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Doctorando: Fernando León García
Informe razonado de los directores de la tesis:
El doctorando ha realizado un trabajo de investigación novedoso en
el que ha mostrado la evolución personal y académica desde ingeniero
hasta investigador. El doctorando ha realizado numerosas propuestas
y discusiones con los directores que han llevado a obtener las apor-
taciones científicas incluidas en esta tesis doctoral. El doctorando ha
realizado una revisión bibliográfica de antecedentes científico-técnicos
relativos al campo de investigación de la tesis. Posteriormente, ha pro-
puesto un modelo matemático generalizado para poder aplicar meca-
nismos de reinterpretación de datos para optimizar el envío de mensa-
jes. Este modelo presenta numerosas novedades respecto a la literatura
científica, ya que, entre otras novedades, es capaz de utilizar diferen-
tes tipos de datos, no necesariamente numéricos; permite alterar la
función de reinterpretación para realizar transformaciones entre dife-
rentes espacios de datos y manejar múltiples conjuntos de parámetros
para aplicar a la reinterpretación a diferentes niveles. Ninguna de estas
características está presente en otras propuestas.
Para poder obtener un conjunto de datos más amplio, el doctorando
ha desarrollado un sistema automatizado y parametrizable que permi-
te la generación de datasets pseudo-realísticos con tantos datos como
se deseen. Para finalizar, el doctorando ha desarrollado un algoritmo
concreto basado en el modelo propuesto en el que los parámetros de re-
ducción se seleccionan automáticamente y se ajustan adaptativamente
a las diferentes situaciones puntuales de varias señales que se combi-
nan entre sí, respecto al objetivo de activación de regla booleana que
se desea alcanzar. De esta manera, el algoritmo adaptativo propuesto
consigue alcanzar reducciones de tráfico muy elevadas sin incurrir en
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R E S U M E N
Esta tesis doctoral profundiza en la optimización de las comunicaciones en
redes de sensores con un propósito específico: evaluar eventos basados en um-
bral que dependen de múltiples variables distribuidas. Con esta motivación se
desarrolla la investigación detallada aquí en forma compendio de artículos. El
trabajo desarrollado se estructura en 3 aportaciones científicas en artículos. De
esas 3 aportaciones, el trabajo en su vertiente más teórica se desarrolla en 2 de
ellas, quedando el tercer artículo para la presentación de una herramienta de
soporte metodológico con gran impacto científico y de relevancia en esta tesis
doctoral.
Gracias a las dos aportaciones teóricas y de gran calado en el ámbito pro-
puesto se propone una solución que se plantea en forma de hipótesis. La prime-
ra aportación son los fundamentos matemáticos para modelar la reducción de
datos en la red de sensores y medir su incidencia en la calidad de la evaluación
del evento. Para ello define una serie de funciones y parámetros que alteran la
cardinalidad de los dominios matemáticos en los que se define la información,
así como métricas específicas que tienen en cuenta los desfases temporales en
los cambios de estado de la condición evaluada. La segunda aportación es un
algoritmo adaptativo que, considerando el contexto lógico de la información
del sistema, parametriza el modelo propuesto en tiempo de ejecución. Como
resultado, esta técnica maximiza la reducción de tráfico y minimiza el error en
la evaluación del evento simultáneamente, obteniendo resultados prometedo-
res.
Como tercera aportación se describe también un procedimiento para gene-
rar señales aleatorias pseudo–realistas, una herramienta útil para disponer fá-
cilmente de grandes conjuntos de datos adecuados para experimentación, que
ha sido utilizada en las aportaciones descritas.
A B S T R A C T
This doctoral thesis delves into the optimization of communications in sensor
networks for a specific purpose: to evaluate threshold-based events that de-
pend on multiple distributed variables. This motivation is behind the detailed
research presented here in the form of a compendium of papers. The deve-
loped work is structured in 3 scientific contributions in articles. Out of those
3 contributions, the most theoretical work has been described in 2 of them,
leaving the third article for the presentation of a methodological support tool
with great scientific impact and relevance in this doctoral thesis.
Due to the two theoretical and large–scale contributions in the proposed
field, a solution is proposed which is stated as an hypotheses. The first con-
tribution is the mathematical foundations for modelling data reduction in the
sensor network and measuring its influence on the quality of the event evalua-
tion. For this purpose, a set of functions and parameters is defined. This logic
modifies the cardinality of the mathematical domains in which information is
defined in order to save traffic. Specific metrics that consider the time delays in
the state changes of the evaluated condition are also defined. The second con-
tribution is an adaptive algorithm that, taking into account the logical context
of the system information, parameterizes the proposed model at runtime. As
ix
x
a result, this technique maximizes traffic reduction and minimizes error in the
evaluation of the event simultaneously, obtaining promising results.
As a methodological contribution, a procedure for generating pseudo-realistic
random signals is also described, a useful tool for easily obtaining large data-
sets suitable for experimentation, which has been applied in the described
contributions.
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Las sociedades actuales, inmersas en un proceso de globalización vertebradoen torno a la tecnología, propician entornos humanos cada vez más digitali-
zados. En pro de la calidad, experiencia y oportunidades vitales; una extensa
red de servicios, dispositivos e interfaces se despliega a nuestro alrededor, ge-
nerando y procesando grandes cantidades de información con el fin último de
otorgarnos la capacidad de aprovecharla de formas sin precedentes. Las tecno-
logías de información y comunicación (TICs), como parte fundamental de su
desarrollo, profundizan en su integración en nuestra cotidianidad, reduciendo
así las limitaciones del ser humano para dar lugar a una comunidad global-
mente conectada, donde el tiempo y la distancia no son un problema.
Esta realidad en constante desarrollo conlleva un gran esfuerzo de investi-
gación en múltiples ámbitos. La terminología científica adoptada es amplia, al
tratarse de un paradigma tecnológico aún por definir en muchos aspectos. Des-
de el punto de vista de la infraestructura, en el ámbito global se adoptan los
conceptos Internet of Things (IoT), Internet of Everything (IoE), Cloud Computing
y Fog Computing entre otros; en el ámbito local se desarrollan otros términos
como Cyber Physical System (CPS), Edge Computing o [Wireless] Sensor Networks
([W]SN). Este crisol de conceptos representa un frente de vanguardia tecnoló-
gica que, como piezas de un mismo rompecabezas, se integran en la visión de
una infraestructura global que todo interconecta.
El camino de datos desde los sensores y terminales hacia los centros de la
infraestructura es un proceso en el que la información trasciende a su entorno
local para ser parte de una abstracción de mayor perspectiva. En este pro-
ceso, el conocimiento es extraído mediante el análisis de grandes volúmenes
de datos heterogéneos: Big Data; y suministrado por los diferentes servicios y
aplicaciones de acuerdo con sus propósitos. Un buen ejemplo de ello son las
modernas aplicaciones de navegación, conscientes del estado del tráfico de las
vías de circulación en tiempo real.
Según las previsiones de CISCO y otras compañías importantes del sector,
el número de dispositivos conectados a Internet crecerá exponencialmente en
la próxima década. Disponer de infraestructura de red eficiente para dar servi-
cio al volumen de datos previsto es uno de los grandes desafíos tecnológicos
que afronta la comunidad científica. En relación a este tema, se han publicado
numerosas propuestas que replantean las redes de comunicaciones a todos los
niveles. Una línea de investigación en relación a este problema busca desarro-
llar modelos de inteligencia para gestionar los recursos de red, dando lugar
a infraestructuras adaptativas en pro de la eficiencia. Por otra parte, surge la
necesidad de acercar el procesamiento a los generadores de información en la
3
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medida de lo posible, evitando así la centralización del procesamiento en los
centros de datos, con el fin de evitar colapsos distribuyendo la carga de la red.
Los sensores y nodos terminales juegan un papel fundamental en el desarrollo
de estas tendencias de diseño, al disponer de capacidad de cómputo aplicable
en las fases más tempranas del camino de datos.
1.1 Antecedentes en computación ubicua
Mark Weiser comenzó su artículo The computer for the 21st Century, publicado
en 1991, escribiendo: “Las tecnologías más profundas son las que desaparecen. Se
entretejen en el tejido de la vida cotidiana hasta que son indistinguibles de ella” [83].
Inspirado en la distopía de ciencia ficción Ubik, de Philip K. Dick, en este tra-
bajo sentó las bases de lo que él denominó Ubiquitous Computing y más tarde
recibió otros nombres como Pervasive Computing, Calm Technology o Everyware
[37].
La computación ubicua de Weiser puso sobre la mesa la necesidad de re-
plantear la interfaz hombre-máquina. El desarrollo de la sociedad digital de-
bía construirse desde la simplicidad de lo gestual y lo verbal, acercando los
modelos de computación al lenguaje humano, en contraposición a la compleji-
dad característica de los terminales de sistema operativo. Incluso las interfaces
basadas en ventanas, concebidas sobre la metáfora espacial de un escritorio,
fueron puestas en duda ante la idea de futuros dispositivos sin pantalla o de
tamaño reducido.
En cuanto al hardware, las hipótesis originales de la computación ubicua
consideran tres clases de dispositivos en relación a su tamaño: Tabs, de esca-
sos centímetros; Pads, del tamaño de una mano; y Boards, de incluso metros;
compartiendo los tres la característica de ser generalmente planos y con salida
visual.
La incuestionable certeza con la que Mark Weiser vaticinó el futuro tecno-
lógico revela la influencia de su trabajo en el desarrollo de las TICs, sentando
los principios de diseño que rigen los avances científicos y tecnológicos hoy en
día. La computación ubicua establece los cimientos teóricos del Internet de las
cosas, si bien no empezó a desarrollarse hasta que el estado de la tecnología lo
hizo posible años después.
1.2 Antecedentes tecnológicos
En la actualidad, el concepto Internet of things recoge el testigo de la compu-
tación ubicua en su dimensión técnica. A lo largo de las últimas décadas, el
desarrollo científico en áreas del conocimiento relacionadas con las TICs han
permitido dar los primeros pasos hacia la sociedad digital descrita por Mark
Weiser. Con el propósito de construir una perspectiva más amplia del presente
de este desarrollo, se recogen a continuación una serie de tecnologías que han
sido imprescindibles para la aparición de los conceptos en los que se basa esta
tesis.
Tecnologías de integración a gran escala (VLSI)(VLSI): Very Large
Scale Integration
En cuanto a la interfaz hombre-máquina desde el punto de vista del hardware,
la constante mejora del proceso de fabricación de circuitos integrados ha dado
lugar a la miniaturización de los dispositivos. En 1965, Gordon Moore publicó
1.2 antecedentes tecnológicos 5
un trabajo en el que estudia las tendencias de dos parámetros relacionados con
los circuitos integrados: el número de componentes por circuito y el precio re-
lativo por componente [59]; revelando dos marcadas tendencias: la capacidad
técnica de integrar cada vez más componentes por chip, y la consecuente re-
ducción del precio relativo por componente. Sus conclusiones dieron lugar a
la famosa ley de Moore, que usualmente se interpreta en clave incremental
en relación a la capacidad de cómputo, afirmando que cada 2 años se duplica
el número de transistores de los procesadores. Si bien esta interpretación es cierta,
también lo es a la inversa: cada 2 años se puede reducir a la mitad el tamaño de un
procesador. Esta interpretación en clave de miniaturización de la electrónica no
es únicamente una cuestión de espacio. Componentes semiconductores más
reducidos implican menores consumos de energía para la conmutación. Este
aspecto no ha sido desaprovechado por la industria, que ha construido un nu-
trido mercado de productos digitales alimentados con baterías.
Una interesante visión del panorama de la computación actual surge de
concebir las consecuencias de ambas interpretaciones de la ley de Moore. En
una hipotética escala de potencia de cómputo en la que el ordenador personal
promedio se sitúa en el centro, la capacidad de fabricación chips más complejos
da lugar a la computación de altas prestaciones, potentes procesadores y GPUs
GPU: Procesador
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otro extremo de la escala se ubica la electrónica miniaturizada, los dispositivos
de bajas prestaciones y escaso tamaño y consumo: las cosas. Las propuestas
actuales de arquitecturas para la red global de Internet de las cosas integran
esta escala, normalmente a tres niveles de computación: Edge (los dispositivos
miniaturizados), Fog (elementos de infraestructura intermedios que permiten
acercar el procesamiento al entorno), y Cloud (los centros de procesamiento y
almacenamiento de grandes volúmenes de información).
Internet y WEB
En 1969 tuvo lugar la primera conexión remota entre dos computadores. En el
marco del proyecto ARPANET, originalmente concebido con propósitos mili- ARPANET: Advanced
Research Projects
Agency NETwork
tares, la Universidad de Californa en Los Ángeles y el Augmentation Research
Center, un instituto de investigación de Stanford, intercambiaron el primer
paquete de red de la historia. El concepto de computador como interfaz de
comunicación se debe a Joseph C. R. Licklider, que en 1968 describió las ideas
subyacentes del Internet moderno con asombrosa precisión, esbozando incluso
los principios del modelo cliente-servidor [52].
ARPANET supone los inicios de la infraestructura, el demostrador funcional
que evidencia la factibilidad de las ideas de Licklider. Durante los siguientes
años más computadoras se unen a la red, poniendo de manifiesto un problema




ton Cerf y Robert E. Kahn en la década de los 70 e incorporado en ARPANET
en 1982, del cual toma el nombre Internet tras escindir del proyecto a la parte
militar, orientando la red a uso exclusivamente civil.
En sus orígenes, la red ARPANET/Internet es utilizada para el intercambio
de información, y con tal propósito se desarrollan el correo electrónico y la
transferencia de archivos en sus primeros años. Sin embargo, no es hasta la
década de los 90 que se desarrolla el potencial comunicador de Internet me-
diante el desarrollo de la World Wide Web (o símplemente Web) por parte de
Tim Berners-Lee [11]. La Web introduce una nueva forma de comunicación a
través de Internet al permitir la transferencia de hipertexto desde los servido-
res de contenidos. Este hipertexto se organiza visualmente en páginas en el
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navegador de cualquier terminal que acceda a este servicio.
En un principio, los estándares Web fueron concebidos para desplegar con-
tenidos estáticos accesibles globalmente, lo que dio lugar a la aparición de
grandes portales de contenido digital. Más adelante la Web evoluciona, per-
mitiendo a los usuarios participar activamente del proceso de publicación; los
blogs y las secciones de comentarios de las páginas webs son herramientas pro-
ducto de esta evolución. Las actuales redes sociales representan la culminación
de este modelo en el que el usuario acapara el foco de interés, suministrando in-
formación recibida por los interesados: el modelo de publicación-suscripción.
Desde el comienzo de la Web hasta la actualidad, la constante incorporación
de innovaciones técnicas tienen lugar en un proceso evolutivo cuyos hitos cla-
ve han sido catalogados mediante una sucesión de generaciones Web, siendo la
generación Web 4.0 objeto de actual debate. Si bien no existe un consenso en
torno a la definición de la futura Web, se aprecia en la literatura científica la
tendencia a compartir los mismos principios propuestos por Mark Weiser para
la computación ubicua: interfaces con abstracción suficiente para la interacción
humana e inteligencia.
El desarrollo de Internet/Web es un antecedente tecnológico clave, es la
herramienta fundamental sobre la que se construyen las propuestas teóricas
resumidas en este capítulo. No tiene sentido plantear la digitalización global
sin Internet.
Redes inalámbricas de bajo consumo
La utilización del medio inalámbrico para transmitir información se remonta a
finales del 1800, cuando se establecen las bases teóricas de la generación, propa-
gación y detección de ondas electromagnéticas de la mano de Heinrich Rudolf
Hertz [39]. Sus investigaciones fueron la base para la construcción de las pri-
meras emisoras de radio. Tal fue la capacidad disruptiva del descubrimiento
que en la primera década de 1900 ya se establecieron los primeros enlaces de
radio entre América y Europa a través del Atlántico.
La transmisión de paquetes digitales mediante ondas electromagnéticas tie-
ne lugar como hito importante en 1970, cuando un equipo de investigación
de la Universidad de Hawaii bajo la dirección de Norman Abramson publica
los detalles de su sistema experimental ALOHA [3]. El sistema ALOHA es
una red de 7 computadores comunicados mediante enlaces de radio, una al-
ternativa inalámbrica para la comunicación digital. El sistema de Abramson
incorpora los primeros métodos para resolver desafíos propios del acceso a un
medio compartido, que posteriormente se recogen en el nivel MAC del modelo
MAC: Medium
Access Control
OSI, revelando un desafío científico que sigue siendo objeto de investigación.OSI: Open System
Interconnection Posteriormente ALOHA se conecta a ARPANET, apareciendo así el primer en-
rutador inalámbrico de la historia de Internet.




co, en la cual se liberan de licencia ciertas bandas de frecuencia para propó-
sitos industriales, médicos y científicos; las bandas ISM. Hasta este momento,ISM: Industrial,
Scientific and
Medical
los experimentos con tecnologías inalámbricas tuvieron lugar en laboratorios
utilizando generalmente altas frecuencias. Especialmente reseñable es el expe-
rimento que publicó IBM en 1979 en una de sus fábricas en Suiza, en la que
desarrollan una red local mediante tecnología de infrarrojos que consigue velo-
cidades de transmisión considerables [35]. Una vez reguladas las bandas ISM,
la comunidad científica y la industria se volcaron en la investigación y desa-
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rrollo de tecnologías inalámbricas. En un principio aparecieron en el mercado
soluciones comerciales independientes de la mano de grandes empresas, pero









un estándar para comunicacinoes inalámbricas de area local. Esta implicación
de la industria en la estandarización mediante grandes consorcios, en contra-
posición con el modelo de iniciativa únicamente pública como fue el caso de
ARPANET/Internet, constituye el modelo actual de estandarización.
Al margen de los nombres comerciales como Wi-Fi, la organización interna-
cional IEEE, líder en estándares de ingeniería eléctrica y electrónica, engloba IEEE: Institute of
Electrical and
Electronics Engineers
los principales grupos de trabajo que publican los documentos técnicos subya-
centes a las tecnologías de comunicación de area local y metropolitana bajo la
numeración 802. Por ejemplo, 802.11 corresponde al estándar de redes locales
inalámbricas WLAN, correspondiente al consorcio Wi–Fi, del cual hay publica- WLAN: Wireless
Local Area Networkdas 18 versiones.
En relación al interés de esta tesis, un hito tecnológico importante se dio en
el año 1998 con la publicación de la especificación Bluetooth por parte de un
grupo de empresas encabezadas por Ericsson, quien desarrolló la tecnología
inicialmente. Esta publicación inicia el desarrollo de las tecnologías de redes




El grupo de trabajo IEEE 802.15.4 se encarga de elaborar estándares de red
de área personal con un perfil de requerimientos que se ajusta a las necesida-
des de la electrónica miniaturizada: bajas tasas de datos a cambio de consumos
muy reducidos. Este estándar, que define las capas física y de acceso al medio,
es la base técnica sobre la que se construyen soluciones comerciales como Zig-
Bee, de la mano del consorcio ZigBee Allianze, cuya relación con IEEE 802.15.4
es parecida a la relación entre Wi-Fi e IEEE 802.11. En la actualidad, está en
proceso de desarrollo la versión IEEE 802.15.4w, que incluye la posibilidad de
establecer enlaces kilométricos mediante una alternativa sub-GHz en capa físi-
ca manteniendo la máxima del reducido consumo. Si bien existen alternativas
que comparten los criterios de consumo del estándar IEEE 802.15.4, su publi-
cación puso el foco de interés de la comunidad científica sobre el desarrollo de
conceptos como WSN e IoT. Interés que perdura en la actualidad.
En el entorno cercano, el presente y futuro tecnológico es esencialmente
inalámbrico. El ideal de ubicuidad es difícilmente sostenible sin las tecnologías
inalámbricas que lo hacen posible; no tanto por las características intrínsecas
del medio radioeléctrico, sino por la libertad espacial que otorga la ausencia de
infraestructura cableada. El desarrollo de las tecnologías inalámbricas orienta-
das al bajo consumo y la miniaturización de la electrónica han hecho posible
que dispositivos muy pequeños y con escasos recursos de cómputo y ener-
gía puedan comunicarse de forma inalámbrica. Es decir, han hecho posible la
aparición de las cosas.
1.3 Enfoque de la tesis
Los antecedentes teóricos y tecnológicos introducidos ayudan a comprender
el origen y la tendencia de la revolución digital. En cuanto al futuro las previ-
siones son claras: el entramado de dispositivos de uso cotidiano que generan
información y requieren de infraestructura para canalizarla va a extenderse
penetrando en todos nuestros entornos; va a introducirse en nuestros hogares,
industrias, ciudades, vehículos, prendas de ropa, e incluso en nuestros propios
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cuerpos. La conjunción de la inteligencia artificial, el Big Data, y la humaniza-
ción de las interfaces con la tecnología van a producir un cambio en nuestro
estilo de vida sin precedentes. Los retos derivados de tal cambio de paradigma
requieren de análisis, visión y decisión en todos los aspectos del saber y hacer
humano: política, ciencia, ética, sociedad, economía, etc.
Uno de los numerosos frentes de investigación de la dimensión técnica del
desafío tiene que ver con el ingente volumen de información que se espera
canalizar desde el creciente conglomerado de dispositivos distribuidos en el
entorno. La implicación científica en esta problemática abarca todas las ramas
del conocimiento relacionadas con las TICs, proponiendo enfoques orientados
a las diferentes fases del camino de datos de la infraestructura: captación de
datos, compresión, estrategias de envío, protocolos de comunicación, enruta-
miento, procesamiento temprano, fusión de información, estrategias de clúste-
ring, esquemas de prioridad, etc. Asimismo, la heterogeneidad de las fuentes
de información y del propósito de las mismas hace que sea difícil plantear
soluciones de propósito general, lo que fomenta la aparición de soluciones de
eficiencia para propósitos específicos. Esta extensa riqueza del panorama cien-
tífico conlleva la imposibilidad de prever el futuro tecnológico con precisión;
parece que la futura infraestructura de Internet de las cosas está llamada a
hacer frente a la heterogeneidad diversificando su infraestructura intermedia,
con pasarelas multiprotocolo con inteligencia para adaptarse al contexto.
Por lo abstracto de su definición, el concepto de adaptación al contexto está
sujeto a interpretación. La palabra contexto hace referencia a toda suerte de
circunstancia que caracteriza el entorno de un hecho. Es por ello que abordar
tal propósito desde el rigor de la ciencia requiere la concreción de los paráme-
tros fundamentales que modelan el supuesto contexto al que la propuesta se
refiere. En el caso de las red de cosas, proponemos tres niveles de contexto:
Contexto tecnológico El contexto tecnológico hace referencia a los detalles
técnicos de la red objeto de adaptación. En este nivel nos referimos a las
características de los dispositivos desplegados, las tecnologías de comu-
nicación empleadas, la topología de la red, la movilidad de los nodos,
etc.
Contexto de red El contexto de red tiene que ver con el estado de la misma.
Aquí entran en juego los parámetros de calidad de servicio ampliamente
explorados por la comunidad científica.
Contexto lógico El contexto lógico está relacionado con el significado y uso
de los datos que fluyen en la red. La cuestión del propósito de la in-
formación no es accesible si se pretende una estrategia de adaptación
de propósito general. Sin embargo, en redes de propósito específico, co-
nocer la importancia y objetivo de cada envío posibilita incorporar esta
lógica en los mecanismos de adaptación.
Entendiendo que el contexto es una realidad que evoluciona, la adaptabi-
lidad de un sistema es un proceso que parte como información de entrada
la caracterización de éste, y como salida requiere disponer de recursos para
actuar en consecuencia, con el objetivo final de optimizar su funcionamiento.
Por otra parte, el proceso requiere de cierta inteligencia para gestionar acerta-
damente diagnósticos, acciones y repercusiones.
Una de las tecnologías clave de este marco tecnológico son las WSNs, parte
fundamental de la infraestructura al tratarse de los dispositivos que nutren la
red con información extraída del entorno físico. Las WSNs implementan la di-
gitalización de datos y el primer frente de procesamiento de la infraestructura
global. Los sensores se caracterizan por ser dispositivos pequeños, baratos, con
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escasa capacidad de cómputo y un reducido consumo para poder funcionar
con batería. Estas características han servido a los científicos para establecer
una nutrida línea de investigación en la que se han propuesto toda suerte de
técnicas de colaboración, auto-organización y agrupación entre otras; además
de sistemas operativos, librerías y middlewares específicos para estos sistemas.
En cuanto a las aplicaciones de las WSNs, una de las más comunes consiste
en la detección de eventos, existiendo propuestas desde multitud de enfoques.
Un enfoque clásico y muy extendido es el de evento basado en umbral, según
el cual el evento tiene lugar cuando una magnitud sobrepasa un determinado
umbral.
En este marco conceptual se desarrolla esta tesis doctoral, en la que se abor-
dan cuestiones relacionadas con el envío eficiente de datos generados por sen-
sores, acotando el contexto lógico a la evaluación de eventos basados en umbral
mediante expresiones multivariantes. En la investigación descrita en esta tesis
se aportan modelos y análisis matemáticos relacionados con el procesamiento
y envío de datos, proponiendo técnicas adaptativas que tienen cabida en las
fases previas de la obtención de conocimiento de mayor abstracción, basado
en el resultado de los eventos multivariantes.
1.4 Estructura de la tesis
El contenido de esta tesis se organiza en tres bloques. El bloque I se divide en
4 capítulos y contiene la introducción (que finaliza en esta descripción de la
estructura del documento), la descripción de los antecedentes de este trabajo
en un marco teórico (Capítulo 2), la motivación y objetivos de las propuestas
desarrolladas (Capítulo 3), y las hipótesis y metodología propuestas para su
demostración (Capítulo 4). El bloque II contiene 4 capítulos, el primero es una
descripción de las 3 publicaciones aportadas como sustento a esta tesis doctoral
(Capítulo 5), mientras que los tres capítulos restantes contienen dichas aporta-
ciones por separado (Capítulos 6, 7 y 8). Finalmente el bloque III concluye con
4 capítulos, abordando la discusión de los resultados obtenidos (Capítulo 9),
conclusiones (Capítulo 10) y trabajo futuro (Capítulo 11). El último capítulo
presenta las conclusiones del trabajo en inglés (Capítulo 12).
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2.1 La computación ubicua
La computación ubicua tiene su origen en el artículo que publicó Mark Wei-
ser en 1991 [83], considerado como el inicio de este área de investigación, que
abarca en la actualidad un amplio abanico de tecnologías. La computación ubi-
cua y otros conceptos que surgieron a raíz de ésta, como pervasive computing,
calm technology, o everyware; viene a describir la tercera era de la computación
moderna. La primera era se definió por la computadora centralizada, sistemas
únicamente al alcance de empresas y organismos que eran compartidos por
usuarios especializados (un computador para múltiples usuarios). La segun-
da era corresponde al concepto de ordenador personal, fundamentalmente
perteneciente a una persona (un computador por usuario). La tercera era se
caracteriza por la explosión de la computación miniaturizada e interconecta-
da, es la era de los teléfonos y relojes inteligentes, los libros electrónicos, y
otros dispositivos con procesador empotrado que utilizamos a diario (múlti-
ples computadores por usuario). Si bien los teléfonos inteligentes se han con-
vertido en el computador más ubicuo de la historia, aún son poco sofisticados
en comparación con los propósitos de la computación ubicua, al implementar
sistemas operativos de uso similar a los clásicos aunque con interfaces táctiles
para adaptarlos al tamaño del dispositivo. Por contra, la computación ubicua
pretende que, en lugar de virtualizar el mundo en una abstracción simplificada
en pantalla, éste sea revestido con la tecnología necesaria para poder hacer un
uso intuitivo de una versión computerizada del mismo. Por tanto, podríamos
decir que la tercera era de la computación moderna se encuentra aún en fase
de desarrollo [81].
El trabajo de investigación científica en computación ubicua puede catego-
rizarse en tres áreas de interés, que corresponden con las características clave
de la propuesta de Weiser [84]: computación, relacionada con las arquitecturas
software para dar soporte a aplicaciones ubicuas; invisibilidad, en la que se desa-
rrollan los modelos de interacción de la tecnología ubicua con el ser humano;
y consciencia del entorno, centrada en los desafíos tecnológicos de los dispositi-
vos y cómo estos interactúan con el entorno de manera inteligente para hacer
realizable el concepto de ubicuidad.
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2.1.1 Consciencia del entorno
La inteligencia humana nos ha hecho eficientes a la hora de compartir ideas
y entender cómo funciona el mundo. Aunque no seamos conscientes de la
complejidad subyacente, tenemos una extraordinaria capacidad de reunir y
relacionar información contextual mediante incontables estímulos que dan lu-
gar a nuestra percepción de la realidad. En una conversación entre humanos,
además de la información compartida gracias a la riqueza de nuestros lengua-
jes, nuestro cerebro relaciona también información situacional sin que seamos
necesariamente conscientes de ello. Las computadoras empiezan a entender
nuestros lenguajes, pero carecen de capacidad de comprensión de la situación,
no entienden cómo funciona el mundo, no pueden entender el contexto de
la información; al menos, no tan fácilmente como los humanos. Un ordena-
dor personal clásico cuenta con un ratón y un teclado para ser provisto de
información mediante interfaces extremadamente limitantes para el usuario,
un escenario muy alejado del principio de transparencia de la computación
ubicua. Reducir las limitaciones en las comunicaciones humano–computadora
es un asunto de actual interés para la ciencia, que aborda el tema desde dos
perspectivas fundamentales:
• Mejorar los lenguajes interfaz humano–computadora.
• Incrementar la capacidad de las computadoras de percibir y reaccionar
a la información situacional, o contexto.
La primera trata de mejorar la forma en la que el humano interactúa con la
máquina, habilitando formas de comunicación más naturales. Bajo este enfo-
que se desarrollan técnicas como el procesamiento del habla o el análisis ges-
tual, formas explícitas de comunicación. Existe otra información relevante que
se comparte de manera implícita en una comunicación humano–humano, co-
mo la expresión de las emociones mediante expresiones faciales; eventos pasa-
dos y futuros; otras personas presentes en el momento de la conversación; o sus
relaciones con los interlocutores. Habilitar esta información para los compu-
tadores de forma implícita para enriquecer la comunicación humano–máquina
es el objetivo del segundo enfoque. Los investigadores en esta materia tratan
de hacer este proceso natural, evitando la necesidad de transmitir este conoci-
miento mediante interfaces prediseñadas, tratando de abstraer al interlocutor
humano del proceso de extracción de información contextual. Esta segunda
forma de abordar la manera en que nos comunicamos con los computadores
es un desarrollo clave para la computación ubicua, que ofrece al usuario la
expectativa de acceso a información y servicios que quiera, donde quiera y
cuando quiera [26].
El concepto de computación contextual (context-aware computing en inglés)
surge a mediados de los años 90, apareciendo por primera vez en la literatura
científica en [72], trabajo en el cual los autores consideran el contexto como la
localización, la identidad de las personas y objetos cercanos, y los cambios en
los mismos. De manera similar pero unos años más tarde, en [17] se define el
contexto como la localización, la identidad de las personas cercanas al usua-
rio, la hora, estación del año, temperatura, etc. Posteriormente, [27] enriquece
el concepto con aspectos físicos, emocionales, sociales y mentales del usuario;
como el foco de atención, estado de ánimo y orientación entre otros. Existen
muchas definiciones alternativas de contexto en esa década, esencialmente cen-
tradas en el entorno del usuario [16, 31] o en de la aplicación [71, 82]. De los
múltiples enfoques que propició el debate científico, es especialmente reseña-
ble la definición propuesta por Abowd et al. [2], en la que se define contexto
como “cualquier información que puede ser utilizada para caracterizar la situación de
una entidad. Siendo una entidad una persona, lugar u objeto considerado relevante pa-
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ra la interacción entre un usuario y una aplicación, incluyendo al propio usuario y la
propia aplicación”. Más recientemente la computación contextual ha adquirido
enfoques más pragmáticos. Los interrogantes cuándo (tiempo), dónde (localiza-
ción), quién (identidad), qué (actividad) y por qué (uso) vertebran la dinámica
de los algoritmos de decisión que se desarrollan en la materia [32].
Los sistemas de computación contextual abarcan una extensa variedad de
áreas de aplicación, como sistemas distribuidos, aplicaciones web, aplicaciones
móviles, robótica y sistemas críticos entre otras. Algunas de las técnicas más
utilizadas para modelar y gestionar el conocimiento del contexto se describen
a continuación [54].
Ontologías Algunos enfoques han utilizado ontologías para modelar datos
de contexto provenientes de una variedad de fuentes relacionadas, y
para mapear y desambiguar conceptos similares teniendo en cuenta la
reutilización [18, 63, 66].
Modelos de características Los modelos de características representan aspec-
tos, calidades o atributos característicos del sistema y sus dependencias.
Estos modelos se han aplicado para representar la variación del conoci-
miento del contexto [19, 25, 63].
Controladores en tiempo de ejecución La reconfiguración basada en la in-
formación de contexto desempeña un papel clave para proporcionar un
comportamiento inteligente a los sistemas de computación contextual.
Existe trabajo previo en diferentes campos, utilizando datos del contex-
to como entrada para programas gestores que, en tiempo de ejecución,
desencadenan reconfiguraciones de manera oportuna. La toma de deci-
siones es un proceso complejo que requiere procesar abundante infor-
mación implícita y explícita [15]. En este marco se desarrollan métodos
computacionales eficientes que razonan sobre flujos de datos de senso-
res en tiempo de ejecución, modelando así el escenario de un contexto
cambiante [20, 33, 60].
Lenguajes de programación orientados al contexto El paradigma de la pro-
gramación orientada al contexto (COP) surgió como una solución de in- COP:
Context-Oriented
Programming
geniería del lenguaje para diseñar software sensible a contextos variable.
En [6], los autores comparan 11 lenguajes orientados a contexto, señalan-
do diferencias entre sus características y estrategias de implementación.
La idea principal detrás de la mayoría de los lenguajes COP consiste
en añadir nociones de contexto (a veces llamados capas) como clases
principales, y construir sobre ellas ciertas abstracciones de comporta-
miento prediseñadas para escenarios particulares (típicamente clases o
métodos). Algunos ejemplos de propuestas de lenguajes son [23, 36, 40].
Actualmente, la computación ubicua y, más concretamente, la computación
contextual, se desarrollan en el marco tecnológico de internet de las cosas, con-
cepto más reciente que aborda desafíos relacionados con la computación minia-
turizada y su interconexión. Muchos de los retos de la computación contextual
son herencia directa de las limitaciones intrínsecas a los pequeños dispositivos
que componen el universo de las cosas. Estas limitaciones están relacionadas
con la escasez de recursos de memoria, capacidad de cómputo y energía del
hardware. Así, la capacidad de procesar el contexto espacial en un entorno
depende en gran medida de la precisión de las mediciones de los sensores,
tanto si se utilizan tecnologías de geolocalización global o cotejando medicio-
nes propias de la señal inalámbrica para mapear posiciones relativas entre los
dispositivos. De igual manera, la calidad del modelo de contexto temporal de-
penderá en gran medida de la capacidad de sincronización de los elementos
presentes. En general, la escasez de recursos supone un factor limitante a la
hora de implementar mecanismos precisos de medición en todos los ámbitos.
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2.2 Internet de las cosas (IoT)
El origen del término se atribuye a Kevin Ashton, pionero de las tecnologías






presentación titulada “Internet of things” en la que se vinculaba el uso de motas
RFID aplicadas a una cadena de suministro con Internet. En su visión, Ashton
describe cómo los computadores serían capaces de colectar datos sin asisten-
cia humana para procesar información útil, lo cual sería posible mediante el
uso de tecnologías como sensores miniaturizados y RFID, que permitirían a
los computadores observar, identificar y comprender cómo funciona el mun-
do [7]. A principios de los 2000 ya surgieron trabajos científicos haciendo uso
del nombre con el que Ashton bautizó lo que hoy en día es un extenso y
prolífico tema de investigación. En el 2002, la revista Forbes se hizo eco del
concepto publicando un artículo con el mismo nombre [73]. Citando a Ashton,
el trabajo consideró IoT como la semilla de un estándar para que los ordena-
dores entendieran el mundo real, describiendo aplicaciones RFID integradas
en los sistemas de inventario y mejorando la experiencia del cliente. Dos años
más tarde, el trabajo científico [34] profundiza en una propuesta más comple-
ta, analizando los potenciales usos y beneficios de la interconexión de objetos
cotidianos mediante una serie de demostradores con sistemas empotrados y
sensores. Había nacido un concepto nuevo, cuya idea original no consistía en
redefinir Internet, sino extender la interconexión global de redes informáticas
a toda suerte de dispositivo, añadiendo las capas de compatibilidad necesarias.
Actualmente existen revistas científicas de gran impacto especializadas en esta
temática, y un grupo de trabajo del IEEE para la estandarización de la arqui-
tectura de IoT: IEEE P2413 [22].
A diferencia de la computación ubicua, de origen esencialmente teórico, IoT
tiene sus raíces en las experiencias empíricas del equipo de Ashton con RFID,
caracterizándose desde el principio por integrar enfoques más técnicos. No
obstante, ambos conceptos representan paradigmas tecnológicos sujetos a in-
terpretación, cada cual objeto de un nutrido debate científico que, en muchos
aspectos, permite intuir ciertas similitudes en sus planteamientos. La distribu-
ción de dispositivos autónomos, miniaturizados y capaces de procesar infor-
mación del entorno de manera inteligente con el fin último de asistir al ser
humano es, sin duda, un escenario compartido de ambos conceptos. En opi-
nión del autor de esta tesis doctoral y sin pretender afirmar categóricamente
este extremo, IoT recoge el testigo de la dimensión técnica de los desafíos que
plantea la computación ubicua, yendo esta última un paso más allá en abstrac-
ción al plantearse la manera en que el ser humano y la tecnología deberían
interactuar.
IoT es un tema de investigación muy amplio que ha sido abordado desde
muy diferentes perspectivas, dando lugar a una extensa literatura científica
pretendiendo acotar el concepto y clasificar los diferentes enfoques. En este as-
pecto es especialmente reseñable el artículo científico [9], en el que los autores
proponen tres perspectivas del internet de las cosas que han sido objeto de
extenso debate.
Perspectiva de las cosas Orientada a los dispositivos, en la que se engloba





Perspectiva de internet Orientada a la tecnología de la infraestructura de
compatibilidad para la conexión global. En esta perspectiva tienen cabi-
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Perspectiva semántica Orientada a investigar y desarrollar métodos para re-
presentar, almacenar, buscar y organizar la ingente cantidad de informa-
ción generada en el marco de IoT.
2.2.1 Arquitecturas de IoT
La arquitectura de un sistema es la descripción detallada de su organización
fundamental, incluyendo sus componentes y la relación que guardan entre sí,
así como los principios que gobiernan su diseño y evolución. IoT abarca ám-
bitos tan diversos que establecer una arquitectura única es un desafío en el
que, tanto la industria como la comunidad científica, se encuentran inmersas.
En [68], el autor detalla diferentes propuestas de arquitectura aplicadas a es-
cenarios como salud, urbanismo, logística y agricultura entre otros. La lógica
intrínseca a una arquitectura para IoT debe considerar aspectos clave que abar-
can diferentes niveles de abstracción. A este respecto el autor considera de












• Identificación y descubrimiento
• Integración en red de información común
• Conciencia del contexto
• Capacidad de tomar decisiones
El desarrollo de una arquitectura para IoT que integre estas características
funcionales requiere diseñar los bloques funcionales en consecuencia, teniendo
en cuenta aspectos como el hardware de los dispositivos, los sensores y actua-
dores a integrar, las tecnologías de comunicación implicadas, los servicios de
Internet a acceder y ofrecer, o los propósitos finales del desarrollo.
Una forma bastante extendida de propuesta de arquitectura para IoT con-
siste en el desarrollo y publicación de software intermedio o middleware que,
mediante especificaciones de clases, módulos y librerías, asisten a la implemen-
tación de cualquier aplicación bajo los criterios de diseño de la arquitectura en
cuestión. Estos códigos se implementan para ciertos hardwares compatibles y
utilizando comúnmente sistemas operativos orientados a IoT, y suponen una
abstracción del hardware y sistema operativo para el programador. El artículo
científico [69] resume y analiza más de 60 middlewares para IoT, aportando
un criterio de clasificación según su diseño, diferenciando enfoques basados
en eventos, servicios, agentes, máquinas virtuales, espacios de tuplas, bases de
datos o aplicaciones específicas; y analizando aspectos funcionales, no funcio-
nales y de la arquitectura. El artículo pone de manifiesto la complejidad del
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debate científico, retratando la magnitud de la variedad y cantidad de enfo-
ques que tienen cabida en la materia.
Con enfoque de propósito general, la primera propuesta de arquitectura
para IoT se publicó en el informe anual ITU de 2005 [44], en la que se diferen-ITU: International
Telecommunication
Union
cian 3 capas: Perception (percepción), Network (red) y Application (aplicación).
La capa de percepción representa la piel del sistema, sus órganos sensoriales.
Básicamente se encarga de identificar objetos y transmitir datos. La capa de
percepción integra lectores de códigos de barras, etiquetas RFID, antenas GPS,GPS: Global
Positioning System cámaras, y todo dispositivo terminal de red capaz de interactuar con el entorno
como sensor o actuador. Si la capa de percepción es la piel, la capa de red es
el sistema nervioso, y se encarga de canalizar y procesar los datos recibidos
de la capa de percepción. En esta capa tiene lugar la convergencia entre la red
de cosas e Internet, considerando servidores de procesamiento inteligente para
obtener información. Por último, la capa de aplicación se encarga de elevar la
información a conocimiento útil, que es puesto al servicio del ser humano en
muy diferentes ámbitos sociales e industriales.
A raíz de esta arquitectura, otros autores han propuesto otros modelos con
diferentes niveles. Es el caso de [85], en el que se considera un modelo con
5 capas en el que la capa de red es desdoblada en las capas Transport (trans-
porte) y Processing (procesamiento), diferenciando claramente las funciones de
transmisión y enrutamiento de las de análisis de datos, procesamiento y alma-
cenamiento. También añade la capa Business (negocio) sobre aplicación, en la
que se lleva a cabo una gestión de las aplicaciones IoT según el criterio de una
abstracción superior, un modelo de negocio. Otro ejemplo es el trabajo cientí-
fico [78], en el que los autores consideran una arquitectura de 7 capas con un
enfoque especialmente orientado a la interoperabilidad. Así, entre la capa de
red y de aplicación se introducen las capas Coordination (coordinación) y Midd-
leware (software intermedio), para propiciar la adaptación de los formatos de
representación de la información y el hardware. En este modelo, también intro-
ducen un bloque de compatibilidad con sistemas existentes en el nivel inferior,
y desdoblan la capa de percepción en Edge technology (Tecnología de borde) y
Access (Acceso), diferenciando así la lógica del sensor con los mecanismos de
compatibilidad de acceso a la red.
En años recientes el protagonismo de la industria en la definición y estan-
darización de IoT ha ido tomando relevancia. En 2011 Flavio Bonomi, respon-
sable de investigación de arquitecturas avanzadas de Cisco Systems, introdujo
el término Fog Computing (computación en la niebla) referido a la necesidad
de distribuir geográficamente la carga computacional de los servidores en la
nube para satisfacer los requerimientos técnicos de IoT (baja latencia, movili-
dad, localización en entornos cercanos, etc.). Tal y como el autor lo expresa,
Fog es esencialmente una nube cercana al suelo, para la cual propone una pla-
taforma de servicios de cómputo, almacenamiento y red entre los dispositivos
terminales y la nube [13, 14]. El nuevo concepto introducido por Bonomi tuvo
tal repercusión que, en 2015, Cisco Systems, ARM, Dell, Intel, Microsoft y la
Universidad de Princeton (Nueva Jersey) fundaron OpenFog Consortium (OFC)
para desarrollarlo. En 2019 el consorcio pasó a formar parte del Industrial In-
ternet Consortium (IIC), tras lograr integrar 57 miembros entre empresas y uni-
versidades de todo el mundo. Independientemente, IIC fue fundada en 2014
por AT&T, Cisco, General Electric, IBM e Intel para acelerar el desarrollo y pe-
netración de tecnologías IoT en la industria: Industrial Internet of Things (IIoT).
Tras la integración de OFC, cuenta actualmente con más de 300 miembros, lo
que supone la mayor iniciativa privada relacionada con IoT hasta la fecha. De
la documentación técnica publicada por IIC, cabe destacar la arquitectura de
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referencia para IIoT [43], en el que se detallan 4 perspectivas: Implementation
(implementación), Functional (funcional), Usage (uso) y Business (negocio). Ba-
jo la perspectiva de implementación proponen una arquitectura de 3 capas:
Edge (borde), que integra los detalles de los dispositivos terminales y la red
próxima; Platform (plataforma), que se encarga de la transformación, análisis y
transmisión de los datos; y Enterprise (empresa), relacionada con los modelos
de negocio de los diferentes ámbitos de aplicación.
El hecho de que la iniciativa privada acelere su implicación en el desarrollo
de IoT es una muestra de la madurez del concepto, que adquiere cada vez
más precisión en sus definiciones y ámbitos. Si bien actualmente no existe
una arquitectura estándar para IoT, es necesario que surja como fruto de la
colaboración entre las instituciones de estandarización y los grandes consorcios
empresariales, para que la interoperabilidad de los dispositivos en la red de
cosas sea efectivamente global, y no se organice en redes autárquicas sujetas a
patentes comerciales independientes.
2.2.2 Tecnología en el borde de la red: las cosas
En el extremo de la red, esparcidas en el entorno cercano, se encuentran las
cosas. Es en esta parte del macrosistema IoT donde la heterogeneidad, dina-
mismo y distribución geográfica de los recursos se maximizan, plantenando
retos que eran desconocidos cuando se diseñaron las redes informáticas clási-
cas. Técnicas colaborativas, organizativas, adaptativas, de replicación de infor-
mación, o de auto-descubrimiento entre otras surgen de estas necesidades. Por
esta razón, todas las propuestas de arquitectura para IoT consideran uno o más
bloques funcionales específicos para este nivel, aunque con diferentes nombres
como Perception, Edge o Device [43, 44, 68, 78, 85]. Actualmente, diferentes en-
foques con respecto a las cosas coexisten en el debate científico. Los dos más
importantes han dado lugar a dos tópicos ampliamente abordados: Edge Com-
puting (computación en el borde), y [Wireless] Sensor Networks ([W]SN)(Redes
de sensores [inalámbricas]).
Edge Computing es el término más reciente, proviene del mundo de los ser-
vicios de Internet y está enfocado a la operación y optimización de la infraes-
tructura. Edge Computing se origina a principios de los 2000, cuando la empre-
sa Akamai introduce el concepto de redes de distribución de contenidos o CDNs, CDN: Content
Delivery Networkcuya finalidad era acelerar el rendimiento de los servicios web mediante dispo-
sitivos cercanos al usuario que, a modo de caché, aceleran la carga mejorando
la experiencia de uso del navegador [28]. Se puede considerar que Edge Compu-
ting es la extensión del concepto Fog Computing de Bonomi ([13, 14]) aplicado
a dispositivos del entorno cercano.
Las redes de sensores (SNs), por su parte, están más orientadas a la aplica-
ción que al servicio. Su origen se remonta a la década de los 80, en el marco
del proyecto Distributed Sensor Networks de la agencia de proyectos de investi-
gación avanzada en defensa de EEUU, DARPA. El informe final del proyecto, DARPA: Defense
Advanced Research
Projects Agency
del Instituto Tecnológico de Massachusetts (MIT), aborda experimentalmente
el uso de técnicas de procesamiento distribuido para aplicaciones de posiciona-
miento, seguimiento de objetivo, procesamiento de imágenes para vigilancia o
análisis de señales entre otras [76]. A pesar de su antigüedad, el informe descri-
be desafíos tecnológicos de vigente actualidad científica, abordados hoy en día
con tecnologías modernas no disponibles entonces, como las comunicaciones
inalámbricas de bajo consumo.
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2.3 Redes de sensores
El proyecto de DARPA que da origen al concepto de red de sensores teníael objetivo de desarrollar métodos distribuidos de vigilancia y seguimiento
de blancos para sistemas que emplean múltiples recursos de procesamiento
y sensórica distribuidos espacialmente [76]. Una aplicación demostrativa del
proyecto consistió en un sistema de seguimiento para helicópteros basado en
una red de micrófonos [64]. Sin embargo, estos conceptos no fueron abordados
por el mundo académico hasta finales de los 90, cuando se creó el grupo de
trabajo IEEE 802.15.4 para crear un estándar de comunicaciones a nivel físico y
de acceso al medio para redes personales de baja transferencia de datos y con-
sumo [1]. En 1999 la revista Business Week publicó 21 ideas for the 21st century,
en el que esta tecnología fue considerada como una de las más importantes del
siglo que comenzaba [77]. La primera versión del estándar de IEEE 802.15.4 se
publicó en 2003, y sentó la base para el desarrollo de protocolos como ZigBee
[29], WirelessHART [21], 6LoWPAN [41] y Threads [75] entre otros. Estos hitos
tecnológicos fueron sucediendo en un periodo de investigación con creciente
interés por las WSNs, para la que actualmente IEEE 802.15.4 sigue siendo el
marco de desarrollo más importante sobre el que se han implementado siste-
mas operativos [70], middlewares [80], arquitecturas[24], etc.
Los sensores son dispositivos generalmente pequeños, baratos y muy limi-
tados en cuanto a procesador y energía. A diferencia de las redes informáti-
cas clásicas, las redes de sensores son extremadamente dinámicas, debiendo
asegurar la robustez mediante la adaptación, atendiendo a toda suerte de cir-
cunstancia debida a factores como por ejemplo la movilidad de los sensores,
su escasez de recursos o eventos externos que incrementen inesperadamente
el tráfico de datos. Estas circunstancias han hecho que las redes de sensores
hayan supuesto un idóneo laboratorio de investigación para técnicas de pro-
cesamiento distribuido, como por ejemplo agrupación en clústeres [4], auto
organización [55], auto optimización [79] o colaboración [51] entre otras. La
complejidad y diversidad de cuestiones que hay que abordar a la hora de di-
señar una red de sensores, como por ejemplo el hardware, sistema operativo,
arquitectura software, modelo de datos, aplicación o topología; da lugar a una
extensa variedad de tipos de WSNs, que pueden ser clasificadas mediante nu-
merosos criterios [61].
Las redes de sensores son utilizadas en entornos domésticos, urbanos, in-
dustriales, médicos, militares y otros; principalmente con dos propósitos: re-
colectar datos del entorno y detectar eventos. En ambos casos, dadas las li-
mitaciones de los sensores y de los protocolos de comunicaciones empleados,
se aplican técnicas de optimización para reducir ahorrar energía y reducir el
tráfico de red (ambos objetivos estrechamente relacionados). En las siguientes
subsecciones se aborda la detección de eventos y las técnicas de reducción de
tráfico, ambas en el foco de interés de esta tesis doctoral.
2.3.1 Detección de eventos
En términos generales, un evento es un suceso significativo que es inusual en
relación a la normalidad [5]. Al encontrarse esparcida por el entorno, una red
de sensores supone una herramienta idónea para monitorizar ciertos eventos
cuya ocurrencia conlleva efectos no limitados a una ubicación concreta. Con
las técnicas adecuadas, la computación distribuida habilita modelos de detec-
ción de patrones distribuidos. La red de sensores, como una piel que reviste el
entorno, colabora en pro de un propósito compartido combinando los datos de
cada elemento para nutrir un modelo común que a menudo involucra espacio
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y tiempo en la síntesis de sus resultados.
La detección de eventos es un tema amplio que requiere abordar algunos
aspectos que, independientemente de la variedad de las propuestas, son tras-
versales e intrínsecos al problema. Estos aspectos son generalidades extraídas
del análisis de años de aportaciones en la materia [48]:
Dependencia del contexto En una aplicación de detección de eventos los pa-
rámetros, variables y métricas involucrados en el problema conforman
un modelo tan específico que dificilmente puede ser aplicado en otro
contexto. Este aspecto complica la síntesis de soluciones generales.
Criticidad de la aplicación A menudo, la detección de un evento está suje-
ta a los requerimientos de una aplicación crítica. La monitorización de
constantes vitales de pacientes, o la detección de objetos inesperados en
el perímetro de seguridad de un vehículo son ejemplos de aplicaciones
críticas, en las que el evento en cuestión debe ser detectado a tiempo
para abordar las contramedidas oportunas. En estos escenarios, el méto-
do de detección debe responder con precisión y rapidez para identificar
eventos sin errores y en cortos periodos de tiempo.
Fuentes de datos numerosas y diversas Un evento puede considerar da-
tos de diferentes fuentes y con diferente estructura, como por ejemplo
documentos de texto, imágenes, audio, registros compuestos o datos
espacio-temporales. El problema de la detección del evento adquiere
complejidad de esta heterogeneidad al tener que determinar qué datos
son realmente relevantes, además de administar los procedimientos ade-
cuados a cada tipo de información.
Topología de la red La cuestión de la topología es especialmente importante
cuando el evento en cuestión relaciona datos espacio-temporales y los
nodos tienen movilidad. En una red de sensores móviles la conectividad
varía constantemente, y con ella la topología del despliegue. Esta situa-
ción requiere de métodos adaptativos de ajuste para el enrutamiento.
Algoritmo de detección El método escogido para la detección y el consecuen-
te algoritmo deben abordar todos los aspectos mencionados anterior-
mente entre otros. Este proceso determinará aspectos de la detección
que deben ajustarse a los requisitos del problema, como la tolerancia a
errores y retrasos, o la disponibilidad de datos o periodos de entrena-
miento. En un sistema de detección de eventos los errores pueden ser
de dos tipos: falsos positivos y falsos negativos. La relevancia de estos
no siempre es igual, y este hecho abre la puerta a calibraciones iniciales
muy específicas para el escenario en cuestión.
De todas las cuestiones a abordar descritas anteriormente, el algoritmo de
detección es la más importante, al integrar en su implementación todas las
decisiones tomadas para el escenario de aplicación. La lógica del modelo ma-
temático subyacente para detectar eventos se suele clasificar en los siguientes
tipos de métodos [65]:
Métodos estadísticos A partir de muestras, la estadística permite analizar co-
rrelaciones y dependencias que suponen conocimiento útil a la hora de
detectar anomalías o patrones en las señales de los sensores. Combinacio-
nes de técnicas simples como regresiones lineales o medias móviles pue-
den sustentar un modelo sólido para muchas aplicaciones [38, 47, 88].
Métodos probabilísticos Cuando la ocurrencia del evento depende de su-
cesos de naturaleza estocástica pueden ser modelados en términos de
probabilidad. En redes de sensores con redundancia de información, los
métodos probabilísticos pueden ser eficaces a la hora de predecir com-
portamientos emergentes a nivel de sistema [42, 62].
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Métodos basados en IA y aprendizaje automático Los algoritmos de inte-
ligencia artificial computan flujos de información para extraer relaciones
y dependencias profundas, difíciles de advertir con percepción humana.
Cuando se dispone de capacidad de cómputo suficiente estas técnicas
pueden resultar útiles para detectar eventos, especialmente cuando se
carece de un modelo eficiente de lo que se busca detectar [10, 53, 67].
Cuando el sistema conoce a priori el evento a detectar los métodos estadís-
ticos son los más utilizados. En este contexto podemos encontrar soluciones
algorítmicas que utilizan umbrales [12, 49], lógica difusa [45, 46] o detección
de patrones [87, 90] entre otras.
La detección de eventos basada en umbrales se ha utilizado desde los prime-
ros sistemas declarativos, que procesaban variables booleanas conocidas como
hechos como entrada de sistemas expertos basados en reglas [4]. La detección
de eventos basados en umbral es considerada la forma más básica de detección,
aunque también la más extendida [48]. En su forma más simple, se notifica el
evento cuando una variable relevante traspasa un valor o rango conocido. Sin
embargo, este procedimiento puede adquirir complejidad al introducir umbra-
les dinámicos, introducir expresiones booleanas más complejas o requerir de
cierta colaboración entre los sensores. Los eventos basados en umbral son par-
ticularmente adecuados para aplicaciones industriales y control de alarmas,
como por ejemplo detección de incendios, detección de inundaciones u otras
aplicaciones en las que un sensor puede detectar un límite crítico del valor
medido [14].
2.3.2 Reducción de tráfico
Uno de los desafíos más importantes de las redes de sensores es el aprovecha-
miento máximo de sus recursos energéticos. Las tecnologías de comunicación
que hicieron posible esta tecnología fueron diseñadas con la perspectiva de un
consumo muy reducido [1, 21, 29, 41, 75, 77], ya que los procesos de la inter-
faz inalámbrica existentes eran energéticamente inasumibles para dispositivos
miniaturizados.
Para reducir el tráfico es necesario evitar enviar paquetes de red en la medi-
da de lo posible. Este planteamiento conlleva inevitablemente que la informa-
ción se vea reducida o comprimida en algún aspecto. Poniendo en perspectiva
una red de sensores como un sistema, el camino de los datos comienza en
los módulos de adquisición de los sensores. Cada sensor controla sus módu-
los de adquisición y los primeros procesos sobre los datos digitales extraídos
localmente, así como las funciones de acceso a la red. Más allá de la interfaz
local de red tienen lugar otros procesos de lógica distribuida, como fusión de
información, estadísticas de consenso, establecimiento de prioridades, etc. Fi-
nalmente el trabajo colaborativo del despliegue se materializa en un resultado
común, que suele ser enviado fuera de la red o centralizado en un nodo coor-
dinador. Salvando la generalidad de esta descripción, en este camino de datos
hay multitud de procesos y fases en las que la información puede ser redu-
cida, retenida o descartada. En [30] se profundiza este hecho, aportando una
interesante clasificación que agrupa las técnicas de compresión en tres tipos:
compresión de muestreo, compresión de datos y compresión de comunicacio-
nes.
Compresión de muestreo En inglés Sampling Compression (SC), se refiere a
aquellas técnicas que reducen el número de lecturas de una señal para
su digitalización. Una de las técnicas más representativas de este tipo es
el denominado Compressive Sensing, un método que permite extraer la
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información de una señal mediante muestreo de frecuencia inferior a la
establecida por el teorema de Shannon/Nyquist [30]
Compresión de datos También llamada Data Compression (DC), engloba a
aquellas técnicas que convierten flujos de datos de entrada en otros que
requieren menos bits para su representación. Un ejemplo de este tipo
de compresión es el uso del análisis de componentes principales (PCA PCA: Principal
Component Analysispor sus siglas en inglés), que aprovecha la dispersión de las muestras de
una señal para transformar el espacio de representación de la informa-
ción de manera que se pueda codificar con pocos valores representativos
[50, 86].
Compresión de comunicaciones En la literatura científica es conocida por
Communication Compression (CC), se refiere a aquellas técnicas que redu-
cen el tiempo de uso de red de los nodos. Este tipo de compresión suele
plantearse desde enfoques más próximos a la infraestructura, a menudo
relacionados con la gestión del enrutamiento. Ejemplos de compresión
de comunicaciones son las técnicas de control de congestión, una nutri-
da línea de investigación que desarrolla métodos adaptativos que evitan
el colapso de las redes [74].
Aunque únicamente el último tipo de compresión hace alusión directa al
uso de red, todos los tipos descritos tienen influencia en el volumen de tráfico,
ya que existe una relación jerárquica entre ellos. Así, una reducción de mues-
tras induce una reducción de número de bits, lo que a su vez requiere menos
paquetes de datos para su envío.
Un importante aporte a la reducción del tráfico en las redes de sensores vie-
ne de la disciplina del control automático, donde se estudian los criterios de
estabilidad de un sistema de control en relación al régimen de envío de mues-
tras de una señal. En contraposición al clásico envío periódico de información,
Lebesque sampling [8] o Magnitude-based sampling [56] son denominaciones que
hacen referencia al mismo enfoque: estrategias de envío de muestras basadas
en un criterio relacionado con la magnitud de la señal, en lugar del tiempo.
Existe una extensa literatura al respecto, con propuestas que integran métodos
predictivos para minimizar el envío de información necesaria [58, 89].





En años recientes hemos asistido a la eclosión de la tercera era de la informáti-ca. Desde la semilla conceptual de la computación ubicua hasta las actuales
propuestas arquitectónicas para Internet de las cosas, un crisol de técnicas y
conceptos surgidos desde diferentes ámbitos de la tecnología se combinan para
dar forma a las visiones de un futuro ya palpable. La reciente pero firme im-
plicación de la industria es un claro indicio de madurez del desarrollo, camino
de la estandarización de los servicios y productos que están llamados a im-
plementar esta realidad. Por otra parte, la comunidad científica ha participado
muy activamente en el desarrollo desde el inicio de las ideas, diversificada en
múltiples areas de investigación que han aportado la perspectiva de su ámbito
de estudio. Con el propósito de precisar y acotar el ámbito de las aportaciones
de esta tesis doctoral, este capítulo aborda la motivación y los objetivos que la
sustentan.
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3.1 Motivación
La dimensión técnica de IoT enfrenta los problemas derivados de extender la
red global a un gran número de dispositivos. Ante este desafío, la máxima
de la optimización se repite como un mantra en la literatura científica, inde-
pendientemente del nivel de abstracción, aplicación o enfoque. Por una parte,
para optimizar la red en el entorno cercano se trata de minimizar los accesos al
medio inalámbrico en la medida de lo posible. Por otra parte, evitar el colapso
de los servidores requiere deslocalizar el procesamiento, acercar el servicio a
las fuentes de datos distribuyendo así geográficamente la carga computacional.
En ambos casos se requiere computar cierta inteligencia que permita a la red
incorporar modelos de optimización adaptativa: cierta consciencia del contex-
to de red.
En cuanto al entorno local, las redes inalámbricas de sensores son el esce-
nario en el que se desarrolla el procesamiento temprano, fuentes de datos con
escasa memoria y capacidad de cómputo interconectadas mediante tecnologías
de ancho de banda limitado. Un enfoque predominante aquí es la coordinación
de estrategias sensibles a los recursos de red. Generalmente, la literatura cien-
tífica recoge propuestas de optimización del tráfico basadas en el principio de
red como servicio, dando como resultado técnicas aplicables en un amplio ran-
go de casos de uso, sin tener en cuenta el propósito del sistema: el contexto
lógico.
Una de las aplicaciones más comunes de las redes inalámbricas de sensores
es la detección de eventos; y, de entre las técnicas utilizadas, la más exten-
dida es la detección de eventos basados en umbral. Los eventos basados en
umbral computan la ocurrencia de una expresión booleana que generalmente
es simple, una variable cuyo valor sobrepasa unos límites preestablecidos. Es-
ta manera de procesar eventos es aplicable en procesos industriales, sistemas
de alarma (detección de intrusos, incendios, etc.), domótica, y en general to-
da circunstancia cuya lógica pueda modelarse mediante rangos de variables.
Los eventos basados en umbral siguen siendo de interés para la computación
distribuida, aunque la lógica subyacente sigue siendo la evaluación en el sen-
sor de una inecuación simple, cuyo resultado es posteriormente la entidad de
información que se pone a disposición de una lógica distribuída de mayor abs-
tracción. Así, podemos encontrar propuestas en las que los eventos basados en
umbral son consensuados en redes de sensores donde existe redudundancia
en su evaluación, o donde un coordinador de cluster establece umbrales diná-
micos para los modelos de evaluación de los sensores subordinados.
Un enfoque diferente de evento basado en umbral parte de la idea de expre-
siones multivariante cuyas variables están distribuidas en la red. Este concepto
habilita el despliegue de redes en las que un mismo nodo participa de la eva-
luación de diferentes eventos, bien sea por cuestiones de optimización, precio,
o por la distribución de las fuentes de datos en el entorno. Concretamente para
estos escenarios no se tiene constancia de literatura científica que analice las
potenciales optimizaciones aprovechando las particularidades de la aplicación.
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3.2 Objetivos
En este marco conceptual se plantea la investigación de esta tesis doctoral, que
pretende profundizar en la optimización del tráfico en redes de sensores que
evalúan eventos basados en umbral de expresión multivariante, centrándose
en el siguiente objetivo principal.
• Analizar y desarrollar la computación del contexto lógico de la evalua-
ción de condiciones multivariantes en red para la optimización del tráfi-
co.
De este objetivo principal se derivan los siguientes objetivos secundarios.
• Establecer un modelo matemático representativo del contexto lógico de
la evaluación de condiciones multivariantes distribuidas, centrado en el
uso de la red.
• Proporcionar métricas que permitan evaluar el desempeño del modelo
con diferentes parametrizaciones.
• Desarrollar una técnica adaptativa basada en el modelo propuesto para
reducir el tráfico en redes de detección de eventos basados en umbral
de condición multivariante, maximizando la reducción de tráfico mien-
tras se minimizan los errores en el resultado booleano de respuesta del
sistema.
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Conocer el estado de una condición que depende de variables distribuidas enred requiere conocer el estado de esas variables en el instante de evaluación.
Suponiendo que la sincronización no es un problema, la solución más simple
es plantear esta aplicación desde un enfoque síncrono, funcionando la red co-
mo un proceso iterativo en el que cada iteración supone una consulta remota
de cada fuente de datos. Si bien esta estrategia de muestreo periódico es senci-
lla de implementar, el volumen de tráfico de red necesario está estrechamente
vinculado con la criticidad temporal de la aplicación para la que se evalúa la
condición. En otras palabras, si la detección de un cambio de estado debe ser
detectada antes de que transcurra un determinado intervalo de tiempo, la fre-
cuencia de muestreo debe incrementarse de acuerdo con este requerimiento,
lo que aumenta el volumen de datos enviados proporcionalmente. Este hecho
parece invalidar la solución propuesta para aplicaciones críticas, sin embargo
cabe cuestionar la utilidad de enviar información desde todas las fuentes en
todos los periodos de evaluación, es decir, si el envío de información de cada
sensor puede estar vinculado a otros criterios además del temporal.
En la disciplina de control automático analizan los criterios de estabilidad y
convergencia de los algoritmos de control cuando el envío de señales se vincu-
la a criterios de magnitud. Esta interesante línea de investigación se conoce por
diferentes nombres, como muestreo aperiódico, muestreo basado en eventos o
muestreo basado en magnitud, y tiene como objetivo evitar el envío de datos
irrelevantes. Aunque aspectos como la estabilidad o la convergencia no tienen
traslación directa al problema que motiva esta tesis doctoral, el concepto sub-
yacente puede ser aplicado y analizado en el escenario propuesto.
Por otra parte, como resultado final de la evaluación de una condición se
obtiene un valor que representa si la condición se cumple o no. Matemática-
mente, una condición de expresión multivariante combina una serie de valores
definidos en su dominio matemático para obtener un resultado en el dominio
Booleano. Este cambio de dominio en la relación inyectiva es una particula-
ridad interesante de la evaluación de condiciones que puede ser tenida en
cuenta para el criterio de envío de señales. Para evitar tráfico innecesario se
puede vincular el criterio de magnitud al resultado Booleano del sistema. De
esta manera se condiciona la importancia de un dato con su potencial efecto
de hacer conmutar el estado de la condición.
Estas ideas fundamentan el enfoque con el que se aborda esta tesis doctoral.
El trabajo de investigación realizado se construye sobre la lógica de combinar
ambos conceptos para lograr los objetivos propuestos, partiendo de las siguien-
tes hipótesis.
Hipótesis 1 En la evaluación de una condición de expresión multivariante cuyas
variables son sometidas a un muestreo basado en la diferencia con la muestra
anterior, se puede establecer un modelo que relacione la magnitud de la diferencia
entre muestras con el error introducido en términos de precisión y exhaustividad
de la detección de conmutaciones en la señal Booleana resultante.
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Hipótesis 2 Conociendo este modelo, se puede diseñar un algoritmo que ajuste la
magnitud diferencial de muestreo para reducir sensiblemente el número de mues-
tras necesarias para evaluar correctamente el estado de la condición.
Para la demostración de estas hipótesis se proponen los siguientes objetivos
metodológicos:
1. Realizar un estudio del estado de la vanguardia en tres líneas de investi-
gación en el campo de IoT: a) detección de eventos en redes de sensores,
b) técnicas de reducción de tráfico en redes de sensores, y c) técnicas de
compresión de información en sistemas distribuídos.
2. Proponer unos fundamentos matemáticos que modelen: a) el escenario
de una red de sensores que evalúan eventos basados en umbral de expre-
sión multivariante, b) un esquema de reducción de información basado
en técnicas de muestreo basado en magnitud, y c) métricas que cuan-
tifican la reducción de tráfico conseguida y la calidad del resultado en
términos de precisión y exhaustividad.
3. Implementar modelo y métricas para construir un simulador específico
para el escenario en cuestión. Este simulador permitirá experimentar con
volúmenes de datos extensos almacenados en ficheros.
4. Validar el modelo mediante una extensa experimentación que determine
el impacto de los parámetros en el resultado, evaluado con las métricas
propuestas. Esta prueba de concepto estará orientada a un escenario de
propósito general, utilizando ficheros de datos tanto de señales reales
como generadas computacionalmente.
5. Comparar el desempeño del modelo con otras técnicas existentes que
puedan ser aplicadas al escenario simulado en base a las métricas imple-
mentadas.
6. Para disponer de conjuntos de datos de calidad generados computacio-
nalmente, en el marco de la metodología se requiere el diseño e imple-
mentación de un software generador de señales , con el que obtener
grandes volúmenes de datos de calidad que sean adecuados para susti-
tuir a señales obtenidas de sensores reales en experimentación.
7. Con el conocimiento obtenido de la experimentación con el modelo pro-
puesto, diseñar un algoritmo adaptativo que establezca los parámetros
del modelo en tiempo de ejecución, con el objetivo de vincular la re-
ducción de datos a la calidad de la detección del evento, tratando de
maximizar ambos extremos.
8. Someter al algoritmo a experimentación utilizando un extenso y varia-
do conjunto de datos creados artificialmente con el software generador
implementado.
9. Evaluar los resultados experimentales para comprobar el cumplimiento
de las hipótesis de partida.
La realización de los hitos metodológicos descritos ha dado lugar a tres
aportaciones científicas publicadas en revistas indexadas que se describen y
recogen en el siguiente bloque de esta tesis.
Bloque II
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Este bloque compila el trabajo científico realizado para dar cobertura a la meto-dología propuesta. Los resultados de esta investigación han sido publicados
en tres artículos que, puestos en común, recogen en sus conclusiones la demos-
tración de las hipótesis planteadas. Como introducción a esta parte, se describe
a continuación el contenido de cada artículo y su implicación en la consecución
de los objetivos generales y metodológicos de esta tesis doctoral.
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5.1 Artículo 1. SysGpr: System of Generation of Pseudo-realistic
Synthetic Signals
SysGpr es un software generador de señales aleatorias pseudo-realistas que se
detalla en este trabajo. Su nombre proviene de su descripción en inglés y título
del artículo: SYStem of Generation of Pseudo-Realistic syntetic signals, y su desa-
rrollo cubre el objetivo metodológico 6.
Las metodologías de investigación con redes de sensores utilizan a menudo
entornos de simulación. Hay varias razones que pueden justificar este hecho,
el despliegue de redes reales puede ser temporal y/o económicamente costo-
so, incluso puede ser tecnológicamente inasumible si se trata del desarrollo de
algoritmos o técnicas sobre supuestos de despliegue desafiantes para la tec-
nología disponible, como por ejemplo una sincronización ideal en topologías
multisalto, o despliegues super masivos que cubren enormes áreas geográficas.
En estos casos, la simulación ofrece un entorno virtual del que extraer resulta-
dos sólidos que validen una propuesta.
En estos casos, nutrir el sistema de simulación de datos para los sensores
virtualizados puede ser un problema por diferentes circunstancias, como por
ejemplo:
• Si se requiere que el escenario de simulación contemple largos perio-
dos de ejecución, para los que se necesita una cantidad proporcional de
datos.
• Si la simple generación aleatoria no es admisible, porque se necesiten
señales continuas con un comportamiento coherente.
• Si se requieren datos en un formato específico, sin ausencia de informa-
ción o de una longitud determinada.
Existen bancos de datos reales y accesibles que, procesados adecuadamente,
pueden ser utilizados para este propósito. Sin embargo, a menudo la búsqueda,
selección y preprocesamiento de esta información se convierte en una activi-
dad tediosa que requiere mucho tiempo. Como propuesta de solución a este
problema se desarrolla SysGpr, un software que genera señales aleatorias con-
tinuas que presentan patrones de variabilidad coherentes con lo observable en
datos de sensores reales.
El algoritmo subyacente utiliza distribuciones de probabilidad Gaussiana y
Gamma, en un proceso recursivo que construye las señales muestra a muestra,
variando la parametrización de estas distribuciones en cada iteración. La lógica
de este proceso está planteada como una jerarquía de bloques anidados, donde
cada bloque genera una señal aleatoria cuyas muestras son alteraciones a los
parámetros del bloque superior. De esta forma, el incremento en magnitud de
una muestra generada con respecto a la anterior obedece a una distribución de
probabilidad cuyos parámetros son variaciones de los implicados en el proce-
so de la iteración anterior. Como resultado se obtienen señales continuas que,
analizadas estadísticamente, no siguen una distribución estadística ideal sino
ajustes parciales, tal y como las señales del mundo real.
Esta técnica ha sido validada mediante tres métodos independientes: un
algoritmo de aprendizaje automático, demostrandose incapaz de clasificar se-
ñales reales y generadas; correlaciones cruzadas, obteniendo una correlación
elevada entre señales reales y generadas; y encuestas, en la que observadores
humanos no han sido capaces de diferenciar señales reales de generadas.
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5.2 Artículo 2. D2R-TED: Data–Domain Reduction Model for
Threshold–Based Event Detection in Sensor Networks
Este trabajo cubre los objetivos metodológicos 1, 2, 3, 4, 5 y 9; sentando los
fundamentos matemáticos que modelan la reducción de envíos en una red de
sensores para la evaluación de condiciones multivariantes mediante técnicas
de muestreo basado en magnitud. También propone tres métricas que evalúan
la reducción de tráfico, y la precisión y exhaustividad de las conmutaciones de
la señal booleana resultante.
Como se describe en el bloque anterior, las expresiones condicionales multi-
variantes conllevan un cambio de dominio de la información de entrada, ofre-
ciendo un resultado en el dominio Booleano. Esta transición de dominios ma-
temáticos divide conceptualmente la propuesta en dos partes: a) la técnica de
reducción de datos en el dominio de entrada, y b) la evaluación del resultado
en el dominio de salida (Booleano).
El modelo proporciona esencialmente dos cosas: una técnica paramétrica pa-
ra reducir envíos en la red de sensores, y una forma de relacionar la reducción
de información de entrada con la calidad del resultado de la evaluación. La
reducción de envíos se fundamenta en la técnica de muestreo aperiódico Send-
on-Delta[57], un criterio de muestreo basado en la diferencia en magnitud con
respecto a la muestra anterior. El trabajo tiene dos aportaciones originales en
sus planteamientos:
• El modelo matemático está orientado al dominio de la información, lo
cual lo hace aplicable a escenarios en los que la información de entra-
da se define en estructuras de datos abstractas, no únicamente valores
reales.
• La lógica de las métricas está centrada en las transiciones del estado de
la señal, no en su nivel lógico. Esto permite introducir un parámetro
que modela la tolerancia al desfase temporal en la detección del evento,
aportando riqueza a la interpretación del desempeño del sistema.
El artículo incluye un análisis de la influencia de la variación de sus paráme-
tros en el resultado utilizando un conjunto de datos de sensores reales. Aunque
en la primera versión remitida a la revista se replicaba el estudio sobre seña-
les generadas, en su versión final este análisis no se presenta por motivos de
espacio. Finalmente incluye un estudio comparativo con otras técnicas aplica-
bles al escenario de experimentación. Los resultados de esta experimentación
demuestran la primera hipótesis planteada en esta tesis doctoral.
5.3 Artículo 3. Data Communication Optimization for the Evalua-
tion of Multivariate Conditions in Distributed Scenarios
Este trabajo tiene un objetivo muy concreto: desarrollar un algoritmo que apli-
que el modelo D2R–TED ajustando sus parámetros en tiempo de ejecución
para conseguir evitar el máximo volumen de tráfico posible tratando de no
alterar el resultado de la evaluación de condiciones multivariantes en redes
de sensores. El algoritmo se llama DRACE por las siglas en inglés de Data
Retaining Algorithm for Condition Evaluation, y su desarrollo cubre los objetivos
metodológicos del 7 al 9, planteados para demostrar la segunda hipótesis de
esta tesis doctoral.
DRACE es descrito sobre la base de un símil bélico que, en un contexto
lógico, integra todos los aspectos relevantes del envío de información para la
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evaluación de una condición que depende de diferentes fuentes. Con este en-
foque se presenta el problema del precio de la información, que en esencia es
el necesario balance entre el tráfico generado y la precisión temporal de la eva-
luación de la condición. Como solución de compromiso, DRACE define una
serie de procedimientos sujetos a parámetros que inciden en el equilibrio entre
ambos conceptos, como se demuestra en la extensa experimentación presenta-
da en el artículo.
El método de reducción y ajuste dinámico de la misma están basados en
el modelo D2R–TED con señales de entrada definidas en el dominio de los
números reales. La lógica del algoritmo se basa en aprovechar oportunamente
los periodos temporales en los que una señal tiene poca influencia en el estado
de la condición. Estas ventanas de oportunidad, detectadas mediante un méto-
do predictivo, son utilizadas para modificar el criterio de muestreo basado en
magnitud de la señal, lo que reduce el tráfico consecuentemente.
La experimentación utiliza un conjunto de 3000 señales generadas con SysGpr,
iterando 9000 ejecuciones sobre combinaciones aleatorias de estas señales para
dar lugar a un análisis sobre 9 combinaciones paramétricas que representan
distintos puntos de equilibrio entre ahorro de tráfico y precisión. Los promete-
dores resultados del trabajo demuestran satisfactoriamente la segunda hipóte-
sis planteada.
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SysGpr: System of Generation of
Pseudo-realistic Synthetic Signals
F. León, Fco. J. Rodríguez-Lozano, A. Cubero-Fernández, José M. Palomares, J.
Olivares
6.1 Abstract
Signals obtained from sensors are widely used in different scientific fields. Ho-
wever, the resources to obtain the data are not always available due to structu-
ral constraints, physical, economic, environmental, and data collection failures,
etc. It is in this scenario that the generation of synthetic data is established. The
generation of synthetic data has several benefits, such as, reducing waiting ti-
mes compared to the long periods required by some sensors to obtain large
volumes of samples. In addition, the generated data can be as robust as users
need it to be. For this reason, this paper presents a pseudo-realistic synthetic
signal generation system for use in the validation of methods and design of
experiments. The proposed signal generation method makes use of statistical
models and the gradient of the signal to generate new data.
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6.2 Introducción
En las última décadas se ha podido observar un gran avance de la tecnología
y un aumento de la capacidad de cómputo así como la miniaturización de los
sensores [2, 7, 8, 28]. Todo esto ha dado como resultado el nacimiento del para-
digma del Internet de las Cosas (IoT) [1]. El gran auge del IoT ha hecho posible
que hoy día se desplieguen redes de sensores donde antes era inviable [23].
Sin embargo, el hecho de que hoy día se disponga de enormes cantidades
de sensores y datos asociados a los mismos, no supone una ventaja en deter-
minadas situaciones. En especial, los investigadores encuentran limitaciones a
la hora de testear sus métodos debido a que en muchas ocasiones necesitan
datos para validar sus experimentos. Y aunque se disponga de información
procedente de sensores o redes de sensores, éstas pueden no ser accesibles
por motivos de legalidad como ley de protección de datos al estar asociadas a
usuarios, ser propiedad de empresas privadas, etc.
Además, obtener datos de una red de sensores lleva asociado un doble coste,
debido a que desplegar una red de sensores puede ser costosa en términos eco-
nómicos, y en términos temporales, dado que los sensores necesitan realizar
un muestreo que en determinados casos conllevan una prolongación temporal
de semanas o incluso meses, para poder disponer de datos y llevar a cabo una
experimentación.
Como solución a los problemas comentados anteriormente, se dispone de
diversos repositorios de datos tanto públicos como privados. Sin embargo, no
siempre se adaptan a las necesidades del problema que se pretende tratar.
La solución a todas estas limitaciones es la generación de datos o señales
sintéticas que emulen el comportamiento de la realidad del problema que se
pretende abordar. Este tipo de señales tiene múltiples ventajas que ayudan a
solventar las limitaciones citadas anteriormente [18]. Por un lado destaca la
robustez, debido a que los sensores del mundo real que componen las redes
de sensores, pueden proporcionar datos erróneos en determinados casos. Los
datos obtenidos por un generador de datos sintéticos carecen de este problema.
Otra característica destacable es la seguridad, puesto que los datos sintéticos
pueden generarse con un nivel de detalle y realismo tal, que no es necesario
asumir ningún tipo de riesgo, frente a lo que puede suceder en algunas disci-
plinas de la ciencia como en medicina.
Los datos sintéticos como herramienta para poner a prueba métodos y mo-
delos desarrollados se utilizan en diversos campos científicos, tales como reco-
nocimiento y generación de patrones [21], minería de datos [30], en aprendizaje
automático [11], etc.
Este trabajo presenta un método para la generación de señales sintéticas ba-
sado en funciones de distribuciones estadísticas. Este trabajo se enmarca dentro
del Proyecto ALCOR [12] para proporcionar conjuntos de datos con suficiente
amplitud para poder realizar experimentaciones con un volumen elevado de
datos. Al generar dichas señales de datos en base a distribuciones estadísticas
se pueden conseguir datos que tengan un comportamiento similar al resultado
que pueden proporcionar diversos sensores que existen en la actualidad tales
como sensores con el fin de comprobar métodos y modelos como los trabajos
realizados por [10, 16].
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Una generación de señales de carácter pseudo-realistas, no puede consistir
en obtener muestras aleatorias de distribución de probabilidad uniforme, pues
el resultado sería una sucesión de valores carentes de toda coherencia. Debido
a esto, se necesitan diferentes mecanismos para modificar la señal.
Junto con el modelo de generación de datos sintéticos con carácter pseudo-
realistas que se propone en el presente trabajo, se proporciona una herramienta
web disponible en [25] que implementa el modelo propuesto. Los datos gene-
rados pueden ser almacenados en el formato más usual de las bases de datos
para experimentación (comma–separated values “CSV”).
El presente documento se organiza de la siguiente forma: En la sección. 6.3
se muestran las propuestas de otros autores en la generación de señales sin-
téticas. La sección. 6.4 describe las restricciones de las señales que generará
el modelo y el método de generación de señales propuesto. Los resultados
y su análisis se muestran en la sección. 6.5. Finalmente, en la sección. 6.6 se
muestran las conclusiones obtenidas de los experimentos realizados y en la
sección. 6.7 se muestran las posibles mejoras aplicables al método desarrolla-
do.
6.3 Trabajos relacionados
La generación de señales sintéticas ha sido utilizadas en muchos campos de la
ciencia. Por ejemplo en [24], los autores proponen un modelo llamado WGENK
para la generación de datos sintéticos orientados a agricultura. WGENK es una
variación del modelo WGEN [9]. En el trabajo de Kuchar et al. se generan datos
tales como la radiación solar diaria, temperaturas mínimas y máximas preci-
pitaciones, etc. Los autores logran alcanzar un modelo de generación que se
aproxima a la realidad y realizan un contraste con datos reales para validar
sus resultados.
En [5] los autores realizan una modificación de la herramienta open-source Be-
nerator [6] y hacen uso de una base de datos que contiene el censo poblacional
de Irlanda. Los autores logran demostrar en sus experimentos que haciendo
uso de herramientas de generación de datos sintéticos, y con las restricciones
adecuadas se pueden conseguir datos que contengan las mismas métricas es-
tadísticas que los datos del mundo real.
Observando las propuestas de los diferentes autores, se observa que exis-
te cierta tendencia en la literatura científica de usar lenguajes específicos pa-
ra etiquetar los datos [18]. En [19] los autores proponen un método para la
generación de grandes conjuntos de datos de forma paralela. Utilizan el len-
guaje SDDL (Synthetic Data Description Language) dado que los datos tienen
que ser generados con diferentes restricciones. Este lenguaje está basado en
XML(Extensible Markup Language) y es utilizado por muchos generadores de
datos sintéticos cuando se necesita etiquetar datos y agregar restricciones a la
generación.
Otro ejemplo del uso de lenguajes de etiquetado, lo encontramos en [4], don-
de los autores desarrollan un framework que hace uso de estructuras basadas
en XML para generar grandes volúmenes de datos. El modelo de generación
de los datos sintéticos propuestos por los autores se compone de dos fases.
La primera es la generación de los ficheros XML junto con la extracción de
características de los datos. Y la segunda fase es la generación de los datos
basándose en diferentes distribuciones estadísticas tales como distribuciones
de Poison, normales y geométricas. De los resultados experimentales los auto-
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res concluyen que los datos generados tienen un comportamiento similar a los
datos reales bajo un coeficiente de confianza del 95 %.
En [22] los autores realizan la generación sintética de datos haciendo uso del
estándar abierto PMML (Predictive Model Markup Language) como puente entre
la base de datos original y el fichero SDDL generado. Una vez han consegui-
do el fichero SDDL utilizan un método PSDG (Parallel synthetic data generation)
para obtener el nuevo conjunto de datos. En la experimentación llevada a ca-
bo demuestran que utilizando la base de datos Iris [13], los datos sintéticos
comparten las mismas características que los datos originales y que no existen
diferencias significativas entre ellos.
Donde ha tenido una gran acogida la generación de datos sintéticos ha sido
en minería de datos, en reconocimiento de patrones y en aprendizaje automá-
tico. Por ejemplo en [14] los autores utilizan la generación de datos sintéticos
para validar métodos de aprendizaje automático y de minería de datos. En el
trabajo de los autores se emplea un método denominado WGKS (White Gaus-
sians on k-simplex), que genera datos mediante distribuciones gaussianas. Al
estar enfocado a generación de datos para aprendizaje automático se contro-
lan factores como el número de clases y el error bayesiano.
En [30] los autores generan nuevos conjuntos de datos sintéticos por medio
de árboles de decisión mediante una modificación del algoritmo ID3 (Iterative
Dichotomiser 3). Mediante el uso de los árboles de decisión los autores consi-
guen crear interdependencia entre los datos de los conjuntos de datos gene-
rados con la intención de obtener conjuntos de datos genéricos con los que
testear cualquier aplicación de aprendizaje automático.
En métodos de minería de datos tales como agrupamiento y detección de
outliers no existen en ocasiones conjuntos de datos que sean útiles para probar
la eficacia de dichos métodos [29]. Este es el hecho que motiva a los autores
a crear un método que genera datos de forma sintética en base a diferentes
distribuciones estadísticas, con un determinado número de clusters, un nivel
de dificultad concreto y la capacidad de incorporar un determinado ruido en
la generación, para simular aquellos patrones que serán outliers.
En el estudio de series espacio-temporales encontramos que en [34], los au-
tores proponen el uso del algoritmo GSTD (Generate Spatio Temporal Data). Este
método ha sido desarrollado por los autores para la generación sintética de
datos con carácter espacio-temporal en dos dimensiones. Dicho algoritmo es
capaz de modificar los parámetros asociados a un objeto y modificar su posi-
ción y tamaño a lo largo de un determinado intervalo de tiempo. Los atributos
asociados al objeto como el intervalo, pueden generarse mediante una función
de probabilidad estadística normal o sesgada.
Con un objetivo similar al propuesto en el trabajo anterior, [17] proponen
una generación de conjuntos de datos de series espacio-temporales centrada
en la generación de datos sintéticos de topologías de redes de sensores irregu-
lares. Mediante los experimentos realizados y los casos de estudio en los que
se ha utilizando el sistema DIMENSIONS [15], los autores demuestran que los
datos sintéticos poseen características similares a los datos reales.
Tras analizar los trabajos propuestos por otros autores, se detecta que en
general no existe un sistema de generación de señales sintéticas de propósito
general, sino que se centran en proporcionar soluciones para problemas espe-
cíficos. Aunque en el presente trabajo se compartan aspectos en común con
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los trabajos analizados, como el uso de distribuciones estadísticas, la principal
ventaja del método de generación propuesto es que consigue realizar la gene-
ración mediante el uso del gradiente de la señal y la combinación de diferentes





























































Diagrama de flujo del método propuesto
El método propuesto utiliza funciones de generación de números aleatorios
para construir una señal con un número determinado de muestras a partir de
un rango acotado. Es necesario que el método de generación de señales sinté-
ticas sea capaz de generar muestras digitales que sean verosímiles desde un
punto de vista cualitativo. Además, las señales resultantes deben cumplir el
teorema de [27] y [32].
Como parámetros de entrada al modelo se consideran el número de mues-
tras N, y el rango de valores posibles, representados por los valores frontera
mínimo y máximo: sm, sM.
De acuerdo con (6.1) y (6.2), una señal de N muestras puede expresarse me-
diante la primera muestra y la señal correspondiente a los incrementos muestra
a muestra de la señal original.
∀ s ∈ Rn ∃ s′ ∈ Rn−1 / s′ [i] = s [i+ 1] − s [i] (6.1)




Se introduce también un conjunto de distribuciones de probabilidad, cada
una de ellas definida mediante un conjunto de parámetros reales cuya ins-
tanciación da lugar a una distribución de probabilidad concreta, Gamma y
Gaussiana (Normal).
La distribución de probabilidad gamma consta de dos parámetros siempre
positivos, α y β El primer parámetro, es el que representa la máxima inten-
sidad de probabilidad y por tanto la forma de la distribución. Y el valor de
β representa el alcance de la asimetría positiva hacia la derecha. Esta distri-
bución dada sus características, permite moldear en determinados casos [26]
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otros tipos de distribuciones.
La distribución de probabilidad normal cuenta con los parámetros media
(µ) y desviación típica (σ), y cada par de estos parámetros da lugar a una dis-
tribución de probabilidad diferente.
De manera general, la generación de N muestras acotadas entre sm y sM es
un proceso que consta de las siguientes fases:
1. Se genera el valor inicial de la señal de manera aleatoria siguiendo una
distribución de probabilidad uniforme.
2. Del conjunto de distribuciones de probabilidad, se escoge una aleatoria-
mente.
3. Cada parámetro que caracteriza la distribución de probabilidad resultan-
te se genera aleatoriamente dentro de unos márgenes preconfigurados y,
de nuevo, mediante una distribución de probabilidad uniforme.
4. Utilizando la distribución de probabilidad ya generada, se extraen N-1
muestras aleatorias, y se construye la señal con (6.2).
Con este método se obtiene una señal con coherencia (ya que sus incre-
mentos siguen una distribución de probabilidad concreta) pero monótona. La
naturaleza presenta variaciones que difícilmente se van a modelar satisfacto-
riamente utilizando una distribución de probabilidad constante. Para obtener
señales cualitativamente más reales, la propuesta que se presenta es utilizar
el procedimiento expuesto anteriormente para generar no solo variaciones en
la señal, sino variaciones de los parámetros de la distribución de probabilidad
que genera esta señal.
Este concepto da lugar a un procedimiento recursivo que se puede visuali-
zar como un sistema de generación de señales por niveles, en el que el nivel
0 corresponde al nivel de la señal (el fin último del proceso), el nivel 1 corres-
ponde a las distribuciones de probabilidad que generarán los incrementos de
la señal, el nivel 2 corresponde a las distribuciones de probabilidad que gene-
rarán los incrementos que harán cambiar los parámetros de la distribución de
probabilidad del nivel anterior, etc.
De manera genérica, el nivel de generación x es invocado para generar una
señal aleatoria en el nivel anterior, para lo cual genera aleatoriamente la confi-
guración inicial de una distribución de probabilidad escogida al azar y solicita
al nivel de generación x+ 1 (si lo hubiere) que genere los cambios dinámicos
de sus propios parámetros.
Un aspecto importante a tener en cuenta es la configuración necesaria a la
hora de generar la señal. Como se ha mencionado anteriormente, cada tipo de
distribución de probabilidad necesita unos parámetros de configuración que
deben ser acotados uno a uno y cada nivel. Esta configuración permite con-
trolar la aleatoriedad del comportamiento de la señal sin que se los sucesivos
incrementos generados se descontrolen.
Por ilustrar este aspecto, considérese que se desea generar una señal cuyas
muestras estén acotadas entre sm y sM; lo lógico es diseñar el primer nivel
con unos parámetros de configuración para generar cambios que estén propor-
cionados con el margen dinámico sM − sm. Este procedimiento debe extrapo-
larse a todos los niveles, para que cada nivel aporte variaciones en una escala
controlada al nivel anterior. Para una compresión más detallada sobre el fun-
cionamiento del método, la Figura 6.1 muestra el diagrama de flujo del mismo.
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Además, en el Apéndice A se proporciona un ejemplo simplificado del código
del método propuesto. Adicionalmente en el Apéndice B en las Figura 6.8 y
Figura 6.9 se encuentran un diagrama de las clases de la implementación del
método desarrollado y un diagrama de instancias que muestran un ejemplo de
como son distribuidos los parámetros por las clases y las funciones utilizadas
en el caso de dos niveles de generación.
6.5 Resultados experimentales
6.5.1 Herramienta de generación de señales
Con el fin de comprobar la utilidad del método, se ha realizado la implemen-
tación del mismo en una herramienta web llamada “SysGpr” la cual permite
configurar y generar señales, disponible en [25].
En la Figura 6.2 se puede observar la pantalla principal de la aplicación. En
la parte izquierda, la cabecera “Configuration” permite realizar la configuración
básica de la señal modificando parámetros como el rango de valores y el nú-
mero de muestras.
Las cabeceras “Level 0 y “Level 1” permiten configurar los diferentes niveles
(la barra de herramientas “Levels” permite añadir o eliminar niveles) de distri-
buciones estadísticas y habilitar o deshabilitar las distribuciones. En caso de
tener seleccionadas dos distribuciones, para cada señal nueva que se genere se
escoge una de las dos de forma aleatoria.
Figura 6.2
Interfaz para la generación de señales
Una vez establecidos los parámetros deseados para generar una señal, se
puede tal y como se muestra en la Figura 6.3, generar tantas señales como se
desee en una sola ejecución (esta característica se encuentra dentro de “Ran-
dom” en la barra de herramientas). Esta característica agiliza enormemente la
tarea en caso de necesitar un gran número de señales para trabajar con ellas
posteriormente.
6.5.2 Muestras generadas
Para mostrar el funcionamiento del modelo, se han llevado a cabo cuatro ge-
neraciones de conjuntos de señales para que se puedan apreciar visualmente
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Figura 6.3
Generador de repositorios de señales
los resultados.
En el primer conjunto de señales sintéticas (T ′) se generan datos similares a
los obtenidos por un sensor de temperatura DHT22 (T ). Los resultados de la
generación de dichos datos se pueden observar en la Figura 6.4. La primera
señal de esta figura se corresponde con los datos obtenidos desde el sensor de
temperatura durante 200 min en un recinto climatizado y con fluctuaciones de
aire que modificaban la temperatura. Los parámetros de generación para obte-
ner datos similares a los obtenidos por dicho sensor, corresponden a un nivel
de distribuciones gausianas con valores comprendidos entre 20◦C y 22◦C con
un total de 200 muestras y µ = [0− 0.1] y σ = [0.01− 0.1]. Dichos valores han
sido escogidos analizando la naturaleza de las señales de temperatura debido
a que los cambios en temperatura en las condiciones del experimento son mo-
derados.
El segundo conjunto (V ′) de experimentos se corresponde con la Figura 6.5.
En dicha figura se representa en la gráfica de la izquierda la señal de velocidad
obtenida por un anemómetro NRG40 (V). En este caso las señales sintéticas se
han generado con una función de distribución de nivel 0 gamma con un rango
de valores entre 0 km/h y 1.5 km/h y un total de 200 muestras. Dado que la
velocidad del viento puede cambiar drásticamente y tener un comportamiento
muy pronunciado en algunos instantes la señal se ha generado con unos valo-
res de α = [0.1− 0.5] y β = [0.1− 0.5].
Para demostrar el uso de diferentes niveles de modificación en la Figura 6.6
se muestran el conjunto (P ′) generado con un nivel modificador de distribu-
ción gamma y un nivel inicial gausiano. Al igual que sucede con los casos
anteriores, en la parte izquierda de la figura se encuentra la señal original, pro-
cedente de un sensor de presión atmosférica BMP180 (P). El resto de figuras
corresponden con algunas señales extraídas del conjunto de señales generadas
con parámetros µL0 = [0.01− 0.05], σL0 = [0.01− 0.03] y αL1 = [0.01− 0.03],
βL1 = [0.01− 0.05]. La señal sintética tiene un rango de valores entre 1015 hPA
y 1016 hPA y un total de 200 muestras. Estos parámetros han sido selecciona-
dos debido a que la presión atmosférica raramente suele cambiar dependiendo
del periodo de muestreo muy bruscamente. El segundo nivel añade un control
de grado fino para ajustar el comportamiento de la señal.
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Figura 6.4
Señal original y señales generadas aleatoriamente utilizando solo el nivel 0 con distribu-
ción gaussiana
Figura 6.5
Señal original y señales generadas aleatoriamente utilizando solo el nivel 0 con distribu-
ción gamma
La Figura 6.7 representa el último conjunto de señales sintéticas (I ′), dedi-
cado en esta ocasión a la generación de datos de irradiación solar. La gráfica
de la izquierda corresponde con los datos reales obtenidos de un pirómetro
SP-215 (I) durante el mediodía en el mes de febrero con presencia de nubes en
la azotea de uno de los edificios de la Universidad de Córdoba, España. Para
modelar señales con un carácter realista que representen datos similares a los
que proporciona el sensor, se ha propuesto utilizar dos niveles modificadores
de la señal. Ambos niveles corresponden con señales gausiannas y tienen co-
mo valores de sus parámetros característicos: µL0 = [0− 5], σL0 = [1− 2.5] y
µL1 = [0− 2], σL1 = [0.5− 1.5]. El rango de valores de la señal está comprendi-
do entre 200 w/m2 y 300 w/m2 con un total de 200 muestras.
6.5.3 Validación
La validación de los resultados del método propuesto se ha llevado a cabo
mediante tres métricas diferentes.
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Figura 6.6
Señal original y señales generadas con distribución gaussiana de nivel 0 y nivel 1 de tipo
gamma
Figura 6.7
Señal original y señales generadas con distribuciones gaussiana en nivel 0 y en nivel 1
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Validación mediante algoritmo de aprendizaje C4.5
La primera validación se ha llevado a cabo utilizando el algoritmo de apren-
dizaje automático de árboles de decisión C4.5 [31]. Se han realizado cuatro
pruebas diferentes que corresponden a los diferentes conjuntos de datos gene-
rados en el apartado anterior (T ′,V ′,P ′, I ′). Dado que se emplea un algoritmo
de aprendizaje automático, es necesario entrenar el modelo para posteriormen-
te llevar a cabo una validación o etapa de test. Los datos de entrenamiento para
cada modelo incorporan 200 señales reales procedentes de cada sensor (T ,V ,P
o I) y 200 señales procedentes de los otros sensores para que el modelo apren-
da que tipo de señales no corresponden a los datos sensor que se pretende
clasificar.
Para el conjunto de test se han utilizado 30 señales catalogadas como T ,V ,P
e I, pero que realmente se tratan de señales pseudo-naturales de los conjuntos
T ′,V ′,P ′ e I ′. Por otro lado se han escogido otras 30 señales catalogadas como
T , V , P, I que también son señales pseudo-naturales que emulan el resto de
sensores.
El motivo de utilizar 400 (200+ 200) y 60 (30+ 30) señales en las fases de
entrenamiento y test, es que tal y como estipula el teorema central del límite,
estas cifras se consideran suficientes y representativas de las poblaciones de
datos de las que proceden.
De este modo, el primer modelo de clasificación dispondrá para su entrena-
miento de un total de 400 señales. La mitad de ellas señales procedentes del
sensor de temperatura (T ) y el resto que forman el conjunto de entrenamiento
etiquetadas como T son señales procedentes de V ,P o I, que corresponden con
los sensores restantes. En la fase de test, el conjunto estará formado por 30 se-
ñales de temperatura generadas con el método propuesto T ′ pero etiquetadas
como T y 30 señales sintéticas de tipo V ′,P ′ o I ′ catalogadas como clase T .
Hay que destacar que todas las señales, que se han utilizado para la fase de
aprendizaje y Test, han sido normalizadas a valores en el rango [0− 1] para
eliminar el efecto de sesgo aditivo o cambios de escala, dado que el objetivo es
comprobar que las señales tienen un comportamiento similar.
La siguiente lista detalla el tipo de señales que componen los conjuntos de
entrenamiento y test para los diferentes modelos y casos estudiados:
• Modelo para señales de temperatura:
– Datos para etapa de aprendizaje:
* T : 200 señales obtenidas del sensor de temperatura DHT22.
* T : 200 señales procedentes de V , P e I.
– Datos para etapa de Test:
* T : 30 señales pseudo-naturales del conjunto T
′.
* T : 30 señales pseudo-naturales procedentes de V
′, P ′ e I ′.
• Modelo para señales de velocidad:
– Datos para etapa de aprendizaje:
* V : 200 señales obtenidas del anemómetro NRG40.
* V : 200 señales procedentes de T , P e I.
– Datos para etapa de Test:
* V : 30 señales sintéticas del conjunto V
′.
* V : 30 señales pseudo-naturales procedentes de T
′, P ′ e I ′.
• Modelo para señales de presión:
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– Datos para etapa de aprendizaje:
* P: 200 señales obtenidas del sensor de presión atmosférica
BMP180.
* P: 200 señales procedentes de T , V e I.
– Datos para etapa de Test:
* P: 30 señales pseudo-naturales del conjunto P
′.
* P: 30 señales pseudo-naturales procedentes de T
′, V ′ e I ′.
• Modelo para señales de irradiancia solar:
– Datos para etapa de aprendizaje:
* I: 200 señales obtenidas del pirómetro SP-215.
* I: 200 señales procedentes de T , V y P.
– Datos para etapa de Test:
* I: 30 señales pseudo-naturales del conjunto I
′.
* I: 30 señales pseudo-naturales procedentes de T
′, V ′ y P ′.
En la Tabla 6.1 se pueden observar los resultados del algoritmo de clasifi-
cación C4.5. En dicha tabla se muestra resumida toda la información de los
datos obtenidos en la etapa de test del clasificador. En la parte de la izquierda
se muestra la tabla de contingencia de cada uno de los modelos estudiados.
Además, a la izquierda de cada tabla de contingencia, se proporcionan métri-
cas como son el ratio de verdaderos positivos (TP) y Falsos Positivos (FP) y el
área bajo la curva ROC.
Tabla 6.1
Resultado algoritmo clasificación C4.5 para las diferentes señales
T T TP FP ROC
T 22 8 0,733 0,167 0,783
T 5 25 0,833 0,267 0,783
V V
V 22 8 0,733 0,367 0,693
V 11 19 0,633 0,267 0,693
P P
P 25 5 0,833 0,233 0,789
P 7 23 0,767 0,167 0,789
I I
I 23 7 0,767 0,233 0,802
I 7 23 0,767 0,233 0,802
Validación mediante autocorrelaciones y correlaciones cruzadas
En segundo lugar se han realizado pruebas de autocorrelaciones cruzadas y
correlaciones cruzadas entre las diferentes señales. Los resultados de las auto-
correlaciones y correlaciones medias, pueden observarse en la Tabla 6.2.
Las autocorrelaciones cruzadas se han llevado a cabo tomando únicamente
una muestra de 30 señales de un tipo en concreto de señales reales de tem-
peratura (T ), velocidad (V), presión (P) o Irradiancia (I), y se han calculado
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las correlaciones señal a señal con ellas mismas para comprobar el grado de
similitud entre las señales originales.
Para las correlaciones cruzadas se han tomado un total de 30 muestras de
señales aleatorias de cada conjunto T ′,V ′,P ′ o I ′, y se han comparado una a
una con las señales escogidas para las autocorrelaciones de la misma natura-
leza. Por ejemplo en el caso de las señales de temperatura se ha obtenido la
correlación media entre T y T ′ para observar la similitud de las señales gene-
radas con las señales reales.
En ambos casos se han escogido muestras aleatorias simples cumpliendo el
teorema central del límite obteniendo así un número de muestras suficiente
para que sean representativas de las poblaciones de los diferentes conjuntos.
Además al igual que ocurría en la validación mediante el algoritmo de clasifi-
cación, las señales se han normalizado al rango [0− 1], para mitigar el efecto
cambios de escala y poder comparar las señales en forma.
Puede observarse de los resultados obtenidos en la Tabla 6.2, que las señales
pseudo-naturales guardan en media una similitud en torno al 80 % con las
señales obtenidas de sensores reales, y que el 20 % se debe a la propia variación
entre las señales originales. Debido a estas variaciones, en el caso de las señales
pseudo-naturales de temperaturas se obtiene una correlación mayor que las
propias autocorrelaciones cruzadas de las señales reales, lo que significa que
hay más cantidad de señales generadas con una forma similar, existiendo una
mayor homogeneidad que en las señales obtenidas de los sensores reales.
Tabla 6.2
Resultado de análisis de autocorrelaciones cruzadas y correlaciones cruzadas.
Tipo de señales Autocorrelaciones Correlaciones
Temperatura T/T : 0.84056 T/T ′ : 0.84565
Velocidad V/V : 0.81264 V/V ′ : 0.80436
Presión P/P : 0.83740 P/P ′ : 0.83284
Irradiancia I/I : 0.86898 I/I ′ : 0.85313
Validación mediante MOS (Mean Opinion Score)
Adicionalmente, se ha utilizado Mean Opinion Score (MOS) [20], para realizar
una evaluación de calidad subjetiva de las señales pseudo-realistas con el fin
de contrastar los resultados proporcionados por el generador de señales con
señales reales proporcionadas por sensores.
Para llevar a cabo la validación mediante MOS, se han realizado una serie
de encuestas a diferentes usuarios. Las encuestas pretenden evaluar de manera
empírica la calidad de las señales generadas, éstas fueron realizadas por seis
investigadores los cuales tienen conocimientos relacionados con el tratamiento
de señales (el número de expertos escogidos, cumple los requisitos mínimos
exigidos por MOS [33] para obtener resultados concluyentes). En dichas en-
cuestas, a los expertos se les pedía que clasificasen las diferentes señales que
se les mostraban para comprobar si los científicos eran capaces de diferenciar
las señales reales y las generadas por el método propuesto. A cada investiga-
dor se le mostraron dos bloques de noventa preguntas con cuatro imágenes
de señales. Cada bloque correspondía con un tipo de señal generada: señales
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pseudo–naturales de un nivel modificador y señales pseudo–naturales de dos
niveles modificadores. Dentro de las cuatro señales se encontraba una señal ori-
ginal y tres señales pseudo–naturales en orden aleatorio (dentro de cada uno
de los grupos anteriormente descritos). A cada señal mostrada, cada experto
debía etiquetarla como “real” o “sintética”, aunque podría dejarla sin responder
en caso de no ser capaz de decidirse. Un ejemplo de los diferentes grupos de
señales que analizaron los expertos, se pueden observar en las Figuras 6.4, 6.5,
6.6 y 6.7. Hay que notar, que en el presente documento las señales aparecen
etiquetadas como Original signal (señales rojas) y Generated signal (señales azu-
les), para que el lector pueda observar las diferencias entre señales generadas
y originales. Sin embargo, los expertos no disponían de dicha información, ni
de colores que las diferenciasen, para evitar dar información de la naturaleza
de los datos que analizaban. Los únicos datos que los expertos conocían, eran
la señal con la información de los ejes X e Y, que mostraba el tipo de señal,
temperatura, velocidad del viento, presión atmosférica y radiación solar.
En la Tabla 6.3 se pueden observar los resultados obtenidos mediante MOS.
Estos resultados han sido obtenidos comparando las respuestas de los diferen-
tes expertos al clasificar los diferentes conjuntos de datos. Se han comprobado
las etiquetas determinadas por los expertos, con las etiquetas reales que deben
de tener cada señal pseudo–natural. El resultado fue que los expertos identi-
ficaron erróneamente o no pudieron distinguir en un 71.25% de los casos si
una señal procedía de una captura de datos real o de las proporcionadas por
el generador de datos pseudo–naturales. Se observó que el 30% de las señales
pseudo–naturales de un único nivel modificador fueron clasificadas correcta-
mente por los expertos. Asimismo, en el caso de las señales pseudo–naturales
con dos niveles de modificadores, el 72.5% señales pasaban desapercibidas a
ojos de los expertos. En la Tabla 6.4 se pueden observar los resultados acu-
mulados de las respuestas de la evaluación MOS. En dicha tabla, se pueden
ver, por filas, el tipo de señales presentadas a los expertos, mientras que por
columnas se puede ver la clasificación de cada señal por parte de los exper-
tos. Se consideran aciertos aquellas señales reales identificadas como reales y
aquellas señales sintéticas identificadas como sintéticas. Todas las demás com-
binaciones (incluidas todas aquellas señales que los expertos no sabían si eran
reales o sintéticas y por tanto no contestaron) se consideran fallos.
Tabla 6.3
Tabla de resultados extraídos de MOS. Un nivel modificador (L1), Dos niveles modificado-
res (L2).
Fallos y No Sabe Aciertos
Tipo de señales Señales % Señales %
L1 1512 70% 648 30%
L2 1566 72.5% 594 27.5%
Media (L1,L2) 71.25% 28.75%
6.6 conclusiones 49
Tabla 6.4
Tablas de contingencia de MOS. Un nivel modificador (L1), Dos niveles modificadores (L2).
En filas, tipo de señales presentadas a los expertos. En columnas, número de señales
según la respuesta de los expertos para cada tipo.
Tipo de señales Reales Sintéticas No sabe
L1
Reales 48 66 426
Sintéticas 282 708 738
L2
Reales 66 114 360
Sintéticas 306 528 786
6.6 Conclusiones
En el presente trabajo se ha propuesto un método para generar señales sinté-
ticas que tengan cierta similitud a las que podrían obtenerse desde un sensor.
Dicho método tiene la capacidad de generar datos en los que el comportamien-
to de la señal es capaz de seguir un comportamiento basado en distribuciones
gaussianas y gamma, proporcionando un carácter realista.
El método propuesto aporta un enfoque distinto en el campo de generación
de señales mediante la aleatorización y determinación del comportamiento del
gradiente de la señal que se pretende generar. Esta característica permite aña-
dir niveles para modificar la señal de forma que al añadir sucesivos niveles de
modificación se puede controlar el comportamiento de la señal de una forma
concreta para ajustarla a las características deseadas.
Además se ha desarrollado una interfaz visual que hace uso del método
propuesto y proporciona a los científicos una manera simple de poder generar
grandes repositorios de datos pseudo–naturales para que puedan testear sus
propios métodos en los diferentes campos científicos, sin que tengan que es-
perar para obtener los datos desde sensores reales o realizar etapas previas de
tratamiento de datos para eliminar datos erróneos o incompletos.
Respecto a los resultados obtenidos se han realizado validaciones mediante
tres enfoques distintos a diferentes conjunto de datos procedentes de sensores
y a señales pseudo–naturales generadas con el método propuesto.
Para la primera validación se ha empleado el algoritmo de aprendizaje C4.5.
Dicho algoritmo ha utilizado señales reales en la fase de entrenamiento, pero
en la fase de test las señales han sido sustituidas por señales pseudo–naturales
para comprobar la similitud de los datos generados. De los resultados se pue-
de concluir que las señales sintéticas pseudo–naturales han sido clasificadas
en media como señales reales en más de un 75% (tomando los resultados de
patrones bien clasificados) de los casos y que únicamente en aproximadamen-
te un 25% de los casos son detectadas como señales sintéticas. En cuando a
las métricas para evaluar la calidad de los clasificadores se ha escogido el área
bajo la curva ROC que en media es superior a 76%.
Para la segunda validación se han calculado las correlaciones cruzadas para
los cuatro conjuntos de datos detallados en la sección 6.5.2. Por un lado se
han obtenido las autocorrelaciones cruzadas de los datos procedentes de los
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sensores reales obteniendo un 20% de diferencia en media, que se debe princi-
palmente a la variabilidad de las propias señales. Al calcular las correlaciones
cruzadas entre los datos reales y los generados por el método propuesto, se
observa que la relación en media entre ambas poblaciones es mayor al 80%.
Por último se ha realizado una validación mediante MOS para determinar
con ayuda de expertos en el campo de tratamiento de señales la eficacia del
método propuesto. Dichos expertos han etiquetado los diferentes conjuntos de
señales sin información previa que delatasen a las señales pseudo–naturales,
como reales o sintéticas. De los resultados medios de dichas pruebas se ha
obtenido que los expertos sólo son capaces de diferenciar las señales pseudo–
naturales de las originales en un 28.75% de los casos.
6.7 Trabajo futuro
Una de las principales mejoras consiste en añadir una variedad de distribu-
ciones estadísticas nuevas a la aplicación y la posibilidad de crear señales con
componentes periódicos, con lo que se ampliaría el abanico de posibilidades
de la aplicación.
Por otro lado, la inclusión de métodos metaheurísticos y de aprendizaje au-
tomático permitiría obtener los parámetros estadísticos característicos de una
señal o conjunto de señales dados, para generar nuevos conjuntos de datos
sintéticos de forma automática, preservando la misma naturaleza de los datos
de entrada [3].






previous_sample = random_number(max = maximum, min = minimum)
signal.append(previous_sample)
for inc in increments:
sample = previous_sample + random_choice(-1,1)*inc
if sample > maximum: sample -= 2*inc
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st_distribution = random_choice(GetDistributions())
for parameter in st_distribution.GetParameters():
parameter.SetRandomValue()
signal = []
if next_level == Null:









while len(signal) < N:




parameter.value = previous previous + random_choice(-1,1)*
inc
if parameter.value > parameter.maximum: parameter.value -=
2*inc
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Figura 6.8
Diagrama de clases.
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Figura 6.9
Diagrama de instancias para dos niveles de generación.
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7.1 Abstract
The reduction of sensor network traffic has become a scientific challenge. Dif-
ferent compression techniques are applied for this purpose, offering general
solutions which try to minimize the loss of information. Here, a new proposal
for traffic reduction by redefining the domains of the sensor data is presen-
ted. A configurable data reduction model is proposed focused on periodic
duty–cycled sensor networks with events triggered by threshold. The loss of
information produced by the model is analyzed in this paper in the context of
event detection, an unusual approach leading to a set of specific metrics that
enable the evaluation of the model in terms of traffic savings, precision, and
recall. Different model configurations are tested with two experimental cases,
whose input data are extracted from an extensive set of real data. In particular,
two new versions of Send–on–Delta (SoD) and Predictive Sampling (PS) have
been designed and implemented in the proposed data–domain reduction for
threshold–based event detection (D2R-TED) model. The obtained results illus-
trate the potential usefulness of analyzing different model configurations to
obtain a cost–benefit curve, in terms of traffic savings and quality of the res-
ponse. Experiments show an average reduction of 76% of network packages
with an error of less than 1 %. In addition, experiments show that the met-
hods designed under the proposed D2R–TED model outperform the original
event–triggered SoD and PS methods by 10% and 16% of the traffic savings,
respectively. This model is useful to avoid network bottlenecks by applying the
optimal configuration in each situation.
7.2 Introduction
Wireless sensor networks (WSN) have been widely used for monitoring envi-
ronments. Nowadays, WSN are immersed in an exponential growth in many
sectors of society such as e-health, industry, agriculture, or smart–cities, among
others. Therefore, the amount of deployed devices is huge and increasing each
day. However, as more nodes are included, larger data flows are produced.
Networks get collapsed as they are not able to handle such amount of infor-
mation. Thus, network traffic must be reduced.
One of the most common approaches to reduce traffic is by compression.
According to Razzaque et al. [30], compression drastically reduces the energy
costs, with benefits even greater than linear, since the congestion at the link-
level is largely reduced, and, therefore, the effect is wider. In addition, these
authors describe the compression in WSN in three levels: Sampling Compres-
sion (SC), Data Compression (DC), and Communication Compression (CC).
The first type, SC, reduces the amount of sensing (or sampling) while keeping
the loss of precision within an acceptable margin. Another strategy, DC, is to
transform input data to a new data stream with fewer bits. They are mainly
based on the fact that most data streams have redundant values and, thus, mo-
re efficient representations can be used. Finally, CC focuses on reducing the
amount of communication messages (either transmissions or receptions). This
last type is able to provide the largest energy savings, as communications are
the most energy-consuming elements in most distributed systems.
Recent works in the state-of-the-art show that there are many lossless com-
pression techniques used in WSN. These techniques are mainly combined with
Data Gathering (DG) [21–23]. The goal of DG is to efficiently collect all the ge-
nerated data from multiple deployed sensors in an environment. All of the
collected data are usually sent to a central node, commonly called head cluster,
where data are reconstructed. As identical sensors are placed to capture iden-
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tical physical variables, there is a possibility of large data redundancy and,
therefore, large savings can be achieved if compression techniques are applied.
In fact, Data Gathering is combined with Compressed Sensing (CS) [3, 11] to
produce Compressive Data Gathering (CDG) [17, 52, 53]. This hybrid scheme
interconnects the well-established foundations of CS, based on the representa-
tion of a sparse dimensional signal according to fewer projections of the same
signal, and DG to collect data efficiently. In order not to lose any data when
reconstructing the original signal in the head cluster, the selected CS methods
tend to be lossless.
The CS algorithms usually have large computational requirements. However,
sensors and their hosting devices are highly constrained in terms of compu-
tational power, energy, and bandwidth, as shown in [29]. Therefore, further
lightweight algorithms are included. In this sense, lossy compression methods
have usually lower computational requirements. Nevertheless, a trade-off bet-
ween precision, computing power, and the rest of the constraints must be taken
into consideration in the selection of the compression technique.
However, WSNs are not only used to collect data, but to provide responses.
These networks are called Wireless Sensor and Actuator Networks (WSAN) [5].
The responses to the actuators are generated automatically according to the
system state and the information acquired by the sensors. In these cases, the
sensed data can be compressed to reduce the amount of the data sent through
the network, but the reconstructed data may not need such accuracy, as long as
the obtained response is the same as the one that would be obtained with the
original data prior to any compression. Thus, in these cases, lossy compression
can be applied, with larger traffic reduction rates and very similar, or even
equal, responses.
7.2.1 Specifying the Scope of Interest
This work considers that the data can be further compressed if it is contextuali-
zed, that is, it is known what the extracted data is used for. Therefore, in order
to be able to take advantage of the compression methods, this work focuses on
deployments where data is acquired and analyzed to provide responses based
on the detection of evaluable conditions. Thus, this work is interested in duty
cycle-based WSN for condition evaluations on the sensed data. This is quite a
common scheme, for instance, WSAN deployments have this type of approach:
Nodes that provide information on a given environment, some decisions are
made based on all the data acquired and other internal/external variables, and
a response is sent to an actuator. This actuator may be applied on the same en-
vironment or in other different ones.
In most WSN deployments, the data is sent periodically, in time-triggered
schemes. However, there is the possibility of enhancing the transmission pro-
cess by sending information only when a relevant fact occurs. These mecha-
nisms are included within the event–triggered schemes. Currently, there is
much interest in these types of schemes in several fields of interest, for instance,
in industrial event–oriented control [8, 33], cooperative control of environmen-
tal monitoring [15], tracking trajectories of vehicles and robots [13, 25], rule-
based control of Smart–Homes [4], etc. Currently, large advances have been
obtained with diverse variations of the event–triggered schemes, for example,
by dynamic adaptive delta mechanisms [10].
The events may provoke responses, which are Boolean in most cases. There-
fore, it is possible to analyze the accuracy of the outputs both of the original
62 artículo 2: modelo d2r-ted
uncompressed and the event–triggered compressed streams of data. However,
the most commonly used metrics in WSN [51] are not suitable by themselves
alone for the described task, as they do not take into consideration the accuracy
of the outputs in the value domain. In this case, two items must be taken into
account: level and transitions. Level is related with the actual Boolean respon-
se, while transition deals with the instant where a change in level takes place.
Here, the scenario at hand uses the information to obtain Boolean results.
Assuming the applicability of a data compression strategy, the question on its
application is how it would affect the result. The analysis of these circums-
tances from a contextualized perspective, i.e., taking into account the system
output, is the main motivation of this work. For example, if a temperature sen-
sor is used to activate a ventilation system when it exceeds a certain threshold,
any reduction of the amount of information about the temperature signal can
change the triggering pattern of the fans, but it can also reduce the amount of
data required for system operation. Therefore, any temperature value that will
not change the system state may be ignored because they are not relevant for
the output in most cases. This reduction of data is translated into a cost–benefit
ratio, which emerges from the contextualized perspective. How to model it is
a fundamental motivation of this work.
This paper is structured as follows: Section 7.3 provides an overview of event
detection, compression techniques, and some related work. Section 7.4 lays the
foundation for our proposal. Here, the mathematics behind the data reduction
is described. It also describes the metrics for evaluating the data reduction,
contextualized to the detection of threshold-based events. Section 7.5 addresses
two case studies to exemplify data reduction with a simple configuration. The
reduction process is analyzed in terms of traffic savings and response quality
according to the proposed metrics. Section 7.6 proposes a comparative study
to demonstrate the benefits of the model. The properties of the model are used
to adapt two known event-based sampling techniques and improve them in
the context of the evaluation of Boolean conditions. Finally, some conclusions
and future work are pointed out in Section 7.7.
7.3 Background
WSNs are typically used to collect data from the environment on an ongoing
basis. The simplest design is to provide all nodes with a cyclical routine of ac-
tivation, reading, sending, and deactivation. Over time, the uses of WSNs have
multiplied, and the solutions are increasingly sophisticated, generating a large
variety of networks according to different criteria [29].
This work focuses on the use of WSNs for detecting threshold-based events,
aiming to provide an analytic way to model data compression techniques in
that scope, by contextualizing the effects of the compressed data on the Boo-
lean result.
Thus, this work is based on two fundamental concepts: event detection and
data compression techniques in WSNs. The following subsections delve into
both in order to establish a more comprehensive framework. A third subsec-
tion describes the scope of this work as the combination of both concepts,
specifying the cases of use and clarifying the specific goal.
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7.3.1 Event Detection in WSN
An event is an occurrence or a significant activity that is unusual in relation
to normal patterns of behavior [5, 48]. Applying the concept to a physical en-
vironment, the distributed nature of the sensors combined with their reduced
cost and size makes WSNs ideal for monitoring environments in order to de-
tect events.
In [65], the authors point out the challenges of this task in WSNs by organi-
zing them into four groups: context dependency, application criticality, hetero-
geneity and overcrowding of data sources, and network topology. In addition,
they classify the methods into three groups: statistical, probabilistic, and based
on automatic learning techniques and artificial intelligence. According to these
authors, the most widely used technique is the detection of events based on a
static threshold. It consists of the systematic checking of the condition to know
whether the parameter value is within known ranges.
Threshold-based event detection has been used since the earliest declarative
systems, which processed Boolean entries known as “facts” [4]. However, the
technological framework of the Internet of Things (IoT) has brought about the
need to rethink the computation of these Boolean variables in systems whe-
re the computational load is distributed in restricted processing cores. On the
other hand, it has also brought the possibility of detecting events which are dif-
ficult to evaluate with classic centralized systems, e.g., early warning systems
for which multiple sensors are required [18] or hazardous environment [28].
Detecting events with WSNs is a problem that has multiple approaches. For
example, in [34], they classify different proposals according to whether the no-
tification decision of the event is made on a sink node or on the node itself.
However, the authors of [35] take into consideration the network architecture,
the scope of the decision, and the nature of the detection algorithm.
Within the framework of event detection, it is important to note the appea-
rance of Complex Event Processing (CEP) in recent years. This discipline arises
from the need to enrich the semantics of conditions in declarative systems, and
introduces the concept of a temporal and orderly succession of simple events
[43]. The author of [90] proposes various techniques for performing CEP tech-
niques at WSN. As mentioned above, the threshold event detection technique
is widely used, a clear example of which is the need for simple event calcula-
tion to assess complex events.
The development of concrete applications for the detection of events in WSN
or IoT is becoming increasingly importance in recent years [6, 12, 14, 35, 44, 46,
47]. These systems optimize the data transmission related to events by setting
filters under different criteria, obtaining large reductions of traffic. As tailor-
made solutions, they are an excellent example of good use of the network.
However, this type of proposal requires specific analysis of each environment
and network deployment in order to establish the general measurement of
benefits.
7.3.2 Aggregation and Compression Techniques in WSNs
As mentioned above, a key aspect of this work is to reduce the use of the net-
work accordingly. Here, the most relevant scientific contributions in the field
of traffic data reduction WSNs are summarized.
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Razzaque et al. [30] provided a survey in which compression techniques we-
re classified into three types: Sampling Compression (SC), Data Compression
(DC), and Communication Compression (CC).
Many WSN devices are designed to provide data periodically. Moreover,
redundant sensors are usually deployed in an environment. Devices may com-
bine their own data with the data received from others, either providing a
stream of modified data, or a value, as the result of a mathematical operation.
This is called Data Aggregation (DA). This aggregation results in a reduction
of the transmitted data. This strategy can be included within the DC type, as it
modifies the data to reduce the amount of data in the network, although some
kind of computation and processing is applied in–route on the data.
Communication Compression
An interesting taxonomy of congestion control techniques in WSNs is pro-
posed in [74]. These techniques are based on the detection or prediction of
network congestion conditions and the application of more or less generic stra-
tegies to control the situation. This type of proposal is closely linked to in-
frastructure, and offers routing solutions in most cases. While the purpose of
this work is not to control congestion (but to reduce traffic by limiting the loss
of response quality), some strategies end up implementing traffic reduction
policies to control congestion [20, 31, 41, 42].
Data Compression
Solutions to the congestion problem consider the network as a service for data
exchange, so they have no control over the sending data. However, there are da-
ta reduction techniques that work more closely with information. The authors
of [8] delve deeper into predictive techniques for data reduction in WSNs, clas-
sifying models according to the prediction method and the network element
where it is applied. The prediction models that are generated in the cluster
head nodes, ([24, 48, 86], where correlation analysis techniques are used to as-
sess the importance of the data, are particularly noteworthy.
Ikjune et al. [50] proposed an aggregation and compression data method to
use in a solar–powered WSN. In it, nodes aggregate data to obtain maximum
compression. Data are compressed using a lossless scheme (LZW coding). If
the node has more energy coming from its solar panels than it can store in its
batteries, aggregated data are sent. Otherwise, it just stops sending data, and
just senses its environment, storing the values in its internal memory. This met-
hod makes use of the DC type, along with the DA mechanism. However, data
are not processed in-route. In addition, the CC is connected to their internal
energy status, and not to the Quality of Service (QoS) of the network.
Sampling Compression
As a reference work, the sampling techniques exposed in [39], a work that is
framed in the discipline of control based on events, is worth highlighting. This
article discusses the Send–on–Delta [57] technique, which is intended as a fi-
xed increase in the magnitude of a signal whose consecutive samples must be
tested in order to be taken into account. In the model proposed in this work, a
similar mechanism is proposed but mathematically posed from the domain of
system inputs definition, and not subject to static magnitudes.
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An important line of research for compressing data is applying PCA to WSN
[50, 86], in order to reduce the amount of data transferred. There are many sen-
sors providing data that may be correlated. If a PCA is applied to the acquired
data space, the dimensionality of the data can be reduced to only a few re-
presentative values. The main use for this mechanism is to get rid of several
sensors providing similar readings that can be correlated.
Shu et al. [38] proposed DDASA to improve the power efficiency while en-
suring the accuracy of the data and have recently stated that “Data reduction
exploits the fact that depending on the characteristics of the sampled data wit-
hin the environment, some data could be redundant”. However, that DDASA
algorithm differs substantially from the work presented in this manuscript. In
DDASA, the sampling frequency is dynamically and explicitly modified.
Event-Triggered Sampling
In recent years, non-periodic signal sampling techniques have been developed.
These techniques propose an alternative approach to determine the sampling
instant, instead of the strictly temporal one. For this purpose, strategies based
on events intrinsic to the evolution of the data are introduced.
The Send-On-Delta concept (SoD) is the simplest strategy. By means of this
scheme, the sampling instant occurs when the magnitude of the difference bet-
ween the signal value and the previous sample exceeds a confidence interval
called delta [57]. This simple concept opened the door to a vast field of re-
search under different topic names, such as event based sampling, Lebesgue
sampling, magnitude based sampling, etc. [27, 32].
Within the framework of automatic control engineering, event-based sam-
pling techniques are still being developed nowadays. With the mathematical
complexity that this discipline requires in terms of stability and convergence
of control systems, the sampling criteria have been sophisticated by means of
predictive techniques. A simple example of this type of input is [40], in which
a linear predictor is used to establish the sampling instant with the estimated
sample, instead of the previous sample.
Considering a distributed scenario where signal samples are sent for pro-
cessing, these techniques have been considered for traffic reduction, since they
limit the amount of network packets tolerating a certain loss of information.
An example of this approach is proposed in [10], where a technique able to se-
lect dynamically the limits (delta) according to the available transmission-rate
is introduced.
7.3.3 Discussion and Hypothesis
Reducing traffic in sensor networks is a goal that has been addressed from
many perspectives. The wide variety of sensor networks results in a broad ran-
ge of traffic reduction possibilities. To give a few examples: if the network is
multihop, the routing policy can contemplate traffic reduction; if the sensor
information has some redundancy, traffic can be reduced by aggregating data
with space-time criteria; if the network does not have real-time requirements,
buffering techniques can be used to collect data on the route, reducing sent
packets, etc. In each of these examples, the logic of data reduction is based
on a system feature that offers an opportunity to save traffic. This feature is a
limiting factor, a requirement. Any data reduction technique is limited by the
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requirements of its scope.
This work focuses on sensor networks with very specific restrictions. The
most important are the topology, the hierarchy of nodes, the timing, and the
specific purpose of the data collection. In this framework, there is no infor-
mation redundancy, there is no multi-hop, and the sensors have very little
computational capacity. This means that techniques based on aggregation and
compression are not the most suitable for this purpose.
Among the techniques reviewed, event-based sampling ones are applicable
to the proposed scenario. They require little computational capacity, and traf-
fic is avoided at the source, thus topology and hierarchy are not a problem.
However, event-based sampling approaches are clearly oriented to automatic
control engineering, being addressed from the mathematical requirements of
this discipline, which requires demonstrating stability, convergence, and other
concepts exclusive to its paradigm. This approach is difficult to adapt to other
application scenarios, such as many areas of computing where there are no
control loops and the versatility of abstraction is fundamental.
A common feature of the revised techniques is that the network has a ge-
neral purpose, since the context of the data is not considered. In the case of
error-tolerant techniques, these are measured as the difference in magnitude
between the original data and those obtained after the technique reduction
process. This concept of error is intrinsic to the measurement of a real-world
signal, and is also decontextualized from the purpose of the information.
Inspired by event-based sampling techniques, this paper proposes a diffe-
rent approach to traffic reduction in sensor networks applied to threshold-
based event detection. On the one hand, event-based sampling techniques are
reformulated as software filters applied after a regular periodic sampling pro-
cess, rather than as alternative sampling processes. This means that it is consi-
dered a periodic sampling process in the sensors, and the applied techniques
will decide sample by sample whether it is sent or not. This approach seems
to be simpler and closer to actual sensor network deployments. On the other
hand, as part of this reformulation, the necessary abstraction is introduced to
adapt the techniques to any data structure, not only to real numbers. This fea-
ture makes traffic reduction adjustable to any application, providing versatility.
Finally, it is proposed to contextualize the use of information in order to opti-
mize traffic avoidance. As mentioned above, the focus of this work are those
networks that evaluate threshold-based events. Based on this knowledge, the
concept of error can be redefined according to this context, enabling the defini-
tion of traffic avoidance techniques that take into account the system result. As
a working hypothesis, let us consider that this approach would provide better
cost–benefit rates in terms of traffic savings and errors.
The above approaches are integrated into a general model that can be ins-
tantiated for any reduction technique according to its limitations. This model
defines the reduction technique using a generic and adaptable mathematical
procedure. The effects of this reduction are measured using proposed metrics
to take the Boolean result into account. The generic reduction model and the
mentioned metrics are detailed in the following section.
7.4 Method
The study scope is based on those wireless sensor networks which are used
for the computation of Boolean conditions. Under the proposed approach, the
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data flow can be represented as a network structure organized in a tree. The
root node performs the calculation of the condition by applying an equation
whose inputs are provided by the rest of nodes, directly or indirectly, as shown
in Figure 7.1.
Some simplifications will be considered for this study:
• Condition evaluation is performed periodically with a ts duty cycle pe-
riod.
• Between two consecutive evaluation instants, the nodes will send an
update of their variable only if it has changed.
• All inputs share the same data domain, defined by Φ.
Note that the condition evaluation involves a domain change that takes pla-
ce at the root node, from Φn to B (Boolean domain). This fact contextualizes
the use of the input data, and it will allow us to define specific metrics for the
analysis of the results.
This section is organized into two subsections. The first one describes a
generic mathematical definition for the reduction of input data, with the aim
of reducing network traffic. The second one proposes metrics for evaluating
the response obtained as a result of this reduction in terms of message savings,
precision, and recall.
7.4.1 Data Reduction
One of the motivations of this work is to propose a solution which could be
applicable to any system whose purpose and deployment fit in the above-
described structure. For this reason, the reduction method is founded on the
mathematical description of the domains of the data definition.
Consider the minimum network that fits into the structure described in Fi-
gure 7.1. A single root node called αβ that evaluates a condition whose entries
are provided by n nodes denoted by αi. The entire network can be modeled
as a system with n inputs and an output in the following terms:
Figura 7.1
Tree structure.
Definition 1. Let Φ be the domain of the values of the system inputs, and let B be
the Boolean domain {true, false}.
On that basis, the αβ-node with n α-nodes as inputs can be described by
a state function s : Φn → B Assuming that the α-nodes obtained their data
samples at the same frequency fs = 1/ts, the system results can be modelled
during a time T by Equation (7.1):
s : Φn → B,∀ϕ ∈Mf·T×n (Φ) , ∃b ∈Mf·T×1 (B) |
bx = s
(
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where Mm×n (D) is a matrix of m rows and n columns of elements defined
in D, and ax,y is the element at the row x and column y of a matrix a ∈Mm×n.
According to the simplification criteria outlined above, α-nodes only send
data when information changes. Since the number of unsent packets due to
repeated values is unknown, a maximum of n · fs · T network packets are sent
in the T analysis period. Based on this approach, a mechanism to promote data
repetition is proposed to introduce a reduction in network traffic.
Definition 2. Focusing on this issue, R is introduced as the family of functions that,
through a set of parameters defined by ∆, translate a set of j–values of Φ, Φj, into a
set of k–values of Φ′, Φ′ k, j,k = 1 . . .∞. As Φ′ tends to be a smaller set than Φ,
these functions are called reduction functions in the rest of the paper:
R : Φj ×∆→ Φ′k | Φ′ ⊆ Φ. (7.2)
Thus, giving a function r ∈ R and the domain of its parameters ∆r ⊆ ∆, we
obtain Φr, the reduced input domain, as defined below:
r : Φj ×∆r → Φkr | Φr ⊆ Φ.
Furthermore, every δr ∈ ∆r ⊆ ∆ generates a different vision of the Φ domain,
as described by Equation (7.3). Figure 7.2 represents conceptually the reduction
of Φ by an r ∈ R function and its ∆r parameters:
r : Φj × δr → Φkrδ | Φrδ ⊆ Φr ⊆ Φ. (7.3)
Figura 7.2
Φ domain reduced to a set of Φrδ domains (j = k = 1).
If an injective r function and a set of parameters ∆r are properly selected,
in such a way that the resulting domains have different number of elements,
a reduction process is obtained by ordering them by descending cardinality
(shown in Figure 7.2). In this process, different elements of any domain corres-
pond to a single element of the next one.
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For the sake of simplicity, but without loss of generality, for the rest of the
article, it will be assumed that j = k = 1 for the input domains, that is, only
one input value is considered in the reduction functions. On this basis, given a
sequence of values defined in Φrδi with no consecutively coincident values, it
is possible that the same signal translated to Φrδi+1 may present repetitions,
especially if the sequence corresponds to a continuous signal and Φrδi ele-
ments are combined in Φrδi+1 by proximity. At the same time, reducing the
cardinality of the signal domain implies a loss of information that will provoke
some alterations in data whose evaluation depends on this signal.
In order to show the general applicability of the proposed model and to help
for a better understanding of this concept, the following example has been in-
cluded. Let us consider the definition of Φ domain as triads of 1-byte-coded
integers, representing the RGB color domain. In addition, consider a reduction
function (r) that receives as a reduction parameter (δ) the number of bits to
encode each integer of the triad.
Thus, for each δ < 8, any result of r is within a new domain Φδ ⊂ Φ, Φ8 = Φ
being the original domain. Defining the set of possible reduction parameters
in descending order (∆ = {8, 7, 6, 5, 4, 3, 2, 1}) gives a scale of domains by cardi-
nality as described in Figure 7.2.
The top of Figure 7.3 shows a representation of the reduced domains of
the example for δ = 5, δ = 3, and δ = 1, which are Φ5, Φ3, and Φ1, res-
pectively. At the bottom of the figure, different versions of a X× Y matrix of
colors are shown. That is an image, and each version is a representation of
its pixels (colors) when they are defined in the corresponding domain. In the
example described above, each value is a color, and this simplification has
allowed the input domain to be represented in a figure. However, let us now
consider the domain of X× Y matrix of values defined in Φ as input domain
(Φ′ : MX×Y (Φ)) and the same reduction function and parameters applied to
all pixels of the matrix. In this case, a time-ordered sequence of periodic va-
lues defined in Φ′ is a video, frame by frame. Coming back to the problem
of reducing network traffic, it seems reasonable to assume that, if a remote ca-
mera implements this reduction procedure without sending duplicate frames,
δ parameter will influence the consecutive equivalent frames statistics and, by
extension, the network traffic. The question is how big its effect is, and the ans-
wer depends largely on what the camera is recording. The variability between
consecutive frames will be much lower if the camera monitors a mall at night
than if it records a bike ride from the helmet of the cyclist.
The rise of duplicates by reducing the domain cardinality and subsequent
result alterations are phenomena with underlying probabilistic logic. However,
the analysis would be too complex, since it would have to take into account
different aspects, such as signal characteristics, the sequence of domains gene-
rated by r and ∆r, and all the calculations in which the signal is involved. If the
possible reduction of all system signals is taken into account, it is analytically
unaffordable. For this reason, this proposal bases the evaluation of the model
on empirically obtained metrics detailed in the following subsection.
7.4.2 Metrics
The application of the data reduction method will have two consequences.
First, the number of network packets will be reduced due to the promotion
of duplicate values in the data streams in the α-nodes. Second, the evalua-
tion of the condition in the αβ–node will suffer alterations due to the loss of
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Φ5 Φ3 Φ1
ϕX×Y/ϕij ∈ Φ5 ϕX×Y/ϕij ∈ Φ3 ϕX×Y/ϕij ∈ Φ1
Figura 7.3
Example of RGB color domain reduction. Components of color coded with 5, 3 and 1 bit.
information. At this point, analytic methods to quantify both effects will be
proposed.
Traffic Reduction Metrics
To obtain the amount of traffic avoided, a ratio between the number of varia-
tions present in the sample sequences at the α-nodes applying the reduction
with respect to the number of variations that present the same sequences wit-
hout reduction is proposed. The proposed metric is called Traffic Saving Ratio
(TSR) and is defined as follows.
Definition 3. Let ϕ ∈ Mm×n(Φ) be a matrix of m rows and n columns of values
defined in Φ, ϕx,y being the element of the row x and the column y, and m = T × fs.
Let us also define r ∈ R as the domain reduction function, and δ ∈ ∆r the selected
reduction parameters. In addition, let be ϕ′ ∈ Mm×n(Φrδ)/ϕ′x,y = r(ϕx,y, δ). The
Traffic Saving Ratio (namely, TSR) can be defined as the proportion of repetitions of
values that appear using the reduced domain. The calculation procedure is stated in
Equation (7.5). Equation (7.4) is required for TSR calculation, and it is a key part of
the data reduction model, since it implements the equivalence criterion of two values
defined in the Φ domain. As described in the previous section, this criterion is ap-
plied to consecutive values to avoid sending packets in case of equivalence. Note that
modifying this equation allows the model to be extended, for example, to fuzzy logic:
eq (ϕ1,ϕ2) =
{
0, if ϕ1 = ϕ2,























To measure the effects on the result, it is interesting to briefly discuss the con-
cept of error in this context. According to the condition Equation (7.1), the
variables are values defined in Φ, and the result is a Boolean value. The error
of Boolean values is not quantifiable in terms of magnitude or distance because
there are only two possibilities: true or false. In this sense, in each sampling
turn, the accuracy of the result can only be measured in terms of correct or
incorrect. According to this logic, it is possible to calculate a simple statistic
of the number of erroneous results obtained over a period of time. Definition
4 is based on this concept, which can be considered a starting point for the
computation of the system precision.
Definition 4. Based on Definition 3, let us define s : Φn → B as the condition fun-













be the system response using the original and the reduced in-
put domain, respectively. Precision (namely, P) can be defined as the proportion of
condition results that, when evaluated with input data defined in the reduced domain,




i=0 (bi ⊕ b′i)
m
. (7.6)
Although this metric is mathematically rigorous, the sample-by-sample eva-
luated precision is appropriate only if the input data are statistically indepen-
dent in a sample-by-sample basis. Therefore, each sample is completely inde-
pendent from the previous one and from the following one. In the scenarios
of interest for this research, the input data are samples of continuous signals.
Thus, input values correlate with their predecessors, in the same way that the
resulting Boolean signal presents transitions between stable levels. In addition,
if the reduction method is chosen appropriately, an input value reinterpreted
in a reduced domain involves a limited variation from the original one. These
facts make it reasonable to consider that most of the errors of the result signal
will occur around the transitions, delaying them or bringing them forward in
time. To illustrate this, Figure 7.4 represents on the left side a continuous sig-
nal (F (x)) and the result of an inequation applied to it (F (x) > Threshold). The
same signal, but with its samples transferred to a reduced domain, is displa-
yed on the right side. Below, the result of the same inequation for the reduced
signal, highlighting the different samples with respect to the result obtained
with the original signal is shown. As it can be observed, the differences are
grouped around the transitions. This effect has such an important impact that
it should be measured.
Based on this idea, the concept of error can be discussed in each applica-
tion scenario. If the detection of the condition has no real-time requirements,
a certain delay in transitions may be tolerable, not being considered an error.
For example, returning to the example of the remote camera, if the condition
is whether an image recognition algorithm detects a face or not, it may be ac-
ceptable for the detection to occur a few frames before or after. To give another
example, a network for home automation control that measures the outside
temperature to close windows or activate air conditioning can tolerate a delay
of some sampling periods to perform the corresponding action.
Here, three metrics that consider this aspect are proposed. These metrics
allow for a more descriptive analysis of the consequences of reducing traffic
with the proposed method, including a variable, τ, that models the tolerable
delay in each scenario. On the one hand, two of the metrics analyze the corres-
pondence between the transitions of the original and the reduced signal. As
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Figura 7.4
Upper left: Original signal F(x), in black; and a constant threshold (Threshold), in red.
Bootom left: Boolean response of the condition (F(x) > Threshold) applied to the original
signal and threshold. Upper right: Reduced signal F′(x), in black; and a constant thres-
hold (Threshold), in red. Bootom left: Boolean response of the condition (F′(x) > Threshold)
applied to the reduced signal and threshold. In red, Boolean variations with the obtained
in the bottom left image.
transitions may appear on one of the signals without matching on the other,
this can be analyzed in terms of precision (proportion of obtained transitions
that are present in the original signal) and recall (proportion of transitions of
the original signal that are obtained). On the other hand, a third metric analy-
zes the correspondence between signals outside the proximity of transitions,
sample by sample.
These three metrics are called Transition Precision, Transition Recall, and Level
Precision. For the sake of a better understanding of these, Figure 7.5 represents
how the proposed metrics are calculated. For the computation of the transition
metrics, the signal value changes are parsed one by one. This process is done
with the original signal to obtain the Transition Recall, and with the reduced sig-
nal to obtain the Transition Precision. For each transition, it is checked whether
there is an equivalent change in the other signal. By means of the parameter
τ, a window of ±τ sampling periods is established, within which the equi-
valent transition will be considered as valid. In (A) and (B), this analysis is
represented for τ = 0 (the most restrictive case) and for τ = 1, respectively.
All other signal samples that are not transitions and are not within any ±τ
interval are taken into account in Level Precision metric. This metric evaluates
the occurrence of situations such as those illustrated in (C), where the reduced
signal presents erroneous states over time. To exemplify the importance of this
metric, consider that two signals without transitions but with opposite values
would present 100 % transition precision and recall, but 0 % level precision.
With regard to the interpretation of the metrics, if a training signal is pro-
perly selected, they can be interpreted as probabilities. Thus, the Transition pre-
cision is the probability that a transition obtained in the reduced signal would
have been obtained without reducing it; the Transition recall is the probability
that the transitions of the original signal will be detected in the reduced one;
and Level Precision is the probability that the status of the reduced signal is
correct after τ samples since the last transition. The level accuracy has a very
interesting interpretation when this is maximum (100 %). When this happens,
it means that there are no errors outside the ±τ transition intervals, which
means that the possible erroneous states of the reduced signal will not cover
more than 2τ + 1 samples. To understand this, note the upper right side of
the illustration (C). As it can be seen, with τ = 1, a possible transition to an
erroneous state that is not detected in the Level Precision, could not cover more
than three samples, since a fourth erroneous sample would lay outside the ±τ
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intervals, and would be computed as an erroneous sample.
Figura 7.5
Illustration of the metrics analysis process. (A) Transition recall analysis with τ = 0. In
red, unmatched transitions; (B) Transition recall analysis with τ = 1. In green, mat-
ched transitions; (C) Extended transition recall analysis with τ = 1. In green, matched
transitions; in red, unmatched transitions; in purple, unmatched samples.
The three metrics calculations are detailed in Definitions 5 and 6.
Definition 5. Based on Definition 4, let bT ,bF,b′T , and b
′
F be the resulting sig-
nals of applying Equations (7.7) and (7.8) to b and b′, respectively. These signals are
transition masks to true and false and are used for the following metrics:
∀b ∈ Bm ∃ bT ∈ Bm | bT i =
{
bi if i = 0,
(bi ⊕ bi−1) · bi if i > 0,
(7.7)
∀b ∈ Bm ∃ bF ∈ Bm | bFi =
{
|bi − 1| if i = 0,
(bi ⊕ bi−1) · bi if i > 0.
(7.8)
Definition 6. According to Definition 5, τ ∈N being the time offset tolerance margin
in number of samples, let us define the Transition Precision (TP) as the proportion
of error-free transitions in relation to the total number of reported transitions; the
Transition Recall (TR) as the proportion of reported transitions in relation to the total
number of transitions to be reported; and the Level Precision (LP) as the proportion
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of error-free samples measured outside ±τ interval of any transition. The calculation
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As it can be seen, to characterize a system with these metrics, the non–
reduced result is required. This implies the need for training data. The effecti-
veness of the method will depend on how well these data represent the overall
behavior of the system.
Regarding the quality of the training data, it is reasonable to assume that
the most favorable scenario is the evaluation of conditions based on periodic
pattern parameters. For example, parameters related to biological activities
influenced by circadian cycles, or meteorological parameters that depend on
natural periods. However, since the circumstances that lead to traffic avoidance
are not necessarily permanent, we suggest that the entire time of the unrestric-
ted traffic network may be used to fine-tune the metrics to obtain the most
reliable model possible.
7.5 Case Study
This section includes two experimental scenarios in which the model is ap-
plied and analyzed. Through these use cases, two objectives are intended. First,
to exemplify the application of the model over actual and extensive data. Se-
condly, to test the potential use of the technique to reduce the traffic of a
network in a saturation situation, knowing what proportion of traffic will be
avoided and how many errors will be introduced into the system.
For these purposes, the data signals from the public repository of the Italian
meteorological network Arpa Piemonte [7] are used. This repository contains
nine years of hourly data from several stations, and has been considered ade-
quate due to the abundance of quality data.
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Each use case presents an experimental scenario consisting of a conditional
expression involving signals from the repository. Each signal represents a net-
work sensor, and each signal sample represents a sent data packet. The details
of the reduction according to the model requirements are described for each
scenario. In order to analyze the potential on–demand application of the model
(the second objetive), the signals from the repository are split into two periods.
The first period corresponds to the first year of data and is considered as a trai-
ning period. It is assumed that during this period the data reduction process
is modeled according to the results obtained. The remaining eight years are
considered the test period. During this period, it is assumed that the network
suffers saturation conditions, and the data reduction is applied according to
the results of the training period. The comparison of the proposed metrics ob-
tained in each of these periods constitutes an analysis of the repetitiveness of
the model and, therefore, of its potential use on demand to reduce traffic kno-
wing the consequences, which is the working hypothesis of these experiments.
First of all, let us briefly summarize the proposal to contextualize the study
cases: the starting point is a network of sensors whose data is collected by a
central node that evaluates a Boolean condition (called s function in this work).
The model defines a procedure for reducing network packets by promoting re-
peated values, which are not sent. The starting point is an input data domain
(Φ), which, using a reduction function (r) and a set of parameters (∆r), gives
rise to a domain scale Φr (one for each δr ∈ ∆r parameter) with different cardi-
nalities. Using a set of ordered values defined in Φ, the reinterpretation of this
information in any Φrδ (∈ Φr) domain has two consequences: the promotion
of duplicate values and the loss of information. Metrics have been proposed to
model these effects.
According to the above, the model introduces some generalities that must
be defined for each scenario: (1) input data domain Φ, (2) condition expression
s, (3) sensor data for training and testing, (4) reduction function r, and (5) set
of parameters for the reduction function ∆. These aspects are specified for each
case study, which are detailed in the following subsections.
7.5.1 Case Study I
For this experimental environment, the model has been adapted for a condi-
tion tree involving two temperature sensors ((1) Φ = R ) and the sink node.
The sink node periodically collects the information and checks whether one
temperature is higher than the other ((2) s(ϕ1,ϕ2) = ϕ1 > ϕ2). The model
metrics are calculated for two segments of these signals. The first segment is
the first year of data, and corresponds to the time window considered for trai-
ning. This training period is used to characterize the cost–benefit ratio in terms
of traffic savings and errors introduced by the reduction technique in its dif-
ferent configurations. The second segment includes the remaining eight years,
and its results are used to analyse the repeatability of the results obtained in
the training period. Results of both periods are compared to discuss the hypot-
hesis. The reduction function truncates the values to a multiple of a parameter,





· δr ). The set
of possible resolutions (∆) is {0.1, 0.25, 0.5, 1.0, 2.5}, 0.1 being the original reso-
lution (non-reduced case) (5). This scale is typical for oscilloscopes and mea-
suring instruments. Regarding the sensor data, from the repository mentioned
above, the temperature data from the Alessandria and Montaldo Scarampi sta-
tions were used. The selection criterion corresponds to the proportion of true
and false in the results of the evaluation of the previously stated condition.
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Specifically, both signals are composed of 78,840 samples; the signal resulting
from the condition, sample by sample, presents 7625 transitions; and the true
and false balance is 53 %/47 %, respectively. For each δ ∈ ∆r, the values of
the metrics given in Section 7.4.2 have been calculated for both training and
experimental data.
The results are presented in a table for each metric. By columns, δ ∈ ∆r pa-
rameters from δ = 0.25 because δ = 0.1 models the original system state, with
no reduction, in which case TSR = 0, LP = 1, TP = 1, and TR = 1. The last two
rows show the absolute and relative error for each δ value (ε and εr). In the
case of LP, TP and TR, these errors are averaged (ε̄ and ε̄r ) and represented
with standard deviation (σ). In addition, each τ value results in a row, and the
last two columns represent the absolute and relative error averaged by each τ,
with standard deviation as well. The cells in the body of the tables show two
values separated by a slash (/): on the left, the result of the calculation with
the training data, and on the right of the slash, the results applied to the ex-
perimental data (not including the data used for training). Relative errors are
calculated considering the value obtained with the training data as the actual
value.
Table 7.1 shows the traffic saving ratio metric (TSR), which has been calcu-
lated according to Equation (7.5). Table 7.2 shows the level precision, accor-
ding to Equation (7.11). Table 7.3 shows the transition precision, according to
Equation (7.9). Finally, Table 7.4 shows the transition recall, according to Equa-
tion (7.10). The last three metrics have been calculated with an offset tolerance
interval (τ) from 0 to 9. The results are discussed below.
δ = 0.25 δ = 0.5 δ = 0.75 δ = 1 δ = 2.5
0.069/0.066 0.201/0.186 0.307/0.291 0.393/0.373 0.677/0.666
ε 0.003 0.015 0.016 0.020 0.011
εr 4.35 % 7.46 % 5.21 % 5.09 % 1.62 %
Tabla 7.1
Case study I. Traffic Saving Ratio (TSR).
δ = 0.25 δ = 0.5 δ = 0.75 δ = 1 δ = 2.5 ε̄(σ) ε̄r(σ)
τ = 0 0.999/0.999 0.995/0.994 0.986/0.982 0.971/0.968 0.832/0.835 0.002 (0.001) 0.24 % (0.16 %)
τ = 1 1.000/1.000 0.999/0.998 0.996/0.993 0.989/0.985 0.871/0.881 0.004 (0.003) 0.39 % (0.40 %)
τ = 2 1.000/1.000 0.999/0.999 0.998/0.995 0.993/0.990 0.886/0.893 0.003 (0.003) 0.28 % (0.29 %)
τ = 3 1.000/1.000 1.000/1.000 0.999/0.996 0.995/0.992 0.891/0.895 0.002 (0.002) 0.21 % (0.18 %)
τ = 4 1.000/1.000 1.000/1.000 1.000/0.997 0.997/0.994 0.884/0.892 0.003 (0.003) 0.30 % (0.33 %)
τ = 5 1.000/1.000 1.000/1.000 1.000/0.998 0.998/0.994 0.871/0.884 0.004 (0.005) 0.42 % (0.56 %)
τ = 6 1.000/1.000 1.000/1.000 1.000/0.998 0.999/0.995 0.859/0.874 0.004 (0.006) 0.47 % (0.66 %)
τ = 7 1.000/1.000 1.000/1.000 1.000/0.999 1.000/0.996 0.849/0.867 0.005 (0.007) 0.52 % (0.81 %)
τ = 8 1.000/1.000 1.000/1.000 1.000/0.999 1.000/0.997 0.846/0.866 0.005 (0.008) 0.55 % (0.91 %)
τ = 9 1.000/1.000 1.000/1.000 1.000/1.000 1.000/0.998 0.848/0.868 0.004 (0.008) 0.51 % (0.93 %)
ε̄(σ) 0.000 (0.000) 0.000 (0.000) 0.002 (0.001) 0.003 (0.001) 0.012 (0.006)
ε̄r(σ) 0.00 % (0.00 %) 0.02 % (0.04 %) 0.22 % (0.12 %) 0.33 % (0.06 %) 1.37 % (0.72 %)
Tabla 7.2
Case study I. Level Precision (LP).
In general, the metrics calculated for the training data fit well with the cal-
culations made for the experimental data. Absolute errors do not present a
proportionality relationship with the parameters δ and τ, except for LP metric
(Table 7.2), whose error increases as δ increases too. The largest errors in mag-
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δ = 0.25 δ = 0.5 δ = 0.75 δ = 1 δ = 2.5 ε̄(σ) ε̄r(σ)
τ = 0 0.910/0.906 0.743/0.748 0.555/0.600 0.474/0.491 0.189/0.200 0.016 (0.015) 3.73 % (2.96 %)
τ = 1 0.959/0.950 0.863/0.863 0.738/0.752 0.662/0.676 0.396/0.366 0.013 (0.010) 2.51 % (2.64 %)
τ = 2 0.966/0.963 0.890/0.892 0.774/0.803 0.722/0.737 0.500/0.475 0.015 (0.011) 2.27 % (1.88 %)
τ = 3 0.973/0.971 0.906/0.912 0.804/0.838 0.753/0.778 0.573/0.552 0.018 (0.012) 2.42 % (1.65 %)
τ = 4 0.974/0.975 0.913/0.927 0.821/0.864 0.778/0.812 0.624/0.618 0.020 (0.016) 2.44 % (2.00 %)
τ = 5 0.979/0.979 0.920/0.938 0.848/0.884 0.799/0.837 0.666/0.677 0.021 (0.015) 2.52 % (1.75 %)
τ = 6 0.980/0.981 0.930/0.947 0.861/0.896 0.820/0.857 0.707/0.725 0.022 (0.013) 2.61 % (1.59 %)
τ = 7 0.984/0.984 0.935/0.954 0.873/0.908 0.832/0.874 0.735/0.768 0.026 (0.015) 3.12 % (1.86 %)
τ = 8 0.988/0.985 0.941/0.959 0.891/0.920 0.847/0.887 0.766/0.799 0.025 (0.013) 2.90 % (1.62 %)
τ = 9 0.990/0.987 0.949/0.965 0.900/0.932 0.853/0.901 0.790/0.828 0.027 (0.016) 3.20 % (1.96 %)
ε̄(σ) 0.003 (0.002) 0.011 (0.007) 0.033 (0.008) 0.031 (0.012) 0.023 (0.010)
ε̄r(σ) 0.27 % (0.01 %) 1.29 % (0.09 %) 4.19 % (0.64 %) 4.23 % (0.83 %) 4.52 % (2.61 %)
Tabla 7.3
Case study I. Transition Precision (TP).
δ = 0.25 δ = 0.5 δ = 0.75 δ = 1 δ = 2.5 ε̄(σ) ε̄r(σ)
τ = 0 0.917/0.927 0.786/0.798 0.668/0.686 0.590/0.587 0.277/0.296 0.012 (0.006) 2.54 % (2.28 %)
τ = 1 0.967/0.973 0.913/0.921 0.888/0.860 0.825/0.807 0.580/0.541 0.020 (0.012) 2.71 % (2.21 %)
τ = 2 0.979/0.983 0.926/0.947 0.917/0.902 0.876/0.864 0.691/0.668 0.015 (0.007) 1.80 % (0.97 %)
τ = 3 0.988/0.986 0.947/0.960 0.937/0.924 0.904/0.897 0.755/0.738 0.010 (0.005) 1.20 % (0.69 %)
τ = 4 0.989/0.989 0.954/0.968 0.947/0.940 0.916/0.919 0.790/0.784 0.006 (0.005) 0.66 % (0.49 %)
τ = 5 0.991/0.990 0.964/0.973 0.954/0.949 0.937/0.931 0.836/0.817 0.008 (0.006) 0.89 % (0.74 %)
τ = 6 0.991/0.991 0.974/0.977 0.960/0.956 0.950/0.943 0.852/0.844 0.004 (0.003) 0.48 % (0.33 %)
τ = 7 0.992/0.993 0.974/0.981 0.963/0.964 0.955/0.952 0.869/0.863 0.004 (0.002) 0.39 % (0.27 %)
τ = 8 0.995/0.994 0.978/0.985 0.968/0.970 0.963/0.960 0.884/0.879 0.004 (0.002) 0.38 % (0.23 %)
τ = 9 0.996/0.995 0.982/0.988 0.975/0.974 0.967/0.967 0.898/0.892 0.003 (0.003) 0.30 % (0.28 %)
ε̄(σ) 0.003 (0.003) 0.010 (0.005) 0.009 (0.008) 0.006 (0.005) 0.015 (0.010)
ε̄r(σ) 0.27 % (0.01 %) 1.07 % (0.07 %) 1.04 % (0.13 %) 0.71 % (0.12 %) 2.24 % (1.07 %)
Tabla 7.4
Case study I. Transition Recall (TR).
nitude are presented by transition precision metric (TP, in Table 7.3), reaching
0.033 in the worst case. In addition, the greatest relative error is experienced
by traffic saving ratio metric (TSR, Table 7.1), reaching 7.46 % in the worst case
scenario. As the magnitude of the current value (0.201 in the worst case) is
close to 0, the relative error is high. Absolute errors in TSR are also reduced.
It seems reasonable to conclude that the training data faithfully represent the
experimental data, taking into account the magnitude of errors and that the
training data consists of one year of data against eight years of experimenta-
tion.
As it was expected, the larger the δ, the larger the traffic saving (TSR, Table
7.1). Transition precision (TP) and recall (TR) metrics can be interpreted as a
probability, since they are obtained from the casuistry of the training data.
With this perspective, transition precision is the probability that a transition
obtained with reduced input data according to δ would have been detected
with non-reduced data with a time offset of no more than ±τ samples. In turn,
transition recall is the probability that a transition that would have been de-
tected with non-reduced data will be detected with reduced data according
to δ with a time offset of no more than ±τ samples. It is interesting to note
the significant increase in precision and recall experienced when comparing
an absolutely rigorous approach, without tolerating delays (τ = 0), to a mo-
re flexible approach tolerating delays (τ > 0). The most pronounced increase
occurred in the change from τ = 0 to τ = 1, which suggests that a large part
of the transitions that are not instantly detected are detected indeed with a
temporal delay of one sampling period. This aspect confirms the grouping of
errors around transitions, an effect that is illustrated in Figure 7.4.
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Since it is a demonstrator, the numerical data does not deserve further atten-
tion. However, the potential of this proposal lies in the interpretation that can
be made of its results. At this point, let us exemplify what the model provides
to reduce network traffic. Suppose that the network in which this condition
is implemented is overloaded for some reason, and it is urgent to reduce its
traffic load by 15 %. Also assume that the application tolerates a time delay of
three sampling periods (τ = 3). An operator or algorithm that controls the mo-
del will have the following information (involved values are marked in bold in
the tables):
• Table 7.1 reveals that δ = 0.5 will reduce traffic by 20.1 %.
• According to Table 7.3, each transition notified will have a 90.6 % chance
of being correct.
• Likewise, according to Table 7.4 and under the same conditions, 94.7 %
of the transitions that would have been detected without reduction will
be detected.
• Table 7.2 reveals that 100 % of the samples outside transitions ±τ sam-
pling periods will be correct. This means that there are no erroneous
values that remain more than seven samples over time (2τ+ 1).
These interpretations are based on the values obtained from the training
data. Assuming that the reduction is carried out with these parameters during
the whole period of experimentation, the following would have been achieved:
• Reduced network traffic by 18.6 % (1.5 % lower than expected).
• 91.2 % of the transitions detected were correct (0.6 % higher than expec-
ted).
• 96 % of the transitions that would have been detected without reduction
were detected (1.3 % higher than expected).
• As it was expected, there were no erroneous values that remain more
than seven samples over time.
7.5.2 Case Study II
This case study is based on a network of four sensors, two temperature sensors,
and two wind speed sensors. Each pair of temperature and speed sensors is
used to calculate wind chill (according to the classic Steadman formula [35])
and to compare them. It is intended to enrich the previous demonstrator with
a more complex application example. The parameters of the model are as fo-
llows:
1. Input domain: Φ = R.
2. Condition state function: s(t1, v1, t2, v2) = (1.41− 1.162 · v1 + 0.98 · t1 +
0.0124 · v12 + 0.0185 · v1 · t1)) > (1.41 − 1.162 · v2 + 0.98 · t2 + 0.0124 ·
v2
2 + 0.0185 · v2 · t2)). This is the classic Steadman formula.
3. Input data: all data has been extracted from the repository of the Italian
weather network Arpa Piemonte [7], used in the previous case study.
Data from sensors t1 and v1 are extracted from the weather station loca-
ted in Cameri. The data for t2 and v2 correspond to the station located
in Boves. The training data correspond to the first year of data, the ex-
perimental data are the rest. These four signals are composed of 78840
samples; the signal resulting from the condition, sample by sample, pre-
sents 14015 transitions; and the true and false balance is 58 %/42 %,
respectively.
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5. Reduction parameters: ∆r = {0.1, 0.25, 0.5, 1.0}.
From the results obtained, the traffic saving ratio metric (TSR) is represented
in Table 7.5, similar to the previous study. Level precision (LP), transition preci-
sion (TP), and transition recall (TR) metrics are shown in graphs, presented in
this order from left to right in Figure 7.6. The graphs show the τ–dependence
of the metrics for each δ ∈ ∆ (differentiated by color) with training and experi-
mental data (differentiated by line type).
δ = 0.25 δ = 0.5 δ = 0.75 δ = 1
0.062/0.069 0.194/0.211 0.332/0.342 0.430/0.440
ε 0.007 0.017 0.010 0.010
εr 11.29 % 8.76 % 3.01 % 2.33 %
Tabla 7.5
Case study II. Traffic Saving Ratio (TSR).
Figura 7.6
Case study II. LP, TP, and TR metrics for training and experimental data.
The results show that the training data fits well with the behavior of the sys-
tem. The graphics offer a visual perspective that reveals the horizontal asym-
ptotic shape of all curves, in the form y = 1−A · e−B·x. This fact demonstrates
from another perspective the grouping of errors around transitions.
7.6 Comparative Test
In order to adjust the reduction models according to the context in real time,
the proposed method enables a scale of reduction configurations. Specifically,
this work focuses on the context of Boolean expression evaluation. In this fra-
mework, the error according to system output is measured by specific metrics
defined in Section 7.4.2.
This case study addresses a comparative analysis to understand the poten-
tial of contextualization. To this end, two known event-driven sampling techni-
ques have been defined according to the model specifications. Then, for each
of these techniques, an adaptive version has also been defined for comparison
with the original. Adaptive versions use the reduction parameter scale provi-
ded by the model to conveniently optimize data reduction based on context.
The following subsections detail the aspects of the experimental scenario.
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7.6.1 Increasing Linear Threshold ‘K’
In this case study, temperature signals from the repository of the Italian weat-
her network Arpa Piemonte [7] have been loaded to evaluate the expression
Ti[n] > Ki[n] where i identifies each station. Ki is a linear expression genera-
ted for each station according to Algorithm 1, ranging from the minimum to
the maximum value of the signal, to eliminate possible biases in experimenta-
tion. Figure 7.7 represents the temperature signal corresponding to the Oropa
station and the linear threshold K generated for it.
Algorithm 1 Ki Generation Method
Input: Ti ∈ ΦN ≡ RN
Output: Ki ∈ ΦN ≡ RN
1: factor← max(Ti)−min(Ti)N
2: Ki ← []
3: for (j← 0; j < N; j← i+ 1) do




Representation of increasing linear threshold ‘K’, defined for the temperature signal extrac-
ted from the Oropa station.
7.6.2 Send–on–Delta and Predictive Sampling
In recent years, non-periodic sampling methods have been developed. These
approaches are not based on a regular period of time to report a new sample,
but on an event intrinsic to the signal itself. This concept has received different
names: event based sampling, Lebesgue sampling, magnitude based sampling,
etc.
Send-on-Delta (SoD) [57] is the simplest well known approach. Using the
SoD concept, a continuous-time bandlimited signal x(t) is sampled and a new
report is sent, when the value of the physical variable being sensed deviates
from the value included in the most recent report by an interval of confidence
±∆ . Many other proposals are extended versions of this one, introducing esti-
mation strategies to enrich this event condition detection. Predictive Sampling
(PS) [40] was proposed as a simple example of this case, in which a linear pre-
dictor is used to trigger sampling if the value of the measured variable deviates
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from the estimated value by ±∆.
Most event-based sampling techniques can be easily adapted to the defini-
tion of the proposed model if they are understood as filters. That is, it must be
assumed that there is an internal process of periodic sampling in the sensors,
after which the corresponding technique is applied to decide whether the sam-
ples are sent or not. For this scenario, two techniques have been adapted to the
model: (a) SoD, and (b) Extended SoD with a linear predictor, which is called
Predictive Sampling (PS). The prediction is carried out by linear regression by
least squares of the N last samples. This method does not require much com-
puting power, which enables its implementation in small sensors. Algorithms
2 and 3 correspond to the reduction functions for SoD and PS, respectively.
Algorithm 2 SoD Reduction Function
Input: ϕ, ϕn−1, ∆
Output: ϕn
1: if |ϕ−ϕn−1| > ∆ then
2: ϕn ← ϕ
3: else
4: ϕn ← ϕn−1
5: end if
return ϕn
Algorithm 3 PS Reduction Function
Input: ϕ,ϕn−1,ϕn−2,. . . ,ϕn−N, ∆
Output: ϕn
1: f← LeastSquares (ϕn−1,ϕn−2, . . . ,ϕn−N)
2: if |ϕ− f[n]| > ∆ then
3: ϕn ← ϕ
4: else
5: ϕn ← ϕn−1
6: end if
return ϕn
7.6.3 Adaptive Versions of SoD and PS
According to Equations (7.2) and (7.3), giving a reduction function r ∈ R, ∆r
is a set of reduction parameters, where each δr ∈ ∆r generates Φδr data do-
main, with less cardinality than the original input domain, Φ. The definition
of the ∆r set enables the implementation of a reduction scale change heuristic
that opportunistically adapts to the context. Within this framework, a scale of
reduction configurations and a simple method for its variation at runtime has
been proposed in this subsection.
Previously, Algorithms 2 and 3 define the reduction function for the classic
SoD and PS methods, respectively. These methods are evaluated in the sensors,
which are in charge of filtering and sending the new samples of its signal. The
reduction parameter change heuristic is a function located in the sink node,
which is the node that uses the data for Boolean calculations and therefore
provides context. This implies that each change in the reduction parameters
implies a network packet sent from the sink node to the nodes. This traffic
will be taken into account in the experiment, by adding the number of sink–
to–sensor packets to the numerator of the Equation (7.5).
The adaptive versions of SoD (A-SoD) and PS (A-PS) implement the same
reduction functions defined in Equations (2) and (3), respectively. ∆r is an orde-
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red list of confidence intervals (different ∆ values). The selection of parameter
D is made according to Algorithm 4, which applies a distance criterion between
the value of the signal and the threshold. In the algorithm, D is an ordered list
of distances in magnitude corresponding to each δr ∈ ∆r.
Algorithm 4 Reduction Parameter Change Heuristic
Input: Kn−1, ϕn−1, δrn−1 ∈ ∆r, ∆r ∈ Rm, D ∈ Rm
Output: δrn
1: for (i← 0; i < m; i← i+ 1) do




6: if δrn−1 6= ∆r[i] then
7: δrn ← ∆r[i]
8: send δrn
9: else
10: δrn ← δrn−1
11: end if
return δrn
7.6.4 Experiment Configuration and Results
The case study description leaves some parameters unspecified. In each of the
techniques described (SoD, PS, A-SoD, and A-PS), the following remains to be
determined:
• SoD– ∆: Confidence interval in magnitude.
• PS – ∆: Confidence interval in magnitude.
– N: Number of previous samples for linear regression by least squa-
res.
• A-SoD– ∆r: Ordered list of confidence intervals δr in magnitude.
– D: Ordered list of distances between signal and threshold, each
distance corresponding to a δr ∈ ∆r parameter.
• A-PS– ∆r: Ordered list of confidence intervals δr in magnitude.
– D: Ordered list of distances between signal and threshold, each
distance corresponding to a δr ∈ ∆r parameter.
– N: Number of previous samples for linear regression by least squa-
res.
Parameters ∆, N, ∆r, and D are established below, and applied indistinctly
to the techniques that require them:
• ∆ = 0.5,
• N = 5,
• ∆r = 0.1, 0.5, 1.0, 2.5,
• D = 2, 5, 8, 11.
This configuration has been determined by trial and error with one year of
data prior to the experiment. Parameter optimization requires in-depth analy-
sis beyond the scope of this work. This case study aims to test the adaptability
enabled by the proposed model. It is important to remark that the methods
compared here are only examples of the use of the model, which is the main
contribution of this work.
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Figura 7.8
Case study III. With event-based sampling techniques SoD, PS, A-SoD, and A-PS pre-
viously detailed, the condition Ti > Ki has been evaluated for each temperature signal
of each station of the Arpa Piemonte repository [7]. The resulting Boolean signals are analy-
zed through metrics described in Section 7.4.2 for comparison purposes. The numeric
identifier of each station in the repository is as follows: Oropa 0, Cameri 1, Alessandria 2,
Vercelli 3, Pallanza 4, Montaldo Scarampi 5, and Bobes 6.
The results of the experiment can be seen in Figure 7.8, where there is a
graph for each temperature signal of the repository, and one more with the
average values of the metrics applied. Each graph shows the complementary
values (for better visualization reasons) of traffic saving ratio TSR, TP, and
TR (Equations (7.5), (7.9) and (7.10), respectively). These measurements repre-
sent the proportion of sent traffic (1− TSR), and the proportion of erroneous
transitions in terms of false positives (1−TP) and false negatives (1−TR). The
level accuracy metric (LP, Equation (7.11)) has not been represented because
it has a value of 1 in all executions. This means that there are not extended
periods of erroneous Boolean samples in either case. As can be observed, the
graph of average results faithfully represents all specific cases. For this reason,
the following observations are made on the average data of the experiment.
The average values of the experiment (central bar graph) reveal the results
below. According to the proportion of traffic sent (1 − TSR), 31.5% of net-
work packets are sent by using SoD, while this amount is reduced to 20.5% by
using A-SoD, its adaptive version. The complementary values of this quantity
(1 − (1 − TSR)) represent the TSR metric according to Equation (7.5), which
expresses the proportion of traffic avoided. In this sense, the SoD technique
achieves a Traffic Savings Ratio (TSR) of 68.5%, while A-SoD achieves 79.5%.
That means an improvement of 16% in this metric. In the case of comparing
PS and A-PS in the same way, the TSR values obtained are 69% and 76%, res-
pectively, which means an increase of 10% with the adaptive version.
On the other hand, the values 1 − TP and 1 − TR in the graph represent a
proportion of erroneous transitions. The first one (1 − TP) refers to false posi-
tives, i.e., transitions that occur but should not. The second (1 − TR) refers to
false negatives, i.e., transitions that are expected to occur but do not. The com-
plementary values ( 1 − (1 − TP) and 1 − (1 − TR) ) are the Transition Precision
(TP, Equation (7.9)) and Transition Recall (TR, Equation (7.10)) metrics, respec-
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tively, and represent the proportion of successful transitions.
In terms of Transition Precision (TP), the comparison of SoD and A-SoD re-
veals an increase from 79.5% to 95%, respectively, an improvement of 19.5%.
In the case of comparing PS and A-PS, TP increases from 89% to 99% respecti-
vely, an improvement of 11%. Finally, the Transition Recall (TR) obtained with
SoD and A-SoD increases from 76% to 94.5% respectively, an improvement
of 24%. In addition, the TR metric obtained for PS and A-PS increases from
91.5% to 99% respectively, an improvement of 8%.
It is important to emphasize the improvement achieved with the adaptabi-
lity provided by the model. Especially noteworthy is the improvement in the
proportions of erroneous transitions. In this aspect, using SoD, 20 % of the
detected transitions are erroneous, and 24 % of the true transitions are not de-
tected. With the adaptive version A-SoD, these proportions are reduced to 5 %.
Comparing PS and A-PS, these proportions go from 11 % of erroneous detec-
tions and 8.5 % of no detections, to less than 1 % of both with A-PS, achieving
an almost error-free system sending only 24 % of the traffic.
7.7 Conclusions and Future Work
This paper proposes a data reduction model in sensor networks for a specific
application: the evaluation of Boolean conditions. Within this framework, the
proposal is based on two fundamental concepts, abstraction and contextualiza-
tion.
Abstraction is achieved through a generic data filter definition to be imple-
mented in the sensors, which avoids the limitation of working with real num-
bers. For this purpose, the proposed methodology works with data domains
and reduction and equivalence functions to be defined.
Contextualization is addressed by specific metrics, which compare the ori-
ginal Boolean response of a system to the characteristics of the study, with
the Boolean response of the system when input signals are reduced. From this
comparison, relevant information about the quality of the response is extracted.
From this comparison, three percentage measurements are extracted. These va-
lues describe different aspects related to the quality of the response, obtaining
a more descriptive Boolean error concept.
Taking all this into account, the following hypothesis is put forward: by con-
textualising the use of data for Boolean calculations, more aggressive reduction
techniques can be considered, achieving a more favourable cost–benefit ratio
in terms of traffic savings and errors.
In order to test the proposal, two case studies and a comparative test have
been carried out. For use cases, a simple quantization filter has been applied
for the evaluation of a two-input condition. The input values have been taken,
sample by sample, from signals of an extensive repository. Different quantiza-
tions were used to characterize the result of the system with a training data
window, according to the proposed metrics. Finally, the same analysis was ca-
rried out for the rest of the data, comparing the results obtained. The result
of both case studies reveals that the training window is valid for characteri-
zing the system. This conclusion is demonstrated by the small variation in the
measurements obtained with the rest of the data. These variations are in the
range [0.3 %, 3.1 %] for TP (Table 7.3), [0.3 %, 1.5 %] for TR (Table 7.4), [0.3 %,
1.5 %] for TSR (Table 7.1), and [0 %, 1.2 %] for LP (Table 7.2). On the other hand,
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the proposed metrics provide a more accurate interpretation of the variation
in system response. Specifically, the interpretation of τ reveals that erroneous
samples of system response with reduced inputs tend to concentrate around
transitions from the original response. In addition, the smallest τ that makes
LP ' 0 limits the maximum period of consecutive erroneous samples, which is
an important feature of the system behavior. Case study 2 shows that the sys-
tem is capable of working effectively with complex mathematical expressions,
which opens the door to future developments.
On the other hand, the comparative study uses the methodology to develop
adaptive techniques that maximize the savings-error ratio. In order to test the
feasibility of this concept, two known event-based sampling schemes (Send–
on–Delta and Predictive Sampling) and their respective adaptive versions have
been implemented using the datadomain reduction for thresholdbased event
detection (D2R–TED) model. Here, the signals from the repository have been
compared sample by sample with an increasing linear threshold that spans the
entire signal range. Adaptive versions apply a simple heuristic based on a th-
reshold distance criterion to change the reduction parameters. Despite the sim-
plicity of the adaptability method, the results (Figure 7.8) show that adaptive
techniques implemented using a D2R–TED model improve approximately in a
range between 10% and 16% the traffic savings obtained by the non-adaptive
techniques. Moreover, the Transition Precision and Recall of the A-SoD and
A-PS show larger improvements from the standard methods. For instance, for
Transition Precision, A-SoD improves SoD approximately in a 19.5%, and A-PS
shows an improvement of 11% with PS. In Transition Recall, the improvements
are 24% and 8%, for A-SoD and A-PS, respectively. Furthermore, the A-PS is
able to reduce the errors almost to 0 by sending approximately 23% of network
packets.
As a general conclusion, the model and the proposed metrics provide an
efficient framework for the definition of data filters in sensor networks whe-
re the sink node calculates Boolean conditions. The abstraction provided by
D2R–TED enables scenarios where information packages are modeled as data
structures, providing the versatility inherent to computer science. The reduc-
tion and equivalence functions (Equations (7.3) and (7.4), respectively) can be
redefined to establish convenient criteria in each case, opening the door to fu-
ture research in areas such as vision, classification, tracking, fuzzy logic, etc.
In particular, smart camera deployments can take advantage of the D2R–TED
model, following a similar approach to the example shown in Figure 7.3.
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8.1 Abstract
The current technological landscape is characterized by the massive and ef-
ficient interconnection of heterogeneous devices. Sensor networks (SNs) are
key elements of this paradigm; they support the local loop, the collection and
early manipulation of information. Among the applications of SNs, event de-
tection is a well-explored topic in which strategies such as collaboration, self–
organization, and others have been developed in depth. In this topic, the sim-
plest and also most used event concept approach is the threshold-based event,
which is usually integrated as part of the local sensor process.
This paper addresses a different perspective by discussing the evaluation of
multivariate Boolean conditions with distributed variables. We propose a new
algorithm (Data Retaining Algorithm for Condition Evaluation, DRACE) that
reduces packet traffic while preserving time accuracy in event calculation on
an adaptive approach. To facilitate understanding of DRACE, a case study is
presented in the context of a logical simile titled The Problem of a Proper De-
fense.
The algorithm supports parameters that affects the compromise between
accuracy and traffic savings. To analyze its performance, 9000 executions of
the algorithm have been performed. 9 configurations tested on a repository
of 1000 triads of signals randomly generated. Focusing on the most accurate
configuration, 99 % of executions are error-free, and the number of packets is
reduced by 40 % on average, being between 30 and 50 % in 68 % of cases.
8.2 Introduction and Motivation
Nowadays, the technological landscape ranges from large servers in the cloud
to small processors in objects across our environments. Classic network tech-
nologies become obsolete to face the challenges posed by the massive distri-
bution of hosts and their high heterogeneity [12]. The research topic internet of
things (IoT) represents the most global vision of this reality. However, the scien-
tific community has adopted other research topics that refer to more specific
approaches, such as pieces of the same puzzle (e.g. [wireless] sensor networks
([W]SN), edge computing or fog computing) [32].
Adopting IoT terminology, at the opposite edge of the cloud there are things
characterized by high heterogeneity and severely constrained resources[29].
Regardless of the goal of the deployment, from the vast variety of scientific
proposals related to this issue, two trends in technological development are
revealed: I) the optimization of resources of both the devices and the network;
and II) the approximation (as far as possible) of the process to the sources of
information, as opposed to the methodological tradition of processing everyt-
hing in the cloud [3].
As part of the ecosystem of things, the wireless sensor networks (WSN) pro-
vide an inexpensive way to capture information from the environment [12].
The two most common uses of WSNs are: 1) to collect data from the envi-
ronment and route it to one or more sink nodes [7, 13, 15]; and 2) to detect
and report events [9, 24, 31]. Due to the scarcity of resources available in the
sensors, both applications require optimization, which is the first trend noted
above. The detection of events, moreover, involves bringing processing closer
to the sensors.
8.2 introduction and motivation 93
WSN event detection is a broad topic that has been approached from many
perspectives. The scientific proposals can be classified according to many con-
siderations. An important consideration is the concept of event itself, which
in its broadest sense is a relevant occurrence circumscribed in time and place.
However, the detection process requires a technical definition in practice that
allows us to classify event detection systems according to criteria such as ar-
chitecture or method [5, 14, 31, 35, 48].
Threshold detection event is one of the most simple and common methods
[48]. Threshold values are suitable for a lot of applications, for example, fire de-
tection, detection of flooding, or generally other applications in which a sensor
can detect a critical boundary of the measured value [14]. The current trend
in event detection focuses on the use of increasingly sophisticated techniques
such as artificial intelligence, data mining, or fuzzy logic [46]. This results in
a lack of interest in threshold-based detection techniques, which are widely
used in industry, distributed control networks, alarm systems, or in the early
stages of more complex computational methods, such as rule-based systems
or complex event processing [4].
The general conception of threshold-based event detection refers to local eva-
luation architectures, in which sensors evaluate the condition with their own
signals and notify when it is met [14]. However, the use of thresholds to define
events covers more complex scenarios for which it is worthwhile to propose
strategies to improve the process. The use of non-static thresholds or the sa-
tisfaction of conditions that depend on multiple network distributed variables
are examples of this potential complexity.
The motivation behind this paper is to contribute to the development of this
topic, introducing an efficient strategy to deploy networks with a double ob-
jective: to collect the data generated by the sensors, and to detect and notify in
time threshold-based events expressed as conditions with multiple distributed
variables. In order to easily illustrate the intrinsic aspects of this proposal and
to favour the understanding of the motivation of this work, a warlike simile
is introduced in the following sub-section that incorporates all the relevant
aspects to be addressed from another logical context.
8.2.1 The Problem of a Proper Defense
A warlord controls a fortress that is surrounded by a moat with 3 drawbridges.
His spies reveal to him that his enemies are settling in 3 camps, and that they
are trying to recruit soldiers to attack all the bridges simultaneously, one for
each army formed. The information is so accurate that it reveals which gate
will be attacked by each army at the time of the attack, which will start the
next morning to get 10,000 soldiers for the cause counting all camps. However,
the reputation of the military is so well known that gathering such a number
of soldiers is not being easy, because in addition to new recruits there are al-
so deserters in all enemy armies, making it impossible to accurately estimate
when the battle will take place.
To prepare the defense, the warlord has 3000 soldiers, a group of engineers,
and 150 defensive devices distributed among the gates, including traps, ballis-
tas, oil boilers, etc. In his experience, one defensive machine equals 50 soldiers.
Assuming that each soldier brings a force of 1, the warlord has a defensive
force of 10500 against an offensive force of 10000, so he thinks that a good
organization will give him victory. Thus, the experienced military decides to
proceed as follows. The soldiers will be sent to the different gates in groups
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according to the force of the expected attack. For this part of the plan, the
military requires to know the exact proportion of the enemy armies the same
day of the attack, since the soldiers can be mobilized quickly. The engineers,
however, will be in charge of redistributing the mechanical traps, deploying a
defensive force proportional to the expected offensive one. For this task, on the
other hand, the warlord needs to be informed of the state of the enemy armies,
because engineers cannot install or uninstall more than 1 defensive devices in
each gate per day, so their work cannot be done at the last moment.
To solve the problem of information, a scout is sent to each enemy camp
with a command and a carrier pigeon. The command states: "Hide at the edge
of the camp and count the number of soldiers daily. If this is different from
what I know, send me the pigeon with the data by nightfall. The pigeon will
be returned with or without new orders."
As planned, the military was rigorously informed of the composition of the
enemy armies, and preparations were initiated at each gate in just measure.
However, after the first 10 days one of his explorers was captured. Apparently,
bored due to the delay of the battle, the soldiers of the enemy camp noticed
the regular flight of the bird and combed through the nearby forest. It was ne-
cessary to convene a meeting of councillors to decide on another strategy that
would allow the warlord to be properly informed and to protect the explorers
as far as possible.
Once the advisors had met and the problem was exposed, even without
knowing how to proceed, a conclusion was reached unanimously: to achieve
this, the warlord could not be so well informed. As one of them said, 2ou can’t
have the cake and eat it".
8.2.2 Contextualization
Translated into an easily understandable logical context, the Problem of a Pro-
per Defense raises the need to consider the “price” of information. By repla-
cing pigeons by network packets, explorers by sensors, and the castle by the
sink node, the proposed scenario corresponds to a sensor network with two
simultaneous purposes: the detection of the threshold-based event expressed
by inequality v1(t) + v2(t) + v3(t) > 10000 (for moving the soldiers), and the
continuous monitoring of involved variables (for preparing the defensive ele-
ments).
Sensor networks are often very limited in energy, so traffic avoidance is a
priority. However, if the network is designed to detect an important condition,
such as an alarm, a conflict arises between the accuracy of the detection and
the traffic required. Hence the "price.of information.
A common solution is to evaluate the condition locally and send a notifica-
tion when the event takes place. However, if some tracking of system status
is not available, an unexpected alarm notification may be useless. This situa-
tion happens when the response to the event requires some preparation. For
example, a network of fire detection sensors with a fire suppression system
that strategically mobilizes water reservoirs. In this case, the system requires a
certain resource to be applied proportionally to the imminence of the event.
The cost of maintaining precision in anticipation of an event is not afforda-
ble in terms of energy or network traffic. For this reason, the motivation of this
work is to provide a logical vision and propose a simple algorithmic solution.
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With this solution, the sensors participate in an adaptive tracking process, and
the accuracy is proportional to the event occurrence estimation. Thus, if the
event is far from being fulfilled, the sensor network will remain in a latent
mode, in which consumption and traffic are not a problem.
This work involves a new threshold-based event approach, proposing the
scenario of multivariate conditions. We present an algorithm that significantly
reduces network traffic, which is widely evaluated by simulation and random
signals. The proposal involves the concept of latent sensor network, in which
the sensors remain conveniently silent as long as the condition in question re-
mains far from being met. This concept may be important in wide coverage
applications for alarm purposes, such as fire detection.
The rest of the document is organized as follows. Section 8.3 (Background)
deals with the theoretical framework of the work, it describes the current pa-
norama of event detection and traffic reduction in WSN, specifically delving
into threshold-based events; Section 8.4 (Mathematical Approach and Algo-
rithmic Proposal) details the mathematical model behind the Problem of a
Proper Defense described above, also details the proposed algorithm (DRA-
CE) to address the problem. Section 8.5 (Case Study) uses DRACE to solve
the proposed problem, describing in detail the algorithm operation. Section
8.6 (Experiments) addresses an experimental methodology for analyzing the
DRACE performance, describing the configurations, data, and metrics. Finally
the results are discussed. Section 8.7 (Conclusions) notes the contributions of
the work and concludes on the basis of the results. Finally, Section 8.8 outlines
the direction of future efforts to continue this work.
8.3 Background
In (W)SNs, event detection is perhaps the most widespread application, and
saving traffic is one of the most common optimization goals. The publications
on both topics are very varied, and previous considerations are required to
specify the scope of the contributions.
In its broadest definition, an event is something that happens in a space and
time. This simple, general and ambiguous definition raises more questions
than answers: “is an event model available or is it an anomaly with respect to a nor-
mal regime?”; “is it deterministic?”; “does the event occur punctually in a space, or
is it a phenomenon that spreads?”; “is immediate detection required or is it enough to
detect it in post–processing?”. The answers to these and other questions give rise
to a wide range of approaches. Among other things, they determine aspects
such as collaboration between nodes, redundancy in detection, convenience of
clustering, or the suitability of applying machine learning techniques.
In terms of traffic savings, the variety of contributions is related to the part
of the system architecture being optimized. Considering a general architectu-
re, from sensing to processing there are numerous processes to be considered.
Duty cycle scheme, sampling, in–node processing, queueing/packing/sending
policies, routing, clustering, priorities, remote processing, etc. As in event de-
tection, the literature caseload is vast.
This work aims to contribute to both fields by means of a data queuing
strategy that optimizes traffic when the event to be detected can be modeled
as a multivariate Boolean condition. The proposed scenario fits into different
research topics, such as data gathering schemes, event detection, adaptive sam-
pling, or traffic saving among others. And its application is interesting in dif-
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ferent areas, like industrial control, domotics, surveillance, or alarm systems.
Since a comprehensive review of the state of the art is not the aim of this
work, the following subsections narrow the scope and describe important con-
tributions that have provided inspiration and background for this paper.
8.3.1 Distributed event detection
Although event detection is a concept that transcends the underlying tech-
nology, sensor networks have been the main technological framework in the
development of the topic.
Event detection in sensor networks is a widely explored and developed re-
search topic. Relevant aspects and techniques to detect events are usually classi-
fied according to the criteria described in [48], summarized in [65]. Situational
dependence, criticality of application, numerous and diverse data sources, and
network topology are key aspects to be considered. Regarding the methods,
they are usually classified to: statistical, probabilistic, or artificial intelligence/-
machine learning based methods.
According to the conceptual framework exposed above, this work is a traffic–
aware model–based method. In this work, a mathematical expression, which
provides a Boolean result, has to be evaluated accurately in terms of time trig-
gering. Since the result of the proposed model is Boolean and defined by mat-
hematical expressions, proposals related to threshold–based event detection
are considered as background to this work.
Threshold–based approaches are classified within the statistical model–based
methods. Essentially, it consists of reporting when a parameter exceeds a given
threshold. This model is considered to be a technique with very low compu-
tational complexity. Therefore, it is the most widely used method for simple
event detection [9, 48].
There are many examples of the use of threshold–based events for the detec-
tion of alarm conditions in specific situations, such as wildfires [5, 22], volcanic
activity [34], or perimeter invasion [18].
The idea of comparing a value with a threshold is a well–established mecha-
nism. Most related publications normally use threshold–based events, proces-
sed at the sensor level. After that, the measured magnitude is compared with
a static or dynamic threshold. Finally, the result is sent to a network that ex-
ploits other WSNs features, such as redundancy, dynamism, or collaboration.
For example, [49] uses threshold–based events along with spatial correlation
and redundancy to provide fault–tolerant distributed detection of events. Anot-
her example is [12], which proposes a dynamic double threshold technique for
detecting abnormal events by aggregation.
Both previous proposals are typical examples in which the threshold is used
to detect significant variations on a single variable, not dealing with any com-
position of multiple variables. This latter fact rises a question about the com-
plexity of threshold–based event models: “What happens if the threshold is applied
to a multivariate function?” The issues arising from this question have not been




The sampling and notification of distributed variables has been approached
from the automatic control. Magnitude-based sampling [56], Lebesgue sam-
pling [8], or Send–on–Delta [57] are different names for the same basic prin-
ciple: successive samples of a signal are not triggered by time criteria, but by
signal variation. There is an extensive literature on the subject, with proposals
that integrate predictive methods in the sampling trigger criterion, trying to
maximize sample reduction or adapting the process to the intended objectives
[58, 89].
These sampling strategies provide an interesting approach to traffic aware
methods by reducing the number of data needed for monitoring tasks. The
potential of such methods when contextualising the use of data in processes
with Boolean results was demonstrated in [21], in which a precision, recall, and
traffic savings analysis is presented when evaluating conditional expressions
with signals sampled by magnitude criteria. The study also proposes metrics
to measure the effect of delays in the detection of transitions in the resulting
signal, as a consequence of the magnitude–based sampling scheme. Here, the
proposal is based on the conclusions of that study, and proposes an adaptive
algorithm that takes advantage of the potential traffic savings by minimizing
the introduced error.
8.3.3 Traffic aware strategies in WSNs
One of the challenges of the WSNs is the avoidance of network collapse. WSNs
typically deploy many nodes that communicate using low-bandwidth wireless
technology. This combination entails a problematic scenario due to potential
congestion. For this reason, contributions related to traffic avoidance techni-
ques are of great interest. There are two key concepts that appear frequently
in the related proposals: compression and prediction.
Compression techniques are applied to achieve a more efficient use of re-
sources, especially in cases of scarcity. [30] delves into the different approa-
ches to compression in WSNs, classifying them into: a) sampling compression,
when the number of sensor sample acquisitions is reduced; b) data compres-
sion, with which the number of bits in the data stream is reduced; and c)
communications compression, which aims at reducing the number of accesses
to the network.
On the other hand, prediction is a powerful tool that is often related to
compression, because one can avoid reading/processing/sending what can be
predicted with some certainty. [8] approaches this issue from two perspectives:
1) where the prediction procedure is carried out (essentially, sink node, sensor
node, or both); and 2) which prediction technique is used (statistic, probabilis-
tic, machine learning, etc.).
According to the previously described concepts, the purpose of this work
can be classified as belonging to the communication compression topic. Furt-
hermore, the proposed method is related to forecasting techniques on time sig-
nals at a sink node. Some representative examples in this scope are [10, 23, 37].
Nevertheless, all these works deal with reducing network traffic by filtering
signal data in the sensor domain (usually, integer or real numbers). None of
these proposals take into account the final use of the data for event detection.
Therefore, these works reduce the transmissions to the sink with a criterion
exclusively focused on minimizing the error in the magnitude of the involved
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data. However, the most relevant fact for an event detection system is not the
amount of error in the magnitude, but the final Boolean response. Thus, the
compression may be more aggressive when the signal is far away from the th-
reshold, and hence, traffic savings would be larger. Moreover, as the proposals
are focused on minimizing one data stream, they are not suitable for detecting
events based on multiple variables.
8.3.4 Discussion about the background
In the previous subsections, the most relevant scientific background has been
introduced. The classification of the techniques in several different scopes has
been included. All these methods have provided an outline of the scientific
field related to this work.
The definition of “event” according to threshold–based detection is stable
in all the revised articles. It only applies the Boolean evaluation on only one
variable, either in sensor nodes or in head–cluster ones. There has not been
found any reference in which the Boolean evaluation based on thresholding
had been applied to functions composed of several different variables. This is
a new challenge that this work aims to address.
There are many mechanisms to reduce data sent through the network. Ho-
wever, that reduction of data is achieved without any knowledge about the
final use of that data. Therefore, the data sent by the sensors is decontextualized.
In this work, the final use of the data is known in advance. Therefore, a com-
pletely different approach may be applied in this work.
The main background is the D2R–TED model [21]. This model provides the
mathematical foundations to allow the data management of multivariate fun-
ctions with threshold–based event detection. Results shown in that previous
work are promising. However, in that work, no algorithm for dynamic adjust-
ment of the threshold was proposed.
8.4 Mathematical Approach and Algorithmic Proposal
This section deals with the algorithmic proposal of this work. Mathematical
expressions and algorithms requiring arrays and matrixes are used. For a better
understanding, the notation is specified here:
8.4.1 Notation for pseudocode and equations
Array declaration:
• x ∈ Dn/n ∈ N is an array of n elements defined in D + {∅}, so that
x[i] ∈ D+ {∅} is the ith element, i ∈ {1, 2, ...n}.
• x = {c}×n, c ∈ D,n ∈ N is an array of n values equal to c, so x ∈ Dn.
• x = {f(e),∀e ∈ A} ,A ∈ D1n, f : D1 → D2,n ∈ N generates an array
of n elements defined in D2 by mapping A elements with f function.
If the generator array contains null values, these are transmitted to the
generated array. So x ∈ D2 + {∅}n.
• x = {e ∈ A/c(e)} ,A ∈ Dn, f : D → {true, false} generates an array with
those elements of A for which f is true. So x ∈ Dm,m 6 n.
• All elements of an array whose value has not been explicitly declared
are initialized at null value. In other words, x ∈ Dn ≡ {∅}×n, with the
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difference that the first declaration specifies the mathematical domain of
the elements.
Array operation:
• If x ∈ Dn, x[−1] is the last non-null element in the array, or null if there
is none.
• If x ∈ Dn, #x is the number of non-null value elements contained in x,
so #x ∈ N+ {0} 6 n.
• If x ∈ Dn, x← v sets the value v at the position of the first null element
contained in x. If there are no null values, all values are shifted to the
left, discarding the first and leaving the last void, where v is set.
• If x ∈ Dn, IndexOf(x, v) is the position of the first element of x whose
value is v, resulting in ∅ if none exist. So IndexOf(x, v) ∈ {1, 2, ...n}+ {∅}.
• If x ∈ Rn, Max(x) and Min(x) return the highest and lowest value con-
tained in x, respectively. If the array is empty, both functions will return
null.
Matrix declaration:
• x ∈ Mn×m(D)/n,m ∈ N is a matrix of n rows and m columns of ele-
ments defined in D+ {∅}, so that:
– x[i][j] ∈ D+ {∅} is the element at the row i ∈ {1, 2, ...n} and column
j ∈ {1, 2, ...m}.
– x[i][∗] or simply x[i] is the array of m elements (one per column)
corresponding to row i ∈ {1, 2, ...n}, so x[i] ∈ {D+ {∅}}m.
– x[∗][j] is the array of n elements (one per row) corresponding to
column j ∈ {1, 2, ...m}, so x[∗][j] ∈ {D+ {∅}}n.
• x ∈ Mn×∗(D)/n ∈ N is a matrix of n rows and undefined number of
columns of elements defined in D+ {∅}.
Indexing precedence in matrixes:
• If x ∈ Mn×m(Dh)/n,m,h ∈ N is a matrix of n rows and m columns of
arrays of h elements defined in D. So that x[r][c][i] ∈ D+ {∅} is the ith
element of the array in row r ∈ {1, 2, ...n} and column c ∈ {1, 2, ...m} of
the matrix, where i ∈ 1, 2, ...h.
Open-ended arrays and matrixes:
In order to specify algorithms that operate undefined length time series, this
nomenclature is proposed to declare open sized structures.
• x ∈ D∗ is an unspecified size empty array of elements defined in D. The
length of the array is increased by inserting elements at the end with the
← operator. In this case the array elements never shift to the left, they
just grow.
• x ∈ Mn×∗(D)/n ∈ N is a matrix of n rows and undefined columns of
elements defined in D+ {∅}. initially the number of columns is 0, and the
way to increase it is to add elements to the vectors row with← operator.
The number of columns in the matrix is determined by the number of
elements in the longest row vector. And they increase in size using the
← operator, setting the rest of the elements of the new column to ∅. For
example:
1. x ∈M2×∗(D)
2. #x[1] is 0
3. x[1]← 1
4. x[∗][1] is {1,∅}
• x ∈ M∗×m(D)/m ∈ N is a matrix with undefined rows and m columns
of elements defined in D+ {∅}. In this case the rows are created by ad-
ding elements to the column vectors.
• Matrixes must have at least one dimension defined.
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8.4.2 Mathematical approach to The Problem of a Proper Defense
From the mathematical point of view, the Problem of a Proper Defense can
be modelled from a set of parameters and variables, such as those proposed
below.
TDS ∈ N Total Defense Soldiers.
TDD ∈ N Total Defense Devices.
E ∈ N number of explorers (one for each enemy camp).
X ∈ N Ith day since the implementation of the strategy in which the battle
occurs. Therefore:
X = Min ({i ∈ N/
∑
AS[∗][i] > 104}).
λ ∈ R Defensive factor of defense devices.
ε ∈ N Work pace of engineers.
AS ∈ME×∗ Number of Attack Soldiers per camp and day. So that AS[i][d] is
the number of soldiers in camp i at day d.
AS′ ∈ME×∗ Last known value of number of enemies in camp i on day d. So
that AS′[i][d] is information that is known day d about the number of
soldiers in camp i.
DD ∈ME×∗(N) Number of defensive devices per gate and day. So that DD[i][d]
is the number of defensive devices in gate i at day d.
The temporal granularity of the story is daily, so the independent variable d
represents the day number.
According to military numbers, there are 3000 soldiers and 150 defensive
devices, so TDS = 3000 and TDD = 150. The strength of each defense device
in battle is 50 times the defensive strength of a soldier, then λ = 50. It is also
considered that engineers cannot manipulate more than 1 defensive device per
day, then ε = 1unitsday . These two parameters model the requirement to track
monitored time series, as defensive devices are key to winning the battle, for
which they must be in place on the day of the fight. In other words, increasing
λ or ε means increasing the margin of error in the placement of war machinery.
Assuming battle takes place on day X , the defense of the castle requires
the victory of the defensive forces at all gates, (8.1) expresses this condition
considering the Boolean values true = 1 and false = 0. Fig. 8.1 is a geographical





(DS[i][X]+λ·DD[i][X] > AS[i][X]) = E
false, otherwise
(8.1)
Although the above expressions define the state of the conflict on day X,
the evolution of the defensive forces depends on the information received by
carrier pigeons (AS′), which does not necessarily correspond to the actual data
(AS). With regard to the movement of soldiers, the warlord intends to distribu-
te them proportionally to the offensive forces on the day of the attack (day X).
For this action to take place it is necessary that
∑
(AS′[∗][X]) > 104. Equation








∀i ∈ 1, 2, ..E
(8.2)
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Figura 8.1
Artistic representation of the Problem of a Proper Defense, designed using Inkarnate® web
tool (http://www.inkarnate.com).
With respect to defensive devices, their relocation is decided on the basis of
the daily information received. Algorithm 5 models this process assuming that
defensive devices were not operational before implementing this strategy.
Algorithm 5 Update_DD(d)
Require: ε, DD, TDD, AS′
1: works = ε
2: done = {0}× E






∀i ∈ {1, 2, ...E}





(AS′[∗][d]) · TDD −DD[i][d− 1]
}
∀i ∈ {1, 2, ...E}




10: while works > 0 and Max({|x|,∀x ∈ to_do}) > 0 do
11: if free_devices > 0 then
12: i = IndexOf(to_do, Max({|x|,∀x ∈ works}))
13: else
14: i = IndexOf(to_do, Min(to_do))
15: end if
16: x = to_do[i]
|to_do[i]|
17: done[i] = done[i] + x
18: to_do[i] = to_do[i] − x
19: free_devices = free_devices − x
20: works = works − 1
21: end while
22: for i ∈ {1, 2, ...E} do
23: if d = 1 then
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24: DD[i]← done[i]
25: else
26: DD[i]← DD[i][d− 1] + done[i]
27: end if
28: end for
So much for the model that describes the actions taken in the castle. The pro-
blem of the cost of information must be addressed on the side of the explorers.
The number of pigeon flights has to be reduced at least as long as the battle is
not imminent. The council solution is described below.
8.4.3 The council solution
After a long discussion, the councillors agreed to proceed as follows:
On the one hand, explorers will continue to record the count of enemy sol-
diers on a daily basis, but it is neither appropriate nor necessary to send it
every day. Each explorer will retain its data until it sufficiently differs from the
last value of the last scroll sent. In this way, the information will be sent when:
a) a variation greater than a threshold is recorded, or b) no more values fit on
the scroll.
On the other hand, the key question of this strategy is which threshold
would be appropriate in each case and how the explorers would know. It was
concluded that it should be the military command in the castle who establis-
hed the thresholds with the latest known information, in addition to preparing
the defenses. After all, it is there where the conflict is seen as a whole.
In order to tackle this task an information channel from the castle to each
explorer was required. For this purpose, pigeon return flights would be used.
In this way, explorers who send information can receive a new threshold as a
response if appropriate.
Regarding the calculation of thresholds, the following procedure was outli-
ned:
1. To facilitate the calculation of thresholds, they were limited to a series
of predefined values, allowing fine-tuning the surveillance process of
enemy camps according to a scale of granularity in the accounts. The
proposed scale was 1, 25, 100, 200, and 300. All explorers would have
threshold 1 initially.
2. For each explorer, a data record for each scale value would be prepared.
Each scroll received would be copied value by value to all the records
following this rule: for the record corresponding to threshold X, only
those values that differ a minimum of X from the last recorded value
would be noted.
3. Every day, after all information has been received and recorded in accor-
dance with this rule, defense devices preparation would be coordinated
with the most recent information available. Also, if the battle condition
were met, soldiers would be proportionally placed at each gate in pre-
paration for the imminent conflict; if not, all explorers who have sent
pigeons would be candidates for changing their threshold value.
4. The calculation of thresholds for candidates is an iterative process in
which the battle condition is evaluated by changing known information
for expected information, with the intention of finding a safe threshold
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setting so that the castle would not be surprised in battle. The calculation
would have the following steps:
1. For each record of each explorer, the maximum expected variation
in the next value would be forecast using the last 10 values, if
available.
2. For each candidate, each maximum expected variation per thres-
hold added to the last known value would suppose a possible con-
figuration. For non-candidate explorers there would only be one
configuration, corresponding to their current thresholds.
3. Starting from the combination of configurations with higher thres-
holds, the battle condition would be re-evaluated. If the condition
were met, one of the configurations would be replaced by the one
of the next lower threshold. This process would be repeated until:
a) a combination is found that does not meet the condition, or b)
the thresholds can no longer be lowered.
Two aspects of the strategy were discussed at the end, as it was felt that the-
re were many options on the table. At the one hand, the method of forecasting
the maximum variation to be expected. At the other hand, the selection of the
candidate to reduce the threshold in the iterative process of searching for the
best combination of thresholds.
Finally, a simple method was decided by consensus:
1. The maximum expected variation is K times the standard deviation (σ)
of the queue values, and to be on the safe side he proposed K = 3.
2. The best candidate to be reduced will be the one with the greatest varia-




1: δ = ∆[0]
2: scroll ∈ NDPM
3: last ∈ N = ∅
LOOP Process (daily)
4: scroll← Count_Soldiers()
5: if last = ∅ or #scroll = DPM or |scroll[−1] − last| > δ then
6: last = scroll[−1]
Reporting interval
7: Send_Pigeon(scroll)
8: while #scroll > 0 do
9: scroll← ∅
10: end while
Out of reporting interval
11: Wait_For_Pigeon(&δ′)
12: if (δ′ 6= ∅) then




Let us define the variables that complete the model according with the strategy
of the council.
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TDS Total Defense Soldiers.
TDD Total Defense Devices.
E Number of Explorers.
X Day of the battle.
λ Defensive factor of defense devices.
ε Work pace of engineers.
AS Number of Attack Soldiers per camp and day.
AS′ Last known value of numbers of enemies per camp and day.
DD Number of defensive devices per gate and day.
DPM Maximum number of data per message.
∆ Set of possible threshold.
Q Number of values considered for forecast (queues lenght).
K Multiplier factor of the standard deviation.
Tabla 8.1
Summary of notations
DPM ∈ N Maximum number of data per message (scroll).
∆ = {δ0, δ1, ...δn−1} ,n ∈ N Set of possible thresholds.
Q Number of values considered to forecast the maximum variation for each
threshold record.
K Multiplier factor of the standard deviation when predicting the next maxi-
mum value.
For better understanding, all notations are summarized in Table 8.1.
Algorithm 6 (Explorers) consists of a read and send loop on a daily basis.
The reading and annotation of the collected value is always done (L: 4). Sen-
ding only occurs if required (L: 5), depending on the δ value and the free slots
in the scroll (packet). After each sending, there is a wait for a possible message
with a new value of parameter δ (L: 11).
Algorithm 7 (Castle) consists of a daily iterative process with three well-
differentiated parts. The first part is called the reporting interval (L: 7–20). In
this part, the packets coming from the sending explorers are processed, ad-
ding the containing data in queues, corresponding to the possible values of δ
(∆). These queues are required by the forecasting method. The second part (L:
21–28) uses the most up-to-date information available to organize the defenses,
finalizing the algorithm if the battle condition is met (in which case the soldiers
would be mobilized to the gates). The third part (L: 29–63) is carried out if the
battle condition is not met. This part is an iterative process in which the best δ
value is determined for each explorer. In this process, the aim is to maximize
the δ-values without incurring the risk of suffering the attack without having
foreseen it. For this purpose, the algorithm uses the queues filled in the first
part to assess the risk of meeting the battle condition with each δ and explorer.
Algorithm 7 Castle
Require: E, Q, ∆, K
Initialisation :
1: i_delta = {1}× E
2: AS′ ∈ME×∗(N)
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3: queue ∈ME×#∆(NQ)
4: fc_dev ∈ME×#∆(R)
5: day = 1
LOOP Process (daily)
6: candidates ∈ NE
Reporting interval
7: while Received scrolle from explorer e do
8: candidates← e
9: for x ∈ scrolle do
10: for iδ ∈ {1, 2, ...#∆} do
11: δ = ∆[iδ]
12: if #queue[e][iδ] = 0 or |queue[e][iδ][−1] − x| > δ then
13: queue[e][iδ]← x
14: if #queue[e][iδ] = Q then






Out of reporting interval










29: δconf ∈ NE
30: dev ∈ RE
31: c ∈ME×2(R)
32: for e ∈ {1, 2, ...E} do
33: if e ∈ candidates then
34: iδ = Max({1, #fc_dev[e]})
35: δconf[e] = iδ
36: dev[e] = fc_dev[e][iδ]
37: else
38: iδ = i_delta[e]
39: δconf[e] = 0
40: end if
41: if fc_dev[e][iδ] 6= ∅ then
42: c[e][1] = AS′[e][−1] + K · fc_dev[e][iδ]
43: c[e][2] = AS′[e][−1] − K · fc_dev[e][iδ]
44: else
45: c[e][1] = AS′[e][−1]





(δconf) > #candidates and
∃ I ∈ {1, 2}E/
∑
({c[e][I[e]],∀e ∈ {1, 2, ...E}}) > 104 do
50: i = Max({dev[j],∀j ∈ {h ∈ candidatos/δconf[h] > 1}})
51: e = IndexOf(dev, i)
52: δconf[e] = δconf[e] − 1
53: iδ = δconf[e]
54: dev[e] = fc_dev[e][i‹]
106 artículo 3: algoritmo drace
55: c[e][1] = AS′[e][−1] + K · fc_dev[e][iδ]
56: c[e][2] = AS′[e][−1] − K · fc_dev[e][iδ]
57: end while
58: for e ∈ candidates do
59: if i_delta[e] 6= δconf[e] then




64: day = day + 1
8.4.5 Generalisation: DRACE algorithm
Generally speaking, the algorithm consists of collecting data before sending
it. How long the data is accumulated depends on the condition satisfaction
forecast. In a network context, the castle and the explorer play the roles of
sink node and sensor node, respectively. Due to this retaining mechanism, the
updating of the data in the sink node is exposed to opportunistic periods of
misinformation, resulting in a less accurate time signal when convenient. For
all of this, the algorithm is called DRACE, acronym of Data Retaining Algo-
rithm for Condition Evaluation.
An interesting aspect of the algorithm is that the data sending criterion is
expressed in magnitude by means of δ. Each possible δ value is associated with
a queue of Q elements. Due to the filling process, the higher the δ, the greater
the time interval represented in the associated queue (as can be observed in
Fig. 8.2, which illustrates the queues filling process). However, the duration of
this interval depends on the behavior of the signal, and will adapt to it as the
queue is updated.
Figura 8.2
Filling process of the queues. The diagram represents an example of the process of filling
3 queues of 5 elements, corresponding to δ = 1, δ = 5 and δ = 10. From left to right
and from top to bottom the incorporation of successive data is illustrated. Green elements
belong to a complete queue, red elements belong to an incomplete queue, grey elements
symbolize absence of value. The black circle indicates the current δ value.
The decision to increase or decrease δ comes from limiting the uncertainty
of the next value for the current δ-queue. The prediction method takes into ac-
count the standard deviation, which will increase as δ increases. Consequently,
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the further away the signal in question is from causing a change in the state
of the condition, the greater δ will be which means longer data retaining time
in the sender. This magnitude-time relationship is dynamic, and is defined by
predictions of the data in queues.
Algorithms 6 and 7 are written in terms of the military simile that represents
an application of the proposal. However, the algorithm is applicable to any
multivariate condition in a network whose variables are distributed. To do
this, some parts of the algorithm that can be adapted are described below.
The sending rule The proposed algorithm uses a well-known and simple sen-
ding rule: Send-on-Delta [57] (Alg. 6 L: 5, and Alg. 7 L: 12). This is a
magnitude-based sampling technique like others that can be considered
for performance improvement.
The forecasting technique The forecast is used to predict the maximum ex-
pected increment of time signals, based on the data stored in the queues.
In this proposal, the standard deviation multiplied by a factor K is used
(Alg. 7, L: 15). This part of the algorithm can be modified to use more
sophisticated prediction techniques.
The best candidate selection heuristic In each duty cycle, reporting sen-
ders are suitable to be reconfigured with another δ value. The restriction
to reconfigure only informants is due to the convenience of allowing sen-
sors to deactivate the reception of network packets. In this way, only the
sensors that send information will remain listening for a short period
as they are susceptible to response. The way the new configuration is
decided involves a process that reduces the δ value of the best candidate
in each iteration. In the proposed example all signals participate equally
in the satisfaction of the condition, so the candidate with the highest ex-
pected increase is wanted (Alg. 7, L: 50-51). This part of the algorithm
should be adapted to the condition to be evaluated.
The condition The conditional expression is embedded in the castle algo-
rithm(Alg. 7, L: 25, 49). In addition, the execution of the algorithm ends
in the satisfaction of the condition, as an adaptation of the proposed mi-
litary simile. To apply the algorithm in another context where the sink
node reports the state of the condition, this code should check if the
condition changes state, not if it is true.
Finally, regarding the update of defensive devices, algorithm 5 represents a
process of relocation of resources ballasted by parameter ε, which establishes
a limit of units per day. By replacing defensive devices with units in which the
evolution of a reactive procedure can be measured, this algorithm introduces
the up-to-date degree of information required.
8.5 Case Study
This section illustrates how the algorithm works. For this, a parametric confi-
guration of the model has been chosen as an example, the influence of para-
meter variation is addressed in Section 8.6. The model described in the pre-
vious section is incomplete without enemy recruitment data. These are the
AS[e]∀e ∈ {1, 2, ...E} signals. In this example, data is generated with the fun-
ction defined in (8.3), which corresponds to the sum of a line without offset
and slope M, and a non-shifted sinusoid of amplitude A and period T. Each
AS[e] time series has been generated with the combination of M, A, and T
shown in Table 8.2. Fig. 8.3 represents the evolution of the three signals, the
sum of all, the threshold of the condition from day 0 to the day of the battle,
and the value of each AS[e] signal on the day of the attack (X). Both (8.3) and




e=1 4 200 400
e=2 5.5 350 200
e=3 7 500 100
Tabla 8.2
Parameter values M, A, and T for each AS[e] signal.
Figura 8.3
Evolution of the number of soldiers in enemy camps (AS[e][d] = Me ·d+Ae ·Sin( 2·πTe ·d).
The total is represented in black, and the threshold of the attack condition, in red. For this
configuration, the battle takes place on day 602, in which the total reaches 10009 soldiers.
the parameter values of Table 8.2 have been chosen as an example, in order to
add variability to the case study data.
f(x) = M · x+A · Sin(2 · π
T
· x) (8.3)
The strategy of the council (DRACE algorithm) is applied to this scenario










The result is illustrated in Fig. 8.4 and 8.5. Fig. 8.4 shows the information
obtained in the castle during the strategy operation. The colour grading of the
AS′[e] signals reveals the degree of retaining that is set for each of them. The
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Figura 8.4
Evolution of the AS′[e] signals, which represent the most up-to-date information known
at the castle on a daily basis. These signals are coloured on a scale from green to red, re-
presenting the δ value of the corresponding explorer at the time of sending. The total is
represented in black and the threshold of the condition in red. As a reference, the original
signals are shown in dotted lines. In gray, the cumulative number of pigeons that would
have been sent if the DRACE algorithm were not applied. The blue area represents the
cumulative number of pigeons sent from explorers, and the purple area the cumulative
number of pigeons sent from the castle, both add up to the number of pigeons sent using
the DRACE algorithm.
higher the δ, the greater the data retaining and the longer the disinformation
period in the castle. The presence of longer constant sections in the parts of
higher δ values reveals this fact.
Both edges of the lines are characterized by lower δ values, due to different
reasons. In the first few days, δ = 1 due to the queuing process. In the days
prior to the bout, δ is minimum due to the forecast of condition compliance.
The intermediate period is used to avoid traffic, and it can be noticed here how
signal AS′[3] is subject to greater retaining. This is because signal AS′[3] has
greater variability and, therefore, the queues corresponding to higher δ values
are filled, which does not happen in AS′[1] and AS′[2]. Fig. 8.6 confirms this
fact, by displaying the number of messages of each signal AS′[e] in relation to
the corresponding δ value.
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Figura 8.5
Evolution of the defense preparations carried out in the castle. DD[e] signals correspond
to the number of defensive devices present in each gate, and evolve according to Algorithm
5. The marks represent the final number of soldiers (DS[e][X]) and devices DD[e][X] defen-
ding each door. It is important to note that soldiers are not distributed at the gates until
the day of battle. The blue line represents the total number of soldiers (TDS) and devices
(TDD) available for defence (on both axes).
Figura 8.6
Number of pigeons received from each enemy camp (AS′[e] signals) differentiated accor-
ding to δ value of the corresponding explorer at the time of sending. The diagram has been
generated with the R library Circlize [11].
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8.6 Experiments
This section presents a battery of experiments to analyze the performance of
the DRACE algorithm. Starting from an initial configuration, each experiment
addresses a variation of the parameters to highlight their influence on the per-
formance. Each experiment consists of a pool of executions of the algorithm
using the same set of randomly generated pseudo-realistic signals. Two me-
trics are extracted from each execution, revealing traffic savings and average
accuracy and recall in condition evaluation. Finally, each experiment is shown
in a scatter plot that represents both metrics, where each point corresponds to
an execution. The following subsections deal with the initial configuration and
its variations, the signal generation, and metrics. A final subsection presents
and discusses the results.
8.6.1 DRACE configuration parameters
The DRACE application scenario requires a multivariate condition and a series
of configuration parameters described in Section 8.4. Section 8.5 deals with a
case study as a demonstrator, in which it is required to accurately detect when
a condition is satisfied, only once. However, a realistic DRACE application
scenario consists of the continuous evaluation of the status of a condition. For
this, Algorithm 7 never returns, and the condition satisfaction test (Alg. 7, L:25,
49) goes on to check whether the condition state has changed, as discussed in
Subsection 8.4.5. This is the initial configuration:
Condition Expression C[t] =
3∑
i=1
(S[i][t]) > 0.3t the state of the condition at
instant t. It depends on the value of 3 sensor signals, given by matrix
S ∈ M3×1000(R), which is chosen from a group of pseudo-realistic ran-
dom signals of length 1000 limited between 0 and 100. This procedure is
addressed in the following subsection. In this case, the threshold is the
increasing diagonal that covers from minimum to maximum on both
axes.
Forecasting and candidate selection Both are maintained as in the case study
(Section 8.5). Concerning the multiplier factor of the standard deviation,
the experiment is performed with K = 1, K = 2, and K = 3.
∆-Scale ∆ = {0.01, 1, 2.5, 5, 10}. The values of the scale have been selected by
intuition, pretending a valid configuration that remains constant in all
experiments.
Data per message (DPM) This parameter defines the maximum size of the
retaining buffer in the sensors. DPM = 30 in all experiments.
Size of forecasting queues (Q) The experiment is performed with Q = 5,
Q = 10, and Q = 20.
With the rest of the parameters remaining constant, the values of Q and
K give rise to 9 parameter combinations. Each combination is an experiment,
whose results are discussed later.
8.6.2 Randomly generated pseudo-realistic signals
SysGpr is a tool for generating pseudo-realistic random signals [20]. The un-
derlying algorithm uses statistical distributions to generate successive incre-
ments of the resulting signal. For each sample, the parameters of these statisti-
cal distributions are randomly altered using the same mechanism with another
configuration. This concept gives rise to a recursive algorithm with a set of nes-
ting levels. As a result it generates continuous but not necessarily monotonous
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Figura 8.7
SysGpr configuration for the generation of a repository of 10000 pseudo-realistic signals of
1000 samples in the range 0-100. Each level delimits the configuration parameters of the
statistical distributions available to generate increases in the previous level.
signals. With proper normalization, these signals are indistinguishable from
measurements of many actual phenomena, as the paper concludes by 3 valida-
tion methods.
In this paper, each combination of DRACE parameters shown in Subsec-
tion 8.6.1 is an experiment. Each experiment involves 1000 executions, and
each execution requires a different S ∈ M3×103(R) matrix. Considering that
the same dataset is used in all experiments, let us define this dataset as D ∈(
M3×103(R)
)103 , and it is obtained as follows:
1. Let be R ∈ M104×103(R) a repository of 104 signals generated with
SysGpr. Each signal has 103 samples between 0 and 100 each. Fig. 8.7
illustrates the configuration used. These parameters have been selected
by trial and error, to obtain a set of signals whose increments are reaso-
nably limited in relation to the range 0-100, without detriment to diver-
sity. Fig. 8.8 represents some of the signals obtained as a result of this
procedure.
2. Iteratively, while #D < 103:
1. 3 signals are randomly selected from R, resulting in an S matrix.
2. C =
{∑
S[∗][x] > 0.3x,∀x ∈ {1, 2, ...103}
}
is calculated.
3. Considering true = 1 and false = 0, if 450 6
∑
C 6 550 then D ←
S, and the signals forming S are removed from R. This condition
ensures a balanced result in terms of true and false samples.
8.6.3 Metrics
As a result of each execution there are two Boolean signals. The first, C ={∑
S[∗][x] > 0.3x,∀x ∈ {1, 2, ...103}
}
, represents the actual state of the condition,
evaluated with the original signals. The second, C′ =
{∑





Set of signals randomly selected from the R repository.
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Figura 8.9
Example of execution with K = 2 and Q = 10. The signals of S are represented by a thin
stroke, and the sum, by a thick stroke. The threshold is represented by a red dotted line.
B) and A) show the evaluation of the condition with and without DRACE, respectively.
is the state of the condition evaluated with the information obtained by applying
the DRACE algorithm, exposing the sensors to data retaining. Fig. 8.9 shows an
example of execution, the upper part (A) shows the evaluation of the condition
with the original signals, and the lower part (B) with the signals under retai-
ning (DRACE). C and C′ are represented with background colors, green for
true and red for false. As expected, the result of the condition on both charts
is identical. However, B) represents signals with constant segments. These seg-
ments correspond to periods without data updates, as a consequence of the
traffic reduction strategy of the DRACE algorithm.
As a consequence of retaining data with DRACE, the number of packets
required by S′ data is lower than that required by S data. However, DRACE is
not an error-free technique. An out-of-forecast value can cause an undetected
condition change, which introduces discrepant samples in C and C′. This effect
is avoided as long as the forecast is guaranteed, but this is detrimental to traf-
fic savings, because wider margins are required in calculations, which incur in
more cautious δ configurations. It is reasonable to assume that the two effects
are opposite and that a compromise solution is required. This experimentation
is intended to clarify this point empirically.
Paper [21] delves into the effect of data resolution on the result of conditio-
nal expressions. The methodology proposes metrics to discrepancies between
the obtained and actual Boolean signals in terms of precision and recall. For
this purpose, instead of evaluating discrepancies on a sample-by-sample basis,
transitions from true to false and vice versa are considered. In this calculation
the variable τ is introduced, which models a tolerable delay margin between
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the actual transition and the detected transition. In this experiment these me-
trics are applied without delay tolerance (τ=0), which simplifies the calcula-
tion.
Equations (8.4), (8.5), (8.6), and (8.7) describe the calculation of transition
masks. These masks are binary data arrays with 1s only in those samples where
there is a transition from false to true for Ct and C′t, and from true to false
for Cf and C′f. Note that symbols ⊕ and  correspond to the logic operations
XOR and XNOR, respectively.
Ct =
{{
C[i] if i = 1
(C[i]⊕C[i− 1]) ·C[i] if i > 1





|C[i] − 1| if i = 1
(C[i]⊕C[i− 1]) ·C[i] if i > 1





C′[i] if i = 1
(C′[i]⊕C′[i− 1]) ·C′[i] if i > 1





|C′[i] − 1| if i = 1
(C′[i]⊕C′[i− 1]) ·C′[i] if i > 1
,∀i ∈ {1, 2, ..103}
}
(8.7)
Transition precision is defined as the proportion of detected transitions that
are real, and transition recall as the proportion of actual transitions that are































As a unified measure of the accuracy of the result, the metric used is the
harmonic mean of precision and recall, usually denoted by F1-score, the calcu-
lation of which is defined in (8.10).
F1score = 2 · TP · TR
TP + TR
(8.10)
With regard to traffic savings, the Traffic Saving Ratio (TSR) is defined as
the proportion of transmitted packets in relation to those that would have
been sent without DRACE. For experimentation, counters are introduced in
Algorithm 7 to obtain the number of data packets (from the sensors, line 7) and
configuration packets (from the sink node, line 61) transmitted. NDP and NCP
are the variables reflecting these scores, respectively. The number of packets
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required to transmit the original signals (S) is calculated assuming that all
samples that differ from the previous one are sent. Equation (8.11) defines the









(S[i][j] 6= S[i][j− 1])
) (8.11)
F1-Score and TSR are the metrics that model the incidence of the two oppo-
site effects described on a 0-1 scale for each execution. F1score = 0 corresponds
to an execution in which all detected transitions are erroneous, and F1-score
= 1 the opposite. TSR = 0 corresponds to an execution in which traffic is not
avoided, and TSR = 1 in which all the traffic is avoided (unreal case). TSR can
acquire negative values, which are interpreted as sending more traffic than
necessary without DRACE.
8.6.4 Results and discussion
As described above, DRACE has two effects, traffic savings and inaccuracy in
condition detection. To analyse the performance of the algorithm, Subsection
8.6.3 describes two metrics to measure the incidence of both in each execution.
Concerning the design of the experiment, there are two important aspects: the
DRACE parameter set and the test data. Subsection 8.6.1 presents the set of
experimental parameters. ∆ = {0.01, 1, 2.5, 5, 10} and DPM = 30 remain cons-
tant, while K and Q are vary, resulting in 9 experimental parameterizations
(K ∈ {1, 2, 3}×Q ∈ {5, 10, 20}). This decision is taken because it is reasonable
to assume that their configuration has a greater impact on the effects explai-
ned, as they are related to the precision and margins of the forecast. Regarding
the test data, large amounts of pseudo-realistic signals have been generated to
represent as many different scenarios as possible, as described in Subsection
8.6.2.
According to this methodology, 9 experiments are performed, one per each
parametric configuration. Each experiment consists of 1000 executions in which




taining TSR and F1-score in each case.
The results are shown as a scatter plot matrix in Fig. 8.10. Each graph con-
tains 103 marks, one for each triad of signals tested. The size of the marks
corresponds to the number of transitions obtained. The experiments present
an average of 15 transitions, with 1 being the minimum and 63 the maximum.
Each mark is semi-transparent to allow intuition of data frequency by over-
lap. Also, population mean (µxy) and confidence ellipses (µxy ± α · σxy,∀α ∈
{1, 2, 3}) are represented in each scatter plot. These ellipses represent the iso-
contour of the Gaussian distribution, containing 68%, 95%, and 99% of the
samples, with α = 1, α = 2, and α = 3 respectively [33].
Suppose G[i][j] is the graph of row i and column j. The diagonal formed
by G[3][3], G[2][2], and G[1][1] represents the transition from the most reliable
configuration for forecasting to the least reliable one. As expected, the more re-
liable the prediction, the more accurate the condition evaluation and the lower
the traffic saving ratio.
It can be observed how in extreme cases (G[1][1] and G[3][3]), the disper-
sion is reduced in the favourable metric and increased in the unfavourable
8.6 experiments 117
Figura 8.10
Matrix of scatter diagrams with the results of the experimentation. The results of the ex-
periments for increasing Q values are shown from top to bottom. From left to right for
increasing K values. In each diagram, 103 executions of DRACE are represented by semi-
transparent blue marks, proportionally sized to the number of transitions detected in that
execution. In red tones, the mean population (µxy) and iso-contours of the Gaussian dis-
tribution for 1σ, 2σ, and 3σ are represented, covering the 68, 95 and 99 percent of the
points, respectively.
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one. This question is related to the signals behaviour and how they interact
with the threshold. DRACE takes advantage of opportunity periods when the
condition is far from a change of state. The more periods of opportunity with
more distance to the change of state of the condition, the more cautious can
be the configuration of the forecast without affecting the reduction of traffic.
In diagrams G[1][1] and G[3][3], this casuistry is dispersed with respect to the
metric that the experiment is not conditioning.
K is a multiplication factor of the maximum deviation forecasted, while Q
sets the sample size on which the forecasting is performed. Therefore, both
variables influence the probability of success in prediction. K by introducing a
post-forecast margin, and Q taking into account a wider range of data and, con-
sequently, considering a longer signal history. The effects of both parameters
are similar, as evidenced by the similarity of the G[3][2] and G[2][3], G[3][1]
and G[1][3], and G[2][1] and G[1][2] diagrams.
There is an inversely proportional relationship between the number of transitions
and traffic saving ratio, this can be appreciated particularly clearly in the dia-
grams in column 3. This is due to the fact that as transitions increase, so do
the changes in condition statuses, which statistically reduces the opportunity
periods for retaining data.
Finally, considering the wide variety of cases represented, some dispersion
in both axes was expected in all cases. However, the most accurate configura-
tions present a strong sample convergence at F1-score = 1, avoiding, in 68% of
the cases, between 30 and 50% of the traffic. Although this experiment does not
demonstrate the relevance of using DRACE in all scenarios, it seems reasona-
ble to conclude that it is convenient to consider its application, since for most
of the test scenarios using random signals, it can avoid a large considerable
portion of the traffic without committing errors.
8.7 Conclusions
This paper deals with the evaluation in time of multivariate conditions when
variables are distributed. When the multivariate condition is the expression of
a threshold-based event, early detection requires continuous monitoring of all
involved variables. Algorithm DRACE is proposed from the perspective of a
centralized duty cycle solution. This algorithm regulates a data retaining stra-
tegy in the data sources, attempting to avoid network packets without affecting
the result of the event detection.
DRACE is based on data forecasting to take advantage of periods in which
a change in condition status has a remote probability. During these periods
and depending on this calculation, it reconfigures the data sources in order to
retain the information proportionally. Data retaining is a consequence of the
well-known Send-on-Delta mechanism. It is therefore a magnitude-based tech-
nique, not a time-based one. This aspect provides robustness, since possible
out-of-forecast data are sent even in a regime of strong data retaining, as long
as its magnitude is a trigger condition for sending.
In an effort to illustrate the motivation and promote understanding of its
operation, DRACE is presented on a warlike simile that deals with all intrinsic
aspects of the problem in another context. This contextualized statement is at
the disposal of the scientific community, and we hope that it will be motivating
for other authors to propose alternative solutions.
8.8 future work 119
To analyze the performance of DRACE, 9000 executions of the algorithm
have been performed. 9 configurations tested on a repository of 3 million data
organized in 1000 triads of signals of 1000 samples from 0 to 100 each. The
data has been generated with SysGpr, a validated technique that synthesizes
continuous pseudo-realistic signals suitable for testing purposes. The traffic sa-
vings and the accuracy of the event detection are measured in each execution.
The metric used to measure accuracy is based on transitions in the resulting
Boolean signal, allowing an analysis based on the harmonic mean of precision
and recall.
The experiments reveal the need for a compromise solution between accu-
racy and traffic savings in the parameter configuration. Nevertheless, the obtai-
ned results are promising. Focusing on the most accurate configuration, 99 %
of executions are error-free, and the number of packets is reduced by 40 % on
average, being between 30 and 50 % in 68 % of cases. If some degree of inaccu-
racy is tolerable, DRACE can reduce traffic by more than 50 % with an event
detection accuracy greater than 90 % in most cases.
8.8 Future Work
This work is part of a research line related to dynamic management of network
resources for the efficient deployment of distributed intelligence models. [21]
is a previous work which addresses the reduction of the information domain
to optimize network traffic, avoiding congestion. DRACE algorithm is an im-
portant contribution in this topic, providing an adaptive mechanism based on
data retaining. However, there are many aspects not yet addressed for which
it will provide an adequate grounding. Some of them are discussed here.
• The proposed procedure causes that all the data is sent (Alg. 6, L: 4).
Possible errors in the condition evaluation are due to the fact that the
information may not be available on time. This feature allows the sink to
produce statistics such as those described in the experimentation. Based
on these statistics, it is possible to develop machine learning models in
order to seek the optimal DRACE configuration at runtime for a preset
level of accuracy or traffic saving ratio.
• DRACE does not reduce the bit size of data. The DPM (Data Per Mes-
sage) parameter configures the number of data per network packet, but
these are sent unaltered. For applications in which the payload must be
used to the maximum, it is possible to consider the reduction of bits per
data [21], in addition to their retaining. This feature could be especially
useful in multimedia sensor network applications where it is required
to detect events in a massive data stream, such as video surveillance.
• Parameter ∆ corresponds to a scale of magnitudes (δ) that affect the re-
taining method by means of the Send-on-Delta concept [57]. This scale
should be established according to the behaviour and margins of the sig-
nals to be monitored. The in-depth analysis of the optimal configuration
of this parameter is beyond the scope of this paper, but it would be in-
teresting to address it in the future. In the same way, the restriction of a
single ∆ for all inputs should be reconsidered, especially in systems that
require heterogeneous information.
• As discussed in Subsection 8.4.5, the forecasting technique and the next
candidate selection heuristic for seeking the best δ-configuration are sub-
ject to reconsideration for improving algorithm performance.
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El panorama tecnológico actual está enfocado a la interconexión de multitudde dispositivos distribuidos en el entorno. Como respuesta a este crecien-
te desafío, la optimización de los recursos de red es un objetivo prioritario a
todos los niveles de la infraestructura de comunicaciones. Esta tesis doctoral
aborda esta problemática en el entorno local y para una aplicación específica:
optimizar los recursos de red para la detección de eventos basados en umbral
con redes de sensores. Con este objetivo se ha planteado una solución hipoté-
tica y un procedimiento metodológico para demostrarla, resultado del cual se
han publicado los artículos abordados en el bloque anterior. En este capítulo
se aborda una discusión del trabajo realizado desde la perspectiva general del
planteamiento de la tesis.
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9.0.1 Fundamentos matemáticos de la reducción de tráfico: el modelo
D2R–TED
El modelo D2R–TED y en consecuencia el algoritmo DRACE parten de un
principio de simplicidad aplicable a un ámbito más general que el abordado
en esta tesis: en la lógica de un proceso de recolección de información para
procesar un resultado deseado, los datos que no repercutan en este resultado
son prescindibles. Llevar a la práctica esta obviedad conlleva la necesidad de
resolver una cuestión no tan obvia: cómo detectar la información no relevante.
En el caso que nos ocupa, el resultado a obtener está sujeto a un proceso de eva-
luación continua, evoluciona en el tiempo al igual que las fuentes de datos de
las que depende. Además, este resultado se define en el dominio Booleano, lo
que introduce una cuestión interesante que es abordada implícitamente en los
fundamentos matemáticos propuestos: la repercusión de los datos de entrada
en el resultado pueden medirse en clave temporal. Expresado en otras pala-
bras: no se trata de cuánto o de cómo, sino de cuándo. Esta cuestión es ilustrada
en la Figura 7.4, en la que se observa cómo una reducción de información en la
entrada de la evaluación de un umbral retrasa o adelanta la conmutación del
estado booleano del resultado. Si bien este efecto puede no acontecer, teniendo
en su lugar una conmutación errónea o ausencia de ella, es común que ocurra
y puede ser medido con las métricas propuestas en las ecuaciones (7.9), (7.10)
y (7.11) de la Sección 7.4.2. Para ello se define el parámetro τ en las métricas
del modelo D2R–TED, introduciendo así la tolerancia al desfase del sistema (
explicada detalladamente en la Figura 7.5). La tolerancia al desfase introduce
una interesante interpretación de los resultados: cuando se selecciona un va-
lor de τ tal que los instantes de transición ±τ no se solapen (lo cual es muy
común), y que haga que la precisión de nivel (LP) sature a su máximo (propor-
ción de errores cero comparando muestra a muestra las partes de la señal que
no están dentro del intervalo del instante de transición ±τ), se puede afirmar
que la señal reducida no presenta intervalos erróneos de más de 2τ+ 1 mues-
tras. Por ejemplo, los resultados mostrados en la Figura 7.6 revelan que, para
δ = 0.75, el intervalo máximo de muestras consecutivas erróneas está acotado
a 5, porque τ = 2 hace LP = 1.
La Figura 7.6 muestra los resultados obtenidos sobre el conjunto de datos
reales de la red meteorológica de Arpa Piemonte (Italia) [7]. Estas gráficas re-
presentan las métricas de precisión y exhaustividad de las transiciones y de las
señales muestra a muestra variando τ y el parámetro δ. Como era esperable,
reinterpretar la salida del sistema con una mayor tolerancia al desfase mues-
tra mejoras en la calidad de la detección, apreciándose en las métricas una
evolución en relación a τ que se ajusta la curva característica de la función de
distribución exponencial acumulada 1−e−α(x+β). Este comportamiento se ob-
serva utilizando tanto señales reales como las señales generadas con SysGPR,
y sugiere que el retraso de las transiciones en la señal reducida medido en
muestras, sigue una distribución exponencial negativa, siendo las curvas τ su
distribución acumulada de probabilidad.
Por otra parte, si bien las tendencias en el comportamiento de las métricas
observables en la experimentación con D2R–TED son aceptables como prueba
de concepto y, por tanto, válidas para el propósito del artículo; la función de re-






un truncado de los datos, lo que provoca que la distribución del error medi-
do en magnitud de los datos reducidos no sea homogénea en toda la escala,
sino que presente incrementos en torno a los múltiplos del valor δ utilizado.
En la experimentación comparativa cuyos resultados se muestran en la Figura
7.8 se puede observar como pequeños cambios introducidos en la función de
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reducción (comparar Algoritmos 2 y 3 con Algoritmo 4) pueden mejorar sus-
tancialmente el resultado de la técnica.
D2R–TED se fundamenta en la reducción de la cardinalidad del dominio de
definición de los flujos de datos que sustentan una condición. Como era espe-
rable, se ha observado que la técnica ofrece resultados tanto mejores, cuanto
menos variabilidad presentan los incrementos de muestras consecutivas de las
señales, siendo inapropiada su utilización en aquellos casos en los que la con-
dición se establece sobre valores que evolucionan en el tiempo como señales
discontinuas o aleatorias. Por otra parte, la fundamentación de la lógica de la
reducción de datos en los dominios de definición de la información hace que
D2R–TED sea aplicable a cualquier escenario donde una condición Booleana
esté sujeta a un proceso de aproximación continua al cumplimiento de la con-
dición, sea cual sea el formato de la información considerada. Por ejemplo,
en una aplicación de visión artificial que detecte rostros conocidos en imáge-
nes, si el grado de detección es una variable continua, puede modelarse con
D2R–TED definiendo apropiadamente la función de reducción (Ecuación 7.3)
y equivalencia (Ecuación 7.4) para representar información de una imagen. De
igual modo, cualquier abstracción soportada en una estructura de datos puede
integrarse en el modelo siguiendo el mismo procedimiento.
9.0.2 Aplicación adaptativa de la reducción de tráfico: Algoritmo DRA-
CE
DRACE se desarrolla con el propósito de aplicar las bases conceptuales de
D2R–TED de manera adaptativa, utilizando las métricas que propone para mi-
nimizar el tráfico y maximizar la calidad de la evaluación de las condiciones.
Algunos aspectos relevantes del algoritmo se discuten a continuación.
DRACE centraliza la evaluación de la condición en un proceso que ajusta
la parametrización de las fuentes de datos. En este proceso se contempla una
escala constante de magnitudes, los posibles valores del parámetro δ en cada
generador de información, que en última instancia determina el criterio de en-
vío de los datos. Además, el método predictivo que se encarga de detectar los
periodos de oportunidad para reducir información consta de una una ventana
deslizante de datos de tamaño fijo Q. Estas estructuras de datos se computan
para elegir la parametrización idónea en cada caso, y representan las condi-
ciones de la señal en cada fuente de información. La lógica subyacente del
algoritmo utiliza los periodos de escasa probabilidad de conmutación en el
resultado para reducir el refresco de información de una señal, con un criterio
de envío basado en magnitud (δ). Por una parte, es lógico esperar que la señal
más variable presente mayores rangos de incertidumbre y sea, por tanto, me-
nos susceptible de reducir sus envíos. Sin embargo hay otro factor importante
que influye de forma determinante en este proceso: para que una señal sea con-
figurada con un valor δ concreto, la ventana deslizante con la que se analiza
la desviación típica que presenta con el valor δ inmediatamente inferior debe
estar completa. Esto hace que las señales con menor variabilidad requieran
más tiempo en rellenar esta estructura de datos. Este efecto contrario se puede
apreciar en la Figura 8.6 correspondiente al demostrador (caso de estudio), en
la que se observa cómo el tráfico correspondiente a configuraciones más res-
trictivas con el tráfico, corresponden a la señal AS′[3], que es la señal que más
desviación típica presenta. Presumiblemente, este efecto se vería compensado
en un experimento de mayor duración, en el que todas las ventanas deslizantes
de todas las señales se completen en el tiempo en que transcurre la ejecución.
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Los resultados mostrados en la Figura 8.8 representan las mediciones obte-
nidas sobre un extenso dataset de señales aleatorias. En este experimento se
analiza la influencia de los parámetros del algoritmo en el resultado. El aná-
lisis visual de la casuística revela una tendencia muy clara hacia una mayor
precisión al incrementar el tamaño de las ventanas deslizantes (mejorando así
el resultado del análisis predictivo) o el factor multiplicativo de la desviación
típica (incrementando así el margen de incremento con respecto a la última
muestra de las señales que se utiliza en la evaluación de riesgo de conmu-
tación). Igualmente, se observa en consecuencia una reducción en el ahorro
de tráfico. Ambos efectos se contraponen, debiendo aplicar una solución de
compromiso que dependerá de las características intrínsecas del sistema de
detección.
9.0.3 Generación de señales pseudo aleatorias: SysGpr
En las pruebas realizadas con el generador, se ha observado cómo el primer
nivel de parámetros para la generación aleatoria genera la forma principal de
la señal. Sin embargo se aprecia en estas señales la simplicidad intrínseca de
una distribución estadística pura, lo que hace que este tipo de señales sean
fácilmente identificables como señales generadas. Es necesario añadir un se-
gundo nivel para hacer indistinguible la señal generada de una posible señal
real, como se aprecia en los resultados publicados (Figuras 6.4, 6.5, 6.6 y 6.7.
Si bien la interfaz gráfica hace que la herramienta sea fácil de utilizar y per-
mita generar grandes conjuntos de datos en unos minutos, la configuración de
los sucesivos niveles de generación requiere cierto conocimiento del procedi-
miento subyacente. Si la configuración de un nivel genera valores parecidos a
su predecesor las señales tienden a experimentar variaciones muy bruscas. Pa-
ra obtener señales continuas y con tendencias apreciables, los sucesivos niveles
de generación deben configurarse para obtener valores en un rango sustancial-
mente inferior a los del nivel anterior, como puede apreciarse en la Figura
6.2
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Como se desarrolla en el Capítulo 2, las tendencias del desarrollo de la compu-tación distribuida están orientadas a la optimización de los recursos y al
diseño sensible al contexto. Esta tesis está centrada en la optimización del trá-
fico de redes de sensores que evalúan el estado de condiciones multivariantes
y cuyas variables se encuentran distribuidas en la red. El enfoque de las pro-
puestas es la síntesis de técnicas adaptativas, que hacen uso del contexto lógico
de la información y de las variaciones en el comportamiento de las señales.
El trabajo desarrollado ha sido objeto de tres publicaciones. La primera,
con un objetivo metodológico, presenta una herramienta para generar gran-
des cantidades de datos, adecuados para simular y validar las propuestas de
investigación desarrolladas en las otras dos publicaciones. La segunda abor-
da los fundamentos matemáticos de la reducción de tráfico en el escenario de
aplicación objeto de estudio, aportando las métricas necesarias para medir el
volumen de tráfico evitado y la calidad de la respuesta del sistema. Planteada
sobre esta base matemática, la tercera publicación presenta un algoritmo capaz
de maximizar la reducción de tráfico y minimizar la distorsión en el resultado
de la evaluación de la condición simultáneamente.
Del trabajo de esta tesis doctoral se extraen las siguientes conclusiones:
• El software SysGpr, desarrollado como un objetivo colateral y estricta-
mente metodológico, ha resultado ser una herramienta útil para experi-
mentación y fácil de utilizar, al permitir generar grandes conjuntos de
datos aleatorios pero con la variabilidad propia de señales reales.
• Se ha propuesto el modelo D2R–TED que, en redes de sensores cuyo
objetivo es evaluar condiciones multivariantes, relaciona la magnitud de
la diferencia entre muestras consecutivas de un proceso de muestreo
aperiódico de las señales con el error introducido en la señal Booleana
resultante en términos de precisión y exhaustividad. Lo cual demuestra
la primera hipótesis de esta tesis doctoral.
• El modelo D2R–TED incluye métricas que permiten un análisis de los
resultados tanto en términos de tráfico evitado como de errores intro-
ducidos en la detección. Estas métricas aportan un enfoque novedoso al
permitir analizar este comportamiento en clave temporal, centrado en
los instantes de transición y permitiendo definir la tolerancia al desfa-
se. Este enfoque enriquece la interpretación del resultado de aplicar el
modelo en comparación con el clásico análisis muestra a muestra.
• La formulación de D2R–TED basada en dominios matemáticos no de-
finidos lo convierte en una técnica de propósito general dentro de sus
limitaciones, pudiendo ser aplicado en cualquier escenario en el que el
cumplimiento de una condición Booleana multivariante dependa de fun-
ciones continuas.
• Se ha propuesto el algoritmo DRACE, que consigue adaptar dinámica-
mente el criterio basado en magnitud del proceso de muestreo de se-
ñales involucradas en la evaluación de condiciones multivariantes para
conseguir reducir el tráfico de la red evitando introducir errores en el
resultado, lo cual demuestra la segunda hipótesis de esta tesis doctoral.
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• El amplio conjunto de señales aleatorias pseudo–realistas empleado en
la experimentación del algoritmo DRACE, así como los prometedores re-
sultados obtenidos, permiten concluir que el algoritmo propuesto tiene
el potencial de optimizar considerablemente el uso de la red en escena-
rios de evaluación de condiciones multivariantes.
Concluyendo, el resultado de las experimentaciones llevadas a cabo ilustran
el potencial de la metodología propuesta, cuyo algoritmo es capaz de reducir
el tráfico de la red un 40 % en promedio sin cometer errores en un 99 % de
las pruebas. Estos resultados demuestran las hipótesis de esta tesis que, verte-
brando el contenido de los artículos con una serie de objetivos metodológicos,
plantean la posibilidad de modelar la reducción de datos, medir la afectación
de esta reducción en la precisión de la salida, y la utilización de este conoci-
miento en un procedimiento que consiga los resultados obtenidos.
Finalmente, la evaluación de condiciones multivariantes en redes de senso-
res pueden implementarse mediante la centralización de los flujos de informa-
ción sin recurrir a procesos de muestreo y envío continuo de datos de las seña-
les involucradas. La reducción de información en estos flujos de datos implica
un deterioro de la calidad de la detección en términos temporales, que pueden
ser medidos en base a la precisión y exhaustividad de los cambios de estado.
Esta relación puede ser modelada para establecer métodos de predicción que
permitan administrar la reducción de información limitando los errores en el
resultado del sistema. El modelo D2R–TED y el algoritmo DRACE confirman
este hecho mediante los resultados obtenidos experimentalmente, demostran-
do así las hipótesis de esta tesis doctoral.
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En este capítulo se aportan visiones de trabajo futuro y potenciales mejorasdel trabajo descrito en esta tesis doctoral.
En cuanto al generador de señales aleatorias pseudo–realistas, SysGPr, una
limitación importante es la incapacidad de generar datos afectados por cierto
patrón periódico o gradiente global. Este aspecto puede ser abordado mediante
la introducción de un sesgo probabilístico en el proceso iterativo de generación
de muestras consecutivas. Por otra parte, un aspecto interesante a considerar
de la generación de señales es plantear la posibilidad de reproducir patrones
parecidos a modelos suministrados. Esta aplicación requiere replantear los al-
goritmos de generación para incorporar un análisis previo de la información
de los modelos, cabiendo plantear el uso de redes neuronales adversarias u
otros modelos de aprendizaje automático. Esta potencial aplicación abre la
puerta a desarrollar sensores virtuales que suministren datos ilimitados para
simulación de procesos con señales de parámetros concretos del mundo real.
Con respecto a D2R–TED, la información aportada por las métricas propues-
tas sugiere la posibilidad de analizar el efecto del modelo en un sistema me-
diante una familia de curvas 1− e−α(x+β). El análisis de estas curvas puede
dar lugar a un conocimiento profundo del comportamiento de las transiciones
de la señal del sistema, abriendo la puerta a posibles métodos analíticos que
permitan trabajar con una variable δ continua, en lugar de un conjunto acota-
do y predefinido (∆). Por otra parte, la función de reducción tiene una gran
influencia en el resultado, tanto en términos de reducción de tráfico como de
alteración del patrón de transiciones, por lo que sería interesante analizar los
márgenes de optimización que se pueden alcanzar mediante la definición de
estas funciones.
En relación a DRACE, el algoritmo utiliza un método predictivo para recon-
figurar dinámicamente el parámetro δ de las fuentes de datos. Si se modelan
apropiadamente los efectos de la variación de la definición estática de las es-
tructuras de datos que lo soportan (longitud de las colas, factor de la desvia-
ción típica, etc.) se podría plantear cómo determinar la configuración óptima
en cada fuente de datos, evitando así posibles problemas en escenarios con
sensores heterogéneos. Además, el método predictivo propuesto se basa en la
desviación típica de los últimos datos recibidos de cada fuente de información.
Si bien la propuesta es válida y ofrece buenos resultados, sería interesante ex-
plorar otras propuestas de técnicas predictivas con el objetivo de mejorar el
desempeño del algoritmo. Por otra parte, DRACE parte del subconjunto de
nodos que han enviado para reducir o aumentar los parámetros δ en un proce-
so iterativo en el que cada iteración determina el nodo candidato idóneo para
este proceso. Esta lógica sigue una heurística de selección de candidato basada
en los resultados del método predictivo sobre los últimos datos de cada nodo,
pero merece un análisis en profundidad que contemple otros criterios que pue-
dan mejorar el algoritmo.
Finalmente, las técnicas desarrolladas en esta tesis tienen cabida en apli-
caciones que requieran detectar con precisión condiciones que dependan de
variables distribuidas. La adaptación del volumen de tráfico generado a la
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inminencia de un cambio de estado en la condición es una característica in-
teresante que habilita un concepto de red de detección novedoso para el que
se propone el nombre de red latente. Este tipo de red tiene como objetivo de-
tectar condiciones inusuales que, generalmente, pueden suceder en cualquier
punto de un área geográfica densamente monitorizada. La red latente tiene la
capacidad de silenciar sus nodos durante los largos periodos de tiempo en los
que predomina una escasa probabilidad de cumplimiento de la condición, in-
crementando progresivamente la actividad de los sensores de aquellas áreas
en las que la condición se hace más probable. Las redes latentes pueden ser un
concepto relevante en aplicaciones como detección de incendios o alarmas de
invasión de perímetros extensos.
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As discussed in Chapter 2, trends in the development of distributed compu-ting focus on resource optimization and context–sensitive design. This thesis
contributes to the optimization of the traffic in sensor networks that evaluate
the state of multivariate conditions, and whose variables are distributed in the
network. The proposals are obtained through the synthesis of adaptive techni-
ques, which exploit the logical context of information and variations in signal
behaviour.
The developed work is presented by means of three publications presented
in Chapter ii. The first one, with a methodological objective, presents a tool
for generating large amounts of data, suitable for simulating and validating
the research proposals developed in the other two publications. The second
article deals with the mathematical fundamentals of traffic reduction in the
application scenario under study, providing the necessary metrics to measure
the avoided volume of traffic and the quality of the system response. Based on
these mathematical foundations, the third publication presents an algorithm
that maximizes traffic reduction and minimizes condition evaluation errors
simultaneously.
The following conclusions can be drawn from the work of this doctoral the-
sis:
• The SysGpr software, developed as a collateral and strictly methodolo-
gical objective, has proved to be a useful and easy to use tool for experi-
mentation, as it allows for the generation of large random datasets with
the variability of real signals.
• Model D2R–TED has been proposed. In sensor networks aimed at eva-
luating multivariate conditions, this model relates the magnitude of the
difference between consecutive samples of an aperiodic sampling pro-
cess of the signals, with the error introduced in the resulting Boolean
signal in terms of precision and recall. This demonstrates the first hypot-
hesis of this doctoral thesis.
• The D2R–TED model includes metrics that allow an analysis of the re-
sults in terms of both traffic avoided and errors introduced in the detec-
tion. These metrics provide a novel approach to analyze this behavior in
terms of time. This is achieved by basing the metrics on the transition
instants of the resulting Boolean signal, and introducing a delay toleran-
ce parameter. This approach enriches the interpretation of the results,
compared to the classical sample-by-sample analysis.
• The statement of D2R–TED is based on undefined mathematical do-
mains, which makes it a general-purpose technique within its limita-
tions. Thus, D2R–TED can be applied in any scenario where the fulfill-




• The DRACE algorithm has been proposed, which dynamically adapts
the criterion based on the magnitude of the signal sampling process in-
volved in the evaluation of multivariate conditions in order to reduce
network traffic without introducing errors in the result, which demons-
trates the second hypothesis of this doctoral thesis.
• The large set of pseudo–realistic random signals used in the experimen-
tation of the DRACE algorithm, as well as the promising obtained re-
sults, allow to conclude that the proposed algorithm has the potential to
optimize significantly network resources in multivariate condition eva-
luation scenarios.
In conclusion, the experiments illustrate the potential of this methodology,
whose algorithm is able to reduce network traffic by an average of 40 % wit-
hout errors in 99 % of the tests. These results demonstrate the hypotheses of
this thesis which, structuring the papers with a series of methodological objec-
tives, propose the possibility of modelling data reduction, measuring the effect
of this reduction on the precision of the output, and the use of this knowledge
in a procedure that achieves the results obtained.
Finally, the evaluation of multivariate conditions in sensor networks can be
implemented through the centralization of information flows without using
continuous sampling and sending processes with the data of the signals in-
volved. The reduction of information in these data flows implies a decrease
in the quality of detection in temporal terms, which can be measured based
on the precision and recall of the condition state changes. This correlation can
be modeled to establish predictive methods to manage information reduction
by limiting errors in the system result. The D2R–TED model and the DRACE
algorithm confirm this fact through the results obtained experimentally, thus
demonstrating the hypotheses of this doctoral thesis.
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