I. INTRODUCTION
The wireless communication industry has experienced a rapid growth in recent years, and digital cellular systems are currently designed to provide high data rates at high terminal speeds. High data rates give rise to inter-symbol interference (ISI) due to the so-called multi-path fading. Such an ISI channel is called frequency-selective. On the other hand, due to terminal mobility and/or receiver frequency offset the received signal is subject to frequency shifts (Doppler shifts). The Doppler shift induces time-selectivity characteristics. The Doppler effect in conjunction with ISI give rise to the so-called doubly selective channel (frequency-and time-selective).
Equalizers can be classified according to their structure, namely as linear or decision feedback equalizers. Equalizers can also be classified according to the optimization criterion used for the computation of the equalizer coefficients. In this sense, equalizers can be classified as zero-forcing (ZF), when a zero-forcing solution is sought, or minimum mean-square error (MMSE), when the equalizer optimizes the mean-square error (MSE) of the symbol estimate, or maximum likelihood (ML), when the maximum likelihood sequence estimation criterion is utilized.
In the context of linear equalization of time-invariant channels, MMSE and ZF equalizers are investigated in [1] , [2] . Decision feedback equalizers (DFE) which employ previously detected symbols to compensate for ISI are discussed in [3] , [4] . Utilizing finite impulse response filters for DFEs is investigated in [5] . Maximum likelihood sequence estimation (MLSE) for data transmission over TI channels with ISI is introduced in [6] , [7] .
Adaptive techniques for channel estimation or equalization are developed to combat the problem of ISI over slowly timevarying channels. The adaptive algorithms range from the least mean-squares (LMS) algorithm [8] , [9] , [10] , to the recursive least squares (RLS) algorithm or Kalman filtering algorithm [11] , [12] , [13] , [14] .
For fast flat-fading channels, polynomial fitting of the 1-tap time-varying channel is used to predict the channel as proposed in [15] . Extending polynomial fitting over the whole packet (or using a sliding window approach) to time-varying frequency-selective channels is investigated in [16] . A maximum likelihood sequence estimation based on the Viterbi algorithm (VA) is studied in [17] , and in [18] for multi-path fading channels considering only the single-input single-output (SISO) case. However, the ML approach turns out to be very complex to implement.
In this paper, we extend the results of [19] , where timevarying FIR equalization for single-input multiple-output (SIMO) transmission over doubly selective channels was assumed, to the case of MIMO transmission over doubly selective channels. In addition to the ZF and MMSE equalizers, the matched filter equalizer is also derived. For the MIMO transmission we consider a spatial multiplexing transmission technique. However, the results can be easily extended to the case of space-time coding. This paper is organized as follows. In Section II, the system model is introduced. The time-varying FIR equalizer is developed in Section III. Our findings are confirmed by numerical simulations introduced in Section IV. Finally, our conclusions are drawn in Section V.
Notation:
We use upper (lower) bold face letters to denote matrices (vectors). Superscripts H , T , and * represent Hermitian, transpose, and conjugate respectively. To simplify notations and save space, the double summation over the subscripts i and j is denoted as
, where the ranges of i and j should be clear from the context. We denote the N × N identity matrix as I N , the M × N all-zero matrix as 0 M ×N . Finally, diag{x} denotes the diagonal matrix with vector x on its diagonal.
Fig. 1. System Model for MIMO Transmission over Doubly Selective Channels II. SYSTEM MODEL We consider a multiple-input multiple-output (MIMO) system with N t transmit antennas and N r receive antennas. The system under consideration is depicted in Figure 1 . The input data stream is spatially multiplexed across the N t transmit antennas, and transmitted over the time-varying multi-path fading channel at a rate of 1/T symbols/s. The time-varying channel characterizing the link between the tth transmit antenna and the rth receive antenna at time-index n is denoted as g (r,t) [n; ν]. The base-band description of the received symbol at the rth receive antenna at time-index n, y (r) [n] is obtained as
where
is the QAM symbol transmitted from the tth transmit at time-index n, and v (r) [n] is the additive noise at the rth receive antenna at time-index n. We will use the BEM to approximate the doubly selective channel g (r,t) [n; ν] for n ∈ {0, . . . , N + L − 1} (L will be the time-varying equalizer order). In this model, the channel is specified as a time-varying FIR filter of order L = τ max /T + 1, with τ max is the maximum delay spread of the physical channel, and each tap is expressed as a superposition of time varying complex exponential basis functions with frequencies on the DFT grid. The lth tap of the time-varying FIR channel between the tth transmit antenna and the rth receive antenna at time-index n is expressed as
where Q is the number of time-varying basis functions satisfying Q/(2KT ) ≥ f max , with f max is the channel maximum Doppler spread, and K is the BEM resolution. The coefficients h (r,t) q,l are kept invariant over a block of N + L symbols. Substituting th BEM channel model in (1), we obtain On a block level formulation the received block of length N + L at the rth receive antenna can be written as
T , and v (r) is similarly defined as y (r) . The diagonal matrix D q representing the qth basis function is defined as
III. TIME-VARYING FIR EQUALIZATION
At the receiver side, a bank of N t time-varying FIR equalizers are applied at each receive antennas. The output of the corresponding filters are combined to to recover the transmitted symbols on the different transmit antennas. In this sense, the time-varying FIR equalizers w (a,r) [n; l ] for r = 1, . . . , N r are each designed to have order L , and are applied at the receive antennas to recover the transmitted symbols at the ath transmit antenna for a = 1, . . . , N t . This equalization model is shown in Figure 2 . Hence, an estimate of the transmitted symbol on the ath transmit antenna at timeindex n subject to some decision delay d is obtained aŝ
As the channel was approximated using the BEM, it is also convenient to use the BEM to model the time-varying FIR equalizers. In this sense, the time variation of each tap of the time-varying FIR equalizers is then modeled as a superposition of Q + 1 complex exponential basis functions with frequencies on the same DFT grid as of the BEM of the time-varying FIR channel. Therefore, the l th tap of the time-varying FIR equalizer corresponding to the ath transmit antenna and rth receive antenna w (a,r) [n; l ] is modeled at time-index n ∈ {0, . . . , N − 1} as
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Substituting (6) in (5), an estimate of the symbol transmitted at the ath transmit antenna at time-index n subject to the decision delay d can then be obtained aŝ
(7) With a block level formulation, (7) can be written aŝ
where the vector of the estimated symbolsx (8), we obtain
Using the propertyZ
qZl , the estimated block in (9) can then be written aŝ
we arrive at 
where the data symbols vector
T , the matrices A and B are defined as
. . .
. . . 
A. Matched Filter Equalizer
In this subsection, the matched filter equalizer is derived. The matched filter equalizer maximizes the signal-to-noise ratio (SNR) at the output without necessarily canceling the inter-symbol interference. Hence, we can define the SNR at the output of the matched filter equalizer as
where q and n are the first and second terms of (13) respectively. In this definition, q constitutes the information bearing part, while n constitutes the noise part. Let us now introduce the following properties:
for an arbitrary k × 1 vector a, arbitrary kN × N matrix V, and arbitrary kN ×kN matrix U. The operator subtr {·} splits
the matrix into N × N sub-matrices and replaces each submatrix by its trace 1 . Hence, subtr {·} reduces the row and column dimensionality by a factor N . Therefore, the SNR at the matched filter equalizer output can be written as
. Note that (27) is obtained from (26) by applying the matrix inversion lemma, and using the fact that R 
For the ZF solution to exist, the matrix H need to be of full column rank. A necessary condition for H to be of full column rank is that the inequality
For sufficiently large L , and Q , this inequality is satisfied when the number of receive antennas is larger than the number of transmit antennas, i.e. N r ≥ N t + 1. The MMSE equalizer always exists regardless of the number of receive antennas. However, the performance of the MMSE equalizer is largely improved if the above inequality is satisfied.
The design complexity of the ZF and MMSE equalizers involves a matrix inversion of size P × P with P = N t (Q + Q + 1)(L + L + 1). Therefore, the design complexity of the aforementioned equalizers is of O(P 3 ).
IV. SIMULATION RESULTS
In this section we present some simulation results for the proposed equalization techniques for MIMO transmission over doubly selective channels. In these simulations, uncoded Quadrature Phase Shift Keying (QPSK) modulation is used. The channel is assumed to be perfectly known at the receiver. The BEM coefficients are then obtained by least-squares (LS) fitting the true underlying channel with the BEM. The performance of the proposed equalization techniques under channel estimation errors is outside the scope of this paper, and a topic of further investigation. The doubly selective channel is assumed to be of order L = 3. For the ZF solution to exist we consider MIMO transmission with N t = 2 transmit antennas, and N r = 4 receive antennas. The time-varying FIR equalizer is then designed to have Q = 12 time-varying complex exponential basis functions, and order L = 12. For this setup we also consider the MMSE criterion to design the time-varying FIR equalizers. In addition to this, we also test the MMSE equalizer under the conditions where the ZF solution does not exist. In this case we consider MIMO transmission with N t = 2 transmit antennas and N r = 2 receive antennas. The number of basis function and the equalizers order remain the same as in the previous setup. The simulation results are shown in Figure 3 .
As shown in Figure 3 , the MMSE equalizers outperform the ZF equalizers for both cases of the BEM resolution K = N and K = 2N . However, in all setups the MMSE as well as the ZF equalizers suffer from an early error floor for the BEM resolution K = N . The MMSE equalizers slightly outperform the ZF equalizers though. For the case of N t = N r = 2, the ZF solution does not exist, and so only the MMSE equalizers are compared. Apart from the diversity gain difference between the two setups mentioned above, it is observed that the MMSE equalizer performance is greatly enhanced when the ZF solution conditions are satisfied.
V. CONCLUSIONS
In this paper, time-varying FIR equalization techniques for MIMO transmission over doubly selective channels have been proposed. The time-varying multi-path fading channel as well as the time-varying FIR equalizers are modeled using the BEM. By doing so, the one-dimensional time-varying deconvolution problem is reduced to a two-dimensional timeinvariant deconvolution problem in the time-invariant coefficients of the channel BEM coefficients, and the time-invariant coefficients of the BEM equalizer.
