Introduction
In this paper we consider the problem of identifying symmetry classes of elastic media symmetries governed by Hooke's law, i.e. identifying the symmetry classes of the elasticity tensor. Different definitions of symmetry classes can be found in the literature, in our approach the definition of Forte and Vianello [17] is retained. In this framework Ela, the vector space of elasticity tensors, is divided into eight conjugacy classes [17] which group tensors having conjugate symmetry groups.
The problem we study here is motivated by experimental needs. When a sample is tested, usually both the symmetries of the material and its orientation are unknown [18] . Expressed in a reference frame (in the laboratory), the measured elasticity tensors, generally, does not exhibit evident symmetry properties, therefore how can the symmetry class of a sample be identified ? This problem is invisible for isotropic materials, but becomes more prominent as the anisotropy of the material increases. For a totally anisotropic (triclinic) material, how can we decide whether two sets of components represent the same material?
This question has already been addressed in the literature. The different approaches are usually based on the spectral decomposition of the elasticity tensor [29, 11, 10] . We propose here an alternative approach using polynomial invariants (and covariants) of the elasticity tensor. Instead of resorting on the spectral decomposition of the elasticity tensor, we use the harmonic decomposition, which is a higher-dimensional analogue of the Fourier decomposition. As established in [17] , Ela can be decomposed as follow
in which H k is space of k-th order harmonic tensors, the analogue of Fourier modes. It is interesting to note that H 4 and Ela have the same symmetry classes.
In this paper, we develop an invariant-based approach to provide necessary and sufficient conditions for a tensor in H 4 to belong to a given isotropy class. This procedure applied to the component D ∈ H 4 of an elasticity tensor, gives invariant necessary conditions for an elasticity tensor to belong to a given symmetry class. Under certain hypothesis, that will be investigated in a forthcoming paper, these conditions can further be generically sufficient.
This approach, investigated in the present contribution, follows a long series of papers [24, 25, 8] . It is interesting to notice that some of the materials introduced here are well-known by the high energy physics community [1, 2, 30] , and has stimulated mathematical researches [31, 27, 28] . However, these methods do not seem to have yet been applied in elasticity.
The objectives of this paper are twofold:
1. Introduce a rigorous (and general) geometric framework to describe anisotropic features of tensor spaces; 2. Parameterize the symmetry classes of H 4 .
The paper is organized as follows. We begin by recalling the harmonic decomposition of Ela. In section 3, we introduce the geometric framework used for the analysis of a tensor representation, and in section 4 the geometric parametrization of orbit spaces. Although materials introduced in this section are not new, and are probably well-known by most mathematicians and the high-energy physics community, it does not seem to have been yet exploited by the mechanical community. We clarify the geometry behind the so called "normal forms" of elasticity tensors (linear slices) and their ambiguity (monodromy groups). This permits us to justify, on a rigorous mathematical basis, the results given in table 1 and in table 2 . Calculations of the monodromy groups for closed subgroups of SO(3) are given in appendix A. The materials in these sections are rather general and, as the methodology can be applied in other situations, we believe that it was important to properly introduce this framework. Once introduced, these notions are applied to the space H 4 , in order to provide necessary and sufficient invariant conditions for a tensor in H 4 to belong to the following symmetry classes : orthotropic
). For each of these classes, we provide a parametrization of the corresponding stratum by rational expressions involving up to six polynomial invariants. Bifurcation relations between related classes are also computed and summed-up in a diagram (c.f. figure 2 in section 5.6). Finally, in section 6, we prove, as a collateral observation, that the invariants defined by the coefficients of the Betten polynomial [7] do not separate the orbits of Ela. This paper is concluded in section 7 where extension of the method to a broader class of situations is discussed.
Decomposition of the elasticity tensor
In the theory of linear elasticity, the stress tensor σ and the strain tensor ε are related, at a fixed temperature, by the Hooke's law
The stress tensor σ belongs to S 2 (R 3 ), the vector space of contravariant symmetric tensors on R 3 , while ε belongs to S 2 (R 3 ), the vector space of covariant symmetric tensors on R 3 (both of dimension 6). As a consequence, the elasticity tensor is endowed with minor symmetries
For hyperelastic materials, the stress-strain relation is furthermore assumed to derive from an elastic potential and we must add the major symmetry
The space of (hyper) elasticity tensors is therefore the 21D vector space
Remark 2.1. An elasticity tensor C can also be viewed as a second-rank symmetric tensor C in S 2 (R 3 ) R 6 . The associate matrix representation [15] is given by 
where c mn are the components of the elasticity tensor in an orthonormal frame. We use the conventional rule to recode a pair of indices (i, j)
To each hyperelastic material corresponds an elasticity tensor C but this association is not unique, it depends of the choice of a fixed orientation of the material. Hence, there is a gauge group. As the material is rotated by an element g = (g j i ) in the rotation group SO(3), the elasticity tensor C = (C i jkl ) is submitted to the following transformation C i jkl → g i p g j q g k r g l s C pqrs .
From the point of view of linear elasticity, the classification of elastic materials can be assimilated to the description of the orbits of this SO(3)-representation on the space of elasticity tensors Ela. Since throughout this paper R 3 is endowed with its traditional euclidean metric, no distinction will be made between covariant and contravariant components. As a consequence, since now, only lower subscripts will be considered. This representation can be decomposed into irreducible pieces, known as harmonic tensors (higher dimensional analogue of Fourier modes), and denoted by H n (R 3 ) (or simply by H n if there is no ambiguity). Each H n is the space of totally symmetric, traceless tensors of order n. It is a vector space of dimension 2n + 1. This decomposition, known as the harmonic decomposition is the following for Ela
It has already been used in the study of anisotropic elasticity tensors [5, 6, 17] and we refer to these references for a deeper insight into this topic. Each C ∈ Ela can therefore be written as C = (λ , µ, a, b, D) where λ , µ ∈ H 0 , a, b ∈ H 2 and D ∈ H 4 . The explicit harmonic decomposition is well-known. Given an orthonormal frame (e 1 , e 2 , e 3 ) of the Euclidean space, we get [8] 
where (δ i j ) are the components of the Euclidean metric q in the orthonormal frame (e i ). This formula can be inverted to obtain the 5 harmonic components (λ , µ, a, b, D) of C. On Ela = S 2 S 2 (R 3 ), there are only two different contractions 1 (or traces)
where d and v are known respectively, as the dilatation tensor and the Voigt tensor [14] . Starting with (3) we get
Taking the traces of each equation, one obtains
and, finally:
where dev(a) := a − 1 3 tr(a) q is the deviatoric part (or traceless part) of the 2nd-order tensor a.
Geometry of orbit spaces
In this section, we setup the geometric framework which is required to study rigorously a linear group action on a vector space. Our starting point is a linear representation ρ : G → GL(V ) of a real, compact Lie group G on a finite dimensional R-vector space V . The action on V will be denoted by
Orbits, symmetry groups and fixed point sets
The set of all vectors v ∈ V which are related to v by an element g ∈ G is called the G-orbit of v and is denoted by
The G-orbits are compact submanifolds of V [2, 12] .
The set of transformations of G which leave a given vector v fixed is a closed subgroup of G, which is called the isotropy subgroup (or symmetry group) of v. It will be denoted by
The symmetry groups of vectors in a same orbit are conjugate
Let H be any subgroup of G. The set of vectors v ∈ V which are fixed by H
Given a subgroup H of G, the normalizer of H
is the maximal subgroup of G, in which H is a normal subgroup. It can also be defined as the isotropy group of H for the action of G on the set of its subgroup (by conjugacy). The proof of the following important lemma can be found in [19] .
Symmetry classes and strata
Two vectors v 1 and v 2 are in the same isotropy class (or symmetry class) if their isotropy subgroups are conjugate in G, that is if there exists g ∈ G such that
Due to (5), two vectors v 1 and v 2 which are in the same G-orbit are in the same isotropy class but the converse is generally false. The conjugacy class of a subgroup H (i.e. the subset of P(G) of all subgroups of G which are conjugate to H) will be denoted by [H] . The conjugacy class of an isotropy subgroup will be called an isotropy class. In general, a compact group G has an infinite number of different conjugacy classes, but for a given action, there is only a finite number of different isotropy classes (see [12] ). In the particular case of SO(3)-representation on tensors, this result is known to the mechanical community as a consequence of Hermann's theorem [20, 3] .
The set of all vectors v ∈ V in the same isotropy class defined by [H] is denoted Σ [H] and called a stratum. It is the union of all G-orbits of points which isotropy groups are conjugate to H (it is not a vector subspace in general). There is only a finite number of (non empty) strata and each of them is a (G-invariant) smooth submanifold of V [2, 12] . The partition
is called the isotropy stratification of (V, ρ).
On the set of conjugacy classes of closed subgroups of a compact group G, there is a partial order induced by inclusion. It is defined as follows:
Endowed with this partial order, the set of isotropy classes 2 has a least element and a greatest element. This partial order induces a (reverse) partial order relation on strata
The set of strata inherits therefore the structure of a finite poset (partially ordered set 
On the opposite side, the stratum which corresponds to the greatest isotropy subgroup is called the minimal stratum 3 .
Normal forms and monodromy groups
It is important to notice that a vector v ∈ V belongs to the closed strata Σ [H] (i.e. has at least isotropy [H]), iff its G-orbit intersects the fixed point set V H . This observation leads to the possibility to define a normal form 4 for each G-orbit, or at least to reduce the complexity of the problem of describing G-orbits.
Example 3.3. For the standard action of the rotation group SO(3) on the space of 3×3 symmetric matrices, the least isotropy class is [D 2 ]. In particular, each symmetric matrix has at least this symmetry. Therefore, the SO(3)-orbit of each matrix meets the fixed point set V D 2 which corresponds to diagonal matrices. This gives a (global) normal form representative for each orbit.
This general reduction procedure can be described as a consequence of lemma 3.1. For each subgroup H, the linear representation ρ :
This induced representation is not faithful 5 because its kernel contains H. However, when H is an isotropy group, its kernel is exactly H and we get a faithful linear representation
are in the same G-orbit iff there are in the same N(H)-orbit. We have therefore reduced (locally, for orbits in Σ [H] ) the problem of describing the orbit space V /G to the the orbit space V H /Γ H . This is especially meaningful when the group Γ H is finite, in which case, we say that V H is a linear slice. Then, each G-orbit intersects V H at most in a finite number of points and
It is equal to the number of times, the G-orbit of a point in Σ [H] intersects the fixed point set V H . Each of this point defines a normal form of the orbit (like the diagonal form of a symmetric matrix). But this normal form is not unique in general, these different normal forms are permuted by the group Γ H which is called the monodromy group of V H and described this ambiguity (in the case of symmetric matrices this monodromy group corresponds to the permutations of the eigenvalues on the diagonal). It is quite remarkable that this ambiguity (the monodromy group) can be computed a priori, for each isotopy class (see Appendix A).
Strata dimensions
The main formula, which is the basis for all other equations relating dimensions of strata, fixed-point sets and isotropy subgroups is a consequence of the reduction procedure explained in section 3.3. It is summarized by the following lemma.
Proof. The main observation is that Σ [H] /G is a differentiable manifold, contrary to the whole the orbit space V /G which is not in general. This can be justified as follows (see [12] for a more rigourous proof 
Moreover, the restriction of the projection map π :
can be shown to be a fiber bundle with fiber G/H, i.e. a space that locally looks like
Finally, we get
Remark 3.5. The dimension of V H can be computed using the trace formula for the Reynolds operator (see [19] ). Letting χ ρ be the character of the representation (V, ρ), we have
if H is a finite group (and the preceding formula has to be replaced by the Haar integral over H for an infinite compact Lie group). Explicit analytical formulas based on (7) were obtained in [19] and [4] . 
Application to the elasticity tensor
The isotropy classes for the elasticity tensor have been computed in [17, 9] (a general algorithm to compute all the isotropy classes of any SO(3)-representation has been proposed in [23] (see Appendix A for the definitions of these classes). The corresponding adjacency diagram is illustrated in figure 1 .
The geometric characterization of Ela and its stratification are summed-up in table 1, where S n is the symmetric group (the group of permutations acting on n elements) and the notations used for the closed subgroup of SO(3) are given in Appendix A. The results appearing in table 1 are well-known in elasticity, but their constructions are usually ad-hoc and do not stand on rigorous mathematical foundations. The material provided in this section was primary exposed to fix and clarify the geometric framework underneeth 7 . The following remarks should be of importance to relate this framework with popular and historical considerations.
Remark 3.6. The space V H is defined for any closed subgroup H, not only for an isotropy subgroup. In elasticity, for instance, fixed-point sets have been considered 
Isotropy class
for Z 3 , Z 4 (which are not isotropy subgroups). This may be why it was believed, for such a long time, that there was ten types of elasticity classes rather than eight.
Remark 3.7. The stratum Σ [H] consists of tensors whose symmetry group is conjugate to H. It corresponds to a symmetry class according to Forte and Vianello [17] . Formula (6) When G is a compact Lie group, this algebra R[V ] G is of finite type [21, 26] . This means that it is possible to find a finite set of invariant polynomials J 1 , . . . , J N which generates R[V ] G (as an algebra). A minimal generating set is called an integrity basis. Notice that, in general, the invariant algebra is not free, which means that it is not always possible to find a minimal generator set J 1 , . . . , J N which are algebraically independent 9 . The polynomial relations among J 1 , . . . , J N are called syzygies. The set of such relations is also finitely generated.
Inequalities defining orbit spaces
The orbit space V /G of a linear representation V of a compact Lie group G can be given the structure of a semialgebraic set [13] , that is a subset of R N defined by a boolean combination of polynomial equations and inequalities over R. A general explicit construction has been proposed in [27] [27] . Since invariant polynomial functions on V separate the orbits [2, Appendix C], it is possible to find a finite set of polynomial invariants {J 1 , . . . , J N } which defines a polynomial mapping J : V → R N such that J(C) = J(C ) iff C and C are in the same orbit.
This way, a G-orbit can be identified with a point in J(V ) ⊂ R N and the orbit space is described by the equations and inequalities which defined the subset J(V ) of R N .
Equations for closed strata
Similarly, each closed stratum can be described by a finite set of polynomial equations and inequalities. Let [H] be a fixed isotropy class and Σ [H] ⊂ V be the corresponding stratum. Let {J 1 , J 2 , . . . , J N } be a finite set of invariant polynomials which separate the orbits of G. To obtain the defining equations for Σ [H] , we fix a subgroup H in the conjugacy class [H] and choose linear coordinates (x i ) 1≤i≤q on V H . Then, we evaluate {J 1 , J 2 , . . . , J N } on V H (as polynomials in the x i ) and we try to obtain implicit equations on the J k for the parametric system
satisfied by the restriction of the J k to V H . This is however a difficult task in general (one might consider [16] for a full discussion about the implicitization problem). Moreover, it could happen that the algebraic variety V I defined by such an implicit system is bigger than the variety V P , defined by the parametric system (8) . Besides, we are confronted to the difficulty that we work over R which is not algebraically closed.
To overcome these difficulties, we observe that the restrictions of {J 1 , J 2 , . . . , J N } to V H are Γ H -invariant and therefore can be expressed as polynomial expressions of some generators σ 1 , . . . , σ r of the invariant algebra of the monodromy group Γ H on V H . This observation reduces the complexity of the problem. We consider first the implicitization problem for the parametric system
To solve this problem, we use a Groebner basis [16] . The main observation is that, in each case we considered, the system (9) leads to rational solutions. More precisely, we obtained a system of implicit equations (syzygies) which characterizes the closed stratum
and a system
which express the σ i as rational 10 However if some σ i can be written as P 1 /Q 1 as well as P 2 /Q 2 then P 1 Q 2 − P 2 Q 1 belongs to the ideal generated by the S j . Because the expressions of σ i are rational, the fact that the field on which we work is real or complex does not matter at this level. Therefore, each real solution (J 1 , J 2 , . . . , J N ) of (10) corresponds to a unique real solution (σ 1 , . . . , σ r ) given by (11) .
The second step is to obtain a real point (x 1 , . . . , x q ) in V H from a real solution (σ 1 , . . . , σ r ) of (11) . For this, we need to compute an additional system of inequalities on the σ i , or equivalently on the J k , which permits to exclude complex solutions of
In section 5 where our results are presented, the only non-trivial monodromy group that we encountered were the standard action of the symmetric groups S 2 and S 3 (in appropriate coordinates). In these cases, and more generally when the monodromy group is S n and the action is isomorphic to the standard one, r = q = n, the invariants σ 1 , . . . , σ n are algebraically independent and (in an appropriate coordinates system) x 1 , . . . , x n are the roots of the polynomial p(z) = z n − σ 1 z n−1 + · · · + (−1) n σ n .
Therefore, the problem reduces to finding conditions on the σ i that ensure that all the roots of p are real. The solution is due to Hermite, [13] . He has proved that the number of distinct real roots of a real polynomial p of degree n is equal to the signature of the Hankel matrix B(p) := S i+ j−2 1≤i, j≤n , where S k := ∑ n i=1 (x i ) k is the power sum of the roots of p. In particular, p has real roots if and only if B(p) is non-negative.
Symmetry classes of H 4
Contrary to Ela, an integrity basis for H 4 is known 11 . The aim of this section is to describe the strata of H 4 , applying the algebraic procedure detailed in section 4.3 and using this integrity basis. We obtain a characterization, in terms of polynomial relations between invariants, for isotropy classes having finite monodromy group Γ H , namely the cubic class [O], the transversely isotropic class [O(2)], the trigonal class [D 3 ], the tetragonal class [D 4 ] and the orthotropic class [D 2 ]. For each of them, explicit polynomial relations between the elementary invariant of H 4 is given. Finally, a bifurcation diagram is provided to make explicit how we "travel" from a given isotropy class to another.
Let D ∈ H 4 , we introduce the following 2nd-order tensors d 2 , . . . , d 10 (which are covariant 12 to D)
Proposition 5.1. An integrity basis for H 4 is given by J k := tr(d k ), k = 2, . . . , 10.
The first six invariants J 2 , . . . , J 7 are algebraically independent. The last three ones J 8 , J 9 , J 10 are linked to the formers by polynomial relations. These fundamental syzygies were computed in [32] . For technical details and historical considerations concerning these fundamental invariants, we refer to the original publication of Boelher and al. [8] and the references therein. 
Cubic symmetry ([O])
An O-invariant tensor D ∈ H 4 has the following matrix representation:
where δ ∈ R.
As indicated in Table 1 , the monodromy group for the cubic system is 1, therefore linear slice corresponding to the octahedral group is of degree 1. In other terms, there is no ambiguity in defining the normal form (13) . The evaluation of the invariants (12) on this slice gives the following parametric system D is in the cubic class [O] if moreover J 2 (D) = 0. In that case, it admits the normal form (13) where 4δ := J 3 (D)/J 2 (D).
We observe that ∀J 2 , J 3 ∈ R, δ ∈ R. Therefore we do not need to add any inequality to the syzygy system (14) to ensure that δ is real. This fact is general to any linear slice of degree 1. Remark 5.4. All 2nd-order tensors in H 2 covariant to D vanish.
As a consequence, for the cubic case, the following characterization is possible. 
Proof. Since d k are covariant to an O-invariant tensor, they are multiple of the identity, i.e., d k = c k q, for k = 2, . . . , 10. Thus J k = tr(d k ) = 3 c k and the set of syzygies (14) can be expressed in terms of the c k . The announced relations follow, using the additional fact that Dq = 0 and the definitions of the d k .
Conversely, suppose that these relations are verified. The fundamental D covariants, provided in proposition (5.1), are either d 3 , powers of d 2 , or involved products of D and d 2 . If d 2 = c 2 q, powers of d 2 are scalar multiples of the metric q, and because D is harmonic all terms involving Dd 2 vanish. Therefore J 5 , J 7 , J 8 , J 9 , J 10 vanish and the relations between J 2 , J 4 and J 6 are automatically satisfied. Because tr q = 3 and 10c 2 3 − c 3 2 = 0, we have moreover 10J 2 3 − J 3 2 = 0. Therefore the fundamental syzygies of the cubic class are satisfied.
Transversely isotropic symmetry ([O(2)])
An O(2)-invariant tensor D ∈ H 4 has the following matrix representation:
As in the previous case, the monodromy group for the transversely isotropic symmetry is 1, and the linear slice is of degree 1. The evaluation of the invariants (12) on this slice gives
Trigonal symmetry ([D 3 ])
A D 3 -invariant tensor D ∈ H 4 has the following matrix representation:
where (δ , σ ) ∈ R 2 . As indicated in the table 1 for this symmetry class is no more 1 but S 2 , and the linear slice is of degree 2. Its action is given by (21) together with inequality (20) . D is in the trigonal class [D 3 ] if moreover 3 J 4 − J 2 2 = 0 and 98 J 4 − 41 J 2 2 = 0. In that case, it admits the normal form (18) where
and where σ is the positive root of J 2 = 280 δ 2 + 16 σ 2 .
Remark 5.9. All 2nd-order tensors in H 2 covariant to D are multiple of diag (1, 1, −2) and are eigenvectors of D corresponding to the eigenvalue 12δ .
Tetragonal symmetry ([D 4 ])
A D 4 -invariant tensor D ∈ H 4 has the following matrix representation:
where (δ , σ ) ∈ R 2 . As for the [D 3 ] class, the monodromy group is S 2 , and the linear slice is of degree 2. Therefore a choice has to be made between σ and −σ to define the normal form.
together with inequality (24) . D is in the tetragonal class [D 4 ] if moreover 3 J 4 − J 2 2 = 0 and 5 J 3 2 − 8 J 2 J 4 − 70 J 2 3 = 0. In that case, it admits the normal form (22) where
and where σ is the positive root of J 2 = 8 σ 2 + 280 δ 2 .
Remark 5.11. All 2nd-order tensors in H 2 covariant to D are multiple of diag (1, 1, −2) and are eigenvectors of D corresponding to the eigenvalue 12δ .
Orthotropic symmetry ([D 2 ])
A D 2 -invariant tensor D ∈ H 4 has the following matrix representation:
where (λ 1 , λ 2 , λ 3 ) ∈ R 3 . The monodromy group is the group S 3 acting on (λ 1 , λ 2 , λ 3 ) by permutation, therefore the linear slice is of degree 6. This fact will make the following computation rather cumbersome. As the evaluations of the invariants (12) on this slice are S 3 -invariant, they can therefore be expressed as polynomial functions of the elementary symmetric polynomials (σ 1 , σ 2 , σ 3 ) defined by:
Bifurcation conditions for tensors in H 4
An important observation has to be made. Mathematical results [32] tell us that the invariant algebra of H 4 is generated by the 9 fundamental invariants (J 2 , . . . , J 10 ). In this set 6 invariants (J 2 , . . . , J 7 ) are algebraically independent, meanwhile the others are linked to the formers by polynomial relations. As discussed before, it is a wellknown fact that this algebra separates the orbits. But, as demonstrated exhaustively in this section, for any class with a finite monodromy group 13 , the first 6 invariants (J 2 , . . . , J 7 ) are necessary and sufficient to separate the orbits inside each of these classes. This observation can be summed-up by the following theorem.
Theorem 5.15. 1. For the cubic, the transversely isotropic, the trigonal and the tetragonal classes in H 4 (R 3 ), the first four invariants (J 2 , J 3 , J 4 , J 5 ) separate the orbits inside the class. 2. For the orthotropic class, the first six invariants (J 2 , J 3 , J 4 , J 5 , J 6 , J 7 ) separate the orbits inside the class.
We will now give bifurcation conditions on the J k which make explicit how we "travel" from a given isotropy class to another. More precisely, so far, we have given necessary and sufficient conditions to belong to a closed stratum Σ 
Relation with the characteristic polynomial
In this section, we will investigate the relations between the invariants of H 4 , the coefficients of the characteristic polynomial of D and Betten's invariants [7] . Proposition 6.1. Let D ∈ H 4 . The coefficients of the characteristic polynomial of D are SO(3)-invariants of D. They can be expressed in terms of the invariants J 2 , . . . , J 5 defined above. We have
Proof. Notice first that z = 0 is always an eigenvalue of D. Indeed, if q stands for the standard metric on R 3 , we have Dq = tr 12 (D) = 0. The coefficient of z k in χ D is a homogeneous invariant polynomial of degree 6 − k for 1 ≤ k ≤ 4. Therefore, it can be expressed as a polynomial in J 2 (D), · · · , J 5 (D). The computation of this last expression reduces therefore to identify some real coefficients. This can be done by specializing on particular values or on some particular strata where it is easy to compute, the cubic or the transverse isotropic stratum, for instance. Besides the characteristic polynomial, Betten [7] has introduced a two variables, invariant polynomial of the elasticity tensor. It is defined as
is the totally isotropic tensor. Notice that B D (0, µ) = χ D (2 µ) and that B C is of degree lower than 1 in λ (indeed, this can be observed by subtracting the first line to the second line and to the third line in the determinant). The interset of this polynomial is that it may generate other invariants than the ones obtained from the characteristic polynomial. However, it does not bring any new invariants for a tensor D ∈ H 4 (R 3 ). Indeed, we have the following result.
Lemma 6.2. The Betten polynomial of a harmonic tensor D ∈ H 4 (R 3 ) is related to its characteristic polynomial by the formula
Proof. For a harmonic tensor D = (D i jkl ) with matrix representation D = (d mn ) (see remark 2.1), we have from which we deduce that P(µ) = χ r D (2 µ). This achieves the proof. Corollary 6.3. The invariants defined by the coefficients of the Betten polynomial do not separate the orbits of Ela.
Proof. If this was the case, it would also separate the orbits of H 4 but then lemma 6.2 and proposition 6.1 would imply that J 2 , J 3 , J 4 , J 5 separate the orbits of H 4 , which is false.
Conclusion
In this paper, five sets of algebraic relations were provided to identify the following symmetry classes in ). These relations are invariant necessary conditions for an elasticity tensor to belong to one of these classes. We consider this paper as a first step towards a more systematic use of invariant-based methods in continuum mechanics. Based on the geometrical framework introduced in this paper, the following extensions of the current method can be considered:
extend the current polynomial-characterization of isotropy classes to ones having continuous monodromy group, identify the transformation matrix that bring a tensor to its normal form, tackle the increasing degree of the algebraic relations for low symmetry groups.
It might be interesting to characterize classes in terms of second-order covariants.
Such an approach was conducted here in the context of classical elasticity, but the framework used allows a direct extension of this method to other kinds of anisotropic tensorial behaviours. It can be extended to the study of anisotropic features of piezoelasticity, flexoelasticity or strain-gradient elasticity. Furthermore, from a more practical viewpoint, we aim at testing our approach on experimental situations. This would allow to compare the proposed approach with the more classical ones.
A Appendix: Closed subgroups of SO(3) and their normalizers Every closed subgroup of SO(3) is conjugate to one of the following list [19] SO(3), O(2), SO(2), D n (n ≥ 2), Z n (n ≥ 2), T, O, I, and 1 (32) where:
-O(2) is the subgroup generated by all the rotations around the z-axis and the order 2 rotation σ : (x, y, z) → (x, −y, −z) around the x-axis. -SO (2) is the subgroup of all the rotations around the z-axis.
-Z n is the unique cyclic subgroup of order n of SO(2), the subgroup of rotations around the z-axis.
-D n is the dihedral group. It is generated by Z n and σ : (x, y, z) → (x, −y, −z).
-T is the tetrahedral group, the (orientation-preserving) symmetry group of a tetrahedron. It has order 12.
-O is the octahedral group, the (orientation-preserving) symmetry group of a cube or octahedron. It has order 24. -I is the icosahedral group, the (orientation-preserving) symmetry group of a icosahedra or dodecahedron. It has order 60. -1 is the trivial subgroup, containing only the unit element.
The poset of conjugacy classes of closed subgroups of SO(3) is completely described [19] by the following inclusion of subgroups (which generates order relations between conjugacy classes) Z n ⊂ D n ⊂ O(2) (n ≥ 2), Z n ⊂ Z m and D n ⊂ D m , (if n divides m), 
