We present a new deep learning architecture (called Kdnetwork) that is designed for 3D model recognition tasks and works with unstructured point clouds. The new architecture performs multiplicative transformations and shares parameters of these transformations according to the subdivisions of the point clouds imposed onto them by kdtrees. Unlike the currently dominant convolutional architectures that usually require rasterization on uniform twodimensional or three-dimensional grids, Kd-networks do not rely on such grids in any way and therefore avoid poor scaling behavior. In a series of experiments with popular shape recognition benchmarks, Kd-networks demonstrate competitive performance in a number of shape recognition tasks such as shape classification, shape retrieval and shape part segmentation.
Introduction
As the 3D world around us is getting scanned and digitized and as the archives of human-designed models are growing in size, recognition and analysis of 3D geometric models are gaining importance. Meanwhile, deep convolutional networks (ConvNets) [15] have excelled at solving analogous recognition tasks for 2D image datasets. It is therefore natural that a lot of research currently aims at the adaptation of deep ConvNets to 3D models [36, 18, 4, 35, 34, 21, 31, 2, 3] .
Such adaptation is non-trivial. Indeed, the most straightforward way to make ConvNets applicable to 3D data, is to rasterize 3D models onto uniform voxel grids. Such approach however leads to excessively large memory footprints and slow processing times. Consequently, works that follow this path [36, 18, 4, 35, 34, 16] use small spatial resolutions (e.g. 64 × 64 × 64), which clearly lag behind grid resolutions typical for processing 2D data, and is likely to be insufficient for the recognition tasks that require attention to fine details in the models.
To solve this problem, we take inspiration from the long history of research in computer graphics and computational geometry communities [25, 10] , where a large number of indexing structures that are far more scalable than uniform grids have been proposed, including kd-trees [1] , octrees [19] , binary spatial partition trees [28] , R-trees [11] , constructive solid geometry [22] , etc. Our work was motivated by the question, whether at least some of these indexing structures are amenable for forming the base for deep architectures, in the same way as uniform grids form the base for the computations, data alignment and parameter sharing inside convolutional networks.
In this work, we pick one of the most common 3D indexing structures (a kd-tree [1] ) and design a deep architecture (a Kd-network) that in many respects mimics ConvNets but uses kd-tree structure to form the computational graph, to share learnable parameters, and to compute a sequence of hierarchical representations in a feed-forward bottomup fashion. In a series of experiments, we show that Kdnetworks come close (or even exceed) ConvNets in terms of accuracy for recognition operations such as classification, retrieval and part segmentation. At the same time, Kdnetworks come with smaller memory footprints and more efficient computations at train and at test time thanks to the improved ability of kd-trees to index and structure 3D data as compared to uniform voxel grids.
Below, we first review the related work on convolutional networks for 3D models in Section 2. We then discuss the Kd-network architecture in Section 3. An extensive evaluation on toy data (a variation of MNIST) and standard benchmarks (ModelNet10, ModelNet40, SHREC'16, ShapeNet part datasets) is presented in Section 4. We summarize the work in Section 5.
Related Work
Several groups investigated application of ConvNets to the rasterizations of 3D models on uniform 3D grids [36, 18] . The improvements include combinations of generative and very deep discriminative architectures [4, 35] . De-spite considerable success in coarse-level classification, the reliance on uniform 3D grids for data representation makes scaling of such approaches to fine-grained tasks and high spatial representations problematic. To improve the scalability [34, 16] have considered sparse ways to define convolutions, while still using uniform 3D grids for representations.
Another approach [31, 21] is to avoid the use of 3D grids, and instead apply two-dimensional ConvNets to 2D projections of 3D objects, while pooling representations corresponding to different views. Despite gains in efficiency, such approach may not be optimal for hard 3D shape recognition tasks due to the loss of information associated with the projection operation. A group of approaches (such as spectral ConvNets [6, 2] and anisotropic ConvNets [3] ) generalize ConvNets to non-Euclidean geometries, such as mesh surfaces. These have shown very good performance for local correspondence/matching tasks, though their performance on standard shape recognition and retrieval benchmarks has not been reported. Kd-networks as well as the PointNet architecture [20] work directly with points and therefore can take the representations computed with intrinsic ConvNets as inputs. Such configuration is likely to combine at least some of the advantages of extrinsic and intrinsic ConvNets, but its investigation is left for future work.
Aside from their connections to convolutional networks that we discuss in detail below, Kd-networks are related to recursive neural networks [30] . Both recursive neural networks and Kd-networks have tree-structured computational graphs. However, the former share parameters across all nodes in the computational tree graph, while sharing of parameters in Kd-networks is more structured, which allows them to achieve competitive performance.
Finally, two approaches developed in parallel to ours share important similarities. OctNets [23] are modified ConvNets that operate on non-uniform grids (shallow Oct-Trees) and thus share the same idea of utilizing non-uniform spatial structures within deep architectures. Even more related are graph-based ConvNets with edge-dependant filters [29] . Kd-networks can be regarded as a particular instance of their architecture with a kd-tree being an underlying graph (whereas [29] evaluated nearest neighbor graphs for point cloud classification). Kd-networks outperform both [23] and the setup in [29] on the ModelNet benchmarks suggesting that deep architectures based on kd-trees may be particularly well suited for coarse-level shape categorization.
Shape Recognition with Kd-Networks
We now introduce Kd-networks, starting with the discussion of their input format (kd-trees of certain size), then discussing the bottom-up computation of representations per- Figure 1 . A kd-tree built on the point cloud of eight points (left), and the associated Kd-network built for classification (right). We number nodes in the kd-tree from the root to leaves. The arrows indicate information flow during forward pass (inference). The leftmost bars correspond to leaf (point) representations. The rightmost bar corresponds to inferred class posteriors v0. Circles correspond to affine transformations with learnable parameters. Colors of the circles indicate parameter sharing, as splits of the same type (same orientation, same tree level -three "green" splits in this example) share the transformation parameters.
formed by Kd-networks, and finally discussing supervised parameter learning.
Input
The new deep architecture (the Kd-network) works with kd-trees constructed for 3D point clouds. Kd-networks can also consider and utilize properties of individual input points (such as color, reflectivity, normal direction) if they are known. At train time, Kd-network works with point clouds of a fixed size N = 2 D (point clouds of different sizes can be reduced to this size using sub-or oversampling). A kd-tree is constructed recursively in a top-down fashion by picking the coordinate axis with the largest range (span) of point coordinates, and splitting the set of points into two equally-sized subsets, subsequently recursing to each of them. As a result, a balanced kd-tree T of depth D is produced that contains N −1 = 2 D −1 non-leaf nodes.
Each non-leaf node V i ∈ T is thus associated with one of three splitting directions d i (along x, y or z-axis, i.e. d i ∈ {x, y, z}) and a certain split position (threshold) τ i . A tree node is also characterized by the level l i ∈ {1, .., D − 1}, with l i =1 for the root node, and l i =D for tree leaves that contain individual 3D points. We assume that the nodes in the balanced tree are numbered in the standard top-down fashion, with the root being the first node, and with the ith node having children with numbers c 1 (i) = 2i and c 2 (i) = 2i + 1.
Processing data with Kd-networks
Given an input kd-tree T , a pretrained Kd-network computes vectorial representations v i associated with each node of the tree. For the leaf nodes these representations are given as k-dimensional vectors describing the individ-ual points, associated with those leaves. The representations corresponding to non-leaf nodes are computed in the bottom-up fashion (Figure 1 ). Consider a non-leaf node i at the level l(i) with children c 1 (i) and c 2 (i) at the level l(i)+1, for which the representations v c1(i) and v c2(i) have already been computed. Then, the vector representation v i is computed as follows:
or in short form:
Here, φ(·) is some non-linearity (e.g. REctified Linear Unit φ(a) = max(a, 0)), and square brackets denote concatenation. The affine transformation in (1) is defined by the learnable parameters {W li
Thus, depending on the splitting direction d i of the node, one of the three affine transformations followed by a simple non-linearity is applied.
The dimensionality of the matrices and the bias vectors are determined by the dimensionalities m 1 , m 2 , . . . , m D of representations at each level of the tree. The W l x ,W l y , and W l z matrices at the lth level thus have the dimensionality m l ×2m l+1 (recall that the levels are numbered from the root to the leaves) and the bias vectors b l
Once the transformations (1) are applied in a bottomup order, the root representation v 1 (T ) for the sample T is obtained. Naturally, it can be passed through several additional linear and non-linear transformations ("fullyconnected layers"). In our classification experiments, we directly learn linear classifiers using v 1 (T ) representation as an input. In this case, the classification network output the vector of unnormalized class odds:
where W 0 and b 0 are the parameters of the final linear multi-class classifier.
Learning to classify
A Kd-network is a feed-forward neural network that has the learnable parameters {W j
.D−1}, as well as the learnable parameters {W 0 , b 0 } for the final classifier. Standard backpropagation method can be used to compute the gradient of the loss function w.r.t. network parameters. The network parameters can thus be learned from the dataset of labeled kd-trees using standard stochastic optimization algorithms and standard losses, such as cross-entropy on the network outputs v 0 (T ) (3). Figure 2 . Kd-trees for MNIST clouds. We visualize several examples of 2D point clouds for MNIST (see text for description) with constructed kd-trees. The type of split is encoded with color and for each example the types of splits for the first four levels of the tree are shown below. Importantly, the structure of the kd-tree serves as a shape descriptor (e.g. 'ones' are dominated by vertical splits, and 'zeroes' tend to interleave vertical and horizontal splits as a kd-tree is traversed from the root to a leaf).
Learning to retrieve
It is straightforward to learn the representation (3) to produce not the class odds, but a descriptor vector of a certain dimensionality that characterizes the shape and can be used for retrieval. The parameters of the Kd-network can then be learned using backpropagation using any of the embeddinglearning losses that observe examples of matching (e.g. same-class) and non-matching (e.g. different-class) shapes.
In our experiments, we use a recently proposed histogram loss [33] , but more traditional losses such as Siamese loss [5, 8] or triplet loss [27] could be used as well.
Properties of Kd-networks
Here we discuss the properties of the Kd-networks and also relate them to some of the properties of ConvNets.
Layerwise parameter sharing. Similarly to Con-vNets, Kd-networks process the inputs by applying a sequence of parallel spatially-localized multiplicative operations interleaved with non-linearities. Importantly, just as ConvNets share their parameters for localized multiplications (convolution kernels) across different spatial locations, Kd-networks also share the multiplicative parameters
Hierarchical representations. ConvNets apply bottomup processing and compute a sequence of representations that correspond to progressively large parts of images. The procedure is hierarchical, in the sense that a representation of a spatial location at a certain layer is obtained from the representations of multiple surrounding locations at the preceding layer using linear and non-linear operations. All this is mimicked in Kd-networks, the only difference being that the receptive fields of two different nodes at the same level of the kd-tree are non-overlapping.
Partial invariance to jitter. Convolutional networks that use pooling operations and/or strides larger than one are known to possess partial invariance to small spatial jitter in the input. Kd-networks are also invariant to such jitter (unless such jitter strongly perturbs the representations of leaf nodes). This is because the key forward-propagation operation (1) does ignore splitting thresholds τ i . Thus, any small spatial perturbation of input points that leave the topology of the kd-tree intact can only affect the output of a Kdnetwork via the leaf representations (which as will be revealed in the experiments play only secondary role in kdnetworks).
Non-invariance to rotations. Similarly to ConvNets, Kd-networks are not invariant to rotations, as the underlying kd-trees are not invariant to them. In this aspect, Kd-networks are inferior to intrinsic ConvNets [6, 2, 3] . Standard tricks to handle variable orientations include prealignment (using heuristics or network branches that predict geometric transformations of the data [13, 20] ) as well as pooling over augmentations [14] (or simply training with excessive augmentations).
Role of kd-tree structure. The role of the underlying kd-trees in the process of Kd-network data processing is two-fold. Firstly, the underlying kd-tree determines which leaf representations are getting combined/merged together and in which order. Secondly, the structure of the underlying kd-tree can be regarded as a shape descriptor itself ( Figure 2 ) and thus serves as the source of the information irrespective of what the leaf representations are. The Kdnetwork then serves as a mechanism for extracting the shape information contained in the kd-tree structure. As will be revealed in the experiments, the second aspect is of considerable importance, as even in the absence of meaningful leaf representations, Kd-networks are able to recognize shapes well solely based on the kd-tree structure.
Extension for segmentation
Kd-network architecture can be extended to perform semantic/part segmentation tasks in the same way as Con-vNets. In this work, we mimic the encoder-decoder (hourglass-shaped) architecture with skip connections (Figure 3) that has been proposed for ConvNets in [17, 24] . More formally, during inference firstly the representations v i are computed using (2) , and then the second representation vectorṽ i is computed at each node i. The computations of the second representation proceed by settingṽ 1 =v 1 (or 
whereW li d c * (i) andb li d c * (i) are the parameters of the affine transformation that map the parent's representation to the children representations stacked on top of each other, while S li and t li are the parameters of the affine transformation within the skip connection from v c1(i) toṽ c1(i) (as well as from v c2(i) toṽ c2(i) ). In our implementation, the former set of parameters depends on split orientation, while the latter depends on the node layer only.
To increase the capacity of the model, additional multiplicative layers interleaved with non-linearities can be inserted in the beginning of the architecture or at the end of architecture (with parameters shared across leaves making these layers analogous to 1×1-convolutions in ConvNets). Also, fully-connected multiplicative layers can be inserted at the bottleneck.
Implementation details
Leaf representation. As mentioned above, for a leaf node i a representation v i can be defined in several ways. In our experiments, unless stated otherwise, we use normalized 3D coordinates obtained by putting the center of mass of the shape at origin and rescaling the input point cloud to fit the [−1; 1] 3 3D box.
Data augmentation. Similarly to other machine learning architectures, performance of Kd-networks can be improved through training data augmentations. Below, we ModelNet 10-class 40-class Accuracy averaging class instance class instance 3DShapeNets [36] 83. experiment with applying perturbing geometric transformations to 3D point clouds. Additionally, we found the injecting randomness into kd-tree construction very useful. For that, we randomize the choice of split directions using the following probabilities:
wherer i is a vector of ranges normalized to unit sum.
Experiments
We now discuss the results of application of Kdnetworks to shape classification, shape retrieval and part segmentation tasks benchmarks. For classification, we also evaluate several variations and ablations of Kd-networks. Our implementation of Kd-networks using Theano [32] and Lasagne [9] as well as additional qualitative and quantitative results are available at project webpage 1 .
Shape classification
Datasets and data processing. We evaluate Kdnetworks on datasets of 2D (for illustration purposes) as well as 3D point clouds. 2D point clouds were produced from the MNIST dataset [15] by turning centers of nonzero pixels into 2D points. A point cloud of a needed size was then sampled from the resulting set of points with an addition of a small random noise. Figure 2 shows examples of resulting point clouds.
The 10-class and the 40-class variations of Model-Net [36] (ModelNet10 and ModelNet40) benchmarks, containing 4899 and 12311 models respectively, were used for 3D shape classifications. The two datasets are split into the training set (3991 and 9843 models) and the test set (909 and 2468 models respectively). In this case, 3D point clouds were computed as follows: firstly, a given number of faces were sampled with the probability proportionate to their surface areas. Then, for the sampled face a random point was taken. The whole sampling procedure thus closely approximated uniform sampling of model surfaces.
Training and test procedures. Additionally we preprocess each object by applying a geometric perturbation and noise (as discussed below). Either a deterministic or a randomized kd-tree is constructed and, finally, the resulting point cloud and leaf representations are used to perform forward-backward pass in the Kd-Network. At test time, we use the same augmentations as were used during training and average predicted class probabilities over ten runs.
We experimented with the following augmentations: (i) proportional translations along every axis (TR) of up to ±0.1 in normalized coordinates; proportional anisotropic rescaling over the two horizontal axes (AS) by the number sampled from the 0.66 to 1.5 range. More global augmentations like flips or rotations did not improve results. Additionally, we evaluated both deterministic (DT) and randomized (RT) kd-trees. For our experiments we fixed the parameter γ in (5) to ten.
Benchmarking classification performance. We compare our approach to the state-of-the-art on the ModelNet10 and ModelNet40 benchmarks in Table 1 . We give the results obtained with kd-trees of depth 10 and depth 15. In both cases, we used translation-based and anisotropic scaling-based augmentations as well as randomized kd-tree generation at test and at train time. Note that despite the use of random augmentations, a single model (i.e. a single set of model weigths) was evaluated for each of the cases (depth 10 and depth 15). Our results are better than all previous single-model results on these benchmarks except MVCNNs. While being worse than the reported ensembles, Kd-networks can be trained faster. VRN ensemble involves 6 models each trained over the course of 6 days on NVidia Titan X. Our depth-10 model can be trained in 16 hours, and our depth-15 model can be trained in 5 days using an older NVidia Titan Black. Furthermore, more than 75% of the time is spent on point cloud sampling and kd-tree fitting, while the training itself takes less then a quarter of the mentioned times.
It is also interesting to note that the performance of Kdnetworks on the MNIST dataset reaches 99.1% (Table 2) , which is in the ballpark of the results obtained with Con-vNets (without additional tricks).
Ablations and variants. Kd-networks use two sources of information about each object, namely the leaf representations and the direction of the splits. Note, that the split coordinates are not used in the classification. We assess the relative importance of the two sources of the information using two baselines. Firstly, we consider the baseline for both 2D and 3D point clouds that encode split information from their kd-trees in the following way: every split on every level is one-hot encoded and concatenated to resulting feature vector. We then use a linear classifier on such a representation (which is also shown as red/blue bars in Figure 2 ). This baseline evaluates how much information can be recovered from the split orientation information with very little effort.
We also evaluate a model ablation corresponding to our full method with the exception that we remove the first source information. To this end, we make each leaf representation equal a one-dimensional vector (i.e. scalar) that equals one, effectively removing the first source of information.
The results in Table 2 suggest that the first (linear classification) baseline performs much worse than Kd-network (even without leaf information), which suggests that multistage hierarchical data flow and intricate weight sharing mechanism of Kd-networks plays an important role (note, however that this baseline performs considerably better than chance suggesting that the orientation of splits in a kd-tree can serve as shape descriptor). Most interestingly, the ab- lated version of Kd-network comes very close to the full method, highlighting that the second source of information (split direction) dominates the first in terms of importance (confirming the suitability of kd-trees for shape description). Finally, in Table 2 we assess the importance of two different augmentations as well as the relative performance of randomized and deterministic trees. These experiments suggest that the randomization of kd-tree boosts the performance (generalization) considerably, while the geometric augmentations give a smaller effect.
Kd-tree depth experiments. For better understanding of the effect of depth, we also conducted a series of experiments corresponding to trees of different depths (Figure 4) of less or equal than ten. To obtain Kd-network architectures for smaller depths we simply remove initial layers from our 10-depth architecture (described above).
Apart from the saturating performance, we observe that the learning time for each epoch for smaller models becomes very short but the number of epochs to achieve convergence increases. For bigger models the time of kd-tree construction (and point sampling) becomes the bottleneck in our implementation.
Degradation in the presence of non-uniform sampling and jitter. We have also measured the degradation of Kdnetworks in the presence of non-uniform sampling and jitter and provide the results in the supplementary material. Overall, degradation from both effects on the ModelNet10 benchmark is surprisingly graceful.
Shape retrieval
Dataset and data processing. For the purpose of evaluation for 3D shape retrieval task we use ShapeNetCore dataset [7] . ShapeNetCore is a subset of full ShapeNet dataset of 3D shapes with manually verified category annotations and alignment. It consists of 51300 unique 3D shapes divided into 55 categories each represented by its triangular meshes. For our experiments we used a distri- Table 3 . Retrieval results on normal and perturbed (top and bottom respectively) version of ShapeNetCore dataset for the metrics introduced in [26] (higher is better). See [26] for the details of metric and the presented systems (in general, all systems in [26] incorporated some variants of 2D multi-view ConvNets). Kd-networks perform on par with the system of Su et al. that is based on multi-view ConvNet [31] and generally better than other methods in case of pose normalized dataset. For the perturbed version of the dataset, Kd-network suffer from degradation in performance due to sensitivity to global rotation. Multi-view (20 random views) version of Kd-network again perform on par with most sophisticated multi-view ConvNets.
bution of the dataset and a training/validation/test split provided by the organizers of 3D Shape Retrieval Contest 2016 (SHREC16) [26] . Apart from the aligned shapes this distribution contains a perturbed version of the dataset, which consists of the same shapes each perturbed by a random rotation. Also, there is an additional division into several subcategories available for each category. In our experiments we evaluate on both versions of the dataset.
Training and test procedures. We used a two stage training procedure for the object retrieval task. Firstly, the network was trained to perform classification task in the manner described above. Secondly, the final layer of the network predicting the class posterior was removed, resulting representations of point clouds were normalized and used as shape descriptors provided for the fine-tuning of the network with histogram loss. A mini-batch of size 110 was used for training, each containing two randomly selected shapes from each category of the dataset. Both training and prediction was done with geometric perturbations and kdtree randomization applied. The parameters of the augmentations were taken from the classification task. To improve stability and quality of prediction at test time for each model the descriptors were averaged over several (16 in this experiment) randomized kd-trees before normalization.
Benchmarking retrieval performance. We compare our results Table 3 with the results of the participants of SHREC'16 for both normal and perturbed versions of ShapeNetCore. Most participating teams of SHREC'16 challenge used systems based on multi-view 2D ConvNets. We use the metrics introduced in [26] . Macro averaged metrics are computed by simple averaging of a metric across all shape categories, micro averaged metrics are computed by weighted averaging with weights proportionate to the number of shapes in a category. A depth-15 Kd-network trained with the histogram loss [33] was used for this task with leaf representation of size 16 (obtained from the three coordi- The obtained descriptors of size 512 were used to compute similarity and make predictions for each shape. A similarity cutoff was chosen from the results obtained on the validation part of the datasets.
In general our method performs on par with the system based on multiview CNNs [31] , and better than other systems that participated in SHREC'16 for the 'normal' set. For the 'perturbed' version, the performance of Kdnetworks suffers from non-invariance to global rotations. To address this, we implemented a simple modification (in the spirit of the TI-Pooling [14] ) that applies Kd-network (depth 10) to 20 different random rotations of a model and performs max-pooling over the produced representations followed by three fully connected layers to produce final shape descriptors. The resulting system achieved a competitive performance on the 'perturbed' version of the benchmark (Table 3 ).
Part Segmentation
Finally, we used the architecture discussed in Section 3.6 to predict part labels for individual points within point clouds (e.g. in an airplane each point can correspond to body, wings, tail or engine).
Dataset and data processing. We evaluate our architecture for part segmentation on ShapeNet-part dataset from [37] . It contains 16881 shapes represented as separate point clouds from 16 categories with per point annotation (with 50 parts in total). In this dataset, both the categories and the parts within the categories are highly imbalanced, which poses a challenge to all methods including ours.
Training and test procedures. Table 4 . Part segmentation results on ShapeNet-core dataset. The Intersection-over-Union scores are presented for each category as well as mean IoU are reported. Kd-network do not outperform PointNet, although for some classes the performance of Kd-networks is competitive or better. points with an addition of a small noise. Apart from making data feasible for our method, such upsampling helps with rare classes. The upsampled point clouds then are fed to the architecture shown in the Figure 3 , which is optimized with the mean cross entropy over all points in a cloud as a loss function. During test time predictions are computed for the upsampled clouds, then the original cloud is passed through a constructed kd-tree to obtain a mapping of each leaf index to corresponding set of original points. This is further used to produce final predictions for every point. Similar to other tasks, we have used data augmentations both during training and test times and averaged predictions over multiple kd-trees.
Benchmarking part segmentation performance. Our results are compared to 3D-CNN (reproduced from [20] ), PointNet architecture [20] , and the architecture of [37] . For each category mean intersection over union (IoU) is considered as a metric: for each shape IoUs are computed as an average of IoUs for each part which is possible to occur in this shape's category. Resulting shape IoUs are averaged over all the shapes in the category. A depth 12 variant of Kd-network was used for this task with leaf representations of size 128 and intermediate representations of sizes 128 − 128 − 128 − 256 − 256 − 256 − 256 − 512 − 512 − 512 − 512 − 1024. Two additional fully connected layers of sizes 512 and 1024 was used in the bottleneck of the architecture. The output of segmentation network is further processed by three affine transformations interleaved with ReLU non-linearities of sizes 512, 256, 128. The probabilities of the 50 parts present in all classes in the dataset are predicted (the probabilities of the parts that are not possible for a given class are ignored following the protocol of [20] ).
Batch-normalization is applied to each layer of the whole architecture.
The performance of Kd-networks (Table 4 ) for the part segmentation task is competitive though not improving over state-of-the-art. We speculate that one of the reasons could be insufficient propagation of information across high-level splits within kd-tree, although resulting segmentations do not usually show the signs of underlying kd-tree structure ( Figure 5 ). A big advantage of Kd-networks for the segmentation task is their low memory footprint. Thus, for our particular architecture, the footprint of one example during learning is less than 120 Mb.
Conclusion
In this work we propose new deep learning architecture capable of production of representations suitable for different 3D data recognition tasks which works directly with point clouds. Our architecture has many similarities with convolutional networks, however it uses kd-tree rather than uniform grids to build the computational graphs and to share learnable parameters. With our models we achieve results comparable to current state-of-the-art for a variety of recognition problems. Compared to the top-performing convolutional architectures, kd-trees are also efficient at test-time and train-time.
The competitive performance of our deep architecture based on kd-trees suggests that other hierarchical 3D space partition structures, such as octrees, PCA-trees, bounding volume hierarchies ould be investigated as underlying structures for deep architectures.
