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The treatment of the continuous parameter control problem in the 
Dynamic Programming literature consists of a formal derivation 
of a differential relation between optimum partial return functions. 
In this report, we pose this problem in a more general setting and study 
the conditions under which the relation may be established rigorously. 
I. INTRODUCTION 
As usually stated, a continuous parameter optimum control problem con- 
sists of finding a pair (z, u) of vector-valued functions of time on the interval 
[0, T] which minimizes a criterion functional of the form 
The “system trajectory”, z, and “control function”, I(, are related by a vector 
differential equation z’ = G(z, U, t). The optimization problem is set when 
a class Q of allowed control functions is specified and an initial value s(O) = c 
is chosen from which system trajectories can be generated by integrating the 
differential equation. 
The formal dynamic programming solution to such problems is con- 
* This work was partially supported under U.S. Air Force Contract No. AF30(6O2)- 
2770. 
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strutted as follows: letf(c, s) denote the least value of +(z, u) over all system 
trajectories starting at the state-time point (c, s), 0 < s < T, i.e., 
y(s) = c 
where ‘?Z!T denotes the restriction of 4Y to the interval (s, T], and the symbol 
Aa denotes the infimum of the set of numbers a in the set -4. In particular 
GEA 
z(0) = c (1) 
If each control, u, is piecewise continuous (continuous except for finitely 
many jump discontinuities in any finite interval),l then (1) can be written 
in which the system trajectory z up to time t = s generated by the control 
u in C&i is continued optimally from z(s), and this conditional minimization 
is then minimized over the set of initial controls, 4#: . Hence, we have the 
following relation between the optimum partial return functions: 
.&, 0) = u.* 1 j’ gW), w, t) fit i- fW>, s> 1 (2) 
0 0 
In order to derive a differential relation between the optimum return func- 
tions, we put (2) into the following form: 
0 = /‘is f 1 j’ &(t), W tj dt i-f(4 sj -- f(c, 0) 1 
0 0 
Since (3) is true for all values of s, we always have 
0 =jLT $*f 1,s o !J *&(t), u(t), t)dt +fW, sj --f(c, 0) 1. 0 
1 The assumption of piecewise continuous controls allows breaking the control u at 
time s and continuing this with another control eu which may not equal u at S. This 
point is not usually made in the literature. 
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But in order to obtain an appropriate differentiation, it is necessary to be able 
to interchange the “lim” and “A” operations and replace the minimization 
over the function space O&i by a minimization over the set, %0 , of initial 
values, u(O), to obtain 
O =w~ofi~o l!%f 
where D+(u(O)) denotes total differentiation of the function f in the 
direction determined by u(0) at the point (c, 0). If the function f is 
assumed to have a differential at (c, 0), then the total directional derivative 
can be expanded to yield the usual form of Bellman’s equation [l] 
- g (c, 0) = u(&&o {g(c, u(O), 0) + Vf(G 0) * WY eb 0)) (6) 
where V denotes the space gradient vector off and “dot” denotes inner 
product. 
II. OUTLINE OF RESULTS 
Our treatment departs from, and generalizes, this one in several respects. 
We do not require that the allowable time histories of the system be solutions 
of a parametrized vector differential equation; instead, we postulate a space of 
functions (trajectories)2 defined on the interval [0, T], T < 00, having values 
in an arbitrary set, which represents the allowable continuations of a tra- 
jectory known on the interval t < 0. As a consequence, it is no longer 
possible to specify the local behavior of a trajectory by the value of a deriva- 
tive: the correct substitute is the right germ at zero (definition in Section III). 
Our purpose in Section III is to properly pose and,critically examine the 
interchange of lim and A operations in this general setting. A necessary and 
sufficient condition for the validity of the interchange is developed there. 
In Section IV, the minimization of a functional on the space of trajectories 
is developed recursively3 in terms of the partial return functions. The results 
* Corresponding to the vector pair (z, u) of Section I. 
s This derivation is based upon the process of “iterated minimization” which 
generalizes the argument justifying passage from (1) to (2). 
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of Section III are then applied to derive a differential inequality between 
these functions. In order to arrive at the usual forms, a first specialization 
converts the differential relation to one involving the total derivative of the 
optimal return along a trajectory (cf. (5)); a ur f th er assumption enables us to 
interpret this derivative as a differential operator acting on the tangents to 
the arcs (cf. (6)). 
Section V contains examples to show that, in even the simplest cases, the 
interchange of lim and A may be invalid and the derived differential equations 
in default. 
III. FUNCTIONALS OF GERMS 
We suppose given a set, P-, of functions, x, which are defined on the 
interval [0, T] (T < 00) and h ave values in an arbitrary set. Let ?FGIJ denote 
the set of functions x, obtained by restricting each x in .F to the interval 
[0, $1. In the set 3, the relation of having the same restriction to some 
interval [0, s] is an equivalence; the equivalence classes, 9: , are called 
(right) germs (at zero). 
The germ of a function summarizes its local behavior at zero. For instance, 
the value of a function at zero, or the existence and value of any of its deriva- 
tives, depends only on its germ; analytic functions may be recovered from 
their germs, but for more general classes, this is not true. 
Suppose that for each number s > 0, qp, is a real-valued functional on 
the function space F8, For every function x in 9, the restriction, T,Tx, 
of x to [0, s] belongs to Fts and one can form l&,,,, as(Tsx), the limit 
infimum of the functional Gs along the function 3~. As a function of X, this 
limit depends only on the germ, x*, of x; consequently, it defines a real- 
valued function, @* over the set of germs, 9: . We propose to study the 
validity of the interchange of the lim and I\ operations in the equation 
Since 
@&I) > ,/& @4rs> 
.8 I 
for each x, in 9-, , we infer 
(7) 
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for each x in g, or 
for every germ x* in 9:. This proves the unconditional validity of the 
inequality: 
(8) 
Thus, in order to find a necessary and sufficient condition for equality in (8), 
it is sufficient to find a necessary and sufficient condition for the inequality 
(9) 
Suppose that (9) is true and E > 0 is given. Then (by definition of lim) - 
there exists an s, such that 
,*I&* a*@*) - l < A< 
Cl 
A@ @d?G 
* 
Let x,* be an element of F$ such that 
and let X, be a representative of the germ class XT. Then 
SO that (by definition of lim) - 
@t(T,.%) < $?, y $ @SC%) + E 
68 -* 
for each term, t, in a null sequence (i.e., a sequence converging to zero). 
Conversely, if for each z > 0 there is an s, , a function x6 , and a null sequence 
with the property that 
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for each term, t, in the sequence, then 
so that 
for all E > 0 which proves the inequality (9). Thus we have proved the 
THEOREM. A necessary and su$icient condition for the interchange of the 
lim and I\ operations in (8) is that for each c > 0, there exkst a number s, > 0 
and a function, x, , in .F such that 
for each term, t, of a null sequence. 
As an immediate consequence of the theorem, we note that if, for each 
E > 0, there is a function X, in F for which (IO) is true for all t in the interval 
(0, s,), then interchange is valid. In particular, if there exists a function which 
ultimately achieves the minimum value 
A @dY.> 
Y&F, 
for each s in a neighborhood of zero, then (10) will be true on this neighbor- 
hood and the interchange of operations will be valid. 
We remark that a similar discussion, of the interchange of any combination 
of the operations lim or lim (limit supremum) with A or V (supremum) can 
be given. For example, since 
for each x,? in FS , we deduce that, for x in S and germ x*, 
which proves the unconditional validity of 
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To find a necessary and sufficient condition for equality in (1 l), it is sufficient 
to find a necessary and sufficient condition for the reverse inequality. Reason- 
ing similar to that used to prove the theorem above yields the following 
result: 
A necessary and sufficient condition for equality in (11) is that for each 
E > 0, there exist an s, > 0 and a function, x, , such that 
for all terms, t, of a null sequence. 
Lastly, we observe that the set of left germs at zero can also be introduced 
and the same interchange theorems developed for limits taken on the left of 
zero. Of course, in applications, any index can assume the role of zero. 
IV. DERIVATIONOFTHEDIFFERENTIALRELATION 
Here we treat the minimization of a real-valued functional, +, defined over 
a space, 9, of functions which are defined on the interval [0, T], T < 00 
and take values in an abstract set. 
We suppose given for each s > 0 a functional 4, defined on the set s8 
of restrictions of 9 to [0, s] (representing, in a general sense, a partial return 
dependent on the initial segment bounded by s) and define the optimum 
partial return 
where T,-lT$ denotes the set of functions in 9 which agree with x on [0, s]. 
Since the whole function space is the disjoint union, over the possible T,p, 
of the subsets Ts-‘T,?x, we have 
and thus we have (always for fixed s) 
(13) 
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Equation (8) Section III implies 
(where 9: denotes the right germs at zero of the functions in 9) but not, 
in general, equality (cf. Section V). 
We would like to be able to write fs( Z’,x) as a function only of x(s) and s, 
say f(x(s), s).” This is achieved by requiring that C$ - &( T,x) depend only 
on the values of x for t > s and that the class T,-‘T,x depend only on the 
value x(s) and possibly s.~ With these assumptions, the right side of (14) will 
have the form of (5), i.e., 
,*$* G+(x*) + z~+(x*)fM% 0)) 
0 
where 4+ is the lower right derivate of 4, evaluated at the germ x* and D+(x*) 
is the total derivative at zero in the “direction” of the germ x* of the partial 
return function f(x(s), s). 
Now, if the range space of the trajectories is a differentiable manifold 
(which we may take in the sense of Lang [2]) and each trajectory x has a right 
derivative x;(O) at zero and iff is differentiable at s = 0, then, by the compo- 
site function rule for derivatives, the right side of (14) becomes 
where (Vf),, and af/as denote “space” and “time” partial differentials off 
at s = 0. Finally, if 4, depends only upon slopes at zero, then 9: can be 
replaced by the allowed set of slopes x;(O) at zero and 4+(x*) can be written 
+,(x(O), x;(O)). With these assumptions, the right side of (14) assumes the 
form of (6). 
V. EXAMPLES 
(a) Fix c > 0 and let the trajectories equal c on [0, s], s > 0 and equal 0 
elsewhere. There is only one right germ at zero. Take 
4.3 = ,: 49 dt and 4=&. 
4 The range of the trajectories is then what is usually called the set of “states.” 
5 In the setting of Section I this corresponds to generating the system trajectories by a 
possibly nonautonomous (whence the presence of s) differential equation. Note too 
that in such a case, the optimum partial return function f must depend explicitly 
upon s even if the control interval is inlinite. 
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and the right side of (14) is c. Note that if c had not been fixed, equality 
would have been achieved even though no minimizing arc exists. 
(b) A related example is obtained by taking for trajectories ali nonnegative 
continuous functions equal to c > 0 at the origin and the same + and +$. 
The set of right germs at zero now has cardinal equal to that of the continuum, 
but the calculations yield the same quantities as before. 
(c) Another example in which the interchange is valid: the trajectories are 
those of the previous example having a right derivative x;(O) at zero and 
Every germ determines a unique x;(O) and 
Thus 
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