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Abstract
We consider Koornwinder’s method for constructing orthogonal polynomials in two vari-
ables from orthogonal polynomials in one variable. If semiclassical orthogonal polynomials
in one variable are used, then Koornwinder’s construction generates semiclassical orthogonal
polynomials in two variables. We consider two methods for deducing matrix Pearson equa-
tions for weight functions associated with these polynomials, and consequently, we deduce
the second order linear partial differential operators for classical Koornwinder polynomials.
1 Introduction
In 1975, T. Koornwinder ([9]) introduced a non–trivial method to generate orthogonal polyno-
mials in two variables using univariate classical Jacobi polynomials. In fact, he studied some
classes of two–variable analogues of the classical orthogonal polynomials, and he proved that all
of these classes are eigenfunctions of second order linear partial differential operators.
Recently, in [7], the authors studied the Koornwinder’s construction in a more general
framework. They deduced some additional properties for weight functions associated with this
polynomials and introduced some new examples of bivariate Koornwinder polynomials.
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†Partially supported by MICINN of Spain and by the European Regional Development Fund (ERDF) through
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Univariate semiclassical orthogonal polynomials were introduced for the first time by E.
Hendriksen and H. van Rossum in [8] as the natural generalization of the classical orthogonal
polynomials. A weight function w(x) defined over a bounded or unbounded interval (a, b) is
said to be semiclassical if and only if it satisfies the Pearson equation
d
dx
(φ(x)w(x)) = ψ(x)w(x), (1)
where φ(x) and ψ(x) are fixed polynomials with deg φ = p ≥ 0 and degψ = q ≥ 1, respectively,
and the boundary conditions
lim
x→a
φ(x)w(x) p(x) = lim
x→b
φ(x)w(x) p(x) = 0, (2)
for every polynomial p(x). Of course, the polynomials φ(x) and ψ(x) in (1) are not unique.
This fact motivates the definition of class of a semiclassical weight function introduced by P.
Maroni in [12] (see also [13]). The class s of a weight function w(x) is defined as
s = minmax{deg(φ)− 2,deg(ψ)− 1}, (3)
where the minimum is taken over all the polynomials φ and ψ such that w(x) satisfies the
Pearson equation (1).
In [13], the author also proved that orthogonal polynomials associated with semiclassical
weight functions satisfy the difference–differential equation
L[pn] ≡ φ(x) p′′n(x) + ψ(x) p′n(x) =
n+s∑
i=n−s
λn,i pi(x), n ≥ s, (4)
where s denotes the class of w(x).
Naturally, the case s = 0 reduces to the classical weight functions in one variable. Notice
that in this case (4) reads
L[pn] ≡ φ(x) p′′n(x) + ψ(x) p′n(x) = λn pn, n ≥ 0,
where φ(x) and ψ(x) are fixed polynomials with deg φ ≤ 2 and degψ = 1, and λn 6= 0, n ≥
1. Thus, the associated orthogonal polynomials are eigenfunctions of the second order linear
differential operator
L[·] ≡ φ(x) d
2
dx2
+ ψ(x)
d
dx
.
Bochner ([3]) proved that Jacobi, Laguerre and Hermite orthogonal polynomials are the only
families of univariate orthogonal polynomials satisfying the above differential equation.
Classical and semiclassical weight functions in two variables can be defined by means of
a bivariate extension of the above definitions. In that case, the Pearson equation becomes a
matrix Pearson equation with matrix polynomial coefficients, and the derivative is replaced by
the usual divergence operator
div (Φw(x, y)) = Ψw(x, y),
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where Φ is a 2× 2 symmetric polynomial matrix, and Ψ is a 2× 1 polynomial vector, as we will
study in Section 3.
The symmetric character of the matrix Φ is connected with the fact that orthogonal poly-
nomials associated with a semiclassical weight function w(x, y) satisfy a difference–differential
equation whose coefficients are the entries of the matrices Φ and Ψ. In the classical case (when
the degrees of the entries of the matrices are less than or equal to 2 and 1, respectively),
the difference–differential equation becomes a partial differential equation for the orthogonal
polynomials.
In this work, we study bivariate Koornwinder weight functions constructed from semiclas-
sical univariate weights. In this case, it was proved in [7] that w(x, y) satisfies a matrix partial
differential equation
div(ϕw(x, y)) = δ w(x, y),
but the 2 × 2 matrix ϕ is not symmetric in general, and some of its entries can be rational
functions.
The main goal of this paper is to transform the above equation into a matrix Pearson
equation symmetrizing the matrix ϕ in order to obtain a symmetric matrix Φ, in such a way
that all the entries will be polynomials with the lowest possible degree.
The structure of this work is as follows. Section 2 presents some basic background about
orthogonal polynomials in two variables. Section 3 is focused on the basic background on
semiclassical and classical orthogonal polynomials in two variables. Koornwinder’s method for
constructing systems of orthogonal polynomials in two variables as well as the construction of
semiclassical orthogonal polynomials in two variables with Koornwinder’s method are described
in Section 4. In Section 5 we analyze two methods for finding Pearson equations for semiclassical
and classical Koornwinder weights, and finally in Section 6 we provide examples of these two
methods and write second order linear partial differential operators associated with semiclassical
Koornwinder polynomials.
2 Orthogonal polynomials in two variables
Some background on orthogonal polynomials in two variables is introduced in this section for
its use throughout this work. We follow mainly [5].
For n ≥ 0, let Πn denote the linear space of real polynomials in two variables of total degree
not greater than n, where the total degree of a polynomial is the highest combined degree of
its monomial terms. Let Π =
⋃
n≥0Πn denote the linear space of all bivariate real polynomials.
Observe that
dimΠn =
(
n+ 2
n
)
,
and, for n ≥ 0, there exist n+ 1 bivariate independent polynomials of exact degree n.
Let Mh×k(R) denote the linear space of real matrices of size h × k and Mh(R) denotes
the space of real square matrices. Given a matrix M ∈ Mh×k(R), we denote by M t its
transpose, and if h = k, det(M) denotes its determinant, and we say that M is non–singular if
det(M) 6= 0. The linear spaces of polynomial matrices and polynomial square matrices will be
denoted by Mh×k(Π) and Mh(Π), respectively. The degree of a polynomial matrix is defined
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as the maximum of the degrees of its polynomial entries. In addition, let In denote the identity
matrix of order n.
Let Ω ⊆ R2 be a domain having a non–empty interior. Suppose that w(x, y) is a non–
negative and integrable function defined on Ω such that∫∫
Ω
w(x, y)dxdy > 0,
and the moments
µh,k =
∫∫
Ω
xh yk w(x, y) dxdy,
are finite for all h, k ≥ 0, whether Ω is bounded or unbounded. Then w(x, y) is said to be a
weight function over Ω.
In this way, we can define the inner product
〈p, q〉 =
∫∫
Ω
p(x, y) q(x, y)w(x, y) dxdy,
for all p, q ∈ Π. We say that p ∈ Πn is an orthogonal polynomial with respect to w(x, y) if
〈p, q〉 ≡ 0, ∀q ∈ Πn−1.
Following [5], let denote by Vn the space of orthogonal polynomials of degree exact n, that is,
Vn = {p ∈ Πn : 〈p, q〉 = 0, ∀q ∈ Πn−1}.
Obviously, for n ≥ 1, dimVn = n + 1, and we will denote an orthogonal basis of Vn as
Pn,k(x, y), 0 ≤ k ≤ n. Observe that {Pn,k(x, y) : 0 ≤ k ≤ n, n ≥ 0} is a sequence of in-
dependent bivariate polynomials such that
• degPn,k = n, n ≥ 0, 0 ≤ k ≤ n
• 〈Pn,k, Pm,j〉 = Kn,k δn,m δk,j, Kn,k > 0.
Then, we will call it a sequence of bivariate orthogonal polynomials associated with the weight
function w(x, y).
Suppose that f : R2 → R and F : R2 → R2. In this work, the gradient operator
∇f(x, y) = (∂xf, ∂yf)t,
and the divergence operator
divF(x, y) = ∇ · F,
will be used as the standard differential operators in two variables.
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3 Classical and semiclassical weight functions in two variables
The contents of this section are dedicated to recall the definition of the classical and semiclassical
character for weight functions in two variables ([1, 2]).
Definition 1. Let w(x, y) be a bivariate weight function defined over the domain Ω. Then
w(x, y) is said to be semiclassical if there exist a non–zero symmetric polynomial matrix and a
non–zero polynomial vector
Φ =
(
φ1,1 φ1,2
φ1,2 φ2,2
)
∈ M2×2(Π), Ψ =
(
ψ1
ψ2
)
∈ M2×1(Π), (5)
with degΦ ≥ 0 and degΨ ≥ 1, such that det〈1,Φ〉 6= 0 and w(x, y) satisfies the matrix Pearson
equation
div(Φw) = Ψt w, (6)
and the boundary conditions∫
∂Ω
p(x, y)w(x, y) (φ1,1(x, y)dy − φ1,2(x, y)dx) = 0
∫
∂Ω
p(x, y)w(x, y) (φ1,2(x, y)dy − φ2,2(x, y)dx) = 0,
(7)
must hold for every polynomial p(x, y). Moreover, we define
s = max{deg(Φ)− 2,deg(Ψ)− 1}. (8)
Remark 3.1. The matrix Pearson equation for a given weight function is not unique. In fact,
(6) can be left multiplied times another 2× 2 non–singular polynomial matrix, and we obtain a
new matrix Pearson equation for w(x, y).
The problem of characterize the minimum matrix Pearson equation for a semiclassical weight
function remains open.
From the definition of semiclassical weight function, we can consider a classical one as a
particular case.
Definition 2. A weight function w(x, y) defined on a domain Ω ⊆ R2 is called classical if it
is semiclassical with degΦ ≤ 2 and degΨ = 1. Using definition (8), we get that, for classical
weights, s = 0.
Classical and semiclassical weight functions are characterized by difference–differential prop-
erties for the associated orthogonal polynomial sequences. Using the matrices defined in (5),
we introduce the partial differential operator
L[·] := φ1,1 ∂xx + 2φ1,2 ∂xy + φ2,2 ∂yy + ψ1 ∂x + ψ2 ∂y.
We recall the next characterization for semiclassical weight functions.
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Theorem 1 ([2]). Let {Pn,k(x, y) : 0 ≤ k ≤ n, n ≥ 0} be an orthogonal polynomial sequence
associated with a weight function w(x, y). Then w(x, y) is semiclassical, that is, it satisfies a
Pearson equation (6) if and only if for each n ≥ 0, 0 ≤ k ≤ n, Pn,k(x, y) satisfies the second
order difference–differential relation
L[Pn,k(x, y)] =
n+s∑
m=n−s
m∑
i=0
λn,km,i Pm,i(x, y), (9)
where λn,km,i ∈ R.
Observe that if w(x, y) is classical, then s = 0, and in the above difference–differential
relation the double sum in the right hand side reduces to a sum of orthogonal polynomials in
Vn. This characterization for bivariate classical orthogonal polynomials was shown in [6] and it
can be reformulated in the following way.
Theorem 2 ([6]). In the above conditions, w(x, y) is classical if and only if there exists con-
stants λn,ki ∈ R such that
L[Pn,k(x, y)] =
n∑
i=0
λn,ki Pn,i(x, y).
Remark 3.2. We must remark that in the classical case, the whole linear space of orthogonal
polynomials of exact degree n is preserved by L. In other words,
L[Vn] ⊂ Vn.
In the particular case when λn,ki = δk,iλn,k, every polynomial of the above sequence is an
eigenfunction of L
L[Pn,k] = λn,k Pn,k,
that is, every orthogonal polynomial satisfies a second order linear partial differential equation.
Theorem 2 is an extension of the Krall and Sheffer’s definition of classical orthogonal polynomi-
als in two variables ([10]). In that case, λnk ≡ λn is independent of k, and then every orthogonal
polynomial of total degree n satisfies the same second order linear partial differential equation.
4 Two variable semiclassical Koornwinder weights
First, we describe the method introduced by T. H. Koornwinder in 1975 (see [5, 9]), to construct
weight functions in two variables from two weight functions in one variable.
Let w1(x) and w2(y) be univariate weight functions defined on the intervals (a, b) and
(c, d), respectively. Let ρ(x) be a positive function on (a, b) satisfying one of the following two
conditions
Case I : ρ(x) is a polynomial of degree ≤ 1, that is, ρ(x) = r1 x+ r0, with |r1|+ |r0| > 0,
Case II : ρ(x) is the square root of a non–negative polynomial of degree at most 2, c =
−d < 0, and w2(y) is an even function on (−d, d).
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Anyway, ρ(x)2 is a polynomial of degree less than or equal to 2, and from now on, we will
denote
ρ(x)2 = a2 x
2 + a1 x+ a0,
where a2, a1, a0 ∈ R and |a2| + |a1| + |a0| > 0. Observe that, in the first case a2 = r21 ≥ 0,
a1 = 2 r1 r0, and a0 = r
2
0 ≥ 0.
For m ≥ 0, let {pn(x;m)}n>0 be the monic orthogonal polynomial sequence with respect
to the weight function ρ(x)2m+1 w1(x) and let {qn(y)}n>0 be the monic orthogonal polynomial
sequence with respect to the weight function w2(y). Then, we define the monic bivariate
Koornwinder polynomials
Pn,m(x, y) = pn−m(x;m) ρ(x)
m qm
(
y
ρ(x)
)
, 0 6 m 6 n. (10)
Notice that we get a polynomial of total degree n and degree m in y. Moreover, they are
orthogonal with respect to the Koornwinder weight function
w(x, y) = w1(x)w2
(
y
ρ(x)
)
, (11)
over the domain
Ω = {(x, y) ∈ R2, a < x < b, c ρ(x) < y < dρ(x)}. (12)
Observe that the tensor product of two monic orthogonal polynomials in one variable
Pn,m(x, y) = pn−m(x) qm(y), 0 6 m 6 n,
corresponds to monic Koornwinder orthogonal polynomials with respect to the weight function
w(x, y) = w1(x)w2(y) where ρ(x) = 1.
Now, we will recover a Theorem in [7] where it was proved that the semiclassical character
is inherited by bivariate Koornwinder polynomials
Theorem 3 ([7]). Let w1 and w2 be two semiclassical weight functions in one variable. Then,
the bivariate Koornwinder weight (11) is semiclassical.
The proof of above Theorem does not provides an standard method to find a minimal (in
the sense of the degrees of the coefficients) matrix Pearson equation for Koornwinder weights.
This is the main objective from now on.
Let w1(x) and w2(x) be two semiclassical weight functions in one variable defined on (a, b)
and (c, d), respectively, and let
d
dx
(φi(x)wi(x)) = ψi(x)wi(x), i = 1, 2,
its respective Pearson equations, where deg φi = pi ≥ 0 and deg ψi = qi ≥ 1. The Pearson
equations are equivalent to
φi(x)w
′
i(x) = ψ˜i(x)wi(x),
where ψ˜i(x) = ψi(x)− φ′i(x), i = 1, 2.
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Taking partial derivatives on (11), we get
∂
∂x
w(x, y) = w′1(x)w2
(
y
ρ(x)
)
− w1(x)w′2
(
y
ρ(x)
)
y
ρ(x)2
ρ′(x),
∂
∂y
w(x, y) = w1(x)w
′
2
(
y
ρ(x)
)
1
ρ(x)
.
Then, substituting the second equation into the first one and using the Pearson equations for
w1 and w2, we deduce
φ1(x)
∂
∂x
w(x, y) + φ1(x)
ρ′(x)
ρ(x)
y
∂
∂y
w(x, y) = ψ˜1(x)w(x, y), (13)
φ2
(
y
ρ(x)
)
∂
∂y
w(x, y) =
1
ρ(x)
ψ˜2
(
y
ρ(x)
)
w(x, y). (14)
If we define the following matrices
ϕ =
ϕ1 ϕ2
0 ϕ3
 =

φ1(x) η(x) y
0 ρ(x)φ2
(
y
ρ(x)
)
 , δ =
δ1
δ2
 =

ψ˜1(x)
ψ˜2
(
y
ρ(x)
)
 ,
equations (13)–(14) can be written as
ϕ∇w = δ w, (15)
where
η(x) = φ1(x)
ρ′(x)
ρ(x)
.
Remark 4.1. If both univariate weight functions are semiclassical and ρ(x) = 1, Koornwinder
construction yields semiclassical weight functions in two variables since matrix ϕ is diagonal. In
particular, tensor product of univariate classical weight functions provides a bivariate classical
weight.
We must remark that equation (15) is not a matrix Pearson equation for the Koornwinder
weight since the coefficient matrix ϕ is not a symmetric matrix in general and it is not guaranteed
that its entries are polynomials.
Observe that the determinant of ϕ does not vanish on the interior of Ω, the domain of
orthogonality for Koornwinder polynomials given in (12). In fact,
det ϕ = φ1(x) ρ(x)φ2
(
y
ρ(x)
)
6= 0,
for all (x, y) belonging to the interior of Ω. Therefore, ϕ is a non–singular matrix on the interior
of Ω and we can solve (15) obtaining
∇w(x, y) = ϕ−1 δ w(x, y), (16)
8
where
ϕ−1 δ =

ψ˜1(x)
φ1(x)
−
η(x)yψ˜2
(
y
ρ(x)
)
φ1(x)ρ(x)φ2
(
y
ρ(x)
)
ψ˜2
(
y
ρ(x)
)
ρ(x)φ2
(
y
ρ(x)
)

.
The entries of the column vector ϕ−1δ are rational functions whose denominator can only vanish
on the set {
(x, y) ∈ R2 : det ϕ = φ1(x) ρ(x)φ2
(
y
ρ(x)
)
= 0
}
, (17)
and therefore, w may only vanish or become infinite on (17). Moreover, since ∇ lnw = ∇w/w,
then the partial derivatives of all orders of lnw are rational functions whose denominators do
not vanish outside (17). Hence, lnw is analytic, and consequently, so is w.
Now, we study when the rational function
η(x) = φ1(x)
ρ′(x)
ρ(x)
,
is a polynomial. Notice that
d
dx
[φ1(x) ρ(x)
2m+1 w1(x)] =
[
ψ1(x) + (2m+ 1)φ1(x)
ρ′(x)
ρ(x)
]
ρ(x)2m+1 w1(x),
that is, the weight function um(x) = ρ(x)
2m+1 w1(x) satisfies
d
dx
[φm(x)um(x)] = ψm(x)um(x), (18)
where
φm(x) = φ1(x), ψm(x) = ψ1(x) + (2m+ 1)φ1(x)
ρ′(x)
ρ(x)
.
In order to have a Pearson equation for the weight function um(x), we need that the coefficients
of (18) to be polynomials.
Proposition 1. If the weight function w1(x) is semiclassical of class s1, then um(x) is semi-
classical of class cm, where
• Case I: if ρ(x) divides φ1(x), then cm = s1, otherwise if ρ(x) does not divides φ1(x), then
cm = s1 + 1,
• Case II: if ρ(x)2 divides φ1(x), we get cm = s1, while if ρ(x)2 does not divides φ1(x), then
s1 + 1 ≤ cm ≤ s1 + 2.
As a consequence, if w1(x) is classical and
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• Case I: ρ(x) divides φ1(x),
• Case II: ρ(x)2 divides φ1(x),
then um(x) is classical, and the rational function η(x) is a polynomial of degree ≤ 1.
Proof. In Case I, ρ(x) = r1 x+ r0, with |r1|+ |r0| > 0.
If ρ(x) divides φ1(x), the weight um(x) is semiclassical of the same class as w1(x). On the
other hand, if ρ(x) does not divide φ1(x), then multiplying (18) times ρ(x), we deduce that
um(x) is again semiclassical, but its class increases.
In Case II, we know that ρ(x) =
√
a2 x2 + a1 x+ a0 and
ρ′(x)
ρ(x)
=
2 a2 x+ a1
2 ρ(x)2
.
Again, um(x) is semiclassical, and if ρ(x)
2 divides φ1(x), the weight function um(x) is semiclas-
sical of the same class as w1(x), but on the contrary the class increases.
5 Two symmetrization methods
In this section we will explain two methods for symmetrizing (15). The first method is based
on finding a matrix S with rational entries such that the matrix S ϕ is symmetric, that is,
such that the condition Sϕ − ϕtSt = 0 holds. Additionally, the entries of the matrix Sϕ and
the vector S δ must be polynomials of the lowest possible degree. We choose to call this first
method the matrix symmetrization method. The second method consists on factorizing elements
of ϕ and δ, such as their entries and detϕ, and then using these factorizations to construct
auxiliary functions that will help turn (15) into a matrix Pearson equation for the weight w.
This second method will be called the decomposition method. We will make these descriptions
of both methods in a more precise way in the sequel.
5.1 The symmetrization method
We want to symmetrize the matrix ϕ by finding a matrix
S ≡
(
A B
C D
)
, (19)
where A = A(x, y), B = B(x, y), C = C(x, y), and D = D(x, y) are rational functions such
that AD −BC 6= 0 on the interior of Ω. Then, it is required that the matrix S left–multiplies
ϕ and transforms it in a symmetric matrix, that is,(
A B
C D
)(
ϕ1 ϕ2
0 ϕ3
)
−
(
ϕ1 ϕ2
0 ϕ3
)T (
A B
C D
)T
=
(
0 0
0 0
)
. (20)
Notice that (20) yields the constraint that A, B, and C must satisfy, namely,
Aϕ2 +Bϕ3 − Cϕ1 = 0. (21)
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This restriction admits polynomials and rational functions as solutions. Nevertheless, we must
point out that polynomial solutions will always increase the degree of ϕ.
Furthermore, in order to have a matrix Pearson equation for the Koornwinder weight w
satisfying S ϕ∇w = S δ w, the vector
Ψ˜δ ≡ S δ =
(
δ1A+ δ2B
δ1 C + δ2D
)
,
must have polynomial entries. Define the matrix Φϕ and the column vector Ψδ as
Φϕ = S ϕ =
(
Aϕ1 Aϕ2 +B ϕ3
C ϕ1 C ϕ2 +Dϕ3
)
, Ψδ = Ψ˜δ + (divΦϕ)
t.
Then, w(x, y) satisfies div(Φϕw) = Ψ
t
δ w. We must choose S such that Φϕ has minimal degree
and degΨδ ≥ 1.
5.2 The decomposition method
We can always find a common polynomial denominator E = E(x, y) for the rational entries of
the column vector multiplying w(x, y) in the right side of (16). Note that E(x, y) 6= 0 for all
(x, y) in the interior of Ω, because if E(x0, y0) = 0 for some (x0, y0) in the interior of Ω, then
w(x, y) would not be defined at (x0, y0).
From now on, we will write (16) using this common polynomial denominator as(
E 0
0 E
)
∇w =
(
F
H
)
w, (22)
E = a0 a1 c1, F = F0 c1, H = H0 a1, (23)
where F = F (x, y) and H = H(x, y) are polynomials. Observe that (22) is not necessarily
the desired Pearson equation for w(x, y). We have allowed the possibility of E having common
factors c1 = c1(x, y) and a1 = a1(x, y) with F and H, respectively. There is no loss of generality
here since we can always get either c1 or a1, or both be equal to 1.
We seek polynomials a2 = a2(x, y), b1 = b1(x, y), and c2 = c2(x, y) such that
a0 = a2c2 − a1b21c1.
Let introduce the auxiliary functions
a(x, y) =
a2(x, y)
a0(x, y) c1(x, y)
, b(x, y) =
b1(x, y)
a0(x, y)
, c(x, y) =
c2(x, y)
a0(x, y) a1(x, y)
, (24)
and the matrix (
a b
b c
)
, ac− b2 = 1
E
. (25)
After left–multiplying (16) by (25), we get(
aE bE
bE cE
)
∇w =
(
aF + bH
bF + cH
)
w. (26)
From the decomposition method, to find a Pearson equation for w we must to obtain three
polynomials a2, b1, and c2 such that the matrix coefficient in (26) has polynomial entries of
lowest total degree possible, and the column vector on the right side of the same equation has
polynomial entries.
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6 Examples
In this section we will denote by {P (α,β)n }n≥0 the sequence of classical Jacobi polynomials
associated with the weight function
w(α,β)(x) = (1− x)α(1 + x)β, −1 ≤ x ≤ 1, α, β > −1
(see [4, 14]). The Pearson equation for Jacobi polynomials is
d
dx
[
(1− x2)w(α,β)
]
= [β − α− (α+ β + 2)x]w(α,β),
that is, φ(x) = 1− x2 and ψ(x) = β − α− (α+ β + 2)x.
Classical Jacobi polynomials can be defined on the interval [0, 1]. In this case, the weight
function is given by
u(α,β)(x) = (1− x)αxβ, α, β > −1,
and the Pearson equation for u(α,β) is
d
dx
[
(1− x)xu(α,β)
]
= [β + 1− (α+ β + 2)x]u(α,β).
In this case, φ(x) = (1− x)x and ψ(x) = β + 1− (α+ β + 2)x.
On the other hand, we will denote by {L(α)n }n≥0 the sequence of classical Laguerre polyno-
mials associated with the weight function
w(α)(x) = xαe−x, 0 ≤ x <∞, α > −1,
whose Pearson equation is
d
dx
[
xw(α)
]
= [α+ 1− x]w(α),
where φ(x) = x and ψ(x) = α+ 1− x.
6.1 Ball polynomials
Let
B = {(x, y) ∈ R : x2 + y2 ≤ 1},
be the unit disk in R2, and let
w(x, y) = (1− x2 − y2)α, α > −1,
be the weight function. Ball polynomials can be constructed by using Koornwinder’s method
taking
w1(x) = (1− x2)α, −1 ≤ x ≤ 1,
w2(y) = (1− y2)α, −1 ≤ y ≤ 1,
ρ(x) =
√
1− x2.
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Then, ball polynomials can be defined as
Pn,m(x, y) = P
(α+m+1/2,α+m+1/2)
n−m (x) (1 − x2)m/2 P (α,α)m
(
y
1− x2
)
, 0 ≤ m ≤ n.
Observe that, in this case, φ1(x) = φ2(x) = ρ(x)
2, the weight function
w(x, y) = w1(x)w2
(
y
ρ(x)
)
= (1− x2 − y2)α, α > −1,
satisfies (15) where
ϕ =
(
1− x2 −xy
0 1− x2 − y2
)
, ψ =
(−2αx
−2αy
)
. (27)
A suitable choice for the symmetrization matrix of (27) is
S =
 1 0−xy
1− x2
1
1− x2
 ,
and after a symmetrization using S, we recover the well known matrix Pearson equation for
ball weight (
1− x2 −xy
−xy 1− y2
)
∇w =
(−2αx
−2αy
)
w. (28)
The second order linear partial differential operator for ball polynomials is
L[·] = (1− x2)∂xx − 2xy∂xy + (1− y2)∂yy − (2α+ 3)x∂x − (2α + 3)y∂y ,
and, therefore, ball polynomials satisfy the Krall and Sheffer second order linear partial differ-
ential equation
L[Pn,m] = −n(n+ 2α+ 2)Pn,m.
If the decomposition method is used, then a suitable choice of auxiliary functions (24) are
a(x, y) =
1− x2
1− x2 − y2 , b(x, y) =
−xy
1− x2 − y2 , c(x, y) =
1− y2
1− x2 − y2 ,
and we obtain again (28). Another suitable choice of auxiliary functions is
a(x, y) = 1, b(x, y) = 0, c(x, y) = 1,
and we obtain another Pearson equation (see [11]),(
1− x2 − y2 0
0 1− x2 − y2
)
∇w =
(−2αx
−2αy
)
w. (29)
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6.2 Koornwinder polynomials over the parabolic biangle
For α, β > −1, the polynomials
Pn,m(x, y) = P
(α,β+m+1/2)
n−m (2x− 1)xm/2 P (β,β)m
(y
x
)
, 0 ≤ m ≤ n,
are orthogonal polynomials associated with the Koornwinder weight function
w(x, y) = (1− x)α(x− y2)β ,
on the parabolic biangle
Ω = {(x, y) ∈ R2 : y2 < x < 1},
with boundary
∂Ω = {x− y2 = 0, 0 ≤ x ≤ 1} ∪ {1− x = 0,−1 ≤ y ≤ 1}.
These polynomials are obtained from the Koornwinder construction with
w1(x) = (1− x)αxβ, 0 ≤ x ≤ 1,
w2(y) = (1− y2)β , −1 ≤ y ≤ 1,
ρ(x) =
√
x.
Since φ1(x) = (1− x)x, φ2(y) = 1− y2, equation (15) reads(
(1− x)x 12(1− x)y
0 x− y2
)
∇w =
(
β − (α+ β)x
−2βy
)
w.
A suitable choice for the simmetrization matrix is
S =
(
1 0
y
2x
− 1
4x
)
,
and the resulting Pearson equation is(
(1− x)x 12(1− x)y
1
2(1− x)y 14(1− y2)
)
∇w =
(
β − (α+ β)x
−12(α+ β)y
)
w.
In this case, the associate second order linear partial differential operator is
L[·] = 2(1−x)x∂xx+2(1−x)y∂xy+ 1
2
(1− y2)∂yy+[2β+3− (2α+2β+5)x]∂x− (α+β+2)y∂y,
and the corresponding second order linear partial differential equation satisfied by the sequence
of bivariate polynomials is
L[Pn,m] = −
[
(n−m)(2n+ 2α+ 2β + 5) + 1
2
m(m+ 2α+ 2β + 3)
]
Pn,m.
If the decomposition method is used, then a suitable choice of auxiliary functions is
a(x, y) =
2x
x− y2 , b(x, y) =
y
x− y2 , c(x, y) =
1− y2
2(1 − x)(x− y2) ,
and we obtain again the same matrix Pearson equation. Notice that the Koornwinder polyno-
mials over the parabolic biangle are classical.
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6.3 Koornwinder polynomials over the triangle
Following [9], for α, β, γ > −1 these polynomials correspond to
w1(x) = (1− x)αxβ+γ , 0 ≤ x ≤ 1,
w2(y) = (1− y)βyγ , 0 ≤ y ≤ 1,
ρ(x) = x,
on the triangle
T = {(x, y) ∈ R2 : 0 < y < x < 1}.
The polynomials
Pn,m(x, y) = P
(α,β+γ+2m+1)
n−m (2x− 1)xm P (β,γ)m
(
2y
x
− 1
)
, 0 ≤ m ≤ n,
are orthogonal with respect to the weight function
w(x, y) = (1− x)α(x− y)βyγ .
Notice that φ1(x) = φ2(x) = (1− x)x, and (15) reads(
(1− x)x (1− x)y
0 (x− y)y
)
∇w =
(
β + γ − (α+ β + γ)x
γx− (β + γ)y
)
w.
This matrix equation is symmetrized by left multiplication times
S =
(
1 0
y
x
1
x
)
,
and the resulting Pearson equation is(
(1− x)x (1− x)y
(1− x)y (1− y)y
)
∇w =
(
β + γ − (α+ β + γ)x
γ − (α+ β + γ)y
)
w.
The second order linear partial differential equation satisfied by the Koornwinder polynomials
over the triangle is
L[Pn,m] = −n(n+ α+ β + γ + 2)Pn,m,
where
L[·] = (1− x)x∂xx + 2(1 − x)y∂xy + (1− y)y∂yy
+[β + γ + 2− (α+ β + γ + 3)x]∂x + [γ + 1− (α+ β + γ + 3)y]∂y .
If the decomposition method is used, we get the same equation by choosing the auxiliary
functions as
a(x, y) =
x
(x− y)y , b(x, y) =
1
x− y , c(x, y) =
1− y
(1− x)(x− y) .
Observe that the Koornwinder polynomials over the triangle are classical.
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6.4 Laguerre–Jacobi Koornwinder polynomials
In [7] some new examples of Koornwinder bivariate weight functions were introduced. This two
examples are studied here.
Consider the Laguerre and Jacobi weight functions in one variable
w1(x) = x
αe−x, 0 ≤ x <∞, α > −1,
w2(y) = (1− y)β , −1 ≤ y ≤ 1, β > −1.
The polynomials
Pn,m(x, y) = L
(α+2m+1)
n−m (x)x
m P (0,β)m
(y
x
)
, 0 ≤ m ≤ n,
are orthogonal with respect to
w(x, y) = xα−βe−x(x− y)β ,
defined on the unbounded region
Ω = {(x, y) ∈ R2 : −x < y < x, x > 0}.
Here φ1(x) = x, φ2(y) = 1− y2, and thus (15) reads(
x y
0 x2 − y2
)
∇w =
(
α− x
−β(x+ y)
)
w.
Multiplying this equation by the symmetrization matrix
S =

1
1
x+ y
1 1 +
1
x+ y
 ,
we get the following Pearson equation for w(
x x
x x2 − y2 + x
)
∇w =
(
α− β − x
−β(x+ y) + (α− β − x)
)
w.
A suitable choice of auxiliary functions for the decomposition method is
a(x, y) =
1
x2 − y2 , b(x, y) =
1
x2 − y2 , c(x, y) =
x2 − y2 + y
x(x2 − y2) ,
and the resulting Pearson equation is(
x x
x x2 − y2 + y
)
∇w =
(
α− β − x
−β(x+ y) + α− x
)
w.
The Laguerre–Jacobi Koornwinder polynomials satisfy the difference–differential equation
L[Pn,m] = λn,m Pn,m + λn,m−1 Pn,m−1 + λn,m−2 Pn,m−2,
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where
L[·] = x∂xx+2x∂xy +(x2− y2+x)∂yy +(1+α−β−x)∂x+ [α−β+1− (1+β)x− (2+β)y]∂y,
and
λn,m = −n−m(m+ β),
λn,m−1 = −(m− 1)(β + 1),
λn,m−2 = m(m− 1).
Notice that Laguerre–Jacobi Koornwinder polynomials are classical according to Theorem 2.
6.5 Laguerre–Laguerre Koornwinder polynomials
In [7] the Laguerre weight functions in one variable were considered
w1(x) = x
αe−x, 0 ≤ x <∞, α > −1,
w2(y) = y
βe−y, 0 ≤ y <∞, β > −1,
ρ(x) = x, α− β > −1,
then Laguerre–Laguerre Koornwinder polynomials defined by
Pn,m(x, y) = L
(α+2m+1)
n−m (x)x
m L(β)m
(y
x
)
, 0 ≤ m ≤ n,
are orthogonal with respect to the weight function
w(x, y) = xα−βyβe−(x+y/x),
on the unbounded region Ω = [0,∞) × [0,∞). Here, equation (15) reads(
x y
0 xy
)
∇w =
(
α− x
(β + 1)x− y
)
w,
and a suitable symmetrization matrix is
S =
(
x 0
y 1
)
.
A convenient choice of auxiliary equations for the decomposition method is
a(x, y) =
1
xy
, b(x, y) =
1
x2
, c(x, y) =
x+ y
x3
.
The resulting Pearson equation for w is(
x2 xy
xy (x+ y)y
)
∇w =
(
(α− x)x
(α− 1)y + βx− xy
)
w.
From equation (16) for this case, we conclude that w also satisfies the Pearson equation(
x2 0
0 xy
)
∇w =
(
(α− β − 1− x)x+ y
(β + 1)x− y
)
w,
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and the Laguerre-Laguerre Koornwinder polynomials satisfy the difference–differential relation
L[Pn,m] = λn+1,mPn+1,m + λn,m+1Pn,m+1 + λn,mPn,m + λn,m−1Pn,m−1,
where
L[·] = x2∂xx + xy∂yy + [(α− β + 1− x)x+ y]∂x + [(β + 2)x− y]∂y,
and
λn+1,m = −(n−m),
λn,m+1 = n−m+m(m− 1),
λn,m = (n−m)(n−m+ α+ β)−m,
λn,m−1 = (m− 1)(β + 2).
Observe that the Laguerre–Laguerre Koornwinder weight satisfy a matrix Pearson equation
with deg Φ = degΨ = 2, and they are semiclassical.
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