ABSTRACT Onboard observation task planning plays an essential role in satellite autonomy, which has attracted considerable attention from researchers in recent years. Most of the existing studies solve the satellite onboard observation task planning problem (SOOTP) by searching algorithms. However, the limited computing resources and the changes of onboard condition present a new challenge for these methods. In this paper, we develop a sequential decision-making model and propose a deep learning-based planning method to solve the SOOTP. Instead of generating a short-term or long-term plan in advance, the sequential decisionmaking model enables the satellite to decide the observation task to execute in real-time. In the deep learningbased planning method, a long short-term memory-based encoding network is designed to extract the features and a classification network is used to make such a decision. In the experiment, we compared our method with the gated recurrent unit network and other three searching algorithms based on five scenarios. The experimental results show that our method can solve problems with 90.3%-93.7% accuracy, 2.19%-3.95% profit gap, and 0.004-0.006 s response time per task, which confirms its feasibility.
I. INTRODUCTION
The communication time windows between earth observation satellite and ground control network become the bottleneck in the efficiency of the earth observation system, since an increasing number of satellites must be controlled by a small set of ground stations located all around the Earth. As a consequence, satellites can only receive the instructions uploaded by the ground control network at a specific time. Satellite onboard task planning can overcome the limitations imposed by the communication time windows and enhance the responsiveness to the changes of onboard condition (such as the presence of clouds [1] , an unexpected energy level or memory level [2] , and the arrival of new observation tasks [3] ), which has attracted considerable attention from researchers and space agencies.
Satellite Onboard Observation Task Planning (SOOTP) plays an essential role in satellite autonomy, and several advances have been made recently. Generally, most of the researchers model the SOOTP as an optimization problem and solve it with searching algorithms. According to the planning approach, the researches can be mainly classified into two categories: batch-based planning approach and rolling/continuous planning approach.
In the batch-based planning approach, planning is considered a batch process and the onboard planner schedules the observation tasks in a relatively long-term planning horizon (one to several days) [4] - [6] . For example, Bernard et al. [4] took approximately four hours to produce a three-day operation plan [7] . Zheng et al. [5] proposed an improved genetic algorithm with a hybrid dynamic mutation strategy to simulate a multi-satellite task planning problem. She et al. [8] developed a mixed-integer linear programming model and solved the one-day planning scenario with the linear programming method. In this approach, a plan for achieving the science and engineering operations goals is generated and be executed with little or no flexibility [7] . The onboard planner has to develop a new plan once the onboard conditions change. However, constructing a plan from scratch can be a computationally intensive process because of the limited onboard computing resources. So the batch-based planning approach has a significant time delay from when the planner is invoked to when the planner builds a new plan that it is unresponsive to a quickly changing environment.
The rolling/continuous planning approach has received significant attention because it can dynamically revise the plan when changes occur [1] , [3] , [7] . Different from the batch-based planning approach, the rolling/continuous planning approach divides the long-term planning horizon into multiple overlapping short-term planning horizon (one to several orbital periods, 1 orbital period is about 90 − 100 minutes). The planner maintains a consistent, satisfying plan based on the satellite state (such as attitude, energy level, and data level) obtained in real-time and the observation tasks in the short-term planning horizon. Any unexpected changes in the short-term planning horizon may trigger the planning process and generate a new feasible plan. Chien et al. [7] proposed a rule-based iterative repair algorithm to support continuous modification and updating of the working plan. It is the core technology of the CASPER (Continuous Activity Scheduling Planning Execution and Replanning) software, which has been used in EO-1 (Earth Observation-1) [9] , 3CS (Three Corner Sat) [10] and other satellites [11] . Beaumet et al. [1] designed a reactive/deliberative architecture. The decision rules in the reactive part were used to improve the responsiveness, and the iterated stochastic greedy search algorithm in the deliberative part was used to achieve more profit. This study is part of the AGATA project (Autonomy Generic Architecture: Test and Applications), which has the main goal to increase spacecraft autonomy. Based on the research of Beaumet et al. [1] , Liu et al. [12] proposed an iterated greedy rolling search algorithm. Wille et al. [13] designed the VAMOS (Verification of Autonomous task Planning Onboard a Spacecraft) system for the FireBIRD satellite. Verfaillie and Pralet [2] , [14] used an onboard repair method to manage the uncertainty of data and energy. Chu et al. [3] proposed an anytime branch and bound algorithm to schedule the task of targets recognition. Li et al. [15] designed two decision policies (when-toschedule and how-to-schedule) and two heuristic algorithms to schedule normal tasks and urgent tasks. Most of the above researches use the iterative repair methods to dynamically update the plan in the planning horizon, and the quality of the solution largely depends on the repair strategy. However, designing a good repair strategy is very difficult, which makes it hard to find an optimal solution. Beyond that, the rolling/continuous planning approach also need to build a plan in advance.
The responsiveness of AEOS to onboard changes can be further improved if the onboard planner can decide the task to execute in real-time. Deep learning is a kind of machine learning method based on learning data representations, which obviates manual feature engineering, and allows a system to automatically learn the features and use them to perform a specific task [16] - [18] . As a kind of deep learning method, the Recurrent Neural Network (RNN) is an extremely powerful sequence model to deal with sequence data [19] , [20] .
It helps a machine to discover the representations needed for classification from raw sequence data. Observation task data is a series of time sequence data, so the RNN seem more promising to make such a decision. Unfortunately, such an algorithm has not been used to solve the SOOTP.
In this paper, we model the SOOTP as a sequential decision-making problem and solve it with a deep learning based planning algorithm. The main contributions include the following: 1) We develop a sequential decision-making model for the SOOTP. Based on this model, the satellite can decide the task to execute in real-time; 2) we design a long short-term memory based encoding network to encode a variable-length sequence into a fixed-length vector representation, and a classification network to decide whether a task should be executed; 3) Numerical experiments on five scenarios demonstrate that our method can solve the problem. This paper is organized as follows. Section 2 describes the problem and develops the mathematical model. In Section 3, the sequential decision-making model is described, which defined when to make a decision and which tasks should be decided. In Section 4, a long short-term memory based planning method is proposed. Section 5 describes the experimental result on five scenarios. Section 6 provides concluding remarks and future works.
II. SATELLITE ONBOARD OBSERVATION TASK PLANNING PROBLEM

A. PROBLEM DESCRIPTION
The satellite onboard observation task planning problem is to build an optimal plan to perform the requested observation tasks in an efficient manner [21] . As shown in Fig.1 , the Autonomous Earth Observation Satellite (AEOS) orbits the earth. The AEOS decides whether to collect images (observation task) when a ground target comes into its view or download the stored images (transmission task) when it comes into the view of a ground station. Energy is consumed by the observation tasks and the transmission tasks and is obtained when the AEOS is in the sun. Memory is consumed by the observation tasks and is freed by the transmission tasks. In this paper, the used transmission tasks are given before planning and not to be changed. This is consistent with existing policies and practices. The ground station can receive images transmitted by multiple satellites. To avoid receiving data collisions, the available transmission task of each satellite is allocated directly by the ground control center in advance.
For an AEOS, observation tasks can be periodically uploaded by the ground control center via the space-ground link, stochastically self-generated onboard to detect the target of interest (such as natural disasters), or received from other satellites in the earth observation network [15] . The satellite onboard observation task planning problem is usually overconstrained because of the large image requests, thus efficient decision-making of observation plays a vital role in satellite onboard task planning. In the problem, we make the following hypotheses: 1) Only the observation task and transmission task consume energy and memory.
2) The AEOS can only recharge energy when it is idle (e.g., no task to do) and is in the sun. The AEOS can charge while performing a task as long as it is in the sun, but the energy gained is much less than the energy consumed by the observation payload or transmission payload, so the energy gained is negligible [22] . 3) Once an observation task or a transmission task is executed, it cannot be interrupted or removed.
1) PLANNING HORIZON
In this paper, we only plan the observation tasks in a given planning horizon.
2) SETUP CONSTRAINT
Each task must work in a particular satellite attitude [23] or working pattern [24] . It takes some time for the AEOS to switch from one attitude to another or from one working pattern to another. Thus, the setup time is required for any two successive tasks.
3) ENERGY CONSTRAINT
Energy is a renewable resource, but it is limited by the battery capacity, i.e., the energy level cannot higher than the upper bound and lower than the lower bound of energy at any time. The energy level drops while performing an observation task or transmission task, and rises while charging. Note that the energy level will stop increasing when it reaches the upper bound of energy, which does not affect the normal operation of the system.
4) MEMORY CONSTRAINT
The memory constraint is similar to the energy constraint. The data level cannot exceed the upper bound and under the lower bound of memory at any time because of the limitation of storage capacity. The difference is that the data level rises while performing an observation task and drops while performing a transmission task. The data level will stop decreasing when it reaches the lower bound of memory (i.e., all images are downloaded to the ground station).
5) OBJECTIVE
The objective of SOOTP is to select the observation tasks that maximize the total profit without violating the constraints.
B. MATHEMATICAL MODEL
The notations used in the paper are summarized as follows.
• t start : the start time of the planning horizon.
• t end : the end time of the planning horizon.
• M : the set of tasks in the planning horizon, including the observation tasks and transmission tasks.
• ta i : the imaging start time of task m i , m i ∈ M .
• te i : the imaging end time of task m i , m i ∈ M .
• e i : the energy consumed by task m i , m i ∈ M , e i > 0.
• e ij : the energy gained between task m i and task m j , e ij ≥ 0.
• e(t): the energy level at time t.
• d(t): the data level at time t.
• E min : the lower bound of energy.
• E max : the upper bound of energy.
• D min : the lower bound of memory.
• D max : the upper bound of memory.
• z i ∈ {0, 1}: the decision variable.
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• z ij ∈ {0, 1}: the decision variable.
z ij = 1 indicates task m i and task m j are both selected, and m j is the first task to execute after task m i . Mathematically, the problem is formulated as below.
For convenience, the dummy task 0 is defined in the model and assigned to the first position of task set M . The dummy task 0 is always selected (e.g., z 0 = 1), which guarantees the feasibility of the model.
In the model, the objective function (1) is to maximize the total profit over the planning horizon. Constraints (2) and (3) define the energy level and data level at the beginning of the planning horizon. Constraints (4) and (5) define the energy level and data level at the beginning of a task. Constraint (6) ensures that the energy level at the end of a task cannot be lower than the lower bound of energy. Constraint (7) ensures that the data level at the end of a task cannot exceed the upper bound of memory. Constraint (8) states that the time interval between two successive tasks cannot be less than the setup time.
III. SEQUENTIAL DECISION-MAKING MODEL
To adapt the quickly changing environment (the arrival of new observation tasks, the unexpected levels of energy or memory, or the presence of clouds), we develop a sequential decision-making model (see Fig.2 ): to decide, at the start time of the current executing task, upon the best observation task in the decision horizon to perform next with regard to the conditions known at the decision time. The planner makes decision on the observation tasks in the decision horizon one by one until the decision result is 'True', then the corresponding observation task is the next executing task and its start time becomes the new decision time. In the model, the task being decided is called a decision task. If no task in the decision horizon or all tasks in the decision horizon are not executed, then the end time of the decision horizon is the next decision time. For example, in Fig.2 , the planner makes t ← system_time // t is the system time.
5:
if t = decision_time then 6: next_task ← null 7:
do ← make_decision(m i ) 10: if do is True then 11: next_task ← m i
12:
decision_time ← ta i 13: break 14: end if 15: end for 16: if next_task is null then 17:
end if 19: end if 20: end while decision on observation tasks 5, 6, 7 and 8 in chronological order when task 4 starts executing (task 4 is the executing task). The decision-making process stops when the planner finds the first task with a decision result of 'True' (i.e., task 7). Then task 7 is the task to perform next and its start time is the next decision time.
In the model, the decision horizon is represented by [t, t + H d ], where t is the system time of AEOS and H d is the length of the decision horizon (H d is about a few minutes). Because most of the tasks last tens of seconds, time is available during task execution to decide the task to perform next. The pseudo-code of the sequential decisionmaking process is shown in Algorithm 1.
The crucial difference from the batch-based planning approach and the continuous/rolling planning approach is that, the sequential decision-making model enables the AEOS to decide the observation task to perform in real-time instead of generating a plan in advance, and hence increase the responsiveness to the changes of onboard conditions. In such a model, the AEOS reacts instantaneously possibly via when any changes occur.
If we adopt this model, the problem is now the way of making such a decision. For an observation task, the decision result has only two states: executing ('True') or not executing ('False'). Therefore, we transform it as a classification problem and solve it with a supervised learning method.
IV. DEEP LEARNING BASED PLANNING METHOD A. OVERVIEW
The goal of this paper is to propose a supervised learning method to decide the task to execute in real-time. In the SOOTP, observation tasks compete with each other for energy and memory resources. The more tasks are performed, VOLUME 6, 2018 FIGURE 2. Sequential decision-making process. The green boxes represent the selected task, and the empty boxes in the decision horizon represent the tasks to decide. the fewer resources are available for subsequent tasks. Therefore, the subsequent tasks in the look-ahead horizon (Fig.3) should be considered when the planner decide whether an observation task should be executed.
Tasks in the look-ahead horizon are a series of time sequence data. One challenge when using a supervised learning method to solve the problem is how to discover important, task-relevant structure for decision-making. Because of the uncertainty in amount and distribution of these tasks, and the complex relationship between them, how to represent the feature of these variable-length sequence data is a very difficult work. This led to the classic supervised learning algorithm being hard to do the job, such as feedforward neural networks, support vector machines, decision trees, etc.
Long Short-Term Memory (LSTM), a type of RNN with a more complex computational unit, has become a popular architecture because of its superior ability to preserve sequence information over time [19] , [25] . It has achieved good results on a variety of sequence modeling tasks, such as machine translation [26] , speech recognition [27] , image caption generation [28] , and so on.
The LSTM's ability to successfully learn on sequence data makes it a natural choice for our problem. Thus, we propose a LSTM-based deep learning method to discover the features from the observation tasks in the look-ahead horizon, and use them for classification. The overall process is shown in Fig.4 . It consists of two components: encoding network and classification network. The encoding network translates the subsequent tasks of the decision task in the look-ahead horizon into a fixed-length vector representation with two LSTMs. The classification network makes a prediction based on the structured representation and offers the possibility.
B. ENCODING NETWORK
The encoding network is a feature extractor for the tasks in the look-ahead horizon. In our problem, each task in the lookahead horizon contributes differently to the decision task. Tasks that conflict with the decision task (named conflicting tasks) often have a greater contribution than the rest of the tasks in the look-ahead horizon (named non-conflicting tasks) [29] . In order to better distinguish the importance of each task, we design two recurrent neural networks, Local Long Short-Term Memory (L-LSTM) and Global Long Short-Term Memory (G-LSTM), in the encoding network. For ease of use, the combination of them is named Global&Local Long Short-Term Memory (GL-LSTM). The L-LSTM reads the tasks that conflict with the decision task to obtain the fixed-length vector representation, which is the summary of the conflicting tasks. The usage of L-LSTM enables the onboard planner to assess the degree of conflict between the decision tasks and other observation tasks. The G-LSTM reads the rest of tasks in the look-ahead horizon to obtain the fixed-length vector representation, which is the summary of the non-conflicting tasks. The usage of G-LSTM avoids the planner making short-sighted decisions. The input task sequences of L-LSTM and G-LSTM are computed by Algorithm 2. In Algorithm 2, tasks that conflict with the executing task is first removed, then the rest of the tasks in the look-ahead horizon are divided into two parts (conflicting tasks M l and non-conflicting tasks M g ) based on constraints (6) (7) and (8) .
In the encoding network, using a single LSTM network to read all the tasks in the look-ahead horizon and extract the features is also feasible, but its performance is worse than our GL-LSTM network. The reason is analyzed in Section V-B.3.
We can directly input the conflicting tasks and nonconflicting tasks into the L-LSTM and G-LSTM networks to exact the features after they are separated. However, the number of tasks in the look-ahead horizon is not constant, which is affected by the position of AEOS and targets. The processing time of LSTM depends mainly on the length of the input sequence, and it will rise if there are too many tasks in the look-ahead horizon. It is not a good solution in practice because of the limited computing resources onboard.
An effective way is to sample a fixed number of representative tasks from the conflicting tasks M l and non-conflicting tasks M g , respectively. The objective of our problem is to maximize the total profit, so we propose a Profit-based Task Greedy Sampling (PTGS) strategy, which samples s l and s g high-profit tasks from M l and M g , respectively. In the PTGS strategy, the conflicts between tasks (e.g, the setup if j not satisfy the constraint (6) (7) 
if ta j −te i < Ts(i, j) or e(te j ) < E min or d(te j ) > D max then // constraints (6) (7) and (8) 16:
else 18 :
end if 20: end for constraint (8) ) are first resolved, and then the high-profit tasks are selected. Details refer to Algorithm 3.
Both of L-LSTM and G-LSTM in the encoding network translate a task sequence to a fixed-length vector representation. We first give the feature vector of a task. Let m i ∈ M be the input task at position i, then its feature VOLUME 6, 2018 
• b i : the profit of task m i .
• e i : the energy consumed by task m i , • d i : the memory consumed by task m i .
• te i − ta i : the duration of task m i .
• ta i − te i−1 : the interval between task m i−1 and task m i .
• e (i−1)i : the energy gained between task m i−1 and task m i .
It is replaced by the energy level e(ta l ) or e(ta g ) if m i is the last task input into the LSTM.
• d (i−1)i : the memory freed between task m i−1 and task m i .
e. the available memory at the start time of the decision task) when i = l or g, otherwise is zero.
The LSTM is defined by the following equations:
where W * variables are the weight matrices and b * variables are the biases, details refer to reference [19] . Formally, given the input task sequence of L-LSTM and G-LSTM: M l = m 1 , m 2 , . . . , m l and M g = m 1 , m 2 , . . . , m g , then the feature vectors of them are X l = x 1 , x 2 , . . . , x l and X g = x 1 , x 2 , . . . , x g . According to (10) , there are corresponding output sequence H l = h 1 , h 2 , . . . , h l and H g = h 1 , h 2 , . . . , h g , where x t , x t and h t , h t are the feature vector of input task and the hidden state of L-LSTM and G-LSTM at position t.
To make a classification, the last hidden states of L-LSTM and G-LSTM (i.e., h l and h g ) are used as the input to the classification network.
C. CLASSIFICATION NETWORK
The classification network is a single-layer linear neural network, which is parameterized by W c and b c , and produces a probability distribution over class labels based on the structured representation obtained from L-LSTM and G-LSTM.
where W c ∈ R (d l +d g ) * K is the weight matric, b c ∈ R K is the bias, d l and d g are the dimension of hidden state of L-LSTM and G-LSTM, y ∈ c 1 , c 2 , . . . , c K is the class label, K = 2 is the number of categories.
To train the classification network, we adopt cross entropy as the loss function:
where p(y, X ) is the gold one-hot distribution of sample X , and P(y|X ) is the predicted distribution as defined in (11).
V. EXPERIMENT A. EXPERIMENTAL SETTING 1) DATA SETS
There is no benchmark data set in our problem, so we randomly generated five scenarios with a different number of observation tasks to measure the performance of our method. Each scenario contains 120 instances, 75% of them is the training data and the rest is the test data. The number of observation tasks in an instance of these five scenarios is from 100 to 500 with a step of 100. Each observation task corresponds to a target within the regional area:
The planning horizon was set as a typical day from 01-04-2017 00:00:00 to 02-04-2017 00:00:00. The length of the decision horizon (H d ) was set as 5 minutes. The length of the look-ahead horizon (H la ) has a strong impact on the performance of all algorithms, so we set two values: 1 and 3 orbital periods.
2) TRAINING DETAILS
The training of our deep learning method requires a large number of computing resources and training data, which are difficult to achieve onboard. Therefore, we trained the deep learning method on the ground (i.e., offline training) and used it onboard (i.e., online decision).
In the GL-LSTM, both the G-LSTM and L-LSTM are a 2-layer recurrent neural network with 16 hidden nodes, and with a dropout of 0.1 after each layer. During the training process, Adam algorithm [30] was used to optimize the parameters with a batch size of 100 and a learning rate of 0.001. 
3) BASELINES
To verify the effectiveness of GL-LSTM, we solved each instance by the CPLEX solver [31] in offline mode (i.e., all tasks in the planning horizon are known before planning) and used it as the baseline.
All algorithms were run on a Windows 7 OS with an Intel i7-4712 2.30 GHz CPU and 8 GB of memory. The following statistics were computed (N = 120 * 25% = 30 is the number of instances for testing in a scenario):
• accuracy: a statistical measure for classification, which is the proportion of true results among the total number of samples examined [32] .
• response time: the mean time from an algorithm is invoked by a task to the plan is produced or the decision is made.
• average profit: the mean profit of an algorithm (A) in a scenario, which is calculated as:
, where p k (A) is the total profit of algorithm A in instance k.
• profit gap: the mean profit error of an algorithm (A) in a scenario, which is calculated as:
B. PERFORMANCE OF THE PROPOSED METHOD 1) PERFORMANCE OF PTGS STRATEGY
To measure the effect of the PTGS strategy, we first tested the impact of two key parameters: the number of tasks in the conflicting task set M l and non-conflicting task set M g (i.e., s l and s g ). In practice, only a small number of observation tasks that conflict with the decision task, so we set s l to a fixed value based on the statistical results and mainly analyzed the effect of the parameter s g . Fig.5 shows the accuracy, profit gap and response time of GL-LSTM at different s g when H la = 3 orbital periods (H la is the length of the look-ahead horizon). The legend 'GL-LSTM+PTGS : s g = 32, s l = 8' indicates the encoding network is the GL-LSTM, 32 and 8 tasks are sampled from the non-conflicting task set and conflicting task set by the PTGS strategy, respectively. The rest can be explained in the same manner.
In Fig.5(a) and Fig.5(b) , the accuracy increases, and the profit gap decreases as the number of sampled tasks increases, primarily when the number of observation tasks in a scenario is large (e.g., scenario s300 − s500). This is because the more tasks are sampled, the more information is retained. However, the accuracy and profit gap between s g = 32 and s g = 64 are very close, which indicates the number of tasks that affect the decision result is limited. As we know, the number of tasks that the AEOS can perform is limited, even if there are a large number of tasks in a given horizon. This means that some observation tasks have little impact on the decision result of the decision task.
In Fig.5(c) , we see that the more tasks input into the encoding network, the longer the response time. This is determined by the architecture of the LSTM network. The LSTM network cyclically reads the input tasks, and the processing time depends mainly on the length of the input sequence.
Considering the limited computing resources onboard, we finally set s g = 32, s l = 8 as the default parameters of the PTGS strategy and used it for later experiments.
2) PERFORMANCE OF G-LSTM AND L-LSTM
To verify the rationality of the designed encoding network, we tested the performance of G-LSTM, L-LSTM and GL-LSTM, respectively. Fig.6 shows the accuracy, profit gap and response time of three networks when H la = 3 orbital periods. The meaning of the legend in Fig.6 is similar to that in Fig.5 .
By comparing Fig.6(a) and Fig.6(b) , we see that the profit gap is related to the accuracy. The higher the accuracy, the lower the profit gap. The goal of SOTTP is to maximize the total profit so that we pay more attention to profit gap than accuracy of these algorithms.
In Fig.6(b) , the profit gap of G-LSTM and L-LSTM are 7.61% − 8.77% and 5.62% − 14.14%. This shows that both conflicting tasks M l and non-conflicting tasks M g have VOLUME 6, 2018 a great impact on the decision result of the decision task, which indicates the feasibility of both G-LSTM and L-LSTM. In addition, the profit gap of L-LSTM is lower than G-LSTM, which represents the conflicting tasks is more important than the non-conflicting tasks. However, the accuracy of L-LSTM in scenario s100 is much lower than that of the other four scenarios. The reason may be that there are a few tasks that conflict with the decision task when the number of observation tasks in a scenario is small. The profit gap of GL-LSTM (2.19% − 3.95%) is far less than that of G-LSTM and L-LSTM, which illustrates the importance of both conflicting tasks and non-conflicting tasks, and demonstrate the rationality of GL-LSTM.
In Fig.6(c) , the response time of GL-LSTM is higher than G-LSTM and L-LSTM. It is because the response time primarily depends on the number of tasks put into the encoding network.
3) PERFORMANCE OF GL-LSTM AND S-LSTM
As mentioned in Section IV-B, we can input all tasks in the look-ahead horizon into a Single LSTM (S-LSTM) network. Thus, we compared the performance of the GL-LSTM network and S-LSTM network. Fig.7 shows the accuracy, profit gap of GL-LSTM and S-LSTM with or without using the PTGS strategy when H la = 3 orbital periods. The meaning of the legend in Fig.7 is similar to that in Fig.5 .
In Fig.7 , we can observe that no matter the S-LSTM network or GL-LSTM network, the profit gap is decreased by using the PTGS strategy. Intuitively, the accuracy of S-LSTM and GL-LSTM should be higher than S-LSTM+PTGS and GL-LSTM+PTGS, and the profit gap should be lower than S-LSTM+PTGS and GL-LSTM+PTGS, but the opposite conclusion is reached here. The reason may be that the LSTM networks do not completely distinguish the importance of each task to the decision task. The PTGS strategy removes some observation tasks with little contribution to the decision task based on empirical knowledge, and enables the GL-LSTM to focus on the representative observation tasks, which illustrates the effectiveness of the PTGS strategy.
In Fig.7(b) , we see that the profit gap of GL-LSTM is lower than that of S-LSTM no matter using the PTGS strategy or not. Although the number of conflicting tasks is relatively small, its impact is far greater than the non-conflicting tasks. By separating the tasks in the look-ahead horizon into two parts, it is easier for the network to identify the importance of each task to the decision task.
C. COMPARISON WITH OTHER ALGORITHMS
To further evaluate our method, we compared it with another two online planning algorithms: the Profit-based First (PF) heuristic algorithm and the Dynamic Profit System Benefit (d-PSB) heuristic algorithm [3] . Both PF and d-PSB are belonging to the rolling/continuous planning approach.
1) d-PSB. In [3] , the d-PSB heuristic mainly focused on the memory resource and working time for completing an observation task, but ignored the energy resource it consumed. To apply to our problem, we added the energy consumed by a task into the d-PSB heuristic function. The updated d-PSB indicator is calculated as:
The main idea of d-PSB is to select the observation tasks with higher d-PSB indicator from the task set. 2) PF.
The difference between PF and d-PSB is their indicator. The PF indicator is PF(m i ) = p i . The main idea of PF is to select the observation tasks with higher PF indicator among those available tasks. Gated Recurrent Unit (GRU) [20] is a variant of LSTM, which is another famous RNN architecture. We replaced the LSTM cell in the encoding network with GRU (GL-GRU) and also used it for comparison. Table 1 shows the average profit and profit gap of CPLEX, PF, d-PSB, GL-GRU and GL-LSTM. For example, the data '1421(07.36%)' in row 2, column 4 represents the average profit and profit gap of d-PSB in scenario s100 are 1421 and 7.36% when H la = 1 orbital periods.
In Table 1 (from the vertical view), the profit gap of PF, d-PSB, GL-GRU and GL-LSTM decrease when H la increase from one orbital period to three orbital periods. It indicates that the longer the length of the look-ahead horizon, the higher the average profit and the smaller the profit gap.
These algorithms can obtain more information about the attribution and distribution of observation tasks when the lookahead horizon is long, so that they can generate a plan in a broader view.
In Table 1 (from the horizontal view), the profit gap of GL-GRU and GL-LSTM are (2.24% − 3.96%) and (2.19% − 3.95%), which is far less than that of d-PSB (5.77% − 9.05%) and PF (1.66% − 25.83%). In GL-GRU and GL-LSTM, the deep learning method can autonomically learn decision rules from a large number of planning instances, which enables the AEOS to make near-optimal decisions in a variety of complex situations. The d-PSB focuses on energy resource, memory resource and working time for completing an observation task. Based on its heuristic rule, the observation tasks that have a high profit but consume too much energy or memory resources are often unscheduled. The PF gives preference to tasks with high profit, which lead to the tasks with slightly smaller profit but consume less energy or memory resources are often discarded. Both d-PSB and PF are heuristic algorithms and the quality of the designed heuristic rules determine the performance of them. In fact, designing good heuristic rules is very difficult, which makes it difficult to obtain optimal solutions for heuristic methods. Table 2 shows the response time of CPLEX, PF, d-PSB, GL-GRU and GL-LSTM. As seen from Tables 2, the response time of PF, d-PSB, GL-GRU and GL-LSTM are on the level of 10 −4 or 10 −3 s, and the response time of CPLEX is ranged from ten to thousand seconds. In practice, the computing power of the onboard computer is from 100 to 1000 times less than on the computer we use [3] , [15] . Due to the large response time and the limit computing resources onboard, CPLEX solver is more suitable for generating an offline plan on the ground. Typically, most of the tasks last tens of seconds. Though the response time of GL-LSTM is about ten times that of PF and d-PSB, GL-LSTM can still decide the task to execute before the end of the excusing task even if the computing power drops to one thousandth. More importantly, the profit gap of GL-LSTM is far less than that of PF and d-PSB, which investigate the feasibility of the proposed method. VOLUME 6, 2018 In Table 1 and Table 2 , the difference between GL-GRU and GL-LSTM in the profit gap and response time is very small. Though GRU effectively reduces the training time, it has little improvement in response time. To be sure, it is an optional RNN architecture for solving our problems.
VI. CONCLUSION
This paper studied the onboard observation task planning problem for an autonomous earth observation satellite. We developed a sequential decision-making model and proposed a deep learning based planning method to decide the observation task to perform in real-time. In the deep learning base planning method, two LSTM networks were designed to exact the features and a feedforward neural network was used to decide whether a task should be performed. To fasten the response time, a profit-based task greedy sampling strategy was presented to sample a fixed number of tasks as the input of the LSTM networks. Five scenarios containing 150 problems were applied to validate the feasibility of the proposed method. The experimental result demonstrated that our method can effectively solve the SOOTP with high accuracy and low profit gap.
The future work of our study mainly focuses on using the reinforcement learning method to solve the SOOTP. Training the task decision model with the supervised learning method requires a large number of training samples, but they are often difficult to obtain in practice. Fortunately, the reinforcement learning method can cleverly avoid the problem. 
