Social media platforms and microblogs have become popular fora where the general public expresses opinions and concerns on a variety of matters. As a result, private and public organizations have been looking into ways for finding, understanding and communicating insights extracted from this massive amount of text-based interconnected data. There are, however, important difficulties associated with the noisiness and reliability of the content that hinder the analysis of the data. This paper reports the main challenges found in a real-world experience with social media used as a source of data to support policy making and assessment. We also propose a set of strategies for the precise retrieval of data, the profiling of social media users, and the involvement of policy makers in the analytical process.
Introduction
During the last decade microblogs, and Twitter in particular, have become popular platforms for users to broadcast ideas, feelings, facts and opinions. Due to their massive use and open policies for access to the data, they can act as social barometers that measure public concerns and satisfaction on a wide range of issues. As a result, governments and private organizations have been exploring ways of tapping into the data to extract insights for policy making and assessment [1] [2] [3] .
Social media is an exemplary representative of the inherent challenges of Big Data [4, 5] , where vast amounts of data are published at an ever-increasing rate. Several research efforts have focused on the design of computational methods to digest and analyze large amounts of data, including social media data [6, 7] . However, despite the abundance of data mining methods available in the literature, there are several challenges when it comes to the analysis of noisy and semi-structured data [8] , i.e. textual (unstructured) combined with typed or vocabulary-controlled data (structured). Given the universality of access to social media, there are also varying levels of value and interest in the data, so identifying the right subset of data for analysis is the first stumbling block, yet commonly overlooked [5] .
Data quality is a critical area in data analytics and in its absence it would produce meaningless results regardless of the analytical methodology employed. This is particularly important in social media given the noisy conversational nature of the text content and inconsistent user reliability [9, 10] . In addition, most approaches focus on the data analysis aspects in isolation of other related tasks-from data acquisition and cleaning to result presentation via analysis and exploration of data, which is known as the entire data science process [11] . As a result, most organizations also seem to lack the capacity to effectively perform the entire pipeline of analytical actions [3] .
This article is grounded in a real case experience that brought together researchers from industry and academia to harness the benefits and challenges of social media data for informed policy decision making. Our goals were to analyze the opinion of people towards different topics in the health care system (e.g. emergencies, home care, outreach for specific diseases, etc.). Yet one typically overlooked aspect in social media analysis that we address in this paper is the quality and accuracy of the data collected for analysis.
We illustrate this aspect by restricting the data to the opinion of people living in a specific geographical area. A second contribution of our approach is to show how policy makers can be active participants of the analytical process, as opposed to they being mere consumers of an automatic black-box process.
The description of the approaches applied in this paper are organized around the main data and information quality challenges that we identified. While our experience was focused on the health care domain, the process hereby described can be generalized to other domains and practitioners interested in social media data analytics. The next section describes the methods applied including a revision of previous related work in the literature. Results and outcomes of our use cases are described in Section 3, while concluding remarks and open areas of research are discussed in Section 4.
Methodology
Data science is an ill-defined concept referred to as a family of inter-disciplinary approaches aimed at extracting insights from data [11] . The traditional paradigm considered this as a linear sequence of stages, where data is fed, cleaned/preprocessed, analyzed and output in a pipelined-fashion. However, modern approaches considered this process as an iterative one, where stages tend to require some iterative refinement [12] . Therefore, the approach taken in this experience in the context of our social media analysis for supporting policy making can be graphically summarized as depicted in Figure 1 . Each stage in the diagram is accompanied by a question that summarizes its main challenge. This article focuses on the data quality issues found and the approaches taken during the data processing-intensive stages, which are indicated within the dashed rectangle in Figure 1 . Twitter was selected as the social media platform due to its high popularity and the availability of an API 1 for obtaining tweets in real time.
Data collection: finding the right content
Extracting valuable insights requires having the right data in place or the means for retrieving this data accurately and efficiently. The main challenge for an information retrieval method is to collect textual data with high precision (collected documents are relevant) and with high recall (relevant documents are collected). This challenge is exacerbated in Twitter for three reasons. First, the shortness of posts combined 1 https://dev.twitter.com/streaming/overview with data quality issues, which include informal expressions, misspellings and ad-hoc terms, make the matching and retrieval of text more difficult. Second, Twitter's streaming API, which is the access to the stream of tweets, has a rudimentary programming interface that requires the provision of a set of handpicked keywords (or user names) that act as a disjunctive-OR-based-boolean query. Finally, there is also a limit that at any time the retrieved results are capped at 1% of the overall Twitter traffic volume. However, given the enormous number of tweets posted worldwide, this last restriction does not represent a limitation for most analytical cases.
Originating these keywords is not only cumbersome but it is also difficult to determine their appropriateness. Selecting too few keywords may potentially leave relevant content out of consideration and has the risk of biasing the analysis to the particular subset retrieved. Selecting too many keywords may introduce spurious content that, if not identified, will distort or obfuscate the analysis. Previous efforts in the literature have looked into query expansion approaches using pseudo-relevance feedback and Twitter specific features for the accurate retrieval of Twitter data [13, 14] . Some recent works have proposed methods that apply filtering techniques in a user-supervised fashion [15, 16] , which is the type of strategy applied herein.
2.1.1. Our approach. In general, it is preferable to favor recall over precision by collecting more tweets at the risk of also obtaining non-relevant content. In this way a postprocessing filtering can still be applied. On the contrary, tweets that are not collected at the time they are posted, are difficult to crawl later by means of the Twitter API, and hence will be likely not retrieved.
Let us assume that we have p different pre-defined topics of interest for our analysis. Each topic requires its own set of keywords, namely: Κ = {κ1, ..., κp}, so that κi = {ki,1, ..., ki,|κi|} with 1 ≤ i ≤ p contains the keywords corresponding to the query of topic i. In our use case we devised these keywords in an iterative manner. At the beginning a few seed keywords were manually chosen for each topic of interest based on domain knowledge. A semi-automated process was then started where keywords for each specific topic were prompted by the system and the user could add them or not to each κi. This was done by computing a score for each keyword with respect to a topic i, i.e. score(k,i) = f(k,i) • itf(k,i) • type(k), where f(k,i) is the frequency of a keyword k in the retrieved tweets for topic i, itf(k,i) is the inverse topic frequency, i.e. an inverse measure of how frequent the keyword is in the p topics, and type(k) is a boosting factor that depends on whether the keyword appears as a hashtag, user mention or regular term. This strategy was particularly useful to identify relevant hashtags or institutional accounts that were not included from the beginning.
The query submitted to the API is the union of the keywords for each topic, i.e. Q = ∪i=1...p κi, where the tweets corresponding to each topic are separated offline after the crawling. An important aspect is that the crawling process was monitored for its performance, which closes the loop indicated in Figure  1 and leads to the subsequent removal or insertion of new keywords. This monitoring process is further described in Section 2.3.1. While calculating recall is not practically feasible due to the large number of tweets, precision can be estimated by random sampling and manual inspection. Given a sample of tweets retrieved for topic i, we computed precision as the ratio of relevant tweets to all the tweets in the sample. Depending on the specific topic, precision ranged from 80% to 97%. This of course depended on the amount of keyword refinement, so we typically stopped tuning the keywords when a precision above 80% was obtained. Yet, as topics evolve over time a weekly monitoring was necessary to keep precision at acceptable levels. 
Data cleaning: finding the right users
Commonly, policies and decisions to be made are relevant to a specific group, such as people living within a specific geographical area, within a certain age or socio-economic group, or based on marital status. Identifying the opinions from specific groups of users is another major challenge, because the necessary information required to partition users is rarely made available as part of the public user profile in a structured form. For instance, less than 1% of the tweets contain geo-tagged data [17] , while Hecht et al. [10] estimated that 34% of users provide fake or sarcastic location information in their own profile. Therefore, in order to have a large and reliable sample of data for analysis, the user profile information needs to be inferred or contrasted by other means.
There are two main types of methods for inferring user profiles. The first type looks into what can be inferred from the user's network of friends and the people that users most frequently or recently communicate with [17] [18] [19] . The other type looks into analyzing content or style of posts to infer user's profile data, such as age and gender, as it is done in [20] , or by finding geographic references or regional language style to determine user's location [21, 22] . Other recent methods have looked into hybrid approaches that jointly exploit both network and text information [23, 24] .
Another related aspect to user analysis is the fact that some users may have a higher impact when they express their opinions. Such users are commonly referred to as influencers [25] and they could be celebrities, press media members or just members of the general population with a large number of followers. Identifying influencers is key when analyzing social media content, as influencers' posts could be weighed higher since their messages are likely to reach more people, who are in turn more likely to trust in their content. Also, when content needs to be disseminated, influencers may be the target of directed messages with the expectation that they will engage in the conversation, and hence help broadcast messages to wider audiences. This practice facilitates improving "corporate dialog" [26] . Influencer characteristics may vary depending on the thematic topic and scale, and as a result several studies have looked into their identification and analysis [27] [28] [29] .
2.2.1. Our approach. In our use case we were interested in the opinion of people living in a particular province or state only. Given that the volume of geotagged tweets from that province about our topics of interest was minimal, inferring user profiles was critical to avoid having an insignificant number of tweets for analysis. The algorithmic inference we used is the result of an in-house supervised machine learning method [30] , which combines different sets of features from different sources. It is worth noting that these methods were trained in a much larger dataset containing information from thousands of different users, and not just on the data crawled for this experience.
The first set of features was extracted from the textbased user profiles. This was done by running a Named Entity Recognizer [31] on the textual profile of each user. Extracted location entities were matched against a location database (http://www.geonames.org). Ambiguous cases can arise from people indicating more than one location, or from entities that could refer to multiple locations (e.g. "New York" could refer to the one in the state of New York or to the one in the state of Missouri), or by bogus locations (e.g. "Earth", which if not caught would be mapped to "Earth, Texas"). The second set of features were geo-tagged tweets, which are used to query the location database with the longitude and latitude data. While this adds precise information about the location, it is important to keep in mind the low percentage of users that enables the geo-tagging of tweets. In addition, avid travelers may have this information available, which forced us to only rely on geo-tagging if a large proportion of tweets are from a same location. Finally, the third set of features looked at information from the immediate neighborhood of the user. If the majority of mutual friends (followers and followees) are from the same location, then there is a high probability for the user to belong to that location too.
In addition, we analyzed how influential each of our identified users were. While there is no unique way to identify who or what makes a person an influencer, we developed a statistical approach that looks at a combination of features such as: number of followers, number of tweets, recency of tweets and promptness to engage in conversations. The algorithm performs as an outlier detector, in such a way that users who have feature values that are significantly higher than the mean feature values are considered influencers. It is worth highlighting that the more data crawled from Twitter users, the more reliable these statistics are.
Analysis: involving policy experts in the analytical process
In many data analytics scenarios the path from data to decisions is unclear and not everything can be automated. Typically, answering an analytical question leads to further questions about the data, so an exploratory or investigative analysis on the data is necessary. Domain experts, or policy makers in our case, should be involved in the analysis since they can pose insightful questions on the data and interpret situations better than data-mining experts who may not be familiar with the domain. Yet data experts need to be supported by data analytics/mining methods, which are able to crunch large amounts of data and provide descriptive or predictive statistics on the data.
Most of the challenge resides in designing appropriate and effective visual interfaces that can represent data in a useful form, and in developing machine learning and data mining algorithms that learn from data and from user intervention. This type of analysis is commonly referred to as visual analytics [12, 32] , where interactive interfaces connect seamlessly with the data mining back-end. This gives more flexibility to the analyst than a monolithic solution that needs to be customized by the data mining expert every time data or analytical needs change. In the case of data analytics for policy making, it becomes important to support provenance [33] -the capacity to track interaction and changes on the data-and interpretability, so that the reasons behind the decisions can be understood and communicated. Therefore, methods that favor interpretability are preferred over black-box approaches that do not allow meaningful interaction. Tools for the visual analysis of semistructured, interconnected and social media data have been presented before [16, 34, 35] , but there are still vast opportunities for research that connects and expands upon these individual efforts from different areas.
2.3.1. Our approach. We developed two interactive visualizations that are aimed at exploring data in social media. The Javascript-based visualization library D3 was used for the development of our visual tools (https://d3js.org/) The first one is a simple interface that aims at discovering the main topics of conversation for a given time period as illustrated in Figure 2 . Summaries of the conversations are shown as keyword clouds, where keywords are n-grams (n = 1, 2, 3) that are extracted based on the highest tf-idf values [36] . In this model, a document was considered to be the concatenation of all tweets happening in a given time window. Note that if the most frequent terms were used as keywords instead of using the tf-idf values, it would show mostly the keywords used for crawling without exposing hardly any differences in each time window. At the right hand side there is a table of the tweets found for the given time period, where for each line it is shown the date and time, the name of the user (also known as screen name in the Twitter jargon) and the text itself. The tweets in the table can be sorted by any of these three features.
The interface allows the user to customize how many keywords are shown, the cardinality of n-grams considered for the keyword extraction, and the length of the time period. Upon interaction with the keyword cloud, the user can see a clicked word in a different color in the table of tweets. This allows investigation of the term in context and analysis of a narrower set of tweets. For instance, in Figure 2 we can see that the story of a girl rejected to hospital admission emerged in social media conversations on that day, which also led to other conversations of people demanding better policies regarding mental health issues.
This interface was used to monitor the quality of the retrieval and adjust the query when too much noise was perceived. This reinforces the idea, which is exposed in the cyclic structure of the diagram in Figure  1 , where the analysis phase can lead to the improvement of data collection and cleaning. Yet in order to facilitate this cyclic process, domain experts should be involved in the analysis and have the right tools to explore the data. If tweets are found to be off-topic, then action needs to be taken to refine the data collection and cleaning stages.
The previous interactive visualization, depicted in Figure 2 , was appropriate to explore trending keywords in a given time span and provided a way of linearly enumerating the tweets containing those keywords. However, it had limitations when it comes to the analysis of interactions among users and their relative importance based on their network of followers.
Our second interactive visualization displays retrieved tweets using different visual encodings. For instance, Figure 3 -a shows tweets from two topics of interest, namely "diabetes" and "home care", which are represented as circles in yellow and blue, respectively. Links between tweets indicate a reply or retweet. These circles and links typically exhibit a "star" network pattern, i.e. several tweets replying to a same tweet. The size of each circle can encode either the importance of the tweet, i.e. using the number or retweets or favourite counts, or user's importance, i.e. using the number of followers as its representative measure. Alternatively, tweets can be arranged temporally: from left to right encoding the date and from top to bottom encoding the time of the day, as it is visualized in Figure 3 -b. When comparing the volume of posts about diabetes and home care, we can note that home care has become a more meaningful topic during 2015 with three main bursts of Twitter posts (blue circles), while diabetes appears to be a topic that was more prominent during 2014 (yellow circles). In practice, the analyst should also consider any trend-in the case of Twitter is typically increasing due to the increasing number of users-to compensate for the difference in the absolute numbers of posts. As users can feel easily overwhelmed with the number of tweets, there are also filtering mechanisms to hide tweets based on user's importance, tweet's importance or recency.
Results
In this section we present the main results of the methods presented in this experience as well as the qualitative analysis of the exploratory tools. Twitter privacy policy and confidential agreements with the target healthcare organization do not allow the publication of the tweets used during the analysis. While this imposes some limitations in the sharing of research results, our experience also showed us that social media datasets should be evaluated in the specific settings and context under investigation, rather than expecting the results or labeling of other datasets being representative in other domains. After contrasting our predicted locations with manually annotated locations via crowdsourcing (http://www.crowdflower.com/), we analyzed the accuracy of our approach at different levels of localization and in terms of the different features considered. As we can see from Figure 4 , around 60% of the users could be geo-localized by using the profile information. However, less than 30% could be narrowed-down to the city level. The incorporation of GPS-tagged information allowed increasing the coverage of geo-localization by a 10%, and the citylevel geo-localization increased around 15%. Incorporation of the inferred locations of the user's neighborhood allowed inferring the location of more than 90% of our sample, where 70% could be localized to the city-level. state/province and city) localization in terms of different types of features used. On the horizontal axis, P indicates that the localization method only uses the self-provided profile information, P+GPS when geo-tagged tweets is added, and P+GPS+NET denotes when the localization of mutual followers is considered.
The influencer classifier allowed an analysis of the percentage of influencers that our target health organization was either following or being followed by ( Figure 5 ). This analysis revealed valuable information as almost 60% of the provincial influencers that were broadcasting opinions in healthrelated topics were not being read or interacting with this health organization. While the details of our predictive models have not been made available due to proprietary reasons, the research community can still benefit from these models by accessing LeadSift's API [30] , which can be used for automatic user profiling of any Twitter user or as a benchmark for comparison with other approaches.
The tool for visual analysis of Twitter content received significant interest among health care policy makers, who lacked technical skills to collect and clean the data. Therefore, the main advantage they identified was the provision of a tool where they could focus on the data analysis, rather than on the technical challenges of retrieving information from Twitter and filtering the pieces that are relevant for their analysis. They also praised the fact that results are not static images but allowed some degree of interactivity that let them focus and highlight different aspects of the data. A tangible outcome of the experience hereby described was the analysis being forwarded to the groups in charge of diabetes to support their outreach programs. Such analysis helped triggered more analytical questions, such as the replication of the analysis on different states/provinces with similar demographics so that differences and commonalities in the data could be contrasted. 
Conclusions and open directions for research
This paper presented our experience in addressing data quality issues in social media data in the context of policy making for health care. Our main contributions of this article are: 1) the review and discussion of the main data quality challenges in social media analysis, 2) the consideration of simple, yet effective, approaches that consider the entire data analysis process-from data collection to analysis via cleaning-, 3) the proposal of exploratory analyses as a means to involve domain experts in the analytical process, and 4) the provision of an API that the research community can benefit from to enrich Twitter user profiles.
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The main advantage of using Twitter data is the ability to obtain recent opinions and information in a cost-economical and unobtrusive way. Yet analyzing this data naïvely is likely to produce meaningless or biased results that are of little value to policy makers. While data bias appears to be an inherent data quality issue in the Web [37] , we presented a set of strategies that addresses three major challenges in data quality for social media analysis. These strategies can be generalizable to other analytical tasks performed on social media data.
The first strategy addressed the problem of social media data retrieval by performing a continuous monitoring of the data crawled in order to keep it precise, and a term scoring approach to suggest keywords to be added to the query, and thus increase recall. The second strategy addressed the challenge of automatic user profiling by the application of machine learning models operating on different sources of data. This allows a better characterization of users, and hence a finer-grained analysis on the data collected. The final strategy aims at involving policy makers as part of the analytical process. This was performed by means of interactive visualizations that allow the experts to explore the data as a way of extracting insights and formulating new questions.
There are several open challenges in the area of data quality in social media as well as exciting research opportunities as a result of recent research findings in related areas. Although research on natural language processing and text mining can be regarded as mature, it has largely focused on the assumption of well-written "long enough" documents [36] . Several methods for word and phrase similarity have been proposed in recent years [38, 39] , which aim at measuring similarity between text that may not contain any words in common. While not all these methods are directly applicable for social media, they represent promising approaches to identify related text content. However, other more advanced tasks that allow the understanding of and insight extraction from a large number of posts such as topic extraction, summarization or entity recognition have not been fully solved yet in the context of social media data [40, 41] and are worth further investigation. Finally, the mining of social media data by public and private organizations also opens a range of new challenges not necessarily related to its analysis. These challenges relate to privacy, accessibility and social inclusion and data governance in general [2] , which also require their own study and strategies.
