If there are too few units compared to inputs and outputs, the efficiency evaluation based upon the data envelopment analysis suffers from a lack of discrimination. The literature has proposed various statistical techniques when the value judgments do not guide the selection of the inputs/outputs. Two techniques, the variable reduction procedure of Jenkins and Anderson (2003) and the approach based upon the efficiency contribution measure of Pastor, Ruiz, and Sirvent (2002), were compared in an empirical retail bank context. The objective was to select a representative set of outputs from the services the bank provides. As the techniques take different approaches to selecting influential variables, the output sets proposed by the techniques diverged. This created some significant differences in the efficiency evaluations of the bank branches. The bank management gave feedback on the techniques and the results from a practical perspective. The techniques led to different managerial interpretations of the performance complementing each other. Thus the techniques can be utilized to evaluate the units from multiple perspectives.
Introduction
Data envelopment analysis (DEA) is a method used to evaluate the efficiencies of comparable units with multiple inputs and/or outputs. It takes an optimistic perspective by choosing, for each decision-making unit (DMU), the most beneficial non-negative (i.e. those weights will maximize its efficiency score). This virtue has a consequence. Having a low number of units under assessment compared to inputs and outputs leads to finding a large portion of the units efficient or nearly efficient. The identification of many units falsely efficient and too optimistic efficiency scores is called a lack of discrimination (see e.g., Podinovski & Thanassoulis, 2007) . Such an efficiency estimation may not serve the purpose of the evaluation.
Banks consume several resources (inputs) to produce several services or other outcomes (outputs). Even though there are large nationwide and international banks, the majority of the branch networks are small with a relatively low number of branches. 1 In addition, in the large banks, the branches are often clustered into smaller homogeneous subsets. Thus, the lack of discrimination can be an issue in bank branch efficiency evaluations (see, e.g., the discussion of Paradi & Zhu, 2013) .
This essay focuses on the variable side (i.e., inputs and outputs) of the discrimination problem. The number of variables can be reduced by selecting the most important outputs/inputs to depict the activity. Numerous statistical techniques have been proposed for situations where judgmental knowledge is not available or not sufficient enough for selecting the variables. The following review illustrates the variety of techniques. 2 Some selective techniques omit variables prior to DEA. Lewin, Morey, and Cook (1982) , among others, used correlation and regression analysis to test redundant variables to be omitted. Jenkins and Anderson (2003) proposed a variable reduction procedure based on partial covariance (abbreviated as VR in this paper), where a combination of variables is selected based upon the proportion of the total variance retained. Gonzalez-Bravo (2007) 1 In the United States, the commercial banks had, on average, 13.2 branches in 2011 (data source: U.S. Federal Deposit Insurance Corporation). In the United Kingdom, the monetary financial institutions have 28.7, in Germany 18.9, in France 31.8, and in Finland 3.8 branches (data source: European Central Bank 2011, UK data from 2010). The exceptionally low figure in Finland is explained by the high proportion of small local cooperative and savings banks. 2 Besides selective techniques, that are the focus of this paper, there is another branch of statistical techniques that deals with the lack of discrimination by determining statistically the weights for summing up the data in a reduced set of variables. Various techniques ending up in aggregation have been proposed by Sengupta (1990) , Sinuany-Stern and Friedman (1998) , Ueda and Hoshiai (1997) , Golany (2001, 2002) , Bian (2012) , and Amirteimoori, Despotis, and Kordrostami (2014). proposed a procedure to help model specification by using an output/input ratio-based analysis prior to DEA.
Another sub-branch of selective techniques tests the impact of the retained variables on DEA results. Banker (1996) proposed the use of statistical tests for different inefficiency distribution assumptions, to indicate the significance of a variable in the production process (i.e., efficiency estimates). Simar and Wilson (2001) recommended bootstrapping to test whether the input or output variables are relevant. Pastor, Ruiz, and Sirvent (2002) introduced an efficiency contribution measure (ECM) to test for the significance of a variable in efficiency estimation. Fanchon (2003) , Ruggiero (2005) and Sharma and Jin (2015) regressed the efficiency scores against the variables and tested the regression coefficient in dropping the insignificant variables. Wagner and Shimshak (2007) proposed a stepwise procedure that evaluated the impact of the variable set on the average efficiency scores.
There are a few published studies comparing some of the statistical variable selection techniques (see Sirvent, Ruiz, Borras, & Pastor, 2005; Nataraja & Johnson, 2011) . These comparisons are based upon Monte Carlo simulations, and the efficiency estimates are compared to the known true frontier.
We take another approach in this paper. The main interest is in the implications that the use of variable selection could have in the interpretation and acceptance of the DEA results for performance management. We use data that have been gathered during the research collaboration with a Finnish retail bank. The variable selection has a specific contextual focus: to specify a model for evaluating the operational efficiencies of the branches during 2007-2010 using DEA. The techniques and their outcomes are reviewed by the branch network management.
We focus on two techniques: VR and ECM. Our prior assumption is that both techniques could be helpful in our empirical case, where the output variables represent the sales quantities of banking services that are highly positively correlated. Both techniques arise from the critique against intuitive variable exclusion, based upon high correlations between variables, and present statistical approaches for variable selection (see Pastor et al. 2002 , Jenkins & Anderson, 2003 3 .
Both techniques aim to minimize information loss when omitting variables, but they use very different definitions of information loss. While the objective of VR is to minimize the reduction in data variability, ECM focuses on minimizing distortion in the distribution of efficiency scores. This paper describes what kinds of consequences the different definitions can have in the case context.
The techniques should be considered as tools to help the management when deciding on inputs and outputs for efficiency evaluation. If the purpose is solely the correct classification of efficient and inefficient DMUs in a certain context, and the purpose is not variable selection, there may be other choices to reduce dimensionality. 4
Even though the industry is less relevant in variable selection for DEA, it is worth noting that VR has been associated as an option to improve discrimination in bank and bank branch efficiency evaluation (Paradi, Yang, & Zhu, 2011; Paradi & Zhu, 2013) . The reader may also be interested in the application of ECM in the evaluation of a Spanish bank branch network (Pastor, Lovell, & Tulkens, 2006) . The rest of this paper is organized as follows. Section 2 presents the two selected techniques used in this study. Section 3 introduces the empirical case, including the data used and the initial estimation without variable reduction. Section 4 describes how the techniques were applied to construct alternative specifications for efficiency estimation. Section 5 discusses the key findings. Section 6 summarizes the management feedback to the comparison. Section 7 makes concluding remarks.
Variable selection techniques
First, we briefly introduce a DEA estimator that provides the baseline for this study, and then we explain both techniques applied for variable selection in this comparison.
DEA estimator
The efficiency of a DMU can be evaluated using the generalized DEA estimator presented by Banker, Charnes, and Cooper (1984) . We use the output-oriented multiplier form of DEA here. Assume there are n DMUs, each consuming m inputs and producing p outputs. The 4 ECM performed quite well in most tested scenarios when compared with a number of selection and aggregation-based approaches (Nataraja & Johnson, 2011) . VR has been compared with a technique that combines principal component analysis (PCA) and DEA (Adler & Yazhemsky, 2010) . The latter outperformed VR in the simulations. Even though the combination PCA and DEA reduces dimensionality it is an aggregation approach rather than a tool for guiding the selection of variables. inputs are denoted by ∈ ℜ + and outputs by ∈ ℜ + . Let ∈ ℜ + × and ∈ ℜ + × be the matrices of observed inputs and outputs for the DMUs. DEA finds the most favorable input weights ν and output weights μ for the DMU under assessment, denoted by superscript r.
Scalar uo is associated with the returns to scale (RTS) assumption. If constant returns to scale (CRS) are assumed, uo equals zero, and the estimator is called CCR (Charnes, Cooper, & Rhodes, 1978) . If variable returns to scale (VRS) are assumed, uo is free and the estimator is called BCC (Banker et al., 1984) . The generalized DEA estimator is the following:
The objective function provides an efficiency score for the DMU, the smaller the better because of the output orientation. If the score is one, and all variable weights ν and μ are strictly positive, the DMU is efficient.
The first constraint normalizes the sum of weighted outputs to one. This normalization has a convenient side-product, because the weighted value of the output depicts directly the importance of the particular variable in the efficiency evaluation of the DMU. This weighted value is called the virtual output, and it is an important concept in this comparison.
The second constraint limits the weights in such a way that the performance of the unit is scaled to the best performance among all units.
Variable reduction based on partial covariance
As variables in the efficiency evaluation are often highly correlated, an intuitive approach is to omit some of the highly correlated variables without a significant loss of information. Jenkins and Anderson (2003) criticized this approach because interrelations between variables are less obvious and cannot be determined directly from the correlation matrix. They wanted to introduce a systematic statistical procedure to help make decisions for variable selection.
The authors have not given any specific name or abbreviation to their procedure. We call it variable reduction based on partial covariance, similarly to Alder and Yazhemsky (2010).
VR is a multivariate statistical procedure used to find a reduced set of initial input or output variables to be included in DEA. The aim is to minimize the information loss of original data when removing variables. The indicator of the information contained by a variable is the variance around the mean. The following summary of the procedure is based on Jenkins and Anderson (2003) .
The conditional variance of a remaining i variable when the effect of variable i'' is removed is denoted by σi.i''. If the variables are perfectly correlated, then the variance remaining is σi.i''=0 and i'' can be removed without any loss of information. This conditioning can be extended to the sets of retained and omitted variables.
To illustrate the procedure, we apply it to the output variables. The data are normalized to zero mean and unit variance to treat all outputs equally. Then the sum of variances of the normalized outputs is equal to the number of outputs p.
The outputs are divided into the set of variables omitted i=1,…, k and variables retained i=k+1,…, p, where the variables are in an arbitrary order. The variance covariance matrix of outputs denoted by V can be partitioned as variance-covariance matrices of omitted variables (denoted by V11) and retained variables (V22), covariance of omitted and retained variables (V12), and vice versa (V21). The partial variance-covariance matrix of omitted variables given the retained variables is computed 11.2 = 11 − 12 22 −1 21 . The trace of V11.2 represents the size of the remaining variance of omitted variables after conditioning the retained variables.
The sum of trace measures the information loss. The proportion of information retained can be obtained by comparing the information loss to the original sum of variance p.
The test of the partial covariance is repeated for all combinations of retained and remaining variables. The information losses of the combinations are monitored. A reduced variable set with minimal loss of information is chosen, and this variable set is used with the appropriate DEA estimator. Jenkins and Anderson (2003) do not give exact criteria for choosing the set of initial variables retained. The number of variables is externally defined to avoid the lack of discrimination. Jenkins and Anderson state that the ultimate decision to omit particular variables depends upon the importance of the variables to the management, and that the VR procedure plays a supportive role in this decision.
Variable selection based upon the efficiency contribution measure
Even though the ECM approach is also a selective technique, it differs from VR in the role of DEA. VR makes the variable selection using a statistical test, without any use of DEA. The ECM approach uses the appropriate DEA estimator to test the marginal contribution of each variable to the efficiency estimation. Following Pastor et al. (2002) , the test procedure is presented for an output-oriented radial efficiency estimation with efficiency scores [1, ∞) where 1 is efficient.
The ECM approach is based on two variable specifications that are called total model and reduced model. The total model contains a set of variables. In the reduced model, one of the input or output variables, called the candidate variable (denoted by z), will be removed. As the first step, the data used in the total model is adjusted in such a way that all the DMUs become efficient. Then the candidate variable is removed and DEA is executed with the reduced model. DMU r's efficiency score, denoted by φ r , represents the change in the efficiency scores between the total model and the reduced model. φ r is called the efficiency contribution measure of variable z to DMU r. If φ r =1, then we can conclude that the candidate variable z has no influence on the efficiency evaluation of the DMU. Analogously, φ r =1.1 indicates that the removal of the candidate variable has a 10% impact on the efficiency score of the DMU. These scores are calculated for all DMUs.
The relevance of the candidate variable z for the total model can be tested statistically using a binomial test. The null hypothesis is that the efficiency score distributions of the original model and the reduced model do not differ significantly and the candidate variable could be eliminated. The test has two parameters. The first one is a parameter for tolerated change between the models (denoted by ̅ ). Then T is the number of DMUs that exceed this tolerance. The second parameter is the probability level (denoted by p0) for the maximum allowed proportion of DMUs exceeding the tolerance. Sirvent et al. (2005) suggest that ̅ =1.1 and p0=0.15 are a suitable conservative choice for practical purposes. These parameters mean that the proportion of DMUs affected by more than 10% should not exceed 15% at the given significance level. Otherwise, the variable cannot be eliminated.
The use of the ECM is a stepwise process. Pastor et al. (2002) propose both a backward procedure (variable elimination) and a forward procedure (variable incorporation). As the backward procedure is relevant for variable reduction, it will be our focus. First, all variables are tested. The candidate variable with the lowest value of T is eliminated. Then a new original model with the remaining variables is built. The process continues until no variables can be eliminated.
The empirical case
The case is an application to evaluate the operational efficiencies of the bank branches in a Finnish retail bank, Helsinki OP Bank Plc 5 . This is a retail bank operating in the Helsinki metropolitan area. It belongs to OP Group, which is a leading financial service provider in Finland.
The variable selection techniques are applied to a set of outputs (services) for operational efficiency estimation, when assuming that all outputs are initially equal. Two alternative output specifications are defined, one using the VR technique and one using the ECM technique. The impacts of the use of these techniques are assessed by the following questions:
 How discriminative are the alternative output specifications in relation to the distribution of efficiency scores and the identification of efficient units?
 What are the implications for the ranking of the units, based upon the efficiency scores of the alternative output specifications?
 What is the importance of each main group of services to the efficiency evaluation when alternative output specifications are used?
Management feedback on the techniques and the results will be also considered.
Outputs and inputs
The bank branches provide more than 50 banking products that are tracked in the bank's sales system. Many of them are only variants, such as different types of credit cards. The output set can be reduced to ten services by aggregating different product variants. These services, denoted by i, are presented in Table 1 . The unit of measurement related to each service is the number of new agreements, such as new housing loans granted, mutual fund investments sold, or current accounts opened, during the period.
The services comprise three main groups: financing, investment, and daily banking. In addition to housing loans and consumer loans, financing services include payment protection insurance. The investment services include savings in an account or investment funds, either directly or as insurance savings accounts. Daily banking services include services that the customers need for payments and other daily affairs. Thus, new agreements for daily services reflect well the new customer base. Critical illness cover is actually insurance, but sold by banking professionals. It is a relevant output of the bank branch activity, but it is not significant enough to be a fourth group in this analysis. The bank management decided to locate it under investment services in the efficiency evaluation.
The initial inputs represent the working time of employees (full-time equivalent, FTE) in five different job roles in the sales activity. The bank had standard unit costs for different job roles. These unit costs were used to aggregate the cost of the workforce used as single input. The unit of measurement presented in this paper is working year (FTE), standardized with these unit costs. Online banking agreements Daily banking 10 Cards Daily banking
Data
This study is based on annual data of the 25 bank branches from the years 2007-2010. As some of the branches were founded during the time frame, there are 95 observations. There are several temporal options for DEA when panel data is used (see Tulkens & Vanden Eeckaut, 1995) . We use an intertemporal approach in the variable selection, meaning that all observations specify the model used in the efficiency estimation. If we applied a contemporaneous or sequential approach, each period would have a different specification, which would complicate the comparison of the techniques. 6 In this study, DMUs are the observations of branch-year combinations.
As the variable selection techniques are based upon statistical analysis, the distributions and correlations are relevant when explaining both the specifications and outcomes of the efficiency estimations. The cost of the work force is denoted by c. The outputs (i.e., services) are denoted by yi (i=1,.., 10). The descriptive statistics are presented in Table 2 . The distributions of the variables are positively skewed. There are more small and mediumsize branches than large branches in the network. The skewness differs by service. One reason for these differences is that in the panel data, the distribution is affected not only by the branch size, but also by the yearly fluctuation of the service.
The correlations between the variables are presented in Table 3 . They are relatively high between the outputs and between the outputs and the input. There are, however, some lower correlations even between services within the same group. The lowest correlation is between y4 mutual funds and y6 savings accounts. The reason for this is in the customer's behavior during the turbulent times of 2007-2010. During the bull market before the financial crisis, customers sought profits from mutual funds, but as the share prices dropped, customers changed to less risky instruments, such as fixed-term savings accounts. 
Initial sales efficiency estimation
The baseline estimation utilized a sales efficiency model that consists of all ten outputs. We do not utilize the logical grouping of services. The branches' intent was to maximize the sales of banking products with their resources, rather than minimize the resources to a given demand. Thus, the output-oriented measurement of efficiency will be used.
We apply a radial output-oriented DEA estimator (1). Additive DEA estimators, based on the difference between weighted outputs and weighted inputs, are sometimes used in bank branch efficiency analysis. They allow negative input/output values, which we do not have 7 .
The radial DEA is more appropriate for our purposes to rank the units. The efficiencies will be estimated using both CRS and VRS assumptions, and a test will be used to determine the appropriateness of the CRS assumption.
When applying the initial sales efficiency estimation with ten outputs, 17 units (18% of all units) are found to be efficient when CRS is assumed and 27 units (28%) when VRS is assumed. The average efficiency scores are 0.82 (CRS) and 0.87 (VRS). As this is a real application, we cannot obviously say which of the units are actually correctly or incorrectly identified as efficient or inefficient.
As the purpose is to give help to managers in specifying the output set, we look at the initial estimation from their perspective. If they are satisfied with the outcome of the initial estimation, they would accept a high proportion of efficient units compared to a reduced variable set. When used in target-setting, less improvement would be required from the branch network. Some of the improvement potential may be lost, and there would be a risk of picking poor benchmark DMUs from which the others have little to learn. They would also accept that a unit can be determined to be efficient based upon high performance in one output, even if the larger number of other outputs would have significant space for improvement.
If the discrimination is increased, the benchmarks are fewer and they represent more likely good practices, but on the other hand some relevant benchmarks may be ignored. The targets based upon an efficient frontier tend to be more of a stretch. If the local management and employees consider the targets impossible to achieve, these targets may be potentially demotivating.
In our case, the management considered the variable selection to be justified.
Applying the variable selection techniques
This section presents how the reduced output specifications were constructed using the variable selection techniques.
Applying VR
In this study, VR was applied to select one output from each service category. Thus, the number of retained outputs was three. Appendix A presents the ranking of the 36 combinations meeting this criterion.
We computed the matrices of partial variance-covariance for each possible combination of retained/omitted variables and sorted the combinations according to the variance retained, as proposed by Jenkins and Anderson (2003) .
The first ranked combination (y3 Payment protection insurance, y4 Mutual funds, and y9
Online banking agreements) was selected for use in the comparison. We call it the VR specification in this comparison. The differences between the top-ranked combinations were rather small. We will discuss the sensitivity of this selection later, in 5.3.
Applying the ECM
We used the backward procedure of the ECM to delete superfluous variables from the initial variable set. The DEA efficiency scores used as the efficiency contribution measure are potentially affected by the RTS specification. As we do not have a predefined RTS specification, the procedure was executed both for CCR and BCC estimators separately. Thus, it could be possible that the procedure ends up with a different reduced variable set.
As Sirvent et al. (2005) suggest, parameters ̅=1.1 and p0=0.15 were used when eliminating outputs in the stepwise process. Binomial distribution B(94, 0.85) was used with a 5% level of statistical significance, to determine if the output can be eliminated 8 . However, in some steps, two or more variables were tied for the highest effect with the initial tolerance level. In such cases, the tolerance was decreased ( ̅ =1.05, ̅ =1.03 etc.) until the variable to be removed was identified.
The stepwise variable elimination process is presented in Appendix B for both CRS and VRS assumptions. Even though there were some differences between the intermediate steps,
both assumptions ended up with the same three variables, after which no further variable eliminations were possible. When following the ECM procedure, the ideal combination for evaluating efficiency is variables y1 Housing loans, y4 Mutual funds, and y8 Current accounts.
The rest of the outputs can be considered superfluous. We call the combination of these three variables the ECM specification in this comparison. This combination of y1, y4, and y8 also meets the criterion to select one variable from each service group, similarly to our application of the VR procedure. It retains 83.53% of the total variance of the initial output. It is, however, only the 21 th of the variable alternatives according to the VR procedure (see Appendix A).
At this stage, we can conclude that y4 Mutual funds is a statistically highly influential service from the performance perspective, as it is included in the reduced variable set in both the VR and ECM variable sets.
Findings
The efficiencies of the DMUs were estimated by employing both CRS and VRS assumptions.
The descriptive statistics of the efficiency scores and the number of efficient units are presented in Table 4 . The scores are presented in a form where scores below one represent inefficiency. High average, median, and minimum efficiency scores and low standard deviation are also indicators of possible overestimation of efficiencies. The initial DEA estimation, which contains all ten variables, is, by default, the least discriminative specification. If VRS was assumed, 28% of the DMUs would be considered efficient. The discrimination can clearly be improved by adopting either of the selective techniques. The scores of the VR specification are, on average, lower than the scores of the ECM specification. On the other hand, the ECM specification finds less DMUs efficient than the VR specification.
In order to examine which RTS assumption should be used in the model, the nonparametric Kolmogorov-Smirnov (KS) test (Banker, 1993; Banker & Natarajan, 2011) is used. The test compares CCR and BCC efficiency score distributions. The null hypothesis is that the frontier exhibits CRS and the alternative hypothesis is VRS. The results of the KS test are presented in Table 5 . The initial estimation retains the null hypothesis of CRS if the 5% statistical significance level is required. Both the VR and ECM specifications reject CRS for VRS. The statistical techniques do not only increase discrimination, but they may increase the difference between the scores of RTS assumptions, as less information is used. Based upon the RTS test, we assume VRS in the remaining part of this paper.
Ranking differences
Some significant differences occur in the rankings of individual DMUs between the output specifications selected by the techniques. Figure 1 plots the ranking of DMUs. The figure illustrates that the evaluations based upon the two variable sets identified by different techniques are related. The point in the lower left corner (ranking 1 with both the ECM and VR specifications) includes 11 observations that are identified as efficient using both techniques. There are, however, many significant differences.
The biggest difference in rankings was related to branch B23, which, according to the ECM specification, is efficient but the VR specification ranks it as 54 th with an efficiency score 0.75. This is illustrated in Figure 1 . The reason for the high ECM-based score was the high housing loan sales when the market peaked in 2008. However, the branch was not able to utilize that opportunity in the sales of payment protection insurance to the housing loan customers, which would have provided high scores when the VR specification was used, too.
There are several similar examples, where the excellent performance of a branch becomes mediocre using the other technique -or a mediocre performance becomes poor.
Figure 1. Rankings of the DMUs by VR and ECM specifications.
The rank correlations of the DMUs are presented in Table 6 . The rank correlation also indicates that even though the rankings based upon the two techniques are significantly correlated, they draw a different picture of the relative performance.
Table 6. Rank correlations between DMUs, VRS (Spearman's rank correlation coefficient).
All correlations are significant at the 0.001 level.
The differences between the ECM and VR emerge from the different aims in the variable selection. VR focuses on the variance between the variables, and thus emphasizes the differences in outputs between the units. On the other hand, the ECM tends to retain variables that cause significant changes in the efficiency scores of the units. These variables that the ECM retains are not necessarily the ones with big differences between the DMUs. For example, y1 Housing loans is a core service, in which most branches perform relatively well, Initial estimation VR ECM Initial estimation 1 VR specification 0.796 1 ECM specification 0.830 0.765 1 thus a large number of DMUs operate close to the frontier and y1 cannot be deleted without a significant change in the efficiency scores of a large proportion of DMUs.
As different techniques take different approaches to dealing with the dimensionality issue, some variations in the results are natural.
Importance of outputs in efficiency evaluations
The analysis of virtual outputs proposed by Boussofiane, Dyson, and Thanassoulis (1991) can be insightful. Virtual outputs depict the importance of a particular output for the unit under assessment, for the maximum efficiency rating. Virtual outputs can be utilized to identify units with good practices that could be disseminated. Table 7 presents the descriptive statistics of virtual outputs in the initial estimation, and the two alternative specifications.
Because a lot of attention is paid to the service groups in the case bank, a question arises about how important each main service group is to the efficiency evaluation. We use virtual outputs to provide management with information on this matter. We compare the expected virtual outputs and the mean of the actual virtual outputs on the service group level in the set of all DMUs. Even though the weights are free for an individual unit, in a service business like retail banking, it may not be desirable for the overall efficiency evaluation to be too strongly ruled by one group of services. 
The weights of the efficient DMUs are not unique in DEA and may vary by solver used. Table 8 presents the mean virtual outputs of each service group by alternative. There are clear differences between alternatives in how the service groups are weighted. The virtual outputs of the ECM specification are most equally balanced between the service groups. If balanced weighting of the service groups is wanted, the initial estimation underweights daily banking services. The VR specification underweights financing services and overweights daily services. The importance of the variables among all DMUs depends on how far the observations generally are from the frontier. The distributional anomalies affect the mean virtual outputs.
For example, positive skewness indicates that the majority of the variable's observations are far away from the tails defining the frontier. As the skewness differs by variable, it is generally more favorable to weight variables whose observations tend to be closer to the frontier. The VR procedure is especially sensitive to the distributional differences, as it is based upon the few retained variables selected prior to DEA 10 . The low sum of the virtual output of financing services indicates that a high performance in the representative variable, payment protection insurance, is rare. In addition, the ECM procedure is potentially affected by extreme performances in single service. However, the ECM procedure tends to delete outputs that have the vast majority of observations far away from the frontier, as it is favorable for the DMUs not to weight them. 9 The null hypothesis is that the vector of mean virtual outputs of the groups does not deviate from the expected mean vector. The expected mean is approximately 33% (1/3 of each service group) when VR and ECM specifications are used. When an initial specification is used, the expected mean for financing services and daily services is 30% (3/10), and 40% (4/10) for investment services. These tests are only very indicative, because the virtual outputs of service groups depend on each other. 10 VR assumes implicitly that the variable distributions are normal when using partial covariance to select variables. The issue of normality requirement for VR in empirical cases has been brought up previously by Adler and Yazhemsky (2010) .
An interesting comparison from the managerial perspective is how the virtual outputs reflect the cost of the sales force. As the initial input data contained the work of the sales force by job role and the standard unit costs, we can make an indicative split of the costs of the sales force to the service groups. The cost of the team leaders is allocated to the service groups by the FTEs of the direct sales force. An indicative split of the cost of the sales force is: financing services 41%, investment services 30%, and daily banking services 28%. The VR specification violates this split clearly, while the ECM specification weights are quite well aligned with the resource allocation of the branch network.
The results show that the apparent equality of the variables may lead, in practice, to unexpected differences in the importance of the variables and their logical groups in the efficiency evaluation. This may be against the implicit knowledge of management. Thus, it is worth studying the virtual outputs (and inputs) generated through the variable selection and discussing the findings with management. Jenkins and Anderson (2003) have pointed out that the results of omitting or including variables in DEA are difficult to predict, even if the variables are highly correlated. The examples that the authors present show that one should be cautious and study the differences between the candidate variable sets. We checked the extent to which the top four ranked output combinations (see Appendix A) provide different results. These combinations are compared in Table 9 . Interestingly, the 1 st output combination that we have used as the VR specification in the comparison does not provide the highest discrimination. It identifies more efficient DMUs than the other three selections. The 4 th output combination has both lower average scores and higher variance between the scores. However, the rank correlations indicate that the four options give fairly similar rankings to DMUs. The rank correlations of the 1 st , 2 nd , and 4 th output combinations with the ECM specification are very similar (rank correlations 0.709-0.764), but the rankings of the 3 rd combination are closer to the ECM rankings (rank correlation 0.877). Thus, we can conclude that the 2 nd and 4 th output combinations take a fairly similar perspective of efficiency to the 1 st output combination, and the change of one variable does not have a significant impact in our case.
Sensitivity of the variable selection
As described earlier in 4.2, the results of the ECM technique could potentially be impacted by the RTS assumption. However, both RTS assumptions converged to the same final variable sets.
The forward selection procedure of the ECM was also tested. The single variable y4
Mutual funds was considered to be essential, and other variables were tested and added to the model in a stepwise process following the steps described by Pastor et al. (2002) . The forward procedure also converged to the same the variable set y1, y4, and y8. Thus, in our case, the ECM technique ends up with a single variable set regardless of the RTS assumption or the form of procedure.
Management feedback
The management of the branch network reviewed the main results of the initial efficiency estimation and the alternative selection techniques. The managers were provided with a graphical presentation of the efficiency scores of branches. Because each branch had several yearly observations from 2007-2010, averages of efficiency scores were used. The branchlevel results were more convenient for the managers. This, however, reduced the visibility of some extreme observed performances and yearly performance fluctuation. The management also reviewed the virtual outputs of the service groups and compared them to the costs of different job roles that were attached to these groups. In addition, the fundamentals of each technique were discussed with the management.
The management stated that even though it preferred the approach of evaluating efficiency using an aggregation of variables based upon the revenue value of services, an operational efficiency evaluation could be a supplementary analysis 11 . If a wide data set is gathered, then it would attempt to use all that information. However, the management found it hard to accept that a branch could claim itself to be efficient only on the basis of any individual service that the bank provides, as would be possible with the initial variable set.
Thus, variable selection is justified.
The managers commented that the principle of using the output set with the largest overall differences between the observations was reasonable (i.e., variance retained). In addition, the set of variables selected by VR was justified, as the management had put emphasis on these services during the years under evaluation. However, the disadvantage in this case was that the results were impacted by the strongly overweighted daily services.
The principle of eliminating the least significant outputs according to their contribution to efficiency was considered attractive by the management. The output specification obtained from the ECM approach contained the core services with which the branches are constantly engaged. The virtual outputs of the services group were also balanced and aligned with the costs. Thus, the management favored the ECM over VR if only one reduced set of variables is to be selected.
Concluding remarks
It has been well known that the DEA results are sensitive to variable selection. Even in a case where the variables are highly correlated, the choice of the variables can affect the results of the efficiency evaluation significantly (Dyson et al., 2001) . This study has demonstrated that the implications may concern not only the efficiency scores and rankings of individual DMUs, but also the importance that the variables and their logical groups have in the efficiency evaluation. Thus, it may affect the conclusions drawn from the results regarding the entire branch network.
On the other hand, this case study also suggests that some contradictions are natural.
The techniques compared represented two strategies of variable selection. VR emphasized the combination of services with the largest performance differences between the units, while the ECM ended up with a set of core outputs in which a high number of units perform relatively well. The management found that the techniques resulted in different interpretations of the efficiency measurement.
The fundamental differences between the selection approaches can benefit decisionmaking in companies and public organizations. Cooper, Seiford, and Tone (2007, p. 166 ) state that: "If we cannot identify the characteristics of the production frontiers by preliminary surveys, it may be risky to rely on only one particular model." When the results from different selection techniques are uniform, they confirm the basis for decisions. Contradictory results regarding an important issue indicate uncertainty, and further study may be needed before the decision.
Both techniques have benefits and drawbacks. VR has been criticized because variance retained has little value to managers (Pastor et al., 2006) . In our case, the management appreciated the principle of VR, and the reduced variable set made sense to them. Thus, it might be insightful to consider which set of outputs contains the biggest differences, and to discuss whether these differences are relevant from the performance improvement point of view. The unpredictability of VR has been highlighted by Jenkins and Anderson (2003) . The results are sensitive to extreme performances, skewness, and also noise, which Adler and Yazhemsky (2010) have recognized in their experiments. In our case, the sensitivity to anomalies caused an unbalanced weighting of services, contradicting the prior knowledge of management.
The ECM's criterion for variable selection, contribution to efficiency measurement, was straightforward to the management and thus it was easily acceptable in our case. As the technique avoids elimination with a large overall impact on the efficiency scores, it seems to emphasize existing strengths in the network, rather than areas where the units have the biggest opportunities to stretch their capabilities.
This study complements the previous simulation-based comparative studies of variable selection by employing an empirical case. The author hopes that this article can also be helpful to the practitioners of DEA-based performance management.
Appendix A: Proportion of variance retained according to VR Table A .1 presents the three output combinations between service groups. The combinations have been ranked by the proportion of variance retained, according to the variable reduction procedure of Jenkins and Anderson (2003) . 
