This paper proposes a polynomial chaos based numerical method providing an optimal controller for the linear-quadratic regulator (LQR) problem when the parameters in the formulation are uncertain, i.e., a controller minimizing the mean value of the LQR cost function obtained for a certain distribution of the uncertainties which is assumed to be known. The LQR problem is written as an optimality problem using Lagrange multipliers in an extended form associated with the polynomial chaos framework, and an iterative algorithm converges to the optimal answer. The algorithm is applied to a simple example for which the answer is already known. Polynomial chaos based methods have the advantage of being computationally much more efficient than Monte Carlo simulations.
INTRODUCTION AND BACKGROUND
The state-space methods, which describe systems in the time domain using differential equations, appeared in the 1960's. They provide a convenient and efficient way to analyze MIMO (multiple-input and multiple-output) systems, but they were usually found to lack robustness mainly because they have problems capturing uncertainties. Robustness is indeed not part of their formulation and must be checked after design [1] . Doyle [2] showed that the linear-quadratic-Gaussian (LQG) controller, which combines the Kalman Filter, which is a Linear-Quadratic Estimator (LQE) with a Linear-Quadratic Regulator (LQR), was not adapted for robust design. However, Doyle et al. [3] showed that the H ∞ problem consisting of designing controllers resulting in closed-loop systems in the presence of uncertainties could be seen as a state-space problem similar to LQG problems. Since then, the H ∞ theory has been widely used for developing robust control methods achieving robust performance or stabilization.
The solution to the H ∞ problem as well as the H 2 problem are based on solutions of Riccati equations and can therefore be seen as extensions of the LQR problem [4] . Therefore, developing a new computationally efficient numerical method in order to solve the LQR problem in a framework taking parametric uncertainties into account might have the potential of leading to other computationally efficient methods solving H 2 and H ∞ problems with parametric uncertainties. Fisher and Bhattacharya [5] presented a framework for LQR design with uncertain parameters in the formulation, using the polynomial 2 Copyright © 2010 by ASME chaos theory. However, their work yields a system of equations with no known answer for the specific problem described in this article. Templeton [6] used the same framework than in [5] , which consists of extended matrices in a polynomial chaos framework, and developed a gradient descent optimization method finding optimal gains for H 2 and LQR design with parametric uncertainties.
We are not aware of any study trying to use the polynomial chaos framework to find a closed form solution for the LQR problem in this framework, i.e., a solution that would depend on the number of terms S in the polynomial chaos expansions and that would numerically converge to the solution of the problem as   S . The original intent of the work presented in this paper was to try deriving such a solution, but this proved to be extremely difficult, if not impossible, as briefly explained later in this article. However, an efficient numerical method to solve this problem could be derived instead. Polynomial chaos based methods have the advantage of computationally much more efficient than Monte Carlo simulations. The method presented in this article is different than the method used in [6] , even though it also uses the same framework consisting of extended matrices in a polynomial chaos framework. It treats the LQR problem as an optimality problem using Lagrange multipliers in an extended form associated with the polynomial chaos framework, and uses an iterative algorithm which converges to the optimal answer. Therefore, it goes at the root of the solution of the LQR problem, which is derived using Lagrange multipliers in the deterministic case [7] , which leads to the well-known algebraic Riccati equations. Therefore, the method presented in this article might have the potential of being a first step towards the development of computationally efficient numerical methods for H ∞ design with parametric uncertainties.
The polynomial chaos theory has been shown to be consistently more efficient than Monte Carlo simulations in order to assess uncertainties in mechanical systems [8, 9] . The polynomial chaos method started to gain attraction after Ghanem and Spanos [10] [11] [12] [13] applied it successfully to the study of uncertainties in structural mechanics and vibration using Wiener-Hermite polynomials. Xiu et al. extended the approach to general formulations based on Wiener-Askey polynomials family [14] , and applied it to fluid mechanics [15] [16] [17] . Sandu et al. applied for the first time the polynomial chaos method to multibody dynamic systems [8, 9, 18, 19] , terramechanics [20, 21] , and parameter estimation [22, 23] .
The fundamental idea of polynomial chaos approach is that random processes of interest can be approximated by sums of orthogonal polynomial chaoses of random independent variables. In this context, any uncertain parameter can be viewed as a second order random process (processes with finite variance; from a physical point of view they have finite energy). Thus, a second order random process ) ( X , viewed as a function of the random event  , can be expanded in terms of orthogonal polynomial chaos [13] as:
are generalized Wiener-Askey polynomial chaoses [24, 25] , in terms of the multi-dimensional random variable
The Wiener-Askey polynomial chaoses form a basis. The Wiener-Askey polynomial chaoses form a basis that is orthogonal with respect to the joint probability density
The multi-dimensional basis functions are tensor products of 1-dimensional polynomial bases:
, n is the number of random variables, and p is the maximum order of the polynomial basis. The total number of terms S increases rapidly with n and p . The basis functions are selected depending on the type of random variable functions. For Gaussian random variables the basis functions are Hermite polynomials, for uniformly distributed random variables the basis functions are Legendre polynomials, for beta distributed random variables the basis functions are Jacobi polynomials, and for gamma distributed random variables the basis functions are Laguerre polynomials [14, 17] . In practice, a truncated expansion of equation (1) is used,
In the deterministic case, a first order system can be described by the following Ordinary Differential Equation (ODE):
In the stochastic framework developed in this study, the state vector
of a first order system can be expanded using equation (4) as:
Subscripts are used to index system components and superscripts are used to index stochastic modes. Propagating equation (6) through the deterministic system of equations, one obtains:
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Let's define the inner product of the basis functions i  and j  by
The orthogonality properties yield
The traditional Galerkin approach consists of projecting equation (7) onto
With orthonormal basis functions, it becomes
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OVERVIEW OF THE NUMERICAL METHOD
Description of the Problem Setting in the Polynomial Chaos Framework
The continuous LQR problem studied in this article consists of finding the feedback control law
that minimizes the value of the quadratic cost function
subject to the dynamics
where Q and R are symmetric matrices, in order to match the structure of the equivalent standard LQR problem in the frequency domain used by Zhou et. al [4] i.e.,
The solution to this problem is given by
where P is the solution of the following continuous-time algebraic Riccati equation:
In the stochastic framework, the matrices A and B are uncertain and the system ODE can be written as
The stochastic LQR problem consists of finding the feedback control law
minimizing the expected value of the stochastic LQR cost function, i.e., minimizing
where the distributions of ) ( A and ) ( B are supposed to be known and can be written algebraically. The stochastic LQR cost function can be rewritten as
is the joint probability density defined before equation (2) . For instance, if  has only one component (which means every uncertainty in the system can be described using that 1-dimentional variable) and the distribution of  is defined between -1 and 1, then
To the best of our knowledge, there is no closed form solution to this problem available for the general case [26] , which is part of a larger problem called random differential equations. However, we are not aware of any study trying to use the polynomial chaos framework to find a closed form solution in this framework, i.e., a solution that would depend on the number of terms S in the polynomial chaos expansions and that would numerically converge to the solution of the problem as   S . The original intent of the work presented in this paper was to try deriving such a solution, but this proved to be extremely difficult, if not impossible, as briefly explained later in this article. However, an efficient numerical method to solve this problem could be derived instead. Polynomial chaos based methods have the advantage of being computationally much more efficient than Monte Carlo simulations.
Physically, a controller K controls the states ) ,
with the following relation
Copyright © 2010 by ASME since it is assumed that K is fixed once and for all, while the uncertainty  can take different values.
Using the polynomial chaos expansions of ) ,
i.e.
Therefore, in the polynomial chaos framework, it is necessary to use a controller such that
with the same K for each polynomial chaos mode i . In the remainder of the article, superscripts denote a Polynomial Chaos index ( S is the number of PC terms), while subscripts denote a state index.
Equivalent Problem Using an Extended Framework
Let's calculate the expected value of
, which will simply be written as
It is preferable to choose an othonormal base for the polynomial chaos expansions. In that case this expression is simplified to
With an orthonormal base, we obtain
which is equivalent to 
Let's remind that the problem consists of minimizing the expected value of the LQR cost function, i.e., minimizing
Therefore, with orthonormal bases, the problem is equivalent to minimizing
which we will write as
where
which can also be written as
where i x has n components and i u has m components (for
Therefore, the problem consists of finding K minimizing
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In the extended framework, the controller will be
and the control law will be
In order to use a framework equivalent to the framework used in [5] and [6] , an uncertain matrix ) ( A with a well-defined distribution that can be translated in a polynomial-chaos expansion
will be associated to the corresponding extended matrix 
In this extended framework, the state -space equations can be written as [5, 6] 
Derivation of the Method
The vectors quantities and their components in this section still implicitly depend on t . When the vectors and matrices in the extended form need to appear with subscripts or superscripts, the notation "ext" will be dropped, the same way it's already been omitted for the components of
For instance, 
where i  's are the Lagrange multipliers. Let's note that each i  has n components. All the Lagrange multipliers can be represented using an extended vector 
R is a symmetric matrix, this is equivalent to
Assuming the boundary conditions yield   0
or we wouldn't be able to integrate the equations of motion to   t However, we still have the term
, which is a constant. Therefore, you need to keep:
should be zero, which yields the adjoint equations: (60) is still true: we choose the adjoint equations
The optimality condition is given by
which is equivalent to
Written one by one, the optimality equations are
Reminder:
.
The coefficient of is:
Now, I get 7
(63) Now, we have:
(63) Therefore, the optimality equations can be written as (64) which can also be written as
The quantity ) (t XX can also be written as 
Let's note that R was defined as a positive definite matrix and is therefore invertible. Assuming that Equation (68) is not a usable closed form solution. The main problem is that the coefficients i x 's cannot be used individually in the real world. Since K is fixed once and for all while the uncertainty  can take different values that are not measured, a usable closed-form solution would have to come in the form of polynomial chaos expansions for which no coefficient can be taken off the weighted sum. Indeed, the values that can physically be used by the controller are
Many approximations related to the polynomial framework have been tried before developing a numerical method, but none of them gave very satisfactory results when applied to basic examples. Therefore, a numerical method was needed.
Proposed Method
The proposed algorithm consists of performing the following iterations until K converges, starting with a best guess 0 K . By default, it is advised to start with a best guess 0 K corresponding to the optimal controller for the deterministic case, which can be calculated using equations (15) and (16) . Each iteration corresponds to the following three steps: 
to obtain the Lagrange multipliers
Compute the new iterative value of K using equation (68) The problem with the algorithm is that practically, it is not possible to numerically calculate all expression from 0 
APPLICATION TO A SIMPLE SYSTEM
Description of the System
The test case used for this study consists of a system for which the equations of motion can be described by
with
For the sake of simplicity, the distribution of  is assumed to be uniform, i.e.:
The problem consists of finding K minimizing the following LQR function
This example has been chosen because the LQR cost function can be calculated analytically and is equal to , which can be calculated by numerically evaluating the corresponding cost function, which is shown in Figure 1 . This cost function is very similar to the cost function (75) for the infinite-time problem. If the answer was not already provided by a cost function that is already evaluated, we would need to see the answer converging as f t increases. Therefore, future work will need to include a more rigorous formulation and an efficient numerical method to estimate what final time can be considered good enough. 
Results Obtained with the Polynomial Chaos Based Numerical Method
The results displayed in Table 1 
Figure 2. LQR Cost Function Around the Solution
The results displayed in Table 2 are obtained by starting the algorithm with 0 0  K (i.e., uncontrolled system) in order to show that the algorithm would converge to the same value than with 4142 . 0 0  K . It can be observed that after the fourth iteration, the same results are obtained than with 4142 . 0 0  K for each different number of polynomial chaos terms that were used (using 4 significant digits). After a certain number of iteration, the algorithm's precision was indeed expected to depend only on the number of polynomial chaos terms that are used, and not the initial guess. Negative values for 0 K (which would never actually be used) have also been tried, and the algorithm still converges, but with much larger errors for the first few iterations, which means a few extra iterations are needed. 
SUMMARY AND CONCLUSIONS
This paper applies the polynomial chaos theory to the LQR problem when the parameters in the formulation are uncertain. The numerical method described in this paper provides a controller minimizing the mean value of the LQR cost function obtained for a certain distribution of the uncertainties which is assumed to be known.
The original attempt was to find a closed form solution, hoping that the polynomial chaos framework might provide a solution that would depend on the number of terms used in the polynomial chaos expansions but would converge to the solution of the problem as the number of terms increases. The LQR problem was written as an optimality problem using Lagrange multipliers in an extended form associated with the polynomial chaos framework. The formulas obtained for that problem were then used in order to develop a numerical method solving that problem. This is a polynomial chaos based method, which therefore has the advantage of being computationally more efficient than Monte Carlo simulations.
The algorithm has been applied to a simple example for which the answer was already known, and it yielded correct results within a few iterations for that case study.
The Linear-Quadratic Regulator controller is not very well adapted to robust design, and the optimal controller does not guarantee a minimum performance or even stability for the worst case scenario. Stability robustness and performance robustness in the presence of uncertainties are therefore not guaranteed. However, the answer provided by this algorithm might still prove to yield a judicious controller in certain cases. The method presented in this article might also have the potential of being a first step towards the development of computationally efficient numerical methods for H ∞ design with parametric uncertainties.
Future work will include working on a more rigorous formulation for the infinite time LQR problem, adding uncertainties on Q and R and therefore introducing matrices Q ext and R ext , and applying this method to more complex dynamic systems, such as vehicle suspensions. The longer term objective is to extend this method to H 2 and H ∞ problems.
