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Imaging astronomical objects, such as stars, planets and galaxies, with ground-based
telescopes, is challenging due to the blurring effects of Earth’s time-varying atmosphere.
Beyond a certain diameter, the resolution of a telescope is limited by atmospheric
turbulence.
There are three ways in which the limitations of imaging through Earth’s atmosphere
can be addressed: put the telescope in space, real-time adaptive optics (AO), and
computer post-processing. This thesis deals with real-time AO only.
An AO system consists of three major components: The deformable mirror (DM),
the wavefront sensor (WFS) and the wavefront controller (WFC). A DM is a mirror
where the shape of the mirror surface can be electronically controlled. The DM is placed
in the telescope light path. The WFS is used to estimate the wavefront of the incoming
light. The WFC takes the wavefront estimate from the WFS and drives the shape of
the mirror, such that the wavefront is as close to planar as possible. This thesis focuses
on the WFS and wavefront estimation.
The next generation of ground-based telescopes will have mirror diameters on the
order of 25 m to 40 m. These so-called extremely large telescope (ELT)s will all make
extensive use of AO systems, with the deformable mirror forming a key component in
the telescopes’ optical design. The preferred WFS for ELTs is the pyramid WFS. The
pyramid WFS provides higher sensitivity and dynamic range in closed-loop than the
Shack-Hartmann WFS commonly used in current AO systems.
The pyramid WFS consists of a 4-sided glass prism placed at the focal plane of the
telescope and relay optics which re-image the pupil through the pyramid onto the WFS
detector. The image formed on the detector consists of four pupil images, from which
the slope of the wavefront at each position in the pupil can be found. The pyramid
WFS can be generalised to an N-sided prism. This thesis explores the 2-sided roofs,
3-sided, pyramid, 6-sided and cone (infinite sides) prism WFSs in end-to-end numerical
simulations using Octopus. In a high photon flux scenario, the pyramid WFS achieves
the best performance, with the worst sensor within 2.5%. In a low photon flux scenario,
with a high readout noise, the 3-sided WFS performs 8.6% better than the pyramid
WFS.
For ELTs, and more specifically the European Extremely Large Telescope (EELT),
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the support structure, or spider, which supports the secondary mirror, is large enough
to obstruct entire rows of WFS subapertures. The spider arms are on the order of 50 cm
thick, which is larger than the expected r0 at the observatory site. The effect of the large
spider is to sub-divide the pupil into discontinuous segments, resulting in each segment
having a different mean phase (piston). Segment piston modes are poorly sensed by
a pyramid WFS, but the DM can easily produce them. Segment piston can also be
introduced by the wavefront reconstructor if not properly optimised. In simulation, an
8 m telescope, without a spider, achieves a closed-loop long exposure Strehl of 96% in
K-band at high flux. Introducing a thick spider and keeping the AO parameters the
same, the Strehl drops to 0.8%. By optimising the illumination threshold for active
subaperture selection, the amount of regularisation used in the wavefront estimation
and the AO loop gain, the closed-loop long exposure Strehl is significantly improved, at
94.7%.
Using the EELT 6-fold spider geometry, the pupil is divided into six segments.
Using the eigenmodes of the segment piston modes, the sensitivity of the pyramid WFS
to segment piston modes at different modulation radii is evaluated. The unmodulated
pyramid WFS is shown to be the most sensitive to segment piston modes.
This thesis presents a new modulation technique for the pyramid WFS, the flip-flop
method, which combines the increased linearity and dynamic range of the modulated
pyramid, with the sensitivity to segment piston modes of the unmodulated pyramid.
The flip-flop method is able to run in closed-loop and control segment piston errors,
even in R-band. The flip-flop method uses a single pyramid WFS, with two modulation
states, modulated and unmodulated. The modulated loop runs at 1 kHz and controls the
bulk of atmospheric turbulence. The unmodulated loop has a specialised reconstructor
which is optimised for controlling the segment piston modes and runs at 100 Hz. For a
high flux case, with an r0 of 15 cm, an improvement of 8.3% and 12.1% is shown for K
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PREFACE
This thesis is arranged into eight chapters. Chapters 1-3 are background material and
Chapters 4-7 provide the original contributions to the field of this thesis.
Chapter 1 provides an introduction to the problem of astronomical imaging with
gound-based telescopes and introduces adaptive optics.
Chapter 2 outlines the mathamatical framework for this thesis.
Chapter 3 provides an introduction to optical systems and an overview of the
components of an adaptive optics system.
Chapter 4 describes an N-sided prism wavefront sensor and evaluates how the
geometry of the prism affects closed-loop adaptive optics performance, with end-to-end
simulations.
Chapter 5 describes a digital Fourier-based wavefront sensor. Continuing from
Chapter 4, an experimental configuration in the optics laboratory is developed to
digitally create the wavefront sensor prism geometries. The linearity of the 3-sided,
pyramid, 6-sided and cone wavefront sensor is measured.
Chapter 6 introduces the problems caused by the telescope spider, in particular
segment piston errors.
Chapter 7 outlines the flip-flop modulation method for the pyramid wavefront
sensor, combining the increased dynamic range of the modulated pyramid with the
increased sensitivity of the unmodulated pyramid, to sense and control segment piston
errors.
The thesis is concluded in Chapter 8 with a summary of the work presented and an
outline of future areas of research.
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1.1 THE GROUND-BASED ASTRONOMICAL IMAGING
PROBLEM
Imaging of astronomical objects, such as galaxies, stars and planets, with ground-based
telescopes is typically resolution-limited by the blurring effects of Earth’s atmosphere. A
star can be thought of as a point source, radiating spherical light wavefronts. Due to the
large distance between the telescope and the star (>4 lightyears), the spherical wavefront
is effectively planar when it reaches Earth’s atmosphere. As the planar wavefront passes
through Earth’s time-varying atmosphere, the wavefront becomes distorted, resulting in
randomly distorted images of the astronomical object, which is shown in Figure 1.1.
The spatial resolution of a telescope is inversely proportional to the diameter of the
telescope. A larger telescope will provide a higher resolution, however, this does not
account for the blurring effects of Earth’s atmosphere. Beyond a certain diameter, the
resolution of a telescope imaging through Earth’s atmosphere will not improve, as the
limiting factor is the atmospheric turbulence. Figure 1.2 (a) shows an image of a star
that has been blurred by Earth’s atmosphere.
The blurring effects of Earth’s atmosphere can be reduced by computer post-
processing algorithms, such as deconvolution, or in real-time, with an adaptive optics
system. Figure 1.2 (b) shows a perfectly corrected image of a star.
1.2 POSSIBLE SOLUTIONS FOR ASTRONOMICAL
OBSERVATIONS
1.2.1 A space telescope
One method to overcome the blurring effects of Earth’s atmosphere is by placing the
telescope outside of Earth’s atmosphere. The most famous space telescope is the Hubble
Space Telescope, which is in low Earth orbit. Outside of Earth’s atmosphere, the
resolution of the telescope is only limited by the quality of the optics, the diameter
of the mirror and the wavelength of light. Space telescopes are extremely expensive,







Figure 1.1 Star light propagates through space and the atmosphere to a ground-based telescope.
when compared to any ground-based telescope of equivalent size, and are inaccessible
for maintenance or repair.
1.2.2 Lucky imaging
Lucky imaging is an imaging method that uses the statistics of Earth’s atmosphere to
improve image quality [Law, N. M. et al. 2006]. The time-varying nature of the blurring
effects of the atmosphere means that at some point in time there is a chance that the
blurring effect is small (lucky) and other times it is large (unlucky). If several thousand
short-exposure images are taken, they can be sorted by an image quality metric and
the best fraction of images are aligned and averaged together to form the final image,
significantly reducing the blurring effects of Earth’s atmosphere.
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(a) (b)
Figure 1.2 A simulated comparison of a star that has been distorted by Earth’s atmosphere (a) and
a diffraction-limited star (b), ie no atmosphere.
1.2.3 Post-processing
A telescope can be fitted with a WFS along with the primary imaging sensor. The WFS
can be used to estimate the wavefront of light that has been distorted by the atmosphere.
If the primary imaging camera and the WFS capture their data simultaneously, the
image from the primary camera can be post-processed using the wavefront estimate
to improve the resolution of the image. A common technique for this is deconvolution
from wavefront sensing [Primot et al. 1990].
1.2.4 Adaptive optics
Lucky imaging and post-processing techniques are limited to imaging only and only
make use of a portion of the measured data. AO is a closed-loop optomechanical
system that measures and corrects atmospheric turbulence in real-time and is useful
for any observation method (imaging or spectroscopy). A simplified diagram of an AO
system is shown in Figure 1.3. A WFS is used to determine the shape of the incoming
wavefront. The measurements from the WFS are used by the wavefront controller
(WFC) to calculate the shape to apply to a deformable mirror (DM). The DM is a
mirror with an array of actuators attached to its underside. The actuators have precise
position control and take commands from the WFC, which allow for fine control over
the mirror’s shape [Hickson 2014].
An example of what is possible with a current AO enabled ground-based telescope
is shown in Figure 1.4. Using the MUSE instrument at the Very Large Telescope, an
image is taken of the globular cluster NGC 6388. The left image shows a wide field of
view (FOV) (60′′ x 60′′) with AO off, the middle image is a zoomed-in portion of the
left image (7′′ x 7′′), and the right image is the same field as the zoomed-in portion,
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Figure 1.3 A simplified schematic of an AO system. Measurements from a WFS are used by the
wavefront controller to calculate commands to send to the deformable mirror [Hubin et al. 2006].
but with AO on. With AO on, the stars are much sharper and many more stars are
resolved.
1.3 EXTREMELY LARGE TELESCOPES
The next generation of ground-based telescopes, so-called ELTs, will have diameters on
the order of 25 m to 40 m and expect to have first light between 2027 [ESO 2021] and
2030 [GMT 2021]. To fully realise the resolution enabled by the size of these telescopes,
they will all employ adaptive optics systems. This thesis focuses on the challenges
faced by the adaptive optics systems that will be used by the ELTs, in particular,
the European Extremely Large Telescope. The three largest of the Extremely Large
Telescopes are shown in Figure 1.5.
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Figure 1.4 Images of the globular cluster NGC 6388 taken with the MUSE instrument at the Very
Large Telescope. The left is an image from MUSE in Wide-Field Mode (60′′ x 60′′), with AO off, the
centre image is a zoomed in view of the wide-field image (7′′ x 7′′). The right image is from MUSE in
Narrow-Field Mode with AO turned on (7′′ x 7′′), showing the same region as the centre image. Image
taken from the follwing ESO Press Release: https://www.eso.org/public/news/eso1824/
Figure 1.5 3D renderings comparing the size of the European Extremely Large Telescope, Thirty
Meter Telescope and the Giant Magellan Telescope. Image taken from the following ESO Press Release:
https://www.eso.org/public/news/eso1716/
1.3.1 The EELT
The European Extremely Large Telescope (EELT) is the European Southern Observa-
tory’s design of an ELT class telescope. The optical configuration of the telescope is
shown in Fig. 1.6, where the primary mirror, M1, is a 39 m segmented mirror [Cayrel
2012]. The Exoplanet Imaging Camera and Spectrograph (EPICS) is a planned instru-
ment for the EELT, which will be used for making direct spectroscopic and photometric
observations of extrasolar planets. The instrument will implement a so-called Extreme
AO (XAO) system using a pyramid WFS [Kasper et al. 2010]. The EPICS instrument
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aims for near-diffraction-limited imaging.
Figure 1.6 The optical configuration of the EELT [Vernet et al. 2012].
1.3.2 The TMT
The Thirty Meter Telescope (TMT) is being designed and built by the TMT International
Observatory LLC. The TMT will have a 30 m diameter segmented primary mirror [Boyer
and Ellerbroek 2016]. Initial plans were to construct the telescope in Hawaii with a
back-up site on a Canary Island, La Palma. The first light AO facility for the TMT is
the Narrow Field Infra-Red AO System (NFIRAOS). NFIRAOS is a multi-conjugate
AO system which makes use of both natural and laser guide stars and will use a pyramid
WFS for high order corrections [Boyer 2018].
1.3.3 The GMT
The Giant Magellan Telescope’s primary mirror is made up of seven 8 m mirrors, with
an effective diameter of 25 m. The telescope is being constructed at the Las Campanas
Observatory in Chile [Bouchez et al. 2018a]. The natural guide star AO system will
make use of a pyramid WFS [Bouchez et al. 2018b].
Chapter 2
MATHEMATICAL BACKGROUND
In this chapter, the mathematical notation and functions used in this thesis are outlined.
First, the coordinate systems used in this thesis are described, followed by common
mathematical concepts, and the definition of special functions. The optical systems
described in this thesis can all be expressed in terms of matrices. The matrix notation
is defined here. In optics, the complex electro-magnetic fields at the pupil and focal
planes are related as a Fourier pair. The Fourier transform is defined and the common
computational implementation, the fast Fourier transform (FFT), is introduced.
2.1 COORDINATE SYSTEMS
There are three commonly used coordinate systems: Cartesian, polar and spherical.
This thesis makes use of Cartesian and polar coordinates. In this thesis, Cartesian
coordinates are used to model optical systems, and a point in the pupil or focal plane is
expressed as a vector x1 = (x1, y1), and u1 = (u1, v1) respectively.
The polar coordinate system is used to define Zernike polynomials in Section 3.2.1.
A point in polar coordinates, (r, θ), consists of a radius r, and an angle θ. Converting
from polar to Cartesian coordinates is defined as
x = rcos(θ) (2.1)
y = rsin(θ). (2.2)
Converting from Cartesian to polar coordinates is defined as follows
r =
√







In this thesis, the imaginary number defined as
√
−1, is denoted as j. Complex numbers
are used when describing electromagnetic waves, containing both magnitude and phase
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values. A complex number, z, is given by
z = a+ jb, (2.5)




a2 + b2. (2.6)






The complex conjugate of z is denoted as z∗ and is expressed as
z∗ = a− jb. (2.8)
2.3 SPECIAL FUNCTIONS
2.3.1 Pupil function
The pupil function, P (x, y), is used to define a circular telescope pupil with a radius of
r
P (x, y) =
0,
√
x2 + y2 > r
1,
√
x2 + y2 ≤ r.
(2.9)
2.3.2 Rectangular fucntion
The rectangular function, rect(x), is used to model square optical elements such as
square telescope pupils, or lenslets [Goodman 2005]. For one dimension, the rectangular
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2.3.3 Sinc function
Taking the Fourier transform of the rectangular function results in the sinc function.




πx , x 6= 0
1, x = 0.
(2.11)
2.4 THE FOURIER TRANSFORM
The Fourier transform was introduced by Joseph Fourier in 1822 [Fourier 1822]. The
Fourier transform decomposes a signal into an infinte sum of two basis functions, sin and
cos. The Fourier transform converts a signal from one domain (e.g. time) to another
(e.g. frequency) and in two dimensions is defined as





f(x, y)e−j2π(ux+vy) dx dy. (2.12)
The reverse operation of a Fourier transform is the inverse Fourier transform. If the
Fourier transform converts from the time domain to the frequency domain, then the
inverse Fourier transform converts from the frequency domain to the time domain, and






F (u, v)ej2π(ux+vy) du dv. (2.13)
The Fourier transform is denoted by the F operator.
In terms of optics, the Fourier transform is used to propogate a signal from the
pupil plane to the focal plane. The inverse Fourier transfrom is used to propogate a
signal from the focal plane to the pupil plane.
Unfortunately, in the real world, signals are often sampled at discrete intervals. For
example, a camera used to measure the intensity at the focal plane has a finite number
of pixels. Discretising the Fourier transform leads to the discrete Fourier transform
(DFT), which is defined as












where X and Y are the number of samples in the x and y axes respectively. The inverse
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In Equation (2.14) and Equation (2.15), it is assumed that the samples are taken with
constant interval size.
2.4.1 The Fast Fourier Transform
Computationally, the most common and fastest method for calculating the DFT is with
the FFT algorithm, which was developed by Cooley and Tukey [Cooley and Tukey
1965]. The DFT is computed in O(N2) time, while the FFT is computed in O(N logN),
where N is the number of samples. The FFT is used to compute all the DFTs in this
thesis.
2.4.2 Convolution theorem
In the context of this thesis, the convolution theorm is one of the most important Fourier
transform relations. The convolution operator, , defines the convolution integral of
two functions g(x, y) and h(x, y),





g(ξ, η)h(x− ξ, y − η)dξdη, (2.16)
where ξ and η are dummy variables used in the integral.
The convolution can also be defined in terms of the Fourier transform as
F{g(x, y) h(x, y)} = G(u, v)H(u, v). (2.17)
The convolution theorm states that the convolution of two signals is equivalent to the
multiplication of the respective Fourier transforms of the signals.
2.5 MATRICES AND VECTORS
An M by N matrix, A, is defined as
A =

a1,1 a1,2 · · · a1,N
a2,1 a2,2 · · ·
... . . .
...
aM,1 · · · aM,N
 , (2.18)
where am,n is the element in the mth row and nth column. A is a square matrix if
M = N .
The transpose of matrix A, denoted as AT , is found by swapping the row and




a1,1 a2,1 · · · aM,1
a1,2 a2,2 · · ·
... . . .
...
a1,N · · · aM,N
 . (2.19)
A is M ×N , while AT is N ×M .
The identity matrix, I, is a square matrix with ones on the diagonal and zeros
everywhere else. The identity matrix is analogous to the number 1 in numerical algebra.
For a square matrix A, the inverse is denoted as A−1 and is defined as
AA−1 = I = A−1A. (2.20)
If A−1 exists, then A is invertible.
2.5.1 Singular value decomposition
Singular value decomposition is a generalisation of the eigendecomposition for square
matrices to any M × N matrix, where a matrix is factorised into eigenvectors and
eigenvalues [Strang 2006]. The singular value decompsition of A is defined as
A = USV T , (2.21)
where the columns of V are the eigenvectors of ATA, the columns of U are the eigen-
vectors of AAT , and S is a diagonal matrix made up of the square root of the non-zero
eigenvalues corresponding to U and V .
2.5.2 Pseudoinverse
A matrix A is not always invertible. In cases where the inverse does not exist, the
Moore-Penrose inverse (or pseudoinverse) can be used, and is denoted as A† [Strang
2006]. The pseudoinverse can be found by singular value decomposition
A† = V S−1UT , (2.22)
where the diagonal elements of S−1 are [1/s1, · · · , 1/sk], where s1, ..., sk are non-zero
elements of S.
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2.5.3 Matrix vectorisation
In this thesis, it is common to vectorise matrices i.e. reducing a 2D matrix to a 1D
vector. For a matrix such as A, vectorising it row-by-row results in
A = [a1,1, a1,2, · · · , a1,N , a2,1, a2,2, · · · , a2,N , · · · , aM,1, aM,2, · · · , aM,N ]. (2.23)
Chapter 3
BACKGROUND
To understand AO, it is essential to have a general understanding of optics. This
chapter provides a review of optics, starting with geometric optics, which considers light
propagation in terms of photons, and extends to Fourier optics which describes the
propagation of light in terms of waves and the diffraction effects of light. This chapter
also introduces atmospheric turbulence and AO systems.
3.1 OPTICS THEORY
3.1.1 Geometric optics
In geometric optics, a light ray is a straight line pointing away from a point source.
A wavefront is a surface of constant optical path length from the point source. The
wavefront is perpendicular to the light rays.
The refractive index of a medium is defined as the ratio of the speed of light in a




The refractive index defines how light behaves at the interface of two media. At the
interface of two media, two optical phenomena are observed: refraction and reflection.
In Figure 3.1, the incident ray A, traveling through medium one, reaches an interface
with medium two. A fraction of the incident light is reflected as ray B. The angle of
incidence of ray A, θ1, is measured to the norm of the interface. The angle of reflection
is equal to the angle of incidence. Ray C is the unreflected light passed from medium
one to medium two. The angle of refraction, θ2, of the transmitted ray is defined by








where v1 and v2 are the speed of light in the respective media. In a geometric approx-
imation of light propagation, a photon at some position in a wavefront propagates







Figure 3.1 The reflection (B) and refraction (C) of an incident light ray (A) at a step change in
refractive index between two media.
perpendicularly to the wavefront at that position. The geometric approximation does
not include diffractive effects.
3.1.1.1 Optical elements
Optical elements can be divided into three main groups: refractive, reflective and
diffractive. Only refractive and reflective elements are considered in this thesis. A
refractive lens uses the difference in refractive index of two media (typically air and
glass) to converge or diverge a wavefront. Using a curved lens, the focal length, f , of
the lens is related to the radii of curvature, r1 and r2, of both faces of the lens and the










Figure 3.2 shows a diagram of a convex lens, showing the radii of curvature, r1 and r2,
and the focal length f .
Reflective optics use a mirror to converge or diverge a wavefront. For a concave
mirror, the focal length, f , is
f = r2 , (3.4)
where r is the radius of curvature of the mirror.
For optical systems operating with chromatic light (light consisting of multiple
wavelengths), mirrors perform better than lenses, as the refractive index of a material
is wavelength dependent. In comparison, the reflection of a mirror is independent of
wavelength.
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ff
r1 r2
Figure 3.2 A converging lens with focal length f . The radii of curvature of the surfaces of the lens
are denoted by r1 and r2.
3.1.2 Fourier optics
Geometric optics can describe simple systems without taking the wave-like nature of
light into account. To consider systems where effects of diffraction and interference are
required, Fourier optics is used. Fourier optics considers light as a wave rather than a
particle. Within Fourier optics, two models of diffraction exist. For the near-field, where
wavefronts are spherical, Fresnel diffraction is used. By taking a binomial approximation
of the Huygens-Fresnel principle [Goodman 2005], Fresnel diffraction is described as











where U(x, y) is the diffracted electromagnetic field, U(u, v) is the input electromagnetic
field, z is is the distance between U(x, y) and U(u, v), k is the wave number (2πλ ), and
λ is the wavelength of light [Goodman 2005].
Once the wavefront has propagated far enough such that it appears planar (far-
field), Fraunhofer diffraction is used. The distance, z, after which the Fraunhofer




The Fraunhofer diffraction model is defined as [Goodman 2005]
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f f f f
U1(x1, y1) U ′1(x1, y1)U2(x2, y2)
Figure 3.3 Through a 4f optical system, the input electromagnetic field is duplicated at the output.




Fraunhofer model states the electromagnetic field, U(x, y), propagated a distance z,
is simply the Fourier transform of the input electromagnetic field, U(u, v) [Goodman
2005]. An image sensor is not able to measure the complex field, U(x, y), directly, but
instead the intensity is measured,
∣∣U(x, y)∣∣2.
3.1.2.1 Optical conjugation
A special case of wavefront propagation occurs when the propagation distance, z, is
equal to the focal length, f , of a lens being modeled. In the special case of z = f before









U1(x1, y1)P (x1 + x2, y1 + y2)e−
jk
2z (x1x2+y1y2)dx1dy1, (3.8)
where P (x, y) is the pupil function, (x1, y1) are coordinates in the U1 plane, and (x2, y2)
are coordinates in the U2 plane. The pupil function arguments account for vignetting,
where there is a loss of light off-axis due to the finite pupil size. U2(x2, y2) is then a
scaled Fourier transform of U1(x1, y1).
The special case of Fraunhofer propagation, where z = f before and after the lens,
is used to model optical conjugation. Figure 3.3 illustrates an optical system where
U1(x1, y1) and U ′1(x1, y1) are optically conjugated.
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3.1.3 Point spread function
The point spread function (PSF), G(u, v), is the impulse response of an optical system,
i.e., the optical system’s response to a point source of light. When imaging an object
through an optical system, the resulting image, I(u, v), can be described as the convo-
lution of the true object image, O(u, v) with the PSF, G(u, v), of the optical system,
I(u, v) = O(u, v)G(u, v). (3.9)
Using Fraunhofer diffraction, the diffractive patterns for different pupil geometries can
be calculated. In a one dimensional (1D) case, if the pupil is defined as rect(x), then
the resulting PSF is
G(u) = sinc2(u), (3.10)
and is plotted in Figure 3.4. Extending the 1D case to two dimensions, the pupil
becomes a square, P (x, y) = rect(x)rect(y), and
G(u, v) = sinc2(u)sinc2(v), (3.11)
which is shown in Figure 3.5.








Figure 3.4 The 1D diffraction-limited PSF of a system with a rectangular pupil.
In the case of a circular pupil, P (x, y), the PSF can be expressed with a Bessel
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u2 + v2, (3.13)
where r is the radius of the pupil. The PSF for a circular pupil is plotted in Figure 3.6.
The PSF of a circular pupil is know as an Airy disk.
3.1.4 Rayleigh diffraction limit
An optical system has a finite minimum detectable angular separation, e.g., the ability
to resolve binary stars. The minimum resolvable separation can be described as the
angular separation of two Airy disks, where the peak of one disk falls on the first null





where αmin describes the smallest angular separation detectable for a given optical
system, λ is the wavelength at which the observation is made at, and D is the diameter
of the telescope mirror [Born and Wolf 1999]. For the same wavelength of light, the
larger the pupil (mirror) of the telescope, the finer the details that can be resolved,
assuming no atmospheric turbulence.
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Figure 3.6 The diffraction-limited PSF of a telescope with a circular pupil. The Airy disk pattern is
clearly visible.
3.2 ATMOSPHERIC TURBULENCE
The wavefront of incoming starlight becomes distorted as it propagates through Earth’s
atmosphere. The distortions are due to random time-varying differences in air tem-
perature and humidity, which vary the refractive index of the air [Roddier 1999]. A
statistical model for the time-varying turbulence was first proposed by Kolmogorov
[Kolmogorov 1941] and has been extended to include the statistics of the change of
refractive index. The Kolmogorov power spectrum, Φkn(k), of the varying refractive






where k is the spatial wavenumber vector, C2n(h) is the refractive index structure
constant at height, h, above ground. Energy is input to the atmosphere by radiation
from the Sun at the outer scale, L0, typically on the order of tens of metres. The energy
progresses through the atmospheric system at finer and finer scales until the inner scale,
l0 (typically millimetres), where the energy dissipates as heat. The Kolmogorov power
spectrum does not account for finite inner and outer scales and loses accuracy at low
spatial frequencies. The Von Karman power spectrum, Φvn(k), includes the effects of
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Figure 3.7 Two overlapping Airy disks, where the peak of one disk is over the first null of the second
disk.













As seen from the ground, the total turbulence is then the integral of the turbulence
at every height, h, above the ground. In practice, the atmospheric turbulence tends
to form in distinct layers and can be defined by the C2n of each layer. The strength
of the turbulence can be summarised by the Fried parameter, r0, also known as the
coherence length [Fried 1966]. The Fried parameter is defined as the diameter over
which the wavefront variance is less than 1 rad2. The Fried parameter, when observed







Another parameter of use to characterise atmospheric turbulence is the coherence
time, τ0, which is the duration over which the atmosphere appears frozen. The coherence







where ν̄ is a weighted average of the layers’ velocities.
When simulating atmospheric turbulence in the context of AO systems, the atmo-
sphere is modeled as a superposition of independent layers. Each layer is translated at
a fixed velocity (wind speed), ν(h), in a fixed direction, and is known as frozen flow.
The concept of frozen flow was introduced by Taylor [Taylor 1938].
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The full width at half maximum (FWHM) of the PSF due to atmospheric turbulence
is a function of r0. For a large telescope where D >> r0, the PSF FWHM can be
expressed as [Roddier 1999]:
θ = 2.013× 105 λ
r0
, (3.19)
where λ is the wavelength of observation. θ defines the smallest resolvable feature, in
arcseconds, in a long exposure image and is the common measure for seeing.
3.2.1 Modal decomposition of atmospheric phase
In order for an AO system to compensate for atmospheric turbulence, it is first necessary
to estimate the phase of the wavefront. The phase of the wavefront, φ(x, y), can be
represented as a weighted sum of basis functions, ψ(x, y), defined over the telescope





where ai is the ith coefficient of the basis function and ψi is the ith basis function.
3.2.1.1 Zernike basis
Zernike polynomials are commonly used as the basis function in AO systems, as they
match classical optical distortions such as defocus, astigmatism and coma [Lane and
Tallon 1992, Noll 1976]. Zernike polynomials can be expressed analytically, using the










2sin(mθ),m 6= 0 (3.22)








where n is the radial order, m is the azimuthal order. The Noll index, i, is a function of
m and n. The first 20 Zernike polynomials, excluding piston, are illustrated in Figure 3.8
using Noll ordering.




























Figure 3.8 The first 20 Zernike polynomials (excluding piston), normalised to a RMS of 1, using the
Noll ordering.
3.2.1.2 Karhunen-Loéve basis
The covariance matrix of the Zernike polynomials is not diagonal, meaning that some
modes are correlated. For low order AO systems, Zernike polynomials might be adequate,
but for high order systems, which use thousands of modes, Zernike polynomials are not
optimal. The optimal modal basis is the Karhunen-Loéve (KL) basis [Gendron 1995,
Mathar 2010], which takes the atmospheric statistics and the DM geometry into account.
The KL basis is orthogonal, and importantly, the modes are statistically independent. A
method for calculating the KL modal basis was introduced by Gendron [Gendron 1995].
The technique uses a double diagonalisation. Gendron’s method starts with a geometric
covariance matrix (the covariance of the DM actuators) and a statistical covariance
matrix (covariance of the atmospheric turbulence). First, the geometric covariance
matrix is diagonalised, then a second diagonalisation is performed after combining the
diagonal geometric covariance matrix with the statistical covariance matrix [Gendron
1995, Lai et al. 2000]. This produces a modal basis which is orthonormal in the DM
space and statistically independent with regards to atmospheric turbulence.
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3.3 ASTRONOMICAL OBSERVATIONS
3.3.1 Imaging
In astronomy, the focal plane detector used is typically the charge-coupled device (CCD)
sensor. The CCD sensor accumulates light over the exposure duration to form an image.
The integration time for CCD imaging (typically on the order of minutes) is generally
much larger than the coherence time, τ0 (on the order of milliseconds). As a result,
the CCD sensor detects the average position of the star over time. Due to the random
variations of the atmosphere, the star becomes blurred, and the telescope’s full optical
resolution is not realised. If a target is bright enough, and the detector is fast enough,
images can be acquired with an exposure time less than τ0, which produces speckle
images. There are imaging techniques such as lucky imaging [Baldwin et al. 2001]
where these speckle images are used to create images with a higher resolution than an
equivalent long exposure image taken through the same atmosphere.
3.3.1.1 Noise sources in imaging
A real-world imaging system (in this thesis, a telescope with an image detector) is
degraded by noise. There are two main source of noise which are considered in this
thesis: photon noise (shot noise) and detector readout noise.
For the detection process, light will be considered in its quantized form, where
individual photons arrive at the detector. Independent random events, such as photon
detection, can be modeled as a Poisson distribution. The probability of receiving n







n(u, v)! , (3.25)
where l(u, v) is the mean number of photons per pixel at position (u, v) and ! is the
factorial operator [Berry and Burnell 2005]. Once the number of photons per image
increases to about 20 photons, the Poisson distribution is almost indistinguishable from











The CCD has noise associated with reading out the image, which is known as readout
noise. Readout noise is not the only source of noise introduced by a CCD, but is all
that will be considered in this thesis. Readout noise can be modeled as a Gaussian
distribution. The photon noise and the readout noise are independent.
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3.3.1.2 High contrast imaging and coronography
High contrast imaging (HCI) is an imaging technique used to maximise the contrast
between the on-axis star and the regions immediately off-axis. HCI is beneficial in
the case of imaging exoplanets. An exoplanet is several orders of magnitude dimmer
than the star that it orbits. High contrast imaging techniques use a coronagraph,
which occults the bright on-axis star, improving the image’s contrast, thus allowing dim
exoplanets to be detected.
3.3.2 Spectroscopy
Another observation technique is spectroscopy, where the starlight is directed into a
spectrograph. A spectrograph is an instrument which decomposes light into a spectrum,




A performance metric commonly used in AO is the Strehl ratio. The Strehl ratio, S, is





where I(u, v) are focal plane images. In the case of a point source (such as a star),
the PSF and the focal plane image are equivalent. The Strehl ratio is expressed as a
number from zero to one, where one represents no aberration. The Strehl ratio can be
approximated from the wavefront statistics [Mahajan 1983]. Mahajan shows that over a





where ε is the root mean square (RMS) of the wavefront optical path difference.
3.3.3.2 PSF contrast
Another performance metric used in AO is PSF contrast, which is the difference between
the on-axis peak and the off-axis minimum. PSF contrast is an important metric for
HCI.
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3.3.4 Mean squared error
Mean squared error (MSE) is a performance metric used to evaluate the performance
of wavefront estimation. In simulations, calculating the MSE is possible as the true






where w is the true wavefront vector, ŵ is the estimated wavefront vector and N is
the length of the wavefront vector. In practice with an AO system, the true wavefront
is unknown, and the measured wavefront is the residual wavefront after corrections
with the DM have been made. In an AO system, the desired wavefront is a flat (zero)






where ŵm is the residual wavefront estimate (calculated from the WFS measurements)
from the closed-loop AO system.
3.4 AN ADAPTIVE OPTICS SYSTEM
AO is a method for correcting the blurring effects that the atmosphere has on astro-
nomical images [Davies and Kasper 2012]. Figure 1.3 shows a typical single conjugate
adaptive optics (SCAO) system where one WFS is used to estimate the wavefront
aberration introduced by the atmosphere. AO is an optomechanical system that utilises
a DM, which changes shape under computer control. A bright guide or reference star is
required to provide a usable signal-to-noise ratio (SNR) in the WFS. The guide star can
be a natural star or a ‘star’ artificially generated with the use of a laser. The light from
the guide star propagates through the atmosphere, and through the telescope where
it reaches a beam splitter. The beam splitter divides the light based on wavelength,
where wavelengths of scientific interest go to the science instruments and the remaining
light is sent to the WFS. In the case of a laser guide star, only the wavelength of the
laser light is sent to the WFS. The WFC uses measurements from the WFS to calculate
the commands to send to the DM. The DM then adjusts its shape according to the
commands received from the WFC and corrects the aberrated wavefront. DMs are
discussed further in Section 3.6. Typically, closed-loop AO systems can operate up to a
few kilohertz [Kasper et al. 2010].
SCAO is useful for observing single on-axis stars or a small FOV. Figure 3.9 shows
an SCAO system where an off-axis star is present. Light from the off-axis star propagates
through a part of the atmosphere which is different to that of the on-axis guide star.




On-axis star Off-axis star
Figure 3.9 A SCAO system with an on-axis star used for wavefront sensing to correct an off-axis star.
The area highlighted in green is the atmosphere which is common to both the on-axis guide star and
off-axis star, and is seen by the WFS. The area highlighted in red is the atmosphere which is unique to
the off-axis star, and is not seen by the WFS.
The WFS is not able to sense the off-axis atmospheric turbulence and therefore the AO
system cannot compensate for it. This effect is known as angular anisoplanatism and is
covered in more detail in Section 3.7.4.
If a wider FOV is to be corrected, then measurements of the wavefront need to
include the entire atmospheric volume that starlight passes through, as well as more
DMs conjugated to different layers in the atmosphere. To achieve AO corrections over
a wide FOV, several guide sources are used. The guide sources can be natural or
laser guide stars or a combination of both, with several WFSs. With several WFSs,
tomographic reconstruction of the atmosphere is possible, and prominent turbulence
layers can be identified. These individual layers are then used to control individual DMs
that are conjugated to different altitudes (layers) in the atmosphere. Such a system is
known as Multi Conjugate Adaptive Optics (MCAO) [Roddier 1999] and is shown in
Figure 3.10.
3.5 WAVEFRONT SENSING
3.5.1 Shack-Hartmann wavefront sensor
The Shack-Hartmann (SH) WFS is widely used in AO systems today [Hickson 2014],
particularly for WFS with laser guide stars. Figure 3.11 shows the operation of the SH
WFS. A lenslet array is used to sub-divide the pupil plane, with each lenslet forming a
low-resolution image of the object (a spot). If the incoming wavefront is planar, the
spot will appear directly beneath each lenslet. If the incoming wavefront is aberrated,
then the spot will shift from the centre of the lenslet by an amount proportional to
the wavefront slope over that lenslet. By measuring the spot shift, the slope of the
wavefront at each lenslet can be calculated [van Dam 2002]. The centroid, (û, v̂), of
each spot within the bounds of the lenslet can be estimated with a centre of gravity
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Figure 3.10 A simplified schematic of an MCAO system. Measurements from multiple wavefront










Figure 3.11 The Shack-Hartmann WFS with a planar wavefront (a) and with an aberrated wavefront
(b).




Figure 3.12 The curvature and geometric WFS need an intra (I1) and extra (I2) focal plane image,




















where A(u, v) is the image formed by one lenslet.
3.5.2 Geometric and curvature wavefront sensors
The geometric and curvature wavefront sensors use the same optical configuration, but
differ in how the measurement data is processed. Two measurements are needed: an
intra-focal image and an extra-focal image as illustrated in Figure 3.12. The intra- and
extra-focal images, in effect, provide some phase diversity. Phase variations manifest
as intensity changes in the measured images. By analysing how the intensity pattern
differs between the intra- and extra-focal images, properties of the wavefront can be
derived. For the curvature WFS, the curvature of the wavefront can be derived directly
and is particularly useful with bimorph DMs [Roddier 1988]. For the geometric WFS,
the x and y slopes of the wavefront can be derived [van Dam and Lane 2002].
3.5.3 Pyramid wavefront sensor
The pyramid wavefront sensor was first introduced in 1996 [Ragazzoni 1996]. Since then,
the pyramid wavefront sensor has gained popularity with next-generation telescope
systems due to its improved performance in closed-loop [Chew et al. 2006, Esposito and
Riccardi 2001]. The pyramid WFS works by placing a 4-sided prism at a telescope’s
focal plane, which has the effect of subdividing the focal plane into four quadrants
[Ragazzoni 1996].
Figure 3.13 shows how a pyramid wavefront sensor is placed into an optical system.
A relay lens is used at the output of the prism to focus on to a charge-coupled device









Figure 3.13 Schematic of the pyramid WFS. A 4-sided prism (pyramid) is placed in the focal plane
of the telescope. Starlight travels through the atmosphere and becomes distorted. The pupil focuses
the light onto the apex of the pyramid. The pyramid subdivides the focal plane into quadrants. The
output from the prism is focused onto a detector by the relay lens, forming four images of the pupil.
The focal point can be modulated around the apex of the pyramid, as shown by the dotted circle, to
improve the dynamic range.
(CCD) sensor. Four images of the pupil are formed on the CCD, at the conjugate pupil
plane. The prism can be described as a spatial filter, H(u, v). The conjugate pupil










By making use of the convolution theorem and the linearity of the Fourier transform,
the conjugate pupil plane can be written as a convolution [Clare and Lane 2003]
I(x, y) =




where h(x, y) is the inverse Fourier transform of H(u, v). The spatial filter for the
pyramid WFS, H4(u, v), is defined by [Clare et al. 2017]
H4(u, v) = exp[j2πb(|u|+ |v|)], (3.35)
where b controls the pupil images’ separation in the conjugate pupil plane (or the apex
angle of the prism). Figure 3.14 shows the prism phase screen for a pyramid WFS.
Using the pyramid spatial filter, H4(u, v), Figure 3.15 shows the conjugate pupil
plane where four pupil images have formed, for a flat wavefront. From these conjugate
30 CHAPTER 3 BACKGROUND






















Figure 3.14 The phase of the pyramid WFS spatial filter, H4(u, v).
pupil images, the wavefront slopes, (Sx, Sy) are calculated as [Verinaud 2004]:
Sx =




I1(x, y) + I2(x, y)− I3(x, y)− I4(x, y)∑4
i=1 Ii(x, y)
. (3.37)
The pyramid WFS has a small dynamic range, when compared to a Shack-Hartmann
WFS, because the sensor is only in the linear region when the focal spot is near the apex
of the pyramid [Clare and Lane 2005]. A method to overcome the limited dynamic range
is to modulate the focal point around the tip of the pyramid and the detector image is
summed over each modulation point [Clare and Le Louarn 2011]. This modulation trades
sensitivity for dynamic range. The spatial filter is shifted by (u′, v′) giving a new spatial
filter H(u−u′, v−v′). Using the inverse Fourier transform and the Fourier shift theorem,
the spatial filter of a modulated prism is written as h(x, y) exp[j2πxu′] exp[j2πyv′] [Clare
et al. 2017]. Different modulation paths can be used (i.e. square, circular). Ragazzoni
has shown that the square modulation path is optimal for the pyramid sensor [Ragazzoni
1996]. The images formed in the complex aperture plane from a modulated prism are




∣∣∣∣∣h(x, y) exp[j2πxu′] exp[j2πyv′]





The pyramid WFS exhibits non-linear behaviour, especially in the presence of
closed-loop AO residual wavefront error [Deo et al. 2018, Korkiakoski et al. 2008]. The
non-linearity manifests as a spatial frequency (modal) dependent loss in sensitivity. A
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Figure 3.15 The detector plane (or conjugate aperture plane) of a pyramid WFS with spatial filter,
H4(u, v).
pyramid WFS is typically calibrated about a zero-phase point, however in operation,
the "zero-point" is the closed-loop residual phase, resulting in a sensitivity loss. An
illustration of this loss in sensitivity is shown in Figure 3.16. The so-called optical gains





diag(F Tdiff · Fdiff)
, (3.39)
where Fres is the modal interaction matrix in the presence of AO residual, Fdiff is the
diffraction-limited modal interaction matrix and OG are the modal optical gains.
3.6 DEFORMABLE MIRRORS
A DM is a mirror where the shape of the mirror surface is controlled via actuators,
in real-time. AO systems make use of DMs as the means of correcting the wavefront
of starlight propagating through Earth’s atmosphere. Several different technologies
enable DMs, such as piezoelectric actuators, micro-electro-mechanical machines (MEMs)
actuators and voice-coil actuators. There are four critical parameters which characterise
a DM: the number of actuators, the actuator pitch, the actuator stroke and the actuator
influence function. The actuator pitch describes the spacing between actuators, and
along with the number of actuators, ultimately defines the maximum spatial frequency





Figure 3.16 A representation of the linear approximation of the pyramid WFS about the diffraction-
limited calibration point (red), and the linear approximation of the pyramid WFS opearting with
closed-loop AO residuals (blue). The ratio of the gradients of the red and blue lines is the so-called
optical gain.
controllable. The actuator stroke is the maximum displacement of an actuator, and the
actuator influence function gives the mirror shape when a single actuator is poked.
3.6.1 Piezoelectric mirrors
There are two main kinds of piezoelectric DMs: bimorph mirrors [Horsley et al. 2007]
and piezoelectric stack actuated mirrors [Wlodarczyk et al. 2014]. A bimorph DM is
formed by bonding two piezoelectric disks together. The middle point of the disks has
an electrode attached, the front side has an electrode attached, and the backside has an
electrode array for each actuator. A differential voltage is applied between the midpoint
and the top and bottom disks, causing the disks to curve. A thin mirror surface is
bonded to the top disk. Piezoelectric stacks can be formed and used as single actuators.
An array of piezoelectric stacks are attached to a thin mirror membrane; each actuator
can push or pull on the membrane to control the shape.
3.6.2 MEMs mirrors
A MEMs DM is one which is manufactured using methods from microelectronic device
fabrication. Multi-layer structures can be fabricated on a silicon wafer to form electro-
static actuators [Bifano et al. 2000]. MEMS DMs are an important technology as they
utilise standard microelectronic mass production technologies and could therefore be
mass-produced, which would significantly reduce the cost compared to DMs of similar
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capabilities of other technologies. MEMs-based DMs typically have an actuator stroke
in the order of a few to tens of micrometres.
3.6.3 Voice-coil actuators
For large diameter DMs, typically used as the secondary mirror of a telescope, an array
of voice-coils actuators are used. Voice-coil actuators have three main components: a
permanent magnet, an electromagnet and a capacitive displacement sensor [Arsenault
et al. 2006, Martin et al. 2006]. The permanent magnet is bonded to a thin (1 mm
to 2 mm) membrane (typically glass), and the electromagnet is bonded to a reference
body. A capacitor is formed between the permanent magnet and the electromagnet.
By measuring the capacitance, the distance from the reference body to the permanent
magnet can be derived to accuracies on the order of nanometres. The voice-coil actuators
used in the DMs are operated in closed-loop, where the current through the voice-coils is
regulated to maintain a set separation between the permanent magnet and the reference
body.
Voice-coil actuated DMs are currently in use at the Large Binocular Telescope
[Martin et al. 2006] and the Very Large Telescope [Arsenault et al. 2006]. The main DM
of the EELT will also use a voice-coil actuated DM and is specified to have a diameter
of 2.4m and 5316 actuators [Vernet et al. 2012].
3.7 WAVEFRONT ESTIMATION AND CONTROL
So far, all the major components of an AO system have been introduced. This section
brings all the components together into a closed-loop AO system.
3.7.1 The forward problem
Due to the variations in the refractive index in the atmosphere, as described in Section 3.2,
the wavefront becomes distorted by the time it reaches the ground. A telescope with
a WFS is used to make measurements from which the wavefront can be estimated.
Assuming a linear system, the WFS measurement can be expressed as
d = Fw + n, (3.40)
where d is the measurement from the WFS, F is the interaction matrix, w is modal
coefficients of the wavefront, and n is measurement noise. The interaction matrix
provides a mapping between WFS measurements and the DM commands of a known
wavefront. The interaction matrix can be found experimentally or via simulations.
Using the DM, a set of known wavefronts (the selected basis, modal or zonal) are shown
to the WFS, one at a time, and the resulting measurements are stored as rows in the
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interaction matrix. In the case of the pyramid and Shack-Hartmann WFSs, where the
measurement consists of an x and y-slope, the slopes are vectorised and concatenated
together to form a single measurement vector. An interaction matrix consisting of x








where Sx and Sy are the slopes in the x and y directions respectively, and N is the
number of basis elements in the wavefront discretisation.
3.7.2 The inverse problem
The forward problem has been outlined in Section 3.7.1. The inverse problem is to
estimate the modal coefficients of the wavefront, w, from WFS measurements and the
associated interaction matrix, which can be expressed as
w = F−1d. (3.42)
However, the interaction matrix is typically non-invertible as it is poorly conditioned.
The WFS measurement can instead be rewritten as
w = Bd, (3.43)
where B is the Moore-Penrose inverse of F . B is defined as
B = (F TF )−1F T . (3.44)
A better method of finding the command matrix is with a maximum a posteriori
(MAP) estimator, where the statistics of the atmosphere and statistics of system noise
are taken into account [Clare et al. 2011, Clare 2004]. A MAP estimator is given by:
B = (F TN−1F +W−1)−1F TN−1, (3.45)
where N = 〈nnT 〉 is the covariance of the noise, and W = 〈wwT 〉 is the covariance of
the turbulent wavefront [Clare et al. 2011, Clare 2004].
The estimators described here are matrix vector multiplication (MVM) algorithms,
which are computationally expensive to run. A 37 m diameter telescope will require
between 256-4096 times more computation than that of the current 8 m diameter
telescopes [Hubin et al. 2006]. What was manageable for the 8 m case is no longer easily
achieved in the ELT cases. There are other methods such as the cumulative reconstructor







Figure 3.17 A simplified block diagram of an AO control system, where φatm is the phase of the
atmospheric turbulence, φDM is the phase after correction from the DM and φres is the residual phase
(φatm − φDM ).
with domain decomposition (CuReD) algorithm [Rosensteiner 2012], which avoid the
use of MVM in the wavefront estimation and provide a computational advantage. The
CuReD reconstructor is designed for the Shack-Hartmann WFS and is based on the
fact that the Shack-Hartmann WFS provides a discrete estimate of the wavefront slope,
therefore, the reconstruction can be made via an integration.
The preprocessed cumulative reconstructor with domain decomposition (PCuReD)
reconstructor is an implementation of the CuReD reconstructor for the pyramid WFS.
The Shack-Hartmann and pyramid WFS are effectively a Fourier pair; the Shack-
Hartmann subdivides the pupil, whilst the pyramid subdivides the focal plane. The
preprocessing step of the PCuReD algorithm transforms the pyramid WFS measurements
into the Shack-Hartmann form, then the CuReD algorithm is used to reconstruct the
wavefront [Shatokhina et al. 2013]. Typical matrix-vector-multiplication reconstructors
have a complexity of O(n2a), where na is the number of DM actuators. The PCuReD
reconstructor has a complexity of O(na).
3.7.3 Adaptive optics control loop
A typical closed-loop AO system is shown in Figure 3.17. The WFS does not measure
the wavefront, but rather the residual wavefront after correction. A simple integrator
control loop is adequate for closed-loop wavefront control. The controller takes the form
of:
C = Ck−1 + gCk, (3.46)
where C is the command vector going to the DM, k represents the time step, and g is
the integrator gain.
More complex controllers can be used to improve performance and are currently
under investigation, such as linear-quadratic regulators [Petit et al. 2010] and predictive
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control [Le Roux and Carbillet 2006].
3.7.4 Error sources
3.7.4.1 Fitting and temporal error
A real-world AO system is not able to perfectly correct the atmospheric turbulence. In
this thesis, two main error sources are considered when evaluating AO performance
in a high flux regime: fitting error and temporal error. The variance of the residual
turbulence σ2tot is then
σ2tot = σ2fit + σ2temp, (3.47)
where σ2fit is the residual variance due to fitting errors and σ2temp is the residual variance
due to time delays in the AO system.







where d is proportional to the actuator pitch of the DM.







where V is the characteristic wind speed and τ is the AO system delay. The fitting
error is due to the limited resolution of the DM, and the temporal error is due to time
differences between when the wavefront measurement is made to when the correction
is applied to the DM. Using Equation (3.47), the theoretical performance of a given
SCAO system can be estimated at high flux.
3.7.4.2 Anisoplanatism
In many cases, the science target is not used for wavefront sensing due to the low signal
to noise ratio. In this scenario, a nearby bright star can be used for wavefront sensing.
An issue with this is that the off-axis starlight propagates through a different section
of atmosphere as shown in Figure 3.9, and is known as angular anisoplanatism. The
isoplanatic angle, θ0, is defined as the angle between an off-axis star and an on-axis













AN N-SIDED PRISM WAVEFRONT SENSOR
In Chapter 3, Section 3.5.3 the pyramid WFS was introduced. The pyramid WFS is a
special case of a set of Fourier-based wavefront sensors [Fauvarque et al. 2016, 2017],
where a 4-sided prism is used to filter the focal plane electromagnetic field. This chapter
extends the pyramid WFS to an N-sided prism. Using analytical models, Fauvarque et al.
[Fauvarque et al. 2016, 2017] predict, in a high flux regime, that there is no significant
gain in performance by changing the prism geometry. In the case of the pyramid WFS,
using only geometric considerations, the wavefront slope in two orthogonal directions
(x and y) can be derived from the detector image. For the 3-sided, 6-sided and cone
WFS, calculating slopes is more difficult.
Changing the prism geometry from 4-sided could reduce manufacturing costs [van
Dam et al. 2012], reduce the required detector area, and possibly increase the sensitivity
of the WFS. As long as there are three or more sides to the prism, wavefront slopes
in two orthogonal directions (x and y) can be derived. In this chapter, the roofs (two
orthogonal 2-sided prisms), 3-sided prism, the conventional pyramid prism, and 6-sided
prisms are simulated with the European Southern Observatory’s (ESO) Octopus [Le
Louarn et al. 2004] end-to-end simulation platform.
To investigate the performance of different Fourier-based prism WFSs with different
prism geometries, it is first necessary to define how the prism geometry is generated
in simulation. There are two parameters which need to be considered: the first is the
number of sides on the prism and the second is the apex angle of the pyramid. The apex
angle determines the separation of the conjugate pupils in the detector plane [Clare
and Lane 2003]. In Chapter 3, the equations which describe the detector plane, I(x, y),










The complex field H(u, v), of the Fourier WFS, can be expressed as
H(u, v) = ejφprism(u,v), (4.2)





Figure 4.1 The method used for generating an N-sided prism spatial filter. The direction vectors,
U(u, v) (green), point in the direction of the slope of the prism faces and the dotted lines are the prism
edges. Point X(u, v) is a pixel in the spatial filter phase and the red vector is the projection of X onto
the direction vector. The phase at each pixel on the spatial filter is the magnitude of the dot product of
X (black) and the direction vector.
where φprism(u, v) is the phase shift introduced by the prism. A method for generating
the N-sided WFS spatial filter, H(u, v), as a function of the number of sides of the prism,
N , and the separation of the pupil images in the conjugate pupil plane is proposed here.
For each face of the prism, a unit direction vector is created, Un, (Figure 4.1, green
vector), pointing in the direction of the slope of the prism face. A vector, x = (u, v),
(Figure 4.1, black vector) is formed, pointing from the origin to a position in the spatial





max(Û1 · x, · · · , Ûn · x, · · · , ÛN · x), (4.3)
where b defines the slope of the prism faces.
4.0.1 Roofs WFS
The roofs WFS consists of two orthogonal 2-sided prisms. A 50:50 beamsplitter is
used to provide two focal points, and a 2-sided prism is placed at each focal point.
The reduced complexity of the 2-sided prism also improves manufacturability. The
roofs WFS requires two detectors; however, the area of each detector is reduced when
compared to a pyramid WFS. The roofs sensor has been shown theoretically to be more
sensitive than a pyramid WFS [Phillion and Baker 2006, Wang et al. 2010].
The phase of the spatial filters, H2x(u, v) and H2y(u, v), and the simulated detector
images are shown in Figure 4.2. For the roof WFS, the slope measurements, (Sx, Sy),
can be calculated by resolving vectors between aperture images in the conjugate aperture
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Figure 4.2 The phase, φprism, of the spatial filters H2y(u, v) (a) and H2x(u, v) (b) in radians, for
the roofs WFS and the corresponding detector images (c, d).
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plane into x and y components. For the roof WFS, the slopes measurements are given
by
Sx =
Ix1(x, y)− Ix2(x, y)∑2
i=1 Ixi(x, y)
Sy =




The 3-sided WFS has two potential advantages over the roofs WFS: a beamsplitter
is not required, and a single detector can be used. Similarly to the 2-sided prisms
of the roofs WFS, the 3-sided prism is simpler to manufacture than the traditional
4-sided prism. The 3-sided WFS subdivides the pupil into three, rather than four for
the pyramid and roofs WFS, limiting its ability to estimate the x and y slopes. Using
the WFS to estimate slopes differs from the performance metrics used in [Fauvarque
et al. 2016], which uses the intensity maps, I(x, y), directly.
The phase of the spatial filter, H3(u, v), and the simulated detector image are shown
in Figure 4.3. From the detector image, the slope measurements for the 3-sided prism


















The EELT will have a 6-arm spider which supports the secondary mirror [Schwartz et al.
2017]. Therefore a 6-sided prism matches the physical geometry of the EELT pupil.
The phase of the spatial filter, H6(u, v), and the simulated detector image are shown
in Figure 4.4. From the detector image, the slope measurements for the 6-sided prism
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Figure 4.3 The phase, φprism of the spatial filter, H3(u, v), for the 3-sided WFS in radians (a) and
the corresponding detector image (b).
are given by
Sx =
(I1(x, y) + I2(x, y) + I3(x, y))− (I4(x, y) + I5(x, y) + I6(x, y))∑6
i=1 Ii(x, y)
Sy =




The cone WFS extends the number of sides of the prism to infinity. Previously, it has
been shown that an axicon can be used to make wavefront measurements [Fauvarque
et al. 2016, 2017, Vohnsen et al. 2011]. An axicon is a cone-shaped lens. The phase of
the spatial filter, H∞(u, v), and the simulated detector image are show in Figure 4.5.
The cone WFS presents an additional challenge when calculating the x and y slopes
as discrete pupil images are no longer formed, but rather a continuous annulus. It is
possible to estimate the wavefront by building an interaction matrix of WFS detector
images instead of slopes. Ilovitsh et al. have shown that an axicon and an amplitude
mask placed in the focal plane produces the Radon transform of the pupil plane at
the WFS detector plane [Ilovitsh et al. 2014]. Using the inverse Radon transform, it is
possible to estimate the wavefront directly from the cone WFS detector images. The
slopes calculation step can skipped, and the entire detector image can be used to directly
reconstruct the wavefront. Both the inverse Radon transform and the reconstruction
from detector images of the cone WFS have been explored by Clare et al. [Clare et al.
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Figure 4.4 The phase, φprism, of the spatial filter H6(u, v), for the 6-sided WFS in radians (a) and
the corresponding detector image (b).


















Figure 4.5 The phase, φprism, of the spatial filter H∞(u, v), for the cone WFS in radians (a) and
the corresponding detector image (b).
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2020].
4.1 END-TO-END SIMULATIONS
For the roofs, 3-sided, pyramid and 6-sided prism WFS, closed-loop end-to-end simu-
lations were performed using the OCTOPUS simulation tool. OCTOPUS generates
atmospheric phase screens for different layers of the atmosphere. The Fried coherence
length, ro, and the outer scale, L0, which define the severity of the turbulence in the
atmosphere, are listed in Table 4.1 and Table 4.2. The layer composition is defined from
site measurements. These atmospheric phase screens are then shifted to simulate wind
flow at each of the layers. After each shift, the WFS images, I(x, y), are calculated,
including readout noise and photon noise. The WFS detector images are used to
estimate the slopes, (Sx, Sy), of the wavefront using Equation (4.4), Equation (4.5) or
Equation (4.6), which are then used to command the DM. Two different wavefront
reconstructors are evaluated: the first method is a matrix-vector-multiplication method,
using the maximum a posteriori (MAP) reconstructor from Chapter 3,
B = (F TN−1F +W−1)−1F TN−1, (4.7)
where N = 〈nnT 〉 is the covariance of the noise, and W = 〈wwT 〉 is the covariance
of the turbulent wavefront, w. The second method is the preprocessed Cumulative
Reconstructor with domain decomposition (pCuReD) method. The noise covariance


















where θ is the FWHM of the PSF, Np is the regularisation photon flux and θd is the
full width at half maximum (FWHM) of the diffraction-limited PSF [Clare et al. 2011].
By adjusting this regularisation flux, the weighting between the measurement and the
wavefront statistics is changed when reconstructing the wavefront.
A closed-loop system is formed where the performance of the WFS can be evaluated.
In this thesis, OCTOPUS has been configured to simulate the roofs, 3-sided and 6-sided
prism WFSs along with the existing 4-sided pyramid WFS. The closed-loop controller
used in OCTOPUS is an integrator controller, which takes the form of
B = Bk−1 + gBk, (4.10)
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where B is the command vector going to the DM, k represents the time step, and g is
the integrator gain.
4.1.1 Simulation parameters
Two simulation cases are considered: 8 m and 37 m telescope diameters. The 8 m case
is a scaled down version of the full 37 m case, and has significantly lower complexity
and is used to explore and optimise the WFC performance for each sensor. Once the
performance for each sensor is optimised, the 37 m EELT case is used to explore the
performance in the expected ELT environment.
Along with exploring how the geometry of the WFS prism affects closed-loop
performance, two different wavefront reconstructors, the traditional MAP reconstructor
and the pCuReD reconstructor, are evaluated for the roofs and pyramid WFSs. The
salient parameters of the simulations are shown in Table 4.1 and Table 4.2 for the 8 m
and 37 m cases respectively.
The MAP reconstructor has a complexity of O(n2a), where na is the number of DM
actuators. The second method uses the pCuReD algorithm which has a complexity of
O(na) [Shatokhina et al. 2013].
Due to the physical size of the ELTs, the support structure (or spider) which holds
the secondary mirror in place is also large. In the case of the EELT, the spider has six
support arms with a thickness of 0.5 m. These spider arms have the effect of dividing
the pupil into six segments (or petals). The width of the spider arms is greater than
the typical coherence length of the atmosphere, or Fried parameter r0, expected at
the observatory sites. This introduces complexities in the wavefront estimation, as
there is no phase continuity between the six pupil segments. Consequently, the average
wavefront over each pupil segment (segment piston) is different.
For each simulation case, two pupil geometries are considered: pupils with and
without a spider. For each case considered, the control-loop gain, g, and amount of
regularisation used in the reconstructor are optimised for maximum long exposure Strehl
after 1000 iterations in closed-loop.
4.1.2 Simulation results
To verify that the simulations are performing correctly in the case of high photon
flux, the theoretical errors due to fitting and temporal error are calculated using the
parameters from Table 4.1 and Table 4.2. The total wavefront error (fitting error
and temporal error), for a high flux case, is calculated using Equation (3.47) and is
found to be 116.5 nm RMS. The contribution from fitting error is 96.4 nm RMS and
the contribution from temporal error is 20.1 nm. Figure 4.6 and Figure 4.9 show that
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Table 4.1 Simulation parameters for the 8 m diameter simulation case.
Parameter Value
Telescope Diameter (D) 8 m
Fried parameter (r0) 12.9 cm
Outer Scale (L0) 25 m
Atmosphere ESO 9 layer model [Clare et al. 2011]
Central Obscuration Diameter 1.2 m
Frame Rate 3 kHz
Delay 2 Frames
WFS Wavelength (λW ) 700 nm
WFS Order 40 × 40 Subapertures
Subaperture Width (d) 20 cm
Prism apex angle 26.4°
PSF Wavelength 2.2 µm
Modulation Width 4 λW /D
Time Steps 1000
Illumination Threshold 70%
Number of Actuators 1346
Number of Modes 1346
Number of Spider Arms 6
Spider Arm Width 20 cm
the simulation results are within 1% and 2% of the theoretical error, for both the 8 m
and 37 m cases respectively.
For all scenarios, the measurement vector, d, consists of the x and y slopes, (Sx, Sy).
In the case of the cone WFS, there is no existing method for calculating the slopes,
(Sx, Sy), thus the cone is not included in these results.
4.1.2.1 The 8 m case
Simulations of the roofs, 3-sided, pyramid and 6-sided WFS are performed without
the telescope spider in this section for the 8 m case. The performance metric used
to compare the different WFSs is the long exposure Strehl after 1000 iterations in
closed-loop. The results are plotted in Figure 4.6 and show that in a high photon flux
scenario, the performance of the WFSs is similar. Under low photon flux, the 6-sided
WFS performs poorly, which is due to the fact that the pupil (available photons) is
subdivided more.
For the roofs and pyramid WFS, the pCuReD reconstruction technique is evaluated
and is compared to the traditional MVM reconstructor. The comparison is plotted in
Figure 4.7 and shows that the closed-loop long exposure Strehl from the pCuReD and
the MVM reconstructors are within 1% of each other accross a broad range of photon
flux. For a very small loss in performance, a significant reduction in computational load
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Table 4.2 Simulation parameters for the 37 m Diameter simulation case.
Parameter Value
Telescope Diameter (D) 37 m
Fried parameter (r0) 12.9 cm
Outer Scale (L0) 25 m
Atmosphere ESO 35 layer model
Central Obscuration Diameter 10.4 m
Frame Rate 3 kHz
Delay 2 Frames
WFS Wavelength (λW ) 700 nm
WFS Order 148 × 148 Subapertures
Subaperture Width (d) 25 cm
Prism apex angle 26.4°
PSF Wavelength 2.2 µm
Modulation Width 4 λW /D
Time Steps 1000
Illumination Threshold 70%
Number of Actuators 5190
Number of Modes 5190
Number of Spider Arms 6
Spider Arm Width 50 cm
is achieved.
Thus far, the simulations above have all neglected the telescope spider. The
performance of the roofs, 3-sided, pyramid and 6-sided WFSs are re-evaluated in the
presence of the telescope spider. The regularisation and integrator gain are re-optimised
in the presence of the spider. The comparison is plotted in Figure 4.8 and shows an
overall loss in performance compared to the case of no spider, especially in cases of low
photon flux. This loss is attributed to residual segment piston errors and the obstruction
of WFS subapertures which is investigated further in Chapter 6. At high flux, the
3-sided WFS performs the worst, while the pyramid WFS performs the best, with a
difference in Strehl of 2.5%.
4.1.2.2 The 37 m case
Simulations of the roofs, 3-sided, and pyramid WFSs are performed without the telescope
spider in this section for the 37 m case. The performance metric used to compare the
different WFSs is the long exposure Strehl, after 1000 iterations in closed-loop. The
results are plotted in Figure 4.9 and show that the roofs and pyramid WFS perform
similarly and achieve the highest Strehl. The 3-sided WFS achieves a Strehl 4% lower
than the roofs and pyramid WFS.
For the roofs and pyramid WFS, the pCuReD reconstructor’s performance is
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Figure 4.6 The long exposure Strehl in K-band versus the subaperture flux for a read noise of 0
electrons/pixel/read for the 8 m case, without the telescope spider, using the MVM reconstructor. The
dashed line is the K-band Strehl corresponding to the sum of the temporal and fitting errors for this
frame rate, controller delay and atmospheric conditions.

















Figure 4.7 The long exposure Strehl in K-band versus the subaperture flux for a read noise of 0
electrons/pixel/read for the 8 m case, without the telescope spider, comparing the MVM reconstructor
to the pCuReD reconstructor. The dashed line is the K-band Strehl corresponding to the sum of the
temporal and fitting errors for this frame rate, controller delay and atmospheric conditions.
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Figure 4.8 The long exposure Strehl in K-band versus the subaperture flux for a read noise of 0
electrons/pixel/read for the 8 m case, with the telescope spider, using the MVM reconstructor. The
dashed line is the K-band Strehl corresponding to the sum of the temporal and fitting errors for this
frame rate, controller delay and atmospheric conditions.
















Figure 4.9 The long exposure Strehl in K-band versus the subaperture flux for a read noise of 0
electrons/pixel/read for the 37 m case, without the telescope spider, using the MVM reconstructor. The
dashed line is the K-band Strehl corresponding to the sum of the temporal and fitting errors for this
frame rate, controller delay and atmospheric conditions.
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Figure 4.10 The long exposure Strehl in K-band versus the subaperture flux for a read noise of 0
electrons/pixel/read for the 37 m case, without the telescope spider, comparing the MVM reconstructor
to the pCuReD reconstructor. The dashed line is the K-band Strehl corresponding to the sum of the
temporal and fitting errors for this frame rate, controller delay and atmospheric conditions.
evaluated and compared to the traditional MVM reconstructor. The comparison is
plotted in Figure 4.10 and shows that even for the much larger 37 m case, the performance
of the MVM and pCuReD algorithms is closely matched.
As the 3-sided WFS only splits the incoming light into three pupil images (instead
of four or more), the sensor should perform better in a low light scenario or when
detector readout noise is present. Figure 4.11 compares the pyramid WFS to the 3-sided
WFS in the presence of readout noise, at different photon fluxes and shows that in a
low signal-to-noise ratio (SNR) scenario (low photon flux and high readout noise), the
3-sided WFS has an advantage over the pyramid WFS.
To get a visual sense of the closed-loop performance, a long exposure PSF with and
without AO turned on, using a pyramid WFS is shown in Figure 4.12. A more useful
way to visualise the PSF is with a radially averaged cross-section, which allows the PSF
contrast to be characterised.
The radially averaged cross-section, after 1000 iterations in closed-loop, when
using the roofs, 3-sided and pyramid WFSs, using an MVM reconstructor is plotted
in Figure 4.13. The contrast relative to the peak intensity is at a maximum at 150
milliarcseconds, where the roofs and pyramid WFS perform similarly, while the 3-sided
WFS performance is worse, with less than half a magnitude difference. After 200
milliarcseconds, the PSF tracks the uncorrected PSF and is a result of the limited
spatial frequency control space of the DM.
A comparison of the MVM and pCuReD reconstruction methods for the roofs WFS
is shown in Figure 4.14, where the radially averaged cross-section after 1000 iterations
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Figure 4.11 The long exposure Strehl in K-band versus the subaperture flux for a read noise of 0 and
5 electrons/pixel/read for the 37 m simulation case, without the spider, using the MVM reconstructor.
The dashed line is the K-band Strehl corresponding to the sum of the temporal and fitting errors for





Figure 4.12 The PSF of an on-axis star for the EELT, simulated with the highest photon flux and
zero readout noise. A star blurred by atmospheric distortion (a) is shown for reference. The AO system
is operating in closed-loop with a pyramid WFS using an MVM based reconstructor (b).
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Figure 4.13 The radially averaged cross sections of the PSF images for the 37 m EELT, simulated
with the highest photon flux and zero readout noise, using the roofs, 3-sided and pyramid WFS.
in closed-loop is plotted for both reconstruction techniques. The same comparison is
done again, but this time for the pyramid WFS and is shown in Figure 4.15. With
respect to PSF contrast, the pCuReD and MVM reconstructor have similar performance.
The pCuReD reconstructor provides a slight advantage at high angular separation (200
milliarcseconds).
4.2 CONCLUSION
Evaluating the N-sided prism WFS with and without the telescope spider shows that
all the sensors perform similarly, with the 3-sided prism WFS performing the worst at
high photon flux. With the telescope spider in place, all of the WFSs evaluated see a
decrease in closed-loop Strehl compared to the optimum case without the spider, with
the roof and 4-sided WFS achieving the highest Strehl ratio. The 6-sided prism WFS
performs better than the 3-sided prism WFS, but worse than the roof and 4-sided prism
WFSs.
The roofs WFS and pyramid WFS perform almost identically to each other in both
the 8 m and 37 m cases in terms of Strehl and PSF profile. In a low SNR scenario,
the 3-sided prism WFS achieves a better Strehl than the pyramid WFS. The 3-sided
prism WFS is also considerably easier to manufacture than the pyramid WFS and
requires fewer optical components than the roofs WFS. It also requires fewer pixels on
the CCD, meaning a smaller CCD can be used. The 3-sided WFS could be useful for
AO systems where fainter stars are used to guide the AO system. As Fauvarque et al.
[Fauvarque et al. 2016, 2017] predicted, in a high flux regime, there is no significant
gain in performance by changing the prism geometry, and these end-to-end simulations
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Figure 4.14 The radially averaged cross sections of the PSF images for the 37 m EELT, simulated
with the highest photon flux and zero readout noise. The plot compares the pCuReD reconstructor to
the traditional MVM reconstructor, using a roofs WFS.
















Figure 4.15 The radially averaged cross sections of the PSF images for the 37 m EELT, simulated
with the highest photon flux and zero readout noise. The plot compares the pCuReD reconstructor to
the traditional MVM reconstructor, using a pyramid WFS.
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match that prediction. The pCuReD reconstructor’s performance is shown to match
that of traditional MVM reconstructors for the roofs WFS and pyramid WFS, whilst
significantly reducing computational load.

Chapter 5
DIGITAL FOURIER BASED WAVEFRONT SENSOR
In Chapter 4, the N-sided prismWFS was introduced, and the performance was evaluated
in simulation. This chapter takes the N-sided prism WFS from simulations and into
the laboratory. Ideally, a physical prism would be manufactured for each type of WFS.
However, this is expensive and time-consuming, especially if the aim is to investigate
changes to the prism geometry. To overcome the complexities of manufacturing glass
prisms, the digital pyramid WFS is used.
In simulation, the prism is represented as a map of optical phase delay, φprism.
A spatial light modulator (SLM), which is similar to a liquid crystal display, allows
a programmable phase delay at each pixel. This allows for a wide range of prism
geometries to be generated, and the prism geometries can be changed on-the-fly. This
was first used by Akondi [Akondi et al. 2014] to create a digital pyramid wavefront
sensor.
In this thesis, the digital Fourier-based WFS is evaluated, with 3-sided, 4-sided,
6-sided and cone geometries. The phase delay required to produce a useful prism is
much larger than the maximum programmable phase delay on each pixel. To overcome
the phase limitation, the prism phase map must be wrapped at 2π. The phase wrapping
introduces diffraction artefacts, which if not accounted for, can interfere with the pupil
images created by the prism WFS. In the configuration used in this chapter, polarising
filters are used to minimise the first-order diffraction effects.
Different geometry prisms are interesting, as reducing the number of sides eases
manufacturability of the glass prism and for the 3-sided prism, the light is spread
over less area, resulting in a higher signal-to-noise (SNR) ratio. There is also evidence
to suggest that it could be advantageous to match the prism geometry to the pupil
geometry (spider) [Engler et al. 2018]. More information about the incoming wavefront
can be measured by increasing the number of prism sides but at a reduced SNR. Using
a digital prism WFS, these trade-offs can be evaluated in a real system.

















L1 = 0.25x microscope objective
L2 = 100 mm
L3 = 400 mm
L4 = 150 mm
L5 = 500 mm
L6 = 250 mm
Figure 5.1 The schematic of the optical configuration on the optics bench. The diagonal elements
are either beamsplitters or mirrors. All lens elements are Thorlabs 25 mm planoconvex lenses.
5.1 LABORATORY CONFIGURATION
A schematic of the configuration is shown in Figure 5.1 and a photo of the configuration
on the optics bench is shown in Figure 5.2. The laboratory configuration consists of a
spatial light modulator, a deformable mirror, a 633 nm semiconductor laser, two FLIR
grasshopper cameras, and 25 mm planoconvex lenses, mirrors and 50:50 beamsplitters.
The pupil of the DM is the pupil mask for the entire configuration. Care is taken to
ensure that all pupil planes are optically conjugated to the DM.
5.1.1 Spatial light modulator
The SLM used in this chapter is the Holoeye PLUTO 2 VIS 016, which has a pixel
resolution of 1920x1080 with a pixel pitch of 8 µm. The Holoeye PLUTO 2 is a phase-
only reflective liquid crystal on silicon SLM offering a maximum of 6π phase shift per
pixel. The SLM is configured such that the maximum phase shift per pixel is 2π, and all
of the prism phase screens used are modulo 2π. Spatial light modulators are polarisation
sensitive. The polarisation filter, PF1, is tuned for the best WFS image quality (high
contrast in the pupil images and reduced 0th order reflections). Due to the discretised
nature of the SLM, the reflection off of the SLM contains several refractive orders. The
0th order contains light that purely reflects off the SLM surface as well as light which is
of the incorrect polarisation. The first order reflection is the desired reflection. Higher
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Figure 5.2 The optical configuration on the optics bench, showing the position of the key optical
components and the light path through the system.
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8 2nd order Y-astigmatism
9 3rd order spherical
10 2nd order X-astigmatism, 45°
11 X-tetrafoil, 45°
order reflections are present, however the detector is not large enough to capture all of
them. Tuning PF1, reduces the brightness of the 0th order and increases the contrast of
the pupil images.
5.1.2 Deformable mirror
In the optical configuration used in these experiments, a DM is used to introduce
wavefront aberrations. The DM used is a Thorlabs DMP40, which uses piezoelectric
bimorph technology. The DM has 40 actuators and a 3-actuator tip/tilt system and a
10 mm pupil diameter. The DM has a built-in Zernike modal basis, with a normalized
amplitude for each mode. Appendix A shows how a KL modal basis was formed for
this DM. The Thorlabs DMP40 Zernike modal basis is outlined in Table 5.1.
5.1.3 Detectors
The experimental configuraion makes use of two FLIR Grasshopper3 cameras, with a
resolution of 1920x1200 and a pixel size of 5.86 µm. One camera, D1, is used as the
WFS detector, and the other is used as the focal plane camera, D2.
5.1.4 Fourier mask
Using the same technique developed in Chapter 4, the prism phase screens for the
3-sided, pyramid, 6-sided and cone WFS are generated to match the dimensions of the
SLM and are shown in Figure 5.3. An important step, which is not needed in simulation,
is to apply a 2π phase wrap to the prism phase screens. As mentioned, the 2π phase
wrapping is required due to the limited phase shift that the SLM can introduce.
























































Figure 5.3 A zoomed in view of the phase wrapped prism phase screens, in radians, that are applied
to the spatial light modulator for the 3-sided (a), pyramid (b), 6-sided (c) and cone (d) WFS. The
original phase screen is 1080x1080 pixels.
60 CHAPTER 5 DIGITAL FOURIER BASED WAVEFRONT SENSOR
(a) (b)
(c) (d)
Figure 5.4 The simulated detector images for the 3-sided (a), pyramid (b), 6-sided (c) and cone (d)
WFS for a flat wavefront. Note the central pupil image which is due to the phase wrapping required by
the SLM.
5.2 SIMULATION RESULTS
To better understand any experimental results, it is important to test the system in
simulation first. To that end, the unmodulated digital Fourier WFS is simulated for the
cases of the 3-sided, pyramid, 6-sided and cone prisms. The simulated WFS detector
images for the 3-sided, pyramid, 6-sided and cone WFSs are shown in Figure 5.4.
From Chapter 3, a simple least squares reconstructor, B, can be formed from an
interaction matrix, F . To form an interaction matrix, each of the Thorlabs DMP40
Zernike modes are applied (with a small amplitude so as not to saturate the WFS)
individually, and the WFS detector image, I, is recorded. The interaction matrix F is








where IN a vector containing the N th detector image corresponding to the N th mode
in the modal basis. The reconstructor is defined as
B = (F TF )†F T . (5.2)
The estimated modal weights, w, for the measured wavefront are then
w = BImeas, (5.3)
where Imeas is the vectorised image from the WFS detector.
The linearity of 3-sided, pyramid, 6-sided and cone WFSs is evaluated for each of
the 12 DM Zernike modes by varying the amplitude of each mode presented to the WFS
and calculating the reconstructed amplitude with Equation (5.3). The resulting linearity
plots are shown in Figure 5.5 and Figure 5.6. The simulated linearity and detector
images of the WFSs form a good baseline of what to expect from the experimental
configuration on the optics bench.
5.3 EXPERIMENTAL RESULTS
Using the unmodulated digital Fourier-based WFS, the linearity of each of the Thorlabs
DMP40 Zernike modes is measured. An unmodulated WFS is used to limit the number
of variables in the experimental system, such as modulation speed and modulation
radius. It also removes the need for a tip/tilt modulation mirror, greatly reducing the
complexity of the optical configuration and the WFS detector image acquisition.
An example of the WFS detector images is shown in Figure 5.7 for each of the prism
geometries, with no wavefront aberration introduced by the DM. The captured image is
cropped to the region of interest (a region which contains all of the pupil images) and is
vectorised and added as a row in the interaction matrix.
A comparison between the simulated WFS detector image and the measured WFS
detector image for the 3-sided, pyramid and cone, with a defocus abberation applied, is
shown in Figure 5.8. For each WFS, the measured images match the simulated cases
reasonably. There is some residual tilt in the measured images and the measured images
have had the central core removed by the polarising filter.
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3-sided pyramid 6-sided cone
Figure 5.5 The simulated linear range for the 3-sided, pyramid, 6-sided and cone digital Fourier
WFS for the first six DM Zernike modes, using the ordering of Table 5.1.
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3-sided pyramid 6-sided cone
Figure 5.6 The simulated linear range for the 3-sided, pyramid, 6-sided and cone digital Fourier
WFS for the last six DM Zernike modes, using the ordering of Table 5.1.
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(a) (b)
(c) (d)
Figure 5.7 The detector images for a flat wavefront for the 3-sided (a), pyramid (b), 6-sided (c) and
cone (d) WFS.





Figure 5.8 A comparison of a simulated WFS detector image (left column) and a measured WFS
detector image (right column) for the digital prism WFS with a defocus abberation applied. The 3-sided
prism WFS (a-b), the pyramid WFS (c-d), the 6-sided WFS (e-f) and the cone WFS (g-h)
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5.3.1 Wavefront sensor linearity
The linearity of each of the prism geometries is measured for each of the Thorlabs
DMP40 Zernike modes. The resulting linearity curves are shown in Figures 5.9 and 5.10,
where a small linear region for each mode is observed. From the linearity results, the
sensors saturate when a mode amplitude of greater than 0.2 is applied, the higher order
modes show a very clear linear range and have a larger amplitude than the lower order
modes. This is likely due to the optical gain effect [Deo et al. 2018, Korkiakoski et al.
2008] and a result of the vibrations causing a random modulation of the focal spot.
5.3.2 Limitations of the laboratory
The DM used had limitations in the control of the mirror shape where certain modes
contained large tip/tilt components which saturated the unmodulated digital pyramid
WFS and required the focal spot to be re-centred on the SLM for every amplitude of
the mode. This impacted the dynamic range measurements, and the issue was not
overcome, even with the KL modal basis.
It was found that the optics bench is not suitably isolated from the environment,
where large vibrations were present on the optics bench, from build infrastructure
to heavy construction from the neighbouring buildings. The vibrations resulted in
random modulations of the digital Fourier WFS and significantly reduced the quality
of the wavefront measurements. Using the focal plane camera, a time series of the
PSF was recorded at approximately 1200 frames per second. The centroid of the PSF
was calculated for each image from the time series using the centroid equations from
Chapter 3 (Section 3.5.1). The power spectrum of the PSF centroid in the x and y
directions is shown in Figure 5.11, which shows strong peaks around 30 Hz and 100 Hz.
There is also a band of high-frequency vibration spread around 450 Hz. The power
spectral density (PSD) is calculated as
PSDx = |F(x)|2, (5.4)
where x is a vector containing the time-series of the centroid in the x-axis.
The focal plane camera is at a significantly lower focal ratio than the SLM used
for the WFS, meaning the effects of the vibrations are significantly smaller at the focal
plane camera than at the SLM.
5.4 CONCLUSIONS
This chapter has presented a digital Fourier-based WFS with a laboratory implemen-
tation of the 3-sided, pyramid, 6-sided and cone WFSs. This is the first time digital
3-sided and cone WFSs have been demonstrated. The linearity of the digital 3-sided,
5.4 CONCLUSIONS 67
−1.0 −0.5 0.0 0.5 1.0


















−1.0 −0.5 0.0 0.5 1.0


















−1.0 −0.5 0.0 0.5 1.0


















−1.0 −0.5 0.0 0.5 1.0


















−1.0 −0.5 0.0 0.5 1.0


















−1.0 −0.5 0.0 0.5 1.0


















3-sided pyramid 6-sided cone
Figure 5.9 The measured linear range for the 3-sided, pyramid, 6-sided and cone digital Fourier
WFS for the first six DM Zernike modes, using the ordering of Table 5.1.
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3-sided pyramid 6-sided cone
Figure 5.10 The measured linear range for the 3-sided, pyramid, 6-sided and cone digital Fourier
WFS for the last six DM Zernike modes, using the ordering of Table 5.1.
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(a) X-axis vibration spectrum

















(b) Y-axis vibration spectrum
Figure 5.11 The power spectrum of vibrations on the optics bench in the x (a) and y (b) axis.
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pyramid, 6-sided and cone WFSs has been measured in an open-loop configuration
and showed little difference between the different geometry prisms, which matches
predictions made by Fauvarque et al. [Fauvarque et al. 2016, 2017].
Due to the vibration environment in the optics laboratory and the limitations of the
DM, the quality of the results was limited. However, the system shows that the concept
of a digital Fourier-based WFS is useful for prototyping prism-based WFS geometries.
The digital pyramid WFS presented here opens the possibility to explore Fourier-
based WFSs beyond simple prisms, where the Fourier filter is optimised for a particular
application.
Chapter 6
THE PROBLEM OF SEGMENT PISTON DUE TO
LARGE SPIDERS
Due to the ELTs’ physical size, the support structure (or spider) which holds the
secondary mirror in place is also large. In the case of the EELT, the spider has six
support beams with a thickness of 0.5 m [Schwartz et al. 2017]. These spider arms
have the effect of dividing the pupil into six segments (or petals), which is shown in
Figure 6.1. The width of the spider arms is greater than the typical coherence length
of the atmosphere, or Fried parameter r0, expected at the observatory sites. This
introduces complexities in the wavefront estimation, as there is no phase continuity
between the six pupil segments. Consequently, the average wavefront over each pupil
segment (segment piston) is different, and for a modulated pyramid WFS the sensitivity
to these segment piston modes is poor.
Figure 6.1 The six segment piston modes of the EELT.
The main contributing factors to the segment piston problem are: the so-called low
wind effect, segment piston due to atmospheric turbulence, and segment piston due to
modal aliasing of the modal basis functions used for wavefront control.
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The low wind effect is a phenomenon where the low-velocity wind blowing over the
telescope structure is cooled to sub-ambient temperatures, resulting in optical path
differences across the pupil of the telescope [Holzlöhner et al. 2020].
This chapter outlines the effects of large telescope spiders on the wavefront mea-
surement and reconstruction, as well as the detrimental effects of segment piston errors.
6.1 TEMPORAL ANALYSIS OF SEGMENT PISTON MODES
Atmospheric segment piston modes are those which naturally occur in the atmosphere.
Using the Octopus simulation tool [Le Louarn et al. 2004], a closed-loop AO system is
simulated, with no special considerations for segment piston control. Using a pyramid
WFS to sense the atmospheric distortion, and a DM to correct for it, the residual
segment piston errors are measured at each iteration by projecting each segment piston
mode onto the residual phase screen,
Osp = φres · φsp, (6.1)
where φsp is the mask for a single pupil segment, and
φres = φatm − φDM. (6.2)
In closed-loop, the average residual phase over each segment should be zero. The PSD





where Fs is the sample rate (the rate at which the WFS captures images), N is the
number of samples, and O is a vector containing the sampled segment piston error for
a single segment.
The cumulative PSD, Ocumsum, is the cumulative sum of the PSD over the Nyquist





Figure 6.2 shows the segment piston errors evolving over time, if not corrected, and
the corresponding cumulative PSD, which shows that 95% of the temporal evolution of
the segment piston modes occurs at a rate of less than 100 Hz. The temporal evolution
of the segment piston modes is relatively slow compared to that of other atmospheric
modes suchs as tip, tilt and defocus.
Along with the segment piston errors due to atmospheric turbulence described















































Figure 6.2 The residual segment piston error with an atmosphere with r0 of 15 cm, using a modulated
pyramid wavefront sensor and making no special effort to correct the segment piston errors (a). The
different colours represent the six different segments. The corresponding normalised cumulative power
spectral density (b).
previously, the WFS and wavefront estimation form a significant contribution to the
segment piston error. Between the pyramid WFS and the wavefront estimation, it is
possible for the segment piston modes to become aliased into higher-order modes in
the control basis. This aliasing results in a situation where the wavefront controller
inadvertently introduces segment piston errors.
If care is not taken to compensate for segment piston errors, a decrease in Strehl
of over 50% is possible in some scenarios. Figure 6.3 shows the simulated residual
optical path difference, using the Octopus simulation tool, over the 37 m EELT pupil
in K-band without segment piston mode corrections. The resulting closed-loop Strehl
is approximately 42%, compared to 96% without the spider and associated segment
piston errors.
6.2 PREVIOUSE ATTEMPTS TO SOLVE THE SEGMENT
PISTON PROBLEM
Previous work on the topic of segment piston control has led to several approaches to
solving the problem. Schwartz et al. [Schwartz et al. 2017] have shown a phase closure
algorithm to ensure a continuous phase across pupil segments. Their algorithm uses the
amplitude of actuators along adjacent pupil segment edges to estimate the correction
phase required to ensure continuous phase across pupil segments. They also suggest
that the pupil segment piston modes can be filtered from the modal basis. However,
the AO system would then be unable to correct the atmospheric segment piston modes.
Finally, they show that by slaving adjacent actuators across pupil segments, the DM
behaves as if the surface were continuous, therefore eliminating segment piston errors.





















Figure 6.3 The residual optical path difference with an atmosphere with r0 of 15 cm, using a
modulated pyramid wavefront sensor and making no special effort to correct the segment piston errors.
Hutterer et al. [Hutterer et al. 2018] proposed a method using a pyramid WFS with
a split controller approach, where two reconstructors are used. In their split approach,
one reconstructor uses a segment piston-free modal basis and corrects for the main
part of the atmospheric turbulence. A second reconstructor is used only to reconstruct
the segment piston modes. The resulting command for the DM is the combination of
both reconstructors. They show this method working with a modulated pyramid WFS
operating in K-band only.
6.3 SIMULATION PROCEDURE
Numerically evaluating a full 37 m telescope is computationally demanding, especially
when searching the parameter space for optimal settings. For this reason, a scaled down
test case is used in this chapter, with an 8 m diameter pupil. The spider arm width
is selected such that it equals the width of the WFS subapertures. This equates to a
spider arm width of 20 cm. Having the spider obstruct entire subapertures creates the
segment discontinuities which are of interest in this thesis. Importantly, the spider arm
width is also larger than the typical r0 at the observatory site. The salient parameters
for the simulations are presented in Table 6.1.
In the wavefront reconstruction, subapertures are only used if the amount of light
received is above the chosen illumination threshold. Consequently, depending on the
angle of the spider arms relative to the detector, there are a different number of active
subapertures and also a different number of non-contiguous islands. For example, as
shown in Figure 6.4, if the spider is rotated slightly (for example, 5°), such that the arm
is no longer paraxial, the active subaperture detection algorithm detects the obstruction
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Table 6.1 Simulation parameters used in this chapter.
Parameter Value
Telescope Diameter (D) 8 m
Fried parameter (r0) 12.9 cm
Outer Scale (L0) 25 m
Atmosphere ESO 9 layer model [Clare et al. 2011]
Central Obscuration Diameter 1.2 m
Frame Rate (Fs) 3 kHz
Delay 2 Frames
WFS Wavelength (λW ) 700 nm
WFS Order 40 × 40 Subapertures
Subaperture Width (d) 20 cm
Prism apex angle 26.4°
PSF Wavelength 2.2 µm
Modulation Width 4 λW /D
Time Steps 1000
Number of Spider Arms 6
Spider Arm Width 20 cm
Read noise 0 electrons/pixel/frame
Number of Modes 1346
Number of Actuators 1346
and deactivates the obstructed subapertures. The variation in active subaperture
selection with the spider orientation presents a problem when comparing results from
the spider at different orientations, whereby the number of active subapertures can vary
with the angle of the spider and has an effect on the closed-loop Strehl.
6.4 OPTIMISATION OF THE PYRAMID WFS WITH A SPIDER
Using the simulation parameters from Chapter 4, for the case of an 8 m telescope with
no spider, the closed-loop Strehl in K-band is 96%, and there is no segment piston
errors, as shown in Figure 6.5(a) Using the optimised parameters for an 8 m telescope
without a spider, but now including the spider, results in a closed-loop Strehl of 0.8%
due to the effects of segment piston errors, as seen in Figure 6.5(b). By lowering the
illumination threshold for active subaperture detection from 75% to 50%, increasing
the regularisation, and reducing the number of modes corrected from 1346 to 1000,
the closed-loop Strehl is improved from 0.8% to 94.7%. The DM can reproduce modes
(segment piston) that the WFS senses poorly. By decreasing the number of modes
corrected, and increasing the regularisation, this effect is minimised. For the parameters
in Table 6.1, the case optimised with the spider is 2% worse than the optimised case
without the spider as seen in Figure 6.5(c). Differential segment piston is still present
in the optimised case with the spider. The horizontal striations are due to the lateral





























Figure 6.4 When a spider arm is paraxial with the WFS subapertures and with a 50% illumination
detection threshold, the subapertures obscured by the paraxial arm are still included (a). When
the spider arms are not paraxial and with a 50% illumination detection threshold, the obstructed
subapertures are excluded from the reconstruction (b).
movement of the atmospheric phase screens to model wind.
6.4.1 Effect of Illumination Threshold on Closed-loop Strehl
In Section 6.4, the Strehl with a spider is improved by reducing the illumination
threshold for active subaperture detection. To identify the optimum threshold for active
subaperture detection, the illumination threshold is swept from 20 to 100% in steps of
10% with one of the spider arms paraxial to the WFS detector. For each illumination
threshold evaluated, the loop gain, g of Equation (3.46), the number of modes corrected,
and the regularisation amount, Np of Equation (4.9), are optimised for the highest
closed-loop Strehl.
Figure 6.6 (a) shows the closed-loop Strehl as a function of the illumination threshold.
At illumination thresholds above 50%, subapertures partially obstructed by the paraxial
spider arms are ignored in the wavefront estimation, reducing the number of active
subapertures used in the wavefront estimation. At illumination thresholds at and below
50%, the subapertures partially obstructed by the paraxial spider arms are included in
the wavefront estimation. Consequently the number of non-contiguous islands increases
from four to six. This shows that a better wavefront estimate can be achieved when the
subapertures partially obstructed by the spider are included in the wavefront estimation.
As seen in Figure 6.6 (b), the number of active subapertures increases, as the illumination
threshold decreases. However, the large change in Strehl in going from a threshold of
60% to 50%, shows that the improvement is not due to a small change in the number
of active subapertures, but rather due to the number of islands reducing from six to
four. Care needs to be taken when selecting active subapertures around the telescope
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(a) (b)
(c)
Figure 6.5 For the 8 m case, the average residual phase error, in radians, over 500 timesteps, for,
optimised without the spider (a), optimised without the spider, now with the spider present (b), and
optimised with the spider present (c).
spider arms, as the number of islands of subapertures can change from four (when a
spider arm is paraxial to the WFS detector) to six, consequently increasing the segment
piston error.
6.4.2 Position of spider arms relative to the pyramid edges
Without a spider, the orientation of the pyramid (prism) to the pupil has no impact.
However, when the spider is included, the orientation of the spider arms relative to the
edges of the pyramid can have an effect. To test this, an 8 m case where a 20 cm thick
1-arm spider is rotated relative to a fixed prism is simulated.
The spider is rotated in five degree steps. For each rotation angle, the loop gain
and regularisation are tuned for maximum closed-loop Strehl. Figure 6.7 shows a
15% variation in closed-loop Strehl between an optimal alignment (0 and 90 degrees)
when compared to the worst-case (45 degrees). Physically, an alignment of 0 and 90
degrees corresponds to the spider aligned with the edge of the pyramid, while 45 degrees
corresponds to the spider arm in the middle of a pyramid face. The pyramid is an
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Figure 6.6 The long exposure Strehl in K-band versus the illumination threshold used for detecting
active subapertures (a). The number of modes, gain and regularisation are optimised for each point.
The number of active subapertures vs the illumination threshold used for detecting active subapertures
(b).
extension of the Foucault knife edge test [Wilson 1975], and is most sensitive along the
pyramid edges. Having the spider aligned with the pyramid edges is thus most sensitive
to segment piston modes. Figure 6.7 also shows the number of active subapertures.
While the number of active subapertures decreases by 2%, at 45 degrees relative to
zero degrees, this does not account for the associated change in closed-loop Strehl. The
variation in Strehl has a sinusoidal variation, whilst the number of subapertures has
a more step-like response, suggesting that the Strehl variation is not related to the
number of active subapertures but rather the alignment of the spider with the WFS
prism.
For wavefront sensors that do not receive a derotated beam (as the Earth rotates
the telescope tracks the stars, and for certain types of telescope mounts this causes the
imaging field to rotate), the AO system’s closed-loop performance will depend on the
orientation of the telescope. For instruments that account for field rotation, it will be
essential to determine the optimal alignment of the pyramid and spider to obtain the
AO system’s highest performance.
6.5 SENSITIVITY OF THE PYRAMID WFS TO SEGMENT
PISTON
The previous sections have dealt with optimising the wavefront estimation in the presence
of the telescope spider. This section investigates the sensitivity of the pyramid WFS to
segment piston modes and introduces a sensitivity metric for segment piston modes.
The metric used to evaluate the sensitivity of the pyramid WFS to segment piston
errors is the eigenvalues of segment piston eigenmodes.
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Figure 6.7 A simplified test case with an 8 m diameter mirror and a 1-arm spider. The spider is
rotated relative to the pyramid, and at each rotation step a full closed-loop simulation is performed.















Figure 6.8 The segment piston eigenmodes, including piston, for an unmodulated pyramid WFS.
The modes are ordered from least sensitive to most sensitive (top left to bottom right). The amplitude
of each mode has been normalised such that the RMS over the pupil is one.
The segment piston eigenmodes, shown in Figure 6.8, are found via a singular value
decomposition of an interaction matrix formed by poking the six individual segment
piston modes. First, the system response to the segment piston modes is recorded in
an interaction matrix, Fsp, for a diffraction-limited system. The interaction matrix is
generated by applying each segment piston mode to the DM, as shown in Figure 6.1.
The resulting wavefront is then propagated to the pyramid WFS, and the wavefront
measurement is recorded. Each measurement is a row in the interaction matrix. Then,
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using singular value decomposition (SVD), the segment piston interaction matrix, Fsp,
is decomposed into singular values (or eigenmodes), which are a linear combination of
individual segment piston modes,
Fsp = USV, (6.5)
where U and V are unitary matrices and S is a diagonal matrix of singular values
(eigenvalues). V contains the eigenvectors of Fsp, and S contains the corresponding






where Zsp is the modes-to-command matrix for the segment piston modes as shown
in Figure 6.1, Zeigen is the modes-to-command matrix (DM commands for each mode)
for the segment piston eigenmodes, i is the eigenmode index, and M is the number of
segment piston modes. The resulting segment piston eigenmodes, Zeigen, are shown in
Figure 6.8 (unmodulated case) and the corresponding segment piston eigenvalues are
shown in Figure 6.9. The higher the eigenvalue, the more sensitive the WFS is to the
corresponding eigenmode.
Using the segment piston eigenvalues as a performance metric, the segment piston
eigenvalues of a pyramid WFS are calculated for different modulation radii. The results
are plotted in Figure 6.9 and show that reducing the modulation radius increases the
sensitivity of the pyramid WFS to the segment piston modes. The unmodulated pyramid
WFS is the most sensitive to the segment piston modes.
6.6 CONCLUSION
This chapter has shown that the effects of segment piston errors that manifest as a
result of the telescope spider can be minimised by optimising the control-loop integrator
gain, the amount of regularisation used in the reconstructor and the number of modes
reconstructed. The optimised case still has segment piston errors present but significantly
reduced.
A new sensitivity metric has been introduced for segment piston errors. By decom-
posing an interaction matrix formed from segment piston pokes into eigenmodes and
eigenvalues, the amplitude of the eigenvalue indicates the sensitivity of the corresponding
eigenmode (the larger the eigenvalue, the more sensitive). The modulation radius of the
pyramid WFS has a significant effect on the sensitivity of segment piston modes, with
the unmodulated pyramid WFS showing the highest sensitivity for all of the segment
piston eigenmodes.
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Figure 6.9 The eigenvalues of the six eigenmodes of the segment piston interaction matrix, Fsp, for
a pyramid WFS in K-band for different levels of modulation radius.
The alignment of the spider with the pyramid edges has a notable impact on
closed-loop Strehl. There is a variation in closed-loop Strehl of approximately 15%
when a single spider arm is optimally aligned with the pyramid (0 and 90 degrees)
compared to the worst-case alignment of 45 degrees. Physically, the optimal alignment
corresponds to the spider arm aligning with the pyramid edge.
Optimising the illumination threshold for active subaperture selection is critical for
AO systems with thick spiders. From Figure 6.6, the range for best performance is a
threshold of 20-50%, which has the effect of including as many subapertures as possible
(even poorly illuminated ones) in the wavefront estimation. Optimising the illumination
threshold avoids creating extra islands of active subapertures caused by the paraxial
spider arm.
The temporal evolution of the segment piston errors is shown to be relatively slow,
with greater than 95% of the evolution occuring at a rate of less than 100 Hz. The
lower temporal evolution rate of the segment piston errors means a much slower, more
sensitive WFS could be used to estimate and correct the segment piston errors.

Chapter 7
SEGMENT PISTON CONTROL WITH A PYRAMID
WAVEFRONT SENSOR
A critical component of any AO system is the WFS. The measurements from the WFS
are used to estimate the phase of the incoming wavefront. The pyramid WFS is covered
in detail in Chapter 3 and Chapter 4. The pyramid WFS has a small dynamic range,
when compared to a Shack-Hartmann WFS, because the sensor is only in the linear
region when the focal spot is near the apex of the pyramid [Clare and Lane 2005]. A
method to overcome the limited dynamic range is to modulate the focal point around
the tip of the pyramid and the detector image is summed over each modulation point
[Clare and Le Louarn 2011]. This modulation trades sensitivity for dynamic range. For
this chapter, the measurement vector, s, of a pyramid WFS is expressed as
s = P (φ)− P (φflat), (7.1)
where P is the pyramid operator, φ is the phase of the atmospheric wavefront and φflat
is a flat (zero) wavefront.
In Chapter 6, an unmodulated pyramid WFS is shown to have an improved sen-
sitivity to segment piston modes compared to a normal modulated pyramid WFS. A
modulated pyramid WFS has a larger dynamic range compared to an unmodulated
pyramid WFS. This chapter presents a flip-flop modulation scheme, utilising the in-
creased dynamic range of the modulated pyramid WFS and the improved sensitivity
to segment piston modes of the unmodulated pyramid WFS. The flip-flop modulation
scheme alternates between the modulated and unmodulated states. In this chapter,
the flip-flop modulation scheme is first evaluated in pseudo closed-loop end-to-end
simulations and then in fully closed-loop end-to-end simulations.
7.1 PSEUDO CLOSED-LOOP FLIP-FLOP MODULATION
All the simulations are performed using the European Southern Observatory’s Octopus
simulation tool [Le Louarn et al. 2004]. Initially, a pseudo closed-loop scenario of
the flip-flop modulation scheme is evaluated, where the modulated pyramid controller
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runs in closed-loop. The residual wavefront error is then passed onto an unmodulated
pyramid WFS and segment piston reconstructor. The output from the unmodulated
pyramid reconstructor is not fed back into the modulated pyramid control loop. The
pseudo closed-loop flip-flop method allows the idea to be rapidly evaluated without
significantly modifying the Octopus simulation tool. A block diagram of this process is
shown in Figure 7.1.
7.1.1 Simulation Procedure
The important simulation parameters for the pseudo closed-loop flip-flop scheme are
listed in Table 7.1. The simulations are performed under high flux conditions and
an instantaneous change in modulation used. As a proof of concept, the flip-flop
modulation technique is implemented in Octopus as two separate simulation runs. First,
a closed-loop simulation is performed with a modulated pyramid wavefront sensor and
a full modal interaction matrix. At each time-step, the atmospheric phase screen, φatm,
and the phase of the DM in the pupil plane, φdm_mod are saved. The residual phase
screen from the modulated pyramid simulation, φres_mod, is calculated by
φres_mod = φatm − φdm_mod. (7.2)
Secondly, a closed-loop simulation is performed with an unmodulated pyramid wavefront
sensor, using the same atmosphere as the modulated simulation, and an interaction
matrix made up of only the six segment piston modes. At each iteration, the phase of
the DM in the pupil plane from the modulated simulation is loaded (the unmodulated
prism effectively sees the residual wavefront from the modulated simulation). Using
the six segment piston mode interaction matrix, the DM phase in the pupil plane is
calculated and summed with the modulated pyramid’s DM phase screen,
φres_unmod = φres_mod + φdm_unmod. (7.3)
The resulting residual wavefront has a significantly reduced segment piston error. It
should be noted that this is a pseudo closed-loop scenario as the final corrected wavefront
is never presented to the modulated pyramid simulation.
7.1.2 Simulation results
The pseudo closed-loop flip-flop pyramid wavefront sensor approach is tested with
different levels of atmospheric turbulence (r0 of 10 cm, 15 cm and 20 cm) representing
poor, average and good seeing conditions respectively. The residual phase resulting
from the modulated pyramid wavefront sensor path, φres_mod, is analysed by projecting
each segment onto the residual phase, φres_mod, effectively taking the mean value over

























Mod 4: 1 kHz
Mod 0: 1 kHz
Figure 7.1 A block diagram of how the pseudo closed-loop flip-flop modulated/unmodulated approach
is implemented in simulation. This approach is broken into two separate simulation runs: a modulated
pyramid and an unmodulated pyramid. First, an atmospheric wavefront is sensed with a modulated
pyramid WFS with a full interaction matrix, and at each time-step the DM commands are saved. During
the second run (unmodulated), the same atmospheric wavefront is used but this time an unmodulated
pyramid WFS with an interaction matrix of just the six segment piston modes is used. At each time
step, the DM command generated by the unmodulated pyramid WFS and the corresponding DM
command from the modulated WFS are summed and used to correct the wavefront.
each segment,
spn = Pspn · φres_mod, (7.4)
where spn is the residual piston in segment n and Pspn is the pupil mask for segment n.
Then the unmodulated path is run and the resulting residual phase screens are again
analysed and the segment piston measured. The segment piston error over a single
segment is plotted over time in Figure 7.2, showing the amount of segment piston error
before and after using an unmodulated pyramid wavefront sensor to correct the segment
piston. The flip-flop method significantly reduces segment piston, even in challenging
seeing conditions.
As a measure of PSF quality, the Strehl ratio is computed using the residual
phase screens before and after the unmodulated prism is used for segment piston
correction. The temporal evolution of the closed-loop short exposure Strehl is shown
in Figure 7.3. The long exposure Strehl is summarised in Table 7.2. Even under poor
atmospheric conditions, the flip-flop modulated/unmodulated segment piston control
method improves the closed-loop Strehl by 3.4% (from 63.9% to 67.3%) and under the
best atmospheric conditions tested, a 4.4% improvement in the closed-loop Strehl (from
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Figure 7.2 Temporal evolution of the residual segment piston, without (blue) and with (orange) the
pseudo closed-loop flip-flop modulated/unmodulated method for segment piston control, where the
atmosphere has an r0 of 10cm (top), 15cm (middle) and 20cm (bottom). The left column shows the first
100 iterations as the loop closes and the full duration of the simulation is shown in the right column.
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Table 7.1 Pseudo closed-loop simulation parameters used in this chapter.
Parameter Value
Telescope Diameter (D) 37 m
Fried parameter (r0) 10 cm, 15 cm, 20 cm
Outer Scale (L0) 25 m
Atmosphere ESO 35 layer model
Frame Rate (Fs) 1 kHz
Delay 2 Frames
WFS Wavelength (λW ) 2200 nm
WFS Order 116 × 116 Subapertures
PSF Wavelength 2200 nm
Modulation Width 4λW /D, 0λW /D
Time Steps 5000
Number of Spider Arms 6
Spider Arm Width 50 cm
Flux 10000 photons/subaperture/frame
Number of Actuators 5190
Number of Modes 5190
Table 7.2 Comparison of the long exposure Strehl for the pseudo closed-loop flip-flop modulation
scheme under different atmospheric conditions.




88.0% to 92.4%) is shown.
7.2 FULLY CLOSED-LOOP FLIP-FLOP MODULATION
METHOD
In this section, the fully closed-loop flip-flop modulation scheme is presented. Figure 7.4
shows a block diagram of the flip-flop modulation scheme, where two separate recon-
structors are used. One reconstructor corrects the bulk of the atmospheric turbulence,
using a Karhunen-Loève (KL) basis. The other reconstructor corrects for segment piston
modes only and consists of the segment piston eigenmodes (excluding pure piston).
The segment piston reconstructor takes measurements from an unmodulated pyramid
while the atmospheric reconstructor takes measurements from a modulated pyramid.
By using a single pyramid and switching between a modulated and unmodulated state,
both reconstructors use the same optical hardware. A similar control structure could
be implemented with separate modulated and unmodulated pyramids, removing the
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Figure 7.3 The short exposure, closed-loop K-band Strehl for a pyramid WFS with a modulation
of 4λ
D
(blue), and for the pseudo closed-loop flip-flop modulated/unmodulated method (orange). The
performance is evaluated for an r0 of 10 cm (a), 15 cm (b) and 20 cm (c).
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Mod 4: 1 kHz
Mod 0: 100 Hz
Figure 7.4 The flip-flop modulation pyramid WFS. Two AO control loops operate with a single
pyramid. The modulation and associated control loop is switched on and off, allowing the increased
dynamic range of a modulated pyramid (blue) for correcting the majority of the atmospheric turbulence
and the improved sensitivity of an unmodulated pyramid WFS (green) to control the segment piston
modes.
Using the following steps, is is possible to control segment piston errors with a
pyramid WFS:
1. Find a modal basis for correcting the segment piston modes.
2. Find a modal basis for correcting the atmospheric turbulence, which is also
orthogonal to the segment piston modes.
3. Find the optical gains of the segment piston modal basis, for an unmodulated
pyramid.
4. Find the optical gains of the atmospheric modal basis, for a modulated pyramid.
5. Build reconstructors for both modulated and unmodulated loops, with optical
gain compensation.
6. Run the AO system and correct segment piston errors.
7.2.1 Finding a modal basis for the unmodulated pyramid
The choice of modal basis is a critical step in controlling the segment piston modes. Using
the technique outlined in Chapter 6, the segment piston eigenmodes and eigenvalues
are calculated. The resulting segment piston eigenmodes, Zeigen, and the corresponding
segment piston eigenvalues are shown in Chapter 6. In this chapter, the unmodulated
pyramid WFS is only used to control segment piston modes. In future work, the number
of modes controlled by the unmodulated pyramid WFS could be increased.
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7.2.2 Finding a modal basis for the modulated pyramid
The modulated pyramid WFS is used to control the bulk of the atmospheric turbulence,
due to the increased dynamic range from the modulation. This enables the AO system
to reliably close the loop. To produce an efficient reconstructor, it is useful to have an
orthogonal modal basis. The modal basis is orthogonalised twice, once with respect to
the actuator geometry and a second time with respect to the atmospheric covariance.
This process of double diagonalisation is described in [Gendron 1995, Lai et al. 2000]. A






(F [IFi(x, y)]∗ · F [IFj(x, y)] · PSDφ(u, v) · df2)
]
, (7.5)
where PSDφ is the power spectral density of the atmospheric turbulence, IF is a single
influence function of the DM (as shown in Figure 7.5), df is the frequency step size
used in PSDφ, U and V are the number of elements in the u and v axes respectively.
The statistical covariance matrix ∆stat is defined as:
∆stat =

〈h1h1〉 〈h1h2〉 . . . 〈h1hj〉
... . . .
...
〈hih1〉 . . . 〈hihj〉
 . (7.6)
It is useful to be able to force certain modes to be present (initially these will be
piston, tip and tilt), regardless of the double orthogonalisation steps. For example, the
tip and tilt can be offloaded to a separate control system. For each actuator in the DM,
the influence function is flattened into a row vector. The influence function row vectors
are stacked into a matrix IF, where the row is indexed by the actuator number. The
first 20 modes, excluding piston, for a KL modal basis, which is forced orthogonal to
piston, tip and tilt are shown in Figure 7.6.
A modal basis, which is forced to be orthogonal to the segment piston eigenmodes,
is also needed. If the segment piston eigenmodes are present in the modal basis used by
the modulated pyramid WFS, the two controllers (modulated and unmodulated) will
contest each other. The first 20 segment piston-free modes are shown in Figure 7.7.
7.2.3 Optical gain compensation for the pyramid
Now that a modal basis for each control loop has been defined, a reconstructor that
accurately reconstructs a wavefront from a pyramid WFS measurement is required.
The pyramid WFS frequency response is not linear [Deo et al. 2018, Korkiakoski et al.
2008], especially in the presence of AO residual. The effective gain for each mode is
not unity. This phenomenon is known as the optical gain problem. To solve the optical
gain problem, the effective gain for each mode needs to be found. Interaction matrices





























Figure 7.5 An influence function of the EELT deformable mirror (M4), derived from finite element




























Figure 7.6 The first 20 KL modes (excluding piston), forced to be orthogonal to piston, tip and tilt,
which are produced using the double orthogonalisation method, without forcing orthogonality to the six
petal eigenmodes (normalised to an RMS of 1 nm).




























Figure 7.7 The first 20 KL modes (excluding piston), forced to be orthogonal to the six segment
piston eigenmodes, which are produced using the double orthogonalisation method.
capturing the response of the pyramid WFS to each mode in the basis are measured for
both a diffraction-limited case, and with AO residual present. The AO residual fitting
error, φfit, is found by subtracting the projection of each mode in the basis from an
atmospheric phase screen
φfit(x, y) = φatm(x, y)−
N∑
i=1
φatm(x, y) · φZi(x, y), (7.7)
where N is the number of modes in the modal basis and φZi(x, y) is the phase of the
ith mode in the modal basis. The DM command, φDM , is calculated as follows:
φDM = Bs, (7.8)
where B is the modal command matrix which has optical gain compensation applied
and s is the measurement vector from the pyramid WFS. B is defined as:
B = Z · ( 1
OG
· F †), (7.9)
where Z is the modes-to-command matrix, F is the modal interaction matrix and †




diag(F Tdiff · Fdiff)
, (7.10)
where Fres is the interaction matrix in the presence of AO residual and Fdiff is the
diffraction-limited interaction matrix. The optical gains are calculated for both the
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Figure 7.8 The optical gains of the segment piston-free KL modes (Figure 7.7) for a modulated
pyramid WFS operating in R-band, using the default parameters from Table 7.1.
modulated pyramid WFS with the entire modal basis, and the unmodulated pyramid
WFS with only the segment piston eigenmodes. The optical gains for the modulated
pyramid WFS are shown in Figure 7.8, and the optical gains for the segment piston
eigenmodes are shown in Figure 7.9.
7.2.4 Reference measurement in the presence of AO residual
When testing the unmodulated pyramid WFS reconstructor (with optical gain com-
pensation), it is found that certain segment piston eigenmodes present an offset. The
eigenmode offset is demonstrated in Figure 7.12, where a 50 nm poke for each eigenmode
is presented to the unmodulated pyramid WFS. In the ideal case, the reconstructed
wavefront should match the eigenmode poke, as is the case for eigenmodes one through
three, where a 50 nm poke of each eigenmode is reconstructed with negligible modal
crosstalk. For a 50 nm poke of eigenmode five, however, only 30 nm is reconstructed, as
well as −35 nm to −30 nm of the other four eigenmodes.
The standard method, Equation (7.1), of forming a measurement from a pyramid
WFS consists of subtracting a null reference measurement from the turbulence mea-
surement. In the case of the diffraction-limited unmodulated pyramid WFS, the null
reference measurement as shown in Figure 7.10, has a significantly different average
value than that of the reference measurement measured in the presence of AO residual,
as shown in Figure 7.11. Due to the reduced amplitude of the null reference measure-
ment, the traditional reference measurement subtraction overcompensates for the zero
reference. Figure 7.12 also suggests that the measurement signal for eigenmode five is
similar to the null reference.
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Figure 7.9 The optical gains of the segment piston eigenmodes for an unmodulated pyramid WFS







Figure 7.10 The simulated slopes map (unitless) from an umodulated pyramid WFS where the input
wavefront is flat (zero across the entire pupil).
If instead, the reference measurement is not subtracted, the offset decreases and
the segment piston reconstruction improves significantly, as shown in Figure 7.13.
The decrease in the offset is effectively an optical gain of the reference measurement,
and can be found via a similar process as that used for calculating modal optical
gains. The reference measurement in the presence of AO residuals is effectively the














Figure 7.11 The simulated slopes map (unitless) from an umodulated pyramid WFS where the input
wavefront is the residual fitting error obtained by removing the first 3500 modes from an atmospheric
phase screen, averaged over 100 phase screens.
where k is the optical gain of the reference signal, sdiff is the diffraction limited reference







where sres is the pyramid WFS measurement signal in the presence of AO residuals.
For the test case defined by Table 7.3, k is found to be approximately 0.23. This closely
matches the optical gains for the segment piston eigenmodes in Figure 7.9. By applying
what is in essence an optical gain correction to the null reference measurement, the
segment piston reconstruction is improved further. The segment piston reconstruction
with optical gain compensation on both the reconstructor and null wavefront reference
measurement are shown in Figure 7.14. By applying the optical gain correction to
the reference measurement, the offsets for certain segment piston eigenmodes are now
significantly reduced and the cross-talk between modes is reduced.
7.2.5 A flip-flop modulation pyramid wavefront sensor
The flip-flop approach introduces several new control points to the system, which will
all affect the overall performance of the system. These include the duty cycle of the
unmodulated loop, the amount of dead-time used when switching between modulation
regimes (allowing the modulator time to change path), the loop gains for each control
loop and the frequency of both control loops. This significantly increases the amount of
time to find optimal settings for the entire control system.
96 CHAPTER 7 SEGMENT PISTON CONTROL WITH A PYRAMID WAVEFRONT SENSOR


























Figure 7.12 The reconstructed amplitude for a 50 nm poke of each segment piston eigenmode in the
presence of AO residual. The reconstructor has had optical gain compensation applied to modes, and
the standard reference measurement subtraction is applied.


























Figure 7.13 The reconstructed amplitude for a 50 nm poke of each segment piston eigenmode in the
presence of AO residual. The reconstructor has had optical gain compensation applied to modes, and
no reference measurement is subtracted.
7.2.6 Simulation Results
All of the simulations in this section are performed using Octopus, employing the
parameters listed in Table 7.3. A nominal wavelength of 650 nm or 2200 nm is used
for both the PSF and the WFS, in R and K-band, respectively. The main modulated
pyramid WFS AO loop is running at 1 kHz, and the segment piston correction loop
with the unmodulated pyramid WFS is effectively running at 100 Hz as the modulation
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Figure 7.14 The reconstructed amplitude for a 50 nm poke of each segment piston eigenmode in the
presence of AO residual. The reconstructor has had optical gain compensation applied to modes as well
as the reference measurement.
is stopped every 10 iterations. In a real system, the tip/tilt mirror used to introduce
the modulation is not able to stop or start the modulation instantly. To account for
this in simulation, a dead-frame is inserted before and after each single unmodulated
pyramid WFS measurement.
7.2.6.1 K-band scenario
In K-band, it is possible to close the loop either with or without the proposed flip-flop
method. With the proposed flip-flop modulation method, an improvement in closed-loop
long exposure Strehl of 8.3% (Table 7.4) is observed over the Strehl of the standard
modulated case. Figure 7.15 compares the short exposure Strehl, measured in K-band,
using normal modulation, with the flip-flop method. Once the loop has converged,
the flip-flop modulation method has a consistently higher short exposure Strehl than
the standard modulated pyramid. The resulting long exposure PSFs are shown in
Figure 7.16, where an improvement in the PSF core is clearly visible with the flip-flop
method.
The flip-flop modulation method is able to sense and correct large (400 nm peak-
to-valley) segment piston errors in the atmospheric wavefront. Figure 7.17 shows the
short exposure Strehl, measured in K-band, using the flip-flop method with a 400 nm
peak-to-valley segment piston waffle (an alternating push and pull of segment piston)
mode injected into the atmospheric phase from iteration 250. The short exposure Strehl
returns to the baseline level within 25 iterations.
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Table 7.3 Full closed-loop flip-flop simulation parameters used in this chapter.
Parameter Value
Telescope Diameter (D) 37 m
Fried Parameter (r0) 15 cm
Outer Scale (L0) 25 m
Atmosphere ESO 35 layer model
Frame Rate (Fs) 1 kHz
Delay 2 Frames
PSF (λp ) Wavelength 2200 nm (K-band), 650 nm (R-band)
WFS (λW ) Wavelength 2200 nm (K-band), 650 nm (R-band)
WFS Order 116 × 116 Subapertures
Modulation Width 4λW /D, 0λW /D
Time Steps 1000
Number of Spider Arms 6
Spider Arm Width 50 cm
Flux 10000 photons/subaperture/frame
Number of Actuators 5190
Number of Modes 3500

















Figure 7.15 The short exposure Strehl, measured in K-band, comparing the flip-flop modulation
method (blue) with the traditional modulation method (orange).
7.2.6.2 R-band scenario
In R-band, if the segment piston modes are not controlled, it is not possible to close
the loop in simulation, due to excessive segment piston. Using the flip-flop modulation
approach, it is possible to sense and correct segment piston modes, resulting in stable
closed-loop performance, as shown in Figure 7.18, with a closed-loop long exposure
Strehl of 18.7%.
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Figure 7.16 The long exposure point spread function simulated in K-band, with the WFS also
operating in K-band, without (a) and with (b) the flip-flop modulation.
Table 7.4 Long exposure Strehl for R and K bands.
Band Strehl with flip-flop modulation Strehl with normal modulation
K 87.6% 79.3%
R 18.7% 6.6%















Figure 7.17 The short exposure Strehl, simulated in K-band, using the flip-flop modulation method
and the simulation parameters from Table 7.1. From time step 250, a segment piston waffle mode of
400 nm peak-to-valley is applied to the incoming wavefront.
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where ε is the RMS wavefront error in metres and λp is the wavelength in metres. By
taking an atmospheric phase screen and removing the projection of each of the 3500
modes in the KL modal basis including tip and tilt (before it has been forced orthogonal
to segment piston eigenmodes), the RMS fitting error, ε, is approximately 110 nm,
resulting in a Strehl of 32.3%. This Strehl only includes fitting error and represents
the best case closed-loop performance, before accounting for temporal effects, giving an
upper bound for the closed-loop Strehl. The flip-flop modulation method is achieving
closed-loop Stehl close to the fitting error, considering the fitting error does not account
for any temporal errors.


















Figure 7.18 The short exposure Strehl, measured in R-band, comparing the flip-flop modulation
method (blue) with the traditional modulation method (orange).
In this method, the absolute position of each segment piston is not known, however
the segment piston errors are controlled relative to some offset (2π ambiguity). In these
monochromatic simulations, the segment piston errors were corrected, relative to some
absolute offset. Not knowing what the value of the absolute offset is had no detrimental
effect on the PSF.
The long exposure PSFs are shown in Figure 7.19, where using the flip-flop method
an Airy disk is visible and the six diffraction spikes from the spider arms are just visible,
unlike the PSF from the standard modulated scheme, where an Airy disk is not visible
and the diffraction spikes are less prominent.
7.3 CONCLUSION
This chapter presents a new flip-flop modulation method for controlling segment piston
errors, which is shown working in simulation, in both R and K-band with an r0 of 15 cm.
The improvement of the flip-flop method versus a standard modulated pyramid WFS,
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Figure 7.19 The long exposure point spread function simulated in R-band, with the WFS also
operating in R-band, without (a) and with (b) the flip-flop modulation.
in long exposure Strehl for K and R band, after 1000 iterations, is 8.3% and 12.1%
respectively. The flip-flop modulation method introduces several new parameters that
could be further optimised, such as the duty cycle and frequency of the unmodulated
pyramid WFS loop.
The simulations only cover the monochromatic case, where a 2π phase ambiguity
has no detrimental effect on the PSF. In future work, it will be interesting to explore the
flip-flop method with polychromatic light sources. Adding to the optical gain corrections
of the reference signal of the pyramid, implementing a filter for the pyramid WFS
measurement signal, which is matched to the segment piston eigenmode measurement
signal, could further increase the SNR.

Chapter 8
CONCLUSION AND FUTURE WORK
This thesis investigates issues arising in AO systems in the context of ELTs. This
chapter serves to summarise the original contributions to the field of AO, contained
in Chapter 4, Chapter 5, Chapter 6 and Chapter 7. As a result of the research in this
thesis, there are several areas for further reserach, which are outlined in Section 8.2.
8.1 CONCLUSIONS
All ground-based telescopes are faced with the challenge of imaging through Earth’s
time-varying atmosphere. The atmosphere introduces phase distortions to the incoming
wavefronts from astronomical targets. The phase distortions can be corrected with a
real-time AO system or by post-processing the images. This thesis makes contributions
to AO, specifically within the area of wavefront sensing and estimation with a pyramid
WFS.
Due to the manufacturing tolerances required to manufacture a pyramid, the cost
is typically high. These manufacturing tolerances are reduced for a 2-sided or 3-sided
prism. Chapter 4 investigates the effects of the prism geometry (number of sides) on the
closed-loop AO performance, with end-to-end simulations. The findings of this research
are that under high flux scenarios (high SNR), there is little separating the roofs (two
2-sided), 3-sided, pyramid and 6-sided prism WFS, which matches the analytical results
shown by Fauvarque et al. [Fauvarque et al. 2016]. However, in a low flux scenario
with readout noise, the 3-sided WFS performs 11.4% better than the pyramid WFS in
the same conditions. The performance improvement can be attributed to the reduced
number of pupil images of the 3-sided WFS, providing a higher SNR.
Investigating different prism geometries for Fourier WFS can be a time consuming
and expensive endeavour. To save time and money, a digital Fourier WFS has been
developed in the laboratory. A SLM is used to introduce the optical path difference
equivalent to a glass prism, allowing any geometry of prism to be evaluated. For the
first time, digital 3-sided and cone WFSs have been demonstrated, along with a pyramid
and 6-sided WFS. The linearity of the digital unmodulated 3-sided, pyramid, 6-sided
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and cone WFS has been demonstrated experimentally for the first 12 modes.
The support structure which holds the secondary mirror in place is known as a
spider. As telescopes have increased in size, these spiders have become larger. For the
ELTs, the spider arms can be wider than a subaperture of the WFS, and the typical r0
at the observatory site. The thick spiders effectively subdivide the pupil into segments.
The segmented pupil presents a significant challenge to wavefront estimation and control
as each segment is effectively independent and the mean of the wavefront over each
segment is different (segment piston errors). Making matters worse, the modulated
pyramid WFS, which is the WFS of choice for ELTs, poorly senses segment piston
modes. By optimising the illumination threshold for active subaperture selection, the
amount of regularisation used in calculating the command matrix, and reducing the
number of modes used in the wavefront estimation, the wavefront estimation in the
presence of thick spiders can be improved.
A new sensitivity metric, the eigenvalues of the interaction matrix, for the sensitivity
of a pyramid WFS to segment piston modes has been developed. This metric shows
that the unmodulated pyramid WFS provides a significant increase in sensitivity when
compared to a modulated pyramid WFS.
Having shown that an unmodulated pyramid WFS is sensitive to segment piston
modes, a flip-flop modulation method is introduced. The flip-flop modulation method for
a pyramid WFS alternates between the modulated and unmodulated states, combining
the increased dynamic range of a modulated pyramid WFS and the increased sensitivity
to segment piston modes of the unmodulated pyramid WFS. The flip-flop method has
been evaluated in end-to-end simulations in both K and R-band, providing a 8.3%
and 12.1% improvement in the long exposure Strehl respectively, when compared to a
standard modulated pyramid WFS under expected atmospheric conditions.
8.2 FUTURE RESEARCH
Continuing the N-sided prism simulations, investigating the cone WFS with Octopus
would be very interesting and will complete the N-sided prism research. Further work
is required on the processing of the cone WFS detector image to fully utilise the
information captured.
In the current configuration of the 3-sided WFS in Octopus, the x slope utilises
measurements from all three of the pupil images, whilst the y slope only uses measure-
ments from two pupil images. It will be interesting to investigate whether rotating the
prism relative to the detector such that the x and y slopes use the same number of
pupil images improves the wavefront estimation from the 3-sided WFS.
The unmodulated digital Fourier WFS was evaluated in an open-loop configuration.
In future work, developing a fully closed-loop system would allow a more in-depth
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analysis of the performance of different prism geometries in a more realistic environment.
Adding a second SLM to introduce wavefront aberrations, a fast tip/tilt mirror for
modulation, and a high order DM would be needed. Currently, the Fourier WFS is
using simple prism geometries. In future work, it will be interesting to explore the
generation of optimal Fourier masks to further improve the performance of Fourier
based (pyramid) WFSs.
The flip-flop modulation method for the pyramid WFS has been shown to success-
fully control segment piston errors in simulation, in a monochromatic, high flux scenario.
Future work could evaluate the flip-flop method in a low-light environment and under
worst-case atmospheric conditions. It will also be interesting to evaluate the flip-flop
method with chromatic light, similar to that which will be present at the telescope.
As Hutterer et al. [Hutterer et al. 2018] have shown that the measured signal for
segment piston modes is concentrated around the spider arms, the SNR could be further
increased by implementing a filter that optimally selects only subapertures that contain
segment piston information.
The flip-flop modulation method makes some assumptions around how fast a tip/tilt
modulator could change modulation states. An experimental demonstration of stopping
and starting the modulation of the pyramid to investigate the full effects on the AO
system would be beneficial.

Appendix A
KL MODAL BASIS FOR THE THORLABS DMP40
A.0.0.1 Modal basis
The Thorlabs software development kit provides an interface to control the DM with a
normalised Zernike basis, where Zernike polynomials Z0 to Z11 are controllable with a
normalised amplitude range of -1 to 1. Through the experiments carried out in this
thesis, it was found that some Zernike modes were not symmetrical through the entire
amplitude range. This lead to the development of a new modal basis for the DM which
consists of the DM eigenmodes.
To calculate the DM eigenmodes, the influence function for each actuator is measured
using a Thorlabs WFS20-7AR Shack-Hartmann WFS and the first 24 influence functions
are shown in Figure A.1. Due to the actuator geometry of the DM and the lenslet size of
the Thorlabs WFS20-7AR, the influence functions are poorly sampled. In the laboratory
configuration used, the WFS20-7AR cannot measure the absolute amplitude of the
actuator influence functions; for this reason, the influence functions are normalised to
their peak.
Each influence function is reshaped from a two-dimensional matrix into a vector.
Each influence function vector is then placed into a new matrix where each influence
function vector is a new row, forming the matrix Q. The influence function covariance
matrix, ∆geom, is calculated as
∆geom = QT ·Q. (A.1)
By diagonalising the influence function covariance matrix, ∆geom, the DM eigen-
modes can be found with a singular value decomposition
∆geom = USV, (A.2)
where U and V are unitary matrices and S is a diagonal matrix of singular values.
U , V and S are found by SVD factorisation. As we are dealing with a real, square
matrix, U = V T , which are the eigenvectors of ∆geom and S contains the corresponding
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Figure A.1 The first 24 influence functions of the Thorlabs DMP40 DM measured with a Thorlabs
WFS20-7AR Shack-Hartmann WFS. The WFS is not able to measure the absolute amplitude of the
actuator influence functions and are normalised to their peak.
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Figure A.2 The first 24 eigenmodes of the Thorlabs DMP40 DM. Each mode is normalised to its
peak intensity.





where ZKL is the modes-to-command matrix for the DM eigenmodes, m is the eigenmode
index and i is the number of DM actuators. The first 24 DM eigenmodes are shown
in Figure A.2. These computed eigenmodes were not found to be any better than the
Zernike modes built into the DM, so the built-in Zernike modes were used.
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