In Part I we developed stability concepts for discrete chains, together with Foster-Lyapunov criteria for them to hold. Part II was devoted to developing related stability concepts for continuous-time processes. In this paper we develop criteria for these forms of stability for continuous-parameter Markovian processes on general state spaces, based on Foster-Lyapunov inequalities for the extended generator.
1. Introduction 1.1. Criteria for stability and recurrence. Our objectives in this paper are to obtain a unified approach to the stability classification of continuous-time Markov processes via Foster-Lyapunov inequalites applied to the generators of the process.
In Part II of this series of papers [25] , we developed various such forms of 'stability' for Markov processes. These are analogous to and based on stability concepts in discrete time, developed in Part I [24] . In [24] we also developed (extending [35] , [27] , [20] ) drift or Foster-Lyapunov conditions on the transition do not discuss many of the concepts in detail, since the background to this paper and the processes we consider is given in [24] and [25] . We suppose that = {,:t e R+} is a time-homogeneous Markov process with state space (X, @S(X)), and transition functions (P'). When o = x the process 0 evolves on the probability space (Q, iP, P,), where Q denotes the sample space. It is assumed that the state space X is a locally compact and separable metric space, and that 9@(X) is the Borel field on X.
The operator P' acts on bounded measurable functions f and a-finite measures I on X via PY(x) = P'(x, dy)f(y), P'(A) = (dx)P'(x, A).
For a measurable set A we let rA =inf{ t 0: , E A}, 1A =f {,A} dt.
The Markov process is called ,p-irreducible if for the a-finite measure q, pf{B} > 0 =Ex[rB] > O, xeX
and Harris recurrent if qp{B} > 0 =>P(TB < oo) = 1 for any x X. Whilst some of our results hold only for irreducible (i.e. 9q-irreducible for some 9() processes, many hold without this restriction. The most interesting of our stability results will however be based on Harris recurrence or stronger forms of recurrence.
Throughout this paper we let {O,: n +} denote a fixed family of open precompact sets for which 0,n X as n --oo. By precompact we mean that the closure of On is a compact subset of X for each n. We let Tm A To, denote the first-entrance time to Oc (set to X if the process does not leave the set 0,), and denote by ~ the exit time for the process, defined as (1) 4 lim Tm.
m---.oo
We assume without further comment that the process {(t,: 0 -t < ,} killed at time g is a (Borel) right process [28] . In the sense of stability used in this paper, the first property of importance is explosivity, or rather non-explosivity.
Non-explosivity. We call the process 0 non-explosive if Px{( = co= 1 for all x eX.
The non-explosivity property is often called regularity (see [34] in the countable space case, [16] in the piecewise linear context, and [17] for diffusions). Unfortunately, regularity for sets in Markov chain theory can mean something quite different ( [26] , [23] ), so we have adopted this nomenclature, calling the time ; the time of explosion, essentially as in Kliemann [18] .
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If the process 0 is a non-explosive right process, then 4 is strongly Markovian with right-continuous sample paths, and non-explosivity implies that the set {,: 0 < t < T} is precompact with probability 1 for any T E I +.
In order to develop drift criteria for non-explosivity or recurrence based on the generator of the process introduced in the next section, we need to consider truncations of the process P.
For m E Z+, let Am denote any fixed state in Oc and define tm by (2) (2)(DM =-(Dt t < Tm
A Am t -Tm
Theorem 12.23 of [28] implies that the resulting process is a non-explosive right process. For the theory developed in this paper, we may in fact let Om denote any non-explosive right process with the property that IDm = (I, whenever t < T". For instance, we may take QDm = t,A Tm where s A t denotes the minimum of s and t. This is the approach which is taken in [19] . For applications, however, the specification of a 'graveyard state' Am as in (2) appears most suitable. This definition is an extension of the infinitesimal generator (see [19] A. If X is discrete, then the domain of the extended generator for the process (2) includes any finite-valued function on X. This fact is used in Theorem 7.1 below which gives criteria for exponential ergodicity for a Markov process on a countable state space. We note that when (7) holds, as it typically will in applications where the generator is derived through the form (5), then the integrability condition (4) is satisfied for the truncated process pm since the time-integral is almost surely bounded. where g_ A m denotes the minimum of g_ and m. We bound g_ in this way to avoid a possibly infinite negative term. Combining these inequalities, we may apply the monotone convergence theorem to obtain the result.
The extended generator and
B. If 0 is an
To apply Dynkin's formula in the comparison theorem we relied on the fact that, under non-explosivity of 0, we have rm -> T as m oo, where in this instance r = s. Since so many of the results of this paper crucially depend on non-explosivity in this way, we first give a general sufficient condition under which non-explosivity holds.
Criteria for finite escape times
In this section our aim is to find conditions which ensure that the sample paths of 0 remain bounded on bounded time intervals, so that the process is non-explosive.
Our first criterion on the extended generator of the process 0 is the following. We can achieve the same result using a seemingly different property of sampled chains.
Recall from Section 3 of [25] that a right process is called a T-process if for some distribution a, the kernel Ka satisfies Ka(x, A) ' T(x, A), where the function T(-, A) is lower semi-continuous for each A e SA(X), and where T(x, X) is non-zero for all x E X.
The condition that all compact subsets of X are petite is shown in Theorem 5.1(i) of [25] to be, for non-evanescent processes, equivalent to the assumption that 0 is an irreducible T-process. This immediately gives the following result. [12] ) that if 0 is Harris recurrent than an essentially unique invariant measure .r exists. If the invariant measure is finite, then it may be normalized to be a probability meaure; in this case 0 is called positive Harris recurrent.
The following result follows from Theorems 1.1 and 1.2 of [22] : it shows that bounds on the hitting times of petite sets will be crucial in characterizing positive recurrence, and we will then seek ways to develop these bounds through Foster-Lyapunov criteria on the generator. Note that for positivity we do not require V to be norm-like, although without this assumption we will need to verify non-explosivity separately.
As in [24] we may also consider time-varying test functions. We do not give these results in detail here in order to make the results more transparent; but for this one case we note that for a time-varying function V:X x +-X the criterion for positive recurrence becomes the following. 
Proof. By Theorem 4.3(i) 0 is non-evanescent, and hence the Harris part of the Doeblin decomposition in Section 4 of [25] is non-trival. Each Harris set is positive by part (iv) of the Doeblin decomposition theorem 4.1 of [25], and Theorem 4.3(iii).
In view of (ii) of that decomposition theorem, and the observation that r{C} I c/d for any invariant probability by Theorem 4.3(iii), the number of Harris sets must be finite.
The proof that jr(f) is finite follows from Theorem 4.3(ii).
For T-processes, (CD2) also provides a criterion for a topological stability condition which applies, as does non-evanescence, even in the reducible case.
In [25] , the process 0 was defined to be bounded in probability on average if for each initial condition x e X and each > 0, there exists a compact subset C cX such that lim inf-I Px{1, E C} ds _ 1 -?.
t--c t o
Conditions implying boundedness in probability on average are given in Theorem 3.2(b) of [25] . These immediately give the following result. Theorem 4.7. Suppose 0 is a non-explosive T-process. If (CD2) holds for some compact set C c X then 0 is bounded in probability on average. This form of ergodicity is studied in [31] , where it is shown that under some continuity conditions (in t) on the semigroup P', exponential ergodicity of the process 0 follows from the geometric ergodicity of the embedded skeletons or of the resolvent chains. Here we substantially improve on the results of [31] and show that a strengthened version of (CD2) provides a criterion for an exponential rate of convergence in the f-norm ergodic theorem, without any of the side conditions in Theorem 5.3. Hence the geometric ergodicity result follows as an application of Theorem 6.1.
Explosive processes under (CD2). One might hope that the stronger drift condition (CD2) implies the process is non-explosive even when the test function V is not norm-like.
Application: storage processes with general release rule
Many common processes in continuous time occur in the operations research area, and we deal with a number of them below. Processes much more general than those we consider on a general space are shown to be right processes in [8] , [9] , and our results will in general hold for such processes: we do not pursue the details here.
In 
