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RÉSUMÉ
Cet article présente un travail en cours visant à décrire ce que
sont un outil d’interaction et un objet interactif dans un environne-
ment virtuel collaboratif pour les faire communiquer. Un protocole
d’interaction est ainsi décrit. Il a été implémenté et testé sur plu-
sieurs plates-formes de réalité virtuelle et est asynchrone.
La possibilité de décrire des outils, des objets interactifs (no-
tamment la partie comportementale) et de les faire communiquer
ouvre la voie à l’élaboration d’un langage de description d’environ-
nements virtuels.
Mots-clés: Environnements virtuels collaboratifs, Protocole d’in-
teraction, Interaction 3D, Formalisation des communications entre
outils virtuels et objets interactifs.
1 INTRODUCTION
De nombreux articles décrivant l’architecture de plates-formes
de réalité virtuelle ou des techniques d’interactions ont été écrits
mais leur implémentation a été rarement étudiée. Cet article dé-
taille un travail en cours cherchant à décrire un outil [2], un objet
interactif et la communication entre eux.
Les scénarios d’utilisation envisagés peuvent être basiques : la
simple préhension d’un objet par un utilisateur, ou plus complexes :
par plusieurs utilisateurs. Le protocole d’interaction présenté ici
doit également être utilisable dans le cas d’outils/interacteurs répar-
tis géographiquement ce qui introduit des latences dans les commu-
nications. En conséquence des latences possibles de communica-
tion, le protocole présenté est asynchrone. Des scénarios plus élabo-
rés devraient être envisageables. Dans [1], un designer, un ingénieur
et un responsable marketing travaillent ensemble sur un prototype
de voiture. L’ingénieur peut facilement étudier les pièces de la voi-
ture pendant que le designer peut la présenter à un responsable de
vente qui enregistre des bouts de la présentation pour les réutiliser
plus tard. Ce scénario fait, par ailleurs, intervenir des périphériques
aux capacités en puissance de calcul et d’affichage diverses (des
PDA face à des stations de travail par exemple).
2 ÉTAT DE L’ART
Nous nous plaçons dans le cas où plusieurs utilisateurs répar-
tis géographiquement sont en train d’interagir sur des objets d’un
monde qu’ils partagent. Certains objets peuvent même être ma-
nipulés simultanément par plusieurs personnes. Cette répartition
géographique nécessite une architecture logicielle adaptée. La lit-
térature propose plusieurs approches : centralisée[10], répliquée[9],
pair à pair1, etc. Nous présentons un protocole d’interaction en nous
appuyant sur certaines particularités de la plate-forme logicielle de
réalité virtuelle OpenMASK qui exploite une architecture réseau
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1En anglais « Peer to Peer » (P2P).
hybride[14]. Notre protocole se situe donc dans le cadre d’un en-
semble d’objets qui échangent des messages entre eux. Par ailleurs,
OpenMASK fournit une couche de communication sûre qui assure
l’absence de perte de paquets réseaux.
Les métaphores d’interaction dans des environnements virtuels
collaboratifs sont nombreuses [4] et peuvent se classer en deux ca-
tégories : métaphores égocentriques et métaphores exocentriques.
Les métaphores exocentriques placent l’utilisateur du « point de vue
de Dieu » pour lui donner une vue d’ensemble depuis l’extérieur
de l’environnement virtuel. Inversement, une métaphore égocen-
trique place l’utilisateur à l’intérieur de l’environnement virtuel :
c’est le type d’action que peut avoir une personne dans le monde
réel. Les métaphores égocentriques peuvent se ranger en deux ca-
tégories [18] : pointeurs et mains virtuelles (ex : la technique du
« Go-Go » [17]). Il y a parmi les pointeurs la métaphore du rayon
virtuel qui permet de désigner un objet et, éventuellement, de l’at-
tacher au rayon. Cette technique, au départ mono-utilisateur, peut
être transformée en une technique adéquate pour des interactions
collaboratives [19]. Il est également possible de combiner des mé-
taphores mono-utilisateurs selon des degrés de liberté [16].
Durant une interaction, la prise de conscience intervient à deux
niveaux : d’un côté pour l’utilisateur actionnant un outil, de l’autre
pour rendre les outils et les objets interactifs mutuellement au cou-
rant de leurs actions. Des métaphores visuelles telles que des flèches
ou des curseurs indiquent la direction d’un déplacement. Diffé-
rentes modalités peuvent être combinées pour améliorer la qualité
des retours vers l’utilisateur [21]. Les retours d’informations desti-
nés à l’utilisateur lui permettent de mieux comprendre ce que ses
actions sont en train de causer. Dans un environnement virtuel col-
laboratif, les utilisateurs doivent comprendre que leurs propres ac-
tions sont contraintes par les actions des autres utilisateurs et com-
prendre les actions des autres utilisateurs pour pouvoir prendre la
suite de leurs actions, ou pour se coordonner avec eux [11]. L’élar-
gissement du champ de vision [7] peut, par exemple, permettre
d’apercevoir la présence d’un autre utilisateur. La matérialisation
du champ de vision d’un utilisateur peut donner des indications sur
ce qu’il est susceptible de vouloir faire [8].
Peu de travail semble avoir été fait concernant la communica-
tion entre les outils et les objets interactifs. Les Smart Objects [12]
encapsulent dans la description des objets ses caractéristiques, pro-
priétés, comportements et les scripts associés et à exécuter avec
chaque interaction [20]. Dans le domaine des environnements vir-
tuels, les outils/métaphores sont souvent décrits puis expérimen-
tés, mais la façon de les implémenter est rarement expliquée. L’ar-
ticle [5] a servi de départ à l’élaboration du protocole d’interaction
décrit ici.
Enfin, le but de ce protocole est de permettre la communication
entre outils et objets interactifs. La description des outils, des objets
interactifs et des communications entre eux devraient conduire, à
plus long terme, vers un langage de descriptions d’environnements
virtuels [6].
3 LES OUTILS ET LES OBJETS INTERACTIFS
Un environnement virtuel collaboratif est vu comme un en-
semble d’outils et d’objets interactifs. Un utilisateur, un humain ou
un humanoïde par exemple, agit sur un objet interactif au travers
d’un outil. Un outil peut également être un objet interactif pour pou-
voir être pourvu de capacités relatives à celles d’un objet interactif :
changements de propriétés comme la couleur, la forme, la position,
etc. Avec d’un côté des outils et de l’autre des objets interactifs,
qui doivent être amenés à communiquer, un protocole de commu-
nication pour les interactions dans des environnements virtuels est
nécessaire.
Le rôle d’un outil est de proposer des données à un objet inter-
actif lorsque l’outil et l’objet interactif sont en cours d’interaction.
Ainsi, lorsqu’un outil cherche à modifier la position d’un objet in-
teractif, il doit lui envoyer une nouvelle valeur désignant une nou-
velle position.
De son côté, l’objet interactif a pour rôle de recevoir des don-
nées envoyées par un outil et de les traiter : l’outil propose, l’objet
interprète. Lorsque plusieurs outils agissent simultanément sur un
même objet interactif, pour modifier une même propriété (ex : la
position), l’objet interactif va recueillir les différentes propositions
des outils et les combiner. Avec des outils proposant des positions,
l’objet peut, typiquement, calculer la moyenne des positions pro-
posées. L’objet contient donc son propre comportement vis-à-vis
d’outils.
4 MESSAGES ENTRE OUTILS ET OBJETS INTERACTIFS
Nous allons à présent détailler les messages que les outils et les
objets interactifs s’échangent via un réseau fiable. Nous commen-
cerons par le cas d’un outil avec un seul objet interactif, puis nous
verrons le cas où deux outils manipulent en même temps un même
objet interactif. Nous parlerons également d’une gestion des per-
missions d’accès aux attributs des objets interactifs.
4.1 Contrôle simple
L’outil va passer dans différents états pour parvenir à contrôler
un objet interactif. L’outil va commencer par ouvrir une commu-
nication avec un objet qui a été désigné par un utilisateur de l’en-
vironnement virtuel grâce à, par exemple, un rayon ou un menu.
Avant d’essayer de contrôler des attributs d’un objet interactif, un
outil doit savoir quels attributs il pourra manipuler :
1. l’outil demande à l’objet interactif les propriétés qu’il pourrait
modifier en lui envoyant le message
get_accessible_parameters ;
2. l’objet répond par le message accessible_parameters en l’ac-
compagnant de la liste des paramètres accessibles ;
L’outil peut prendre le contrôle de certains attributs accessibles. La
séquence de communication d’un outil contrôlant un objet interactif
est la suivante :
1. l’outil essaie de prendre le contrôle des propriétés acces-
sibles. Il pourrait ainsi essayer de prendre le contrôle de
la position de l’objet interactif en envoyant le message
control_take_over_and_get_current_values à l’objet interac-
tif en l’accompagnant de l’identifiant « Position » ;
2. l’objet interactif renvoie la valeur de la position en utilisant
le message current_value qui est suivi de l’identifiant de la
valeur envoyée ainsi que de la valeur elle-même. Un fois que
toutes les valeurs des propriétés dont l’outil voulait prendre
le contrôle ont été envoyées à l’outil, l’objet interactif envoie
le message control_taken_of pour indiquer la fin des envois.
Avec cette étape, l’outil prend connaissance des propriétés
qu’il contrôle à présent et les valeurs qu’elles contenaient. Ces
valeurs sont utilisables par l’outil pour qu’il puisse initialiser
ses propres calculs pour envoyer des demandes à l’objet inter-
actif (ex : la position).
3. l’outil peut à présent proposer des valeurs à l’objet interactif
avec le message send_value. Il y a autant de messages en-
voyées que de valeurs à transmettre ;
4. l’objet interactif informe l’outil d’une nouvelle valeur pour
l’une de ses propriétés grâce au message effective_value qui
est accompagnée de la valeur correspondante ;
5. l’outil peut relâcher le contrôle d’une propriété de l’objet in-
teractif en lui envoyant le message control_release accompa-
gné de l’identifiant de la propriété à relâcher.
La séquence qui vient d’être donnée est présente sur la figure 1).
Un outil qui essaie de prendre le contrôle de la position d’un objet
interactif va soit réussir, soit échouer. Si l’outil échoue lors de la
prise de contrôle, la liste des propriétés dont il a pris le contrôle est
vide.
FIG. 1: Séquence de dialogue entre un outil et un objet interactif.
4.2 Contrôle partagé
Lors d’un contrôle partagé, au moins deux outils sont en train
d’agir sur un même objet. Dans cette situation, chaque objet a be-
soin de savoir qu’il n’est pas seul à interagir et doit suivre les évo-
lutions de l’objet interactif. L’outil doit savoir qu’il n’est pas seul à
agir pour informer l’utilisateur de l’outil afin qu’il comprenne que
les effets des actions qu’il propose sont contraintes par les actions
des autres outils, et afin qu’il puisse coordonner ses actions avec
les effets produits par les autres outils, voire se coordonner avec
les autres utilisateurs. L’outil doit également savoir qu’il n’est pas
seul à interagir pour éventuellement adapter ses propres calculs à la
situation.
Prenons le cas où un outil, nommé T1, est en train d’inter-
agir avec un objet interactif nommé O. Si un autre outil, nommé
T2, prend le contrôle d’attributs de O alors T1 recevra un mes-
sage control_taken_of accompagné de l’identifiant de T2 ainsi que
de l’identifiant dont il prend le contrôle. Lorsque T2 relâchera le
contrôle, T1 recevra le message control_released_of qui est suivi
par les mêmes valeurs que pour control_taken_of.
4.3 Gestion des accès à un objet interactif
Les applications de réalité virtuelle peuvent mettre en action dif-
férentes situations de la vie réelle : par exemple, un enseignant qui
montre comment faire à des étudiants, un chef qui a accès à des
actions avancées par rapport aux gens qu’il dirige, etc. De fait, les
outils et les objets interactifs doivent incorporer une gestion des ac-
cès. Chaque propriété d’un outil interactif est munie d’un niveau
accès qu’un outil doit posséder s’il veut pouvoir la modifier. Nous
arrivons ainsi à une situation où la prise de contrôle d’une propriété
par un outil peut échouer. De plus, les niveaux d’accès permettent
d’envisager une situation où des outils peuvent entraîner « l’éjec-
tion » d’un autre outil déjà en cours d’interaction pour prendre sa
place : cette situation se produit lorsque l’objet est placé dans un
mode d’interaction exclusif. Lorsqu’un objet est éjecté par l’objet
interactif qu’il contrôle suite à la venue d’un outil, il reçoit le mes-
sage control_ended suivi de l’identifiant de la propriété dont il a
perdu le contrôle.
FIG. 2: Schéma montrant deux outils agissant sur la position d’un
objet interactif.
4.4 Observations concernant le protocole d’interac-
tions
Nous venons de donner l’ensemble des messages définis et uti-
lisés par le protocole d’interaction. Ce protocole est actuellement
implémenté sur OpenMASK et Virtools.
Dans la partie qui suit, nous allons montrer une implémentation
du protocole sur OpenMASK qui se veut exploitable par d’autres
plates-formes de réalité virtuelle. Nous verrons également le cas
de la gestion d’objets complexes pour lesquels il faudra étendre le
protocole présenté.
5 IMPLÉMENTATION
Nous expliquerons ici comment nous avons implémenté sur
OpenMASK le protocole décrit, ainsi que les méthodes qui pour-
raient être employées d’une façon plus générale.
5.1 Quelques principes d’OpenMASK
OpenMASK[13] est une plate-forme de réalité virtuelle em-
ployant un ensemble d’objets simulés. Chaque objet simulé est une
classe C++ qui contient une méthode computeParameters appelée
selon une fréquence qui fait, elle aussi, partie de l’objet simulé.
Un objet simulé est composé d’attributs pouvant être munis d’en-
trées et de sorties. Certaines entrées peuvent être connectées à des
sorties de divers objets. À chaque tic de son horloge, l’objet simulé
voit sa méthode computeParameters être appelée ce qui peut en-
traîner la lecture des valeurs placées sur des sorties d’autres objets
simulés, et l’écriture de valeurs sur ses propres sorties.
5.2 Spécialisation par agrégation de composants
Tout le comportement d’un objet simulé en fonction des don-
nées qu’il lit via ses entrées est dépendant de sa méthode compu-
teParameters. La modification du comportement d’un objet simulé
peut donc passer par l’héritage de la classe qui l’implémente afin de
modifier la méthode computeParameters. En pratique, l’héritage de
classes devient rapidement source de difficultés : l’arbre représen-
tant les héritages devient profond et rend délicat l’ajout de nouvelles
classes tout en évitant des duplications de code et des problèmes de
conception.
Une approche alternative à l’héritage consiste à modifier le com-
portement d’un objet en agrégeant plusieurs composants logiciels
qui seront exécutés à tour de rôle. C’est l’exécution de ces compo-
sants qui modifie le comportement de l’objet simulé qui les agrège.
Dans OpenMASK, ces composants sont des extensions.
Une extension est munie de deux méthodes : preComputePara-
meters et postComputeParameters qui seront respectivement appe-
lées avant et après computeParameters. Par défaut, ces deux mé-
thodes sont vides et leur exécution ne fait donc rien. Une extension
est également munie d’une méthode lui permettant de charger une
configuration initiale. La création d’une extension passe par l’héri-
tage d’une classe implémentant une extension de base. À l’intérieur
d’une extension, il est possible d’accéder à l’objet simulé auquel
elle se rattache pour, par exemple, lire les sorties d’un objet simulé
ou modifier les sorties de l’objet courant. Enfin, l’ordre dans lequel
chaque extension sera appelée peut être précisé dans le fichier de
configuration d’OpenMASK.
5.3 Découpage d’un outil par extensions
Nous allons à présent montrer comment employer les extensions
pour transformer un objet simulé quelconque en un outil.
5.3.1 De l’objet simulé à l’outil
D’abord, rappelons qu’un outil est un objet simulé capable de
manipuler les attributs d’un objet interactif. Nous allons transfor-
mer un objet simulé quelconque en un outil en lui ajoutant une
extension implémentant le protocole d’interaction, cette extension
est l’extension de contrôle. L’utilisation de l’extension de contrôle
passe par l’extension de manipulation. Enfin, l’extension de mani-
pulation agit sur les objets interactifs précédemment sélectionnés
dont les identifiants sont enregistrés dans l’extension sélection.
L’étape de sélection suivie de l’étape de manipulation fait réfé-
rence aux étapes communément décrites pour la manipulation d’ob-
jets dans des environnements virtuels [15, 3].
Les explications données ci-après sont illustrées par la figure 3.
FIG. 3: Un outil simple, ses extensions, ses attributs internes et
ceux qu’il expose en sortie. Pour le contrôle, des événements sont
échangés entre l’outil et l’objet interactif au travers de l’extension de
contrôle de l’outil.
5.3.2 Sélection
Cette extension contient la liste des derniers objets sélectionné
par l’utilisateur de l’outil. Prenons, par exemple, le cas d’une sélec-
tion par ray-casting (lancer de rayons). Un événement est envoyé
à l’outil virtuel pour lui demander de lancer un rayon. Cet événe-
ment peut être issu de l’appuie par l’utilisateur d’un bouton d’un
périphérique matériel, ou être purement logiciel. Le rayon est lancé
dans la direction de l’objet. Selon l’implémentation de l’extension
sélection, ce lancer de rayons peut être effectué par le moteur de
visualisation de l’application ou, par exemple, un moteur physique.
Les objets sélectionnés sont alors enregistrés dans l’extension.
Une extension de sélection peut proposer la sélection par divers
mécanismes : par l’affichage d’un menu à l’utilisateur, par l’utilisa-
tion d’un mécanisme de reconnaissance vocale, etc. Ces possibilités
sont fonction de son implémentation.
5.3.3 Manipulation
L’extension manipulation ordonne la prise de contrôle d’attributs
des objets sélectionnés. Cette extension est responsable du déclen-
chement de la prise de contrôle, ou bien du relâchement, d’attributs
d’un objet interactif. Elle a la responsabilité de proposer à l’utili-
sateur diverses possibilité d’interaction avec un objet interactif, ou
encore de savoir interpréter les données provenant de périphériques
matériels complexes pour l’interaction si besoin.
Pour connaître la liste des objets sélectionnés au travers de l’ex-
tension sélection, l’extension sélection présente une interface ISe-
lectedObject comportant une méthode updateSelectedObjects qui
est appelée chaque fois que des objets sont sélectionnés. L’exten-
sion manipulation implémente la méthode updateSelectedObjects.
Nous utilisons donc ici un mécanisme de listeners. L’extension ma-
nipulation connaît l’existence d’une extension sélection grâce au
fichier de configuration de l’application, et va s’enregistrer auprès
d’elle.
L’extension manipulation va interroger un objet interactif pour
connaître ses attributs accessibles et essayer de prendre le contrôle
de certains d’entre eux. Cette communication se fait au travers de
l’extension contrôle qui, pour cela, expose des méthodes publique-
ment. De plus, l’extension contrôle propose une interface d’écoute
de la même façon que l’extension sélection qui permet à l’extension
manipulation de connaître l’évolution du contrôle qu’elle effectue.
5.3.4 Contrôle
Cette extension implémente le protocole d’interaction. C’est elle
qui permet d’interroger un objet interactif pour connaître ses at-
tributs accessibles par l’outil et pour pouvoir les manipuler. Cette
extension expose par conséquent un ensemble de méthodes pour
déclencher interrogation et contrôle :
– ouverture/fermeture de communication :
startSessionWithObject(objectId),
stopSessionWithObject(objectId) ;
– interrogation :
getAccessibleParameters(objectId) ;
– contrôle :
controlTakeOverAndGetCurrentValues(objectId, attributes-
ToControl),
releaseControlWithObject(objectId, attributesToRelease),
controlEnded(objectId, attributesReleased) ;
– suivi du contrôle par d’autres outils :
controlTakenBy(objectId, attributesControlled),
controlReleasedBy(objectId, attributesReleased).
Le protocole d’interaction est asynchrone. Par conséquent, les ré-
ponses attendues seront obtenues par des callbacks réagissant aux
événements contenant les réponses. Il correspond une réponse à
chaque événement envoyé par les méthodes ci-dessus. La méthode
processCurrentValuesSentAndControlTaken joue un rôle particulier
parce que, du fait qu’elle permet de connaître les attributs effecti-
vement contrôlés par l’outil, elle est responsable de l’initialisation
d’une extension particulière appelée extension comportementale.
Une extension de contrôle connaît donc un ensemble d’extensions
comportementales qu’elle aura à appeler.
5.3.5 Comportement
Une extension comportementale est composée de trois mé-
thodes. La méthode initComputes permet une initialisation de l’ex-
tension. La méthode compute est appelée à chaque tic d’horloge de
l’outil auquel elle est rattachée. Chaque appel à cette méthode per-
met de calculer de nouvelles valeurs à proposer aux sorties de l’ou-
til. Enfin, une méthode endComputes permet de gérer le moment
où l’outil vient de perdre le contrôle de l’attribut correspondant à
l’extension comportementale courante.
L’association entre une extension comportementale et un attribut
de l’outil est décrite dans le fichier de configuration d’OpenMASK.
Ainsi, lorsque l’attribut « Position », par exemple, de l’outil est mis
en correspondance avec un attribut de position d’un objet interactif,
une extension comportementale pour une position est appelée.
5.3.6 Gestion de la prise de conscience
Un utilisateur humain employant un outil virtuel a besoin d’in-
formations pouvant être visuelles, sonores, haptiques, etc. pour lui
faire mieux comprendre l’effet et l’état de ses actions au travers
de l’outil virtuel. Ainsi, lorsqu’un utilisateur humain sélectionne un
objet virtuel, il lui est utile d’avoir un retour visuel pour comprendre
qu’il vient de sélectionner l’objet : par exemple, l’objet change de
couleur, ou de forme, ou il apparaît une boîte englobante autour de
lui, etc.
Afin de suivre les évolutions d’une sélection, une extension dé-
diée peut être créée, elle correspond à l’extension selection aware-
ness sur la figure 3. Cette extension implémente l’interface ISelecte-
dObject. Lorsqu’un objet est sélectionné, elle peut, par exemple, en-
voyer une demande au moteur de visualisation pour modifier l’ap-
parence de l’objet sélectionné.
De la même façon, une extension manipulation awareness peut
être ajoutée. Elle peut elle aussi renvoyer des informations vers
l’utilisateur pour lui signifier qu’il vient, par exemple, de commen-
cer une manipulation.
En découplant suffisamment ces extensions des outils, on par-
vient à les réutiliser dans des outils divers.
5.4 Extensions et objets interactifs
Un objet interactif est construit à partir d’un assemblage d’exten-
sions. En effet, de la même façon qu’un outil n’est, au départ, qu’un
objet simulé, un objet interactif est aussi un objet simulé dont nous
allons modifier le comportement grâce à des extensions.
L’extension de base d’un objet interactif est l’extension inter-
active. Cette extension implémente le protocole d’interaction et
sait donc répondre aux demandes concernant les paramètres acces-
sibles, la prise de contrôle d’attributs, etc.
D’autres extensions d’un objet interactif peuvent suivre son évo-
lution. À l’image des extension d’« awareness » dans l’outil, ses
extensions viennent s’enregistrer auprès de l’extension interac-
tive et implémentent une interface. L’interface implémentée est de
type IInteractiveObjectListener et contient actuellement deux mé-
thodes :
– newInteractor(toolId) est appelée dès lors que l’outil nommé
toolId a pris le contrôle d’au moins un attribut de l’objet inter-
actif ;
– leftInteractor(toolId) est appelée lorsque l’outil toolId a relâ-
ché le contrôle de tous les attributs qu’il manipulait.
Par la suite, cette interface aura probablement à être étendue pour
apporter plus d’informations aux extensions l’écoutant, comme les
identifiants des attributs contrôlés ou relâchés.
5.4.1 Combinaison de valeurs
L’objet interactif a pour rôle la réception et l’interprétation de
données provenant des outils le contrôlant. Ces données sont récep-
tionnées par les attributs contrôlés de l’objet interactif.
Chaque attribut d’un objet interactif est muni d’un connecteur
dont le rôle est de recueillir les valeurs fournies par des sorties de
différents outils et de les combiner en une valeur à placer sur l’en-
trée correspondante de l’objet interactif. Actuellement, un connec-
FIG. 4: À gauche, un seul rayon contrôle la position de la voiture. Au centre, deux rayons modifient simultanément la position de la voiture. Ces
rayons sont courbés pour indiquer les actions opposées. À droite, un rayon vient de terminer ses actions, celui qui continue à interagir maintient,
pour l’instant, son allure. (Modèle 3D de voiture utilisé avec l’autorisation de PSA Peugeot Citroën)
teur se résume souvent au calcul de la moyenne, ou du barycentre,
des valeurs qu’il obtient.
5.5 Contrôle d’un objet interactif
Les captures d’écran de la figure 4 illustrent le cas de deux
rayons[19], l’un manipulé par un utilisateur, l’autre par une autre
personne, qui se courbent pour montrer que les actions pour modi-
fier la position de la voiture que cherche à appliquer un utilisateur
sont contraintes par celles de l’autre utilisateur. La position de la
voiture est obtenue par une moyenne des positions proposées.
5.6 Contrôle d’un objet interactif complexe
Nous qualifions un objet interactif de complexe lorsque celui-
ci dispose d’un grand nombre d’attributs qui impose une approche
globale pour le représenter.
Un objet du monde réel, tel qu’une voiture par exemple, peut
souvent être décomposé en un ensemble d’objets interactifs. La
décomposition d’une voiture pourrait employer un ensemble de
portes, un volant, des sièges, etc. Il est alors possible de décrire
des contraintes entre objets de façon locale : par exemple, un siège
ne peut glisser que parallèlement au châssis et de façon limitée.
Une molécule composée d’un nombre élevé d’atomes est plus
difficile à mettre en œuvre par une approche locale. En effet, il fau-
drait associer à chaque atome un objet interactif qui serait muni
d’une extension interactive et qui calculerait sa position en fonction
de celles des autres atomes et de conditions physiques. Pour évi-
ter un grand nombre de « petits » calculs, il peut être souhaitable
d’opter pour une approche globale où un seul objet interactif fait
office de moyen d’accès à la molécule et où c’est lui qui calcule les
positions de chaque atome et conserve la cohérence de l’ensemble
de la structure.
Pour parvenir à n’interagir qu’avec certaines parties de la molé-
cule alors qu’elle n’est manipulable que par un seul objet interactif,
il faut décomposer la molécule en parties et leurs associer des at-
tributs. La molécule possède un ensemble d’attributs dont chaque
identifiant est unique. Au moyen du fichier de configuration, nous
associons une partie de l’objet géométrique à un identifiant de façon
à obtenir cet identifiant lors d’un lancer de rayons sur cette partie.
Toujours par le fichier de configuration, nous associons à l’identi-
fiant précédent un ensemble d’attributs de l’objet interactif. Le pro-
tocole d’interaction a besoin d’être étendu au niveau de la fonction
getAccessibleParameters en rajoutant à cette fonction l’identifiant
de la partie sélectionnée. À présent, la méthode getAccessiblePa-
rameters ne renvoie plus l’ensemble des attributs accessibles d’un
FIG. 5: Un « slider » dont la bague a été sélectionnée est repré-
sentée. Ici, la bague est en train d’être déplacée vers la gauche de
l’image au moyen du pointeur bleu actionné par l’utilisateur.
objet interactif mais uniquement ceux qui ont été associés à la partie
dont l’identifiant est donné. L’identifiant sert de filtre des attributs.
La figure 5 montre le cas simple d’un « slider ». Cet objet peut
être utilisé comme un « widget » de contrôle de l’application, à
l’image des « ascenseurs » employés dans des fenêtres en 2D. Le
« slider » présenté ici n’emploie qu’un seul objet interactif. La sé-
lection de la bague (en rouge sur la figure) est faite par lancer de
rayons et récupération, par la suite, de son identifiant. Le déplace-
ment de la bague le long du « slider » est rendue possible par une
extension placée dans l’objet interactif qui impose cette contrainte.
5.7 Contrôle de plusieurs objets interactifs
Un utilisateur humain peut avoir envie de contrôler un ensemble
d’objet interactifs par le biais d’un seul outil de la même façon qu’il
le fait avec des icônes placées sur son bureau : une fois un ensemble
d’icônes sélectionnées, un clic droit permet de lancer une action sur
l’ensemble.
Nous souhaitons permettre à un utilisateur humain d’un outil vir-
tuel de sélectionner un ensemble d’objet interactif pour leur appli-
quer un traitement commun. Le déclencheur du traitement sera un
événement, lancé par exemple par un appui sur un bouton d’un pé-
riphérique matériel, et l’arrêt sera donné par un autre événement.
Une décision devra alors être prise par ceux qui écriront les ou-
tils puisque deux comportements seront possibles : soit l’outil es-
saiera de contrôler l’ensemble des objets sélectionnés et abandon-
nera l’ensemble du contrôle si au moins un attribut d’un objet in-
teractif ne peut être contrôlé, soit le contrôle se poursuivra avec les
seuls attributs dont le contrôle a été obtenu.
Pour permettre à un outil de manipuler plusieurs outils, nous de-
FIG. 6: L’outil maître donne sa position à chaque proxy-outil. À leur
tour, chaque proxy-outil calcule une position à proposer à l’objet in-
teractif dont il a le contrôle.
vons introduire l’idée d’outils intermédiaires, ou proxy-outils, dont
le principe de fonctionnement est illustré par la figure 6.
5.7.1 Usage des proxy-outils
Un outil pourrait contenir tout le code lui permettant de ma-
nipuler plusieurs objets interactifs simultanément mais cela serait
complexe. L’approche par des outils intermédiaires permet de dé-
léguer le contrôle d’un objet interactif à un proxy-outil lui corres-
pondant. L’outil principal devient alors un gestionnaire qui ordonne
des prises de contrôle à ses proxy-outils et qui suit les résultats de
leurs actions.
Dans ce schéma, une extension de contrôle doit être déplacée
dans chaque proxy-outil. Elle écoute des événements provenant de
l’outil maître : interrogation de l’objet interactif, début de contrôle,
fin de contrôle, etc., et lui renvoie par des événements les résul-
tats des différentes actions. Il est également nécessaire d’ajouter les
extensions comportementales à l’intérieur de chaque proxy-outil.
L’extension manipulation de l’outil maître est munie d’une partie
lui servant de gestionnaire de contrôle. Cette partie est une simple
classe C++ qui a pour rôle d’envoyer des événements aux proxy-
outils et d’en recevoir en retour. Lorsque le gestionnaire reçoit des
informations en retour, il a pour rôle de les router vers l’extension
de manipulation. Cette organisation générale est donnée par la fi-
gure 7.
Actuellement, un proxy-outil est un objet simulé qui est la copie
de l’outil maître dépourvu de ses extensions. Le fichier de configu-
ration permet de préciser un ensemble d’extensions à ajouter dans
les proxy-outils créés.
6 SITUATION ACTUELLE ET TRAVAUX FUTURS
Le protocole d’interaction pour des objets interactifs simples est
implémenté sur OpenMASK et Virtools. La version pour les objets
complexes n’existe que sur OpenMASK tandis que celle permettant
la manipulation multiple d’objets est en cours de développement sur
OpenMASK également.
Le travail se porte actuellement sur la poursuite du développe-
ment de l’implémentation gérant la manipulation simultanée de plu-
sieurs objets interactifs.
Au fil des implémentations de différentes métaphores d’inter-
action, les interfaces de programmation des différentes extensions
s’affinent et deviennent plus réutilisables entre outils et entre objets
interactifs. Le fait d’utiliser systématiquement un même ensemble
d’extensions permet de développer des outils-auteurs qui les mani-
puleront.
Enfin, la question de faire communiquer différentes plates-
formes logicielles de réalité virtuelle entre elles se pose : Open-
MASK, Virtools et Spin3D.
7 CONCLUSION
La séparation outil/objet interactif semble pertinente à travers les
tests effectués avec le protocole d’interaction que nous avons décrit.
Il permet la création de composants réutilisables entre outils et entre
objets interactifs. L’assemblage de ces composants au travers d’un
ficher de configuration abouti à la description de ce que sont les
outils et les objets interactifs.
Pour l’instant, la façon dont un objet interactif combine un en-
semble de données provenant de plusieurs outils est figée par du
code écrit en C++. À plus long terme, nous souhaitons décrire le
comportement des objets interactifs ce qui nous permettra d’aller
vers un langage de description d’environnements virtuels basé sur
des composants réutilisables qu’il sera possible de mettre en œuvre
à l’aide d’outils-auteurs.
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