It was shown in 2] that under reasonable assumptions the general number eld sieve (GNFS) is the asymptotically fastest known factoring algorithm. It is, however, not known how this algorithm behaves in practice. In this report we describe practical experience with our implementation of the GNFS whose rst version was completed in January 1993 at the
Introduction
Factoring rational integers into primes is one of the most important and most di cult problems of computational number theory. It was shown in 2] that under reasonable assumptions the general number eld sieve (GNFS) is the asymptotically fastest known factoring algorithm. It is, however, not known how this algorithm behaves in practice. In this report we describe practical experience with the rst version of our implementation of the GNFS. For our implementation we used the methods described in 2], 3], and 7] . In the course of the implementation we have found several improvements which we will describe in the full version of this paper. In this extendend abstract we restrict ourselves to the presentation of a brief sketch of the algorithm and the numerical results. 
The map ' : ZZ ] ! ZZ=nZZ, 7 ! m mod n is a ring homomorphism. Therefore we have x 2 '( 2 ) '( ) 2 mod n. If we set y = '( ) then we have found a congruence of the form (1) which with high probability yields a factorization of n.
The algorithm can thus be divided into three parts: determining the polynomial, nding the squares and extracting the square roots. In the remaining sections we describe our implementation of those parts and we give numerical examples. For background and details we refer We can, for example, replace f by f + P d?1 j=1 c j (x j ? mx j?1 ). It is still an open question how an optimal polynomial f can be found. We intend to use our implementation of the GNFS to study this question in detail. A few remarkable experimental results can be found in section 6.
Finding the squares
To nd the set S of coprime pairs (a; b) 2 ZZ 2 satisfying (2) and (3) we use the standard sieve which is described in 2] or the lattice sieve which was suggested in 7].
In both algorithms we must choose two factor bases. The rational factor base F R is the set of all rational primes below some bound s R To use the lattice sieve we divide the factor bases into two parts. The set F r;s of small rational primes contains all elements of F R no larger than s R =t where t may be chosen between 2 and 10. The set F r;m of medium primes is the complement of F r;s in F R . For q 2 F r;m the set LR q = f(a; b) : qja+bmg is a two dimensional lattice in ZZ (e p (a; b) ) p2F R (e P (a; b)) P2F A (e Q (a; b)) Q2F Q ) over IF 2 we determine the subset S of the set of all pairs (a; b) that we are looking for. As noted in 2] it may be necessary to replace in (3) 
