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Abstract. Multiuser scheduling is an important aspect in the perfor-
mance optimization of a wireless network since it allows multiple users to
access a shared channel eciently by exploiting multiuser diversity. To
perform ecient scheduling, channel state information (CSI) for users is
required, and is obtained via their respective feedback channels. In this
paper, a more realistic imperfect CSI feedback, in the form of a nite
set of Channel Quality Indicator (CQI) values, is assumed as specied
in the HSDPA standard. A mathematical model of the problem is de-
veloped for use in the optimization process. A hybrid heuristic approach
based on particle swarm optimization and simulated annealing is used to
solve the problem. Simulation results indicate that the hybrid approach
outperforms individual implementations of both simulated annealing and
particle swarm optimisation.
1 Introduction
An eective method to improve the spectral eciency in a wireless communica-
tion system is the use of adaptive modulation and coding (AMC) [1, 2]. A higher
order modulation provides a better spectral eciency at the expense of a worse
error rate performance; a lower rate channel coding generally provides a better
error rate performance at the cost of a poorer spectral eciency. Thus, with
a suitable combination of the modulation order and channel coding rate, it is
possible to design a set of modulation and coding schemes (MCS), from which a
selection is made in an adaptive manner in each transmission-time interval (TTI)
so as to maximize system throughput under varying channel conditions. A com-
mon requirement is that the probability of erroneous decoding of a Transmission
Block should not exceed some threshold value [3].
While the above adaptation is based on the selection of the best MCS, the
downlink transmit power is often held constant,3 as in the HSDPA scheme [3].
In addition, multiple orthogonal channelization codes (multicodes) can be used
in transmitting data to a single user, thereby increasing the per-user bit rate
and granularity of adaptation [3, 5, 6]. In Wideband Code-Division Multiple Ac-
cess (WCDMA), such channelization codes are often referred to as Orthogonal
3 In some cases, the specication stipulates a slight power reduction for a mobile with
an exceptionally good channel quality [4].
2Variable Spreading Factor (OVSF) codes; the number of OVSF codes per base
station (BS) is limited due to their orthogonal property [5]. Thus, in addition to
the downlink transmit power, orthogonal code channels are also a scarce resource
at the BS.
In exploiting multiuser diversity, a common method employed to increase the
network throughput is assigning resources to a user with the largest signal-to-
noise ratio (SNR) among all backlogged users (i.e. users with data to send) at the
beginning of each scheduling period. However, due to limited mobile capability
[4], a user may not be able to utilize all the radio resources available at the BS.
Thus, transmission to multiple users during a scheduling period could be more
resource ecient. In [7], the problem of downlink multiuser scheduling subject
to limited code and power constraints is addressed. It is assumed that the exact
path-loss and received interference power at every TTI for each user is fed back
to the BS, which would require a large bandwidth overhead.
In this paper, the problem of optimal multiuser scheduling in HSDPA is ad-
dressed. The MCSs, numbers of multicodes and power levels for all users are
jointly modelled for optimization at each scheduling period, given that only lim-
ited CSI information, as specied in the HSDPA standard [4], is fed back to the
BS. An integer programming model is proposed in order to provide a globally
optimal solution to the multiuser scheduling problem. Due to the complexity of
the method, a number of heuristic optimisation algorithms, namely simulated
annealing, particle swarm optimization, and a hybrid of these algorithms are sub-
sequently proposed. Following the implementation of simulated annealing [8] and
particle swarm optimisation [9], the hybrid method is designed to take benet
of the advantages of both. The experimental results suggest that it may provide
a near-optimum performance with signicantly reduced practical complexity.
The following two sections describe the multiuser problem domain and a
mixed integer programming model. The fourth section provides an introduction
to simulated annealing and particle swarm optimization approaches, prior to
the implementation of a hybrid algorithm for multiuser scheduling problem.
This section is followed by experimental results and discussions of performance
before the paper concludes with section six.
2 System Domain
Let Pi denote the default downlink transmit power to user i from a BS, hi denote
the path gain between the BS and user i, and Ii be the total received interference
and noise power at user i. The downlink received signal-to-interference ratio
(SIR) for user i is given by
i =
hiPi
Ii
; i = 1; : : : ; N; (1)
where
NX
i=1
Pi  PT : (2)
3Upon receiving the SIR value, i, from user i, the BS decides on the most
appropriate combination of MCS and number of multicodes for user i.
If the continuous SIR value i is fed back, an impractically large feedback
channel bandwidth would be needed. The specication presented in [4]requires
the channel quality information fed back by a mobile, also known as the channel
quality indicator (CQI), may only be given as a nite number of non-negative
integer values f0; 1; : : : ;Kg. The CQI is provided by the mobile via the High-
Speed Dedicated Physical Control Channel (HS-DPCCH). Each CQI value maps
directly to a maximum bit rate4 that a mobile can support, based on the channel
quality and mobile capability [10], while ensuring that the Block Error Rate
(BLER) does not exceed 10%.
While the mapping between the CQI and the SIR is not specied in [4], this
issue has been addressed in a number of proposals [11]-[13]. Recently, a mapping
has been proposed in which the system throughput is maximized while the BLER
constraint is relaxed [14].
Let ~i = 10 log10(i) denote the received SIR value at user i in dB and qi
represent the CQI value that user i sends back to the BS via HS-DPCCH. Ac-
cording to [11, 12, 14], the mapping between qi and ~i can generally be expressed
as a piece-wise linear function
qi =
8<:0 ~i  ti;0bci;1~i + ci;2c ti;0 < ~i  ti;1
qi;max ~i > ti;1
(3)
where fci;1; ci;2; ti;0; ti;1g are model and mobile capability dependent constants,
and b:c is the oor function. From (3), it is clear that ~i cannot be recovered
exactly from the value of qi alone due to the quantization. It is important to
note that the region ti;0 < ~i  ti;1 is the operating region for the purpose of
link adaptation and it should be large enough to accommodate SIR variations
encountered in most practical scenarios [5]. In a well designed system, the prob-
ability that ~i lies outside this range should be small. As part of our proposed
procedure, ~i can be approximated as
~yi = ~
(l)
i +

~
(u)
i   ~(l)i

; (4)
where
~
(l)
i =
qi   ci;2
ci;1
; (5)
~
(u)
i =
qi + 1  ci;2
ci;1
; (6)
and  follows a uniform distribution, i.e.   U (0; 1). Note that this approxima-
tion assumes that ~i is uniformly distributed between ~
(l)
i and ~
(u)
i for a given
value of qi.
4 In this paper, the bit rate refers to the transport block size, i.e. the maximum number
of bits that a transport block can carry, divided by the duration of a TTI, i.e. 2 ms
[5].
4When qi = 0 and qi = qi;max, ~i can be simply approximated as ti;0 and ti;1
respectively, or more generally as ti;0   i;0 and ti;1 + i;1 respectively, with i;0
and i;1 following certain pre-dened distributions. Finally, the estimated value
of i is given by ^i = 10
~y
i
=10. We refer to the mapping from SIR to qi in (3) as
the forward mapping, and the approximation of SIR based on the received value
of qi in (4) as the reverse mapping.
Fig. 1. The conversion process from the received CQI, qi, from the mobile to the
assigned rate index Ji at the base station.
3 Multiuser Scheduling Problem
The CQI feedback value, qi, from user i corresponds to the rate index that the
user requests from the BS, and is associated with a required number of OVSF
codes (multicodes) and downlink transmit power. Since the number of multi-
codes and transmit power are limited, the BS may not be able to simultaneously
satisfy the bit rate requests for all users as described by fqi; i = 1; : : : ; Ng. Thus,
given the set fqi; i = 1; : : : ; Ng, the BS must calculate a set of modied CQIs,
fJi; i = 1; : : : ; Ng, for all users by taking into account the power and number of
multicodes constraints.
By making use of the forward and reverse mappings in (3) and (4) respec-
tively, the set of modied CQIs, is given as
Ji = min

max

i(~
y
i ; i); 0

; qi;max

; (7)
by assigning a power adjustment factor i to user i, i.e. ^i 7! i^i, where
i(~
y
i ; i) = bci;1

~yi + 10 log10 i

+ ci;2c; (8)
0  i  10

qi;max (ci;1~yi+ci;2)
10ci;1

: (9)
A summary of the conversion process from the received CQI, qi, to the nal
assigned rate index, Ji, is shown in Fig. 1.
The optimal scheduling problem P1 can be expressed as
P1 : max
A;
NX
i=1
JiX
j=0
ai;jri;j (10)
5subject to (9), where
JiX
j=0
ai;j = 1; 8i; (11)
NX
i=1
JiX
j=0
ai;jni;j  Nmax; (12)
ai;j 2 f0; 1g; (13)
NX
i=1
i  N; (14)
and Nmax is the maximum number of multicodes available for HSDPA at the BS.
The terms ri;j and ni;j correspond to the achievable bit rate and the required
number of multicodes associated with CQI value j, where j 2 f0; 1; : : : ;Kg, for
user i, and are given in [4]. Note that Ji is the maximum allowable CQI value
for user i. Depending on code availability, the assigned combination of MCS
and the number of multicodes may correspond to a bit rate that is smaller than
that permitted by Ji. The constraint in (14) can be obtained by substituting
Pi = iPT =N into (2). The objective of the above optimization problem is to
select the values of the decision variables A = fai;jg and  = fig at each TTI
in order to maximize (10), subject to (7)-(9) and (11)-(14).
4 Heuristic Optimization Algorithms
Heuristic optimization methods are based on approximate approaches to solve
optimization problems in which a near-optimum solution is guaranteed rather
than the global optimum but within much shorter time scheme. Methods can
be categorised as either population-based and individual-based approaches; each
searches for solutions in dierent ways; population-based approaches apply their
own reproduction operators to generate new solutions, individual-based ones
need a neighborhood function. In this paper, we examine the performance of a
population-based method, an individual- based heuristic approach and a hybrid
implementation. Simulated annealing is presented as an individual-based method
and particle swarm optimization as a population-based method.
4.1 Simulated Annealing
Simulated annealing (SA) is one of the most powerful metaheuristics used in op-
timization for many combinatorial problems. It imposes a probabilistic decision-
making process in which a control parameter, called temperature, is employed
to evaluate the probability of accepting a non-better neighboring solution of the
current solution. The algorithm explores the whole solution space of the problem
throughout a simulated cooling process of a given initial (hot) temperature to a
6predened frozen temperature. This process imposes a particular way of search-
ing within the solution space of the problem. Basically, the search with SA is
conducted through two nested loops; the outer loop decreases the temperature
with a particular cooling schedule, while the inner repeats the search at the same
level of temperature. The solutions are altered via some particular neighborhood
structures, which are the ways to generate neighbors of the solution undertaken.
Every solution promoted for the next step of the search is a consequence of a
probabilistic decision making process. While a newly generated solution that is
better than the previous one is accepted, a worse solution can still be accepted
with a probability determined by e x=k , wherex is the dierence between the
performance of current and newly proposed solutions, and k is the temperature
level of the kth iteration. The idea behind such an approach is to diversify the
search process and to avoid locally optimal solutions. This probabilistic rule is
often known as the Metropolis rule in the heuristic optimization literature [15].
Since the probability of promoting a worse solution with the Metropolis rule
exponentially decays towards zero, it becomes harder to exploit the perturbation
facility, i.e. the way to diverse the solution via moving to a worse neighboring
solution, as the temperature decreases.
Evolutionary Simulated Annealing (ESA) is a recently developed SA algo-
rithm enhanced with evolutionary operators [16]. Rather than invoking a single
instance of SA with a large number of search iterations, the idea behind ESA
is to invoke successive instances of SA, each with a lower number of iterations.
While the temperature decreases over the duration of the SA operation, the tem-
perature rises up again every time a new instance of the SA operation is invoked.
Such articially induced uctuations in temperature allows the solution space
to be explored more aggressively, and thereby prevents the solution from being
trapped in local optima.
Recently, a comprehensive study on implementing ESA for facility location
problems has been reported in [17].
An ESA algorithm is used in solving the aforementioned multiuser scheduling
problem. Since the problem is so dynamic and holds high non-linearity, ESA
rather than a standard SA is preferred. The mathematical model of the problem
undertaken is dened by (7)-(14). The aim is to obtain the most appropriate
values for  and A such that the objective function (10) is maximized. In this
section, the major issue to be tackled is to explore the appropriate values of 
and A using the ESA searching approach.
The ESA implementation consists of a simulated annealing operator and an
initial solution. It is implemented to operate starting with the solution initially
provided for G generations5,where the simulated annealing operator is designed
to conduct the search over a certain number of dierent temperature levels, K,
dened as
K = blog (frozen=hot)= log c; (15)
5 The term "generations" is often used to denote the number of iterations in the
Evolutionary Computation literature.
7where  is the cooling coecient, and hot and frozen are the initial (hot)
and frozen temperatures, respectively. At each temperature level, the solution
is modied N times by exploiting a neighborhood structure, f(i;ai), in order
to carry out the exploration within the neighborhood of the solution, where
ai = fai;0; :::; ai;Jig; i = 1; : : : ; N .
The states of the problem are constructed based on  and A, where the
former is adopted as the main set of decision variables, while the latter is to be
ne-tuned eventually. New solutions are generated by applying f(i;ai), which
results in a particular value of i, say, 
0
i. Correspondingly, ai is assigned to the
highest available level, and a particular solution i can then be expressed as
xi = (1; :::
0
i; :::; N ;a1; :::;ai; :::aN): (16)
In other words, once 0i is generated, the corresponding Ji is calculated using
(7), and ai;Ji is assigned to be 1 while the rest of the elements are set to be 0,
i.e. ai = f
Ji+1z }| {
0; 0; :::; 0; 1g. If constraint (12) is violated, then the non-zero element
of ai;j is shifted backward by one position, i.e. ai = f
Ji+1z }| {
0; 0; :::; 1; 0g. This process
is repeated until (12) is satised, resulting an updated set of values a0i. Thus,
the new solution can be expressed as
x0i = (1; :::
0
i; :::; N ;a1; :::;a
0
i; :::aN): (17)
The computational complexity of ESA can be considered with regard to the
number of users, N , which is the only variable that aects the problem size6.
The number of generations, G, which is the outermost loop of the algorithm, is
xed at 300, and the temperature levels that controls SA operator is xed at
200 for any problem size. Thus, the complexity due to these two loops is O(1).
The number of movements at each level of the temperature is proportional to
the size of the problem, which results in a complexity of O(N). Likewise, the
neighborhood function checks all details of the solution to ensure that it satises
all constraints, which corresponds to a complexity of O(N) in worst case. Thus,
the complexity of ESA in the worst case becomes O(N2).
4.2 Particle swarm optimization algorithms (PSO)
PSO is one of the population based optimization technique inspired by the social
behavior of bird-ocking and sh-schooling. PSO inventors [18, 19] were inspired
by such scenarios based on natural processes, explained below, to solve the opti-
mization problems. Suppose the following scenario: a group of birds are randomly
searching for food in an area, where there is only one piece of food available and
none of them knows where it is, but they can estimate how far it would be. The
problem here is "what is the best strategy to nd and get that food". Obviously,
6 In this paper, the number of available rates and the maximum number of codes are
assumed xed.
8the simplest strategy is to follow the bird known as the nearest one to the food
based on the estimation.
Analogous to this natural process, a population of individual solutions can
be adopted as a ock/swarm, where each single solution, called a particle, is
considered as a bird/a member of the swarm. The ultimate aim is to explore
for the piece of food/optimum solution within a particular area/search space.
The achievement of each particle is measured with a tness value calculated
by a tness function, and a velocity of movement towards the optimum. All
particles move across the problem space following the particle nearest to the
optimum. PSO starts with an initial population of solutions, which is evolved
generation-by-generation towards the ultimate objective(s).
PSO Basics: The pure PSO algorithm builds each particle based on, mainly,
two key vectors; position vector, xi(t) = fxi;1(t); :::; xi;n(t)g, and velocity vector
vi(t) = fvi;1(t); :::; vi;n(t)g, where xi;k(t), is the position value of the ith particle
with respect to the kth dimension (k = 1; 2; 3; ; n) at iteration t, and vi;k(t) is the
velocity value of the ith particle with respect to the kth dimension at iteration
t. The initial values, xi(0) and vi(0), are given by
xi;k(0) = xmin + rnd1(xmax   xmin) (18)
vi;k(0) = vmin + rnd2(vmax   vmin) (19)
where xmin; xmax; vmin; vmax are lower and upper limits of the ranges of posi-
tion and velocity values, respectively, and rnd1 and rnd2 are random numbers
uniformly distributed in [0; 1]. Since both vectors are continuous, the original
PSO algorithm can straightforwardly be used for continuous optimization prob-
lems. However, if the problem is combinatorial, a discrete version of PSO needs
to be implemented. Once a solution is obtained, the quality of that solution is
measured using a cost function denoted by fi, where fi : xi(t)  ! IR.
For each particle in the swarm, a personal best yi(t) = fyi;1(t); :::; yi;n(t)g, is
dened, where yi;k(t) denotes the position of the i
th personal best with respect
to the kth dimension at iteration t. The personal bests are equal to the corre-
sponding initial position vector at the beginning. Then, in every generation, they
are updated based on the solution quality. Regarding the objective function, fi,
the tness values for the personal best of the ith particle, yi(t), is denoted by
fyi (t) and updated whenever f
y
i (t+ 1)  fyi (t), where t stands for iteration and
 corresponds to the logical operator, which becomes < or > for minimization
or maximization problems respectively.
Furthermore, a global best, which is the best particle within the whole swarm
is dened and selected among the personal bests, y(t), and denoted with g(t) =
fg1(t); :::; gn(t)g. The tness of the global best, fg(t), can be obtained using
fg(t) = opti2Nffyi (t)g (20)
9where opt becomes min or max depending on the type of optimization. After-
wards, the velocity of each particle is updated based on its personal best, yi(t)
and the global best, g(t) using the following updating rule:
vi;k(t+ 1) = (wtvi;k(t) + c1r1(yi;k(t)  xi;k(t)) + c2r2(gk(t)  xi;k(t))) (21)
where t is the time index, wt is the inertia weight used to control the impact of the
previous velocities on the current one. It is updated according to wt+1 =  wt,
where  is a decrement factor in [0; 1]. In (21),  is a constriction factor which
keeps the eects of the randomized weight within the certain range. In addition,
r1 and r2 are random numbers in [0; 1] and c1 and c2 are the learning factors, also
known as the social and cognitive parameters. Next, the positions are updated
according to
xi;k(t+ 1) = xi;k(t) + vi;k(t): (22)
Subsequently, the tness values corresponding to the updated positions are
calculated, and the personal and global bests are determined accordingly. The
whole process is repeated until a pre-dened stopping criterion is satised.
PSO Implementation: PSO has been applied in various continuous and dis-
crete problems with strong performance [19{21]. The implementation used for
this problem is based on a standard PSO as described in subsection 4.2, but
without the use of the velocity vector. The reason is due to the diculty in its
initialization and control, and its dispensability in computation. Rather than
(22), the rule
xi;k(t+ 1) = xi;k(t) +xi;k(t) (23)
is used, where t is the time index and xi;k(t) is calculated to be
xi;k(t) = wt+1(c1r1(yi;k(y)  xi;k(t)) + c2r2(gk(t)  xi;k(t))): (24)
The mathematical model of the multiuser scheduling problem undertaken in
this implementation is described in Section 3 with the constraints (7)-(14) and
the objective function (10). It is a maximization model to optimize two decision
variables;  and A, where  is a set of positive real numbers identifying the
relative power level for each user, and A is a set of binary variables which iden-
ties the appropriate rate index, j, assigned to user, i, as described in section
3. Regarding these decision variables, the model is a typical mixed-integer pro-
gramming model. The aim is to obtain the most appropriate values for both sets
of variables, such that the throughput of the system is maximized as described
in (10). In this case, the problem is to explore the appropriate values of both 
and A using the technique of PSO.
Similar to the case of ESA implementation, the states of the problem are
constructed based on  and A, where the former is adopted as the main set of
decision variables while the latter is to be ne-tuned eventually. New solutions
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are generated by applying (23) instead of exploiting a particular neighborhood
function. Correspondingly, ai is assigned to the highest available level, and a
particular solution i can then be expressed as
xi = (
0
1; :::
0
i; :::; 
0
N ;a1; :::;ai; :::aN): (25)
The way to satisfy the constraints is exactly the same way as in the case of
ESA implementation. Thus, the new solution can be expressed as
x0i = (
0
1; :::
0
i; :::; 
0
N ;a
0
1; :::;a
0
i; :::a
0
N): (26)
It is important to note that the main dierence between the two methods
for generating new solutions is the number of users tackled each time; where
the former considers the change in all users' situation while latter considers a
randomly chosen user.
Since PSO is a population based algorithm, in which the population evolves
towards a pre-dened objective, (23) is applied to all particles and the whole
swarm is updated as a result. In the next step, every particle within the swarm
updates the personal best based on the new positions. Subsequently, the best of
the whole swarm is determined. As such, the algorithm carries out the search
generation-by-generation.
The computational complexity of PSO can be considered with regard to the
number of users, N , which is the only variable that aects the problem size.
Since the size of the swarm and the number of generations do not change
instance by instance, the complexity corresponds to O(1). The remaining subject
of the complexity is the number of users, N . The algorithm checks with all users
to make sure that none of the constraints is violated. Therefore the complexity
due to those checks is proportional to the size of the problem, which results in
a complexity of O(N). Thus, in the worst case, the complexity of the algorithm
is O(N).
4.3 Embedding SA into PSO
Since both SA and PSO have their own shortcomings, one possible way to achieve
a superior approximate method is to hybridize the methods in a suitable way.
Although it is much faster than any exact optimization method, speed of ap-
proximation remains the main common shortcoming of SA. Conversely, PSO
produces results far faster, however, the corresponding results are less accurate.
Therefore, it should be possible to produce more accurate results within a rea-
sonably short time interval, by including the benets of both methods.
A PSO algorithm was implemented as described in the subsection 4.2 and
an SA operator embedded into it, so as to perform a local search on the global
best of the current time. The hybrid algorithm operates in a fashion of vari-
able neighborhood search (VNS), in which a local search is refreshed with an-
other, completely dierent, search procedure. In this case, SA as a local search
is diversied with a PSO implementation periodically. Since the SA operator is
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re-initialized every iteration, the characteristics of the ESA algorithm are main-
tained. Thus, this implementation can be recognized as a particular ESA as well
as a particular VNS.
The algorithm operates in the following way: A population of solutions is
generated, as happens in all population-based algorithms. Then, the PSO algo-
rithm described in subsection 4.2 works to dene the personal and the global
bests. Once the global best is identied, the SA operator takes this as its initial
solution for a local search. The local search with SA takes a small amount of
time, and produces a better global best. Once SA nishes, one iteration of the
whole algorithm is considered completed. For the next generation (iteration),
the PSO procedure works as normal. The algorithm stops once it completes the
pre-dened number of generations.
The computational complexity of PSO-ESA is similar to ESA, where the
number of users, N , is regarded as the sole subject of complexity. The product
of the number of generations, G, and the population (swarm) size, Pop, is the
number of steps carried out as the outermost loop of the algorithm. Since neither
of them changes instance by instance, the complexity corresponds to O(1). The
remaining subject of the complexity regarding PSO part of the algorithm is the
number of users, N . The algorithm checks with all users to make sure that none
of the constraints is violated. Therefore the complexity due to those checks is
proportional to the size of the problem, which results in a complexity of O(N).
In the worst case, the complexity of PSO is O(N). On the other hand, the
complexity constitutes of SA remains as it happens in the ESA implementation,
which was shown in Section 4.1 to be O(N2). Thus, the complexity of PSO-ESA
in the worst case is O(N2).
5 Experimental Results
For illustration purposes, dierent simulated scenarios for evaluating the perfor-
mance of the proposed algorithms have been used. The same sets of scenarios
have been used in [8] and [9], where SA and PSO approaches are individually
implemented for this type of problems. First consider N = 2 users with the
parameter values in (3) as ti;0 =  4:5, ti;1 = 25:5, ci;1 = 1, di;1 = 4:5, and
qi;max = 30 for i = 1; 2; these values are obtained from [11], assuming that the
mobiles are of category 10 (i.e. have a wide CQI range) as dened in [4]. Values
for ni;j and ri;j are obtained from [4]. Also, let fi; i = 1; 2g in (1) be the out-
comes of Gamma distributed random variables f i; i = 1; 2g with probability
density functions (PDFs) given by [22]
f i() =
(
i
  i
i
i 1
  (i)
exp

 i
  i

  0
0  < 0
; (27)
where   (:) is the Gamma function, i is the fading gure, and   i is the mean
of  i. The Gamma distribution for the SIR is well-known in the area of wire-
less communications [22]. The parameter values are listed in Table 1. Let   =
12
f 1;  2g, and let the aggregate transport block size (TBS), T , per Transmis-
sion Time Interval (TTI) be
T =
NX
i=1
JiX
j=0
ai;jri;j : (28)
The problem instances generated as 3 dierent scenarios with a global opti-
mization algorithm have been solved using the branch-and-bound method based
on the linearized model as described in [8], which is named here as the Joint
Global Optimum (JGO). Then, a simple greedy (SG) algorithm is used to draw
a minimum level of solution quality. This SG simply allocates resources to the
users in decreasing order of their estimated SIR values, ^i: the user with the
highest ^ is rst allocated as much resource as it can possibly use. Subsequent
users are allocated in the same way until all resources are exhausted. Investiga-
tions for better solution quality within a reasonable time frame were performed
using two heuristic approaches; ESA, a simulated annealing algorithm and a
PSO implementation. Finally, the same problem instances are solved using a
hybrid algorithm of PSO and SA, where PSO works as normal, however a SA
operator picks the global best of each generation and improves it for a rather
short period. All corresponding descriptions are provided in Section 4. The pa-
rameters of PSO are set as follows: both the size of the swarm and the number
of generations are given as 100. The other PSO-related parameters are chosen
to be  = 1, w0 = 0:98,  = 0:99998 and c1 = c2 = 1. Likewise, the parameters
for SA operator are set as follows: stopping temperature, frozen = 0:01, highest
temperature, hot = 100, and the cooling coecient,  = 0:955 while the inner
iteration is single.
Table 1. Parameters used in generating the benchmark scenarios
Scenario User i   i (in dB) i
1 5 6.5
I
2 6 3
1 12 6.5
II
2 10 3
1 17 6.5
III
2 16 3
The results are presented in Fig. 2 as the cumulative distribution function
(CDF) of T for the three dierent scenarios dened in Table 1. As can be seen,
the graphs show that the performances of ESA, PSO, the hybrid algorithm (PSO-
ESA) and JGO are similar, and are consistently superior to that of SG. Table 2
summarizes the comparison of the average gains, i.e. E  [T ], of ESA, PSO, PSO-
ESA and JGO over SG for the three scenarios. As is seen, the approaches have
13
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Fig. 2. Performances of dierent algorithms for 3 scenarios described in Table 1 in
CDF of the total number of multicodes at each TTI.
made 17-21% gain for Scenario I and III, while achieving 7-8% for Scenario II.
These results show that a good throughput improvement can be achieved with
any of these approaches over SG, and that the performances of heuristics are
very similar to that of JGO, which provides the global optimum since the graphs
almost overlap in Fig. 2.
Table 2. The average gain of the approaches for three scenarios.
Scenario ESA (%) PSO (%) PSO-ESA (%) JGO (%)
I 20 18 20 21
II 8 6 7 8
III 17 17 18 20
Since the comparative results provided for three scenarios do not help to
distinguish the performance of each heuristic algorithm,larger sized problem in-
stances with from 2-8 number of users have been generated . Fig. 3 shows the
CDFs of T corresponding to the SG, ESA, PSO and PSO-ESA approaches for 3
dierent numbers of users, (2, 4 and 8) over 2000 simulation instances. For each
user, =5 and  = 8.45 dB. Due to the excessively long computational time,
JGO was not considered, but the performances of the heuristics are expected
14
to be reasonably close to the best performance. Meanwhile, Fig. 4 presents the
average TBS per TTI as a function of the number of users for various schemes.
As is clearly seen, the performance of heuristics can be easily distinguished on
growing size of the problems with the number of users. Fig. 3 indicates that the
performances of heuristics except SG are almost the same when the number of
users is 2 since the graphs almost overlap. In the 4-user case, it can be seen
that the results for PSO-ESA and ESA are similar, and are slightly better than
that of the PSO. The achievement with PSO-ESA becomes further evident in
the case of 8 users as the graphs of each heuristic approach clearly apart. As
is shown in Fig. 4, the results for all heuristics are similar for the 2-user case.
However, as the number of users increases, the performance of dierent heuris-
tics become more apparent; the performances between ESA and PSO-ESA are
similar. However, it can be seen that the PSO-ESA outperforms ESA when the
number of users is greater than 4. Furthermore, SG performs consistently worse
than any other heuristic for any number of users.
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Fig. 3. CDF of the total number of multicodes at each TTI for 2, 4 and 8 user problems.
The complexity of each of heuristic approach is briey discussed in Section 4,
and is shown to be on the order of O(N2), O(N) and O(N2) for ESA, PSO and
the hybrid algorithem, respectively. Note that such complexity representation
corresponds to the worse case. Table 3 shows the normalized CPU time, i.e. the
CPU time relative to that of the 2-user case, for each of the four algorithms,
based on 25 simulation instances. The idea is to reveal the trend behind the
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and  = 8.45 dB.
computational complexity of the algorithms. It can be seen that the growth
in complexity for JGO appears to be of an exponential nature, while those
for the other three algorithms are linear, and are very similar. The growth of
ESA's relative CPU time seems steeper than the other two. Such an observation
agrees with the complexity analysis for each approach as presented in Section 4,
although the trends for ESA and PSO-ESA remain much milder than the worst
cases considered in each corresponding sub section.
Table 3. Performances of all three approaches on growth of problem size.
# of Users SG PSO ESA PSO-ESA JGO
2 1.00 1.00 1.00 1.00 1.00
3 1.32 1.33 1.82 1.47 5.10
4 1.76 1.76 2.82 2.06 49.80
5 2.11 2.00 4.11 2.65 961.09
Figure 5 presents a comparative results with respect to CPU time elapsed
using each algorithm for 2, 3, 4 and 5 users. As can bee seen, ESA takes much
longer than the other two while PSO is much faster. The hybrid method remains
16
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as the intermediate as expected, but much closer to PSO than ESA. This provides
a good compromise with the performance with respect to the solution quality.
6 Conclusions
Three methods for allocating resources to multiple users in the context of HS-
DPA were proposed in conjunction with a problem formulation which adopts
the channel feedback scheme specied in the WCDMA standard. Simulation re-
sults suggest that the proposed optimization methods can provide a substantial
throughput improvement over a greedy approach. ESA performs much better
with respect to solution quality, while PSO solves the instances far faster but
with poorer quality of solutions. The solutions from the hybrid of PSO and ESA
algorithms is found to be much closer to that of the optimal algorithm than
both ESA and PSO for all user cases. The advantage of the proposed methods
increases with the number of users. Meanwhile, the complexity of PSO-ESA is
not worse than ESA, which has complexity of O(N2). Although the theoretical
complexity remains O(N2), practically it materializes to be rather linear.
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