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WELL-POSEDNESS OF AN INTEGRO-DIFFERENTIAL
EQUATION WITH POSITIVE TYPE KERNELS MODELING
FRACTIONAL ORDER VISCOELASTICITY
FARDIN SAEDPANAH
Abstract. A hyperbolic type integro-differential equation with two weakly
singular kernels is considered together with mixed homogeneous Dirichlet and
non-homogeneous Neumann boundary conditions. Existence and uniqueness
of the solution is proved by means of Galerkin’s method. Regularity estimates
are proved and the limitations of the regularity are discussed. The approach
presented here is also used to prove regularity of any order for models with
smooth kernels, that arise in the theory of linear viscoelasticity, under the
appropriate assumptions on data.
1. Introduction
We study the model problem (2.7), which is a hyperbolic type integro-differential
equation with two weakly singular kernels of Mittag-Leffler type. This problem
arises as a model for fractional order viscoelasticity. The fractional order viscoelastic
model, that is, the linear viscoelastic model with fractional order operators in the
constitutive equations, is capable of describing the behavior of many viscoelastic
materials by using only a few parameters.
A perfectly elastic material does not exist since in reality: inelasticity is always
present. This inelasticity leads to energy dissipation or damping. Therefore, for
a wide class of materials it is not sufficient to use an elastic constitutive model
to capture the mechanical behaviour. In order to replace extensive experimental
tests by numerical simulations there is a need for an accurate material model.
Therefore viscoelastic constitutive models have frequently been used to simulate the
time dependent behaviour of polymeric materials. The classical linear viscoelastic
models that use integer order time derivatives in the constitutive laws, require an
excessive number of parameters to accurately predict observed material behaviour,
see e.g., [4] and [33] for examples and more references. These models describe
e.g., polymeric materials such as natural and synthetic rubber, and require a large
number of exponential (smooth) kernels to describe the behavior of the materials.
Bagley and Torvik [5] used fractional derivatives to construct stress-strain rela-
tionships for viscoelastic materials. The advantage of this approach is that very
few empirical parameters are required. When this fractional derivative model of
viscoelasticity is incorporated directly into the structural equations a time differen-
tial equation of non-integer order higher than two is obtained. One consequence of
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this is that initial conditions of fractional order higher than one are required. The
problems with initial conditions of fractional order have been discussed by Enelund
and Olsson [16], see also references therein. To avoid the difficulties with fractional
order initial conditions some alternative formulations of the fractional derivative
viscoelastic model are used in structural modeling. The formulation that we use, is
based on a convolution integral formulation with weakly singular fractional order
kernels of Mittag-Leffler type, see [3], [13], and [16]. For other formulations, that
involves fractional integral operators rather than fractional derivative operators, or
uses internal variables, see [12], [14] and [15].
Another formulations of fractional derivative viscoelastic model can be in terms
of so-called diffusive representation. It is a different approach, from the convolution
integral formulation that is presented here, and it was introduced for numerical
simulation of complex dynamics in [30]. Based on diffusive representation of the
fractional integral/differential operators, for links between these concepts see [25],
the output solution is represented in terms of a so-called diffusive symbol and a state
function, that is a solution of an ordinary differential equation in time. The state
function is called the diffusive representation of the input. Diffusive realizations of
the fractional integral/differential operators, using the Laplace transform of their
kernels, avoids the hereditary behavior of such operators. This means that, for time
domain discretization methods, we need only the previous time step to update the
integral at each time step. For more references and applications of this method see
[21], [11] and references therein.
The fractional order kernels are the only mean to get a correct representation for
the storage and loss moduli, and to have well-posed identification problem for many
viscoelastic materials. Important properties of such kernels are integrability and
completely monotonicity, that (as a consequence of dissipation) implies to be pos-
itive type. In fact, these kernels interpolate between smooth (exponential) kernels
and weakly singular kernels, that are singular at origin but integrable on finite time
intervals, i.e., belong to L1,loc(R
+). A chief example is β(t) = 1Γ(α)
1
t1−α , α ∈ (0, 1).
For more details and examples see [7] and references therein. This is the reason for
introducing kernels of Mittag-Leffler type or fractional operators. In [4] and [16]
it is shown that the classical viscoelastic model based on exponential kernels can
describe the same viscoelastic behaviour as the fractional model if the number of
kernels tend to infinity.
In fractional order viscoelastic models the whole strain history must be saved
and included in each time step that is due to the non-locality of the fractional
order integral/differential operators. The most commonly used algorithms for this
integration are based on Lubich convolution quadrature [23] for fractional order
operators, see also [34] for an improved version. For examples of the application of
this approch to overcome the problem with the growing amount of data, that has
to be stored and used in time stepping methods, see [3], [24] and [29]. For analysis
and numerical solution of integro-differential equations and related problems, from
the extensive literature, see e.g., [22], [28], [33], and their references.
Existence, uniqueness, and regularity of the solution of models with exponen-
tial kernels can be adapted from, e.g., [8], where an abstract Volterra equation,
as an abstract model for equations of linear viscoelasticity, has been considered.
See also [19] for another paper dealing with well-posedness of problems in linear
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viscoelasticity with smooth kernels. Existence, uniqueness and regularity of a para-
bolic type integro-differential equation has been studied in [27] by means of Fourier
series. One may also see [10], where the theory of analytic semigroups is used in
terms of interpolation spaces to solve a boundary value problem in linear viscoelas-
ticity. Well-posedness of an integro-differential equation, a model from dynamic
linear viscoelasticity with exponential kernels and first order spatial operator in
the convolution integral, has been studied in [26], by means of Galerkin approxi-
mation method. However, the mixed homogeneous Dirichlet and non-homogeneous
Neumann boundary condition, that is important for practitioners, has not been
considered.
In a previous work [22], well-posedness and regularity of the problem (2.8), which
is a simplified form (synchronous viscoelasticity) of the model problem (2.7), was
studied in the framework of the semigroup of linear operators. The drawback of
the framework is that this does not admit non-homogeneous Neumann boundary
condition, while in practice mixed homogeneous Dirichlet and non-homogeneous
Neumann boundary conditions are of special interest.
Here we consider the model problem (2.7), which is a hyperbolic type integro-
differential equation with two weakly singular kernels of Mittag-Leffler type, and
it is the convolution integral formulation of the constitutive equation system (2.2).
The mixed homogeneous Dirichlet and non-homogeneous Neumann boundary con-
dition has been considered, and we investigate existence, uniqueness and regularity
of the solution of the model problem by means of the Galerkin approximation
method. We also extend the presented approach so that regularity of any order of
the solution for the models with smooth kernels can be proved.
In the sequel, in §2 we describe the construction of the model problem (2.7). In
§3 we define a weak (generalized) solution and, using Galerkin’s method, we prove
existence and uniqueness of the weak solution of the problem. Finally, in §4 we
study regularity of the solution and limitations for higher regularity. We also show
that higher regularity of any order of the solution of models with smooth kernels
can be achieved.
2. Fractional order viscoelasticity
Let σij , ǫij and ui denote, respectively, the usual stress tensor, strain tensor and
displacement vector. We recall that the linear strain tensor is defined by,
ǫij =
1
2
( ∂ui
∂xj
+
∂uj
∂xi
)
.
We recall that the simplest fractional derivative model of viscoelasticity, so-called
fractional Zener model, is
(2.1) σ(t) + ταDαt σ(t) = E∞ǫ(t) + Eτ
αDαt ǫ(t),
where τ is the relaxation time, α is the fractional order of differentiation, and E, E∞
are the instantaneous (unrelaxed) and long-time (relaxed) modulus, respectively.
This model has been shown to describe the actual weak frequency dependence, of
the complex modulus, for rather a wide class of engineering materials, see [5], [16]
and [32] for more details.
With the decompositions
sij = σij −
1
3σkkδij , eij = ǫij −
1
3ǫkkδij ,
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the constitutive equations, fractional Zener models, are formulated as, see [13],
sij(t) + τ
α1
1 D
α1
t sij(t) = 2G∞eij(t) + 2Gτ
α1
1 D
α1
t eij(t),
σkk(t) + τ
α2
2 D
α2
t σkk(t) = 3K∞ǫkk(t) + 3Kτ
α2
2 D
α2
t ǫkk(t),
(2.2)
with initial conditions
sij(0+) = 2Geij(0+), σkk(0+) = 3Kǫkk(0+),
meaning that the initial response follows Hooke’s elastic law. Here G, K are the
instantaneous (unrelaxed) shear and bulk modulus, and G∞, K∞ are the long-time
(relaxed) shear and bulk modulus, respectively. Note that we have two relaxation
times, τ1, τ2 > 0, and fractional orders of differentiation, α1, α2 ∈ (0, 1), where the
fractional order derivative is defined by, [31],
Dαt f(t) = DtD
−(1−α)
t f(t) = Dt
1
Γ(1− α)
∫ t
0
(t− s)−αf(s) ds.
The constitutive equations (2.2) can be solved for σ by means of Laplace transfor-
mation, [16]:
sij(t) = 2G
(
eij(t)−
G−G∞
G
∫ t
0
θ1(t− s)eij(s) ds
)
,
σkk(t) = 3K
(
ǫkk(t)−
K −K∞
K
∫ t
0
θ2(t− s)ǫkk(s) ds
)
,
where, for i = 1, 2,
θi(t) = −
d
dt
Eαi
(
−
( t
τi
)αi)
, Eαi(z) =
∞∑
n=0
zn
Γ(1 + nαi)
,
and Eαi is the Mittag-Leffler function of order αi, [17]. Then we define parameters
γi, and the Lame´ constants µ, λ,
γ1 =
G−G∞
G
, γ2 =
K −K∞
K
, µ = G, λ = K − 23G.
We recall that, due to dissipation, we need the assumtions, for αi ∈ (0, 1), i = 1, 2,
K > K∞ > 0, G > G∞ > 0, τi > 0,
and therefore we have 0 < γi < 1, i = 1, 2, see [6], and also [4], [13] for examples.
We also define βi = γiθi, and the constitutive equations become
σij(t) =
(
2µǫij(t) + λǫkk(t)δij
)
− 2µ
∫ t
0
β1(t− s)
(
ǫij(s)−
1
3ǫkk(s)δij
)
ds
−
3λ+ 2µ
3
∫ t
0
β2(t− s)ǫkk(s)δij ds.
The kernels are weakly singular, i.e., singular at the origin but integrable, for i =
1, 2:
βi(t) = −γi
d
dt
Eαi
(
−
( t
τi
)αi)
= γi
αi
τi
( t
τi
)−1+αi
E′αi
(
−
( t
τi
)αi)
≈ Ct−1+αi , t→ 0,
(2.3)
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and we note the properties
βi(t) ≥ 0,
‖βi‖L1(R+) =
∫ ∞
0
βi(t) dt = γi
(
Eαi(0)− Eαi(∞)
)
= γi < 1.
(2.4)
The equations of motion are
ρui,tt − σij,j = fi, in Ω,
ui = 0, on ΓD,
σijnj = gi, on ΓN,
(2.5)
where u is the displacement vector, ρ is the (constant) mass density, f and g
represent, respectively, the volume and surface loads. We let Ω ⊂ Rd, d = 2, 3,
be a bounded polygonal domain with boundary ΓD ∪ ΓN = ∂Ω, ΓD ∩ ΓN = ∅ and
meas(ΓD) 6= 0. We set
(Au)i = −
(
2µǫij(u) + λǫkk(u)δij
)
,j
,
(A1u)i = −2µ
(
ǫij(u)−
1
3ǫkk(u)δij
)
,j
,
(A2u)i = −
3λ+ 2µ
3
(
ǫkk(u)δij
)
,j
,
(2.6)
and clearly we have A = A1 +A2. Now, we write the equations of motion (2.5) in
the strong form, (we denote time derivatives with ’·’),
ρu¨(x, t) +Au(x, t)
−
2∑
i=1
∫ t
0
βi(t− s)Aiu(x, s) ds = f(x, t) in Ω× (0, T ),
u(x, t) = 0 on ΓD × (0, T ),
σ(u;x, t) · n = g(x, t) on ΓN × (0, T ),
u(x, 0) = u0(x) in Ω,
u˙(x, 0) = v0(x) in Ω.
(2.7)
Remark 1. If we make the simplifying assumption (synchronous viscoelasticity),
that is, when all elastic modulus at each material point have the same relaxation
behavior:
α = α1 = α2, τ = τ1 = τ2, θ = θ1 = θ2,
we may define γ = γ1 = γ2, so that β = β1 = β2. Then the strong form of the
equations of motion is
ρu¨(x, t) +Au(x, t)−
∫ t
0
β(t− s)Au(x, s) ds = f(x, t) in Ω× (0, T ),(2.8)
together with the boundary and initial conditions in (2.7). We note that (2.8)
is the strong form of the equation of motion of the simplest fractional model of
viscoelasticity (2.1), in the convolution integral formulation. And we note that
(2.7) is also valid for small deformations, that is true deviatoric and bulk parts.
Well-posedness and regularity of the simplified problem (2.8) was studied in
[22], in the framework of the semigroup of linear operators. The drawback of
the framework is that this does not admit non-homogeneous Neumann boundary
condition. More details and examples of the simplified problem (2.8) can be found
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in [1], [2], [3], [13], [15], [16], and [35], e.g., bar, beam and plain starin in 2D can
be found in [13], [15], and [16].
3. Existence and uniqueness
In this section we prove existence and uniqueness of a weak solution of (2.7)
using Galerkin’s method, in a similar way for hyperbolic PDE’s in [9], [18]. To
this end, we first formulate the weak form of the model problem (2.7). Then we
introduce the Galerkin approximation of a weak solution of (2.7) in a classical way,
and we obtain a priori estimates for approximate solutions. These will be used to
construct a weak solution, and then uniqueness will be verified.
3.1. Weak formulation. We define the bilinear form (with the usual summation
convention)
a(u, v) =
∫
Ω
(
2µǫij(u)ǫij(v) + λǫii(u)ǫjj(v)
)
dx, ∀u, v ∈ V,
which is well-known to be coercive. In a similar way, corresponding to Ai, i =
1, 2, the bilinear forms ai(u, v) are defined. We introduce the function spaces
H = L2(Ω)
d, HΓN = L2(ΓN)
d, and V = {v ∈ H1(Ω)d : v|ΓD= 0}. We denote the
norms in H and HΓN by ‖ · ‖ and ‖ · ‖ΓN , respectively, and we equip V with the
inner product a(·, ·) and norm ‖v‖2V = a(v, v). We note that, for v ∈ V ,
(3.1) ai(v, v) ≤ ‖v‖
2
V .
Now we define a weak solution to be a function u = u(x, t) that satisfies
u ∈ L2((0, T );V ), u˙ ∈ L2((0, T );H), u¨ ∈ L2((0, T );V
∗),(3.2)
ρ〈u¨(t), v〉 + a(u(t), v)−
2∑
i=1
∫ t
0
βi(t− s)ai(u(s), v) ds(3.3)
= (f(t), v) + (g(t), v)ΓN , ∀v ∈ V, a.e. t ∈ (0, T ),
u(0) = u0, u˙(0) = v0.(3.4)
Here (g(t), v)ΓN =
∫
ΓN
g(t)·v dS, and 〈·, ·〉 denotes the pairing of V ∗ and V . We note
that (3.2) implies, by a classical result for Sobolev spaces, that u ∈ C([0, T ];H), u˙ ∈
C([0, T ];V ∗) so that the initial conditions (3.4) make sense for u0 ∈ H, v0 ∈ V ∗.
3.2. Galerkin approximations. Let {(λj , ϕj)}
∞
j=1 be the eigenpairs of the weak
eigenvalue problem
(3.5) a(ϕ, v) = λ(ϕ, v), ∀v ∈ V.
It is known that {ϕj}
∞
j=1 can be chosen to be an ON-basis in H and an orthogonal
basis for V .
Now, for a fixed positive integer m ∈ N, we seek a function of the form
(3.6) um(t) =
m∑
j=1
dj(t)ϕj
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to satisfy
ρ(u¨m(t), ϕk) + a(um(t), ϕk)−
2∑
i=1
∫ t
0
βi(t− s)ai(um(s), ϕk) ds
= (f(t), ϕk) + (g(t), ϕk)ΓN , k = 1, . . . , m, t ∈ (0, T ),
(3.7)
with initial conditions
(3.8) um(0) =
m∑
j=1
(u0, ϕj)ϕj , u˙m(0) =
m∑
j=1
(v0, ϕj)ϕj .
Lemma 1. For each m ∈ N, there exists a unique function um of the form (3.6)
satisfying (3.7)-(3.8).
Proof. Using (3.6) and the fact that {ϕj}
∞
j=1 is an ON-basis for H and a solution
of the eigenvalue problem (3.5), we obtain from (3.7) that,
ρd¨k(t) + λkdk(t)−
m∑
j=1
2∑
i=1
ai(ϕj , ϕk)(βi ∗ dj)(t)
= fk(t) + gk(t), k = 1, . . . , m, t ∈ (0, T ),
(3.9)
where ∗ denotes the convolution, and fk(t) = (f(t), ϕk), gk(t) = (g(t), ϕk)ΓN . This
is a linear system of second order ODE’s with initial conditions
(3.10) dk(0) = (u
0, ϕk), d˙k(0) = (v
0, ϕk), k = 1, . . . ,m.
The Laplace transform can be used, for example, to find the unique solution of the
system.
We note that, the Laplace transform of the Mittag-Leffler function is, see e.g.,
[31],
L(Eα(at
α)) =
sα−1
sα − a
, Re(s) > |a|1/α,
and therefore, for the kernels βi, i = 1, 2, defined in (2.3), we have
βˆi(s) = L(βi(t)) = −γisL(Eαi(−τ
−αi
i t
αi)) + γiEαi(0)
= −γis
sαi−1
sαi + τ−αii
+ γi = γi − γi
sαi
sαi + τ−αii
=
γi
(τis)αi + 1
< 1 , Re(s) > τ−1i .
Now taking the Laplace transform of (3.9) we get (we use an over-hat for the
Laplace transform),
(s2ρ+ λk)dˆk(s)−
m∑
j=1
2∑
i=1
ai(ϕj , ϕk)
γi
(τis)αi + 1
dˆj(s)
= fˆk(s) + gˆk(s) + sρdk(0) + ρd˙k(0),
k = 1, . . . ,m, Re(s) >
1
min{τ1, τ2}
,
(3.11)
that can be written in the matrix form
QDˆ = Fˆ + P.
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Here
Q(s) = (Qj,k(s))
m
j,k=1 =
{
ρs2 + λk −
∑2
i=1 ai(ϕk, ϕj)
γi
(τis)αi+1
, j = k,
−
∑2
i=1 ai(ϕk, ϕj)
γi
(τis)αi+1
, j 6= k,
Dˆ(s) = (dˆk(s))
m
k=1, Fˆ (s) = (fˆk(s) + gˆk(s))
m
k=1, P (s) = (sρdk(0) + ρd˙k(0))
m
k=1,
and we note that the entries of matrix A are analytic.
For the extreme cases αi = 0, 1, i = 1, 2, components of Dˆ = Q
−1(Fˆ + P ) are
proper rational functions, and it is well-known that the inverse Laplace transform
is uniquely computable, using partial fractions expansion. Therefore α1, α2 ∈ (0, 1)
interpolates between these two cases, for which the inverse Laplace transform is
uniquely computable. Indeed, having {sj}
J
j=1 finite poles for Dˆ = Q
−1(Fˆ +P ), we
denote
a = max
{ 1
min{τ1, τ2}
,Re(sj), . . . ,Re(sJ )
}
, a = min
{
Re(sj), . . . ,Re(sJ)
}
.
Therefore Q−1(Fˆ +P ) is analytic for Re(s) > a, and the inverse Laplace transform
is uniquely computable, [20, Theorem 8.5], and for the contour a ≤ Re(s) ≤ a one
can use the residue theorem.
Hence, there is a unique solution for the linear system (3.9), and this completes
the proof. 
For our analysis below to manipulate the non-homogeneous Neumann boundary
condition, recalling (2.3) and (2.4), we define the functions
ξi(t) = γi −
∫ t
0
βi(s) ds =
∫ ∞
t
βi(s) ds = γiEαi(t), i = 1, 2,
and it is easy to see that
Dtξi(t) = −βi(t) < 0, ξi(0) = γi, lim
t→∞
ξi(t) = 0, 0 < ξi(t) ≤ γi.(3.12)
Besides, ξi are completely monotonic functions, that is,
(−1)jDjt ξi(t) ≥ 0, t ∈ (0,∞), j ∈ N,
since the Mittag-Leffler functions Eαi , αi ∈ [0, 1] are completely monotonic. Conse-
quently, an important property of ξi, i = 1, 2, is that, they are positive type kernels,
that is, they are continuous and, for any T ≥ 0, satisfy∫ T
0
∫ t
0
ξi(t− s)φ(t)φ(s) ds dt ≥ 0, ∀φ ∈ C([0, T ]).(3.13)
For more details on these concepts and their properties see, e.g., [17] and [37].
Our plan is to send m→∞ and prove existence of a weak solution of (3.2)-(3.4).
To this end, we first need some a priori estimates that are independent of m, that
is given in the next theorem.
Theorem 1. If u0 ∈ V, v0 ∈ H, g ∈ W 11 ((0, T );HΓN), f ∈ L2((0, T );H), there is
a constant C = C(Ω, γ1, γ2, ρ, T ) such that,
‖um‖L∞((0,T );V ) + ‖u˙m‖L∞((0,T );H) + ‖u¨m‖L2((0,T );V ∗)
≤ C
{
‖u0‖V + ‖v
0‖+ ‖g‖W 1
1
((0,T );HΓN )
+ ‖f‖L2((0,T );H)
}
.
(3.14)
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Proof. We organize our proof in 2 steps.
1. First, we prove the estimate (3.14) for um and u˙m, that is based on a standard
energy method. Since βi(t − s) = Dsξi(t − s) and ξi(0) = γi , by (3.12), we first
write (3.7), after partial integration in time, as
ρ(u¨m(t), ϕk) + a(um(t), ϕk)−
2∑
i=1
γiai(um(t), ϕk)
+
2∑
i=1
∫ t
0
ξi(t− s)ai(u˙m(s), ϕk) ds
= (f(t), ϕk) + (g(t), ϕk)ΓN
−
2∑
i=1
ξi(t)ai(um(0), ϕk), k = 1, . . . , m, t ∈ (0, T ).
Then multiplying by d˙k(t), summing over k = 1, . . . ,m, and integrating with respect
to t, we have
ρ‖u˙m(t)‖
2+(1− γ¯)‖um(t)‖
2
V + 2
2∑
i=1
∫ t
0
∫ r
0
ξi(r − s)ai(u˙m(s), u˙m(r)) ds dr
≤ ρ‖u˙m(0)‖
2 + (1− γ)‖um(0)‖
2
V
+ 2
∫ t
0
(f(r), u˙m(r)) dr + 2
∫ t
0
(g(r), u˙m(r))ΓN dr
− 2
2∑
i=1
∫ t
0
ξi(r)ai(um(0), u˙m(r)) dr,
where γ¯ = max{γ1, γ2} and γ = min{γ1, γ2}. We note that 0 < γ, γ¯ < 1. Since
ξi, i = 1, 2 are positive type kernels, recalling (3.13), the third term of the left hand
side is non-negative. Then integration by parts in the last two terms at the right
side yields
ρ‖u˙m(t)‖
2 + (1− γ¯)‖um(t)‖
2
V
≤ ρ‖u˙m(0)‖
2 + (1− γ)‖um(0)‖
2
V + 2
∫ t
0
(f(r), u˙m(r)) dr
− 2
∫ t
0
(g˙(r), um(r))ΓN dr + 2(g(t), um(t))ΓN − 2(g(0), um(0))ΓN
− 2
2∑
i=1
∫ t
0
βi(r)ai(um(0), um(r)) dr
− 2
2∑
i=1
ξi(t)ai(um(0), um(t)) + 2
2∑
i=1
ξi(0)ai(um(0), um(0)).
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This, using the Cauchy-Schwarz inequality, the trace theorem, ‖βi‖L1(R+) = γi,
ξi(t) ≤ ξi(0) = γi, and (3.1), implies
ρ‖u˙m(t)‖
2 + (1 − γ¯)‖um(t)‖
2
V
≤ ρ‖u˙m(0)‖
2 + (1− γ)‖um(0)‖
2
V
+ 2/C1 max
0≤r≤t
‖u˙m(r)‖
2 + C1
(∫ t
0
‖f(r)‖ dr
)2
+ 2CTrace/C2 max
0≤r≤t
‖um(r)‖
2
V + 2CTraceC2
(∫ t
0
‖g˙(r)‖HΓN
)2
+ 2CTrace/C3‖um(t)‖
2
V + 2CTraceC3‖g(t)‖
2
HΓN
+ 2CTrace/C4‖um(0)‖
2
V + 2CTraceC4‖g(0)‖
2
HΓN
+ 2/C5
( 2∑
i=1
γi
)
‖um(0)‖
2
V + 2C5
( 2∑
i=1
γi
)
max
0≤r≤t
‖um(r)‖
2
V
+ 2/C6
( 2∑
i=1
γi
)
‖um(0)‖
2
V + 2C6
( 2∑
i=1
γi
)
‖um(t)‖
2
V + 2
( 2∑
i=1
γi
)
‖um(0)‖
2
V .
Hence, considering the facts that CTrace = C(Ω), ‖u˙m(0)‖ ≤ ‖v
0‖, and ‖um(0)‖V ≤
‖u0‖V , for some constant C = C(Ω, γ1, γ2, ρ, T ), we have
‖u˙m‖
2
L∞((0,T );H)
+ ‖um‖
2
L∞((0,T );V )
≤ C
{
‖v0‖2 + ‖u0‖2V + ‖g‖
2
L∞((0,T );HΓN )
+ ‖f‖2L1((0,T );H) + ‖g˙‖
2
L1((0,T );HΓN )
}
.
This, and the facts that ‖g‖L∞((0,T );HΓN ) ≤ C‖g‖W 11 ((0,T );HΓN ), by Sobolev inequal-
ity, and ‖f‖L1((0,T );H) ≤ C‖f‖L2((0,T );H), imply
‖u˙m‖
2
L∞((0,T );H)
+ ‖um‖
2
L∞((0,T );V )
≤ C
{
‖v0‖2 + ‖u0‖2V + ‖g‖
2
W 1
1
((0,T );HΓN )
+ ‖f‖2L2((0,T );H)
}
.
(3.15)
2. Now we need to find a bound for u¨m, that is by duality with a suitable
decomposition of the test functions v ∈ V . For any fixed v ∈ V with ‖v‖V ≤ 1, we
write v = v1 + v2, where v1 ∈ span{ϕj}
m
j=1, v
2 ∈ span({ϕj}
m
j=1)
⊥. We note that
‖v1‖V ≤ 1. Then from (3.7) we obtain,
ρ〈u¨m(t), v〉 = ρ(u¨m(t), v
1) = (f(t), v1) + (g(t), v1)ΓN − a(um(t), v
1)
+
2∑
i=1
∫ t
0
βi(t− s)ai(um(s), v
1) ds,
that, using the Cauchy-Schwarz inequality, the trace theorem, and (3.1), implies
|〈u¨m(t), v〉| ≤
1
ρ
(
‖f(t)‖+ CTrace‖g(t)‖+ ‖um(t)‖V + max
0≤s≤t
‖um(s)‖V
2∑
i=1
γi
)
.
This, using (3.15), in a standard way implies
‖u¨m‖
2
L2((0,T );V ∗)
≤ C
{
‖f‖2L2((0,T );H) + ‖g‖
2
L2((0,T );HΓN )
+ ‖v0‖2 + ‖u0‖2V + ‖g‖
2
W 1
1
((0,T );HΓN )
}
.
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Therefore, for some constant C = C(Ω, γ1, γ2, ρ, T ),
‖u¨m‖
2
L2((0,T );V ∗)
≤ C
{
‖v0‖2 + ‖u0‖2V + ‖g‖
2
W 1
1
((0,T );HΓN )
+ ‖f‖2L2((0,T );H)
}
.
This and (3.15) imply the estimate (3.14), and the proof is complete. 
Remark 2. We note that Lemma 1 and Theorem 1 are also applied to the simplified
model problem (2.8) in Remark 1. That is, there exists a unique function um of
the form (3.6) satisfying
ρ(u¨m(t), ϕk) + a(um(t), ϕk)−
∫ t
0
β(t− s)a(um(s), ϕk) ds
= (f(t), ϕk) + (g(t), ϕk)ΓN , k = 1, . . . , m, t ∈ (0, T ),
with initial conditions (3.8). Moreover, the a priori estimate (3.14) still holds with
C = C(Ω, γ, ρ, T ).
3.3. Existence and uniqueness of the weak solution. First we use Theorem
1, and pass to limits m→∞, to prove existence a weak solution of (2.7), that is a
solution of (3.2)–(3.4). Then we prove uniqueness in Theorem 3.
Theorem 2. If u0 ∈ V, v0 ∈ H, g ∈ W 11 ((0, T );HΓN), f ∈ L2((0, T );H), there
exists a weak solution of (2.7).
Proof. We need to show that there is a solution of (3.2)-(3.4), that is a weak solution
of (2.7). We organize our proof in 4 steps.
1. First we note that the estimate (3.14) does not depend on m, so we have
‖um‖L∞((0,T );V ) + ‖u˙m‖L∞((0,T );H) + ‖u¨m‖L2((0,T );V ∗)
≤ K = K(Ω, γ1, γ2, T, u
0, v0, f, g).
This means that the sequences {um}
∞
m=1, {u˙m}
∞
m=1, {u¨m}
∞
m=1 are bounded,
{um}
∞
1 is bounded in L∞((0, T );V ) ⊂ L2((0, T );V ),
{u˙m}
∞
1 is bounded in L∞((0, T );H) ⊂ L2((0, T );H),
{u¨m}
∞
1 is bounded in L2((0, T );V
∗).
(3.16)
2. Now we prove that the sequence {um}
∞
m=1 passes to a limit that satisfies (3.2).
From (3.16) and a classical result in functional analysis, we conclude that the
sequences {um}
∞
m=1, {u˙m}
∞
m=1, {u¨m}
∞
m=1 are weakly precompact. That is, there
are subsequences of {um}
∞
m=1, {u˙m}
∞
m=1, {u¨m}
∞
m=1, such that
ul ⇀ u in L2((0, T );V ),
u˙l ⇀ u˙ in L2((0, T );H),
u¨l ⇀ u¨ in L2((0, T );V
∗),
(3.17)
where the index l is a replacement of the label of the subsequences and ’⇀’ denotes
weak convergence. Consequently, the limit function u satisfies (3.2). So it remains
to verify (3.3) and (3.4).
3. To show (3.3) we fix a positive integer N and we choose v ∈ C([0, T ];V ) of
the form
(3.18) v(t) =
N∑
j=1
hj(t)ϕj .
12 F. SAEDPANAH
Then we take l ≥ N and by (3.7) we have
∫ T
0
(
ρ〈u¨l, v〉+ a(ul, v)−
2∑
i=1
∫ t
0
βi(t− s)ai(ul(s), v) ds
)
dt
=
∫ T
0
(
(f, v) + (g, v)ΓN
)
dt.
(3.19)
This, by (3.17), implies in the limit
∫ T
0
(
ρ〈u¨, v〉+ a(u, v)−
2∑
i=1
∫ t
0
βi(t− s)ai(u(s), v) ds
)
dt
=
∫ T
0
(
(f, v) + (g, v)ΓN
)
dt.
(3.20)
Since functions of the form (3.18) are dense in L2((0, T );V ), this equality then
holds for all functions v ∈ L2((0, T );V ), and further it implies (3.3).
4. Finally, we need to show that u satisfies the initial conditions (3.4). Let
v ∈ C2([0, T ];V ) be any function with v(T ) = v˙(T ) = 0. Then by partial integration
in (3.19) we have
∫ T
0
(
ρ〈ul, v¨〉+ a(ul, v)−
2∑
i=1
∫ t
0
βi(t− s)ai(ul(s), v) ds
)
dt
=
∫ T
0
(
(f, v) + (g, v)ΓN
)
dt− ρ(ul(0), v˙(0)) + ρ(u˙l(0), v(0)),
so that, recalling (3.17) and (3.8), in the limit we conclude,
∫ T
0
(
ρ〈u, v¨〉+ a(u, v)−
2∑
i=1
∫ t
0
βi(t− s)ai(u(s), v) ds
)
dt
=
∫ T
0
(
(f, v) + (g, v)ΓN
)
dt− ρ(u0, v˙(0)) + ρ(v0, v(0)).
On the other hand integration by parts in (3.20) gives,
∫ T
0
(
ρ〈u, v¨〉+ a(u, v)−
2∑
i=1
∫ t
0
βi(t− s)ai(u(s), v) ds
)
dt
=
∫ T
0
(
(f, v) + (g, v)ΓN
)
dt− ρ(u(0), v˙(0)) + ρ(v(0), v(0)).
Compairing the last two identities we conclude (3.4), since v(0), v˙(0) are arbitrary.
Hence u satisfies (3.2)-(3.4), that is u is a weak solution of (2.7). The proof is
now complete.

Theorem 3. If u0 ∈ V, v0 ∈ H, g ∈ W 11 ((0, T );HΓN), f ∈ L2((0, T );H), then the
weak solution of (2.7) is unique.
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Proof. To prove uniqueness, it is enough to show that u = 0 is the solution of
(3.2)–(3.4) for u0 = v0 = f = g = 0. Let us fix r ∈ [0, T ] and define
v(t) =


∫ r
t
u(ω) dω 0 ≤ t ≤ r,
0 r ≤ t ≤ T.
We note that
(3.21) v(t) ∈ V, v(r) = 0, v˙(t) = −u(t).
Then inserting v in (3.3) and integrating with respect to t, we have
(3.22)
∫ r
0
(
ρ〈u¨, v〉+ a(u, v)
)
dt−
2∑
i=1
∫ r
0
∫ t
0
βi(t− s)ai(u(s), v(t)) ds dt = 0.
For the second term, recalling −βi(t) = Dtξi(t), i = 1, 2 from (3.12), we obtain
−
∫ r
0
∫ t
0
βi(t− s)ai(u(s), v(t)) ds dt =
∫ r
0
∫ r
s
Dtξi(t− s)ai(u(s), v(t)) dt ds
=
∫ r
0
ξi(r − s)ai(u(s), v(r)) ds
−
∫ r
0
ξi(0)ai(u(s), v(s)) ds
−
∫ r
0
∫ r
s
ξi(t− s)ai(u(s), v˙(t)) dt ds
= −γi
∫ r
0
ai(u(s), v(s)) ds
+
∫ r
0
∫ t
0
ξi(t− s)ai(u(s), u(t)) ds dt,
where we changed the order of integrals and we used integration by parts, ξi(0) = γi
from (3.12), and v(r) = 0 from (3.21). Therefore integration by parts in the first
term of (3.22) yields∫ r
0
(
− ρ(u˙, v˙) + a(u, v)
)
dt−
2∑
i=1
γi
∫ r
0
ai(u, v) dt
+
2∑
i=1
∫ r
0
∫ t
0
ξi(t− s)ai(u(s), u(t)) ds dt = 0.
This, using (3.21), implies
ρ‖u(r)‖2 − ρ‖u(0)‖2 − ‖v(r)‖2V + ‖v(0)‖
2
V +
2∑
i=1
γi
(
ai(v(r), v(r)) − ai(v(0), v(0))
)
+ 2
2∑
i=1
∫ r
0
∫ t
0
ξi(t− s)ai(u(s), u(t)) ds dt = 0.
Consequently, recalling (3.13), v(r) = 0, u(0) = 0, 0 < γ¯ = max{γ1, γ2} < 1, and
the fact that ai(w,w) ≥ 0, we have
ρ‖u(r)‖2 + (1− γ¯)‖v(0)‖2V ≤ 0,
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that implies u = 0 a.e., and this completes the proof. 
Remark 3. Theorem 2 and Theorem 3 also hold for the simplified problem (2.8),
see Remark 1 and Remark 2. That is, with the assumptions in Theorem 2, there
exists a unique weak solution for the simplified problem.
4. Regularity
Here we study the regularity of the unique weak solution of (2.7), that is, a
solution of (3.2)–(3.4). We explain the limitations for higher regularity in Remark
4. We also prove higher regularity of any order of the solution of models with
smooth kernels in Theorem 4.
Corollary 1. If u0 ∈ V, v0 ∈ H, g ∈ W 11 ((0, T );HΓN), and f ∈ L2((0, T );H), then
for the unique solution u of (3.2)–(3.4) we have
(4.1) u ∈ L∞((0, T );V ), u˙ ∈ L∞((0, T );H), u¨ ∈ L2((0, T );V
∗).
Moreover we have the estimate
‖u‖L∞((0,T );V ) + ‖u˙‖L∞((0,T );H) + ‖u¨‖L2((0,T );V ∗)
≤ C
{
‖u0‖V + ‖v
0‖+ ‖g‖W 1
1
((0,T );HΓN )
+ ‖f‖L2((0,T );H)
}
.
(4.2)
Proof. It is known that if um ⇀ u, then
‖u‖ ≤ lim
m→∞
inf ‖um‖.
Then, by (3.17) and the a priori estimates (3.14), we conclude (4.1) and (4.2). 
We note that, using Remark 3, Corollary 1 applies also to the simplified problem
(2.8).
It is known from the theory of the elliptic operators, that global higher spatial
regularity can not be obtained with mixed boundary conditions. Therefore we
specialize to the homogeneous Dirichlet boundary condition, that is ΓN = ∅, and
assume that the polygonal domain Ω is convex. We recall the usual Sobolev spaces
Hr = Hr(Ω) and we note that here V = H10 (Ω). We then use the extension
of the operator A to an abstract operator with D(A) = H2(Ω)d ∩ V such that
a(u, v) = (Au, v) for sufficiently smooth u, v. We note that, the elliptic regularity
holds, that is,
(4.3) ‖u‖H2 ≤ C‖Au‖, u ∈ H
2(Ω)d ∩ V.
Theorem 4. We assume that ΓN = ∅, and
(4.4)
2∑
i=1
∫ t
0
βi(s) ds < 1 or
∫ t
0
max
i=1,2
βi(s) ds <
1
2
.
If u0 ∈ H2, v0 ∈ V , and f˙ ∈ L2((0, T );H), then for the unique solution u of
(3.2)-(3.4) we have
u ∈ L∞((0, T );H
2), u˙ ∈ L∞((0, T );V ),
u¨ ∈ L∞((0, T );H),
...
u ∈ L2((0, T );V
∗).
(4.5)
Moreover we have the estimate
‖u‖L∞((0,T );H2) + ‖u˙‖L∞((0,T );V ) + ‖u¨‖L∞((0,T );H) + ‖
...
u‖L2((0,T );V ∗)
≤ C
{
‖u0‖H2 + ‖v
0‖V + ‖f‖H1((0,T );H)
}
.
(4.6)
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Proof. We need to show that estimate (4.6) holds for the sequence {um}
∞
m=1, and
its time derivatives. Then, similar to the proof of Corollary 1, in the limit we
conclude (4.5) and (4.6). We organize our proof in 3 steps.
1. First we find a bound for the sequences {u˙m}
∞
m=1, {u¨m}
∞
m=1 in L∞((0, T );V )
and L∞((0, T );H), respectively. Differentiating (3.7) with respect to time, with
notation v = v˙, we have
ρ(u¨m(t), ϕk) + a(um(t), ϕk)−
2∑
i=1
∫ t
0
βi(t− s)ai(um(s), ϕk) ds
= (f(t), ϕk) +
2∑
i=1
βi(t)ai(um(0), ϕk), k = 1, . . . , m, t ∈ (0, T ),
(4.7)
with the initial conditions
um(0) = u˙m(0) =
m∑
j=1
(v0, ϕj)ϕj ,
u˙m(0) = u¨m(0) =
m∑
j=1
(
f(0)−Aum(0), ϕj
)
ϕj .
(4.8)
Then, using βi(t− s) = Dsξi(t− s) from (3.12) and partial integration in time, we
have
ρ(u¨m(t), ϕk) + a(um(t), ϕk)−
2∑
i=1
γiai(um(t), ϕk)
+
2∑
i=1
∫ t
0
ξi(t− s)ai(u˙m(s), ϕk) ds
= (f(t), ϕk) +
2∑
i=1
βi(t)ai(um(0), ϕk)
−
2∑
i=1
ξi(t)a(um(0), ϕk), k = 1, . . . , m, t ∈ (0, T ).
Now, multiplying by d¨k(t), summing k = 1, . . . , m, and integration with respect to
t, we have
ρ‖u˙m(t)‖
2 + (1 − γ¯)‖um(t)‖
2
V
+ 2
2∑
i=1
∫ t
0
∫ r
0
ξi(r − s)ai(u˙m(s), u˙m(r)) ds dr
≤ ρ‖u˙m(0)‖
2 + (1− γ)‖um(0)‖
2
V
+ 2
∫ t
0
(f(r), u˙m(r)) dr + 2
2∑
i=1
∫ t
0
βi(r)ai(um(0), u˙m(r)) dr
− 2
2∑
i=1
∫ t
0
ξi(r)ai(um(0), u˙m(r)) dr,
where we recall that ξi(0) = γi, γ¯ = max{γ1, γ2}, and γ = min{γ1, γ2}. Then,
recalling the fact that ξi are positive definite (3.13) and integration by parts in the
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last term, we obtain
ρ‖u˙m(t)‖
2 + (1− γ¯)‖um(t)‖
2
V
≤ ρ‖u˙m(0)‖
2 + (1− γ)‖um(0)‖
2
V
+ 2
∫ t
0
(f(r), u˙m(r)) dr + 2
2∑
i=1
∫ t
0
βi(r)ai(um(0), u˙m(r)) dr
− 2
2∑
i=1
∫ t
0
βi(r)ai(um(0), um(r)) dr
− 2
2∑
i=1
ξi(t)ai(um(0), um(t)) + 2
2∑
i=1
ξi(0)ai(um(0), um(0)),
that, using the Cauchy-Schwarz inequality, ‖βi‖L1(R+) = γi, ξi(t) ≤ ξi(0) = γi, and
(3.1), implies
ρ‖u˙m(t)‖
2 + (1 − γ¯)‖um(t)‖
2
V
≤ ρ‖u˙m(0)‖
2 + (1− γ)‖um(0)‖
2
V
+ 2/C1 max
0≤r≤t
‖u˙m(r)‖
2 + C1
(∫ t
0
‖f(r)‖ dr
)2
+ 2/C2
( 2∑
i=1
γi
)
‖um(0)‖
2
H2 + 2
( 2∑
i=1
γi
)
C2 max
0≤r≤t
‖u˙m(r)‖
2
+ 2/C3
( 2∑
i=1
γi
)
‖um(0)‖
2
V + 2
( 2∑
i=1
γi
)
C3 max
0≤r≤t
‖um(r)‖
2
V
+ 2/C4
( 2∑
i=1
γi
)
‖um(0)‖
2
V + 2
( 2∑
i=1
γi
)
C4‖um(t)‖
2
V + 2
( 2∑
i=1
γi
)
‖um(0)‖
2
V .
This implies, for some constant C = C(γ1, γ2, ρ, T ),
‖u˙m‖
2
L∞((0,T );H)
+ ‖um‖
2
L∞((0,T );V )
≤ C
{
‖u˙m(0)‖
2 + ‖um(0)‖
2
V + ‖um(0)‖
2
H2 + ‖f‖
2
L1((0,T );H)
}
.
Then recalling u = u˙, the initial data from (4.8), and using
‖um(0)‖H2 ≤ ‖u
0‖H2 , ‖u˙m(0)‖V ≤ ‖v
0‖V ,
we have
‖u¨m‖
2
L∞((0,T );H)
+ ‖u˙m‖
2
L∞((0,T );V )
≤ C
{
‖u0‖2H2 + ‖v
0‖2V + ‖f(0)‖
2 + ‖f‖2L1((0,T );H)
}
.
(4.9)
2. We now find a bound for {um}
∞
m=1 in L∞((0, T );H
2). We recall the eigenvalue
problem (3.5) with eigenpairs {(λj , ϕj)}
∞
j=1. Then we multiply (3.7) by λkdk(t) and
add for k = 1, . . . , m to obtain
(4.10) a(um, Aum) = (f − ρu¨m, Aum) +
2∑
i=1
∫ t
0
βi(t− s)ai(um(s), Aum(t)) ds.
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This, using the Cauchy-Schwarz inequality and (3.1), implies
‖Aum(t)‖
2 ≤
2
ǫ
(
‖f(t)‖2 + ρ2‖u¨m(t)‖
2
)
+ ǫ‖Aum(t)‖
2
+
( 2∑
i=1
∫ t
0
βi(s) ds
)
max
0≤s≤t
‖Aum(s)‖
2,
(4.11)
that, by elliptic regularity (4.3) and assumption (4.4), gives us
‖um‖
2
L∞((0,T );H2)
≤ C
(
‖f‖2L∞((0,T );H) + ‖u¨m‖
2
L∞((0,T );H)
)
.
From this and (4.9) we conclude
‖u¨m‖
2
L∞((0,T );H)
+ ‖u˙m‖
2
L∞((0,T );V )
+ ‖um‖
2
L∞((0,T );H2)
≤ C
{
‖u0‖2H2 + ‖v
0‖2V + ‖f‖
2
L∞((0,T );H)
+ ‖f‖2L1((0,T );H)
}
,
that using ‖f‖L∞((0,T );H) ≤ C‖f‖W 11 ((0,T );H), by Sobolev inequality, we have
‖u¨m‖
2
L∞((0,T );H)
+ ‖u˙m‖
2
L∞((0,T );V )
+ ‖um‖
2
L∞((0,T );H2)
≤ C
{
‖u0‖2H2 + ‖v
0‖2V + ‖f‖
2
W 1
1
((0,T );H)
}
≤ C
{
‖u0‖2H2 + ‖v
0‖2V + ‖f‖
2
H1((0,T );H)
}
.
3. Finally from (4.7), similar to step 2 of the proof of Theorem 1, we obtain
‖
...
um‖
2
L2((0,T );V ∗)
≤ C
{
‖u0‖2H2 + ‖v
0‖2V + ‖f‖
2
H1((0,T );H)
}
.
The last two estimates then, in the limit, imply (4.5) and the desired estimate (4.6).
The proof is now complete. 
Remark 4. If we continue differentiating (4.7) in time to investigate more regu-
larity, we obtain
ρ(
...
um(t), ϕk) + a(u˙m(t), ϕk)−
2∑
i=1
∫ t
0
βi(t− s)ai(u˙m(s), ϕk) ds
= (f¨(t), ϕk) +
2∑
i=1
β˙i(t)ai(um(0), ϕk)
+
2∑
i=1
βi(t)ai(um(0), ϕk), k = 1, . . . , m, t ∈ (0, T ),
Further, from β˙i(t)ai(um(0), ϕk), i = 1, 2, we get β˙i(t)ai(um(0), u¨m(t)), but the
β˙i are not integrable. Besides, after integration in time, we can not use partial
integration to transfer one time derivative from β˙i to u¨m(t), since βi is singular at
t = 0. This means that we can not get more regularity with weakly singular kernels
βi. This also indicates that with smoother kernel we can get higher regularity in case
of homogeneous Dirichlet boundary condition under the appropriate assumption on
the data, that is, more regularity and compatibility conditions.
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Remark 5. For the simplified problem (2.8), the inequality (4.11) is
‖Aum(t)‖
2 ≤
2
ǫ
(
‖f(t)‖2 + ρ2‖u¨m(t)‖
2
)
+ ǫ‖Aum(t)‖
2
+
(∫ t
0
β(s) ds
)
max
0≤s≤t
‖Aum(s)‖
2.
Hence, the assumption (4.4) can be ignored, since
∫ t
0
β(s) ds < γ < 1. That is,
Theorem 3 applies also to the simplified problem (2.8), ignoring the assumption
(4.4).
Remark 6. We recall the definition of the operatorsA,A1 and A2 from (2.6). If the
solution u is regular such that its second order partial derivatives are comutative,
then the operator A1/2 is comutative with the operators A
1/2
1 , A
1/2
2 . Here, the
operator Al (l ∈ R) is defined by, see e.g., [36]
Alv =
∞∑
k=1
λlk(v, ϕk)ϕk,
where {(λk, ϕk)}
∞
k=1 are the eigenpairs of the operator A, and in a similar way A
l
1
and Al2 are defined. In this case the assumption (4.4) is replaced by∫ t
0
max
i=1,2
βi(s) ds < 1,
since in (4.10) we have
2∑
i=1
∫ t
0
βi(t− s)ai(um(s), Aum(t)) ds ≤
∫ t
0
max
i=1,2
βi(t− s)a(um(s), Aum(t)) ds
≤
(∫ t
0
max
i=1,2
βi(t− s) ds
)
max
0≤s≤t
‖Aum(s)‖
2,
where we used the fact that
ai(v,Av) = (A
1/2A
1/2
i A
1/2
i v,A
1/2v)
= (A
1/2
i A
1/2A
1/2
i v,A
1/2v) = ai(A
1/2v,A1/2v) ≥ 0.
In the next theorem we state regularity of any order of the solution of models
with smooth kernels. The proof is by induction and simillar to the proof of Theorem
4, and we omit the details.
Theorem 5. We assume that ΓN = ∅, and condition (4.4) holds. Assume (r =
0, 1, . . . )
u0 ∈ Hr+1, v0 ∈ Hr,
dkf
dtk
∈ L2((0, T );H
r−k), for k = 0, . . . , r,
βi ∈W
r−1
1 (0, T ), if r ≥ 2,
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and the rth-order compatibility conditions
u00 := u
0 ∈ V, u01 := v
0,
u02 :=
1
ρ
(f(0)−Au0) ∈ V, if r = 2
u0r :=
1
ρ
( dr−2
dtr−2
f(0)−Au0r−2 +
r−3∑
j=0
2∑
i=1
dj
dtj
βi(0)Aiu
0
r−3−j
)
∈ V, if r ≥ 3.
Then for the unique solution u of (3.2)-(3.4) we have
dk
dtk
u ∈ L∞((0, T );H
r+1−k) (k = 0, . . . , r + 1),
and we have the estimate
r+1∑
k=0
∥∥∥dku
dtk
∥∥∥
L∞((0,T );Hr+1−k)
≤ C
( r∑
k=0
∥∥∥dkf
dtk
∥∥∥
L2((0,T );Hr−k)
+ ‖u0‖Hr+1 + ‖v
0‖Hr
)
.
We note that, with βi ∈ W
r−1
1 (0, T ) we have βi ∈ C
r−2[0, T ] by Sobolev inequal-
ity. Therefore u0r in the compatibility conditions is well-defined.
We also note that Remark 5 holds for Theorem 5, too. Remark 6 can be applied
to Theorem 5, provided the solution u is smooth enough such that the operator
A
r+1
2 is comutative with the operators A
1/2
i , i = 1, 2, that is, when (r+2)-th order
partial derivatives of the solution u are comutative.
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