Abstract. Given a correspondence X over a C * -algebra A, we construct a C * -algebra A X ∞ and a Hilbert C * -bimodule X∞ over A X ∞ such that the augmented Cuntz-Pimsner C * -algebrasÕ X and the crossed product A X ∞ ⋊X∞ are isomorphic. This construction enables us to establish a condition for two augmented Cuntz-Pimsner C * -algebras to be Morita equivalent.
Introduction and preliminaries
The augmented Cuntz-Pimsner C * -algebraÕ X defined in [Pi] is a C * -algebra associated to an A-correspondence (X, φ X ) that is universal for certain covariance conditions (see [Pi, 3.12] ) when φ X is injective and X is full as a right Hilbert C * -module. On the other hand, when X is also a Hilbert C * -bimodule over the C * -algebra A the crossed product A ⋊ X defined in [AEE] is universal for covariance conditions that agree with those for whichÕ X is universal under the assumptions mentioned above.
Thus both constructions can be carried out when X is a Hilbert C * -bimodule, and they agree when X is full on the right and the action on the left is faithful. But this may fail if the condition of faithfulness of the left action is dropped, as the following example, shown to us by Søren Eilers, proves.
Let A = C ⊕ C and X = C be the Hilbert C * -bimodule over A obtained by setting:
(λ, µ) · x = λx, x · (λ, µ) = xµ, x, y L = (xy, 0) and x, y R = (0, xy).
Then X ⊗ X = 0 because x ⊗ y = x · (0, 1) ⊗ y = x ⊗ (0, 1) · y = x ⊗ 0. This implies thatÕ X = {0} whereas A ⋊ X is isomorphic to M 2 (C). This last statement can be checked directly by verifying that the *-homomorphism induced by the covariant pair of maps (i A , i X ) : (A, X) → M 2 (C) given by i A (λ, µ) = λ 0 0 µ , i X (x) = ( 0 x 0 0 ) is an isomorphism, or by noting that X is the bimodule associated (as described in [AEE, 3.2] ) to the partial action on A given by I = C⊕0, J = 0⊕C, θ(x, 0) = (0, x).
This shows that A ⋊ X andÕ X may not agree for a Hilbert C * -bimodule X over A. On the other hand, as mentioned in [AEE, 1] , for any A-correspondence (X, φ X ) the algebraÕ X is a crossed product A ∞ ⋊ X ∞ . The example above shows that the algebra A ∞ and the bimodule X ∞ do not necessarily agree with the original A and X when X is a Hilbert C * -bimodule over A. In this work we give an abstract construction of A ∞ and X ∞ , out of an A-correspondence (X, φ X ). Both A ∞ and X ∞ are described as direct limits of nicely related directed sequences in their respective categories. We apply this construction to the discussion of Morita equivalence of augmented Cuntz-Pimsner C * -algebras. One of our tools is a result from [AEE, 4.2] : if X and Y are Hilbert C * -bimodules over C * -algebras A and B respectively, and M is an A − B Morita equivalence bimodule such that the A − B Hilbert C * bimodules X ⊗ A M and M ⊗ B Y are isomorphic, then the crossed products A ⋊ X and B ⋊ Y are Morita equivalent. In Theorem 4.7 we establish a condition of this kind for the Morita equivalence of two augmented Cuntz-Pimsner C * -algebras. P. Muhly and B. Solel showed in [MS, 3.3, 3 .5] a similar result for Cuntz-Pimsner C * -algebras and for correspondences (X, φ X ) and (Y, φ Y ) such that the maps φ X and φ Y are injective and the correspondences are non-degenerate (that is, φ X (A)X = X and similarly for Y ). Our result for augmented C * -algebras does not require the action to be injective, but a condition related to non-degeneracy (see Remark 4.8) has to be met.
This work is organized as follows. Section 2 deals with the notion of direct limit of Hilbert C * -modules and proves some basic results that will be further required. In section 3 we construct, for an A-correspondence (X, φ X ), a C * -algebra A ∞ and a Hilbert C * -bimodule X ∞ over A ∞ such thatÕ X and A ∞ ⋊ X ∞ are isomorphic. In section 4 we use that construction together with [AEE, 4.2] to give a sufficient condition for the Morita equivalence of two augmented Cuntz-Pimsner C * -algebras. We start by recalling some definitions and by setting some notation. Notation 1.1. Let A and B be C * -algebras. If φ : A −→ B is a *-homomorphism, we denote by
Given a right Hilbert C * -module X over a C * -algebra A we denote by L(X) and K(X), respectively, the C * -algebras of adjointable and compact maps. For x, y ∈ X, we write θ x,y to denote the map θ x,y ∈ K(X) defined by θ x,y (z) = x y, z . For x ∈ X, |x| denotes the element |x| ∈ A defined by |x| = x, x 1/2 . Given subsets S and T of X, we write S, T to denote the set S, T = span{ s, t :
When X is a right Hilbert C * -module over A, the map x ⊗ a → xa, for x ∈ X and a ∈ A, is an isomorphism of right A-Hilbert C * -modules between X ⊗ A and X that associates the map T ∈ L(X) to the map T ⊗ id A ∈ L(X ⊗ A). Often in this work we will identify X with X ⊗ A and T ∈ L(X) with T ⊗ id A as above without further warning. For T ∈ L(X) we will understand that T ⊗0 is id A . We next recall some of the terminology in [MS] that we will adopt. Given C * -algebras A and B, an A − B correspondence (X, φ X ) consists of a right Hilbert C * -module X over B together with a * -homomorphism φ X : A −→ L(X). We will denote the correspondence by X and drop the reference to the map φ X when it does not lead to confusion. Besides, we will write a · x to denote [φ X (a)](x). Let X i be an A i − B i correspondence, for i = 1, 2. A homomomorphism of correspondences (σ, φ, π) consists of C * -algebra homomorphisms σ : A 1 −→ A 2 and π : B 1 −→ B 2 and a linear map φ :
for all x, y ∈ X 1 , a ∈ A 1 , b ∈ B 1 . Whenever A 1 = A 2 (respectively B 1 = B 2 ) and there is no reference to the map σ (respectively π) we assume it is the identity map. Two A − B correspondences X and Y are said to be isomorphic if there is a homomorphism (id A , J, id B ) where
Note that the map L C,X defined above for a C * -subalgebra C of L(X) is a homomorphism of C − A correspondences, for C acting on C ⊗ X via l ⊗ id X , l being left multiplication.
Homomorphisms of right Hilbert C * -modules and homomorphisms of Hilbert C * -bimodules are defined in the obvious analogous way, Hilbert C * -bimodules being defined as in [BMS, 1.8] .
be a homomorphism of right Hilbert C * -modules. Then φ is norm-decreasing, and it induces a C * -algebra homomorphism
As for the second statement, if
where
, where M ij = x i , x j and N ij = y i , y j . Therefore
which shows that φ * extends to a continuous map on K(X). Finally, it is straightforward to check that φ * is a * -homomorphism from the fact that (σ, φ) is a homomorphism of right Hilbert C * -modules.
2. Directed sequences of right Hilbert C * -modules
In this section we discuss a procedure to get, for a given A-correspondence (X, φ X ), a Hilbert C * -bimodule X ∞ over a C * -algebra A ∞ . We will show in next section that A ∞ ⋊ X ∞ is isomorphic toÕ X .
In order to get a left inner product on X one needs to add to Im φ the compact operators K(X). If one lets A 1 ⊂ L(X) be defined by A 1 = Im φ + K(X), then X is an A 1 − A Hilbert C * -bimodule, but there is no clear right action of A 1 on X. This suggests replacing X by X 1 := X ⊗ A A 1 . Thus we end up with an A 1 -correspondence X 1 , and the procedure can be iterated. We show how this iteration yields directed sequences {A n } and {X n } whose limits A ∞ and X ∞ are such that X ∞ is a Hilbert C * -bimodule over A ∞ . We will develop this procedure in a somewhat more general context that will be of use in the discussion of Morita equivalence in the last section.
* -algebras together with a directed sequence {(X n , φ X n )} of vector spaces such that X n is a right Hilbert C * -module over A n and (φ X n , φ A n ) is a homomorphism of right Hilbert C * -modules for each n ∈ N.
Remark 2.2. Let {(X n , A n , φ X n , φ A n )} be a directed sequence of right Hilbert C * -modules. Since the maps φ X n are norm decreasing by Lemma 1.2, the sequence {X n , φ X n } has a direct limit (X ∞ , {λ X n }), that can be described as follows. Let Y 0 be the vector space
It is well known that a similar description holds for the direct limit (A ∞ , {λ A n }) of the directed sequence of C * -algebras {A n , φ A n }, and that λ
We will say that (X ∞ , A ∞ , {λ Proof. We first check that the definition of the action on the right makes sense.
Given ǫ > 0, choose j ∈ N, j ≥ k, j ≥ n, and large enough to have φ
As for the definition of the right inner product, it makes sense because if λ
X∞ , which shows that the two norms on X ∞ agree.
The remaining properties and statements are apparent from the definitions.
Example 2.4. The following example will be of importance in this work. Given a correspondence (X, φ X ) over a C * -algebra A, let X(A) denote the C * -subalgebra
, where X(A) is viewed as an Im φ X − X(A) correspondence in the obvious way.
Note that
for m i , p j ∈ M , a i , b j ∈ A, and i = 1, 2, . . . , n, j = 1, 2, . . . , m
In particular
is a homomorphism of right Hilbert C * -modules. When M = X the map ψ X X will be denoted by ψ X . In this case (ψ X , φ X ) is a homomorphism of correspondences. Now, since X(X) and X(M ) are, respectively, a correspondence and a right Hilbert C * -module over X(A), the construction above can be iterated to get a sequence {A X n } n≥0 of C * -algebras and, for each n ≥ 0, a correspondence X n over A X n and a right A 
We also get right Hilbert C * -module homomorphisms
A,X n ) are, respectively, homomorphisms of correspondences and Hilbert C * -bimodules:
* -bimodule for all n ∈ N, the proof of Proposition 2.3 carries over to the left structure of X ∞ , and the compatibility between the left and the right structures on X ∞ is easily checked.
y y r r r r r r r r r r K(X ∞ ) which in turn yields a map
Note that {θ r,s : r, s ∈ λ
The map H is also isometric:
Therefore, by applying [KPW, 2.1] again,
3. Cuntz-Pimsner C * -algebras and crossed-products by Hilbert C * -bimodules
In this section we show that the pair (A ∞ , X ∞ ) obtained in Example 2.4 is such that A ∞ ⋊ X ∞ is isomorphic toÕ X . We begin by recalling some well-known facts about adjointable operators on the direct sum of Hilbert C * -modules. Given a sequence {X n } of right Hilbert C * -modules over a C * -algebra A, let
For an integer k, let
Given T ∈ ∆ k , we denote by T n the map T n ∈ L(X n , X n+k ) obtained by restricting T to X n . Then T = ∞ 0 T n and T = sup n T n . Note that ∆ k ⊂ M for all k ∈ Z.
Proof. We can assume that k = 0, since T * T ∈ ∆ 0 and (
Therefore T + J M/J ≥ l for all l < L, which ends the proof.
We next recall the definitions of the Cuntz-Pimsner algebras O X andÕ X given in [Pi] . Given a correspondence X over a C * -algebra A, let X n = X ⊗n , where
given by T x (y) = x ⊗ y if k > 0 and by T a (y) = ay, if a ∈ A, where x ⊗ a is identified with xa, for x ∈ X ⊗k , k ≥ 0, and a ∈ A.
For M and J defined as above, let π : M −→ M/J be the canonical projection and set S x = π(T x ), for x ∈ X k , k ≥ 0. The Cuntz-Pimsner C * -algebra O X and the augmented Cuntz-Pimsner C * -algebraÕ X are the C * -subalgebras of M/J generated by {S x : x ∈ X} and by {S t : t ∈ X ∪ A}, respectively. Notice that
n−1 for all n ≥ 1, we have by Lemma 3.1
Proof. Let T ∈ L(Y ). Then T ⊗ id Xi = 0 if and only if 0 = T y ⊗ x 2 = x, T y, T y · x for all x ∈ X i , y ∈ Y . That is, T ⊗ id Xi = 0 if and only if T y, T y ∈ ker φ i for all y ∈ Y . We can thus define a map T ⊗ id X1 → T ⊗ id X2 , which is a (norm-decreasing) *-homomorphism between the C * -algebras {T ⊗id X1 :
Corollary 3.4. Let (X, φ X ) and Y be, respectively, a correspondence and a right Hilbert C * -module over a C * -algebra A. Let X(A) be as in Example 2.4. Then for any T ∈ L(Y ) we have
Proof. It suffices to notice that an element a of A acts on X(A) by left multiplication by φ X (a). Since Im φ X ⊂ X(A), we conclude that a · X(A) = 0 if and only if φ X (a) = 0. Then the previous lemma applies in both directions and the equality holds.
Lemma 3.5. Given a correspondence (X, φ X ) over a C * -algebra A, let X(X), X(A), and ψ X : X −→ X(X) be as in Example 2.4.
For n ≥ 1, let β n : X(X) ⊗n −→ X ⊗n ⊗ φX X(A) be the isomorphism of X(A)-correspondences given by
, where L X(A),X is as in Notation 1.1. Then:
(
(2) We first prove the statement for m = 0. We assume, without loss of generality, that z = z 0 ⊗ xa, w = w 0 b, for x ∈ X, z 0 ∈ X ⊗n−1 , w 0 ∈ X ⊗n , and a, b ∈ A. Let u ∈ X ⊗n , r ∈ X(A). Then, by (1):
Let us denote by L the map L X(A),X defined in Notation 1.1. For m ≥ 1 we have
Remark 3.6. As discussed in [Pi, Remark 1.2, (2)], the automorphism of X given by x → λx for λ ∈ S 1 yields an automorphism γ λ ofÕ X , determined by γ λ (S x ) = λ k S x for x ∈ X ⊗k , k ≥ 0. In fact, this automorphism of X extends to an automorphismγ λ of E defined by γ λ (η) (k) = λ k η(k), for η ∈ E. Conjugation bẏ γ λ is an automorphism of L(E) that maps T x into λ k T x for x ∈ X ⊗k , k ≥ 0, and it leaves J invariant.
Thus one gets an action γ of S 1 onÕ X that is easily checked to be strongly continuous. The fixed-point subalgebra of this action is E 0 (Õ X ) = span{S x S * y : x, y ∈ X ⊗n , n ≥ 0} and its first spectral subspace E 1 (Õ X ) = span{S x S * y : x ∈ X ⊗n+1 , y ∈ X ⊗n , n ≥ 0} = span{S x e : x ∈ X, e ∈ E 0 (Õ X )}. This last statement is shown by means of the usual argument, since span{S x S * y : x ∈ X ⊗n , y ∈ X ⊗m , n, m ≥ 0} is dense inÕ X , and the maps P i :Õ X → E i (Õ X ) given by
are surjective contractions (see [Ex] for details), and γ λ (S x S * y ) = λ n−m S x S * y , for x ∈ X ⊗n , y ∈ X ⊗m , and n, m ≥ 0, i = 0, 1. Now, sinceÕ X is generated as a C * -algebra by E 0 (Õ X ) and E 1 (Õ X ), Theorem 3.1 in [AEE] applies, andÕ X is isomorphic to the crossed-product
Proposition 3.7. Let (X, φ X ) be a correspondence over a C * -algebra A, and let X(A), X(X) and ψ X be as in Example 2. 4 
. Then there is an isomorphism of Hilbert
carrying S x and S a to S ψX (x) and S φX (a) respectively, for x ∈ X and a ∈ A.
Besides, if (i X , i A ) : (X, A) −→Õ X is given by i X (x) = S x and i A (a) = S a and similarly for (X(X), X(A)), then
is a commuting diagram of homomorphisms of correspondences.
Proof. We would like to define η 0 :
, where a ∈ A, x i , y i ∈ X ⊗ni , and n i > 0 for all i = 1, ..., k. We first show that the definition above makes sense. Let a, x i , y i be as above, and let m = max{n i : i = 1, ..., k}. Then (see the beginning of Section 1 in [Pi] for the first equality) (2) and (3) of Lemma 3.5:
Now, by parts
n+m . Therefore, by Lemma 3.1 and Corollary 3.4
This shows that η 0 can be extended to an isometry η 0 :
which is easily checked to be an isometric *-homomorphism, in view of the properties listed in [Pi, Proposition 1.3] . We next show that η 0 is onto. First note that S ψX (x) S * ψX (y) = S θx,y for all x, y ∈ X. Let π : M → M/J ⊃Õ X(X) be as in the beginning of this section. By [Pi, 1.3] :
Also, by [Pi, 1.3] S xa⊗θy,z = S [x⊗φ(a)]θy,z = S ψX (xa) S θy,z = S ψX (xa) S ψX (y) S * ψX (z) . Since S φX (a) = η 0 (S a ), S θx,y = η 0 (S x S * y ), and S u1⊗u2⊗···⊗un = S u1 S u2 . . . S un , it only remains to show that S u1 S u2 . . . S un S * vn . . . S * v2 S * v1 ∈ Im η 0 for all u i , v i ∈ X(X) and n ≥ 1. We proceed by induction on n. The case n = 1 follows from the fact that, by the identities above:
′ ∈ A and x, x ′ , y, y ′ , z, z ′ ∈ X. The induction step follows from the fact that for all a, a ′ ∈ A and x, x ′ , y, y
is checked by applying the action γ of Remark 3.6 (or by direct computation).
We now define
for x i ∈ X and e i ∈ E 0 (Õ X ). To check that the map η 1 thus defined makes sense and extends to an isometric map on E 1 (Õ X ) notice that
Straightforward computations show that (η 0 , η 1 ) is a Hilbert C * -bimodule homomorphism. Besides, the map η 1 is onto because so is η 0 . It is clear from the definitions that the diagram commutes. Finally, it follows from [Pi, Proposition 1.3 ] that (i X , i A ) is a homomorphism of correspondences and it was shown in Example 2.4 that so is (ψ X , φ X ).
Corollary 3.8. Let (X, φ X ) be a correspondence over a C * -algebra A, and let X(A) and X(X) be as in Example 2.4. ThenÕ X andÕ X(X) are isomorphic.
Proof. The isomorphism of Hilbert
The statement now follows from Remark 3.6.
Theorem 3.9. Let X be a correspondence over a C * -algebra A, and let
A,X n )}, and let
By Propositions 3.7 and 2.3 and Remark 2.5 there are homomorphisms of Hilbert
9 9 y y y y y y y y y y y y [AEE, 2.1] , it induces, by the universal property of the crossed product, a *-homomorphism i : A X ∞ ⋊ X ∞ −→Õ X , which is onto because its image contains {S x : x ∈ X ∪ A}. It only remains to check that i A ∞ is injective, since this would imply by [Ex, 2.9 ] that so is i, i being covariant for the dual action ( [AEE, 3] ) on the crossed product and the action γ discussed in Remark 3.6 onÕ X .
First notice that
, for L A X n ,Xn−1 as in Notation 1.1, intertwines φ X n (a n )⊗id X ⊗k n and a n ⊗id X ⊗k n−1 ⊗ id An . Now, by Corollary 3.4:
It now follows by induction on m − n that φ X n,m (a n ) = a n ⊗ id X ⊗m−n n−1 , for m ≥ n ≥ 1 and a n ∈ A X n . We next show that i A ∞ is injective by showing that its restriction to λ A n (A X n ) is isometric for all n ≥ 1. Take a n ∈ A X n for n ≥ 1. Then: λ A n (a n ) = lim m φ X n,m (a n ) = lim m a n ⊗ id X ⊗m−n n−1 = lim m a n ⊗ id X ⊗m n−1
4. Morita equivalence for Cuntz-Pimsner C * -algebras
We establish in this section a sufficient condition for the Morita equivalence of two augmented Cuntz-Pimsner C * -algebras. In order to do so, we view these algebras as crossed products by Hilbert C * -bimodules as in Theorem 3.9, and then we use the condition for the Morita equivalence of crossed products given in [AEE, 4, 2] . Along this section we will be making extensive use of the construction described in Example 2.4. 
Proof. It was shown in [Pi, 2.2] 
. . , n, we have by [KPW, 2.1] :
, and anagously for C. In this way we can obtain an isometric *-homomorphism I :
. The map O 1 is now defined to be the composition of the isomorphism P in [Pi, 2.2] with I. By keeping track of the proof in [Pi, 2.2] , we get the formulas in the statement. In fact, let us identify w 1 ⊗w 2 with θ w1,w2 , for w i ∈ Y , i = 1, 2.
Then, according to [Pi, 2.2] , [P θ m1⊗y1,m2⊗y2 ](m ⊗ θ w1,w2 )] gets identified with
which gets identified with m 1 ⊗ θ y1,y2 φ Y ( m 2 , m )θ w1,w2 .
Straightforward computations now show that
Then, by applying the map I we get:
which yields the formulas in the statement.
), for i = 1, 2 as follows: O 1 is the *-homomorphism defined in Lemma 4.1 and, in view of Corollary 3.4, we set
Our aim is to define O(
To make sense of this, first note that
The equality is easily checked for i = 2 whereas, if T = θ m1⊗y1,m2⊗y2 , for
On the other hand, it is straightforwardly verified that
By virtue of Corollary 3.4 and the identities above we have, for T i ∈ L i , i = 1, 2:
which shows that O can be defined as above, and it is an isometric linear map that preserves the involution.
It follows from this and from the fact that O 1 and O 2 are *-homomorphisms that O is multiplicative. It only remains to show that O is onto. This fact follows from the following identities that can be verified directly from the definitions:
Remark 4.3. Notice that we have shown at the beginning of the proof of Proposition 4.2 the identity
Proposition 4.4. Let X and Y be correspondences over C * -algebras A and B, respectively, and let M be an A − B Hilbert C * -bimodule that is full on the left and such that there is an isomorphism J :
Proof. By Proposition 4.2, it suffices to show that
The image of X(A) by the map
It follows that T = 0 because A acts faithfully on M .
Notice now that conjugation by J carries C isomorphically into L because
for all x 1 , x 2 ∈ X, m 1 , m 2 ∈ M , and a ∈ A. Besides, {φ M (a) :
, for all a ∈ A. Proof. All the statements involving the right structure except for the last one, which we discuss at the end, were taken care of in Proposition 2.3, so we focus on the left structure. We have shown that M 
is an isomorphism of A (id
for r ∈ A 
, for x ∈ X, a ∈ A, m ∈ M and b ∈ B. 
