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Abstract
Many functions of interest are in a high-dimensional space but exhibit low-
dimensional structures. This paper studies regression of a s-Ho¨lder function f in
RD which varies along an active subspace of dimension d while d  D. A direct
approximation of f in RD with an ε accuracy requires the number of samples
n in the order of ε−(2s+D)/s. In this paper, we modify the Generalized Contour
Regression (GCR) algorithm to estimate the active subspace and use piecewise
polynomials for function approximation. GCR is among the best estimators for
the active subspace, but its sample complexity is an open question. Our modified
GCR improves the efficiency over the original GCR and leads to an mean squared
estimation error of O(n−1) for the active subspace, when n is sufficiently large. The
mean squared regression error of f is proved to be in the order of (n/ log n)−
2s
2s+d
where the exponent depends on the dimension of the active subspace d instead of
the ambient space D. This result demonstrates that GCR is effective in learning
low-dimensional active subspaces. The convergence rate is validated through several
numerical experiments.
1 Introduction
A vast majority of statistical inference and machine learning problems can be modeled
as regression, where the goal is to estimate an unknown function from finite training
samples. Nowadays, new challenges are introduced to regression and prediction due to
the rise of high-dimensional data in many fields of contemporary science. The well-known
curse of dimensionality implies that, in order to achieve a fixed accuracy in prediction,
the number of training data must grow exponentially with respect to the dimension of
data, which is beyond practical applications.
Fortunately, functions of interest in applications often exhibit low-dimensional struc-
tures. In many situations, the response may depend on few variables, or a low-dimensional
subspace. For example, in Bioinformatics, the cDNA microarray data have thousands of
dimension but an effective classification of tumor types only depends on a subspace of
dimension one or two [3]. In engineering, the coefficients of certain elliptic partial differ-
ential equations are parameterized by many variables but has a small effective dimension
[6]. In photovoltaic industry, there are five input parameters in the single-diode solar cell
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model while the maximum power output only depends on a linear combination of these
five parameters [7]. Similar low-dimensional models appear in optimization [15], opti-
mal control [41], uncertainty quantification [1], text classification [22] and biomedicine
[31, 32].
These applications motivate us to consider the regression model
yi = f(xi) + ξi = g(Φ
Txi) + ξi, (1)
where x ∈ RD, Φ ∈ RD×d, g : Rd → R and ξi ∈ R. The columns of Φ consist of an
orthonormal basis of a d-dimensional subspace, i.e., ΦTΦ = Id. The random variable ξi
models noise, which is independent of the xi’s. In this model, the function f is defined on
RD but only depends on the projection of x to the subspace spanned by Φ, denoted by
SΦ. Let SΦ be such a space of minimum dimension: g(vTz) is not a constant function for
any v ∈ SΦ. Then SΦ is called the active subspace (or central subspace) of f . In other
words, the function f only varies along the active subspace, and remains the same along
any orthogonal direction of the active subspace. This model is also called the single-index
model for d = 1 and the multi-index model for d ≥ 2.
The goal of regression is to estimate the function f from n samples of data {(xi, yi)}ni=1
where the xi’s are independently drawn from a probability measure ρ in RD. Given data
and the a prior knowledge that f varies along a d-dimensional active subspace, we aim at
constructing an empirical estimator f̂ : RD → R and studying the Mean Squared Error
(MSE) E{(xi,yi)}ni=1‖f̂ − f‖L2(ρ).
The central interest of this problem is to estimate the active subspace Φ. A class
of methods is based on the gradient ∇f(x) = Φ∇g(ΦTx). When d = 1, ∇f is pro-
portional to the Φ direction, which allows one to estimate Φ from average of the em-
pirical gradients [34, 17, 18]. When d ≥ 2, the covariance matrix of ∇f is given by
Φ
∫ ∇g(ΦTx)[∇g(ΦTx)]Tρ(dx)ΦT , which gives an estimate of Φ as the eigenspace asso-
ciated with the top d eigenvalues of this covariance matrix [20, 6]. If the gradient can be
accurately estimated, these gradient-based methods lead to a
√
n-consistent estimation
of Φ [18, 6]. In general, the gradient estimation in RD requires an exponentially large
number of samples in dimension D.
The single-index model while d = 1 has been extensively studied in literature. In this
case, g : R→ R is called the link function. The minimax mean squared regression error
while the link function belongs to the s-Ho¨lder class was proved to be O(n−2s/(2s+1)) [13,
24, 4]. These results demonstrate that the optimal algorithm can automatically adapt to
the active subspace of dimension 1. For estimation, a lot of methods based on non-convex
optimization have been proposed [24, 16, 21, 40] while achieving the global minimum is
not guaranteed. It was proved in [16, Chapter 22] that minimizing the empirical risk
over the active subspace of dimension 1 and piecewise polynomial approximations to g
simultaneously gives rise to the MSE of O((n/ log n)−2s/(2s+1)). The main challenge of this
approach is to obtain the global minimum due to non-convexity in the optimization. In
the context of regression with point queries, an adaptive query algorithm was proposed for
the single-index model in [5] with performance guarantees. This algorithm was generalized
to the multi-index model in [11]. In the standard regression setting, adaptive queries are
not allowed, and samples are given before learning starts.
Estimating the active subspace is called sufficient dimension reduction in statistics.
A class of methods related with inverse regression has been developed to estimate the
active subspace Φ – see [30, 25] for a comprehensive review. Sliced Inverse Regression
(SIR) [28] is the first and most well known estimator. The term “inverse regression”
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refers to the conditional expectation E(x|y). In SIR, the active subspace is estimated
as the eigenspace associated with the top d eigenvalues of Cov(E(x|y) − E(x)). Similar
techniques include kernel inverse regression [42], parametric inverse regression [2] and
canonical correlation estimator [12]. These methods are referred as first-order methods
since the first-order statistical information was utilized, such as the conditional mean.
Their performance crucially depends on the function g and the distribution of data. If g
is symmetric about 0 along some directions, then those directions can not be recovered by
the first-order methods. This issue about symmetry is better addressed by second-order
methods which utilize the variance and covariance information of data. Sliced Average
Variance Estimation (SAVE) [8] is the first second-order method. Others include contour
regression [27], directional regression [26], a hybrid of SIR and SAVE [43], etc. Many
of these methods succeed under appropriate assumptions, but these assumptions can
be violated when g is not monotonic. For the single-index model, a recent paper [23]
proposes a new method called Smallest Vector Regression (SVR), which combines the
idea of SIR and SAVE. A performance analysis is provided for the index estimation and
regression, while the assumptions are favorable to monotonic g.
This paper focuses on a second-order method called Generalized Contour Regression
(GCR) introduced by Li, Zha and Chiaromonte [27]. In comparison with SIR and SAVE
mentioned above, GCR does not require g to be monotonic. Empirical experiments
suggest that GCR is among the best estimators for the active subspace, but its sample
complexity is not well understood yet. In this paper, we consider a modified version of
GCR which is more efficient than the original GCR. Our regression scheme consists of the
modified GCR for the active subspace estimation and piecewise polynomial approximation
of g. Our contributions are
(i) Our modified GCR improves over the original GCR in efficiency. It gives rise to
an mean squared estimation error of O(n−1) for the active subspace, when n is
sufficiently large.
(ii) Our regression scheme gives rise to the MSE of f in the order of (n/ log n)−
2s
2s+d
when n is sufficiently large. This demonstrates that the MSE decays exponentially
with an exponent depending on the dimension of the active subspace d, instead of
the ambient dimension D.
This paper is organized as follows: We first introduce SCR and GCR in Section 2. Our
regression scheme and main results are stated in Section 3. Numerical experiments are
provided in Section 4 to validate our theory. Proofs are presented in Section 5, and we
conclude in Section 6.
We use lowercase bold letters and capital letters to denote vectors and matrices re-
spectively. ‖x‖ is the Euclidean norm of the vector x and ‖A‖ is the spectral norm of
the matrix A. For two square matrices A and B of the same size, A  B means B − A
is positive semi-definite. We use N0 to denote nonnegative integers. For a function g,
supp(g) denotes the support of g. For x ∈ R, bxc denotes the largest integer that is no
larger than x. Throughout the paper, we use SΦ and S⊥Φ to denote the active subspace
and its orthogonal complement, respectively.
3
2 Active subspace and contour regression
The model in (1) has an ambiguity since the solutions are not unique. The columns of Φ
form an orthonormal basis of the active subspace, while the choice of orthonormal basis
is not unique. This gives rise to an ambiguity between the basis Φ and the function g,
which can be characterized by the following lemma:
Lemma 1. Consider the model in (1) where the columns of Φ form an orthonormal
basis of the active subspace. For any orthogonal matrix Q ∈ Rd×d, let Φ˜ = ΦQ and
g˜(z) = g(Qz) for any z ∈ Rd. Then the columns of Φ˜ form another orthonormal basis of
the active subspace and g(ΦTx) = g˜(Φ˜Tx).
Lemma 1 shows the representation of f is not unique: if another set of orthonormal
basis is picked, the function g changes accordingly. In this paper, we aim to recover one
set of orthonormal basis Φ̂ and the corresponding function ĝ. The subspace estimation
error and regression error are represented by ‖ProjΦ̂ − ProjΦ‖ and
‖f̂ − f‖L2(ρ) := inf
Φ: an orthonormal basis of SΦ
g: Rd→R, f(·)=g(ΦT ·)
∫
|ĝ(Φ̂Tx)− g(ΦTx)|2ρ(dx) (2)
respectively, which are invariant to the choice of orthonormal basis.
2.1 Simple contour regression
We start with Simple Contour Regression (SCR) [27] which utilizes the fact that the
contour directions of f are orthogonal to the active subspace. Let α > 0 and define the
following conditional covariance matrix:
K(α) = E
[
(x˜− x)(x˜− x)T ||y˜ − y| ≤ α] ,
where (x˜, y˜) and (x, y) are two independent samples.
When d = 1 and g is a monotonic function, we expect many of the (x˜,x) pairs
satisfying |y˜− y| ≤ α will have |ΦT x˜−ΦTx| small while |wT x˜−wTx| can be arbitrarily
large for any w ∈ S⊥Φ . In this case, most of the x˜ − x directions satisfying |y˜ − y| ≤ α
are aligned with S⊥Φ .
For example, in Figure 1(a), f(x) = ex1 with x = (x1, x2) ∈ [−2, 2] × [−2, 2]. This
function can be expressed as Model (1) with Φ = [1, 0]T , w = [0, 1]T , and g(z) = ez.
Consider two inputs p = (p1, p2) and p˜ = (p˜1, p˜2) satisfying |f(p) − f(p˜)| ≤ α. Since
e−2|p1 − p˜1| ≤ |ep1 − ep˜1| = |f(p) − f(p˜)|, the condition |f(p) − f(p˜)| ≤ α implies
|ΦT (p˜−p)| = |p1− p˜1| < e2α. On the other hand, |wT (p˜−p)| = |p2− p˜2| ∈ [0, 4], which
is independent of α. In Figure 1(b), 200 samples are uniformly drawn from [−0.5, 0.5]×
[−0.5, 0.5]. The (x, x˜) pair is connected if |f(x)− f(x˜)| ≤ 0.01. We observe that, almost
all connections by SCR in Figure 1(b) are aligned with the w direction.
SCR estimates the active subspace from the smallest d eigenvectors of K(α). The
success of SCR is guaranteed by the following condition:
Condition 1. There exists αc > 0 such that for any α ∈ (0, αc) and unit vectors v ∈ SΦ,
w ∈ S⊥Φ , the following holds
var
[
wT (x˜− x)||y˜ − y| ≤ α] > var [vT (x˜− x)||y˜ − y| ≤ α] .
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Figure 1: (a) Function f(x1, x2) = e
x1 . When 200 samples are uniformly drawn in
[−0.5, 0.5] × [−0.5, 0.5], (b) and (c) display the connected (x, x˜) pairs by SCR (b) and
GCR (c), respectively. An (x, x˜) pair is connected by SCR in (b) if |f(x)− f(x˜)| ≤ 0.01
and by GCR in (c) if V̂y(x, x˜; r) ≤ 0.001 with r = 0.01. Here V̂y(x, x˜; r) is an empirical
estimator of Vf (x, x˜) to be defined in (5).
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Figure 2: (a) Function f(x1, x2) = x
2
1. When 200 samples are uniformly drawn in
[−0.5, 0.5] × [−0.5, 0.5], (b) and (c) display the connected (x, x˜) pairs by SCR (b) and
GCR (c), respectively. An (x, x˜) pair is connected by SCR in (b) if |f(x)− f(x˜)| ≤ 0.01
and by GCR in (c) if V̂y(x, x˜; r) ≤ 0.001 with r = 0.01.
Define the elliptical distribution as
Definition 1 (Elliptical distribution). Let x ∈ RD be a random vector with probability
distribution ρ. For any unit vector v ∈ RD, we say ρ has an elliptical distribution along
the direction v if vT (x− Ex) and −vT (x− Ex) have the same distribution.
Condition 1 together with an elliptical distribution of x along S⊥Φ gurantees that the
eigenvectors associated with the smallest d eigenvalues of K(α) span SΦ [27].
2.2 Generalized contour regression
Condition 1 does not necessarily hold when d = 1 and the function g is not monotonic,
as well as when d > 1. For example in Figure 2 (a), f(x) = x21 with x = (x1, x2) ∈
[−2, 2]×[−2, 2]. This function can be expressed in Model (1) with Φ = [1, 0]T , w = [0, 1]T
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and g(z) = z2. Let p = (p1, p2) and p̂ = (p̂1, p̂2) be two inputs satisfying p1 > 0, p̂1 < 0,
and |f(p) − f(p̂)| ≤ α for some small α. Due to symmetry, |ΦT (p̂ − p)| = |p̂1| + |p1|
can be very large, which violates Condition 1. When 200 samples are uniformly drawn in
[−0.5, 0.5]×[−0.5, 0.5], an (x, x˜) pair is connected by SCR in Figure 2 (b) if |f(x)−f(x˜)| ≤
0.01. The ideal connections are along the x2 direction, but SCR gives many misleading
connections since f is not monotonic. When d > 1, Condition 1 can be easily violated
as well. For any fixed x ∈ RD, the contour {x˜|f(x˜) = f(x)} is a curve or a surface, so
‖ΦT (x˜− x)‖ is not necessarily small.
Fortunately, most misleading connections can be identified from a large variance of f
along the segment between the two inputs. In Figure 2, |f(p) − f(p̂)| is small but the
variance of f along the segment between p and p̂ is large. This criterion helps to rule
out the misleading connection between p and p̂.
Replacing the condition of |y− y˜| ≤ α in SCR by a variance condition gives rise to the
Generalized Contour Regression (GCR) [27]. Let `(xi,xj) = {x = (1−t)xi+txj, t ∈ [0, 1]}
be the segment between xi and xj. The variance of f along this line is:
Vf (xi,xj) = var (f(x)|x ∈ `(xi,xj)) .
In GCR, the covariance matrix is taken to be
G(α) = E
[
(x˜− x)(x˜− x)T |Vf (x˜,x) ≤ α
]
, (3)
where α > 0 is a fixed number. One can expect the following assumption based on the
model in (1).
Assumption 1. There exist αthresh > 0, C0 > 0 and a function φ : R → R satisfying
φ(α) < C0 for α ∈ (0, αthresh), such that: for any α ∈ (0, αthresh) and unit vectors v ∈ SΦ,
w ∈ S⊥Φ , the followings hold
var
[
vT (x˜− x)|Vf (x˜,x) ≤ α
] ≤ φ(α),
var
[
wT (x˜− x)|Vf (x˜,x) ≤ α
] ≥ C0.
Assumption 1 is natural for the model in (1). It is shown in [27, Theorem 4.2] that
under the model in (1), one always has
var
[
vT (x˜− x)|Vf (x˜,x) ≤ α
]
< var
[
wT (x˜− x)|Vf (x˜,x) ≤ α
]
when α is sufficiently small.
An (x, x˜) pair is said to be connected if Vf (x, x˜) ≤ α. In Figure 2, even though
|f(p) − f(p̂)| is small, the variance Vf (p, p̂) is large. When α is small, the condition of
Vf (p, p̂) ≤ α is violated so the (p, p̂) pair is not connected. We expect all connected pairs
by GCR to be aligned with the x2 direction, such as (p, p˜). For such connected pairs, it
is very likely that p1p˜1 > 0, which implies |ΦT (p˜− p)| = |p˜1 − p1| ≤ α/min(p1, p˜1) while
|wT (p˜ − p)| = |p˜2 − p2| ∈ [0, 4] is independent of α. When 200 samples are uniformly
drawn in [−0.5, 0.5]× [−0.5, 0.5], an (x, x˜) pair is connected by GCR in Figure 2(c) if an
empirical estimator of Vf (x, x˜) (see (5)) is no more than 0.001. We observe that, most
connections by GCR are along the x2 direction, and many misleading connections by
SCR are ruled out.
Assumption 1 together with an elliptical distribution imply that, when α < αthresh
the eigenspace of G(α) associated with the smallest d eigenvalues is SΦ and the rest of
the eigenvectors will span S⊥Φ .
6
Proposition 1. Assume ρ has an elliptical distribution along any direction w ∈ S⊥Φ . Let
λ1 ≥ λ2 ≥ . . . ≥ λD be the eigenvalues of G(α). Under Assumption 1, the followings hold
for any α ∈ (0, αthresh):
• λj ≥ C0 for j = 1, . . . , D − d and λk ≤ φ(α) for k = D − d+ 1, . . . , D.
• The eigenvectors of G(α) associated with {λj}D−dj=1 span S⊥Φ and the eigenvectors
associated with {λk}Dk=D−d+1 span SΦ.
ℓ( , ) 
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Figure 3: Tij(r) : the tube enclosing `(xi,xj)
with radius r.
Proposition 1 was first proved in [27]
and we include its proof in Supplementary
materials A for completeness. In practice,
the segment `(xi,xj) has 0 measure, so it
is unlikely to have data lying exactly on
`(xi,xj). We approximate Vf (xi,xj) by
the variance of y in a narrow tube enclos-
ing `(xi,xj) with radius r (see Figure 3).
Let d(x, `(xi,xj)) be the distance from x to
`(xi,xj): d(x, `(xi,xj)) = infz∈`(xi,xj) ‖x−
z‖. We define Tij(r) as the tube enclosing
`(xi,xj) with radius r as follows
Tij(r) , {x|d(x, `(xi,xj)) ≤ r, (x− xi) · (xj − xi) ≥ 0, (x− xj) · (xi − xj) ≥ 0} .
The variance of y in Tij(r) is
Vy(xi,xj, r) = var (y|x ∈ Tij(r))) . (4)
The empirical counterpart of Vy(xi,xj, r) based on the data {(xi, yi)}ni=1 is
V̂y(xi,xj, r) =
1
n̂ij(r)− 1
∑
xk∈Tij(r)
(yk − y¯ij)2, where y¯ij = 1
n̂ij(r)
∑
xk∈Tij(r)
yk, (5)
and n̂ij(r) = #{xk ∈ Tij(r)}.
We next define the empirical covariance matrix associated with (3). Fix α > 0 and
r > 0. Among the matrices (xi − xj)(xi − xj)T satisfying V̂y(xi,xj, r) ≤ α, many of
them are dependent. It is sufficient to take the empirical covariance matrix as the sum of
independent ones. Let A ∈ {0, 1}n×n be a matrix with entries in {0, 1} such that all (i, j)
indices with A(i, j) = 1 satisfy V̂y(xi,xj, r) ≤ α and the matrices {(xi − xj)(xi − xj)T :
A(i, j) = 1} are independent. The empirical covariance of (3) is
Ĝ(α, r) =
1
n̂α
∑
(i,j): A(xi,xj)=1
(xi − xj)(xi − xj)T (6)
where n̂α = #{(i, j) : A(xi,xj) = 1}. Given a data set, the matrix A is not unique.
In this paper, we use the matrix A given by Algorithm 1. Algorithm 1 is more efficient
than the original GCR in the sense that it outputs at most n/2 connected pairs while
the original GCR may use O(n2) connected pairs. In the original GCR, V̂y(xi,xj, r) is
computed for every (xi,xj) pair. In Algorithm 1, once a point is connected, we remove it
from the rest of the computation, so the computational cost is greatly reduced. Moreover,
our theory and numerical experiments show that the convergence rate is not affected.
Although the ideas behind GCR are natural, the estimation error of GCR has never
been analyzed due to its complexity. This paper is devoted to an error analysis of GCR.
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Algorithm 1: Construction of Ĝ(α, r) in GCR
Input: S = {(xi, yi)}ni=1 and α > 0, r > 0.
Initialization: Ĝ = 0, n̂α = 0 and A = 0n×n.
while #S > 1 do
Index data in S as {(xik , yik)}, k = 1, ...,#S.
for k = 2 to #S do
if V̂y(xi1 ,xik , r) ≤ α then
Ĝ = Ĝ+ (xi1 − xik)(xi1 − xik)T ,
A(i1, ik) = 1,
n̂α = n̂α + 1,
S = S\{xi1 ,xik}
break
end
end
S = S\{xi1}
end
Ĝ(α, r) = Ĝ/n̂α.
3 Main Results
3.1 Assumptions
In order to guarantee the success of GCR, we introduce the following assumptions on ρ,
requiring that i) ρ is supported on a bounded domain; ii) the measure of every tube is
sufficiently large; iii) ρ has an elliptical distribution along any direction in S⊥Φ .
Assumption 2. Suppose the probability measure ρ satisfies the following assumptions:
i) [Boundedness] supp(ρ) is bounded by B > 0: for every x sampled from ρ, ‖x‖ ≤ B
almost surely.
ii) [Measure of tube] There exists c0 > 0 such that, for any xi,xj ∈ supp(ρ) and
any r ∈ (0, ‖xi − xj‖/4),
ρ(Tij(r)) ≥ c0rD−1‖xi − xj‖. (7)
iii) [Elliptic distribution] ρ has an elliptical distribution along any direction w ∈ S⊥Φ .
Assumption 2(ii) guarantees sufficient amount of points in every tube so that Vy(xi,xj, r)
in (4) can be well approximated by its empirical quantity V̂y(xi,xj, r) in (5). Assumption
2(ii) is satisfied if ρ has a density bounded away from 0. Assumption 2(iii) is common
in inverse regression, but GCR is more robust against nonellipticity than SIR and SCR
(see Example 1 in Section 4).
Definition 2 (Lipschitz functions). A function g is Lipschitz with Lipschitz constant Lg
if
|g(z)− g(z˜)| ≤ Lg‖z− z˜‖, ∀z, z˜ ∈ supp(g).
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Algorithm 2: Regression of f
Input: {(xi, yi)}2ni=1 , parameters α, r, s and dimension d.
Step 1: Split data to two subsets S1 = {(xi, yi)}ni=1 and S2 = {(xi, yi)}2ni=n+1.
Step 2 (GCR): Compute the covariance matrix Ĝ(α, r) using S1 according to
Algorithm 1.
Φ̂← eigenvectors associated with the smallest d eigenvalues of Ĝ(α, r).
Step 3 (Regression): Compute ĝ as the piecewise polynomial of degree k to fit
the data {(Φ̂Txi, yi)}2ni=n+1, according to (15), where k = bs+ 1c − 1.
Output: Recovered subspace Φ̂ and function ĝ such that f̂(x) = ĝ(Φ̂Tx).
Definition 3 (Ho¨lder functions). Let s = k + β for some k ∈ N0 and 0 < β ≤ 1, and
Cg > 0. A function g : Rd → R is called (s, Cg)-smooth if for every α = (α1, ..., αd), αi ∈
N0, |α| ≤ k, the partial derivative Dαg := ∂kg∂xα11 ···∂xαdd exists and satisfies
sup
|α|<k
sup
z
|Dαg(z)| < +∞,
|Dαg(z)−Dαg(z˜)| ≤ Cg‖z− z˜‖β, ∀z, z˜ ∈ supp(g), |α| = k,
where |α| = ∑dj=1 αj.
In this paper, the function g is assumed to be (s, Cg) smooth.
Assumption 3. The function g : Rd → R is (s, Cg)-smooth with s ≥ 1.
Assumption 2 and 3 imply the followings:
i) g is Lipschitz as s ≥ 1. We use Lg to denote its Lipschitz constant.
ii) g is bounded by Assumption 2 (i) and the Lipschitz property above. We use M to
denote its bound such that |g| ≤M ≤ |g(0)|+ LgB.
Assumption 4. The noise ξ has zero mean and is bounded: Eξ = 0 and ξ ∈ [−σ, σ]
almost surely.
3.2 Regression scheme
Given 2n samples denoted by S = {(xi, yi)}2ni=1, we evenly split the data into two subsets
S1 = {(xi, yi)}ni=1 and S2 = {(xi, yi)}2ni=n+1, while S1 and S2 are used to estimate the
active subspace and the function g, respectively. Our regression scheme is summarized
in Algorithm 2.
The active subspace is estimated from the eigenvectors associated with the smallest
d eigenvalues of Ĝ(α, r). In GCR, α and r are two important parameters which need to
be properly chosen. Let ν > 0 be a fixed constant, and denote
α0 = max
{
C2
(
log n
n
) 1
D
, C3
(
log n
n
) 1
D+2
}
(8)
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with C1 =
(
4L2g max(5B, 2)
)−1
, C2 =
(
56νL2g
3c0C
D−1
1
) 1
D
, C3 =
(
256ν(M+σ)4L2g
c0C
D−1
1
) 1
D+2
, where the
parameters Lg, B, c0, σ,M are defined in Assumption 2-4. We set
α = 4dL2gB
2
(
log n
n
) 1
D
+ α0 + 3σ
2 and r = C1α0. (9)
After the active subspace is estimated as Φ̂ ∈ RD×d, the next step is to estimate
the function g from the data {(zi, yi)}2ni=n+1, where zi = Φ̂Txi ∈ Rd. A rich class of
nonparametric regression techniques [16, 37, 38] can be used to estimate g, such as kNN,
kernel regression, polynomial partitioning estimates, etc. In this paper, we will present
the results of polynomial partitioning estimates.
The data {(zi, yi)}2ni=n+1 satisfies the following model
yi = g(zi) + ξ˜i, i = n+ 1, . . . , 2n (10)
with noise ξ˜i given by
ξ˜i = yi − g(Φ̂Txi) = g(ΦTxi)− g(Φ̂Txi) + ξi. (11)
Due to the mismatch between Φ̂ and Φ, the noise ξ˜i has a bias and its conditional mean
at z = Φ̂Tx is
η(z) := E[ξ˜|Φ̂Tx = z] = E[g(ΦTx)− g(Φ̂Tx)|Φ̂Tx = z], (12)
where the expectation is taken over x ∼ ρ and ξ, conditioning on Φ̂Tx = z. This function
is bounded such that ‖η‖∞ ≤ LgB‖Φ̂− Φ‖. We use
b2bias = L
2
gB
2‖Φ̂− Φ‖2 (13)
to denote an upper bound of the squared bias in noise.
The measure ρ is bounded by Assumption 2(i), which implies zi ∈ [−B,B]d. For a
fixed positive integer K, let Fk be the space of piecewise polynomials of degree no more
than k on the partition of [−B,B]d into Kd cubes with side length 2B/K. If g is (s, Cg)
smooth, the polynomial degree k should be chosen as k = bs + 1c − 1. Consider the
piecewise polynomial estimator of order k:
g˜(z) = arg min
h∈Fk
1
n
2n∑
i=n+1
|h(zi)− yi|2. (14)
The minimizer g˜ may take arbitrary value while g is bounded by M . The final estimator
ĝ is truncated such that
ĝ(z) = TM g˜(z) =
{
g˜(z), if |g˜(z)| ≤M,
M · sign(g˜(z)), otherwise. (15)
The parameter K determines the size of the partition, which we set as
K =
⌈ n
max(σ2 + 2C8n−1, 2M2 + 4C8n−1) log n
⌉ 1
2s+d
(16)
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with the constants
C4 = (C0 − φ(α + α0 + 3σ2))2, C5 = 1152B4, C6 = 64B2(C0 − φ(α + α0 + 3σ2)),
C7 =
C5
C4
(log(2D) + 2D + 1) + 8 +
8DC26
C24
,
C8 = dC7L
2
gB
2.
(17)
The goal of this paper is to give an error analysis of f̂ . The Mean Squared Error
(MSE) of f̂ is defined as
E‖f̂(x)− f(x)‖2L2(ρ) = E{(xi,yi)}2ni=1
∫
|f̂(x)− f(x)|2ρ(dx),
where the expectation is taken over the samples {(xi, yi)}2ni=1. For any x ∈ RD,
|f̂(x)− f(x)|2 = |ĝ(Φ̂Tx)− g(ΦTx)|2
≤ 2|g(Φ̂Tx)− g(ΦTx)|2 + 2|ĝ(Φ̂Tx)− g(Φ̂Tx)|2
≤ 2L2g‖Φ̂− Φ‖2‖x‖2 + 2|ĝ(Φ̂Tx)− g(Φ̂Tx)|2. (18)
The first term captures the estimation error of the active subspace by GCR, and the
second terms captures the regression error of g.
Notice that the active subspace has infinitely many sets of orthonormal basis, which
gives non-unique representations of f . Since the regression error in (2) is taken for the
infimum over all possible representations of f , we can refer to the columns of Φ and Φ̂
as the canonical vectors. Let pi
2
≥ θ1 ≥ θ2 ≥ . . . ≥ θd ≥ 0 be the canonical angles
between the subspace spanned by Φ and Φ̂. Specifically, we let Φ̂ = [φ̂1 φ̂2 . . . φ̂d]
and Φ = [φ1 φ2 . . . φd] such that cos θk = φ
T
k φ̂k for k = 1, . . . , d. According to [35,
Theorem 5.5], the largest canonical angle is related with orthogonal projections such that
sin θ1 = ‖ProjΦ̂ − ProjΦ‖, which implies
‖Φ̂− Φ‖2 ≤ 2d‖ProjΦ̂ − ProjΦ‖2, (19)
to be proved in Supplementary materials G.
3.3 Active subspace error
Our central interest is to estimate the active subspace. The quality of this estimation
is measured by ‖ProjΦ̂ − ProjΦ‖. Our first result in Theorem 1 shows that ‖ProjΦ̂ −
ProjΦ‖2 = O(n−1) under Assumption 1-4 (see its proof in Section 5.1).
Theorem 1. Let {xi}ni=1 be i.i.d. samples of a probability measure ρ and {yi}ni=1 follows
the model in (1), under Assumption 1-4. For a fixed ν > 2, set α and r according to (9).
If n is sufficiently large and σ is sufficiently small such that
α + α0 + 3σ
2 < αthresh, (20)
then for any t ∈ (0, 2),
P
{‖ProjΦ̂ − ProjΦ‖ ≥ t} ≤ 2D exp( −(C0 − φ(α + α0 + 3σ2))2nt264B2(18B2 + (C0 − φ(α + α0 + 3σ2))t)
)
+ 4n−(ν−2).
(21)
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Integrating the probability in (21) gives rise to the following mean squared error for
the active subspace (see its proof in Section 5.2):
Corollary 1. Under the conditions in Theorem 1, setting ν ≥ 3 gives rise to
E‖ProjΦ̂ − ProjΦ‖2 ≤
C7
n
(22)
where C7 is defined in (17).
Corollary 1 implies that the mean squared error for the active subspace estimation
converges in the rate of O(n−1), when the sample size is sufficiently large and noise is
sufficiently small such that (20) is satisfied. This condition results from an accurate
estimation of the variance Vf (xi,xj), which requires sufficiently amount of points in the
tube Tij(r). Theorem 1 and Corollary 1 guarantee a fast convergence rate independent
of the dimension D.
3.4 Regression error
After the active subspace is estimated as Φ̂, the function g can be estimated according
to (14) and (15). The following theorem provides an error bound of E‖f̂(x)− f(x)‖2L2(ρ)
(see its proof in Section 5.3).
Theorem 2. Let {xi}2ni=1 be i.i.d. samples of a probability measure ρ and {yi}2ni=1 be
sampled according to the model in (1), under Assumption 1-4. Set α, r according to (9)
with ν ≥ 3 and set K according to (16). Let f̂ be the output of Algorithm 2. If n is
sufficiently large and σ is sufficiently small such that (20) is satisfied, then
E‖f̂(x)− f(x)‖2L2(ρ) ≤
16C8
n
+ 2C
(
max(σ2 + 2C8n
−1, 2M2 + 4C8n−1) log n
n
) 2s
2s+d
.
(23)
where C > 0 is a constant depending on d, k, s, Cg, B,M , and C8 are defined in (17).
Theorem 2 demonstrates that if GCR is used to estimate the active subspace, the
mean squared regression error decays exponentially in n with an exponent depending on
d, instead of D. GCR can effectively exploits the low-dimension structure of the function
and gives a faster rate of convergence in comparison with a direct regression in RD.
4 Numerical experiments
In this section, we provide numerical experiments to demonstrate the performance of
the modified GCR in Algorithm 1 and the regression scheme in Algorithm 2. The data
{(xi, yi)}ni=1 are sampled according to the model in (1) with ξi ∼ N(0, σ2). The noise
is p% if σ = p%
√
1/n
∑n
i=1 f
2(xi). In all experiments, 90% of the given data is used
for training and 10% is used for testing. Training data are used for active subspace
estimation by GCR, SCR or SIR respectively and regression of g is performed by Gaussian
kernel regression through the MATLAB built-in function fitrkernel. Test data are used to
compute the active subspace estimation error ‖ProjΦ̂ − ProjΦ‖2 and the regression error
Regression error2 =
1
ntest
∑
(xi,yi)∈test set
(f̂(xi)− yi)2
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Figure 4: (Example 1) Active subspace estimation by GCR, SCR and SIR when x is
not elliptically distributed. Samples are displayed in black dots and the direction of Φ is
represented by a red arrow. The direction of Φ̂ is shown in a blue arrow in (a) by GCR,
(b) by SCR and (c) by SIR. We observe that GCR is more robust than SCR and SIR
when x is not elliptically distributed.
where ntest is the number of test data. In GCR, the parameter r is chosen in the order
of n−1/D. We set r = 2n−1/D without specification.
We expect E‖ProjΦ̂ −ProjΦ‖2 ∼ n−1/2, so log10 ‖ProjΦ̂ −ProjΦ‖2 scales linearly with
respect to log10 n, with a slope of −1/2, independently of d and D.
4.1 Example 1
In the first example, we investigate the sensitivity of GCR, SCR and SIR to the condition
of elliptical distributions in Assumption 2(iii),. Let f(x) = x21 where x = (x1, x2)
T ∈ R2.
This function can be expressed as the model in (1) with Φ = [1, 0]T and g(z) = z2 where
z = ΦTx. We sample x uniformly in the domain [−0.5, 0.5]×[−0.5, 0.5] excluding the forth
quarter, which violates the condition of elliptical distributions. We set r = 0.01, α = 0.001
in GCR, α = 0.01 in SCR and 10 slices in SIR. Figure 4 shows 1500 samples of x (black
dots), the direction of Φ (red arrow) and the direction of Φ̂ (blue arrow). We observe
that GCR is more robust than SCR and SIR when x is not elliptically distributed.
4.2 Example 2
In the second example, we test and compare the performance of GCR, SCR and SIR on
two monotonic single index models:
f1(x) =
(
x1 + x2
2
)3
, f2(x) = e
(x1+x2)/2, x ∈ R10.
Both functions can be expressed in model (1) with D = 10 and d = 1. They are
f1(x) = g1(z) = (z/
√
2)3 and f2(x) = g2(z) = e
z/
√
2 with z = ΦTx where Φ = 1√
2
(e1 +e2).
Here ei ∈ RD has 1 in the ith entry and 0 everywhere else. In this and the following
examples, the xi’s are uniformly sampled from [−1, 1]D, and the sample size varies such
that n = 103, 103.3, 103.6, 103.9, 104.2, 104.5.
We compare GCR,SCR and SIR with 5% noise. Figure 5 shows the log-log plot of the
active subspace estimation error versus n for each function. In GCR, we use α = n−D/200
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Figure 5: (Example 2 – comparison of GCR, SCR and SIR with 5% noise.) Log-log plot
of the active subspace estimation error versus n for f1 (a) and f2 (b). SIR has the best
performance when the function g is monotonic.
for f1 and α = n
−D/400 for f2. For both functions, α = n/2 is used in SCR and each
slice in SIR is set to contain about 200 samples. The subspace error in SCR and GCR
converges almost in the order of n−1/2 as expected. When g is monotonic, SIR yields the
best performance. We will show in the next following examples that SIR can easily fail
when g is not monotonic, while GCR can handle many more cases.
4.3 Example 3
The third example is
f(x) = sin
(
−pi
2
+
pi
6
9∑
i=1
xi
)
+ x10, x ∈ R10. (24)
This function can be expressed as the model in (1) with D = 10, d = 2, g(z1, z2) =
sin
(−pi
2
+ pi
2
z1
)
+ z2, z = Φ
Tx,Φ = [v1,v2] and
v1 =
1
3
9∑
i=1
ei, v2 = e10.
Here ei ∈ RD has 1 in the ith entry and 0 everywhere else. In this and the following
examples, the xi’s are uniformly sampled from [−1, 1]D, and the sample size varies such
that n = 103, 103.3, 103.6, 103.9, 104.2, 104.5.
We first present the performance of GCR on noiseless data, i.e. σ = 0. In GCR,
the parameter α should be chosen as α = Cn−1/D according to (9). We set C =
1, 1/10, 1/120, 1/1200, 1/12000 and show the active subspace estimation error versus n
in Figure 6(a) and the regression error versus n in Figure 6(b). Each error is averaged
over 10 experiments. In log-log scale, the errors decay linearly as n increases with the
same rate as long as C is not too large, as we expect. Our theory predicts the slopes in
Figure 6(a) as −0.5, which are almost matched by the slopes in Figure 6(a). The success
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Figure 6: (Example 3 – performance of GCR without noise) Log-log plot of the active
subspace estimation error (a) and the regression error (b) versus n, where α = Cn−1/D
in GCR with C = 1, 1/10, 1/120, 1/1200, 1/12000 respectively.
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Figure 7: (Example 3 – Comparison of GCR, SCR and SIR without noise) Log-log plot
of the active subspace estimation error (a) and the regression error (b) versus n by GCR,
SCR and SIR. The black curve in (b) represents the regression error of f in RD without
an estimation of the active subspace. GCR and SCR perform better than SIR, and GCR
is the best. Estimating the active subspace greatly improves the rate of convergence in
comparison with a direction regression in RD.
of GCR requires the condition (20), so GCR fails when C is too large, i.e. C = 1. The
regression error is observed to converge in the order of n−0.5 as long as C is not too large.
We next compare the performance of GCR, SCR and SIR with noiseless data. We set
α = n−1/D/120 in GCR, and α = 2/n in SCR since it provides the best results among
many choices. In SIR, each slice contains about 200 samples. We display the active
subspace estimation error versus n in Figure 7(a) and the regression error versus n in
Figure 7(b). Each error is the averaged error of 10 experiments. GCR and SCR perform
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Figure 8: (Example 3 – Comparison of GCR, SCR and SIR with 5% noise) Log-log plot
of the active subspace estimation error (a) and the regression error (b) versus n by GCR,
SCR and SIR. The black curve in (b) represents the regression error of f in RD without
an estimation of the active subspace. GCR and SCR perform better than SIR, and GCR
is the best. Estimating the active subspace greatly improves the rate of convergence in
comparison with a direction regression in RD.
better than SIR, and GCR is the best. Estimation of the active subspace greatly improves
the rate of convergence in comparison with a direct regression in RD.
Results with 5% noise are shown in Figure 8. We set α = n−1/D/50 and α = 1/n in
GCR and SCR. In SIR, each slice contains about 200 samples. We observe that GCR
perform better than SCR and SIR.
We then compare GCR, SCR and SIR with heavy noise – 50%, 100% and 120% noise.
Visualization of data along the v1 and v2 directions is shown in the first and second
row of Figure 9. The third row shows the log-log plot of the active subspace estimation
error by GCR, SCR and SIR versus n. Each error is averaged over 10 experiments. We
observe that GCR is very robust against heavy noise – the active subspace estimation
error converges in the order of n−0.569 with 50% noise, and the rate slightly degrades in
the presence of 100% and 120% noise. In comparison, SCR and SIR tend to fail when
noise is heavy.
4.4 Example 4
The fourth example is
f(x) = x21 + (x2 + x3)
2, x ∈ R10 (25)
This function can be expressed as the model in (1) with d = 2, D = 10, g(z1, z2) = z
2
1+2z
2
2 ,
z = ΦTx,Φ = [v1,v2] and
v1 = e1, v2 = (e2 + e3)/
√
2.
This example is more challenging since f is not monotonic along both v1 and v2 directions.
Performance of GCR with α = Cn−1/D where C = 1/0.05, 1/0.5, 1/5, 1/50, 1/500 on
noiseless data is presented in Figure 10. The active subspace estimation error and the
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Figure 9: (Example 3 – Comparison of GCR, SCR and SIR with heavy noise: 50% noise in
the left column, 100% in the middle column and 120% in the right column) The first row
shows the visualization of the noiseless f(x) in black and the noisy y in gray along the v1
direction while −0.1 < x10 < 0.1. The second row shows the visualization of the noiseless
f(x) in black and the noisy y in gray along the v2 direction while −0.9 <
∑9
1 xi < 0.9.
The third row shows the log-log plot of the active subspace estimation error by GCR,
SCR and SIR versus n.
regression error are shown in Figure 10 (a) and (b), respectively. Each error is averaged
over 10 experiments. Our observation is similar to Example 2 that, in log-log scale, both
errors decay linearly as n increases with the same slope, as long as C is not too large.
In Figure 11, we compare GCR, SCR and SIR with 5% noise. We set α = n−1/D/50
in GCR and α = 1/n in SCR. In SIR, each slice contains about 200 samples. We show
the active subspace estimation error versus n in Figure 11 (a) and the regression error
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Figure 10: (Example 4 – performance of GCR without noise) Log-log plot of the active
subspace estimation error (a) and the regression error (b) versus n, where α = Cn−1/D
in GCR with C = 1/0.05, 1/0.5, 1/5, 1/50, 1/500 respectively.
versus n in Figure 11 (b). Each error is averaged over 10 experiments. Among the three
methods, GCR yields the smallest error and the fastest rate of convergence.
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Figure 11: (Example 4 – Comparison of GCR, SCR and SIR with 5% noise) Log-log
plot of the active subspace estimation error (a) and the regression error (b) versus n
by GCR and SCR. The black curve in (b) represents the regression error of f in RD
without an estimation of the active subspace. GCR performs better than SCR and SIR.
Estimation of the active subspace greatly improves the rate of convergence in comparison
with direction regression in RD.
Results with 50% noise are shown in Figure 12. We set α = n−1/D in GCR and
α = 24/n in SCR. In SIR, each slice contains about 200 samples. The noisy y (gray)
and the noiseless f(x) (black) are shown in Figure 12 (a) along the v1 direction with
−0.2 < x2 + x3 < 0.2, and in Figure 12 (b) along the v2 direction with 0.1 < x1 < x2.
The active subspace estimation error by the three methods are displayed in Figure 12 (c).
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Each error is averaged over 10 experiments. SCR and SIR perform poorly in this test,
while GCR is very robust to heavy noise. The active subspace estimation error decays as
O(n−0.43), which is close to our prediction of O(n−0.5).
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Figure 12: (Example 4 – Comparison of GCR, SCR and SIR with 50% noise) Visualization
of noiseless f(x) in black and the noisy y in gray along the v1 direction while −0.2 <
x2 + x3 < 0.2 (a) and along the v2 direction while −0.1 < x1 < 0.1 (b). (c) is the log-
log plot of the active subspace estimation error versus n by GCR, SCR and SIR. GCR
performs better than SCR and SIR. GCR is very robust against heavy noise.
4.5 Example 5
In Example 3 and 4, the function f can be written as a sum of two single index models.
We next compare GCR, SCR and SIR on functions without such structures. Consider
f(x) = 10 sin
(pi
5
(
x1 + 2(x2 + x3)
2
))
, x ∈ R10
which can be expressed in the model (1) withD = 10, d = 2, g(z1, z2) = 10 sin
(
pi
5
(z1 + z
2
2)
)
,
z = ΦTx,Φ = [v1,v2] and
v1 = e1, v2 = (e2 + e3)/
√
2.
We test GCR, SCR and SIR with 5% and 50% noise. The log-log plot of the active
subspace estimation error versus n is displayed in Figure 13. Each error is averaged over
10 experiments. GCR has a convergence rate of O(n−0.565) with 5% noise and O(n−0.447)
with 50% noise, which is robust to heavy noise and performs significantly better than
SCR and SIR.
4.6 Example 6
Our last example is
f(x) = 2x21(x2 + x3)
2, x ∈ R10
which can be expressed in the model (1) with D = 10, d = 2, g(z1, z2) = 4z
2
1z
2
2 , z =
ΦTx,Φ = [v1,v2] and
v1 = e1, v2 = (e2 + e3)/
√
2.
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Figure 13: (Example 5 – Comparison of GCR, SCR and SIR with 5% and 50% noise)
Log-log plot of the active subspace estimation error versus n by GCR, SCR and SIR with
5% noise (a) and 50% noise (b).
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Figure 14: (Example 6 – Comparison of GCR, SCR and SIR with 5% and 50% noise.)
Log-log plot of the active subspace estimation error versus n by GCR, SCR and SIR with
5% noise (a) and 50% noise (b). GCR performs better than SCR and SIR.
We test GCR, SCR and SIR with 5% and 50% noise. The log-log plot of the active
subspace estimation error versus n is displayed in Figure 14. Each error is averaged over
10 experiments. GCR has a convergence rate of O(n−0.575) with 5% noise and O(n−0.523)
with 50% noise, which is robust to heavy noise and performs significantly better than
SCR and SIR.
5 Proof of main results
This section contains the proof of our main results in Section 3. Lemmas are proved in
the Supplementary materials.
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5.1 Proof of Theorem 1
Our central interest is to estimate the active subspace Φ. The estimator Φ̂ is obtained from
the eigenvectors associated with the smallest d eigenvalues of Ĝ(α, r). By Assumption 1
and Proposition 1, if α+α0 + 3σ
2 ≤ αthresh, the eigenvectors associated with the smallest
d eigenvalues of G(α+α0 + 3σ
2) span the active subspace. To prove Theorem 1, we first
show that ‖Ĝ(α, r)−G(α+ α0 + 3σ2)‖ is of O(n−1/2) under Assumption 2(i), (ii), 3 and
4.
Proposition 2. Let {xi}ni=1 be i.i.d. samples of the probability measure ρ, {yi}ni=1 be
sampled according to the model in (1), under Assumption 2(i), (ii), 3 and 4. For a fixed
ν > 2, if α and r are set according to(9), then for any t > 0,
P(‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≥ t) ≤ 2D exp
( −3t2n
64B2(6B2 + t)
)
+ 4n−(ν−2),
and when ν ≥ 5/2,
E‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≤ 16B2
(√
2 log(2D) + 2
)
n−
1
2 .
For the proof of Proposition 2, we define the sampled covariance matrix G¯(α) as
G¯(α) =
1
n¯α
∑
independent (i,j): Vf (xi,xj)≤α
(xi − xj)(xi − xj)T (26)
where n¯α = #{independent (i, j) : Vf (xi,xj) ≤ α}. Here the sum is taken over a
collection of independent matrices (xi − xj)(xi − xj)T satisfying Vf (xi,xj) ≤ α, while
Ĝ(α, r) sums over a collection of independent matrices satisfying V̂y(xi,xj, r) ≤ α. For a
fixed α, G¯(α) is not unique. Different collections of independent matrices (xi − xj)(xi −
xj)
T satisfying Vf (xi,xj) ≤ α gives different G¯(α). In practice, Vf (xi,xj) can not be
computed from samples, so is the matrix G¯(α). It is defined for the proof only. To prove
Proposition 2, we need the following three lemmas.
Lemma 2 (Concentration of G¯(α) on G(α)). Let G¯(α) be defined as (26) where the
sum is taken over a collection of n¯α independent matrices (xi − xj)(xi − xj)T satisfying
Vf (xi,xj) ≤ α. Under Assumption 2(i), if n¯α ≥ 2 log(2D)/3, then
P(‖G¯(α)−G(α)‖ ≥ t) ≤ 2D exp
( −3t2n¯α
16B2(6B2 + t)
)
for all t ≥ 0,
E‖G¯(α)−G(α)‖ ≤ 8B2
√
2 log(2D)
n¯α
.
Lemma 2 is proved via matrix Bernstein inequalities (see Supplementary materials
B). We next show that if α0 and r are chosen according to (8) and (9), then for any
α > 0, Ĝ(α, r) = G¯(α + α0 + 3σ
2) with high probability.
Lemma 3. Let {xi}ni=1 be i.i.d. samples from the probability measure ρ, and {yi}ni=1 be
sampled according to the model in (1), under Assumption 2 (i), (ii), 3 and 4. Let ν > 0
an choose α0 and r according to (8) and (9). For any α > 0, if Ĝ(α, r) sums over n̂α
pairs of (xi,xj) such that V̂y(xi,xj, r) ≤ α, then
Ĝ(α, r) = G¯(α + α0 + 3σ
2)
with probability no less than 1− 4n̂αn−ν.
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The key of Lemma 3 is that, all (xi,xj) pairs used in Ĝ(α, r) with V̂y(xi,xj, r) ≤ α also
satisfy Vf (xi,xj) ≤ α+ α0 + 3σ2 with high probability. Thus Ĝ(α, r) = G¯(α+ α0 + 3σ2)
with n¯α+α0+3σ2 = n̂α. Lemma 3 is proved in Supplementary materials C. Finally we show
that n̂α is O(n) if α is chosen according to (9).
Lemma 4. Let {xi}ni=1 be i.i.d. samples of the probability measure ρ, and {yi}ni=1 be
sampled according to the model in (1), under Assumption 2(i), (ii) and 3. Set α, r
according to (9). For any ν > 2, if n is sufficiently large such that 2(n/ log n)
d
2D ≤ n,
then running Algorithm 1 gives rise to n̂α ≤ n/2 and
P(n̂α ≥ n/4) ≥ 1− 2n−(ν−2).
Lemma 4 is proved in Supplementary materials D. Now we are ready to prove Propo-
sition 2.
Proof of Proposition 2. Suppose Ĝ(α, r) sums over n̂α independent matrices. By
Lemma 4, one has n̂α ≤ n/2, and n̂α ≥ n/4 with probability no less than 1 − 2n−(ν−2).
Denote the event
E :=
(
Ĝ(α, r) = G¯(α + α0 + 3σ
2)
)⋂(
n̂α ≥ n
4
)
and its complement by Ec. By Lemma 3, we have
P(Ec) ≤ 4n̂αn−ν + 2n−(ν−2) ≤ 4n−(ν−2),
P(E) ≥ 1− 4n−(ν−2).
We first prove the probability bound. For every t > 0,
P(‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≥ t)
≤ P
([
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≥ t
]⋂
E
)
+ P(Ec)
≤ P
(
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≥ t | E
)
+ P(Ec)
≤ P (‖G¯(α + α0 + 3σ2)−G(α + α0 + 3σ2)‖ ≥ t | E)+ P(Ec)
≤ 2D exp
( −3t2n̂α
16B2(6B2 + t)
)
+ 4n−(ν−2) according to Lemma 2
≤ 2D exp
( −3t2n
64B2(6B2 + t)
)
+ 4n−(ν−2) as n̂α ≥ n/4 conditional on E .
We next prove the expectation bound by expressing
E‖Ĝ(α, r)−G(α + α0 + 3σ2)‖
= E
(
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖|E
)
P(E) + E
(
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖|Ec
)
P(Ec).
The first term follows from Lemma 2 such that
E
(
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖|E
)
= E
(‖G¯(α + α0 + 3σ2)−G(α + α0 + 3σ2)‖|E) ≤ 16B2√2 log(2D)
n
.
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As ‖x‖ ≤ B, the second term satisfies E
(
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖|Ec
)
P(Ec) ≤
8B2P(Ec) ≤ 32B2n−(ν−2). Therefore, when ν is chosen such that ν ≥ 5
2
,
E‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≤ 16B2
√
2 log(2D)
n
+ 32n−(ν−2)B2
≤ 16B2
(√
2 log(2D) + 2
)
n−
1
2 .
We next use Davis-Kahan theorem (Lemma 5) and Weyl theorem (Lemma 6) to make
a connection between ‖ProjΦ̂ − ProjΦ‖ and ‖Ĝ(α, r)−G(α + α0 + 3σ2)‖.
Lemma 5 (Davis-Kahan [10, 35]). Let G, Ĝ ∈ CD×D be two Hermitian matrices with
eigenvalues λj, λ̂j, j = 1, . . . , D in non-increasing order. Let the columns of Φ and Φ̂
consist of orthonormal bases of the eigenspaces associated with the largest d eigenvalues
of G and Ĝ respectively. Suppose λ̂d+1 < λd, then
‖ProjΦ̂ − ProjΦ‖ ≤
‖Ĝ−G‖
λd − λ̂d+1
. (27)
Lemma 6 (Weyl [39]). G, Ĝ ∈ CD×D be two Hermitian matrices with eigenvalues λj, λ̂j, j =
1, . . . , D in non-increasing order. Then
|λj − λ̂j| ≤ ‖Ĝ−G‖, ∀j = 1, ..., D. (28)
Now we are ready to prove Theorem 1.
Proof of Theorem 1. First note that the column space of Φ̂ is the one spanned by
eigenvectors corresponding to the largest d eigenvalues of I − Ĝ(α, r). The same is true
for Φ and I − G(α + α0 + 3σ2). Let the eigenvalues of G(α + α0 + 3σ2) be {λj}Dj=1.
Assumption 1, 2(iii) and Proposition 1 imply λD−d − λD−d+1 ≥ C0 − φ(α + α0 + 3σ2).
Combining Lemma 5 and Lemma 6 with G = G(α+α0 + 3σ
2) and Ĝ = Ĝ(α, r) gives rise
to
‖ProjΦ̂ − ProjΦ‖ ≤
‖(I − Ĝ(α, r))− (I −G(α + α0 + 3σ2))‖
(1− λD−d+1)− (1− λD−d)− ‖Ĝ(α, r)−G(α + α0 + 3σ2)‖
≤ ‖Ĝ(α, r)−G(α + α0 + 3σ
2)‖
C0 − φ(α + α0 + 3σ2)− ‖Ĝ(α, r)−G(α + α0 + 3σ2)‖
Notice that ‖ProjΦ̂ − ProjΦ‖ ≤ 2. For any 0 < t < 2, a sufficient condition to guarantee
‖ProjΦ̂ − ProjΦ‖ ≤ t is ‖Ĝ(α, r) − G(α + α0 + 3σ2)‖ ≤ t[C0 − φ(α + α0 + 3σ2)]/(1 + t)
together with C0 − φ(α+ α0 + 3σ2)− ‖Ĝ(α, r)−G(α+ α0 + 3σ2)‖ > 0. Since 0 < t < 2,
we can express this sufficient condition as
‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≤ [C0 − φ(α + α0 + 3σ2)]t/3.
Therefore, for any t ∈ (0, 2),
P
{‖ProjΦ̂ − ProjΦ‖ ≥ t} ≤ P{‖Ĝ(α, r)−G(α + α0 + 3σ2)‖ ≥ [C0 − φ(α + α0 + 3σ2)]t/3} .
Combining the inequality above and Propsition 2 gives rise to (21).
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5.2 Proof of Corollary 1
Lemma 7. If X ≥ 0 is a random variable such that
P(X ≥ t) ≤ Ae− at
2
b+ct , ∀t ≥ 0
for some a > 0, b > 0, c > 0, then
E(X2) ≤ b
a
(log(A) + A+ 1) +
4Ac2
a2
. (29)
Lemma 7 is proved in Supplementary materials E. The proof of Corollary 1 is based
on Lemma 7.
Proof of Corollary 1. Combining Theorem 1 and Lemma 7 gives rise to
E‖ProjΦ̂ − ProjΦ‖2 =
∫ +∞
0
tP(ProjΦ̂ − ProjΦ‖ ≥ t)dt
=
∫ +∞
0
2tD exp
( −(C0 − φ(α + α0 + 3σ2))2nt2
64B2(18B2 + (C0 − φ(α + α0 + 3σ2))t)
)
+
∫ +∞
0
4tn−(ν−2)dt
≤
∫ +∞
0
2tD exp
( −(C0 − φ(α + α0 + 3σ2))2nt2
64B2(18B2 + (C0 − φ(α + α0 + 3σ2))t)
)
dt
+
∫ 2
0
4tn−(ν−2)dt since ‖ProjΦ̂ − ProjΦ‖ ≤ 2
≤ C5
C4
(log(2D) + 2D + 1)n−1 +
8DC26
C24
n−2 + 8n−(ν−2) by Lemma 7
≤ C5
C4
(log(2D) + 2D + 1)n−1 +
8DC26
C24
n−2 + 8n−1 since ν ≥ 3
≤ C7/n
where C4, C5, C6, C7 are defined in (17).
5.3 Proof of Theorem 2
In model (10), {zi}2ni=n+1 are independently sampled from the marginal distribution of
ρ on the subspace spanned by Φ̂. Denote this marginal distribution by µ. For any set
Ω ⊂ Rd, µ(Ω) = ρ({x ∈ RD|Φ̂Tx ∈ Ω}). According to (18), the regression error of
f crucially depends on the estimation error of g, which is established in the following
lemma.
Lemma 8. Let {zi}2ni=n+1 be i.i.d. sampled from a probability measure µ such that
supp(µ) ⊆ [−B,B]d and {yi}2ni=n+1 follows the model in (10). Let ĝ be the estimator
in (15) with polynomial order k = bs+ 1c − 1. Under Assumption 2(i), 3, 4, we have
E
∫
|ĝ(z)− g(z)|2µ(dz)
≤ 2c ·max(σ2 + b2bias, 2M2 + 2b2bias)
(
d+k
d
)
Kd log n
n
+
4C2gB
2sds+k
(k!)2K2s
+ 6b2bias. (30)
where c is a universal constant and b2bias is defined in (13).
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Lemma 8 is proved in Supplementary materials F by classical results in nonparametric
regression [16, 33, 14, 9]. The proof of Theorem 2 is given below.
Proof of Theorem 2. From (18), (19) and the fact that ‖x‖ ≤ B, one has
|f̂(x)− f(x)|2 ≤ 4dL2gB2‖ProjΦ̂ − ProjΦ‖2 + 2|ĝ(Φ̂Tx)− g(Φ̂Tx)|2. (31)
We use E{(xi,yi)}2ni=1(h(x)) to denote the expectation of h(x) with respect to the joint
distribution of {(xi, yi)}2ni=1. Then
E
{(xi,yi)}2ni=1
(‖f̂(x)− f(x)‖2L2(ρ))
= E
{(xi,yi)}2ni=1
(∫
|f̂(x)− f(x)|2ρ(dx)
)
≤ 4dL2gB2 E{(xi,yi)}ni=1
(‖ProjΦ̂ − ProjΦ‖2)
+2 E
{(xi,yi)}ni=1
(
E
{(xi,yi)}2ni=n+1
(∫
|ĝ(Φ̂Tx)− g(Φ̂Tx)|2ρ(dx)
) ∣∣∣∣∣{(xi, yi)}ni=1
)
.
Corollary 1 gives an estimate of the first term
E
{(xi,yi)}ni=1
(‖ProjΦ̂ − ProjΦ‖2) ≤
C7
n
. (32)
The second term in (31) can be estimated through Lemma 8:
E
{(xi,yi)}ni=1
(
E
{(xi,yi)}2ni=n+1
(∫
|ĝ(Φ̂Tx)− g(Φ̂Tx)|2ρ(dx)
) ∣∣∣∣∣{(xi, yi)}ni=1
)
= E
{(xi,yi)}ni=1
(
E
{(zi,yi)}2ni=n+1
(∫
|ĝ(z)− g(z)|2µ(dz)
) ∣∣∣∣∣{(xi, yi)}ni=1
)
≤ E
{(xi,yi)}ni=1
[
2c ·max(σ2 + b2bias, 2M2 + 2b2bias)
(
d+k
d
)
Kd log n
n
+
4C2gB
2sds+k
(k!)2K2s
+ 6b2bias
∣∣∣∣∣{(xi, yi)}ni=1
]
≤ 2c ·max
(
σ2 + E
{(xi,yi)}ni=1
b2bias, 2M
2 + 2 E
{(xi,yi)}ni=1
b2bias
) (d+k
d
)
Kd log n
n
+
4C2gB
2sds+k
(k!)2K2s
+ 6 E
{(xi,yi)}ni=1
b2bias
≤ C
(
max(σ2 + 2C8n
−1, 2M2 + 4C8n−1) log n
n
) 2s
2s+d
+
12C8
n
, (33)
where C8 is defined in (17) and C = 2c
(
d+k
d
)
+
4C2gB
2sds+k
(k!)2
independent of n. The last
inequality in (33) results from
E
{(xi,yi)}ni=1
b2bias ≤ 2dC7L2gB2n−1
by Corollary 1 and K chosen according to (16). Finally Combining (32) and (33) gives
rise to (23).
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6 Conclusion
In this work, we combine GCR and piecewise polynomial approximations to estimate a
high-dimensional function which varies along a low-dimensional active subspace. When
the sample size n is sufficiently large and the noise level is sufficiently low, the mean
squared estimation error for the active subspace is O(n−1) and the mean squared regres-
sion error is O((n/ log n)−
2s
2s+d ). These results are verified by numerical experiments.
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A Proof of Proposition 1
Proof of Proposition 1. By expressing x˜−x = ProjSΦ(x˜−x)+ProjS⊥Φ (x˜−x), we can
write the covariance matrix as
E
[
(x˜− x)(x˜− x)T ]
=E
[
ProjSΦ(x˜− x)
[
ProjSΦ(x˜− x)
]T]
+ E
[
ProjS⊥Φ (x˜− x)
[
ProjS⊥Φ (x˜− x)
]T]
+ E
[
ProjSΦ(x˜− x)
[
ProjS⊥Φ (x˜− x)
]T]
+ E
[
ProjS⊥Φ (x˜− x)
[
ProjSΦ(x˜− x)
]T]
=ΦE
[
ΦT (x˜− x)(x˜− x)TΦ]ΦT + ΨE [ΨT (x˜− x)(x˜− x)TΨ]ΨT
+ ΦE
[
ΦT (x˜− x)(x˜− x)TΨ]ΨT + ΨE [ΨT (x˜− x)(x˜− x)TΦ]ΦT
where the columns of Ψ form an orthonormal basis of S⊥Φ .
We next prove E
[
ΨT (x˜− x)(x˜− x)TΦ|Vf (x˜,x) ≤ α
]
is zero. Since x has elliptic
distribution along any direction w ∈ S⊥Φ , wT (x− Ex) and −wT (x− Ex) have the same
distribution. Moreover, for any w ∈ S⊥Φ , wT (x˜ − x) is independent from the event
Vf (x˜,x) ≤ α. Then
E[ΨT (x˜− x)(x˜− x)TΦ|Vf (x˜,x) ≤ α] = −E[ΨT (x˜− x)(x˜− x)TΦ|Vf (x˜,x) ≤ α] = 0.
Similarly, we have E[ΦT (x˜− x)(x˜− x)TΨ|Vf (x˜,x) ≤ α] = 0. Let
G1(α) = E
[
ΦT (x˜− x)(x˜− x)TΦ|V (x˜,x) ≤ α] ∈ Rd×d
G2(α) = E
[
ΨT (x˜− x)(x˜− x)TΨ|V (x˜,x) ≤ α] ∈ R(D−d)×(D−d).
and then the covariance matrix G(α) can be written as
G(α) = ΦG1(α)Φ
T + ΨG2(α)Ψ
T .
Let λˆ1, . . . , λˆd be the eigenvalues of G1(α) and z1, . . . , zd be the associated orthonormal
eigenvectors, and let λ˜1, . . . , λ˜D−d be the eigenvalues of G2(α) and z˜1, . . . , z˜D−d be the as-
sociated orthonormal eigenvectors. Then the eigenvalues ofG(α) are λˆ1, . . . , λˆd, λ˜1, . . . , λ˜D−d
and the associated eigenvectors are Φz1, . . . ,Φzd,Ψz˜1, . . . ,Ψz˜D−d since
G(α)Φzj = ΦG1(α)Φ
TΦzj = λˆjΦzj, j = 1, . . . , d,
G(α)Ψz˜k = ΨG1(α)Ψ
TΨz˜k = λ˜kΨz˜k, k = 1, . . . , D − d.
The eigenvalues satisfy
λˆj = (Φzj)
TG1(α)Φzj
= zTj Φ
TΦE
[
ΦT (x˜− x)(x˜− x)TΦ|V (x˜,x) ≤ α]ΦTΦzj
= E
[
zTj Φ
T (x˜− x)(x˜− x)TΦzj|V (x˜,x) ≤ α
]
= var
[
(Φzj)
T (x˜− x)|V (x˜,x) ≤ α], j = 1, . . . , d;
λ˜k = var
[
(Ψz˜k)
T (x˜− x)|V (x˜,x) ≤ α] , k = 1, . . . , D − d.
By Assumption 1, λˆj ≤ φ(α), j = 1, . . . , d and λ˜k ≥ C0, k = 1, . . . , D − d.
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B Proof of Lemma 2
Lemma 9 (Matrix Bernstein inequality [36]). Let S1, ..., Sn be independent random ma-
trices of size D ×D. Assume that each matrix has a bounded deviation from its mean:
‖Sk − ESk‖ ≤ C for each k = 1, ..., n.
Form the sum S =
∑n
k=1 Sk, and introduce a variance parameter
σ2S = max
{∥∥E [(S − ES)(S − ES)T ]∥∥ ,∥∥E [(S − ES)T (S − ES)]∥∥} .
Then
P(‖S − ES‖ ≥ t) ≤ 2D exp
( −t2/2
σ2S + Ct/3
)
for all t ≥ 0,
and
E (‖S − E(S)‖) ≤
√
2σ2S log(2D) +
1
3
C log(2D).
Lemma 2 is proved through the Matrix Bernstein inequality above.
Proof of Lemma 2. Denote the (i, j) pair in the sum of G¯(α) as (ik, jk), k = 1, 2, ..., n¯α.
For every k, E(xik − xjk)(xik − xjk)T = G(α) and then let
S = G¯(α)−G(α) =
n¯α∑
k=1
Sk, where Sk =
1
n¯α
[
(xik − xjk)(xik − xjk)T −G(α)
]
.
Notice that E(Sk) = 0, and ‖Sk‖ ≤ 8B2n¯α for k = 1, 2, ..., n¯α. The variance parameter can
be estimated from
ES2k =
1
n¯2α
E
(
‖(xik − xjk)‖22(xik − xjk)(xik − xjk)T − (xik − xjk)(xik − xjk)TG(α)
−G(α)(xik − xjk)(xik − xjk)T +G2(α)
)
 1
n¯2α
(
4B2E[(xik − xjk)(xik − xjk)T ]−G2(α)
)  4B2
n¯2α
G(α),
such that
σ2S = ES2 = E
(
n¯α∑
k=1
Sk
)2
= E
(
n¯α∑
k=1
S2k
)
≤ 4B
2
n¯α
‖G(α)‖ ≤ 16B
4
n¯α
,
where the last inequality holds as ‖G(α)‖ ≤ 4B2. Applying the matrix Bernstein in-
equality in Lemma 9 yields
P(‖G¯(α)−G(α)‖ ≥ t) ≤ 2D exp
( −3t2n¯α
16B2(6B2 + t)
)
,
E
(‖G¯(α)−G(α)‖) ≤ √32B4 log(2D)
n¯α
+
8B2 log(2D)
3n¯α
≤ 4B2
√2 log(2D)
n¯α
+
2 log(2D)
3n¯α

≤ 8B2
√
2 log(2D)
n¯α
when n¯α ≥ 2 log(2D)
3
.
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C Proof of Lemma 3
Recall that Ĝ(α, r) sums over independent matrices (xi−xj)(xi−xj)T satisfying V̂y(xi,xj, r) ≤
α, while G¯(α + α0 + 3σ
2) sums over independent matrices (xi − xj)(xi − xj)T satisfying
Vf (xi,xj) ≤ α + α0 + 3σ2. To prove Ĝ(α, r) = G¯(α + α0 + 3σ2) with high probability,
it is sufficient to show that V̂y(xi,xj, r) ≤ α implies Vf (xi,xj) ≤ α + α0 + 3σ2 with high
probability. We express
Vf (xi,xj)− V̂y(xi,xj, r) = Vf (xi,xj)− Vf (xi,xj, r)
+ Vf (xi,xj, r)− Vy(xi,xj, r) + Vy(xi,xj, r)− V̂y(xi,xj, r).
where Vf (xi,xj, r) = var (f(x)|x ∈ Tij(r))) and thus
|Vf (xi,xj)− V̂y(xi,xj, r)| ≤ |Vf (xi,xj)− Vf (xi,xj, r)|︸ ︷︷ ︸
I
+ |Vf (xi,xj, r)− Vy(xi,xj, r)|︸ ︷︷ ︸
II
+ |Vy(xi,xj, r)− V̂y(xi,xj, r)|︸ ︷︷ ︸
III
.
(S.1)
The second term satisfies II ≤ σ2 since it captures the variance of the bounded noise
in [−σ, σ]. The first term represents the difference between the variance of f over the
segment between xi and xj, and the variance of f in the tube with radius r enclosing
this segment. Under the condition that g is Lipschitz, it scales linearly with respect to
the tube radius r. An upper bound of I is given below:
Lemma 10. Assume Assumption 2(i) and 3, and f is defined as (1). For every xi,xj ∈
RD and sufficiently small r,
|Vf (xi,xj)− Vf (xi,xj, r)| ≤ 10L2gBr. (S.2)
Proof of Lemma 10. Let f¯` be the mean of f(x) on `(xi,xj) and f¯ij be the mean of
f(x) on Tij(r). We first prove the error bound between f¯` and f¯ij. For simplicity, we
denote `(xi,xj) by `. We parameterize ` by t for 0 ≤ t ≤ 1 and use r(t) to denote a
point on ` such that r(0) = xi and r(1) = xj. Let S(t) be the disk centered at r(t) of
radius r on the hyperplane of dimension D − 1 which is perpendicular to `. Let ρt be
a measure on [0, 1] such that, for any r(t) ∈ `, ρt(dt) = limr→0 ρ(T (r(t),r(t+dt),r))ρ(T (r(0),r(1),r)) , where
T (r(t), r(t+ dt), r) is the tube enclosing `(r(t), r(t+ dt)) with radius r. We can express
f¯` =
∫ 1
0
f(r(t))ρt(dt) = lim
r→0
1
ρ(Tij(r))
∫ 1
0
∫
S(t)
f(r(t))ρ(S(t)dt)
and
f¯ij =
1
ρ(Tij(r))
∫
Tij(r)
f(x)ρ(dx) =
1
ρ(Tij(r))
∫ 1
0
∫
S(t)
f(x)ρ(S(t)dt).
When r → 0,
|f¯` − f¯ij| = 1
ρ(Tij(r))
∣∣∣∣∫ 1
0
∫
S(t)
[f(r(t))− f(x)]ρ(S(t)dt)
∣∣∣∣ ≤ rLg.
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We next derive the error bound between Vf (xi,xj) and Vf (xi,xj, r) when r → 0:
|Vf (xi,xj)− Vf (xi,xj, r)|
=
∣∣∣∣ 1ρ(Tij(r))
∫ 1
0
∫
S(t)
(f(r(t))− f¯`)2ρ(S(t)dt)− 1
ρ(Tij(r))
∫ 1
0
∫
S(t)
(f(x))− f¯ij)2ρ(S(t)dt)
∣∣∣∣
=
1
ρ(Tij(r))
∫ 1
0
∫
S(t)
∣∣(f(r(t))− f¯`)2 − (f(x))− f¯ij)2∣∣ ρ(S(t)dt)
=
1
ρ(Tij(r))
∫ 1
0
∫
S(t)
∣∣(f(r(t))− f¯` + f(x)− f¯ij)(f(r(t))− f(x) + f¯ij − f¯`)∣∣ ρ(S(t)dt)
≤ 1
ρ(Tij(r))
∫ 1
0
∫
S(t)
∣∣(f(r(t))− f¯` + f(x)− f¯ij)∣∣ · 2rLgρ(S(t)dt).
On the other hand, for any r(t) ∈ `,
|f(r(t))− f¯`| ≤ Lg‖xi − xj‖ ≤ 2LgB.
Similarly, for any x ∈ Tij(r)
|f(x)− f¯ij| ≤ Lg sup
z,w∈Tij(r)
‖z−w‖ = Lg
√
‖xi − xj‖2 + 4r2 ≤ 3LgB
when 4r2 ≤ 5B2. In summary,
|Vf (xi,xj)− Vf (xi,xj, r)| ≤ 10L2gBr.
The term III captures the difference between the population variance of y in the tube
Tij(r) and its empirical counterpart. We expect it to be small if there are sufficient amount
of points in Tij(r). The following lemma gives an estimate on the difference between the
population variance of a bounded random variable and its empirical counterpart.
Lemma 11. Let s be a random variable in [m− A,m+ A] for some m ∈ R and A > 0.
Suppose {si}ni=1 are independent copies of s. Denote the empirical variance by V̂ (s) =
1
n−1
∑n
i=1(si − s¯)2 where s¯ = (s1 + . . .+ sn)/n. Then
P
(
|V̂ (s)− EV̂ (s)| ≥ t
)
≤ 2e− nt
2
16A4 for any t > 0.
Lemma 11 is a consequence of U-statistics [19] applied on V̂ (s). We next derive an
estimate of III in (S.1) based on Lemma 11.
Lemma 12. Let {xi}ni=1 be i.i.d. samples from the probability measure ρ , and {yi}ni=1 be
sampled according to the model in (1), under Assumption 2(i) (ii), 3 and 4. Let ν > 0
and set
α0 = max
{
C2
(
log n
n
) 1
D
, C3
(
log n
n
) 1
D+2
}
and r = C1α0 (S.3)
with some C1 ≤ 1/(8L2g), C2 =
[
56νL2g/(3c0C
D−1
1 )
] 1
D , C3 =
[
256ν(M + σ)4L2g/(c0C
D−1
1 )
] 1
D+2 .
Then
P
{
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≤ α0
2
+ 2σ2
}
≥ 1− 4n−ν .
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Proof of Lemma 12. We set η = α0/(2L
2
g), and consider the tube Tij(r) with ‖xi −
xj‖ > η and ‖xi − xj‖ ≤ η as separate cases.
Case I when ‖xi − xj‖ ≤ η: When ‖xi − xj‖ ≤ η, we expect Vy(xi,xj, r) to be small
since f(x) has a small variation within Tij(r). Let z = (xi + xj)/2. For any
x ∈ Tij(r), |f(x)− f(z)| ≤ Lg
√
(η/2)2 + r2. Hence,
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≤ max(Vy(xi,xj, r), V̂y(xi,xj, r))
≤ 2 (L2g[(η/2)2 + r2] + σ2) ≤ α0/2 + 2σ2
where the last inequality holds as long as η2 ≤ α0/(2L2g) and r2 ≤ α0/(8L2g). By
(S.3), α0 is small when n is sufficiently large. These conditions are guaranteed as
η2 < η = α0/(2L
2
g) and r
2 < r ≤ α0/(8L2g) when n is sufficiently large.
Case II when ‖xi − xj‖ > η: When ‖xi − xj‖ > η, there are sufficient points in Tij(r)
so that V̂y(xi,xj, r) is concentrated on Vy(xi,xj, r). Let ρ(Tij(r)) be the measure
of the tube Tij(r), which satisfies ρ(Tij(r)) ≥ c0rD−1η by (7). Let nij(r) be the
number of points in Tij(r) and then ρ̂(Tij(r)) = nij(r)/n is the empirical measure
of Tij(r). By [29, Lemma 29], we have the following concentration of measure:
P
{
|ρ̂(Tij(r))− ρ(Tij(r))| ≥ 1
2
ρ(Tij(r))
}
≤ 2e− 328nρ(Tij(r)) ≤ 2e− 328 c0nrD−1η (S.4)
On the condition of the event |ρ̂(Tij(r))−ρ(Tij(r))| ≤ 12ρ(Tij(r)), we have ρ̂(Tij(r)) ≥
1
2
ρ(Tij(r)), which implies nij(r) ≥ 12c0nrD−1η. By Lemma 11, V̂y(xi,xj, r) is con-
centrated on Vy(xi,xj, r) with high probability:
P
{
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≥ t
}
≤ 2e−
nij(r)t
2
16(M+σ)4 , ∀t > 0.
Setting t = 1
2
α0 gives rise to
P
{
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≥ 1
2
α0
∣∣∣∣|ρ̂(Tij(r))− ρ(Tij(r))| ≤ 12ρ(Tij(r))
}
≤ 2e−
nij(r)α
2
0
64(M+σ)4 ≤ e−
c0nr
D−1ηα20
128(M+σ)4 (S.5)
Combining (S.4) and (S.5) yields
P
{
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≥ 1
2
α0
}
≤ P
{
|ρ̂(Tij(r))− ρ(Tij(r))| ≥ 1
2
ρ(Tij(r))
}
+ P
{
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≥ 1
2
α0
∣∣∣∣|ρ̂(Tij(r))− ρ(Tij(r))| ≤ 12ρ(Tij(r))
}
≤ 2e− 328 c0nrD−1η + 2e−
c0nr
D−1ηα20
128(M+σ)4 ≤ 2e−
3c0C
D−1
1 nα
D
0
56L2g + 2e
− c0C
D−1
1 nα
D+2
0
256(M+σ)4L2g .
When α0 is chosen according to (S.3), one obtains
P
{
|Vy(xi,xj, r)− V̂y(xi,xj, r)| ≥ 1
2
α0
}
≤ 4n−ν .
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Combining Lemma 10 and Lemma 12, we obtain the following estimate of |Vf (xi,xj)−
V̂y(xi,xj, r)|:
Lemma 13. Let {xi}ni=1 be i.i.d. samples from the probability measure ρ, and {yi}ni=1 be
sampled according to the model in (1), under Assume Assumption 2(i) (ii), 3 and 4. Let
ν > 0 and set α0 and r as (S.3) with C1 =
(
4L2g max(5B, 2)
)−1
. Then
P
(
|Vf (xi,xj)− V̂y(xi,xj, r)| ≤ α0 + 3σ2
)
≥ 1− 4n−ν . (S.6)
Proof of Lemma 13. The proof is based on a combination of Lemma 10 and Lemma
12. In (S.1), we have
I ≤ α0
2
if r ≤ α0
20L2gB
from Lemma 10,
II ≤ σ2,
III ≤ α0
2
+ 2σ2 with probability no less than 1− 4n−ν ,
which implies (S.6).
Lemma 13 gives an estimate on |Vf (xi,xj)− V̂y(xi,xj, r)| for an (i, j) pair. We next
derive a union bound to show that if n is large enough, then with high probability, every
Vf (xi,xj) is small for all the (i, j) pairs satisfying A(i, j) = 1.
Lemma 14. Let {xi}ni=1 be i.i.d. samples from the probability measure ρ, and {yi}ni=1 be
sampled according to the model in (1), under Assumption 2(i) (ii), 3 and 4. Let ν > 0
and set α0, r as (S.3). Index the output pairs {(xi,xj)|A(i, j) = 1} by Algorithm 1 as
{(xik ,xjk)}n̂αk=1. Then for any α > 0,
P
(
n̂α⋂
k=1
[
Vf (xik ,xjk) ≤ α + α0 + 3σ2
]) ≥ 1− 4n̂αn−ν .
Proof of Lemma 14. Lemma 13 implies that, for any α > 0,
P
(
Vf (xik ,xjk) > α + α0 + 3σ
2
) ≤ 4n−ν .
Then
P
(
n̂α⋂
k=1
[
Vf (xik ,xjk) ≤ α + α0 + 3σ2
])
= 1− P
(
n̂α⋃
k=1
[
Vf (xik ,xjk) > α + α0 + 3σ
2
])
≥ 1−
n̂α∑
k=1
P
(
Vf (xik ,xjk) > α + α0 + 3σ
2
) ≥ 1− 4n̂αn−ν .
Proof of Lemma 3. Ĝ(α, r) sums over n̂α pairs of (xi,xj) such that V̂y(xi,xj, r) ≤ α.
By Lemma 14, all of these n̂α pairs of (xi,xj) satisfies Vf (xi,xj) ≤ α + α0 + 3σ2 with
probability no less than 1− 4n̂αn−ν .
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D Proof of Lemma 4
To prove Lemma 4, we need the following Lemma:
Lemma 15. Suppose f is defined as (1), with the function g satisfying Assumption 3.
For any two points xi,xj ∈ RD, Vf (xi,xj) ≤ L2g‖ΦTxi − ΦTxj‖2.
Proof. For any x = (1− t)xi + txj, t ∈ [0, 1], we have
|f(x)− f(xi)| = |g(ΦTx)− g(ΦTxi)|
≤ Lg‖ΦT [(1− t)xi + txj]− ΦTxi‖
= Lg‖t(ΦTxj − ΦTxi)‖ ≤ Lg‖ΦTxi − ΦTxj‖.
Therefore, Vf (xi,xj) = var (f(x)|x = (1− t)xi + txj, t ∈ [0, 1]) ≤ L2g‖ΦTxi−ΦTxj‖2.
Proof of Lemma 4. In Algorithm 1, we say two points xi,xj are connected if Algorithm
1 outputs A(xi,xj) = 1. Algorithm 1 guarantees that if xi and xj are connected, they
can not be connected with any other points, so that the connected pairs are independent
from each other. As a consequence, n̂α is upper bounded by n/2.
To prove the lower bound of n̂α, we first discretize the domain [−B,B]d into small
cubes along each direction with grid spacing h = 2B(log n/n)
1
2D . Denote the d-dimensional
cube with side length h as Ω˜k, k = 1, . . . , N , and then N ≤ (2B/h)d = (n/ log n) d2D . De-
fine N prisms in RD as
Ωk = {x ∈ RD : ΦTx ∈ Ω˜k}, k = 1, . . . , N.
For any Ωk and any xi,xj ∈ Ωk, we next show V̂y(xi,xj, r) ≤ α with high probabil-
ity. If xi,xj ∈ Ωk, ‖ΦTxi − ΦTxj‖ ≤
√
dh and by Lemma 15, Vf (xi,xj) ≤ dL2gh2 =
4dL2gB
2(log n/n)
1
D . According to Lemma 13, P
(
|Vf (xi,xj)− V̂y(xi,xj, r)| ≤ α0 + 3σ2
)
≥
1− 4n−ν . Therefore, for any xi,xj ∈ Ωk, we have
P
{
V̂y(xi,xj, r) > 4dL
2
gB
2
(
log n
n
) 1
D
+ α0 + 3σ
2
}
≤ 4n−ν .
Denote #Ωk = #{xi : xi ∈ Ωk}. Applying a union bound gives
P
{
∃Ωk such that ∃xi,xj ∈ Ωk : V̂y(xi,xj, r) > 4dL2gB2
(
log n
n
) 1
D
+ α0 + 3σ
2
}
≤
∑
k
P
{
∃xi,xj ∈ Ωk : V̂y(xi,xj, r) > 4dL2gB2
(
log n
n
) 1
D
+ α0 + 3σ
2
}
≤
∑
k
(
#Ωk
2
)
4n−ν ≤
∑
k
2(#Ωk)
2n−ν ≤ 2
(∑
k
#Ωk
)2
n−ν ≤ 2n−(ν−2).
The equation above shows that, in all sets Ωk, k = 1, . . . , N , all pairs of points xi,xj in
each Ωk satisfy V̂y(xi,xj, r) ≤ α with probability no less than 1− 2n−(ν−2).
In Algorithm 1, two points xi,xj are likely to be connected if V̂y(xi,xj, r) ≤ α. Under
the condition that in all the sets Ωk, k = 1, . . . , N , all pairs of points xi,xj in each Ωk
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satisfy V̂y(xi,xj, r) ≤ α, there is at most one point in each Ωk that is not connected with
other points in the output of Algorithm 1. Therefore, the number of connected pairs
satisfies
n̂α ≥ 1
2
(n−N) = 1
2
[
n−
(
n
log n
) d
2D
]
≥ n
4
if n is sufficiently large such that 2(n/ log n)
d
2D ≤ n.
E Proof of Lemma 7
Proof of Lemma 7. E(X2) can be computed by the following intergral
E(X2) =
∫ +∞
0
tAe−
at2
b+ctdt
=
∫ +∞
0
tmin(1, Ae−
at2
b+ct )dt
≤
∫ t0
0
tdt+
∫ t1
t0
tAe−
at2
2b dt+
∫ +∞
t1
tAe−
at
2cdt
≤ 1
2
t20 +
Ab
a
(
e−
at20
2b − e−at
2
1
2b
)
+
2c
a
Ae−
at1
2c
(
t1 +
2c
a
)
where Ae−
at20
2b = 1, b = ct1 such that t
2
0 = (2b/a) logA and t1 = b/c. Plugging t0 and t1 to
the equation above gives rise to
E(X2) ≤ b logA
a
+
b
a
− Ab
a
e−
ab
2c2 +
2Ab
a
e−
ab
2c2 +
4Ac2
a2
e−
ab
2c2
=
b
a
(logA+ Ae−
ab
2c2 + 1) + e−
ab
2c2
4Ac2
a2
≤ b
a
(logA+ A+ 1) +
4Ac2
a2
.
F Proof of Lemma 8
Lemma 8 is based Lemma 16 ([16, Lemma 11.1]) and Lemma 17 ([16, Theorem 11.3])
below, which are standard results in non-parametric statistics.
Lemma 16. [16, Lemma 11.1] Suppose g : [−B,B]d → R is (s, Cg)-smooth with s = k+β
for some k ∈ N0 and β ∈ (0, 1]. Let gk be the Taylor polynomial of g at a ∈ [−B,B]d of
degree k. Then
|g(z)− gk(z)| ≤ Cgd
k/2‖z− a‖s
k!
,
for all z near a.
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Proof of Lemma 16. We denote the multi-indexα = (α1, . . . , αd) and letα! = α1! · · ·αd!,
zα = zα11 · · · zαdd for z = (z1, ..., zd). Denote the partial derivative Dα := ∂
α1+...+αd
∂x
α1
1 ···∂x
αd
d
. The
Taylor expansion of g at a gives
g(z)− gk(z) = g(z)− gk−1(z)−
∑
|α|=k
Dαg(a)(z− a)α
α!
=
∑
|α|=k
k
α!
[∫ 1
0
(1− t)k−1Dαg(a + t(z− a))dt
]
(z− a)α −
∑
|α|=k
(Dαg)(a)(z− a)α
α!
=
∑
|α|=k
(z− a)α
α!
k
∫ 1
0
[
(1− t)k−1Dαg(a + t(z− a))− (1− t)k−1Dαg(a)] dt
=
∑
|α|=k
(z− a)α
α!
k
∫ 1
0
(1− t)k−1 [Dαg(a + t(z− a))− (Dαg)(a)] dt.
From this, and the assumption that g is (s, Cg) smooth, one obtains
|g(z)− gk(z)| ≤
∑
|α|=k
|(z− a)α|
α!
k
∫ 1
0
(1− t)k−1Cg‖z− a‖βdt
= Cg‖z− a‖β
∑
|α|=k
|(z− a)α|
α!
=
Cg‖z− a‖β
k!
∑
|α|=k
k!
α!
|(z− a)α|
by the multinomial theorem
=
Cg‖z− a‖β
k!
(∑
i
|zi − ai|
)k
≤ Cg‖z− a‖
β
k!
‖z− a‖k1
≤ Cg‖z− a‖
β
k!
(√
d‖z− a‖
)k
=
Cgd
k/2‖z− a‖s
k!
.
Lemma 17. [16, Theorem 11.3] Let {zi}2ni=n+1 be i.i.d. sampled from a probability measure
µ such that supp(µ) ⊆ [−B,B]d and let {yi}2ni=n+1 be sampled from the regression model
y = h(z) + ζ
where E[ζ|z] = 0. Suppose ‖h‖∞ < +∞ and supz var(ζ|z) ≤ σ¯2 < ∞. Let F be a linear
space of functions from Rd to R, and ĝ be the estimator given by
ĥ = T‖h‖∞h˜ where h˜ = arg min
p∈F
1
n
n∑
i=1
|p(zi)− yi|2.
Then
E
∫
|ĥ(z)− h(z)|2µ(dz)
≤ c ·max(σ¯2, ‖h‖2∞)
dim(F) log n
n
+ 8 inf
p∈F
∫
|p(z)− h(z)|2µ(dz). (S.7)
for some universal constant c.
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In (S.7), the mean squared error is decomposed into two terms: the first term captures
the variance and the second term estimates the bias. We consider piecewise polynomial
approximation with order no more than k such that F = Fk.
Proof of Lemma 8. In order to apply Lemma 17, we express the regression model in
(10) as
yi = g(zi) + η(zi)︸ ︷︷ ︸
h(zi)
+ ξ˜i − η(zi)︸ ︷︷ ︸
ζi
with η defined in (12). The function h is bounded: ‖h‖∞ ≤ ‖g‖∞+‖η‖∞ ≤M+LgB‖Φ̂−
Φ‖. The noise satisfies E[ζ|z] = 0 and
sup
z=Φ̂Tx
var(ζ|z) = sup
z=Φ̂Tx
var
(
ξ + g(ΦTx)− g(Φ̂Tx)− E[g(ΦTx)− g(Φ̂Tx)|Φ̂Tx]
)
= sup
z=Φ̂Tx
var(ξ) + var[g(ΦTx)− g(Φ̂Tx)|Φ̂Tx = z]
≤ σ2 + L2gB2‖Φ̂− Φ‖2 = σ2 + b2bias,
where b2bias is defined in (13). We apply Lemma 17 with F = Fk, and then
E
∫
|ĝ(z)− g(z)− η(z)|2µ(dz)
≤ c ·max(σ2 + b2bias, 2M2 + 2b2bias)
dim(Fk) log n
n
+ 8 inf
p∈Fk
∫
|p(z)− g(z)− η(z)|2µ(dz).
for some universal c. Here dim(Fk) is the dimension of Fk and hence dim(Fk) =
(
d+k
d
)
Kd.
Let gk be the piecewise Taylor polynomial of g with degree no more than k = bs+ 1c− 1
on the partition of [−B,B]d into Kd cubes, where the Taylor expansion is at the center
of each cube. The second term can be estimated from Lemma 16 as
inf
p∈Fk
∫
|p(z)− g(z)− η(z)|2µ(dz) ≤ sup
z
|gk(z)− g(z)− η(z)|2
≤ 2
(
Cgd
k/2
k!
(
Bd1/2
K
)s)2
+ 2‖η‖2∞ ≤
2C2gB
2sds+k
(k!)2K2s
+ 2b2bias.
Therefore
E
∫
|ĝ(z)− g(z)− η(z)|2µ(dz)
≤ c ·max(σ2 + b2bias, 2M2 + 2b2bias)
(
d+k
d
)
Kd log n
n
+
2C2gB
2sds+k
(k!)2K2s
+ 2b2bias.
We have
E
∫
|ĝ(z)− g(z)|2µ(dz) = E
∫
|ĝ(z)− g(z)− η(z) + η(z)|2µ(dz)
≤ E
(
2
∫
|ĝ(z)− g(z)− η(z)|2µ(dz) + 2
∫
|η(z)|2µ(dz)
)
≤ 2c ·max(σ2 + b2bias, 2M2 + 2b2bias)
(
d+k
d
)
Kd log n
n
+
4C2gB
2sds+k
(k!)2K2s
+ 6b2bias.
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G Proof of (19)
Proof of (19). We have
‖Φ̂− Φ‖2 ≤
d∑
i=1
‖φ̂i − φi‖2
=
d∑
i=1
φ̂
T
i φ̂i + φ
T
i φi − φ̂
T
i φi − φTi φ̂i
=
d∑
i=1
2− 2 cos(θi) ≤
d∑
i=1
2(1− cos2(θi))
=
d∑
i=1
2 sin2(θi) ≤ 2d sin2(θ1)
= 2d‖ProjΦ̂ − ProjΦ‖2.
The last equality comes from [35, Theorem 5.5].
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