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Abstract
The expected running time of the classical (1+1) EA on the OneMax
benchmark function has recently been determined by Hwang et al. (2018) up
to additive errors of O((log n)/n). The same approach proposed there also
leads to a full asymptotic expansion with errors of the form O(n−K log n)
for any K > 0. This precise result is obtained by matched asymptotics
with rigorous error analysis (or by solving asymptotically the underlying re-
currences via inductive approximation arguments), ideas radically different
from well-established techniques for the running time analysis of evolution-
ary computation such as drift analysis. This paper revisits drift analysis
for the (1+1) EA on OneMax and obtains that the expected running time
E (T ), starting from dn/2e one-bits, is determined by the sum of inverse
drifts up to logarithmic error terms, more precisely
bn/2c∑
k=1
1
∆(k)
− c1 log n ≤ E (T ) ≤
bn/2c∑
k=1
1
∆(k)
− c2 log n
where ∆(k) is the drift (expected increase of the number of one-bits from
the state of n − k ones) and c1, c2 > 0 are explicitly computed constants.
This improves the previous asymptotic error known for the sum of in-
verse drifts from O˜(n2/3) to a logarithmic error and gives for the first
time a non-asymptotic error bound. Using standard asymptotic techniques,
the difference between E (T ) and the sum of inverse drifts is found to be
(e/2) log n+O(1).
1
ar
X
iv
:1
90
6.
09
04
7v
2 
 [c
s.N
E]
  2
5 J
un
 20
19
1 Introduction
The runtime analysis of randomized search heuristics on simple, well-structured
benchmark problems has triggered the development of analytical tools for under-
standing the complexity and considerably contributed to their theoretical founda-
tions. This paper is concerned with the objective function OneMax(x1, . . . , xn) =
x1 + · · · + xn, the arguably most fundamental theoretical benchmark problem in
discrete search spaces and the (1+1) EA, probably the most fundamental search
heuristic in the theoretical runtime analysis (see Algorithm 1).
Already the earliest analysis of the (1+1) EA [26] showed that the (1+1) EA
optimizes OneMax in an expected time of O(n log n), where time corresponds
to the number of iterations. The early interest and attempts in obtaining more
precise description of the runtime complexity were summarized in Garnier et al.’s
fine paper [10] with very strong approximation results claimed. On the other hand,
it follows from the analyses in [9] that the expected time is bounded from above by
enHn ≤ en(log n + 1), where Hn =
∑n
j=1 1/j denotes the n-th harmonic number
and log n the natural logarithm. Lower bounds of the kind Ω(n log n) that hold
for the much larger class of functions with a unique optimum [9] showed that the
results were at least asymptotically tight.
From the beginning of this decade, finer analyses of the expected runtimes have
gained increasing attention. Precise expressions for the runtime, dependent not
only on the search space dimension n but also on parameters such as the muta-
tion rate, are vital to optimize parameter settings [29] and to compare different
algorithms whose runtime only differs in lower-order terms [4].
With respect to OneMax, the first lower bound that explicitly states the
leading coefficient e in an expression of the type (1− o(1))en log n was indepen-
dently derived by Doerr, Fouz and Witt [5] and Sudholt [28] (in the finer form
en log n − 2n log log n) using the techniques of drift analysis and fitness levels,
respectively. The lower-order term was sharpened to a linear term Ω(n) in [6],
and an explicit bound for the coefficient of this linear term, was given by Lehre
and Witt [23], who proved the lower bound en log n − 7.81791n − O(log n). The
main tool to derive these results relies on increasingly refined drift theorems, most
notably on variable drift analysis. At roughly the same time, Hwang et al. [14]
presented a drastically refined analysis, which determines the expected runtime of
the (1+1) EA on OneMax up to terms of order O((log n)/n): the exact expression
given is
en log n− C1n+ (e/2) log n+ C2 +O((log n)/n), (1)
where C1 = 1.89254 . . . and C2 = 0.59789875 . . . are explicitly computable con-
stants; see also [15] for the journal version and http://140.109.74.92/hk/?p=840
for the web version with a full asymptotic expansion. To obtain these precise re-
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sults, techniques fundamentally different from drift analysis and other established
methods for the runtime analysis were used, namely matched asymptotics with rig-
orous error analysis. In addition to the expected runtime, the asymptotic variance
as well as the limiting distribution are also worked out there by similar approaches.
While the expression for the asymptotic expected runtime in (1) represents
the best of its kind, it also raises important open questions. First, from a more
didactical and methodological point of view, one may look for a more elementary
derivation of the formula (1), at least with respect to the linear term −C1n. Note
that one can analyze the related search heuristic RLS, which flips exactly one bit
per iteration, on OneMax exactly and without any asymptotic terms (see [3]),
at least if it is initialized deterministically with dn/2e one-bits. The expression
of the expected runtime equals nHbn/2c then and is accompanied by an intuitive
proof appealing to the coupon collector theorem. For a uniform initialization,
the analysis become more involved but still an extremely precise result (coming
with an asymptotic term, though) exists: nHbn/2c − 1/2 + o(1). This proof takes
only a few pages and uses well-known intuitive concepts such as the binomial
distribution. The o(1)-term comes without an explicit error bound, though, and
it is not discussed how to refine it.
Second, it would be helpful to confirm that the constant in the O((log n)/n)-
term is small so that one may call it negligible even for small problem sizes. This
question may be approached along two different directions: one via an explicit
error bound for all n, and the other by combining exact numerical calculations and
asymptotic expansions. The former will be realized by the drift analysis presented
in Sections 3–4 of this paper; we briefly describe here the latter, which depends
on the sample size n. If n is large enough, say n ≥ 50, then we can use a longer
expansion of the form
en log n− C1n+
∑
0≤k≤K
dk log n+ ek
nk
where K is chosen large enough depending on the required tolerance error. In
particular, by refining the analysis in [15], one has d0 =
1
2
, d1 =
9
8
and d2 =
31
16
(expressions for ek being more complex). On the other hand, if n is small, one can
always compute the exact quantity by the underlying recurrence relations without
introducing any error. Such an exact calculation can be made efficient even in
portable computing devices such as laptops and for n in the hundreds; it is equally
helpful in measuring the error introduced when using K terms of the asymptotic
expansion.
While different approaches have their own strengths and weaknesses, it is pos-
sible to combine them in many cases in discrete probabilities and algorithmics,
and obtain results that are often stronger than a single approach can achieve. The
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fine approximation we work out in this paper represents another testimony to this
statement.
Our contribution. In this paper, we revisit the method of drift analysis and
obtain that the expected runtime E (T ) of the (1+1) EA on OneMax, started
from dn/2e ones, is approximated by the sum of inverse drifts up to logarithmic
error terms, more precisely
bn/2c∑
k=1
1
∆(k)
− c1 log n ≤ E (T ) ≤
bn/2c∑
k=1
1
∆(k)
− c2 log n,
where ∆(k) is the drift (expected increase of the number of one-bits from the state
of n−k ones) and c1, c2 > 0 are explicitly computed constants. This gives not only
an intuitive approximation of the expected runtime via inverse drifts but for the
first time explicit error bounds. Closest to our results, Gießen and Witt [11] used
new variants of variable drift analysis and showed for the more general class of
(1+λ) EAs that the expected runtime is characterized by the sum of inverse drifts
up to an additive error of O˜(n2/3) — we improve further this error term to c log n for
an explicit constant c > 0. To prove our results, we use elementary techniques and
additive drift analysis as the only tool for the treatment of stochastic processes. At
the same time, we obtain new drift theorems dealing with error bounds in variable
drift analysis that may be of independent interest. The assumption of a fixed
starting point for the (1+1) EA only introduces a difference in O(1) compared to
the expected runtime with a uniform initialization [3].
Finally, from the sum expression of ∆(k), we prove, by standard asymptotic
methods (generating functions and the Euler-Maclaurin formula), that the ex-
pected runtime of the (1+1) EA on OneMax equals
bn/2c∑
k=1
1
∆(k)
− e
2
log n+O(1),
i. e., the sum of inverse drifts overestimates the exact expected time only by an
additive term of (e/2) log n+O(1).
This paper is structured as follows. In Section 2, we introduce the concrete
problem setting and well-known variable drift theorems. We also revisit the well-
known result that the expected runtime of the (1+1) EA on OneMax is bounded
by the sum of inverse drifts over the interval {1, . . . , X0}, where X0 is the initial
number of zero-bits. Section 3 is concerned with the lower bound
∑bn/2c
k=1 1/∆(k)−
c1 log n for a constant c1 > 0, which we prove using a new, self-contained variable
drift theorem. Section 4 complements this result by bounding the expected runtime
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from above by
∑bn/2c
k=1 1/∆(k)− c2 log n, for another constant c2 > 0, again using a
novel variable drift theorem. The following Section 5 then briefly illustrates that
drift analysis in principle allows an alternative proof of an exact expression of the
expected runtime, before we in Section 6 apply asymptotic techniques to show
that the expression
∑bn/2c
k=1 1/∆(k)− (e/2) log n gives the exact time up to additive
errors of O(1).
2 Preliminaries
We consider the classical randomized search heuristic (1+1) EA; see Algorithm 1,
which is intensively studied in the theory of randomized search heuristics [1, 16].
It creates a new search point by flipping each bit of the current search point inde-
pendently with probability 1/n and accepts it if it is not inferior to the previous
search point. The algorithm is formulated for pseudo-boolean maximization prob-
lems but can straightforwardly be applied to minimization as well. The analysis
of the (1+1) EA is a stepping stone towards the analysis of more advanced search
heuristics, but already this simple framework leads to challenging analyses even on
very simple problems. In this paper, we focus exclusively on the simple OneMax
problem, which can be regarded as a simple hillclimbing task.
Algorithm 1 (1+1) EA
t := 0.
Choose uniformly at random x0 ∈ {0, 1}n.
repeat
Create x′ by flipping each bit in xt independently with probability 1/n.
xt+1 := x
′ if f(x′) ≥ f(xt), and xt+1 := xt otherwise.
t := t+ 1.
until some stopping criterion is fulfilled.
Since the (1+1) EA is unbiased, i. e., it treats one-bits and zero-bits in the
same way [21], all results in this paper hold also for the more general Hamming
distance minimization problem fz(x) = n−H(x, z), where z ∈ {0, 1}n is arbitrary
and H(x, z) denotes the Hamming distance of the search points x and z. We also
remark that our forthcoming analyses can be generalized to different mutation
rates, i. e., a (1+1) EA that flips each bit independently with probability c/n
for a constant c > 0; however, this will not yield new interesting insights. We
emphasize that we only consider a static mutation probability here – dynamic
schemes, including self-adjusting and self-adaptive mutation rates (e. g., [4, 7])
must usually be analyzed via different techniques.
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The runtime (synonymously, optimization time) is the smallest t such that xt
is optimal, i. e., the random number of iterations until sampling an optimum. It
corresponds to the number of fitness evaluations (plus 1 for the initialization)
until the optimum is found. In this paper, we are exclusively concerned with the
expected runtime; bounds on the tail of the runtime of (1+1) EA can be found,
e. g., in [23].
2.1 Additive Drift
Our main tool for the runtime analysis of the (1+1) EA is drift analysis, which
is in fact one of the most versatile and wide-spread techniques for this purpose
[24]. Roughly speaking, drift analysis translates information about the expected
local change of the process (the so-called drift) into a global statement about the
first hitting time of a target state. Drift analysis, which is well known in the
theory of stochastic processes [12], was introduced to the field of runtime analysis
of evolutionary computation by He and Yao [13] in the form of an additive drift
theorem. This theorem was continuously refined and given in different formula-
tions. We present it in a very general style, allowing continuous state spaces and
non-Markovian processes. As noticed by Lengler [24] and Krejca and Ko¨tzing [19],
the process may live on a one-sided unbounded state space if upper bounds on
the expected first hitting time are to be derived. We also integrate both variants
for upper and lower bounds on expected hitting times in one theorem, sacrificing
some generality in the second case [19].
Theorem 1. Let (Xt)t≥0 be a stochastic process, adapted to a filtration Ft, over
some state space S ⊆ R≥0, where 0 ∈ S. Let T := min{t | Xt = 0} be the first
hitting time of state 0.
1. If there is some δ > 0 such that conditioned on t < T it holds that
E (Xt −Xt+1 | Ft) ≥ δ,
then
E (T | F0) ≤ X0
δ
.
2. If there is some δ > 0 such that conditioned on t < T it holds that both
E (Xt −Xt+1 | Ft) ≤ δ,
and Xt ≤ b for some constant b > 0 then
E (T | F0) ≥ X0
δ
.
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In a nutshell, Theorem 1 estimates the first hitting time of the target 0 by the
initial distance divided by the average process towards the target. Clearly, if the
worst-possible δ over the state space is very small, then the resulting bound on
the expected hitting time (in part 1) may overestimate the truth considerably. To
obtain more precise results, one may transform the actual state space Xt to a new
state space g(Xt) via a so-called potential (Lyapunov) function g : S → R≥0. If
the drift of the process g(Xt) is similar all over the search space then more precise
bounds are obtained. This idea of smoothing out the drift over the state space
underlies most advanced drift theorems such as multiplicative drift [8] and variable
drift [17]. Since multiplicative drift is a special case of variable drift, we will focus
exclusively on additive and variable drift in the remainder of this paper.
2.2 Variable Drift
The first theorems stating upper bounds on the hitting time using variable drift
go back to [17] and [25]. These theorems were subsequently generalized in [27]
and [23]. Similarly to Theorem 1, we present a general version allowing non-
Markovian processes and unbounded state spaces. We also give a self-contained
proof.
Theorem 2 (Variable Drift, upper bound). Let (Xt)t≥0 be a stochastic process,
adapted to a filtration Ft, over some state space S ⊆ {0}∪R≥xmin, where xmin > 0.
Assume 0 ∈ S and define T := min{t | Xt = 0}.
Let h : R≥xmin → R+ be a monotone increasing function and suppose that
E(Xt −Xt+1 | Ft) ≥ h(Xt) conditioned on t < T . Then it holds that
E (T | F0) ≤ xmin
h(xmin)
+
∫ X0
xmin
1
h(x)
dx .
Proof. We will apply Theorem 1 (part 1) with respect to the process g(Xt), where
the potential function g(x) be defined by
g(x) :=
xmin
h(xmin)
+
∫ x
xmin
1
h(z)
dz.
We note that g is concave since 1/h is monotone decreasing by assumption.
Considering the drift of g, we have
E (g(Xt)− g(Xt+1) | Ft) =
∫ Xt
xmin
1
h(z)
dz − E
(∫ Xt+1
xmin
1
h(z)
dz | Ft
)
.
By Jensen’s inequality, we obtain for t < T
E (g(Xt)− g(Xt+1) | Ft) =
∫ Xt
xmin
1
h(z)
dz −
∫ E (Xt+1|Ft)
xmin
1
h(z)
dz,
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which, since E (Xt+1 | Ft) ≤ Xt − h(Xt), is at least∫ Xt
Xt−h(Xt)
1
h(z)
dz ≥
∫ Xt
Xt−h(Xt)
1
h(Xt)
dz = 1,
where the inequality used that h(z) in non-decreasing. The theorem now follows
by Theorem 1, part 1. 
We remark that we can avoid applying Jensen’s inequality in the above proof
by splitting
E (g(Xt+1) | Ft) = E
(
g(Xt+1)1Xt+1≤Xt | Ft
)
+ E
(
g(Xt+1)1Xt+1>Xt | Ft
)
and estimating 1/h(z) from above by h(Xt) if Xt+1 > Xt by taking a change of sign
into account [22]. However, we find that this leads to a less easily readable proof.
In any case, the variable drift theorem upper bounds the expected time to reach
state 0 because h(x) is non-decreasing by assumption. If h(x) was non-increasing,
we could conduct an analogous proof to bound E (T ) from below; however, usually
the drift of a process increases with the distance from its target.
For discrete search spaces, the variable drift theorem can be simplified (see also
[27]). We present the following version for Markov processes on the integers.
Corollary 3. Let (Xt)t≥0 be a Markov process on the state space {0, . . . , N} for
some integer N . Let ∆: {1, . . . , N} → R+ be a monotone increasing function
such that E(Xt −Xt+1 | Xt = k) ≥ ∆(k). Then it holds for the first hitting time
T := min{t | Xt = 0} that
E (T | X0) ≤
X0∑
k=1
1
∆(k)
.
2.3 First Upper Bound for OneMax
Corollary 3 is ready to use for our scenario of the analysis of the (1+1) EA on
OneMax. We identify state k with all search points having k zero-bits (i. e., n−k
one-bits), think of the (1+1) EA minimizing the number of zero-bits and note that
state 0 is the optimal state. If we instantiate the corollary with
∆(k) :=
k∑
`=1
∑`
j=0
(`− j)
(
k
`
)(
n− k
j
)(
1
n
)`+j (
1− 1
n
)n−`−j
, (2)
where as usual
(
a
b
)
= 0 if b < 0 or b > a, which is the exact expression for the
expected decrease in the number of zero-bits from k such bits, then we obtain
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an upper bound on the runtime of the (1+1) EA on OneMax, started with X0
zero-bits. This result is well known and it can easily be shown that
X0∑
k=1
1
∆(k)
≤ enHX0
since ∆(k) ≥ k
n
(1− 1/n)n−1 ≥ e−1k/n by considering all steps flipping exactly one
bit out of the k zeros and no other bits. However, no exact closed-form expression
for
∑X0
k=1
1
∆(k)
is known in general.
3 Lower Bounds
3.1 Variable Drift with Error Bound
In light of the simple upper bound presented above in Section 2.3, it is interesting
to study how tight this bound is. Previous research addressed this question usually
by
• Proving an analytical upper bound on the expected value of Qk :=
∑k
j=1
1
∆(j)
(for a random starting state k)
• Bounding E (T ) from below by using specific variable drift theorems for lower
bounds. The sum Qk did not explicitly show up in these bounds.
As a result, this approach estimates the error made by bounding E (T | X0 = k) ≤
Qk only indirectly. One notable example is the work by Gießen and Witt [11], who
prove the nesting
(1−O(n−1/3 log n))Qk ≤ E (T | X0 = k) ≤ Qk,
which shows that the sum of inverse drifts Qk represents the expected optimization
time of (1+λ) EAs on OneMax from state k up to polynomial lower order terms
(which would be in the order of O(n2/3 log2 n) for those starting points from which
it takes expected time Ω(n log n)). Interestingly, this result was obtained by a new
variable drift theorem for lower bounds that can be instantiated with the concrete
setting of optimizing OneMax. In this setting, one can identify the sum of inverse
drifts Qk up to lower order terms.
In this section, we follow an even more direct approach to relate E (T | X0 = k)
to Qk. As already mentioned, several variants of variable drift theorems for proving
lower bounds on hitting times have been proposed; see again [11] for a recent
discussion. The main challenge proving such lower bounds is that the potential
function g(x) proposed in the proof of Theorem 2 is concave, so Jensen’s inequality
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cannot be used to bound the drift of the potential function from above. However,
if one can estimate the exact drift of the potential function and bound it uniformly
from below for all non-optimal states, we get a lower bound for the expected first
hitting time. We make this explicit for discrete search spaces in the following;
however, the approach would easily generalize to continuous spaces. We restrict
ourselves to non-increasing processes for notational convenience but note that we
could allow Xt+1 to be greater than Xt by adjusting the definition of η(k) in the
following theorem slightly.
Theorem 4. [Variable drift, lower bound, with error bound] Let (Xt)t≥0 be a non-
increasing Markov process on the state space {0, . . . , N} for some integer N . Let
∆: {1, . . . , N} → R+ be a function satisfying E(Xt −Xt+1 | Xt = k) ≤ ∆(k) for
k ∈ {1, . . . , N}. Let
η(k) := E
 k∑
j=Xt+1+1
1
∆(j)
∣∣ Xt = k

and
η∗ := max
k=1,...,N
η(k).
Then it holds for the first hitting time T := min{t | Xt = 0} that
E (T | X0) ≥
X0∑
k=1
1
η∗∆(k)
.
Hence, η(k) is an error bound quantifying the relative error incurred by using
the sum of inverse drifts as an estimate for the expected first hitting time from
state k, and η∗ is the worst case of the η(k) over all non-target states.
Proof. We consider the same potential function g(k) =
∑k
j=1 1/∆(j) as in the
proof of Theorem 2 and note that its drift at point k equals
E (g(k)− g(Xt+1) | Xt = k) =
k∑
j=1
1
∆(k)
− E
(
Xt+1∑
j=1
1
∆(j)
∣∣ Xt = k)
= η(k).
By the additive drift theorem (Theorem 1, part 2) with potential function g(x)
and upper bound η∗ on the drift, the theorem follows. 
We will use the previous variable drift theorem to obtain the following lower
bound.
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Theorem 5. Let E (T ) denote the expected optimization time of the (1+1) EA on
OneMax, started with dn/2e one-bits and let ∆(k) be the drift of the number of
zeros as defined in Definition (2). Then
E (T ) ≥
bn/2c∑
k=1
1
∆(k)
− c1 log n
for some constant c1 > 0.
The proof is dealt with in the following subsection. As already mentioned in
the introduction, the assumption of a fixed starting point of dn/2e one-bits (i. e.,
bn/2c zero-bits) allows us to concentrate on the essentials; if a uniform at random
starting point was chosen, then the expected time would at most change by a
constant [3].
3.2 Bounding the Error
This subsection is concerned with the proof of Theorem 5. In particular, most
effort is spent on establishing the claim
η∗ − 1 ≤ c/n
for some explicit constant c > 0, i. e., we bound the additive error of the drift of the
potential function g(k)− g(Xt+1), where Xt = k is the current state, compared to
the lower bound 1 = ∆(k)/∆(k) established for the drift of the potential function
at Xt = k in Theorem 2. Here the notions of state (number of zero-bits), drift
∆(k) and transition probabilities are taken over from the preceding section.
Looking back into (2), we have already defined the drift (in terms of the number
of zero-bits) at point k and observe that ∆(k) is monotone increasing in k, which
we will use later. Using the notation p(k, `) for the transition probability from the
state of k to ` zero-bits, we note that by definition
η(k) =
k−1∑
`=0
p(k, `)
k∑
j=`+1
1
∆(j)
and also that
k−1∑
`=0
p(k, `)
k − `
∆(k)
=
∆(k)
∆(k)
= 1,
which is why we pay attention to bounding the terms
p(k, `)
(
k∑
j=`+1
1
∆(j)
− k − `
∆(k)
)
(3)
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with the final aim of showing that
η(k)− 1 =
k−1∑
`=0
(
p(k, `)
(
k∑
j=`+1
1
∆(j)
− k − `
∆(k)
))
≤ c
n
(4)
for some sufficiently large constant c > 0.
We shall define, as in [15], a kind of normalized drift that is easier to handle.
Here it becomes relevant to manipulate the number n, so that we write more
formally
∆n(k) := ∆(k)
=
k∑
`=1
∑`
j=0
(`− j)
(
k
`
)(
n− k
j
)(
1
n
)`+j (
1− 1
n
)n−`−j
The definition of the normalized drift ∆∗ is then as follows.
Definition 6. Define, for k ∈ {1, . . . , n+ 1},
∆∗n(k) := ∆n+1(k)
(
1− 1
n+ 1
)−n−1
=
k∑
`=1
(
k
`
) `−1∑
j=0
(`− j)
(
n+ 1− k
j
)(
1
n
)j+`
,
Define, for convenience, ∆∗n(0) := 0.
From (4) we are brought to the task of bounding 1
∆(k)
− 1
∆(k+1)
, leading to
Lemma 10 below. To this end, it is crucial to bound ∆(k + 1)−∆(k). While this
can be achieved in a tedious analysis comparing terms in the above-given repre-
sentation of ∆(k) as a double sum, we follow a more elegant approach involving
generating functions here. To this end, let [zn]f(z) denote the coefficient of zn in
the Taylor expansion of f(z).
Lemma 7. For k ∈ {0, . . . , n+ 1} and n ≥ 1, the relation
∆∗n(k) = [z
−1]
1
(1− z)2
(
1 +
1
nz
)k(
1 +
z
n
)n+1−k
holds.
Proof. Rewrite the sum definition of ∆∗n(k) as the Cauchy product of three series:
∆∗n(k) =
k∑
`=1
(
k
`
)
n−`
`−1∑
j=0
(`− j) ·
(
n+ 1− k
j
)
n−j
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=
k−1∑
`=0
(
k
`
)
n−k+`
k−`−1∑
j=0
(k − `− j) ·
(
n+ 1− k
j
)
n−j
=
∑
h,j,`
h+j+`=k−1
(
k
`
)
n−k+` · (h+ 1) ·
(
n+ 1− k
j
)
n−j,
implying that
∆∗n(k) = [z
k−1]
(
z +
1
n
)k 1
(1− z)2
(
1 +
z
n
)n+1−k
.
The lemma then follows from the relation
[zk−1]f(z) = [z−1]z−kf(z) (k ≥ 1). (5)

We shall prove bounds on the difference ∆(k + 1) − ∆(k) via bounding the
corresponding difference of the ∆∗-values.
Lemma 8. For k ∈ {0, . . . , n} it holds that
1
n
≤ ∆∗n(k + 1)−∆∗n(k) ≤
2e
n
. (6)
and for k ∈ {0, . . . , n− 1} that
1
en
≤ ∆n(k + 1)−∆n(k) ≤ 2
n− 1 .
Proof. We prove first (6). From Lemma 7, we have
∆∗n(k + 1)−∆∗n(k) =
1
n
[z−1]
1
(1− z)2
(
1 +
1
nz
)k(
1 +
z
n
)n−k(1
z
− z
)
=
1
n
[z−1]
1 + z
z(1− z)
(
1 +
1
nz
)k(
1 +
z
n
)n−k
.
Thus, by taking the coefficients of the Cauchy product, we obtain
n
(
∆∗n(k + 1)−∆∗n(k)
)
=
k∑
`=0
(
k
`
)
n−`
n−k∑
j=0
(
n− k
j
)
n−j[z`−j]
1 + z
1− z (7)
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≤ 2
k∑
`=0
(
k
`
)
n−`
`−1∑
j=0
(
n− k
j
)
n−j
< 2
∑
`≥0
(k/n)`
`!
∑
j≥0
(1− k/n)j
j!
= 2ek/n+1−k/n = 2e.
On the other hand, by (7),
n
(
∆∗n(k + 1)−∆∗n(k)
)
≥
k∑
`=0
(
k
`
)
n−`
∑`
j=0
(
n− k
j
)
n−j ≥
(
1 +
1
n
)k
> 1. (8)
This proves (6).
Recalling the definition
∆n(k) = ∆
∗
n−1(k)
(
1− 1
n
)n
,
we finally obtain
∆n(k + 1)−∆n(k) ≤
(
1− 1
n
)n
2e
n− 1 ≤
2
n− 1
and
∆n(k + 1)−∆n(k) ≥ (1− 1/n)
n
n− 1 =
(1− 1/n)n−1
n
≥ 1
en
as claimed. 
Recall that we want to investigate the difference
1
∆(k − 1) −
1
∆(k)
=
∆(k)−∆(k − 1)
∆(k − 1)∆(k)
(and later 1
∆(k−`) − 1∆(k) for ` ≥ 1); thus we need bounds on ∆(k) itself. The
following lemma gives such bounds along with estimations of the transition prob-
abilities. We will use the notation p(k,≤ j) = ∑j`=0 p(k, `) for the probability to
change from state k to state at most j.
Lemma 9. For k ≥ 1, e−1 k
n
≤ ∆(k) ≤ k
n
. Moreover, for ` ≥ 1 it holds that
p(k, k − `) ≤ p(k,≤ k − `) ≤ (k
`
)(
1
n
)` ≤ ( k
n
)`
/`!.
14
Proof. This proof uses well-known standard arguments. The upper bound on
the drift follows from considering the expected number of flipping bits among k
one-bits and the lower bound from looking into steps flipping one bit only. The
bound on the transition probability considers all mutations flipping at least ` bits.

Intuitively, the parenthesized term in (3) estimates the error incurred by esti-
mating the potential function using the slope at k for a step of size ` + 1. This
error will below in Lemma 11 be weighted by the probability of making a step of
such size, more precisely by the probability of jumping from k to j = k − ` − 1.
Assembling the previous lemmas, we now give a bound for the difference of 1/∆(·).
Lemma 10. For k ≥ 1 and ` ∈ {1, . . . , k} it holds that
1
∆(k − `) −
1
∆(k)
≤ 2e
2`n2
k(k − `)(n− 1) .
Proof. Using Lemma 8 and Lemma 9,
1
∆(k − `) −
1
∆(k)
=
∆(k)−∆(k − `)
∆(k)∆(k − `)
≤ 2`/(n− 1)
e−2k(k − `)/n2 =
2e2`n2
k(k − `)(n− 1) .

If we jump from k ≥ 2 to k−`−1 then the parenthesized term in (3) (intuitively
incurred by linearizing the potential function using the slope at k) equals(
1
∆(k − `) −
1
∆(k)
)
+ · · ·+
(
1
∆(k − 1) −
1
∆(k)
)
≤ `
∆(k − `) −
`
∆(k)
.
Finally, we weigh these differences with the respective probabilities and put
everything together to bound the whole expression (4).
Lemma 11. For k ∈ {1, . . . , bn/2c} it holds that η(k) ≤ 1 + 2e5/2
n−1 .
Proof. Using Lemma 9 and Lemma 10,
k−1∑
`=0
p(k, k − `− 1)
(
`
∆(k − `) −
`
∆(k)
)
=
k∑
`=1
p(k, k − `)
(
`− 1
∆(k − `+ 1) −
`− 1
∆(k)
)
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≤ 2e
2n2
k(n− 1)
k∑
`=1
(
k
`
)
n−`
(`− 1)2
k − `+ 1
≤ 2e
2n2
k(n− 1)
k∑
`=0
(
k
`
)
n−`
`(`− 1)
k − `+ 1 .
Applying the integral representation 1
a
=
∫ 1
0
ta−1 dt for a > 0, we obtain
k∑
`=0
(
k
`
)
n−`
`(`− 1)
k − `+ 1 =
∫ 1
0
k∑
`=0
(
k
`
)
`(`− 1)n−`tk−` dt
=
k(k − 1)
n2
∫ 1
0
(
t+
1
n
)k−2
dt
≤ k
n2
(
1 +
1
n
)k−1
.
Thus
k−1∑
`=0
p(k, k − `− 1)
(
`
∆(k − `) −
`
∆(k)
)
≤ 2e
2n2
k(n− 1) ·
k
n2
(
1 +
1
n
)k−1
=
2e2
n− 1
(
1 +
1
n
)k
≤ 2e
5/2
n− 1 .

We are now ready to complete the proof of Theorem 5.
Proof of Theorem 5. According to Theorem 4, we have
E (T | X0 = n/2) ≥
bn/2c∑
k=1
1
η∗∆(k)
≥
bn/2c∑
k=1
1
∆(k)
(
1− η
∗ − 1
η∗
)
,
and by Lemma 11
η∗ ≤ 1 + 2e
5/2
n− 1 .
Since
∑bn/2c
k=1 1/∆(k) ≤ enHbn/2c ≤ en log n as observed in Section 2.3, we alto-
gether obtain
E (T | X0 = n/2) ≥
bn/2c∑
k=1
1
∆(k)
− (en log n)(2e
5/2)
n− 1
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≥
bn/2c∑
k=1
1
∆(k)
− (4e7/2) log n,
where the last inequality used n ≥ 2. Altogether, the theorem has been established
with c1 = 4e
7/2 ≈ 132.56. 
In conjunction with Section 2.3, we have determined the expected runtime of
the (1+1) EA on OneMax (starting in state bn/2c, i. e., with dn/2e one-bits) up
to an additive term bounded by c1 log n. As already mentioned in the introduction,
terms of even lower order down to O((log n)/n) have been determined in [15] by a
more technical analysis. Our result features a non-asymptotic error bound.
4 Improving the
∑bn/2c
k=1
1
∆(k) Bound
The upper bound
∑bn/2c
k=1 1/∆(k) derived Section 2.3 precisely characterizes the
expected runtime of the (1+1) EA on OneMax, but is a slight overestimation
resulting from the inequality 1/h(Xt+1) ≥ 1/h(Xt) in the proof of Theorem 2;
intuitively this corresponds to estimating the progress from stateXt via a linearized
potential function of slope 1/h(Xt), which is the derivative of g at Xt.
We can improve the bound on the expected runtime by estimating the error
stemming from this inequality and will gain a logarithmic term. To this end, we
study the following simple analogue of Theorem 4.
Theorem 12. [Variable drift, upper bound, with error bound] Let (Xt)t≥0 be a
non-increasing Markov process on the state space {0, . . . , N} for some integer N .
Let ∆: {1, . . . , N} → R+ be a function satisfying E(Xt −Xt+1 | Xt = k) ≥ ∆(k)
for k ∈ {1, . . . , N}. Let
η(k) := E
 k∑
j=Xt+1+1
1
∆(j)
∣∣ Xt = k

and
η∗ := min
k=1,...,N
η(k).
Then it holds for the first hitting time T := min{t | Xt = 0} that
E (T | X0) ≤
X0∑
k=1
1
η∗∆(k)
.
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Proof. We proceed analogously to the proof of Theorem 12, use the potential
function g(k) =
∑k
j=1 1/∆(j) and apply additive drift analysis (Theorem 1, part 1)
with the lower bound η∗ on its drift. 
We state our improved result, carrying over notation from previous sections
such as the definition of the drift ∆(k) with respect to (1+1) EA and OneMax.
Theorem 13 (Improved Upper Bound). Let n ≥ 4. Then the expected opti-
mization time of the (1+1) EA on OneMax (starting at dn/2e ones) is at most∑bn/2c
k=1 1/∆(k)− c2 log n for some constant c2 > 0.
To prove this result, we need to invert a statement from Section 3.2.
Lemma 14. For k ∈ {2, . . . , n/2},
1
∆(k − 1) −
1
∆(k)
≥ n
ek2
.
Proof. We proceed similarly to the proof of Lemma 10 but aim at lower bounds.
First, we recall from Lemma 6 that
∆(k)−∆(k − 1) ≥ 1
en
.
Now, using the upper bound ∆(k) ≤ k/n from Lemma 9, we obtain
1
∆(k − 1) −
1
∆(k)
=
∆(k)−∆(k − 1)
∆(k)∆(k − 1) ≥
1
en(k/n)2
=
n
ek2
,
which concludes the proof. 
We can now present the proof of the improved upper bound.
Proof of Theorem 13. The aim is to apply Theorem 12 for some η∗ = 1 +
c/n, where c > 0 is constant. Since state 1 is special in that it only has one
possible successor, we consider T1 := min{t | Xt ≤ 1} instead and the following
straightforward generalization of the theorem:
E (T1 | X0) ≤
X0∑
k=2
1
η∗∆(k)
,
where η∗ := mink=2,...,n η(k). This implies
E (T0 | X0 = n/2) ≤ 1
∆(1)
+
bn/2c∑
k=2
1
η∗∆(k)
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since the expected transition time from state 1 to 0 is exactly 1/∆(1).
We now show that η(k) ≥ 1 + c1/n for some constant c1 > 0 and k ∈
{2, . . . , bn/2c}. Note that (conditioning on Xt = k everywhere)
η(k) = E
 k∑
j=Xt+1+1
1
∆(j)

= E
 k∑
j=Xt+1+1
1
∆(j)
| Xt+1 < k − 1
 Pr(Xt+1 < k − 1)
+
E ((k −Xt+1) | Xt+1 ≥ k − 1)
∆(k)
Pr(Xt+1 ≥ k − 1)
= E
 k∑
j=Xt+1+1
1
∆(j)
| Xt+1 < k − 1
Pr(Xt+1 < k − 1)
+
E
(
(k −Xt+1)1Xt+1≥k−1
)
∆(k)
.
The first term on the right-hand side can be bounded from below by(
E ((k − 1−Xt+1) | Xt+1 < k − 1)
∆(k − 1) +
1
∆(k)
)
Pr(Xt+1 < k − 1)
since ∆(k) is non-decreasing. Using Lemma 14, the last expression is further
bounded from below by(
E ((k − 1−Xt+1) | Xt+1 < k − 1)
(
1
∆(k)
+
n
ek2
)
+
1
∆(k)
)
· Pr(Xt+1 < k − 1),
which, using
Pr(Xt+1 < k − 1) ≥ e
−1k(k − 1)
2n2
≥ e−1 k
2
4n2
and
E ((k − 1−Xt+1) | Xt+1 < k − 1) ≥ 1,
is at least (
E
(
(k −Xt+1)1Xt+1<k−1
)
∆(k)
)
+
e−2
4n
.
Putting everything together, we have
η(k) ≥ E
(
(k −Xt+1)1Xt+1≥k−1
)
∆(k)
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+(
E
(
(k −Xt+1)1Xt+1<k−1
)
∆(k)
)
+
e−2
4n
=
∆(k)
∆(k)
+
e−2
4n
= 1 +
e−2
4n
,
so η∗ ≥ 1 + e−2/(4n). We conclude the proof by noting that
bn/2c∑
k=2
1
∆(k)(1 + e−2/(4n))
≤
bn/2c∑
k=2
1
∆(k)
−
bn/2c∑
k=2
e−2
4n(1 + e−2/4)∆(k)
,
which, using
∑bn/2c
k=2
1
∆(k)
≥ n(Hbn/2c − 1) ≥ n(log n)/3 for n ≥ 4, amounts to
E (T | X0 = n/2) ≤
bn/2c∑
k=1
1
∆(k)
− e
−2
12(1 + e−2/4)
log n.
Hence, we can set c2 =
e−2
12(1+e−2/4) ≈ 1/91.69. 
5 Formulas for The Exact Optimization Time
In light of the Theorems 4 and 12 one might wonder whether one should try to
choose a potential function that makes the “error” η∗ vanish and leads to a drift
of exactly 1. It is well known [20, 24] that letting g(k) be the expected remaining
optimization time from state k actually achieves this.
In this section, we briefly investigate how to choose g(k) with respect to our
setting of (1+1) EA and OneMax. We will obtain formulas that can also be
derived manually, so the result is by no means new. However, it is still interesting
to see that it can be derived via drift analysis. This will turn out in the proof of
the following theorem.
Theorem 15. Let (Xt)t≥0 be a non-increasing Markov process on the state space
{0, . . . , N} for some integer N and denote by p(k, j) the transition probability from
state k to state j. Let the function g(k) be recursively defined by g(0) := 0 and for
k ≥ 1:
g(k) :=
1 +
∑k−1
j=1 p(k, j)g(j)∑k−1
j=0 p(k, j)
Then it holds for the first hitting time T := min{t | Xt = 0} that
E (T | X0) = g(X0).
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Proof. We shall use additive drift analysis (Theorem 1), which gives the exact
expected hitting time if E (g(Xt)− g(Xt+1) | Ft) = δ, i. e., if both the first and the
second cases of the theorem hold.
We compute
E (g(k)− g(Xt+1) | Xt = k) =
k−1∑
j=0
p(k, j)(g(k)− g(j))
= (1− p(k, k))g(k)−
k−1∑
j=0
p(k, j)g(j)
= (1− p(k, k))1 +
∑k−1
j=0 p(k, j)g(j)∑k−1
j=0 p(k, j)
−
k−1∑
j=0
p(k, j)g(j)
=
(
1 +
k−1∑
j=0
p(k, j)g(j)
)
−
k−1∑
j=0
p(k, j)g(j) = 1,
with the the definition of g(k) plugged in the third equality. Hence, by Theorem 1
the expected hitting time of state 0 from state X0 equals g(X0)/1. 
That g(k) equals the expected first hitting time from state k to state 0 can also
be proved in an elementary induction. By writing
g(k) =
1∑k−1
j=0 p(k, j)
+
k−1∑
j=1
p(k, j)∑k−1
j=0 p(k, j)
g(j)
we realize that the first term is the expected time to leave state k and the second
term is a weighted sum of the remaining optimization times from smaller state,
weighted by the respective transition probabilities conditional on leaving state k.
Such formulas can also be derived by inverting matrices obtained from the transi-
tion probabilities of the underlying Markov chain [2].
We note that estimations of hitting times in finite search spaces based on the
transition probabilities were recently presented in Ko¨tzing and Krejca [18]. These
estimations are not recursively defined and easy to evaluate. However, as the un-
derlying scenario does not allow big jumps towards the optimum when estimating
the hitting time from below, tight formulas for the (1+1) EA on OneMax cannot
be proved with this approach.
We exemplarily apply Theorem 15 to our scenario of the (1+1) EA on One-
Max. Using the transition probabilities
p(k, j) =
min{j,n−k}∑
`=0
(
k
k − j + `
)(
n− k
`
)(
1
n
)k−j+2`(
1− 1
n
)n−(k−j)−2`
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we obtain g(0) = 0, g(1) = n(1− 1/n)1−n, and
g(2) =
(3n3 − 8n2 + 6n− 1)(1− 1/n)1−n
2n2 − 2n− 1
g(3) =
(22n7 − 114n6 + 203n5 − 117n4 − 38n3 + 49n2 − 7n+ 2)(1− 1/n)1−n
12n6 − 36n5 + 4n4 + 60n3 − 23n2 − 21n− 2
...
While these expansions obviously reflect the well-known estimate g(k) = (1±
o(1))enHk, they do not seem readily useful in expressing the expected runtime of
the (1+1) EA on OneMax in a closed-form formula depending on n.
6 The Asymptotics of the Partial Sum
∑bn/2c
k=1
1
∆(k)
The purpose of this section is to analyze more precisely how far the sum of inverse
drifts
∑bn/2c
k=1 1/∆(k) differs from the expected optimization time
E (T | X0 = bn/2c) = en log n− C1n+ (e/2) log n+O(1)
derived in [15]. We know from the preceding analysis that the sum of inverse drifts
overestimates E (T | X0 = bn/2c) by a Θ(log n)-term. We will prove the following
asymptotic approximation for the sum of inverse drifts, which, when compared
with (1), shows their logarithmic difference.
Theorem 16. For large n,
bn/2c∑
k=1
1
∆n(k)
= en log n− C1n+ e log n+O(1), (9)
where
C1 := −e
(
γ − log 2 +
∫ 1/2
0
(
1
S1(t)
− 1
t
)
dt
)
≈ 1.89254 . . . (10)
is the same linear constant appearing in (1). Here
Sr(z) :=
∑
`≥0
z`
`!
`−1∑
j=0
(`− j)r (1− z)
j
j!
(r ≥ 0; z ∈ C). (11)
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Note that if we multiply the left-hand side of (9) by e−1/(2n), then the difference
with (1) is bounded, namely,
e−1/(2n)
bn/2c∑
k=1
1
∆n(k)
= en log n− C1 n+ e
2
log n+O(1).
To prove Theorem 16, we use the techniques of generating functions and Euler-
Maclaurin summation formula, which are conceptually and methodologically sim-
pler than the asymptotic resolution of the recurrences used in [15]. The following
lemma can be obtained in style similar to Lemma 9. Since it is with respect to
the normalized ∆∗, we give a self-contained proof.
Lemma 17. For k ∈ {0, . . . , n+ 1},(
1 +
1
n
)k−1 k
n
≤ ∆∗n(k) ≤
(
1 +
1
n
)n k
n
. (12)
Proof. By definition
∆∗n(k) =
k
n
k−1∑
`=0
(
k − 1
`
)
n−`
∑`
j=0
`+ 1− j
`+ 1
(
n+ 1− k
j
)
n−j
≤ k
n
k−1∑
`=0
(
k − 1
`
)
n−`
∑`
j=0
(
n+ 1− k
j
)
n−j
≤ k
n
k−1∑
`=0
(
k − 1
`
)
n−`
n+1−k∑
j=0
(
n+ 1− k
j
)
n−j
=
(
1 +
1
n
)n k
n
< e
k
n
.
On the other hand,
∆∗n(k) ≥
k
n
k−1∑
`=0
(
k − 1
`
)
n−` =
(
1 +
1
n
)k−1 k
n
.

Note that (12) becomes an identity when k = 0 and k = n+ 1.
The crucial lemma we need to prove (9) is given as follows.
Lemma 18. Let ε > 0. Then for 1 ≤ k ≤ (1− ε)n,
∆∗n(k) = S1(α) +
T1(α)
n
+O
(
n−2
)
, (13)
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where α = k/n and
T1(α) =
1
2
S1(α)− 2αS0(α)− α I0
(
2
√
α(1− α))
−
√
α(1− α) I1
(
2
√
α(1− α)). (14)
Here the Ij’s represent the modified Bessel functions.
It is possible to extend further the range in k, but we do not need it here.
Proof. First for small k, we have, by Definition 6 and direct expansion,
∆∗n(k) =
k
n
+
3k(k − 1)
2n2
+O
(
k3n−3
)
, (15)
which holds uniformly for 1 ≤ k = o(n). A simple, readily codable procedure to
derive this is as follows. Assuming k to be fixed and expanding(
1 +
1
nz
)k(
1 +
z
n
)n+1−k
= ez +
ez
2n
(
2k
z
− 2(k − 1)z − z2
)
+ · · · ,
for large n. Then multiplying both sides by (1−z)−2 and computing the coefficient
of z−1 term by term (corresponding to the residue of the integrand in the Cauchy
integral), giving
[z−1]
ez
(1− z)2 = 0,
[z−1]
ez
2n(1− z)2
(
2k
z
− 2(k − 1)z − z2
)
=
k
n
,
[z−1]
ez
2n(1− z)2
(
k(k − 1)
z2
− 2k(k − 1)z
)
=
3k(k − 1)
2n2
,
· · ·
On the other hand, by the Taylor expansions
S1(z) = z +
3
2
z2 + 5
12
z3 + · · · and T1(z) = −32z − 74z2 − 18z3 + · · · , (16)
we see that
S1(α) +
T1(α)
n
= α +
3
2
α2 − 3α
2n
+O
(
α3 + α2 n−1
)
,
consistent with (15). This proves (13) when k = o(n).
Now consider larger values of k and write k = αn, where α ∈ [ε, 1− ε]. Then
αn log
(
1 +
1
nz
)
+ (1− α)n log
(
1 +
z
n
)
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=:
α
z
+ (1− α)z − α + (1− α)z
4
2nz2
+ E0(z),
where
E0(z) =
∑
`≥2
(−1)`
n`
(
α
z−`−1
`+ 1
+ (1− α) z
`+1
`+ 1
)
= O
(
α|z|−3 + (1− α)|z|3
n2
)
.
By the inequality
|ez − 1| =
∣∣∣∣z ∫ 1
0
etz dt
∣∣∣∣ ≤ |z|e|z| (z ∈ C),
we have ∣∣∣∣(1 + 1nz)k(1 + zn)n−k − eαz +(1−α)z−αz−2+(1−α)z22n
∣∣∣∣
≤ |E0(z)|e|E0(z)|
∣∣∣eαz +(1−α)z−αz−2+(1−α)z22n ∣∣∣.
The error is then estimated by using the Cauchy integral representation
[z−1]
1
(1− z)2
(
1 +
1
nz
)k(
1 +
z
n
)n+1−k
=
1
2pii
∮
|z|=r
1
(1− z)2
(
1 +
1
nz
)k(
1 +
z
n
)n+1−k
dz,
so that (0 < r < 1)∣∣∣∣∮|z|=r |E0(z)|e
|E0(z)|
|1− z|2
∣∣∣eαz +(1−α)z−αz−2+(1−α)z22n (1 + z
n
)∣∣∣ dz∣∣∣∣
= O
(
n−2
∫ pi
−pi
αr−2 + (1− α)r4
(1− r)2 e
α
r
cos t+(1−α)r cos t
)
dt
= O
(
n−2
)
,
since r is away from 1. Thus
∆∗n(k) = [z
−1]
1 + z
n
(1− z)2 e
α
z
+(1−α)z−αz−2+(1−α)z2
2n +O
(
n−2
)
.
By the same argument, we have
∆∗n(k) = [z
−1]
e
α
z
+(1−α)z
(1− z)2
(
1− α− 2z
3 + (1− α)z4
2nz2
)
+O
(
n−2
)
.
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The lemma will then follow from the relations
S1(α) = [z
−1]
e
α
z
+(1−α)z
(1− z)2 , (17)
and
T1(α) = [z
−1]
e
α
z
+(1−α)z
(1− z)2 ·
−α + 2z3 − (1− α)z4
2z2
. (18)
To prove (17), we expand the factor e
α
z and take the coefficient term by term,
yielding
[z−1]
e
α
z
+(1−α)z
(1− z)2 =
∑
`≥0
α`
`!
[z`−1]
e(1−α)z
(1− z)2
=
∑
`≥0
α`
`!
`−1∑
j=0
(`− j)(1− α)
j
j!
= S1(α).
Similarly,
S0(α) = [z
−1]
e
α
z
+(1−α)z
1− z , (19)
and by the decomposition,
−α + 2z3 − (1− α)z4
z2(1− z)2 =
1
(1− z)2 −
4α
1− z − (1− α)−
2α
z
− α
z2
,
we obtain
[z−1]
e
α
z
+(1−α)z
(1− z)2 ·
−α + 2z3 − (1− α)z4
2z2
=
1
2
∑
`≥0
α`
`!
`−1∑
j=0
(1− α)j
j!
(`− j − 4α)
− (1− α)
∑
`≥1
α`
`!
· (1− α)
`−1
(`− 1)! − 2α
∑
`≥0
α`
`!
· (1− α)
`
`!
− α
∑
`≥0
α`
`!
· (1− α)
`+1
(`+ 1)!
,
which equals T1(α) by properly grouping the terms. This proves the lemma. 
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As we will see below, finer calculations give
∆∗n(k) = S1(α) +
T1(α)
n
+
T2(α)
n2
+O
(
n−3
)
, (20)
where
T2(α) := −S1(α)
24
+ αS0(α) +
1 + 6α
12
I0
(
2
√
α(1− α))
− 1− 10α + 4α
2
12
√
α(1− α) I1
(
2
√
α(1− α)). (21)
In particular, when α→ 0, we have T2(α) = 43α + 215144α2 + 13192α3 + · · · .
To obtain formula (21) for T2(α) we begin with the expression
T2(α) = [z
−1]e
α
z
+(1−α)z · Wα(z)
(1− z)2 ,
where
Wα(z) :=
3α2 + 8αz − 12αz3 + 6α(1− α)z4 − 4(1− α)z7 + 3(1− 2α)z8
24z4
.
By the decomposition
Wα(z)
(1− z)2 =
( − 124 (1− z)2
+ α1−z
)
+

α2
8 z
−4
+α(4+3α)12 z
−3
+α(16+9α)24 z
−2
+α(1−α)2 z
−1
+

(1−α)(1−9α)
24
+ (1−α)(1−3α)12 z
+ (1−α)
2
8 z
2
 ,
we then derive (21) by a term-by-term translation using the relations (17), (19)
and
[z−1]zme
α
z
+(1−α)z =
∑
`≥max{0,−m+1}
α`(1− α)m+`−1
`!(m+ `− 1)!
=
(
1− α
α
)(m−1)/2
Im−1
(
2
√
α(1− α)),
for m ∈ Z.
Proof of Theorem 16. Substituting the expansion (20) into the partial sum
Qbn/2c =
bn/2c∑
k=1
1
∆∗n(k)
,
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and using the expansion
1
S1(α) +
T1(α)
n
+ T2(α)
n2
+O
(
n−3
)
=
1
S1(α)
− T1(α)
nS1(α)2
− S1(α)T2(α)− T1(α)
2
n2S1(α)3
+O
(
α−2n−3
)
we obtain
Qbn/2c =
bn/2c∑
k=1
1
S1
(
k
n
) − 1
n
bn/2c∑
k=1
T1
(
k
n
)
S1
(
k
n
)2 + E1(n),
where
E1(n) = − 1
n2
bn/2c∑
k=1
S1
(
k
n
)
T2
(
k
n
)− T1( kn)2
S1
(
k
n
)3
+O
n−3 bn/2c∑
k=1
n2
k2
 .
By the local expansion
S1(α)T2(α)− T1(α)2
S1(α)3
= −11
12
α−1 +
341
144
+ · · · ,
we deduce that
E1(n) = O
n−1 bn/2c∑
k=1
k−1 + n−1
 = O(n−1 log n).
On the other hand, since most contribution to the sums come from terms with
small k, we deduce, by using the expansion
T1(α)
S1(α)2
= − 3
2α
+
11
4
− 15
4
α + · · · ,
and the boundedness of αT1(α)
S1(α)2
on the unit interval, that
− 1
n
bn/2c∑
k=1
T1
(
k
n
)
S1
(
k
n
)2 = 32 Hbn/2c +O(1) = 32 log n+O(1).
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Define
R(z) :=
1
S1(z)
− 1
z
,
which is bounded in the unit interval. We have, by (16),
Qbn/2c = nHbn/2c +
bn/2c∑
k=1
R
(k
n
)
+
3
2
Hbn/2c +O(1).
In view of the bounded derivative of R in the unit interval, we then deduce, by a
standard application of the Euler-Maclaurin summation formula (approximating
the sum by an integral), that
Qbn/2c = n log n+ C0 n+
3
2
log n+O(1),
where
C0 := γ − log 2 +
∫ 1
2
0
(
1
S1(t)
− 1
t
)
dt ≈ −0.69622 72155 . . .
By the relation ∆n(k) = ∆
∗
n−1(k)
(
1− 1
n
)n
, we then deduce (9), proving the theo-
rem.
See Figure 2 for the graphical rendering of the various approximations derived.
∆∗n(k) − S1(α) ∆∗n(k) − S1(α) −
T1(α)
n
∆∗n(k) − S1(α) −
T1(α)
n
− T2(α)
n2
1
∆∗n(k)
− 1
S1(α)
1
∆∗n(k)
− 1
S1(α)
+
T1(α)
nS1(α)
2
1
∆∗n(k)
− 1
S1(α)
+
T1(α)
nS1(α)
2
+
T1(α)
2−T2(α)S1(α)
n2S1(α)
2
Figure 1: Differences between ∆∗n(k),
1
∆∗n(k)
and their asymptotic approximations
for n = 2, . . . , 50 (in increasing order of the density of the curves) and k = 1, . . . , n
(normalized in the unit interval).
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∑
1≤k≤bn
2
c
1
∆n(k)
− E(Xn)
∑
1≤k≤bn
2
c
1
∆n(k)
− E(Xn) − e2 logn
Figure 2: Differences between the exact expected runtime and
∑
1≤k≤bn
2
c
1
∆n(k)
without (left) and with (right) the correction term e
2
log n.
Conclusions
We have revisited drift analysis for the fundamental problem of bounding the
expected runtime of the (1+1) EA on the OneMax problem. Using novel drift
theorems involving error bounds, we have bounded the expected runtime when
starting from bn/2c ones, up to additive terms of logarithmic order; more precisely
we have
bn/2c∑
k=1
1
∆(k)
− E (T | X0 = bn/2c) ∈ [c1 log n, c2 log n]
for explicitly computed constants c1, c2 > 0. This for the first time gives an
absolute error bound for the expected runtime. Then by standard asymptotic
methods, we have found that
∑bn/2c
k=1
1
∆(k)
overestimates the exact expected runtime
by a term (e/2) log n+O(1).
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