The stability of the equilibrium solution is analyzed for coupled systems of retarded functional differential equations near a supercritical Hopf bifurcation. Necessary and sufficient conditions are derived for asymptotic stability under general coupling conditions. It is shown that the largest eigenvalue of the graph Laplacian completely characterizes the effect of the connection topology on the stability of diffusively and symmetrically coupled identical systems. In particular, all bipartite graphs have identical stability characteristics regardless of their size. Furthermore, bipartite graphs and large complete graphs provide respectively lower and upper bounds for the parametric stability regions for arbitrary connection topologies. Generalizations are given for networks with asymmetric coupling. The results characterize the connection topology as a mechanism for the death of coupled oscillators near Hopf bifurcation.
Introduction
The collective behavior of coupled oscillators is a rich source of research in diverse areas of physical, social, and life sciences. Among the plethora of dynamics such systems can exhibit is the synchronization of oscillations, whereby the units tend to act in unison, regardless of their initial conditions or disturbances. In contrast to such co-operative behavior, there is also the interesting possibility that the interactions between the units cause them to altogether stop oscillating. Oscillator death (also called amplitude death) refers to this quenching effect, where the oscillatory behavior of isolated units is suppressed and replaced by a stable equilibrium state in the coupled system. The first observation of the death phenomenon may be traced back to Lord Rayleigh's experiments on acoustics [1] , although recent interest in the area has been rekindled by results from chemical oscillators [2] . Several mechanisms have been identified as causes for oscillator death. One such mechanism arises from the differences in the intrinsic oscillation frequencies of the units [3, 4, 5, 6] . A more recently discovered mechanism is the presence of temporal delays. Delays can induce death even when identical oscillators are coupled [7] , a feature that is absent in the undelayed case for a general class of limit-cycle oscillators [6] . Distributed (as opposed to discrete) delays further enhance death by enlarging the parameter regions of stability [8] . A mathematical analysis of delay-induced death is given [9] for planar systems, where it is also shown that, in case the oscillators differ in both frequency and amplitude, only some of them may suppressed, resulting in a partial death state.
From a practical point, oscillator death has important consequences. In certain cases, it can serve as a useful control action for the network to suppress unwanted oscillations, while in other cases such suppression can be catastrophic if oscillations are essential for the proper functioning the network. For example, in coupled lasers oscillator death can result from time delays in coupling due to finite relaxation rates in the active medium and represents an obstruction to the aim of obtaining maximum output power by synchronizing several lasers. The situation may be even more critical for living systems, as one can easily be convinced by considering the possibility of cessation of oscillations in a group of interacting cardiac cells. As an example along this line, a recent experimental study investigated the possibility of delay-induced death in the plasmodium of Physarum polycephalum [10] , an amoeboid multinucleated unicellular organism. It is therefore both interesting and important to have an analytical understanding of oscillator death and its causes, in order to address the issues caused by this dynamical phenomenon.
The present paper has two main goals. First, we want to give a formulation of oscillator death which unifies several known results into the same framework, and extends to a wider class of systems. Second, we want to determine the effects of coupling topology on oscillator death. Our results will identify and characterize network topology as a new mechanism for oscillator death.
Towards our first goal, we study the stability of equilibria of coupled oscillators which are described by functional differential equations near a supercritical Hopf bifurcation. Using averaging theory, we reduce the problem to a finite dimensional center manifold in Section 2, and derive necessary and sufficient conditions for the stability of the equilibrium solution in an arbitrary network. The results are then applied to obtain stability conditions for some common coupling types in Section 3. The setting generalizes several results from the existing literature, which has dealt with ordinary differential equations and only specific connection types like global coupling, to functional differential equations and arbitrary coupling.
For our second goal, we consider identical systems connected by diffusive and delayed interaction, and study the effects of coupling topology on their stability. This time we use ideas from spectral graph theory to link the stability of the coupled system to the underlying graph structure. In case when the graph is undirected (i.e., the coupling is symmetrical), we are able to give a rather complete picture of the role of connection topology on oscillator death. Namely, the effect of topology is completely characterized by the largest eigenvalue of a Laplacian operator defined on the graph, as shown in Section 4.1. We indicate generalizations to directed graphs in Section 4.2. Consequently, we obtain universal bounds for the stability region that apply to any graph type. An interesting implication is that many networks which are quite different in layout and size can actually have identical stability characteristics. A particular example is the class of bipartite graphs, which includes cycles with an even number of vertices, linear chains (paths), regular grids, stars, and trees of arbitrary sizes.
Problem statement and notation
We let C := C([−τ, 0], R n ), with τ ≥ 0, denote the Banach space of continuous functions mapping the interval [−τ, 0] into R n equipped with the supremum norm. The Cartesian product of N copies of C is denoted C N . For x : R → R n and t ∈ R, x t denotes the function defined on [−τ, 0] by x t (θ) = x(t + θ) 1 . We consider the stability of the zero solution for the coupled systeṁ
where x i (t) ∈ R n , κ ∈ R quantifies the coupling strength, and ε ≥ 0 is a small parameter. For each i = 1, . . . , N, the operator L i : C → R n is linear and continuous, and the equationẋ
has a pair of characteristic values ±iω i with ω i > 0, while the remaining characteristic values have negative real parts. The functions f i : C × R → R n and g i : C N × R → R n have continuous second derivatives with respect to each of their arguments, and satisfy f i (0; ε) = g i (0, . . . , 0; ε) = 0 for all ε and i = 1, . . . , N . Hence, 0 is an equilibrium solution of (1) for all values of κ. Suppose that it is unstable for the uncoupled system (κ = 0); then the question we address in the context of oscillator death is whether there exists a coupling value κ for which the origin is asymptotically stable.
The fact that (1) arises from systems near a Hopf bifurcation follows by standard scaling arguments. Thus, consider the interconnected systeṁ
depending on a real parameter α, where the functions
. . , N , are sufficiently differentiable and satisfy
Suppose that each one of the uncoupled equations undergoes a supercritical Hopf bifurcation at the value α = 0. Then the linear equatioṅ
where
is the Fréchet derivative of F i with respect to its first argument, has a pair of complex conjugate characteristic values
Assume for simplicity that all other characteristic values have negative real parts. For 0 < α 1 the origin is unstable, and under general conditions, there is a small amplitude periodic solution for the uncoupled system, which accounts for its oscillatory character. To see the effects of coupling near this local bifurcation, letF i denote the nonlinear part of
, and scale x i → εx i , α → εα, and κ → εκ, where ε > 0 is small. Then (3) becomeṡ
Since by definition |F i (φ, α)| = O(|φ| 2 ), it follows under the present assumptions that all the terms on the right except the first one are O(ε), so the above equation can be written asẋ
for some functions f i and g i . Writing L i = L i (0), one thus obtains (1) .
Note that the coupling term in (1) has the same order of magnitude as the nonlinearities. This situation is termed strong coupling in the literature. It needs to be distinguished from the case of weakly-coupled oscillators, which can be studied using a reduced system consisting of phase variables along the limit cycles (see e.g. [11] ). In our case death denotes the total collapse of the limit cycle into an equilibrium point, so such a reduction is not possible and the full set of state variables needs to be retained.
Stability of equilibria
The analysis of the system (1) is based on the observation that for small ε it is a perturbation of decoupled linear systemṡ
where L i : C → R n is a continuous linear operator. To introduce some notation and state the stability result, we recall some basic facts from linear theory, the details of which can be found in [12] . Consider the Stieltjes integral representation of L i , that is
where η i is an n × n matrix whose elements are functions of bounded variation on [−τ, 0]. Then (2) is equivalent tȯ
The characteristic values λ of (8) are isolated, have finite multiplicity, and are given by the roots of the characteristic equation
By our assumptions, there exist two roots λ = ±iω i = 0 on the imaginary axis and all other λ have negative real parts. The formal adjoint equation associated with (8) is given byż
where the superscript denotes the matrix transpose. The solutions of (9) evolve on the space C * := C([0, τ ], R n ), and the characteristic values coincide with those of (8) .
The bilinear form
defined for all ψ ∈ C * and ϕ ∈ C, relates the spaces C and C * .
Let Φ i be an n × 2 matrix whose columns span the solution space of (8) corresponding to the characteristic values ±iω i . Then there exists a 2 × 2 matrix B i whose characteristic values are ±iω i and satisfy
In particular, Φ i can be chosen so that B i = ω i J, where
Similarly, let Ψ i be an n × 2 matrix whose columns span the solution space of (9) corresponding to the same characteristic values. The matrix (Ψ i , Φ i ) is nonsingular [13] , so can be taken to be the identity matrix by an appropriate choice of Ψ i .
To analyze the stability of the origin, represent the linear parts at the origin of the perturbation terms f i and g i in (1) by Stieltjes integrals. Hence, let F i and G ij be n×n matrices, whose elements are functions of bounded variation on [−τ, 0], such that for
The next theorem gives the main stability result.
Theorem 1 Let the N × N matrix P = [p ij ] be defined by its components
where tr denotes the trace, and let Q = diag{q 1 , . . . , q N } be the diagonal matrix where
Then the following hold:
(i) If all eigenvalues of the matrix Q + κP have negative real parts, then there exists ε 0 > 0 such that the zero solution of (1) is asymptotically stable for ε ∈ (0, ε 0 ).
(ii) If Q + κP has an eigenvalue with positive real part, then there exists ε 0 > 0 such that the zero solution of (1) is unstable for ε ∈ (0, ε 0 ).
Remark.
The theorem implies that when κ = 0 the eigenvalues of the matrix Q = diag{q 1 , . . . , q N } determine the stability for the uncoupled system. In oscillator death, the origin is unstable for the isolated units and is stabilized by the coupling; hence Re(q i ) are positive. In this paper it will thus be the standing assumption that
The proof of the theorem uses the following Lemma, which is a special case of Lemma 1 in [9] .
Lemma 1 If K is a 2 × 2 matrix and J is given by (12) , then
Proof of Theorem 1. By assumption, the system of equationṡ
as well as the adjoint systeṁ
each have a 2N -dimensional center subspace, which are spanned by the columns of the block diagonal matricesΦ
whereψ ∈Ĉ * ,φ ∈Ĉ, andη = diag{η 1 , . . . , η 2 }, allows a decomposition of the spaceĈ [14] . Accordingly, the solutionx t = (x t 1 , . . . , x t N ) of the perturbed equation (1) can be written asx
for someχ t ∈Ĉ. Lettingŷ = (y 1 , . . . , y N ) with y i ∈ R 2 , and using the block diagonal nature of the basis matrices, it follows that the y i satisfẏ
with χ t i ∈ C, and J is as defined in (12) . The change of variables
The corresponding averaged equations are given bẏ
wheref
It follows by the assumptions on f i and g i thatf i (0) = 0 andḡ i (0, . . . , 0) = 0 for i = 1 . . . , N ; thus the origin is an equilibrium point of the system of equations (22). The linear variational equation about the origin iṡ
where the averaged matricesF i ,Ḡ ij ∈ R 2×2 are defined bȳ
with F i and G ij given in (13)- (14) . Applying Lemma 1 toF i with
shows that
Similarly
Denoting the components of u i ∈ R 2 by u
(1) i and u (2) i , define the complex quantities
i .
Clearly u i → 0 in R 2 if and only if w i → 0 in C. From (25), (26), and (27)
Suppose that Q + κP has no eigenvalues with zero real parts. The averaging theorem then implies that there exists ε 0 > 0 and an almost periodic solution x * (ε) of the original equations (1) for each ε ∈ [0, ε 0 ], which has the same stability type as the zero solution of (28) [14] . Furthermore, x * (0) = 0, and x * is unique in a neighborhood of 0 ∈Ĉ and ε = 0. It follows that x * (ε) ≡ 0 for 0 ≤ ε ≤ ε 0 , since zero is an almost periodic solution of the averaged equations (22) for all ε. The theorem is then proved since the stability of the zero solution of (28) is determined by the eigenvalues of Q+κP .
Theorem 1 reduces, for small ε, the stability problem of an infinite-dimensional system to the calculation of the eigenvalues a finite matrix. The matrix P appearing in the theorem depends on the interaction functions g i , and its structure reflects the coupling properties of the network. In the next section we consider several common coupling modes and investigate their implications for the stability of the connected system.
Effects of coupling
Consider first the case when the interaction function g i is independent of x t i , for i = 1, . . . , N . This case, where the effect of the rest of the system on a particular unit does not depend on the state of that unit, has sometimes been called "direct coupling" in the literature. Theorem 1 implies that such a coupling mode cannot induce stability. (17) . Then Q + κP is an unstable matrix for any κ ∈ R.
Corollary 1 Suppose that the derivatives
Proof. If the D i g i vanish at the origin, then the matrices G ii are zero by (14) , so the diagonal entries p ii of the matrix P are zero by (15) . In this case, Re(tr(Q+κP )) = ∑ N i=1 Re(q i ) > 0, implying that Q + κP has an eigenvalue with positive real part.
On the other hand, in case that the diagonal entries of P are nonzero and have the same sign, then stability can result when the intrinsic frequencies of the units are distinct. This is a generalization of the oscillator death in coupled ODEs with a frequency distribution [3, 4, 5, 6] . In several important applications the relevant models involve identical units which are diffusively coupled. In this case the interaction functions g i have the form
where γ ij : C × C → R n are C 2 functions satisfying
(For notational simplicity we have suppressed the possible dependence of γ ij on ε.) A typical example is simple linear diffusion, for which γ ij (ϕ, ψ) = ψ − ϕ. It turns out that coupling of the form (29)-(30) cannot stabilize a system of identical units. Proof. By assumption, the q i given by (16) Then by (14) ∑ N j=1 G ij = 0, and by (15) ∑ N j=1 p ij = 0, i = 1, . . . , N . Therefore (1, 1, . . . , 1) is an eigenvector of P corresponding to a zero eigenvalue. It follows that it is also an eigenvector of Q + κP = qI + κP corresponding to the eigenvalue q, whose real part is positive by assumption.
Corollary 3 Suppose that
It is interesting that stability can nevertheless occur in diffusive-coupling models which take additional transmission delays into account. This case will be investigated in some detail in the next section. The significance of the above corollary is that the delays appearing within the units cannot stabilize the system, and delay-induced oscillator death in a diffusively coupled network results solely from transmission delays between the units.
Connection topology and transmission delays
For the remainder of the paper we consider the coupling of identical units. We thus drop the subscripts on L i and f i in (1), on the eigenvalues ±iω i of L i , and on the basis matrices Φ i and Ψ i .Furthermore, without loss of generality it is assumed that ω i = 1 after rescaling the time. The condition (17) of the instability of the uncoupled units is assumed throughout the section, and is written as Re(q) > 0 after dropping the indices.
The emphasis here will be on the interplay between the parameters of individual units and their connection properties, namely the network topology and connection delays, in inducing stability. To this end, the system is viewed as a graph Γ, with the units constituting the vertices, and an edge signifying direct interaction between two units. It is assumed that Γ is connected (or else consider a connected component of Γ), without loops or multiple edges, and has at least two vertices.
Symmetric coupling
We first consider undirected graphs arising from symmetric (i.e., bi-directional) coupling conditions; the discussion of directed graphs is deferred to Section 4.2. Two vertices i and j connected by an edge are called neighbors, symbolically shown as i ∼ j, where the neighborhood relation is symmetric. We adopt the convention that a vertex is not considered a neighbor of itself. The interaction functions between the units are taken to be of the form
where d i is the vertex degree, i.e., the number of neighbors of the ith unit, and γ :
The quantity τ 0 ≥ 0 denotes the additional delay arising from finite transmission speed between units. The normalization of the input to the ith unit by the number of its neighbors d i is motivated by the behavior of neural networks, as well as the theoretical considerations coming from graph theory.
We thus have a finite discrete set Γ indexed by i = 1, . . . , N, carrying a symmetric neighborhood relation ∼, and a dynamical system on Γ governed by (1) and the diffusive interaction of the form (31). Let F denote the space of real-valued functions on Γ, with the inner product
and norm u := u, u 1/2 , for u, v ∈ F. Consider the Laplacian operator ∆ :
Note that ∆ can be written as
is the adjacency matrix of Γ with elements The definition of the operator ∆ is motivated by the diffusive form of the interactions (31); so its properties are expected to be related to the dynamics of the system defined on Γ. However, at this point it is not clear what that relation is because of the presence of the delay (31). Our aim is to characterize the stability of the system in terms of the spectrum of ∆ using the results of the previous sections. We first list some relevant properties of ∆. Recall that a graph is said to be complete if i ∼ j for every pair of vertices i, j, and is said to be bipartite if its vertex set can be divided into two parts V 1 and V 2 such that every edge has one end in V 1 and one in V 2 (see e.g., [16] ); see Figure 1 for some examples. The next result characterizes the relation between the topology, transmission delays, and the stabilizability of the connected system. Theorem 2 Assume the conditions stated at the beginning of the section. Suppose p 11 = 0, where p 11 is defined by (15) , and let ζ = arg(p 11 ). Let λ max denote the largest eigenvalue of ∆, and define H ∈ R by
Lemma 2 Assume the conditions stated above. Then ∆ is a self-adjoint and positive semidefinite operator; so its eigenvalues are real and nonnegative. Its smallest eigenvalue is zero, and its largest eigenvalue λ max satisfies
If H > 0, then there exist κ ∈ R and ε 0 > 0 such that the zero solution of (1) is asymptotically stable for all ε ∈ (0, ε 0 ). In this case, the sign of κ is the same as the sign of cos(ζ + τ 0 ) − cos ζ. On the other hand, if H < 0 and κ ∈ R, then there exists ε 0 > 0 such that the zero solution of (1) is unstable for all ε ∈ (0, ε 0 ).
We first need a simple lemma. 
Proof. Assume h(λ

Proof of Theorem 2.
With interaction function of the form (31), the dynamics of the coupled system evolve on the space C([−τ − τ 0 , 0], R nN ). It is clear that the analysis of Section 2 applies by replacing τ → τ + τ 0 and extending the domains of the relevant functions in an obvious manner to this larger interval. Thus by Theorem 1, the matrix Q + κP = qI + κP determines the stability of (1) for all small ε. More precisely, if ρ i , i = 1, . . . , N , denote the eigenvalues of P , the stability condition is that
This can be satisfied for some κ ∈ R if and only if Re(ρ i ) are nonzero and have the same sign for all i. Now let G be such that [
Then by (15) and (31) the diagonal elements p ii of P are
On the other hand, from (32
if i ∼ j, and zero otherwise. Noting from (11) and (12) that Φ(θ−τ 0 ) = Φ(θ) exp(−τ 0 J), it can be calculated that (42) is proved. To summarize, if H > 0 then there exists κ ∈ R such that qI + κP has all its eigenvalues on the left half plane. Furthermore, by (41)-(42) and the fact that 0 is an eigenvalue of ∆, one has in this case sign Re(ρ i ) = sign(cos ζ − cos(ζ + τ 0 )), so that by (38) sign κ = − sign(cos ζ − cos(ζ + τ 0 )). Similarly, if H < 0 then (42) is violated and P has a pair of eigenvalues whose real parts have opposite signs. In this case, for any κ ∈ R the matrix qI + κP has an eigenvalue with positive real part. The proof is now completed by an application of Theorem 1.
The quantity ζ = arg p 11 in the statement of the theorem is related to the ability of the coupling γ to affect the dynamics on the center manifold. By (15) , ζ can be interpreted as a projection angle onto the center subspace of the linear damping effect coming from diffusive coupling. For instance if cos ζ = 0, then H defined in (37) becomes H = − cos(ζ + τ 0 ) 2 (λ max − 1) which is negative (unless sin τ 0 = 0), in which case the theorem implies that the origin cannot be stabilized by the coupling. Clearly, ζ depends only on L and γ, and thus is independent of the coupling topology or f . Theorem 2 gives a sharp condition, expressed by the sign of the quantity H, on the possibility of stability in a given network with transmission delays. The maximal eigenvalue λ max of the graph Laplacian completely characterizes the effect of the graph topology on stability for small ε. In fact, stability has a "monotone" dependence on the graph structure, as given in the following corollary. This property yields a sufficient and a necessary condition on ζ and τ 0 irrespective of the underlying graph. is sufficient, and the condition
is necessary, for the existence of some κ ∈ R and ε 0 > 0 such that the zero solution of (1) is asymptotically stable for ε ∈ (0, ε 0 ). By the above corollary and Lemma 2, it is seen that bipartite graphs are the hardest to stabilize, whereas large complete graphs are the easiest, for the same values of ζ and τ 0 . In this regard, (43) is the stabilizability condition for bipartite graphs, and (44) is the limiting form of the stabilizability condition for K N , a complete graph on N vertices, as N → ∞. These conditions are depicted as gray areas in Figure 2 (a) and (c), respectively 3 . Interestingly, some of the most typical network architectures considered in the literature of coupled oscillators fall into one of these two categories. For instance, a pair of coupled oscillators is both complete and bipartite. As shown in Figure 1 , rectangular grids, rings (cycles) C N with an even number N of vertices, open chains (paths) P N , stars S N and trees are all bipartite regardless of their size, so the parameter values which allow oscillator death on these graphs are identical and is given in Figure 2(a) . Similarly, Figure 2 (c) gives the relevant parameter region for large assemblies of globally coupled oscillators. These two subfigures provide universal upper and lower bounds for the stability regions of any graph.
Proof. Consider the quantity H = H(λ
Asymmetric coupling and edge-dependent delays
We now take into account the possibility of asymmetric (i.e. uni-directional) connections in the network, as well as different connection delays along different edges. Thus the underlying graph is now directed, and the notation j i is used if there is a directed edge from vertex j to i, again with the assumption that there are no selfconnections. The quantity d i in this context denotes the number of incoming edges to i, called its in-degree. It is assumed that d i > 0 for all i; otherwise there would be an (inherently unstable) unit with no input from the others, so stability would clearly not occur. The interaction function is taken to be of the form
where τ ji ≥ 0 is the delay in the information transmission from vertex j to i, and γ satisfies the diffusive condition (32) as before. The various possibilities for the edge directions and delays make it difficult to characterize stability using a single graph (1) is unstable for all ε ∈ (0, ε 0 ). In the special case when p 11 ∈ R\{0}, then the zero solution is asymptotically stable for some κ ∈ R and 0 < ε 1 if and only if D − A τ is nonsingular.
Proof. The argument is similar to that of the proof of Theorem 2. The diagonal elements of the matrix P are again given by (39), while the relation (40) for the offdiagonal elements now has the form
Thus P = p 11 (I − D −1 A τ ), and as before one has the stability condition (38)
κ Re(ρ i ) < − Re(q) < 0 for all i.
This proves the theorem except for the last statement. Suppose now that p 11 ∈ R\{0}. By Geršgorin's theorem [17] , the eigenvalues ρ i of P lie inside the union of circles ∪ N i=1 c i where c i = {z ∈ C : |z − p 11 | ≤ ∑ j =i |p ij |}. From (47), c i = {z ∈ C : |z − p 11 | ≤ |p 11 |}, and since p 11 is real, the union ∪ N i=1 c i is contained in either the left or the right complex plane, intersecting the imaginary axis only at the origin. Hence the only way (48) can fail is when 0 is an eigenvalue of p 11 (I − D −1 A τ ), which can occur if and only if D − A τ is singular.
For the special case when the diagonal elements of the matrix P are real, the stability condition takes a particularly simple form, given by the above theorem. From (39), this case occurs when Ψ (0) ∫ 0 −τ dG(θ)Φ(θ) is a symmetric matrix. Related examples from coupled ODEs are given in [9] . It can be seen from (46) that, for any given graph, whether directed or undirected, the matrix D − A τ can be singular only for a countable set of values τ ij . (The undelayed network with all τ ij equal to zero is a special case of this.) Thus, when ζ = arg p 11 = 0 or π, oscillator death is possible for almost all values of transmission delays, provided ε is sufficiently small. This is also apparent from Figure 2 for symmetric coupling. Hence, delay-induced stability is among the major emergent dynamics of coupled systems near Hopf bifurcation.
