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Summary
Synchronous spiking of neural populations is hy-
pothesized to play important computational roles in
forming neural assemblies and solving the binding
problem. Although the opposite phenomenon of de-
synchronization is well known from EEG studies, it is
largely neglected on the neuronal level. We here pro-
vide an example of in vivo recordings from weakly
electric fish demonstrating that, depending on the
social context, different types of natural communica-
tion signals elicit transient desynchronization as well
as synchronization of the electroreceptor population
without changing the mean firing rate. We conclude
that, in general, both positive and negative changes
in the degree of synchrony can be the relevant signals
for neural information processing.
Introduction
Important features of spiking neurons are their ability to
synchronize (e.g., Ermentrout, 1996; Volgushev et al.,
1998; Tama´s et al., 2000; Lindner et al., 2005; Gala´n
et al., 2006), their ability to detect synchronous input
(Bernander et al., 1994; Perez-Orive et al., 2004; Galar-
reta and Hestrin, 2001; Azouz and Gray, 2003), and their
ability to transmit synchronous spikes (Aertsen et al.,
1996). Synchronous spiking can be caused by common,
often periodic, stimulation of a population of (indepen-
dent) neurons or generated internally by network
dynamics.
Stimulus-induced synchronous discharge may con-
tribute to coding. For example, in retinal ganglion cells,
considerably more information can be extracted about
a stimulus if synchronous spikes are considered sepa-
rately (Dan et al., 1998), and fixation movement-induced
synchrony improves feature estimation (Greschner
et al., 2002). The utility of synchronous discharge has
recently been demonstrated in that the escape behavior
*Correspondence: j.benda@biologie.hu-berlin.deof frogs was shown to rely on synchrony of a specific
class of ganglion cells (Ishikane et al., 2005).
Internally generated synchrony, possibly at particular
phases relative to a global oscillatory output, is hypoth-
esized to bind neurons into dynamical cell assemblies
(see Harris, 2005 for a review). This idea has been thor-
oughly investigated in the visual system (Singer and
Gray, 1995; Singer, 1999) in the context of the ‘‘binding
problem’’ of different stimulus features (Robertson,
2003) and is supported by many experimental studies,
from the representation of moving bars in area 17 of
cats (Engel et al., 1992) to higher-level integration of
faces in inferior temporal cortex (Hirabayashi and Miya-
shita, 2005). Some studies, however, failed to confirm
the ‘‘binding by synchrony’’ hypothesis (Lamme and
Spekreijse, 1998; Thiele and Stoner, 2003).
In the olfactory system, odorants have been reported
to induce oscillatory activity with transient, dynamic
synchronization of odor-specific neural assemblies
(Laurent, 1996). Synchronous and asynchronous spikes
appeared to be carrying qualitatively different informa-
tion about the odorant (Friedrich et al., 2004).
Although synchronized discharge has received much
focus, to our knowledge, there is only a single report
suggesting that desynchronization might also be impor-
tant for specific kinds of neural processing (Ackert et al.,
2006). However, in this paper, in vivo recordings in
weakly electric fish demonstrate concrete sensory cod-
ing mechanisms that utilize either synchronization or
desynchronization, respectively, of neuronal discharge
in response to two distinct and behaviorally important
classes of natural communication signals.
Weakly electric fish generate an electric organ dis-
charge (EOD) that they use for electrolocation (Nelson
and MacIver, 1999) as well as for communication. In
wave-type electric fish, the EOD is a continuous periodic
signal with constant amplitude whose frequency is spe-
cies- and sex-specific. In our model system, the gymno-
tiform species Apteronotus leptorhynchus, males dis-
charge at higher frequencies (800 to 1000 Hz) than
females (500 to 750 Hz) (Meyer et al., 1987). The superpo-
sition of the EODs of two fish results in a beat, a periodic
amplitude modulation with frequencyDfgiven by the dif-
ference of the frequencies of the two individual EODs.
Thus, beat frequencies experienced during the interac-
tion with the same sex are typically smaller (less than
50 Hz) than beat frequencies during interaction with the
opposite sex (more than 50 Hz). Behavioral studies
have shown that these fish and related species are able
to discriminate between the EOD frequencies of conspe-
cifics (Heiligenberg and Partridge, 1981; Kramer, 1999).
These fish can therefore use the beat frequency in order
to infer the sex of a conspecific.
In addition to the beat, A. leptorhynchus can actively
modulate its EOD frequency for communication pur-
poses (Zakon et al., 2002; Zupanc, 2002; Oestreich
et al., 2006). During one class of EOD modulation, chirps,
the EOD frequency is transiently increased. Two main
categories of brief (about 20 ms) chirps are known from
behavioral studies: ‘‘small chirps,’’ where the EOD
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348Figure 1. The Stimulus
(A) An individual fish experiences its own EOD
(gray line) with constant amplitude (black
line).
(B) The EOD of a distant fish has a smaller
amplitude (here 20%) at the location of the
receiving fish. This distant fish emits a large
chirp (thick horizontal bar) that reduces the
amplitude by 25% and increases the fre-
quency by 600 Hz during 24 ms. Shown is
an artificially designed chirp signal that we
used as a stimulus for the electrophysiologi-
cal recordings.
(C) The superposition of the two wave forms
of the receiving fish (A) and the emitting fish
(B) is the effective electric field that stimulates
the electroreceptors of the receiving fish. A
beat is created (here with frequency Df =
125 Hz) that is disrupted during the large
chirp (thick horizontal bar); this amplitude
modulation (black line) is what we refer to
as the ‘‘stimulus’’ in this paper and is shown
in the remaining figures as ‘‘EOD AM.’’ Note
that the AM fades away during the large chirp.frequency is increased by about 100 Hz, and ‘‘large
chirps,’’ where the EOD frequency is increased by as
much as 600 Hz (Hagedorn and Heiligenberg, 1985; Zu-
panc and Maler, 1993; Engler et al., 2000; Bastian et al.,
2001; Zupanc, 2002; Triefenbach and Zakon, 2003).
These frequency modulations lead to strong amplitude
modulations (AMs) when superimposed with another
EOD. Small chirps are emitted mainly at beat frequencies
below 50 Hz and are hypothesized to be aggressive sig-
nals. Large chirps, on the other hand, are also emitted by
males but in response to the higher beat frequencies
(>50 Hz; Bastian et al., 2001; Triefenbach and Zakon,
2003) that are typical for male-female interactions.
Thus, in addition to the beat frequency, these fish can
also use transient EOD modulations as signals related
to aggression and perhaps courtship (Hagedorn and
Heiligenberg, 1985; Bastian et al., 2001). Note that similar
modulations of a carrier are observed in natural acoustic
stimuli (e.g., Bar-Yosef et al., 2002).
AMs of the EOD as induced by beats and chirps are de-
tected by tuberous electroreceptors that are tuned to the
individual fish’s EOD frequency (Hopkins, 1976). Most of
these receptors code for EOD AMs by varying the prob-
ability of their discharge (P-units) (Hagiwara et al., 1965;
Scheich et al., 1973; Bastian, 1981; Nelson et al., 1997).
We here investigate how beats of various frequencies
are represented by the population of P-unit afferents
and thus discriminate between males and females,
and how two classes of very brief modulations as
caused by either small or large chirps are coded by the
P-unit population. Our results emphasize that the de-
gree of synchrony as well as changes in synchrony, in
particular a transient desynchronization, might most
likely be the relevant code for natural communication
signals such as chirps.
Results
Desynchronization by Large Chirps
The EOD amplitude of isolated fish is constant (Fig-
ure 1A). The superposition of the EODs of males and
females results in amplitude modulations (beats) withfrequencies that are usually higher than about 50 Hz.
In this situation the male will emit large chirps (Fig-
ure 1B). Such a chirp lasts for about 20 ms, during which
the frequency of the EOD is increased by about 600 Hz
and the amplitude of the EOD is decreased by about
25% (Bastian et al., 2001; Triefenbach and Zakon,
2003). The reduction of the male’s EOD amplitude during
the chirp will result in a reduction of the EOD AM re-
ceived by the female. In addition, the increase in the
male’s EOD frequency transiently increases the fre-
quency difference toDfz 700 Hz, and thus, the beat fre-
quency is close to the female’s own EOD frequency (typ-
ically <800 Hz). One way of understanding the shape of
the resulting waveform on the female’s body (Figure 1C)
is that this high-frequency beat cannot be properly
sampled by the female’s own EOD frequency (i.e., the fe-
male’s EOD frequency is below the critical Nyquist
sampling frequency for the beat: 2 3 700 Hz).
In summary, females can identify males by the fast
beat (>50 Hz) produced by the superimposition of their
EODs. Male large chirps will interrupt this fast beat by
reducing the amplitude of the beat and changing its
temporal structure for less than 25 ms. In what follows,
we describe how these signals are encoded by the
P-unit electroreceptors.
Spike raster plots obtained from single-unit record-
ings (Figure 2) demonstrate that P-unit spikes lock to
the beat and thus become synchronized to the beat pat-
tern. A large chirp reduces the stimulus amplitude and
desynchronizes the spike response. During the chirp,
the spiking activity is similar to the apparently random
baseline activity (left column) that is well known from
the probabilistic nature of P-unit firing (Scheich et al.,
1973; Nelson et al., 1997).
The time course of the firing rate (Figure 2C) was com-
puted by convolving the spike trains with a Gaussian
kernel and averaging over trials. A narrow kernel with a
standard deviation of 1 ms approximately matches the
fast component of P-unit-evoked excitatory postsynap-
tic potentials (EPSPs) in target cells, whereas a wider
kernel with a standard deviation of 5 ms matches
the second fastest (excitatory or inhibitory) potential
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349Figure 2. Large Chirps Desynchronize Sin-
gle-Unit Electroreceptor Response
(A) The EOD amplitude modulation of an iso-
lated fish is constant (left column). A large
chirp emitted by a second fish (centered
around time t = 0, thick horizontal bar) inter-
rupts the beat that arises from the superposi-
tion of the EODs of the two communicating
fish. Beat contrast is 20% and beat frequency
isDf= 125 Hz in the middle column (same as in
Figure 1C) andDf= 200 Hz in the right column.
(B) Spike raster recorded from a single elec-
troreceptor. The response of this unit shows
approximately 2:1 locking to the 125 Hz beat
(middle column) and 1:1 locking to the 200
Hz beat (right column) that is interrupted by
a brief period of asynchrony during the chirp.
(C) Firing rate computed by convolving the
spike trains from the single-unit recording
(B) with Gaussian kernels with standard devi-
ations of 1 ms (black line) and 5 ms (gray line)
and averaging over trials. The dashed line is
the mean firing rate computed from 8.5 s of
baseline activity. The labels above the panel
indicate the temporal mean and standard de-
viation (modulation depth) of the firing rate (1
ms kernel) computed during baseline activity,
beat, and chirp.(Berman and Maler, 1998). The firing rate computed with
the 1 ms kernel (black line) is strongly modulated during
the beat, and its periodic time course exactly matches
that of the beat. The modulation depth of the firing rate
and the degree of P-unit synchrony depends on the
beat frequency (compare middle and right column in
Figure 2). The firing rate modulation is strongly reduced
during the large chirp and becomes similar to baseline
firing rate. In contrast, the firing rate computed using 5
ms kernels (gray line) as well as the mean firing rate
hardly changes from baseline values during either the
beat or large chirp.
Since all P-units became phase-locked to the beat in
a similar manner, these results suggest that the activity
of the whole P-unit population itself will also synchronize
during a beat and that this synchronization will be lost
during a large chirp. We therefore performed dual-unitrecordings and recordings of the population response
in order to validate this ‘‘synchronization-desynchroni-
zation’’ hypothesis. Simultaneously recorded pairs of
spike trains also become phase-locked and mutually
synchronized during the high-frequency beat, and this
synchronization is lost during the large chirp, where
again, the firing pattern resembles the baseline dis-
charge (Figure 3).
We quantified the degree of P-unit synchrony during
baseline discharge, beats, and large chirps by comput-
ing the correlation coefficient (Equation 1) between pairs
of spike train firing rates (1 ms Gaussian kernels). The
duration of the P-unit-evoked EPSPs does not appear
to change appreciably over the range of membrane po-
tentials expected from synaptic input (Berman and
Maler, 1998); thus, as expected, qualitatively similar re-
sults were obtained with 0.5 ms and 2 ms kernels. TheFigure 3. Large Chirps Desynchronize Dual-
Unit Electroreceptor Response
(A) The stimuli. Left column: baseline EOD,
middle column: Df = 125 Hz, right column:
Df = 200 Hz at 20% contrast; same as in
Figure 2.
(B) Spike raster of the two simultaneously
recorded electroreceptors (0.22 and 0.12
spikes per EOD cycle during baseline activ-
ity). Each row (separated by horizontal gray
lines) shows the simultaneously recorded
spike trains of the two units. The upper spike
trains are the same as shown in Figure 2B.
(C) The firing rate computed by averaging
over the spike trains from both cells con-
volved with Gaussian kernels with a standard
deviation of either 1 ms (black line) or 5 ms
(gray line) reveals the desynchronization of
the receptors’ response by the chirps.
Neuron
350Figure 4. Summary of Single- and Dual-Unit
Recordings for Large-Chirp Stimuli
Plotted are median values with the error bars
marking the 1. and 3. quartile. The data points
were measured at Df = 5, 10, 20, 30, .290,
300 Hz beat frequency with 20% contrast
(left column) and 10% contrast (right column).
(A) Correlation on a 1 ms timescale of single-
unit spike trains during chirps (gray circles)
and beats (black triangles) obtained from
multiple presentations of the same stimulus
in comparison with baseline activity (dia-
mond and dashed line). The open circles
denote the median of the correlation during
the chirp divided by the one during the beat
(right axis); the fine dashed line marks a ratio
of one. (B) Correlation computed from simul-
taneously recorded pairs of spike trains (filled
symbols). Data points of nonsimultaneously
(shuffled) recorded pairs are slightly shifted
to the right (open symbols). (C) The difference
of the mean firing rate during chirps minus the
one during the beats (black diamonds) and
the corresponding relative firing rate ratio
(open circles, chirp divided by beat).correlation coefficient equals one for perfect synchrony
and is zero for correlations at chance level as given by
the single-trial mean firing rates. For the single-unit re-
cordings, we averaged over the correlation coefficients
(estimated separately during beat and chirp) from all
possible pairs of spike trains obtained from a single
cell in response to multiple presentations of a single
stimulus. Baseline P-unit activity of single-unit record-
ings is uncorrelated (r= 0.002 6 0.007, n = 79 cells, not
significantly different from zero, two-tailed sign test,
n+ = 36, p > 0.4). The beat, however, induces strong cor-
relations; the 15 spike trains shown in the middle panel
of Figure 2B have an averaged correlation coefficient
of 0.80 (105 pairs) during the beat (280 ms < t < 224
ms). This correlation is reduced to 0.18 during the chirp
(25 ms < t < 15 ms).
In the case of dual-unit recordings, we averaged over
all pairs of simultaneously recorded spike trains. For the
dual-unit recording shown in the left panel of Figure 3B,
we get a correlation coefficient of20.02 during baseline
activity. For all P-unit pairs, baseline activity is uncorre-
lated (r= 20.01 6 0.01, n = 5, not significantly different
from zero, two-tailed sign test, n+ = 1, p > 0.3), as would
be expected given the short timescale of serial correla-
tion (Ratnam and Nelson, 2000; Chacron et al., 2001)
and adaptation (Nelson et al., 1997; Benda et al., 2005)
of these afferents as previously reported (Chacron
et al., 2005a). P-unit correlation rises to values of
0.63 6 0.14 during beats with a frequency of 100 Hz at
20% contrast. During large chirps the correlation is
again significantly reduced to 20.01 6 0.10 (one-tailed
Wilcoxon test, p < 0.01, n = 7), back to baseline level
(two-tailed Wilcoxon test, p > 0.9, n = 7). This supports
the hypothesis that the uncorrelated baseline P-unit
discharge becomes synchronized (correlated) duringa high-frequency beat resulting from the proximity of
the fish and desynchronized (uncorrelated) during a
large chirp produced as a communication signal.
In order to quantify spike train correlation as a function
of beat frequency, we recorded and analyzed single-unit
responses to large-chirp stimuli at various beat frequen-
cies chosen from a range of 5–300 Hz and two contrasts
(10%, 20%) in 76 cells (236 5 trials per stimulus, 186 13
stimuli per cell, total number of stimuli n = 1339), result-
ing in 13 to 79 (average 38) stimuli per beat frequency at
20% contrast and from 3 to 16 (average 7) stimuli at 10%
contrast. The correlation coefficients and firing rates
computed from these data as a function of beat fre-
quency are summarized in Figure 4.
The single P-unit correlation during the beat rises
steeply from 5 to 50 Hz to values up to 0.9 (median)
and, for beat frequencies >100 Hz, declines back to
baseline levels (unstimulated) by w250 Hz (Figure 4A).
The correlations are significantly greater than baseline
for all measured beat frequencies (one-tailed Wilcoxon
test, p  0.001 at 20% contrast, p < 0.05 at 10% con-
trast). In contrast, spike correlation during large chirps
is in general low (median <0.4) for all beat frequencies,
but it is still significantly different from baseline correla-
tion (two-tailed Wilcoxon test, p  0.001 at 20% con-
trast, p < 0.05 at 10% contrast).
There is therefore a large region of beat frequencies
ranging from 20 Hz to 260 Hz for 20% contrast (one-
tailed Wilcoxon test, p  0.001) and 40 to 240 Hz at
10% contrast (one-tailed Wilcoxon test, p < 0.01) in
which the correlation during the beat is significantly
higher than during the large chirp as expected from
the raster plots (Figure 2B). Large chirps occurring dur-
ing these beats strongly reduce the correlation by as
much as 5-fold. This effect is almost independent of
A Synchronization-Desynchronization Code
351Figure 5. Large Chirps Desynchronize Popu-
lation Response
(A) The stimuli. Left column: baseline EOD,
middle column: Df = 100 Hz, right column:
Df = 200 Hz at 20% contrast with large chirps
at time t = 0 (thick horizontal bar).
(B) The plain hook electrode recording from
the trunk electroreceptor nerve is contami-
nated with the EOD generated by the fish
(solid gray line) that adds to the population
response. Extracting the envelope (dashed
line) from the peaks results in noisy signals,
whereas a sliding average that is exactly
one EOD cycle wide and thus removes the
EOD component results in a clearer response
(solid line).
(C) The population response (black line) is ob-
tained from the nerve potentials filtered with
the sliding average (gray lines, solid black
line in [B]) by averaging over trials. The num-
bers indicate the temporal mean 6 standard
deviation of the population response during
baseline, beat, and chirp. The thin dashed
line is the mean response measured during
baseline EOD.the two contrasts we tested (left column: 20%; right
column: 10%). Thus, for the entire range of beat frequen-
cies that is typical for male-female interaction, the un-
correlated baseline P-unit spike train becomes synchro-
nized to the beats, and this synchrony is transiently
reduced during the large chirps.
The same pattern is confirmed by dual-unit recordings
from five pairs of cells (altogether n = 31 presented stim-
uli with 1764 trials per stimulus; 2 to 6 (average 4.4) stim-
uli per beat frequency were presented at 20% contrast
and 2 stimuli at 10% contrast; results are summarized
in Figure 4B, filled symbols). There is a high correlation
between the cells during a beat withDf = 100 Hz (median
0.52 at 20% contrast), whereas this correlation is com-
pletely eliminated during the chirps (median 0.04, sig-
nificant difference: one-tailed Wilcoxon test, p = 0.008,
n = 7). The correlation during the beat is significantly
larger than during both the chirp and baseline activity
up to beat frequencies of 200 Hz (one-tailed Wilcoxon
test, p < 0.05, n = 6). This correlation is reduced to base-
line levels by the large chirps (two-tailed Wilcoxon test,
p > 0.1, n = 5–7). The correlations during the beat and
the chirp obtained from the dual-unit recordings, how-
ever, are lower compared with those of the single-unit
recordings (dashed line). This is not surprising, since
the baseline rates of the electroreceptors are distributed
over a range from 90 Hz to 460 Hz (79 cells), and thus, two
simultaneously recorded units usually have quite differ-
ent baseline rates (difference of 6–116 Hz for the five
pairs).
The correlation coefficients (Equation 1) computed
from shuffled, i.e., nonsimultaneously recorded spike
trains from the dual-unit recordings (Figure 4B, open
symbols), are indistinguishable from the ones computed
from simultaneously recorded spike trains (two-tailed
Wilcoxon test, p > 0.3, n = 5–7 for all measured beat
frequencies at 20% contrast). In addition, nonstimulus-
induced correlations, as quantified by Equation 2, are
indistinguishable from zero during beat and chirp (data
not shown, two-tailed sign test, p > 0.4). The observedsynchronization evoked by the beat is thus entirely stim-
ulus driven.
The mean firing rate during the entire chirp differs from
the mean firing rate during the beat (unpaired t test on
each stimulus, median p < 0.01 for both 70 < Df < 250
Hz at 20% contrast and for 80 < Df < 200 Hz at 10% con-
trast). The absolute, as well as the relative, difference
between the mean firing rate during the beat and during
the chirp is small (median of differences <20 Hz for beat
frequencies above 100 Hz, median of relative difference
about 0.1 and less, Figure 4C). Furthermore, in 79% of
the stimuli recorded from single units, the mean firing
rate during the chirp was smaller than the one during
the beat, whereas in the remaining 21% it is the other
way around (10% and 20% contrast, 50 % Df % 200
Hz, n = 740). In contrast, correlation was reduced by
the chirps in 98% of the stimuli. As a consequence,
changes in mean firing rate are only weakly correlated
with changes in spike correlation (r = 0.14, p < 0.001).
As a final check for our hypothesis that high-fre-
quency beats synchronize P-units while transient large
chirps desynchronize them, we recorded the summed
activity of the whole population of electroreceptor affer-
ent fibers using hook electrodes at the posterior branch
of the anterior lateral line nerve (see Experimental Pro-
cedures). Examples of such recordings are shown in
Figure 5. The beat evokes an oscillating population
response, presumably arising from the summation of
spikes synchronously locked to the beat. A large chirp
causes an abrupt breakdown of this synchronous re-
sponse back to baseline level that corresponds to the
desynchronized spiking activity observed in the single-
and dual-unit recordings. The population response
closely resembles the firing rates obtained from the
single-unit recordings using 1 ms kernels.
We use the temporal standard deviation of the popu-
lation response in order to quantify the amplitude of its
oscillation. At high beat frequencies this measure indi-
cates the degree of synchrony among spikes from the
entire population of trunk P-unit afferents. At low beat
Neuron
352Figure 6. Summary of Recordings from the
Trunk Electroreceptor Nerve for Large-Chirp
Stimuli
Plotted are median values of the standard de-
viation of the population response as a mea-
sure of its amplitude computed during the
beat (black triangles) and chirp (gray circles)
with the error bars marking the 1. and 3. quar-
tile. The data points were measured at 5, 10,
20, 30,. 300 Hz beat frequency at four differ-
ent contrasts as indicated. The open circles
are the relative responses of the chirp divided
by beat; the fine dashed lines mark a ratio of
one. The dashed line in (B), (C), and (D) is
the median of responses to the beat of the
previous contrast divided by two. The dia-
mond and the horizontal dashed line denote
the standard deviation of the population
response during baseline activity.frequencies this measure reflects the common modula-
tion of the P-unit firing rate, since this also generates
some correlation between electroreceptors if analyzed
on a slow timescale. Figure 6 summarizes this measure
of population activity as a function of beat frequency for
four different contrasts.
These experiments confirm our findings from the sin-
gle and dual P-unit recordings with the amplitude of the
population response rising rapidly to a peak at about
50 Hz beat frequency and declining gradually to baseline
values at about 250 Hz; interestingly, 250 Hz is near the
maximum expected sex difference in EOD frequencies.
The strong oscillations evoked by beats are reduced
by large chirps for beat frequencies up to 240 Hz at
20% contrast (one-tailed Wilcoxon test, p < 0.001, n =
20), 220 Hz at 10% contrast (p < 0.05, n = 6), and 200
Hz at 5% contrast (p < 0.05, n = 6) (no test possible at
2.5% contrast, since n = 4 is too small). Decreasing the
contrast reduces the population response during beats
less than expected from the equivalent linear reduction
by a factor of two (dashed lines), and even at contrasts
as low as 2.5%, the large chirps clearly cause an inter-
ruption of the beat response. The number of P-units on
the head is approximately equal to that on the trunk
(Carr et al., 1982); the entire population of P-units can
therefore be even more sensitive than demonstrated
here. Thus, a sensitive assay of about half the P-unit pop-
ulation (for receptors on the fish’s trunk) demonstrates
that even weak high-frequency beats can synchronize
P-units and that this synchronization is transiently lost
during the large chirps.
The mean level of the population response is sig-
nificantly smaller during the chirps than during the beats
at 20% contrast and beat frequencies between 60
and 180 Hz only (two-tailed Wilcoxon test, p < 0.05,
n = 20). At lower contrasts there is no significant differ-
ence of the mean population response. Note, however,
that this measure is very vulnerable to low-frequency
noise.
Synchronization by Small Chirps
At beat frequencies that arise during same sex encoun-
ters, (<50 Hz) both males (mainly) and females emit smallchirps—probably as an aggression signal (Zupanc,
2002). Small chirps transiently raise the EOD frequency
by 30–150 Hz for about 20 ms and only slightly reduce
the EOD amplitude by about 2% (Zupanc and Maler,
1993; Engler et al., 2000; Bastian et al., 2001). The re-
sulting EOD amplitude modulation is a fast signal inter-
rupting the slower beat (see Figure 7A for two examples
and Benda et al., 2005 for details).
A low-frequency beat modulates the firing of P-units
(Figure 7B). As previously reported (using instantaneous
firing frequency as a measure; Benda et al., 2005), small
chirps at the trough of the beat produce a fast upstroke
in the EOD AM and evoke a transient increase in firing
rate that overshoots the maximum response during the
beat (Figures 7B and 7C, left column, computed using
convolution with a 1 ms Gaussian as above). In contrast,
the mean firing rate during the beat hardly differs from
that during the chirp. The increased firing rate within a
short time window suggests that the P-unit correlation
might also be altered during a small chirp (see below).
A small chirp that occurs during the peak of the beat
generates a downstroke in the EOD AM, and the electro-
receptors respond with a strong decrease in firing rate
that undershoots the minimum response during the
beat and often results in a short period of silence (right
column in Figures 7B and 7C). This decrease in firing
rate certainly results in an increased synchrony among
the spikes, this time caused by a synchronous absence
of spikes. Note also that the firing rate computed with
1 ms wide kernels (black line) deviates from the 5 ms
firing rate (gray line) during the chirps only (arrows in
Figure 7C).
The population response behaves in exactly the same
way (Figure 7D). During the beat it follows the EOD am-
plitude modulation, but during the small chirps the pop-
ulation response is transiently increased or decreased
relative to the response to the beat.
A summary of all the recorded responses to small
chirps confirms this observation (Figure 8). The tran-
siently increased and/or decreased firing rate in re-
sponse to a small chirp can be quantified by the stan-
dard deviation of the time course of the firing rate as a
measure of its modulation depth (Figure 8A). For beat
A Synchronization-Desynchronization Code
353Figure 7. Small Chirps Transiently Enhance
Single-Unit as well as Population Response
(A) The stimulus is a beat with frequency Df =
10 Hz and 20% contrast with two small chirps
at t = 0 (thick horizontal bars) occurring in the
trough of the beat (left column) and at the
peak of the beat (right column). The dashed
line marks the baseline EOD amplitude.
(B) Spike raster obtained from a single-unit
recording.
(C) Firing rate computed from the spike trains
in (B) using Gaussian kernels with standard
deviations of 1 ms (black line) and 5 ms
(gray line). The transiently increased or de-
creased firing rate during the chirps can be
interpreted as an increase in synchrony of
spiking and nonspiking activity, respectively
(arrows). The dashed line is the baseline firing
rate.
(D) The population response to similar stimuli
recorded from the trunk electroreceptor
nerve of another fish.frequencies below about 30 Hz, the modulation depth of
the response during the chirp is up to two times larger
than the one during the beat (one-tailed Wilcoxon test,
p  0.001, n = 409) as we reported in Benda et al.
(2005). A very similar, but much stronger, effect can be
seen in the correlation between the spike trains(Figure 8B). At very low beat frequencies (5 Hz), the P-
unit correlation during the chirp is about 3-fold higher
than that during the beat. The P-unit correlation induced
by a small chirp is significantly larger than that induced
by the beat for beat frequencies up to 30 Hz inclusively
(one-tailed Wilcoxon test, p  0.001, n = 375).Figure 8. Summary of Responses to Small
Chirps
The open circles are the median of the relative
responses of the chirp divided by the beat.
The diamond and the dashed line denote
the corresponding values measured during
baseline activity. Plotted are medians with
the error bars marking the 1. and 3. quartile.
(A) The temporal standard deviation of the fir-
ing rate computed from single-unit record-
ings using Gaussian kernels with 1 ms stan-
dard deviation shows that the modulation
depth of the firing rate during the chirp (gray
circles) is larger than that during the beat
(black triangles) at beat frequencies below
about 30 Hz. (B) The correlation of the same
spike trains as in (A) shows a stronger differ-
ence. (C) The difference of the mean firing
rate between chirps and beats (black dia-
monds) and the corresponding ratio (open
circles). (D–F) The population response at
5%, 10%, and 20% contrast as indicated
resembles both the standard deviation of
the firing rate (A) and the correlation (B)
from the single-unit recordings.
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small chirps differs significantly (two-tailed Wilcoxon
test, p < 0.05, n = 319), the average difference is small
(less than 20 Hz, Figure 8C), and much smaller than
the corresponding standard deviation (ranging from
32 Hz at Df = 60 Hz to 67 Hz at Df = 5 Hz). In other words,
there is still an almost equal chance of a small chirp to
increase (41% at Df = 5 and 10 Hz, n = 1111) or decrease
(59%) the mean firing rate, whereas correlation is in-
creased in 90% of the stimuli. Changes in mean firing
rate and changes in spike correlation are therefore
uncorrelated (r = 0.008, p = 0.93).
The recordings of the population response show
the very same pattern. The lower the beat frequency,
the stronger the response amplitude during small chirps
relative to the response amplitude during the beat (Fig-
ures 8D–8F). This enlarged amplitude of the population
response to the small chirps suggests a transiently
increased or decreased firing rate that results in a short
period of increased synchrony of the spiking activity—
either by a common high firing rate or by the common
absence of spikes. At 5%, 10%, and 20% contrast, the
response amplitude is significantly larger during the
small chirp than during the beat for beat frequencies
up to 30 Hz inclusively (one-tailed Wilcoxon test, p <
0.05; 20% contrast: n = 70; 10%: n = 11; 5%: n = 8).
The mean population response does not significantly
differ between small chirps and beats (two-tailed Wil-
coxon test, p < 0.001, n = 57), except at 20% contrast
and a beat frequency of 100 Hz.
Overall, these results demonstrate that, in addition to
the modest increase or decrease in firing rate caused by
small chirps on a background of low frequency beats,
there is an additional even stronger and highly consis-
tent effect: these transient signals also increase spike
correlations among P-units.
Discussion
Synchronous spiking within populations of neurons is
suggested to play a key role in forming cell assemblies
(Laurent, 1996; Harris, 2005), binding (Singer and Gray,
1995), top-down processing (Engel et al., 2001), and per-
haps sensory coding (Ishikane et al., 2005; Friedrich
et al., 2004). Our data on the representation of weakly
electric fish communication signals in a population of
electroreceptor neurons demonstrates that both tran-
sient desynchronization as well as synchronization can
code for important signals within the same population
of neurons. A female of the weakly electric fish A. lepto-
rhynchus that is close to a male receives a high-fre-
quency beat (between about 50 to 250 Hz). The electro-
receptor neurons lock to this oscillation in exactly this
range of beat frequencies and became strongly syn-
chronized. However, a large chirp emitted by the male
in response to such high-frequency beats transiently
desynchronizes the electroreceptor population. On the
contrary, during same-sex encounters, the beat fre-
quency is lower (less than 50 Hz) and the P-units are
much less synchronized. In this context, a small chirp
transiently enhances synchrony of the P-unit popula-
tion. Small changes in the mean firing rate that are also
induced by the chirps do not, however, reliably indicate
the presence of either small or large chirps.Rapid spike-frequency adaptation reduces the gain
for slow (<30 Hz) beats. Small chirps introduce a high-
frequency stimulus (about 100 Hz) that is faster than
the adaptation dynamics and thus evoke a transiently
enhanced firing-rate response (Benda et al., 2005), con-
sequently increasing spike correlation. For the same
reason, fast beats (between 50 and 200 Hz) synchronize
the P-unit population, since they are faster than all adap-
tation processes (Xu et al., 1996) and thus get transmit-
ted with high gain (Benda and Herz, 2003; Chacron et al.,
2005a). A large chirp causes the effective beat to be-
come irregular and of reduced amplitude, causing the
electroreceptor response to desynchronize. The fre-
quency modulation of the chirping fish’s EOD is unlikely
to contribute to the desynchronization since we ob-
served it at low contrasts (Figure 6D) where temporal
aspects of the EOD of the receiving fish are no longer
influenced by the other EOD. Future modeling studies
will investigate how P-unit dynamics control the degree
of synchrony.
Electrical stimulation of P-unit afferents evokes a mix-
ture of EPSPs and inhibitory postsynaptic potentials
(IPSPs) in pyramidal cells that are the main targets of
P-units (Maler et al., 1981). Berman and Maler (1998)
showed that the postsynaptic potentials (PSPs) sum
up to either a depolarization in most basilar pyramidal
cells (E-cells) or a hyperpolarization in nonbasilar pyra-
midal cells (I-cells) in response to a 200 Hz tetanic stim-
ulation, corresponding to P-units locking to a 200 Hz
beat. The resulting PSP originating from 50 to 1500 P-
units (L.M., unpublished data) could therefore be ap-
proximated by simply adding up P-unit-evoked PSP
waveforms. The first, AMPA receptor-mediated compo-
nent of the EPSP in E-cells is just about 1 ms wide, and
the first, GABA-A receptor-mediated component of the
IPSP in I-cells can peak as early as 2 ms after a stimulus
pulse (Berman and Maler, 1998). Therefore, the summed
potentials of these fast components of the PSPs should
be similar to both the firing rate obtained by convolving
the spike trains with 1 ms standard deviation Gaussian
kernels (e.g., Figure 3C) and the population response
(Figure 5C), where the individual spikes averaged over
one EOD cycle constitute the kernels. The effect of
slower PSPs (NMDA receptor-mediated; Berman and
Maler, 1998; L.M., unpublished data) could then be
approximated by the firing rate computed using wider
kernels and adding (EPSPs) or subtracting (IPSPs) this
firing rate from the 1 ms firing rate. This very simplified
picture of the synaptic input to the pyramidal cells sug-
gests that it is very likely that synchrony of the P-units
on a 1 ms timescale is accessible by the pyramidal cells
through fast PSPs, and that the slower IPSPs reduce the
response to slower signals like the ones evoked by slow
beat frequencies. This view is also in agreement with
the high-pass filter properties of pyramidal cells re-
ported by Chacron et al. (2003) for communication-like
stimulation.
We have shown, based on dual-unit recordings, that
synchronization of P-units is solely induced by common
stimulation with amplitude modulations of the EOD, and
not by interactions between the neurons. Quantifying
such stimulus-driven spike synchronization by a correla-
tion coefficient like Equation 1 involves two timescales:
a short one, measuring coincident spikes, and a longer
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value for chance-level coincidences. The short timescale
is set by the width of the kernels (1 ms) we convolved
the spike trains with. As discussed in the previous para-
graph, these kernels match the fast components of PSPs
in the P-unit’s target cells. On the contrary, the long time-
scale is implicitly given by the time window used for com-
puting the correlation coefficient. This timescale has no
natural counterpart in the pyramidal cells’ PSPs. Some
of these PSPs are of similar or even shorter duration as
the chirps, and thus shorter than the time window we
used for computing the correlation coefficient. The cor-
relation of P-units we reported for slow beat frequencies
might therefore overestimate the correlation relevant for
driving pyramidal cells. A comparison of the firing rate
computed using the 1 ms kernels with a firing rate based
on wider kernels (5 ms) resembling some of the slower
PSPs (Figures 2, 3, and 7, gray lines) might be closer to
reality than the correlation coefficient. In this picture,
the slower PSPs would naturally define a timescale that
separates slow stimuli that are translated as a population
rate code from fast stimuli, like fast beats and small
chirps, that give rise to synchrony. Note that the correla-
tion coefficient equation (Equation 2) quantifying noise
correlations (internally generated correlations not in-
duced by the stimulus) requires only a single short time-
scale for both detecting coincident spikes and comput-
ing a reference firing rate across trials.
In the context of communication signals, pyramidal
cells express high-pass filter properties, with a cutoff
frequency at about 20 Hz (Chacron et al., 2003, 2005b).
They are known to be feature detectors that are most in-
formative about fast upstrokes (E-cells) or downstrokes
(I-cells) in EOD AMs (Krahe et al., 2002). Both properties
are perfectly suited to detect small chirps in the P-unit
population response. On the other hand, the firing rate
of pyramidal cells is typically less than 60 Hz and coher-
ence rapidly decreases for stimulus frequencies above
about 60 Hz (Chacron et al., 2005b), whereas vector
strength can be close to one for 100 Hz beats (Chacron
et al., 2003). These response properties to high-fre-
quency stimuli suggest that synchrony of P-units and
their desynchronization by large chirps might not be
decoded by single pyramidal cells. Instead, the informa-
tion might be distributed over the population of pyrami-
dal cells (Krahe et al., 2002), and well-characterized
feedback loops (Berman and Maler, 1999) might also
play an important role in shaping the response (Doiron
et al., 2003). The change in the ‘‘beat’’ network state in-
duced by desynchronization might enable downstream
circuitry to discriminate large chirps from baseline activ-
ity. Behavioral studies (Zupanc et al., 2005; J. Lewis,
personal communication) and physiological responses
of central electrosensory neurons to artificial chirp-like
stimuli (delivered without a beat and thus not naturally
occurring in a communication context; Metzner and
Heiligenberg, 1991; Heiligenberg et al., 1991) suggest
that decoding circuitry for chirps is present. Although
synchrony is hypothesized to play a major role in cortical
information processing (Singer and Gray, 1995), the spe-
cific neuronal mechanisms employed for a readout of
synchrony or desynchronization are still under investi-
gation (e.g., Azouz and Gray, 2003). Future analysis of
the recoding of synchrony and asynchrony in the simplebut well-characterized and accessible circuitry of the
electrosensory system will give valuable insight into
the function of the cortex as well.
Visual stimulation temporarily desynchronizes the
EEG (event-related desynchronization, Vijn et al., 1991)
or multiunit activity (van der Togt et al., 2006). Often
this desynchronization is immediately followed by re-
synchronization (Woertz et al., 2004). Rodriguez et al.
(1999) suggested that EEG desynchronization ‘‘reflects
a process of active uncoupling of the underlying neuro-
nal ensembles that is necessary to proceed from one
cognitive state to another.’’ Although the scope of our
data is not directly comparable to human EEG studies
(see also Munk et al., 1996), our results nevertheless
demonstrate that desynchronization can be more than
a switch from one synchronous state to another; tran-
sient desynchronization can be used by a neural system
as a code for a short but important signal (i.e., the large
chirp emitted by a male to a female in this study, and the
null-direction of direction-selective retinal ganglion cells
investigated by Ackert et al., 2006). Furthermore, in a dif-
ferent social context the same population of neurons
was synchronized by another, even shorter, type of
communication signal (the small chirp used during en-
counters of the same sex). More generally, our study
emphasizes that the change from synchrony to asyn-
chrony or vice versa might be a relevant signal for the
next level of neural processing, in contrast with syn-
chrony alone.
Experimental Procedures
Electrophysiology
Single and dual P-unit recordings, as well as whole nerve record-
ings, were made from the posterior branch of the anterior lateral
line nerve ganglion; this contains only electroreceptor afferent fibers
innervating electroreceptors on the fish’s trunk (Maler et al., 1974).
For surgical exposure of the trunk nerve, fish were anesthetized
(MS-222, Sigma-Aldrich, St. Louis, MO). After surgery fish were
immobilized (Flaxedil, Sigma) and transfered into a tank (28C)
where they were respirated by a constant flow of oxygenated water
through the mouth. Action potentials from single P-unit afferents
were routinely recorded in vivo with sharp glass micropipettes
(100 MU) that were advanced into the nerve with piezoelectric micro-
drives (Inchworm IW-711, Burleigh, Fishers, NY; and MM3A, Klein-
diek nanotechnik, Germany). The potential between the micropi-
pette and the reference electrode, which was placed on the nerve
close to the electrode, was amplified (Axoprobe 1A; Axon Instru-
ments, Union City, CA), band-pass filtered (0.45–7 kHz: PC1; TDT,
Alachua, FL), and notch filtered at 60 Hz and the fish’s EOD fre-
quency (Ultra-Q Pro; Behringer, Willich, Germany). Population activ-
ity was recorded using a pair of hooks made out of silver wire, high-
pass filtered at 2 Hz, and differentially amplified (2015F; Intronix,
Bolton, ON). The response of the population to 100 Hz beat stimuli
vanished after cutting the nerve, demonstrating that the recorded
activity indeed originated from the electroreceptor afferents and
not from the applied stimulus. All experimental protocols were ap-
proved by the University of Ottawa Animal Care Committee.
The EOD unperturbed by the stimulus was recorded between
head and tail of the fish using two vertical carbon rods (11 cm
long, 8 mm diameter). The transdermal voltage constituting the stim-
ulus picked up by the P-units was estimated by two silver wires
coated with nail polish, 1 cm apart, placed perpendicular to the
side of the fish. Both EOD voltages were amplified and low-pass fil-
tered at 5 kHz (2015F; Intronix, Bolton, ON). Stimuli were attenuated
(PA4; TDT, Alachua, FL), isolated (Model 2002; A-M Systems, Carls-
borg, WA), and delivered by two stimulation electrodes (30 cm long,
8 mm diameter carbon rods) placed 10 cm on either side of the fish,
parallel to its longitudinal axis. Amplitude modulations were
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356generated by multiplying the AM signal with the fish’s EOD (MT3;
TDT, Alachua, FL).
The extracellular potential, the EOD, the transdermal potential,
and the attenuated stimulus were digitized at 20 kHz with a 12 bit
Multi-IO-board (PCI-MIO-16E-4; National Instruments, Austin, TX)
on an Intel Pentium IV 1.8 GHz Linux PC. Spike and EOD detection,
stimulus generation and attenuation, and preanalysis of the data
were performed online during the experiment within our OEL (Online
Electrophysiology Laboratory) software.
Data from 16 adult A. leptorhynchus (10–23 cm, ten males) were
used for single-unit recordings of large chirps. Dual-unit recordings
were obtained from four fish (11–17 cm, three males) and population
recordings were obtained from a different set of four fish (11–15 cm,
two males). The single-unit recordings of small chirps are the same
as described in Benda et al. (2005) (nine fish, 12–16 cm).
Protocols and Data Analysis
Amplitude modulation stimuli were composed of a beat of a given
frequency with a chirp in the middle of the stimulus. The duration
of the initial segment with the beat was 100 ms or at least one
beat period, and the final segment lasted 30 ms or at least one
beat period. The middle segment containing the chirp had a duration
of one beat period plus 77 ms. The large chirp—also known as the
type-I chirp (Engler et al., 2000; Bastian et al., 2001) or HiC (Triefen-
bach and Zakon, 2003)—was modeled as a Gaussian increase of
EOD frequency with an maximum increase of 600 Hz (the chirp
size) and a width at 10% height of either 19.2 or 24 ms. In addition,
the EOD amplitude was decreased by the same Gaussian by 75%
(50% for the population recordings). The width of small chirps
(type-II chirp or LoC) at 10% height was 14 ms, and their size was
30, 60, 100, 122, or 153 Hz (see Benda et al., 2005 for details).
Mean firing rate, standard deviation of the firing rate, and spike cor-
relation of single-unit activity in response to chirps were computed
within a small time window ranging from25 to 15 ms for large chirps
and from23 to 13 ms for small chirps relative to the center of the chirp
at t = 0. The offset of 5 ms accounted for delays of the response. For
analyzing the response to the beat, a time window starting at280 ms
or earlier relative to the center of the chirp and ending at224 ms was
used. The length of the window was adjusted to an integer multiple
of the beat period. Baseline activity was quantified by cutting about
8 s of recorded activity into ‘‘trials’’ of 400 ms duration.
Mean firing rate is the number of spikes within the time window of
interest divided by the width of the window and the number of trials.
The time course of the firing rate was computed by convolving the
spike trains with Gaussian kernels with a standard deviation of either
1 or 5 ms and averaging over trials. The 1 ms kernel corresponds to
the fast component of PSPs evoked by P-units in their target cells,
whereas the 5 ms kernel represents a lower bound of the width of
slower components of the PSPs (Berman and Maler, 1998). From
the resulting time series the mean and the standard deviation was
calculated.
Spike correlation was quantified as the correlation coefficient
rij =
Cðsi 2 CsiDtÞðsj 2 CsjDtÞDtﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cðsi 2 CsiDtÞ2Dt
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cðsj 2 CsjDtÞ2Dt
q (1)
of pairs of spike trains convolved with Gaussian kernels of 1 ms
standard deviation, si(t) and sj(t), averaged over all possible pairs
ij. All averages C,Dt in Equation 1 are taken over time t. Equation 1
is closely related to the reliability measure suggested by Schreiber
et al. (2003). Correlation of spike trains obtained from dual-unit re-
cordings were computed by averaging over the convolved spike
trains from simultaneously recorded pairs of spike trains. Averaging
over all nonsimultaneously recorded spike trains resulted in the
‘‘shuffled’’ correlation.
A different and commonly used definition of the correlation coef-
ficient for dual recordings measures correlations that cannot be
attributed to the stimulus (‘‘noise correlations’’):
q=
*
Cðsi 2 CsDiÞðri 2 CrDiÞDiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cðsi 2 CsDiÞ2Di
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cðri 2 CrDiÞ2Di
q
+
t
(2)
Therein, si(t) and ri(t) are the spike trains of the two neurons from
trial i, respectively, and the average C,Di is taken over the trials i. Thus,CsDi and CrDi are the firing rates of the two neurons. Equation 2 is ob-
tained by averaging the normalized joint peristimulus time histogram
J(t1,t2) (Aertsen et al., 1989; Brody, 1999) over time with t = t1 = t2.
From the raw recordings of the nerve potential, we removed the
contamination by the EOD using a sliding average over one EOD cy-
cle as described in Figure 5. The ‘‘population response’’ was then
obtained by averaging this signal over trials. The amplitude of the
population response was computed as its standard deviation, since
the standard deviation is a more robust measure compared with the
difference between peaks and troughs. The time window for analyz-
ing the population response to large chirps ranged from 26 to 8 ms
relative to the chirp. Large chirps induce a reduction of the response
amplitude, and therefore, a time window smaller than the width of a
chirp better separates the properties of the response to the chirp
from the response to the beat. Since the population response is a
continuous signal, it was possible to use a smaller window for this
than for the spike data.
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