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Resumen En este trabajo se propone el uso de conocimiento a priori
como heur´ıstica en me´todos de inferencia de redes de genes a partir de
datos de expresio´n obtenidos con tecnolog´ıa de Microarray. Utilizamos
Gene Ontology [15] como fuente de conocimiento a priori. Este reposito-
rio se nutre de la informacio´n de anotaciones de relaciones en el material
gene´tico basadas en evidencias cient´ıficas. En este trabajo se propone
el uso de medidas de similitud sema´ntica, de manera ma´s concreta la
medida SimGIC en un me´todo de inferencia basado en regresio´n. La
propuesta se compara frente al mismo me´todo sin integracio´n de infor-
macio´n y frente a otros me´todos cla´sicos obteniendo mejoras y resultados
comparables en otros casos.
Keywords: Redes de Asociacio´n de Genes, Ontolog´ıa, Similitud Sema´nti-
ca de Genes
1. Introduccio´n
En la actualidad, la produccio´n de informacio´n susceptible de analizar crece
exponencialmente. Gracias a los avances tecnolo´gicos, disponemos de medios
suficientes para poder manejar esta informacio´n. Por otra parte, las ciencias
Biolo´gicas y Biome´dicas no han sido ajenas a estos avances y gracias a tecnolog´ıas
como la de Microarray1 podemos analizar el nivel de expresio´n de miles de genes
en simulta´neo y as´ı obtener conclusiones sobre informacio´n biolo´gica, tarea que
hubiera sido imposible sin estos avances cient´ıficos.
Este crecimiento exponencial de informacio´n biolo´gica hace necesario esta-
blecer un vocabulario controlado para la informacio´n gene´tica y nacen proyec-
tos como Gene Ontology (GO) [15] que definen una estructura de informacio´n
biolo´gica en forma de ontolog´ıas que esta´n en constante actualizacio´n y que se
nutren de anotaciones de los productos gene´ticos. Anotaciones realizadas por
1 Microarray: Chip que permite el ana´lisis de fragmentos de ADN. Se conforman en
forma de matriz y permiten obtener un nivel de expresio´n de ciertos genes bajo un
conjunto de condiciones espec´ıficas.
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los investigadores y basadas en evidencias que son codificadas manteniendo una
traza con la informacio´n de la procedencia y fundamentos de dichas anotaciones.
Esta informacio´n puede ser utilizada para caracterizar la inferencia de redes de
asociacio´n de genes mediante la aplicacio´n de medidas de similitud sema´ntica.
A su vez estas medidas de similitud sema´ntica pueden servir para la reduccio´n
del espacio de bu´squeda en algoritmos que tienen como objetivo la obtencio´n de
redes de asociacio´n de genes.
Las redes de asociacio´n de genes son una forma de representacio´n de la in-
teraccio´n que se produce entre pares de genes, ya que estos no son elementos
disociados en su ciclo de vida, sino que colaboran de forma conjunta formando
interacciones denominadas rutas bioqu´ımicas o pathways [1]. Estas interaccio-
nes o asociaciones contienen gran cantidad de informacio´n biolo´gica y pueden
ser inferidas a partir de datos de microarray utilizando te´cnicas de Miner´ıa de
Datos.
Existen diferentes te´cnicas para la extraccio´n de estas redes de asociacio´n
pero en su mayor´ıa exploran espacios demasiado amplios, por lo que sin la apli-
cacio´n de heur´ısticas, la precisio´n en la obtencio´n de resultados con alto intere´s
biolo´gico desciende.
En este trabajo, implementamos una metodolog´ıa para la obtencio´n de Redes
de asociacio´n de genes aplicando una heur´ıstica basada en medidas de similitud
sema´ntica entre genes denominada simGIC [2] sobre el algoritmo RegNet [3].
Este algoritmo a diferencia de los modelos basados en correlacio´n que analizan
la similitud bajo un conjunto completo de condiciones se basa en dividir el es-
pacio de bu´squeda de manera iterativa. Junto con la aplicacio´n de simGIC, el
me´todo dirige en la bu´squeda de soluciones descartando aquellas relaciones que
no superan un umbral de similitud sema´ntica considerado o´ptimo.
2. Trabajos Relacionados
Diferenciaremos dos tipos de trabajos relacionados. Por un lado abordaremos
los trabajos relacionados con la inferencia de redes de asociacio´n de genes y por
otro lado abordaremos los trabajos relacionados con las medidas de similitud
sema´ntica entre genes.
2.1. Inferencia de Redes de Asociacio´n de Genes
Los me´todos utilizados en la actualidad para la inferencia de redes de aso-
ciacio´n de genes son diversos. Destacamos los siguientes:
Me´todos basados en similitud: Estos me´todos buscan pares de genes que
tienen un nivel de expresio´n similar bajo un conjunto de condiciones experimen-
tales. Tambie´n denominados redes de co-expresio´n o redes de dependencia y se
basan en la utilizacio´n de te´cnicas estad´ısticas para calcular la similitud bajo el
conjunto de condiciones, ejemplo de estas te´cnicas son las basadas en medidas
de correlacio´n, correlacio´n parcial o informacio´n mu´tua [4,5,6]. Otros me´todos
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se basan en algoritmos de Clustering como por ejemplo [7]. Estas propuestas
realizan agrupaciones, clasificando las variables en grupos segu´n una medida de
distancia. Estos me´todos esta´n motivados por una simple idea va´lida en geno´mica
funcional, se dice que siguen una heur´ıstica denominada guilt-by-association [4]
basadas en el supuesto de que genes con un mismo perfil de expresio´n siguen el
mismo re´gimen regulador y pertenecen a un mismo proceso biolo´gico.
Me´todos basados en Redes Bayesianas: Son me´todos probabilistas y entre
ellos destaca el trabajo realizado por Friedman et al. [10]. Este se basa en el uso
del algoritmo Sparse Candidate que selecciona de forma iterativa un conjunto
de candidatos influyentes en cada gen con el objetivo de maximizar la funcio´n
de evaluacio´n. Otros ejemplos de me´todos bayesianos son [12] y [11], el u´lti-
mo utiliza un algoritmo de EM y a´rboles de regresio´n para construir grafos a
maximizar con puntuacio´n bayesiana.
Me´todos basados en a´rboles: Uno de los trabajos de referencia para este tipo
de metodolog´ıas es el trabajo realizado por Soinov et al. [8] basado en a´rboles
de decisio´n. En este trabajo se aplica el algoritmo C4.5 [9] desarollado por Ross
Quinlan para la construccio´n de a´rboles de decisio´n. El algoritmo C4.5 se basa
en el concepto de entrop´ıa de informacio´n y co´mo esta medida se ajusta entre
diferentes particiones del espacio de bu´squeda.
Tambie´n destaca en este terreno la metodolog´ıa RegNet [3]. RegNet se basa
en a´rboles modelo o de regresio´n, es decir, en la deteccio´n de similitud lineal
entre pares de genes sobre un subconjunto de condiciones y no sobre un conjunto
completo a diferencia de otros me´todos. En la Figura 1 de [13] se puede observar
que el gen objetivo denominado TG (target gene) y el gen denominado G1 no
esta´n correlacionados, pero tienen una dependencia lineal para el subconjunto
de muestras o condiciones que cumplen que el valor de expresio´n del G1 es
mayor a 10. Este me´todo supone la existencia de dependencias lineales entre un
gen objetivo y un subconjunto de genes dividiendo el espacio de bu´squeda en
subespacios ma´s pequen˜os. Este me´todo trata cada gen del conjunto de datos de
Microarray como gen objetivo de manera iterativa.
RegNet consta de una serie de fases. La primera de ellas consiste en la cons-
truccio´n de a´rboles basados en el algoritmo M5’, para ello recorre de forma
iterativa cada gen, estableciendo en cada iteracio´n un gen objetivo para la cons-
truccio´n del a´rbol en el que los nodos contienen un modelo lineal que aproxima el
valor del gen objetivo para un subespacio de condiciones o muestras. El conjunto
de a´rboles M5’ generados lo denominaremos bosque. El segundo paso consiste en
la poda del bosque y extraccio´n de dependencias. Para la poda se establece como
valor umbral el error relativo, de manera que aquel a´rbol que no supere dicho
umbral se descarta. En este segundo paso tambie´n se produce la extraccio´n de
dependencias determinando como hipo´tesis de asociacio´n la relacio´n entre el gen
objetivo y cada uno de los genes involucrados en los modelos lineales. El tercer
paso consiste en la construccio´n de un grafo de asociacio´n a partir de las hipo´te-
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Figura 1. En la figura se muestra un hipote´tico ejemplo donde la correlacio´n entre el
gen objetivo y otros dos genes es de´bil pero sin embargo podemos observar una depen-
dencia local fuerte. [13]
sis aplicando el me´todo estad´ıstico para la eliminacio´n de Falsos descubrimientos
de Benjamini-Yekutieli [14].
2.2. Medidas de similitud sema´ntica
Gene Ontology (GO) es una ontolog´ıa en donde se anotan los genes segu´n
su funcionalidad biolo´gica. Esta ontolog´ıa constituye un repositorio pu´blico de
informacio´n muy utilizado en el campo de la Bioinforma´tica y estructura su
informacio´n en tres ramas [15] que contienen te´rminos que describen los produc-
tos gene´ticos y sus asociaciones. Estas ramas son diferentes caracter´ısticas de la
biolog´ıa celular:
Cellular Component: Se refiere al espacio celular donde se encuentra el pro-
ducto gene´tico.
Biological Process: Se corresponde con transformaciones qu´ımicas o f´ısicas
realizados por uno o ma´s conjuntos organizados.
Molecular Function: Son actividades que ocurren a nivel molecular como pue-
den ser la actividad catal´ıtica o la actividad de unio´n.
Las ontolog´ıas en GO [15] se organizan en forma de Grafo Ac´ıclico Dirigi-
do (GAD) donde los te´rminos son ve´rtices y las relaciones entre te´rminos se
corresponden con las aristas. Las asociaciones se basan en evidencias que son
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tipificadas y que permiten identificar el tipo de interaccio´n que se produce entre
los te´rminos.
Las medidas de similitud sema´ntica nos permiten obtener valores nume´ricos
de la cercan´ıa sema´ntica entre te´rminos de una ontolog´ıa. Existen diversas me´tri-
cas para el ca´lculo de esta similitud entre te´rminos basadas en ontolog´ıas como
GO y que podemos clasificar en tres categor´ıas: me´todos basados en las relacio-
nes de la ontolog´ıa y sus tipos; me´todos basados en los nodos y su informacio´n;
y me´todos h´ıbridos que se basan tanto en las relaciones como en los nodos de
los GAD. Tal como muestra Pesquita et al. [2], los me´todos h´ıbridos obtienen
buenos resultados siendo la medida simGIC la que mejores resultados obtiene
de forma general.






siendo A y B los genes para los que se calcula la medida de similitud, IC2
es el contenido de informacio´n, GO(A) son los te´rminos GO asociados al gen
A, GO(B) son los te´rminos GO asociados al gen B, t ∈ {GO(A) ∩ GO(B))} y
t ∈ {GO(A) ∪GO(B))} son los te´rminos resultado de la interseccio´n o la unio´n
de los te´rminos GO del gen A y del gen B.
La herramienta GOssTo [17] (the Gene Ontology Semantic Similarity Tool)
nos permite calcular diferentes medidas de similitud entre conjunto de genes
a partir de GO. GossTo ofrece 6 medidas de similitud sema´ntica entre ellas
simGIC. Esta herramienta puede ser utilizada desde l´ınea de comandos o tambie´n
puede integrarse con otras herramientas o programas ya que puede ser utilizada
fa´cilmente a trave´s de la API que proporciona. Una de las ventajas de GOssTo
es la usabilidad del software ya que se puede integrar en ella nuevas medidas de
similitud utilizando la API que proporcionan.
3. Metodolog´ıa
Proponemos la integracio´n de informacio´n a priori en un me´todo para la
inferencia de redes de asociacio´n de genes. Ampliamos la metodolog´ıa RegNet
incorporando en el proceso informacio´n a priori, basada en la medida de similitud
sema´ntica simGIC. Integramos la herramienta GossTo en la metodolog´ıa RegNet.
El algoritmo propuesto se divide en 4 etapas diferencias:
Etapa 1. Construccio´n y poda del Bosque M5’: En esta etapa se itera sobre cada
gen del conjunto de entrada. En cada iteracio´n, un solo gen se establece como
2 IC (Information Content): El contenido de informacio´n es una medida de cuan es-
pec´ıfico e informativo es un te´rmino determinado. El IC de un te´rmino c se cuantifica
como la probabilidad logar´ıtmica negativa − log p(c), do´nde p(c) es la probabilidad
de ocurrencia de c en un corpus especifico tal como la base de datos del conocimiento
Uniprot siendo estimado normalmente por frecuencia de anotacio´n. [18]
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atributo objetivo del conjunto y se construye un a´rbol modelo mediante el algo-
ritmo M5’ propuesto por Witten, I. y Frank, E. (2005) [19] implementado por
herramientas como la librer´ıa Weka que utilizamos de soporte para la aplicacio´n
del algoritmo M5’. Cada a´rbol generado se evalua determinando si el error rela-
tivo es superior a un valor umbral  en cuyo caso el a´rbol se poda o elimina y
no pertenece al bosque de resultados.
Etapa 2. Extraccio´n de dependencias: Durante esta etapa se generan las relacio-
nes de dependencia entre pares de genes, para ello el algoritmo recorre el bosque
de a´rboles M5’. Para cada a´rbol se extrae de los nodos hoja el modelo lineal
generado con la asuncio´n de que existen diversos genes asociados con una fun-
cio´n biolo´gica que influenciara´ las relaciones de co-expresio´n de un gen [13]. Los
modelos lineales generados siguen el siguiente esquema:




Etapa 3. Ca´lculo de la Similitud Sema´ntica: Esta etapa constituye la fase de
integracio´n de informacio´n a priori basado en el ca´lculo de la similitud sema´ntica
simGIC [2]. En esta etapa se hace uso de GossTo [17] para generar un valor de
similitud entre cada asociacio´n de par de genes, posteriormente se comprueba
si el valor determinando de similitud sema´ntica obtenido para una relacio´n esta´
por encima de un valor umbral  en cuyo caso se afianza la relacio´n entre el par
de genes propuesto ya que hay evidencia de cierta relacio´n biolo´gica. En caso de
que la relacio´n no supere el umbral  se descarta ya que se considera que no hay
evidencia biolo´gica de dicha asociacio´n.
Etapa 4. Control de falsos descubrimientos: La u´ltima etapa consiste en la apli-
cacio´n de un test estad´ıstico que permite identificar la proporcio´n de falsos des-
cubrimiento para controlar el nu´mero de errores tipo I entre todos los descubri-
mientos realizados. El procedimiento estad´ıstico llevado a cabo es el propuesto
por Benjamini y Yekutieli, (2001) [14]. Este procedimiento consiste en un test





0 . Sean p1, p2, ..., pm los p-values asociados a las m hipo´tesis nulas.
Sean p(1) ≤ p(2) ≤ ... ≤ p(m) la lista de p-values ordenados de manera crecien-





0 siguiendo la siguiente ecuacio´n para el ca´lculo de k [13].







La hipo´tesis no sera´ rechazada si no existe un i que cumpla con la ecuacio´n.
Una relacio´n entre par de genes identificada como una arista entre ellos no sera´
va´lida si no siguen una relacio´n monoto´mica significativa y dado el subespacio
identificado por el nodo hoja del a´rbol modelo propuesto. Para testear esta
monoton´ıa se hace uso del estad´ıstico Tau de Kendall que mide el valor de
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significatividad a partir de un no de instancias n y un valor del estad´ıstico τ







El rechazo de la hipo´tesis nula al nivel de significancia α significa que la
relacio´n es va´lida y la arista como relacio´n entre pares de genes pertenecera´ al
grafo resultante.
4. Resultados
Se han realizado diferentes estudios para comparar los resultados de la me-
todolog´ıa propuesta con otros trabajos publicados en el campo de la inferencia
de redes. En los siguientes apartados describiremos: las medidas de evaluacio´n
utilizadas en la comparativa; el disen˜o de la experimentacio´n y los resultados de
la comparativa.
4.1. Definicio´n de medidas utilizadas para el ana´lisis de rendimiento
Utilizamos como marco de comparacio´n el establecido en el trabajo [22] y
las medidas de evaluacio´n que describimos a continuacio´n:
Definicio´n 1 Exactitud de la Red: Se corresponde con la proporcio´n de verda-
deros positivos (TP y TN) sobre el nu´mero total de casos de ejemplo.
Exactitud =
TP + TN
TP + FP + TN + FN
(5)
donde:
− TP: Es el nu´mero de asociaciones de par de genes obtenidos por el algoritmo
y que tambie´n aparecen en la red utilizada como test.
− FP: Es el nu´mero de asociaciones de par de genes obtenidas por el algoritmo
y no aparecen en la red utilizada como test.
− TN: Es el nu´mero de asociaciones de par de genes no obtenidas por el algo-
ritmo y que no aparecen en la red utilizada como test.
− FN: Es el nu´mero de asociaciones de par de genes no obtenidas por el algo-
ritmo y que aparecen en la red utilizada como test.
Definicio´n 2 Precisio´n de la Red: Se define como la proporcio´n de verdaderos
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Definicio´n 3 Sensibilidad de la Red: Se corresponde con la proporcio´n de ca-
sos clasificados correctamente y se representa como la proporcio´n de verdaderos





Definicio´n 4 Especificidad de la Red: Se corresponde con la proporcio´n de ver-





Definicio´n 5 Nu´mero de aristas obtenidas: Se corresponde con el nu´mero de
aristas obtenidas como salida por el algoritmo en cuestio´n, de las cuales una
proporcio´n habra´ sido correctamente identificada.
4.2. Conjunto de datos y disen˜o experimental
Se ha utilizado como conjunto de datos de entrada la matriz de expresio´n
obtenida con tecnolog´ıa de microarray de Spellman [20] y Cho [21] para el ciclo
celular de la levadura. De este conjunto de datos a modo de ejemplo se han
seleccionado un subconjunto de 20 genes bajo 24 condiciones experimentales
considerando estos un conjunto de genes bien descritos, que codifican prote´ınas
importantes para la regulacio´n del ciclo celular de manera ana´loga al trabajo de
Soinov [8].
Las redes de referencias o reales para el ca´lculo de las medidas de rendi-
miento de las redes resultados son YeastNet [25], GO [26] y Co-citacion [27].
Se utilizan estas redes como test de rendimiento ciego para comparar las redes
generadas por la metodolog´ıa contra las redes reales y as´ı calcular los valores de
exactitud, precisio´n, especificidad y sensibilidad. Para la medida de sensibilidad,
la metodolog´ıa propuesta y otras que se utilizara´n en la comparativa obtendra´n
valores muy bajos ya que estas redes de referencia son reales y de gran taman˜o
en comparacio´n con las redes que se obtendra´n a partir del dataset de entrada.
En la Tabla 1 se sen˜alan los valores de entrada para el ca´lculo de similitud
sema´ntica.
Cuadro 1. Para´metros de entrada de GossTo
Ontolog´ıa GO: Biological Process
Evidencias GO: EXP, IDA, IPI, IMP, IGI, IEP, TAS, IC, ISS, ISO, ISA,
ISM, IGC, IBA, IBD, IKR, IRD, RCA, NAS, ND, IEA
Relaciones GO: is a, part of, regulates, positively regulates, negati-
vely regulates, has part
Fecha Obo File: 25/06/2013
Fecha Goa File: 27/04/2015
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En la Tabla 2 se observan las diferentes configuraciones utilizadas para ana-
lizar el rendimiento de la metodolog´ıa propuesta. Se han variado los para´metros
de la siguiente forma: el valor umbral del error relativo del a´rbol modelo se ha
variado de 10 en 10 valores de 0 a 100; el valor umbral de similitud se ha variado
de una unidad en una unidad de 0.10 a 0.30; el nivel α de significancia se ha
fijado en 0.05; finalmente, en las columnas de exactitud, precisio´n, especificidad
y sensibilidad se muestran los valores en media de estas medidas. Se ha decidido
fijar el valor umbral de similitud entre 0.1 y 0.3 calculando la media y moda
del valor de similitud entre todos los genes del conjunto de datos y calculando
la distribucio´n de frecuencias por debajo de 0.3 se encuentra ma´s del 80 % de
las parejas de genes. Se ha tomado como red real o de referencia YeastNet y se
observa en la tabla que los valores en media para los umbrales de similitud son
similares, luego se puede fijar el umbral de similitud entre 0.1 y 0.3 ya que no se
observa variacio´n en los resultados.
Cuadro 2. Resultados Promedio de Experimentacio´n
ID θ σ α Exactitud Precisio´n Sensibilidad Especificidad
1 [0-100] [0.10-0.15] 0.05 59.30 % 44.24 % 5.35 % 95.26 %
2 [0-100] [0.16-0.20] 0.05 59.21 % 43.08 % 5.10 % 95.29 %
3 [0-100] [0.21-0.25] 0.05 59.24 % 43.06 % 5.10 % 95.33 %
4 [0-100] [0.26-0.30] 0.05 59.34 % 43.90 % 4.84 % 95.68 %
4.3. Resultados y comparativa
Los resultados de la metodolog´ıa APrioriRegNet frente a RegNet se muestran
en la primera y segunda columna de la Tabla 3. Se observa que la integracio´n
de informacio´n mejora los resultados en el caso de utilizar como redes reales
YeastNet y Cocitation. En el caso de la red real GO se obtienen resultados com-
parables y algo menores que en el caso de utilizar la metodolog´ıa sin integracio´n
de informacio´n a priori.
Adema´s comparamos la aproximacio´n de integracio´n de informacio´n en la
metodolog´ıa de inferencia de redes frente a los resultados de otras aproximaciones
a la inferencia de redes de manera ana´loga al marco de comparativa establecido
en [22]. Utilizamos como aproximaciones de referencia: el me´todo GarNet basado
en reglas de asociacio´n [22]; el me´todo de optimizacio´n GRNCOP [23]; el me´todo
basado en a´rboles de decisio´n [8]; y el me´todo basado en lo´gica de primer orden
[24]. Los resultados se observan de la tercera a la se´ptima columna de la Tabla 3
y puede observarse que la aproximacio´n utilizando informacio´n a priori mejora
los resultados frente al resto de aproximaciones en el caso de tomar YeasteNet
como red real, mientras que en el caso de tomarse como redes reales Co-Citation
o GO los resultados son comparables al resto de aproximaciones.
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Cuadro 3. Comparativa de algoritmos de Inferencia de Redes de Asociacio´n de Genes
APR∗ RegNet GarNet1 Garnet2 GRNCOP2 Soinov et al. BLS∗∗
YeastNet
Precisio´n 66,67 % 100,00 % 100,00 % 93,75 % 93,33 % 50,00 % 88,89 %
Sensibilidad 5,26 % 7,14 % 20,40 % 15,31 % 14,29 % 3,06 % 8,19 %
Especificidad 98,25 % 100,00 % 100,00 % 98,91 % 98,91 % 96,74 % 98,91 %
Exactitud 61,05% 52,11% 58,94% 55,79% 55,27% 48,41% 52,09%
Co-citacion
Precisio´n 100,00 % 100,00 % 95,00 % 93,75 % 93,33 % 50,00 % 88,89 %
Sensibilidad 7,23 % 8,13 % 22,89 % 18,07 % 16,87 % 3,61 % 9,64 %
Especificidad 100,00 % 100,00 % 99,07 % 99,07 % 99,07 % 97,20 % 99,07 %
Exactitud 59,47% 58,42% 65,79% 63,68% 63,16% 56,29% 60,00%
GO
Precisio´n 60,00 % 71,43 % 70,00 % 75,00 % 73,33 % 50,00 % 55,56 %
Sensibilidad 3,49 % 5,81 % 16,28 % 13,95 % 12,79 % 3,49 % 5,81 %
Especificidad 98,08 % 98,08 % 94,23 % 96,16 % 96,15 % 97,12 % 96,15 %
Exactitud 55,26% 56,32% 58,96% 58,95% 58,42% 54,75% 55,24%
APR∗ = AprioriRegnet
BLS∗∗ = Bulashevska
5. Conclusiones y Trabajos Futuros
En este trabajo se presenta la integracio´n de informacio´n a priori en una
metodolog´ıa de inferencia de redes. Se ha integrado en e´sta el ca´lculo de simili-
tud sema´ntica entre genes a partir de Gene Ontology, de manera ma´s concreta
utilizando la medida SimGIC. Se ha establecido dos comparativas, la primera
frente a la metodolog´ıa sin integracio´n de informacio´n y la segunda frente a otros
me´todos de inferencia de redes. En esta comparativa se puede observar que el
algoritmo propuesto mejora la exactitud de RegNet para dos de las redes de
test, en el caso de YeastNet desciende su precisio´n. Este descenso posiblemente
se deba a la ausencia de anotaciones de evidencia en GO que hace que la etapa
de ca´lculo de similitud sema´ntica se realice la poda de relaciones sin suficiente
informacio´n biolo´gica. Finalmente, en comparacio´n con el resto de me´todos se
observa una mejora del valor de exactitud para la red de test YeastNet, des-
tacando tambie´n que la comparacio´n con la red de test Co-citacion Garnet1 y
Garnet2 destaca en el valor de exactitud aunque reduciendo la precisio´n.
Concluimos tras el ana´lisis de los resultados experimentales que el me´to-
do propuesto es una solucio´n va´lida para la inferencia de redes de asociacio´n
gene´tica. Adema´s, observamos que mediante la incorporacio´n de una heur´ıstica
con informacio´n a priori se puede guiar al algoritmo hacia la construccio´n de una
red de asociacio´n donde las relaciones identificadas disponen de una evidencia
cient´ıfica va´lida.
En trabajos futuros se extendera´ el conjunto de entrada para aplicar la pro-
puesta sobre un conjunto de datos con mayor informacio´n, que permita identi-
ficar un mayor nu´mero de relaciones. Adema´s, se trabajara´ en la construccio´n
de un plugin para la herramienta Cytoscape que permita integrar la ejecucio´n
de la propuesta dentro de esta herramienta de forma que la red de asociacio´n se
pueda obtener y analizar de forma visual.
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