Abstract-Multiple antenna transmitter and receiver architectures that combine antenna selection with RF pre-processing have been shown to significantly outperform conventional antenna selection with the same number of RF chains. Often, performance close to a full complexity architecture (with more RF chains) is also achieved. This paper studies the effect of hardware and signal processing non-idealities on such architectures. We show that they are robust to quantization, phase, and calibration errors introduced by RF phase-shifters, and also to the channel estimation errors. While insertion loss does lead to performance degradation, performance better than conventional antenna selection is observed for typical insertion loss values.
I. INTRODUCTION
Multiple input multiple output (MIMO) antenna systems promise dramatic improvements in link capacity [1] at the expense of increased hardware and signal processing complexity. Each antenna element at the receiver (transmitter) requires a low noise amplifier (power amplifier), a frequency converter, and an A/D (D/A) converter. Antenna selection, which adaptively chooses a subset L out of the N available antennas (L N-selection), is a promising solution for reducing the RF chain count (see [2] and the references therein). While L N-selection is better than a system with only L antenna elements, a penalty is paid in the form of reduced coding gain when compared to a full complexity (FC) system with N antenna elements and N RF chains. Selection schemes have been proposed for spatial multiplexing, in which multiple data streams are transmitted simultaneously from different antennas, and spatial diversity, in which the same data is transmitted from all antennas.
Recent approaches [3] - [5] have advocated linear RF preprocessing, which involves spatially filtering the received signal in RF, followed by selection. These have been shown to always outperform conventional antenna selection, and achieve performance close to FC in many cases. The form of the RF pre-processing solution depends on whether spatial multiplexing or spatial diversity is used. However, in both cases, a phase-only restriction on the elements leads to practical implementations that use only variable phase-shifters and incurs a negligible loss in performance [4] .
RF pre-processing circuits are familiar to the microwave community for applications such as analog beamforming [6] , [7] that maximize the signal to noise ratio (SNR) and help in interference suppression [8] . Several designs for variable-phase shifters based on Silicon or GaAs PIN diodes, GaAs FETs, ferro-electric materials, piezo-electric transducers (PET), etc., have been investigated [9] - [12] . These designs differ in their insertion loss, chip area, operating voltage, phase error, time required to tune the elements, etc.
In this paper, we study the robustness of antenna selection with RF pre-processing to the non-idealities of the hardware implementations as well as the signal processing nonidealities, both of which can potentially erode the predicted gains. For such systems, we study the effect of phase and calibration errors and insertion loss on the fundamental Shannon capacity for spatial multiplexing and the output SINR for spatial diversity. Imperfect channel estimates that occur due to noise during channel estimation can also degrade the performance of RF pre-processing with selection. Therefore, we study its impact as well. We thus obtain the requirements on the RF elements for such a design to succeed. While only receiver side selection is illustrated in this paper, analogous arguments hold for the transmitter as well.
The rest of the paper is organized as follows. Section II describes the system model. Various receiver architectures are described in Section III and the RF and channel estimate imperfections are modeled in Section IV. Results are presented in Section V, followed by conclusions in Section VI. y, in baseband representation, is given by
where x is the transmitted data vector, H is N r × N t channel matrix and ρ is the received SNR input to a receiver's antenna. n is the additive white Gaussian noise and follows the distribution N c (0, I Nr ), where N c denotes the complex Gaussian distribution, 0 is the all zeros mean vector and I Nr is the N r ×N r identity covariance matrix. The received vector, y, is sent through a RF pre-processing matrix M, followed by selection, down-conversion, and baseband processing.
In spatial multiplexing, multiple data streams are simultaneously transmitted, as shown in Fig. 1 . In spatial diversity, the transmitted vector takes the form x = vb, where b is the data symbol and v is the transmit weight vector.
We adopt the widely used Kronecker correlation model [16] that accurately represents many practical channels of interest. The instantaneous channel matrix can be represented as
where the entries of H w are i. i. d. complex Gaussian ∼ N c (0, 1), and R and T are the receiver and transmitter correlation matrices, respectively.
III. PERFORMANCE OF RECEIVER ARCHITECTURES In this section, we list the performance metrics for various receiver architectures considered in the literature. For spatial multiplexing, the metric is the capacity in bits/s/Hz, and for spatial diversity, it is the output SNR. The receiver has instantaneous channel state information (CSI). Each receiver has L ≤ N r demodulator (demod) chains, except for the FC receiver that has N r demod chains. Spatial multiplexing receivers are described below. Descriptions of spatial diversity receivers are omitted due to space constraints and are given in [3] .
A. Full Complexity (FC)
The FC receiver optimally combines signals from all the antennas, and, by definition, achieves the largest achievable capacity among all receivers with N r receive antennas. Its channel capacity is given by
where | | denotes the determinant and ( ) † denotes the Hermitian of a matrix.
B. Pure Antenna Selection
A pure selection receiver selects the best L out of N r rows of H. Its capacity is
C. Instantaneous Time-Variant Pre-Processing (TV)
In this receiver, the entries of the L × N r pre-processing matrix, M TV , are allowed to vary as fast as the instantaneous channel state H. Thus, TV tracks the small-scale fading in the channel. The optimal M TV is the conjugate transpose of the L left singular vectors of H corresponding to its L largest singular values [3] . The capacity is given by
where λ is the th largest singular value of H. This L × N r pre-processing matrix outputs L streams, thereby eliminating the need for subsequent selection.
D. FFT Pre-Processing Followed by Selection
This is an alternate approach that uses the FFT Butler matrix, F, for pre-processing [5] . Note that F is completely independent of the channel state. Selection is performed on the virtual channel FH, and the capacity is given by
E. Channel Statistics-Based Pre-Processing (TI)
In TI, the pre-processing matrix, denoted by M TI , depends only on the large-scale slowly-varying parameters of the channel such as the mean angle of arrival (AoA), angular spread, etc., [4] . It is for this reason that we refer to it as the time-invariant solution (TI).
When M TI is of size L × N r , no subsequent selection is required. The optimal M TI that maximizes the ergodic capacity takes the form
† , where µ is the eigenvector of the receiver correlation matrix R corresponding to its l th largest eigenvalue. The capacity is given by
When M TI is of size N r × N r , it is followed by L Nselection. M TI then consists of all the eigenvectors of R.
Phase-only approximations to TV and TI that require only variable-phase shifters to implement them shall be referred to as TV-Ph and TI-Ph, respectively. These have been shown to incur a negligible performance loss [4] .
IV. MODEL FOR NON-IDEALITIES
Implementing the phase-shifters using finite bit-resolution digital phase-shifters introduces quantization errors. In addition, the phase-shifters suffer from phase and calibration errors that cause an offset in the desired phase. The phase errors are typically 1
• -3
• [13] - [15] . The calibration error is taken to be uniformly distributed with mean 0
• and a range 20
• . Insertion loss is defined as the measured power loss through the phase-shifter. The RF phase-shifters are associated with insertion losses of the order of 0.9-6.0 dB [12] - [14] .
1 If the phase-shifters are placed before the low noise amplifiers (LNA) (as shown in Fig. 1) , insertion loss and losses in the switch lead to a reduction in the SNR.
Due to noise during estimation and the inherent timevarying nature of the wireless channel, the channel estimates used in RF pre-processing and selection are imperfect. The imperfect channel estimate, H est , is modeled as
where H is the actual channel matrix between the transmitter and the receiver and has Gaussian entries ∼ N c (0, 1). H is the RMS error and H err is the channel error matrix, with i. i. d. Gaussian entries ∼ N c (0, 1).
V. RESULTS AND SIMULATIONS
We compare the different receiver architectures, described earlier, in the presence of the various non-idealities. A uniform linear array is considered with 4 transmit and receive antennas (N t = N r = 4) and only one demod chain (L = 1). Spatial multiplexing systems will typically have more RF chains; L = 1 is the worst case. The capacities (or average output SNR) of the receivers are compared. The cumulative distribution function (CDF), which describes the entire distribution, of the capacity is also plotted. The spacing between the antenna elements is taken to be d = 0 5λ, where λ is the wavelength, and the mean AoA is θ = 45
• . The RMS angular spread shall be denoted by θ . For simplicity, we assume that there is no transmit correlation, i.e., T = I Nt . Table I compares the ergodic capacity for various receiver architectures when the pre-processing matrix and the selection are based on imperfect CSI. 2 We see that TI-Ph receiver's capacity is approximately 1 bits/s/Hz greater than that of pure antenna selection. Also, the statistics-based solution, TI-Ph, is more robust to channel estimation errors than the instantaneous solutions. When the channel estimates at the receiver have an RMS error H = 0 , both TV and pure antenna selection incur an approximately 0 2 bits/s/Hz loss. However, TI-Ph's performance does not degrade. Here Figure 2 plots the corresponding capacity CDFs and studies the effect of channel estimation errors for spatial multiplexing. For reference, the CDF of the capacity achieved by a system with N t = 4 transmit antennas and N r = 1 receive antenna (and L = 1) is also shown. Spatial diversity behaves similarly -TI-Ph is insensitive to estimation non-idealities, while TV-Ph shows more sensitivity.
A. Impact of Channel Estimation Error

B. Impact of Phase Quantization and Phase error
The ergodic capacities of TV-Ph and TI-Ph with different bit-resolutions and calibration errors are tabulated in Table II . The capacity of TI-Ph using a 2-bit phase-shifter (steps of 90
• ) and 3-bit phase-shifter (steps of 45
• ) is within 0.3 bits/s/Hz and 0.1 bits/s/Hz, respectively, of an ideal TI-Ph receiver with infinite phase resolution. Figure 3 shows the effect of phase quantization and phase errors on the capacity of TI-Ph. Also measured is the effect of calibration error that is uniformly distributed between ±10
• . We see that RF pre-processing is robust to calibration error. TV-Ph behaved in a similar manner.
For spatial diversity, the effect of phase quantization is slightly worse. For example, the average output SNR for TIPh for ρ = 10 dB with infinite phase resolution is 15.78 dB, while that with 2-bit quantization is 14.78 dB. Table III tabulates the ergodic capacity of TV-Ph and TIPh for different insertion losses and compares them with the ideal (no insertion loss) FFT, FC, and conventional selection. Figure 4 plots the corresponding CDFs of capacity. It can be seen that a 2 dB insertion loss reduces the TI-Ph capacity to that of ideal FFT-selection. An insertion loss of about 5 dB degrades the performance of TI-Ph to conventional selection. Similar trends were also observed in spatial diversity.
C. Impact of Insertion Loss
VI. CONCLUSIONS
We investigated the robustness of various receiver architectures, including RF pre-processing and antenna selection, to TI −P h (n o err or , es t. err or )
TV −P h (no err or) TV −P h (es t err or) Fu ll C om pl ex ity RF non-idealities and channel estimation errors. Both spatial multiplexing and spatial diversity were evaluated. We showed that RF pre-processing based on only large-scale statistics, such as covariance [4] , is very robust to the channel estimation errors, while the performance of instantaneous CSI-based preprocessing [3] degrades slightly. This result is notable because, under ideal conditions, the latter performs better. This makes the statistics-based solution more suitable for rapidly varying channels. Furthermore, RF pre-processing solutions suffer a negligible performance loss due to calibration errors and finitebit quantization. A 3-bit quantization gives performance close to that of infinite resolution phase-shifters. The insertion loss introduced by the RF elements is the main reason for performance degradation. If it is high enough, the performance of RF pre-processing is worse than that of conventional antenna selection. In this case, the LNAs must be placed before RF pre-processing. 
