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So far many relevant studies have been carried out to predict stock price by 
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but while they have achieved predictive accuracy, they are not ready to use 
for real world purpose due primarily to lack of real-world applicability. In 
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of explanatory variables’ differential features to identify significant change 
between the 2 periods so as to limit frequency of rebuilding of predictive 
model, and the approach is applied to publicly available text data of news and 
its responses regarding Honda motors as well as its stock price data. The 
result turns out that while limiting number of models, predictive accuracy 
keeps as good as those reported in past relevant studies. It is also numerically 
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     　　      　   （3-1）
F は表 1 で例示するステップ関数である。














　表 1 の例示に於いては、時点t=1 でモデルが最初に作られ、時点t*=1 の係数として が
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2.2　 「評価行列」の 2 次元行列配置と説明変数（X）としての活用　
　「評価行列」は 7 データソース（情報ソースとニュース記事の引用の有無の組合せ）、6 観点、 































































　以下の図 1 にモデル作成・再作成・スコアリング・尤度比のステップを示している。[a] ステッ
プとして予測モデル作成・再作成・スコアリング、[b] ステップとしてスコアリング、[x] ステッ
プとして次節で詳述する尤度比を用意し、全体を構成している。
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タ に [a] ステップで構築済みのモデルを適用する ことでスコアを生成する。[x]
ステップの尤度比については次節で詳述するが、その目的は 2.3 節で述べた「説明変数（X）
の顕著な変化」を把握することである。ここでは 2.2 節で紹介した 126 個の行列項目全てを尤
度比に用いるのではなく、特異値分解でそれを次元縮約した特異ベクトルから主要なものを用
いる。特異値分解を実施する際の考慮点は、特異値分解の等質性を確保することである。具体
的には [a] ステップ時点の「評価行列」を 2 次元行列にしたものを特異値分解したものと、[b]
ステップ時点の同様の特異値分解が同じ基準で為されていること、また複数の [b] ステップ時
点間での等質性である。図 1 に示す通り、[a] ステップに於いて、モデル構築に使う（t=a）時
点より前の一定期間分のモデル作成用の学習用データとその時点（t=a）1 時点分のデータと
を 1 つのデータセットにした上でまとめて特異値分解をし、[b] ステップではその時点（t=b）
の1時点分のデータと[a]ステップで使った一定期間分のモデル作成用のデータとを1つのデー
タセットにした上でまとめて特異値分解を実施する。このことで [a] に於ける特異値分解と [b]
での特異値分解とで等質的な基準で特異ベクトルを作ることができる。このことは [b] ステッ
プを何度か繰り返す時にも同様である。 　
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（4）
　本論文に於いては上記の は [a] ステップの一定期間分の学習データの説明変数（X）を特
異値分解して得られた特異ベクトルの主要なものの中から選ばれたある 1 つの特異ベクトル
の値の学習データの一定期間分の時間を跨った平均、 は各 [a][b] ステップでスコアリングに
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時点かの [a][b] ステップでスコアリングに使った説明変数（上述の や が例）を特異

































　データを獲得する際に用いたツールは Effyis Inc. の Boardreader.com で、使ったキーワー
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数に関しては 2.2 節で記述したように 2 次元行列配置をした 126 項目を指すが、その全てを対
象とするのではなく、7 つのデータソース別にそれぞれ 18 項目（6 観点× 3 主観的評価）を取
得して株式時系列データとの正準相関分析を実施、これを 7 つのデータソースそれぞれに実施
した。例としてニュースのデータソースの「評価行列」から得た 18 変数と株式時系列データ
の 5 変数の 2 データセットの間で正準相関分析を実施した結果を示す。表 5 の 1 行目の「Pr>F」
の値が 0.05 未満であることから 5 つの正準相関全てが 0 であるという帰無仮説が棄却され、2
行目の「Pr>F」の値が 0.05 未満であることから 2 番目以降の 5 番目までの正準相関全てが 0
であるという帰無仮説が棄却されている。ここから上位 2 つの正準相関が 0 という帰無仮説は
棄却される。また表 6 に於いては株式データの 5 項目とニュースをデータソースにした「評価
行列」18 項目の間の正準相関がすべて 0 であるという帰無仮説を 4 つの統計量すべてに於い









固有値とその比率 H0: その行以降における正準相関係数がすべて 0
固有値 差 比率 累積 尤度比 近似 F 値 分子の自由度 分母の自由度 Pr>F
1 0.868 0.847 0.022 0.754 3.062 2.152 0.697 0.697 0.088 4.43 75 502.36 <.0001
2 0.690 0.641 0.047 0.476 0.910 0.657 0.207 0.905 0.357 2.22 56 410.6 <.0001
3 0.450 0.342 0.072 0.202 0.253 0.145 0.058 0.963 0.681 1.12 39 314.64 0.3001
4 0.313 0.169 0.081 0.098 0.108 0.052 0.025 0.987 0.854 0.73 24 214 0.8156
5 0.231 0.114 0.085 0.053 0.057 0.013 1.000 0.947 0.55 11 108 0.8613




統計量 値 F 値 分子の自由度 分母の自由度 Pr>F
Wilks のラムダ 0.088 4.43 75 502.36 <0.001
Pillai のトレース 1.584 3.34 75 540 <0.001
Hotteling-Lawley のトレース 4.390 6.00 75 361.41 <0.001
Roy の最大根 3.062 22.04 75 108 <0.001
　当適用例のデータに於いて 7 つすべてのデータソースに対して同様に分析をした結果、表 6
と同様に 4 つの統計量の P 値が小さいことが 7 つすべてに当てはまり、2 データセットはデー
タソース別に分析した場合相関がある。またこのことは「評価行列」を基とした説明変数 126
項目全てと株式データの 5 変数の 2 データセットの間でも同様である。




は「評価行列」に由来する 126 変数とした。変数選択は 95% 信頼区間のステップワイズによ
る自動選択とし、それに基づいてモデル式を構築し、そのモデル式を [a] ステップで用意した
スコアリングデータに適用  してスコアを生成、[b] ステップではその時点で用意し
たスコアリングデータに [a] ステップで構築済みのモデルを適用  することでスコ
アを生成した。また学習データは [a] ステップの時点（t=a）以前の 6 ヶ月とした。
　また [x] ステップの尤度比に於いて、主要な特異ベクトルの選び方としては特異値の大きい
ものに対応した特異ベクトルから順に一定数の特異ベクトルを選ぶが、今回の適用例に於いて
は上位 20 の特異ベクトルを選んだ。上位 20 の特異ベクトルに対応する特異値合計はすべての
[x] ステップに共通して全体の特異値合計の 80% 以上であることから、全体の傾向を捉えるに
は十分であると判断した。
　全体のステップで用意したデータは 2011 年 7 月から 2012 年 6 月まで、予測期間として用意
したデータは 2012 年 1 月から 6 月迄で、6 月末までの予測が完了した時点で処理を終了した。
3.6　尤度比の対象である「直近」のデータの捉え方
　ここでは前節で記述した [a] ステップ（予測モデル作成・再作成・スコアリング）と [b] ステッ
プ（スコアリング）を選択する基準としての [x] ステップ（尤度比）の詳細について記述する。
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た予測モデルを作り全時点繰り返すことで予測精度を取得する。以降、 （t-3）、 …、 （t-n）時点
の説明変数で（t）時点の目的変数を予測するモデルで同様に精度を取得する。精度の指標と
しては翌日の株価の騰落予想が実際の騰落と一致する件数を全体件数で割った騰落予想一致率
を取ることにした。n の値に対して予測精度がどのように変化するかグラフを描き、n が 1 増
える際に顕著に予測精度が落ちる時点を捉え、顕著に精度が落ちる 1 つ前のn を とする。
（t-1）から（t- ）までの情報が（t）時点を説明するのに有効であることから、現在と関わり
の深い「直近」とは 日前までの情報と考える。
　なお、以上の を求める処理には 2011 年データのみを使った。その結果が図 2 である。（t-1）
時点の説明変数では精度が低いが、概ね（t-5）までは精度が一定レベルを維持できており、（t-5） 
から（t-6）で 9% も低まりそれ以降は概ね精度が低まる傾向にある。ここからこのデータに於
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騰落予想⼀致率(%)
騰落予想⼀致率(%)
図 2．（t-n）時点の説明変数を使った株価予測に於ける n と騰落一致率の関係
3.7　尤度比による判定
　尤度比の対象の変数は特異ベクトルの上位 20、つまり特異値の大きさの上位 20 に対応する
特異ベクトルを選択した。個々の特異ベクトルで比較する 2 群間で違いがないとする帰無仮説
が棄却されない場合は 1、棄却される場合は 0 としてそれが全体の 20 の特異ベクトルに対す
る割合（p）を算出する。上位 20 の特異ベクトルの中の 1 つを（i）とすると、（p）は以下の（5）
（6）式で算出される。
        　　  （5） 
     　      　　  （6） 
　また、しきい値の を設定し、p の値の との比較で以下のように、[x] ステップの尤度比
の次に選択されるステップを選択することと設定した。
    （[a] ステップ、
    （[b] ステップ、
　この適用例を実施するに当たって、 の値を高く設定した場合は [a] ステップを実施する頻
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度が高まり =1 とした場合は [a] ステップが毎期の 1 期先予測に近づき、予測精度は高まる
がモデルの数の少なさは損なわれると予想される。また、 を低く設定した場合は [a] ステッ






　前節の「閾値」 の値が大きくなるに従って [a] ステップのモデル再作成を実施する回数は
多く [b] ステップのスコアリングの回数は少なくなることが予想されるが、時点ごとに観察さ
れる変化にモデルを適合させる機会が多くなるため予測精度は全体として高まると予想でき
る。実際のデータ分析の結果もその通りであった。以下、 =0.6 から =0.9 まで 0.1 刻みで
変化させた上記2指標の変化を図3に示す。横軸で =0.6から =0.9まで0.1刻みで変化させ、
左の縦軸で騰落一致率、右の縦軸で [b] ステップによるスコアリング頻度の率（モデルの数の







と比較し、一致している場合は 1、そうでない場合は 0 として合計しそれを全時点数で割るこ
とで算出する。また、今日まで出てきたモデルの多くが一致率 57-58% であること（和泉他、
2013） （松井、2013）から、本論文で採用している「評価行列」を基にした予測モデルの精度
も =0.9 の場合の騰落一致率 57.4% はそれと同等であると言える。
　モデル再作成の頻度を抑えてモデルの数の少なさを維持しつつ予測精度を一定に保つこと、
再作成の契機を説明変数の直近の値の学習データからの差異に求めることが本論文のテーマで
あるが、 =0.6 に於ける結果を見ると 2012 年 1 月から 6 月までの全 167 日の取引市場の営業
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尤度比を用いたモデル数削減と予測精度の維持
日のうち 134 日は [b] ステップによるスコアリングのみで、スコアリングする日数が 2 日でし

















9% 7% 5% 3% 1%
騰落（一致率） 51.0% 54.9% 47.1% 54.9% 54.9%
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種類の個数の平均は追加の変数が 6.7 個、削除が 6.7 個、継続が 10.8 個であった。追加と削除
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