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wo dimensional semiconductor such as single-layer transition metal dichalcogenides (SL-TMD)
have attracted most attentions as an atomically thin layer semiconductor materials. Typically,
lattice point defects (sulfur vacancy) created by physical/chemical method during growth stages,
have disadvantages on electronic properties. However, photoluminescence (PL) spectroscopy is
conventionally used to characterize single-layer films but until now it has not been used to show
the presence of defects or estimate their population due to overall similarity of general feature
PL spectra. To find a feasible and robust method to determine the presence of point defects on
single layer MoS2 without changing the experimental setup, Multifractal Detrended Fluctuation
Analysis (MF-DFA) and Multifractal Detrended Moving Average Analysis (MF-DMA) are applied
on the PL spectrum of single layer MoS2. We compare the scaling behavior of PL spectrum of
pristine and defective single layer MoS2 determined by MF-DFA and MF-DMA. Our results reveal
that PL spectrum has multifractal nature and different various population of point defects (sulfur
vacancy) on single layer MoS2 change dramatically multifractality characteristics (Hurst, Ho¨lder
exponents) of photoluminescence spectrum. It is exhibited creating more lattice point leads to
smaller fluctuations in luminescent light that it can help to design special defect structure for light
emitted devices. The relative populations of point defects are almost elucidated without utilizing
expensive characterization instruments such as scanning tunneling microscopy (STM) and high
resolution transmission electron microscopy (HR-TEM).
I. INTRODUCTION
One of the most promising TMD’s, monolayer MoS2,
presents a wide range of applications such as liquid pollu-
tant sensor [1], selective gas sensors [2–4], catalysis [5–7],
nano-lubricants [8], lithium ion battery anodes [9, 10],
field-effect transistors (FETs) with high mobility and
current On/Off ratios [11, 12] and phototransistor [13]
. Several growth methods have been developed to pre-
pare thin-layer MoS2, including mechanical exfoliation
[14], ionic species intercalation [15], intercalation assisted
exfoliation [16, 17], liquid/solution exfoliation [18], phys-
ical vapor deposition [19], hydrothermal synthesis [20],
thermolysis of single precursor containing Mo and S [21],
electrochemical synthesis [22] and chemical vapor depo-
sition [23]. Generally, all of these methods have some
disadvantages. For example, atomically thin flakes of
MoS2 exfoliated by mechanical cleavage show small size
of the flakes and their thickness and shape were not con-
trollable. One of most persistent problems is point defect
(generally sulfur vacancy) created during doing synthe-
sis. These point defects cause to deplete excellent elec-
tron mobility of single layer MoS2 and to restrict its ap-
plication in electronics for its low quality [24]. So that,
finding simple spectroscopic method to find point defect
population seems to be vital for more applications. Al-
though, photoluminescence spectroscopy (PLS) is typical
tool to estimate layer number of MoS2, but the presence
of S-vacancies cannot be determined by it. We want to
propose a mathematical method to utilize PL spectrum
of single-layer MoS2 to identify S-vacancy presence and
even defect population. Multifractal detrended fluctu-
ation analysis (MF-DFA) is developed on the basis of
detrended fluctuation analysis (DFA) which is used to
analyze the fractal scaling properties and long-range cor-
relations in noisy signals [25, 26]. Since the inception
of (MF-) DFA, it has been widely applied to analyze
time series in fields such as geophysics [27], river flow
[28], and economical time series [29–31] Compared with
traditional multifractal analysis, such as that using the
fixed-size box counting algorithms [32] and R/S (rescaled
range) analysis [33], MF-DFA can handle not only sta-
tionary time series but also non-stationary time series
with unknown trend and noise [34]. Due to some disad-
vantages in the internal algorithm of MF-DFA, a new ver-
sion of analysis which is so-called Multifractal Detrended
Moving Average Analysis (MF-DMA) has been proposed
[35–37]. Nowadays, it has been clarified that a remark-
ably wide variety of natural systems can be character-
ized by long-range power-law cross-correlation behavior
[34, 38, 39]. Existence and determination of power-law
cross-correlations would help to promote our understand-
ing of the corresponding dynamics and their future evo-
lutions. In this paper, we utilize multifractal detrended
fluctuation analysis in order to determine point defects
populations in single layer (SL) Graphene-like material.
Our study includes following novelties and advantages:
For the first time, we apply multifractal analysis meth-
ods for characterizing photoluminescence spectra cap-
tured from experiments. The contribution of defects on
photoluminescence spectra can not be recognized by com-
mon methods, while according to our robust approach,
we are able to find out fingerprint of defects. We also
demonstrate that relative populations of corresponding
defects are elucidated using a typical PL spectrum with-
out utilizing expensive characterization instruments such
2as scanning tunneling microscopy (STM) and high reso-
lution transmission electron microscopy (HR-TEM). The
procedure of experiment is carried out as follows: SL-
MoS2 without point defects such as sulfur vacancies is
fabricated and then we produce three types defective SL-
MoS2 by ion sputtering. The recorded data from PL
spectrum of these samples is used as input for MF-DFA
algorithm. Relevant parameters such as Hurst exponent
and width of singularity spectrum reveal that all these PL
spectra of both pristine and defective single layer MoS2
have multifractal nature. Also, multifractality character-
istics of mentioned samples would be changed by pres-
ence of point defects population, consequently, we can
discriminate pristine SL-MoS2 among synthesized sam-
ples without any further spectroscopy/microscopy. Not
only PL spectra can determine to be monolayer but also
lattice point defects are identified by using MF-DFA and
MF-DMA methods. The structure of this paper is as fol-
lows: In section 2, theoretical notion of robust algorithm
will be introduced. Section 3 is devoted to experimental
approach to construct SL-MoS2. Results and discussions
including SL-MoS2 fabrication and multifractal analysis
of PL spectra will be given in section 4. Concluding re-
marks will be expressed in section 5.
II. THEORETICAL FRAMEWORK
Robust analysis of data in presence of trends and un-
known noise is a challenging computational approach
in order to infer reliable knowledge. Many methods
have been introduced and developed with wide range
of capabilities. Among, various methods, Multifractal
Detrended Fluctuation Analysis (MF-DFA) with known
performance from computational point of view has been
considered, extensively [34]. Detrending procedure done
by MF-DFA has discontinuity nature, therefore Multi-
fractal Detrended Moving Average method was proposed
[35–37]. In this section for the sake of clarity, we will ex-
plain necessity parts of MF-DFA method developed by
[34] and MF-DMA introduced by [35–37].
A. Multifractal Detrended Fluctuation Analysis
The multifractal detrended fluctuation analysis (MF-
DFA) is a modified version of detrended fluctuation
analysis. The fundamental idea behind of the method
is to estimate and remove the local trend superimposed
on the signal. Detrended series is then examined to
unravel fractal properties, such as power law behavior.
To facilitate our discussion, MF-DFA is first introduced
in brief in this subsection. Given a data sets, the main
steps for this method are as follows [34]:
Step 1: Imagine that a recorded regular data in an
experiment is represented by {xk}. We should compute
the so-called ’profile’ according to:
Y (i) ≡
i∑
k=1
[xk − 〈x〉] , i = 1, ..., N (1)
here 〈〉 means the average of xk and N is number of data
point.
Step 2: Now for each given s, the ’profile’ can
be divided into Ns ≡ int(N/s) non-overlapping local
windows with equal length s. Here ”int” is a function
which takes the integer part of a number. Since N/s
may not be an integer, there could remain a short part of
the ’profile’ which belongs to no local windows. In order
to utilize that part of the series, the same procedure can
be repeated starting from the opposite end of the series.
As a result, 2Ns local windows are obtained altogether.
Step 3: For the νth of the 2Ns local windows, the
variance can be determined as
F 2(ν, s) ≡
1
s
s∑
i=1
{Y [(ν − 1)s+ i]− yfit(ν, i)}
2, (2)
for ν = 1, ..., Ns and
F 2(ν, s) ≡
1
s
s∑
i=1
{Y [N − (ν −Ns)s+ i]− yfit(ν, i)}
2, (3)
for ν = Ns + 1, ..., 2Ns. Here yfit(ν, i) is the fitting poly-
nomial which is treated as the local trend in the νth
local window. Actually, detrending procedure in DFA
method is carried out by the subtraction of the polyno-
mial fitting function from the profile data sets in each
segment. To this end, polynomial function in νth parti-
tion is determined according to associated profile data,
Y . The chi-square function will be minimized to achieve
best fit parameters of fitting polynomial. The trend of or-
derm can be diminished by yfit of orderm which is called
MF-DFAm [34, 40, 41]. Previous studies confirmed that
common trends are eliminated by selecting linear fitting
function. No trend means one should take a zeroth-order
fitting function [42]. Here, we determine the best lin-
ear fit of the profile, therefore, we consider linear fitting
function, yfit, for profile data corresponding to a constant
function for original series.
Step 4: We obtain the qth order fluctuation function
as:
Fq(s) ≡
(
1
2Ns
2Ns∑
ν=1
[
F 2(ν, s)
]q/2)1/q
(4)
where, in general, the index variable q can take any real
value except zero. Using L’Hopital’s rule for q = 0 we
get:
F0(s) ≡ exp
(
1
4Ns
2Ns∑
ν=1
lnF 2(ν, s)
)
(5)
3Various values of the parameter q enable us to quantify
the contribution of different values of fluctuation func-
tions in Eqs. (4) and (5). Consequently, for negative
values of q, small fluctuations have dominant contribu-
tion in summation, on the contrary, positive values of
q cause the larger value of fluctuation contributions. It
turns out that for q = 2 the common DFA is retrieved.
Step 5: Determine the scaling behavior of fluctuation
function, Fq(s), by analyzing the log-log plots of Fq(s)
versus s for each value of q. It is interesting that how the
generalized fluctuation functions Fq(s)’s depend on the
scale s for different values of q. If the following relation-
ship:
Fq(s) ∼ s
h(q) (6)
can be established, then we can see that {xk} has scaling
behavior. Here, h(q) is called the generalized Hurst ex-
ponent, since h(q = 2) is equal to the well-known Hurst
exponent, H , for stationary series, while H = h(q =
2)− 1 for non-stationary series [43] (see the appendix of
[28, 44]). For q > 0, the large fluctuations play dominant
role in Eq. (4), therefore h(q) describes the scaling be-
havior large fluctuations. On the other hand for negative
values of q, the small fluctuations have dominant contri-
bution in Eq. (4) [34]. For monofractal time series which
are characterized by a single exponent over all scales,
h(q) is independent of q, whereas for a multifractal time
series, h(q) varies with q. This dependence is considered
to be a characteristic property of multifractal processes.
According to the value of H , {xk} is anti-correlated (if
H < 0.5), uncorrelated (if H = 0.5) or long-range cor-
related (if H > 0.5). Thus, H is a very useful index for
unraveling long-range dependence of underlying series.
The h(q) obtained from MF-DFA is related to the
Renyi exponent τ(q) for a one-dimensional data by:
τ(q) = qh(q)− 1. (7)
Another way to characterize a multifractal series is the
singularity spectrum, f(α) relating to τ(q) via a Legendre
transform and it is defined by
f(α) = qα− τ(q) = qh(q)
(
d lnh(q)
d ln q
+ 1
)
(8)
where α = dτ(q)/dq is knows as Ho¨lder exponent or sin-
gularity strength which characterizes the singularities in
series. The singularity spectrum, f(α), describes the sin-
gularity content of the underlying datasets. For a typical
multifractal series, we have a spectrum for α instead of
having single value. The interval of Ho¨lder spectrum,
α ∈ [αmin, αmax], reads as [45–47]:
αmin = lim
q→+∞
∂τ(q)
∂q
, (9)
αmax = lim
q→−∞
∂τ(q)
∂q
. (10)
According to generalized Hurst exponent, generalized
multifractal dimensions reads as:
D(q) =
τ(q)
q − 1
(11)
1. Multifractal Detrended Moving Average Analysis
As mentioned before, the fitting procedure is done in
each non-overlapping segment yielding a discontinuity for
computing fluctuation functions at the boundary of each
partition. The MF-DMA method has been introduced
to resolve this problem [35–37]. The only difference be-
tween DFA and DMA is the partitioning and computing
residuals function. These part are described as follows:
(2): After making profile for input data denoted by Y ,
we compute the moving average function Y˜ (j):
Y˜ (j) =
1
s
⌈(s−1)(1−θ)⌉∑
−⌊(s−1)θ⌋
Y (j − k), (12)
The symbol ⌊a⌋ indicates the largest integer value not
greater than a and ⌈a⌉ corresponds to the smallest inte-
ger value not smaller than a. Also θ is the position pa-
rameter varying from zero to unity. Therefore, the θ = 0
is called the backward moving average, θ = 0.5 refers to
the centered moving average, while θ = 1 is associated
with the forward moving average [36, 48].
(3): Detrended data is constructed by subtracting
computed moving average function from the cumulative
series Y as:
ε(i) ≡ Y (i)− Y˜ (i), (13)
where s− s1 ≤ i ≤ N − s1
(4): Now, we divide ε(i) into Ns = int[N/s] non-
overlapping windows with the size of s and then we have
fluctuation function as follows:
F 2(ν, s) =
1
s
s∑
i=1
ε2(i+ (ν − 1)s). (14)
The rest parts are similar to that of explained in MF-
DFA algorithm.
III. EXPERIMENTAL METHOD
Firstly, these films were grown on a SiO2 substrate
using a CVD method. Then the samples were initially
characterized in air using Raman and PL spectroscopy
at room temperature [49]. Experiments were performed
on films of single layer MoS2. The samples were also
characterized in vacuum using PL spectroscopy. The ex-
periment takes place in a vacuum chamber with a base
pressure of 7×10−10 Torr. A Varian sputter gun was used
4FIG. 1: A) SEM image of MoS2 on SiO2/Si substrate. Close-
up image of a triangular MoS2 cluster after Pb sputtering.
B) Raman spectra of MoS2 samples. The peak intensity ratio
E2g/A1g is less than 1 for sample, confirming growth method
leads to improved film quality. C) Spectra of single-layer
MoS2. The PL intensities are normalized by the intensities
of the A1g Raman modes. The excitation wavelength is 532.5
nm.
for generating Ar+ ions. The gun is operated at 600 V ac-
celeration potential, 30 mA emission current and sputter
time of 4 seconds. The experiment consisted of cycles of
sputtering in room temperature followed by in situ mea-
surement of photoluminescence. To avoid sample degra-
dation, all measurements were conducted in succession
to one another.
IV. RESULTS AND DISCUSSION
In this section we will give our results after implemen-
tation of MF-DFA and MF-DMA , to evaluate multiscal-
ing behavior of the different samples MoS2.
A. MoS2 single-layer
From the scanning electron microscopy (SEM) image
shown in Fig. 1.A, it is found that there were triangular
MoS2 clusters in area about 1cm × 1cm . The typical
side length of the triangles was about 3µm, which is also
confirmed by a close up SEM image. Today, there is
a well-defined and standard characterization method by
photoluminescence and Raman spectroscopy to demon-
strate single-layer and multilayer MoS2. In this method
that has completely been confirmed by TEM and AFM
measurements [6, 12], two characteristics of Raman spec-
troscopy can be used to determine the number of layers
of MoS2 samples. As reported, firstly, the position of
E2g and A1g peaks and secondly, the frequency differ-
ence between the E2g and A1g that the former can be
shifted a little depended to growth conditions but the
latter is strongly related to layer number. The E2g mode
corresponds to in-plane vibrations (two S atoms are dis-
placed in one direction and the Mo atom is displaced in
the opposite direction). The A1g mode corresponds to
perpendicular vibrations (two S atoms are displaced in
opposite directions while the Mo atom does not move).
For single-layer MoS2, the peak position of E2g is between
404 and 406cm−1 and A1g is between 383 and 386cm
−1
[5, 50, 51]. In addition, the difference between the E2g
and A1g Raman modes which is widely used to identify
the layer number 39 is about 20cm−1 for monolayer MoS2
, 22cm−1 for bilayer, 23cm−1 for trilayer and about
25cm−1 for bulk MoS2 [5, 52, 53].
As shown in Fig. 1.B, single-layer MoS2 sample ex-
hibits two Raman characteristic bands for the E2g mode
at 384.85 cm−1 and A1g mode at 404.08 cm
−1 attributing
to the single layer component. The frequency difference
for the single layer is 19.23 cm−1,which is identical to
the exfoliated monolayer, 19.4 cm−1 unlike other CVD
synthesized monolayer with previous results around 20.4
cm−1 [53]. This could be related with certain crystalline
imperfection, for example, smaller crystalline grains in
the synthesized thin film. The full-width-half-maximum
(FWHM) of peak can be used to determine the crystalline
quality of the sample. In general, the smaller the width,
the higher the crystalline quality of the sample [54]. The
FWHM values related to the E2g is 4.4 cm
−1, close to
that of the exfoliated monolayer, 3.7 cm−1. This suggests
a good crystalline quality in the synthesized film. There
is a direct 1.8-1.9 eV band gap equaled with 652-689 nm
for single layer MoS2 that leads to strong photolumines-
cence (PL) [55]. This strong PL intensity depends to
layer number and it only is considerable in monolayer
and bilayer MoS2 so it can be used as an good indicator
for mono layer/bilayer. In Fig. 1.C, the PL spectrum
shows pronounced emission peak at 660 nm equalled to
1.88 eV with a superior photoluminescence (∼ 50000).
B. Defective single-layer MoS2
Once a sufficiently homogeneous area of the MoS2 film
exhibiting exclusively single-layer Raman and PL char-
acteristics had been identified, the sample was attached
to a temperature-controlled manipulator in an ultra-high
vacuum system. For subsequent studies of sputtering,
the system was evacuated and baked to reach a base
pressure of 10−7 Torr. A varian sputter gun operated
at 600V acceleration potential, 30 mA emission current,
and 3 × 10−5 and 7 × 10−6 Torr partial pressure of Ar
was used for generating Ar+ ions. The sputter beam had
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FIG. 2: Photoluminescence spectrum of four samples from
620 − 800nm. The excitation wavelength is 532.5nm. Solid
line corresponds to single layer MoS2. Dashdotdot, dashdot
and long-dash lines are related to defective single layer MoS2
after 1 cycle, 2 cycles and 3 cycles, respectively.
a diameter of 0.3 cm. The PL experiments was done at
a wavelength of 532 nm, and a liquid-nitrogen cooled In-
struments detector. Our measurements involved cycles of
sputtering at room temperature. To avoid sample degra-
dation, all experiments were conducted in immediate suc-
cession to one another, with the sample maintained in
ultra-high vacuum. To explore the impact of sputtering
on the optical response of our films, we performed in situ
PL measurements. Fig. 2 shows PL spectra acquired at
temperature of 300 K. Semi-conductor materials such as
single layer MoS2 single layer have a gap in their band
structure. With photon absorption by SL-MoS2, the elec-
trons excite from valence band to conduction band and
this excitation leads to a general peak in photolumines-
cence spectrum of SL-MoS2 as shown at Fig. 1.C. There
are four samples including single layer MoS2 (SL-MoS2),
defective single layer MoS2 after 1 cycle ion sputtering
(DSL-MoS2-1 cycle), defective single layer MoS2 after 2
cycles ion sputtering (DSL-MoS2-2 cycles), defective sin-
gle layer MoS2 after 3 cycles ion sputtering (DSL-MoS2
cycles).
When a defect is created in this material by ion sput-
tering or thermal annealing, an energy level was made be-
low conduction band or upper valence band in forbidden
Fermi zone. This means that photoluminescence spec-
trum would be noisy near general peak of it correspond-
ing with electron hopping from valence band to conduc-
tion band. If we only pick up the data near general peak,
this noise in spectrum data near to general peak would
be clearer as shown in Fig. 2.
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FIG. 3: Increment data constructed from photoluminescence
spectrum of samples.
C. Implementation of MF-DFA and MF-DMA on
PL Spectra of single layer MoS2
The intrinsic point defects in the bulk and surface of
semiconducting materials would introduce defect energy
levels inside the band gap same as dopant atoms. The ex-
istence of defects in the chemical and structural composi-
tion of those materials can affect their optical and trans-
port properties. A broad peak at ∼ 670 nm (∼ 1.8− 1.9
eV) in the optical spectrum of single layer MoS2 has been
associated to impurities. In single layer MoS2, point de-
fects are typically sulphur point defects imposed by elim-
ination of sulfur atoms randomly distributed over the
sample. Defects in the samples lead to the appearance
of a series of peaks in the gapped region of the density
of states (DOS). They are associated to the creation of
midgap states localized around the defects, whose energy
and strength depends on the specific missing atoms, their
concentration, as well as the specific arrangement of the
point defects as individual missing atoms [24]. Our as-
sumption is that effect of these peaks in gapped region
of DOS can be reflected in PL spectrum around peak of
spectrum. With this argument, only electron transition
near Fermi level should be considered and consequently,
the data in 640 - 740 nm interval is selected instead with
620 - 800 nm for further analysis. To apply MF-DFA or
MF-DMA algorithms, we construct the increment data
from original spectrum data as δI(k) ≡ I(k + 1) − I(k)
(Fig. 3).
We check the validity of applying this algorithm on our
data by determining the scaling behavior of the fluctu-
ation function, Fq(s), versus the number of window, s,
for various values q according to Eqs. (4) and (5) or cor-
responding functions in MF-DMA method. The log-log
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FIG. 4: Upper panel: Fluctuation function versus size of win-
dow, s in log-log plot. In this panel, filled circle symbols cor-
responds to DFA with q = 2, filled square symbols is devoted
to DMA with q = 2 and filled diamond symbols is associated
with DMA with q = −1. To make more sense we vertically
shifted the Fq(s). Lower panel: Generalized Hurst exponent
for all samples.
plot of Fq(s) versus s (Fig. 4) is exhibiting the linear be-
havior in range of s between 3 and 33 meaning that the
scaling behavior exists for available data samples. To
make more sense, we also utilize MF-DMA method on
our data sets. Rectangular symbols in Fig. 4 represents
the scaling behavior of fluctuation function computed by
MF-DMA method for q = 2 and θ = 0.5, while circle
symbols are devoted to the same function determined
by MF-DFA. In addition in this figure diamond symbols
illustrate the Fq=−1(s) confirming the scaling behavior
for q = −1. The solid lines in Fig. 4 correspond to a
power-law fitting function to data points. The general-
ized Hurst exponents, h(q), shows a q-dependency rela-
tionship (lower panel of Fig. 4). If h(q) changes with
q based on the nature of data under investigation, the
underlying signal is considered to be multifractal. For
monofractal series, h(q) is constant. Our results for other
values of q’s from MF-DMA and MF-DFA methods are
consistent and hereafter we show only results determined
by MF-DFA.
As indicated in the lower panel of Fig. 4, the statisti-
cal errors of h(q) with q < 0 for different samples have
overlap, consequently, we consider the values of h(q) with
q > 0 to compare four PL spectra. The h(q) values of
four samples for q > 0 clearly demonstrate different be-
havior among single layer MoS2 thin films. The value of
h(q = 2) determined by DFA is greater than one confirm-
ing our data is non-stationary. In this case the so-called
Hurst exponent is given by H = h(q = 2)− 1. The value
of Hurst exponent for all increment data extracted from
PL spectrums is greater than 0.5 demonstrating that our
data sets are classified in long-range correlated process.
In addition, increasing point defects in SL-MoS2 causes
that the value of Hurst exponent approaches to 0.5 pro-
ceeding series to un-correlated behavior. This means that
the slope of fluctuation functions for q > 0 computed for
profile data decreases by increasing defects. These fluc-
tuations come from coupling vibrational lattice modes
(phonons) with emission-induced electron transition [56].
These vibrations that couple strongly to the distortion of
atomic the geometry are expected to be dominant in the
atoms close to the defect.
Fig. 5 illustrates the multifractal singularity spectrum
which is another measure to quantify multifractal be-
havior of datasets. The width of singularity spectrum
(∆α ≡ αmax − αmin) determines the degree of multi-
fractality of underlying dataset. The broader singularity
spectrum the stronger multifractal nature of the signal.
The f(α) vs. α plot, depicting the multifractal singular-
ity spectra (Fig. 5) provides a clear information about
the relative presence of small and large fluctuations in
the data of PL spectrum. With creating more point de-
fects in SL-MoS2, the (αmax − αmin) which indicates the
broadening of spectrum increase and consequently, the
system goes to stronger multifractality. In multifractal
singularity spectra, the position of fmax(α) is important.
If a large portion of the spectrum is tilted to the right
(P1 < P2), it means that the spectrum is dominated by
smaller (finer) fluctuations. On the contrary, higher value
of large fluctuation represents P1 > P2 with respect to
mean value (see Fig. 5). Such singularity spectra shape
has direct relevance to the shape of Hurst exponent plots
h(q), such that, the Hurst exponents corresponding to
positive q correspond to the left portion of the spectra
with respect to fmax(α). It turns out that for monofrac-
tal data, f(α) = 1 for α = h(q = 2) and h = constant. A
careful look to the multifractal spectra illustrated in Fig.
5 confirms that there is a shift in the position of fmax(α)
towards lower values of α by increasing defect population.
In other hand, presence of more point defect population
leads to smaller fluctuations in increment PL spectrum
data due to electron-phonon coupling. We report the val-
ues of Hurst exponent and width of singularity spectrum
(∆α) determined by MF-DFA method in Table 1 at 1σ
confidence interval.
Other function that can distinguish among the samples
spectra is Multifractal scaling exponent, τ(q) = qh(q)−1,
that reveals the multifractality in data with various slope
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FIG. 5: Singularity spectrum, f(α) as a function of Ho¨lder
exponent of SL-MoS2, DSL-MoS2-1 cycle, DSL-MoS2-2 cycles
and DSL-MoS2-3 cycles.
Sample H ∆α
SL-MoS2 0.95 ± 0.01 0.69 ± 0.05
DSL-MoS2-1 cycle 0.80 ± 0.01 1.13 ± 0.05
DSL-MoS2-2 cycles 0.72 ± 0.01 1.14 ± 0.05
DSL-MoS2-3 cycles 0.56 ± 0.01 1.35 ± 0.05
TABLE I: The values of some relevant multifractal parameters
at 1σ confidence interval.
of τ(q) for different q. As shown at upper panel of Fig.
6, when the population of defects on SL-MoS2 increases,
the slope of τ(q) decreases for q > 0 from 1.906 to 1.717,
1.633, and 1.415, respectively. Generalized multifractal
dimension defined by Eq. (11) for PL SL-MoS2 is shown
in lower panel of Fig. 6.
As explain in more details in various researches [34],
in principle two different types of multifractality in time
series can be distinguished. The broadness (fatness) of
probability density function (PDF) and/or the different
long-range correlations of the number fluctuations are
known as most relevant sources of multifractality in se-
ries. Typical way to clarify this question is to analysis
the corresponding shuffled and surrogate series. The for-
mer destroys all types of correlation while the latter cor-
responds to Gaussianity of probability density function,
accordingly the PDF is altered to Gaussian function. In
the case of multifractality dominated by contribution of
various correlations in data, considerably, therefore the
scaling exponent of fluctuation function is more affected
by shuffling procedure. While, the multifractality nature
due to the fatness of the PDF signals almost remains
unchanged by the shuffling routine. We compared the
generalized Hurst exponent, h(q) , for the original series
with the result of the corresponding shuffled series. Dif-
q
D
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FIG. 6: Upper panel: Multifractal scaling exponent, τ (q), for
each sample. Lower panel: Generalized multifractal dimen-
sion, D(q), for our samples.
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FIG. 7: Probability density function for our sample data. The
symbols corresponds to direct numerical computation while
the solid lines in each part indicates a Gaussian PDF. Here
we rescaled data sets to unit variance, σ.
ference between these two functions directly indicates the
presence of correlations in the original series. In Fig. 7 we
indicate the probability density function of series. This
plot confirms that departure from Gaussian distribution
(thick solid line in Fig. 7) can hardly be recognized.
The generalized Hurst for original, shuffled and surro-
gated time series are shown in Fig. 8. The q-dependency
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FIG. 8: Generalized Hurst exponent, h(q), for original sample,
surrogate and shuffled. Upper left panel corresponds to SL-
MoS2. Upper right panel indicate DSL-MoS2-1 cycle. Lower
left panel illustrates DSL-MoS2-2 cycles and lower right panel
shows DSL-MoS2-3 cycles.
of hPDF(q) = h(q) − hsurrogate(q) and hcor(q) = h(q) −
hshuffled(q) demonstrate that the multifractality of the
PL spectra is due to both broadness of the PDF and
long-range correlation [34, 57]. Since, if the multifractal-
ity only belongs to the long-range correlation, we should
have hshuffled(q) = 0.5. As shown in Fig. 9, the value of
hcor(q) is greater than hPDF(q), so the multifractality due
to the fatness is weaker than the multifractality due to
the correlation. As discussed before, for q > 0 the large
fluctuations have more contribution in determining h(q),
while for q < 0, the small fluctuations play dominant
role. In our analysis, we found that increasing amount
of defect destroys existence correlation in the intensity
increment (δI). Subsequently, we expect to have smaller
value for hcor(q = 2) for DSL-MoS2-3 cycles comparing
to SL-MoS2. This behavior remains almost for other pos-
itive value of q. On the contrary by increasing defects in
our sample, it seems that small fluctuations are statisti-
cally grow up leading to have opposite trend. But our
results for q < 0 have large error-bars and we can not
recognize a significance difference between our samples
in this regime.
Final remark is that photoluminescence occurs when a
semiconductor is excited by photon (here, green light).
Accordingly, the electrons absorb energy and excited
state returns to the ground state by emission of radiation.
There are several possibilities of returning to the ground
state. The observed emission from a luminescent media
such as SL-MoS2 is a process of returning to the ground
state radiatively. The processes competing with lumines-
cence are radiative transfer to another ion and nonradia-
h
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FIG. 9: hPDF(q) and hcor(q) for SL-MoS2 (upper left panel),
DSL-MoS2-1 cycle (upper right panel), DSL-MoS2-2 cycles
(lower left panel) and DSL-MoS2-3 cycles (lower right panel).
tive transfers such as multiphonon relaxation and energy
transfer between different ions in semiconducting crys-
tal. In perfect semiconductors, there exist a band gap
(forbidden band) composed of valence and conduction
band. Point defects such as S-vacancy in SL-MoS2 with
functionality same as dopants act as donors or accep-
tors; donors donate an electron to the conduction band,
whereas acceptors accept an electron from the valence
band. When defects such as impurities and vacancies are
created, some allowed energy states are imposed some-
where in the band gap. The states that are close to the
band edges (either conduction or valence band), called
shallow traps, and the states are close to the middle of
band gap corresponding to deep traps produce shallow
and deep energy levels. Various radiative transitions be-
tween the original and defect-induced energy levels leads
to the fluctuations in PL spectrum. Inspired by multi-
fractal properties of self-similar phenomena, it is interest-
ing to utilize multifractal analysis of PL spectrum fluctu-
ations in order to distinguish between different types of
maters according to different observables. Stochasticity
in recorded fluctuations enforce to utilize robust statis-
tical analysis. Therefore, multifractal detrended analysis
methods are proper tools in this regard.
V. CONCLUSION
Semiconducting 2D materials, such as single layer SL-
MoS2, have the intrinsic large band gap and flexible
structure to apply in nano/optoelectronic devices, tran-
sistors, logic circuits, sensors and photocatalysis. Al-
most these applications need single or few layer with-
9out high population of point defects such as sulfur va-
cancies created during synthesis stages. Though pho-
toluminescence (PL) spectroscopy is a common analyz-
ing method to identify the band gap and layer number
but it has never been utilized to reveal presence of de-
fects. To the best of our knowledge, for the first time
we carried out multifractal detrended fluctuation analy-
sis (MF-DFA) and multifractal detrended moving aver-
age (MF-DMA) to extract proper information from PL
spectrum to determine effect of defects on PL spectra
of SL-MoS2. MF-DFA and MF-DMA have been shown
to be the efficient nonlinear analytical techniques to pro-
vide quantitative estimates of stochasticity in the non-
linear and non-stationary data. Two parameters related
to multifractality including generalized Hurst exponents,
h(q), and multifractal singularity spectra reveal that 1)
PL spectrum of SL-MoS2 representing photon- inducing
electron transition from valence band to conduction band
has multifractal nature. 2) The presence of the point de-
fects on SL-MoS2 alters the PL spectrum so the multi-
fractality characteristics would be dramatically changed.
3) Smaller fluctuation in emitted light can be obtained
by increasing lattice defects. So that not only quality
of SL-MoS2 can be identified by studying multifractal-
ity of PL spectra but also it possesses estimation about
relative defect populations without any more expensive
instruments such as high-resolution transmission electron
microscopy. It is interesting to extend this study for
other materials. In addition, including the preprocesses
such as adaptive detrending (AD) [58] and singular value
decomposing (SVD) [59] can be used for same purpose.
Cross-correlation between different measurements such
as PL and Raman spectroscopies, in order to get deep
insight for characterizing Graphene-like materials, are
other researches based on multifractal detrended fluctu-
ation cross-correlation analysis (MF-DXA) [38]. We will
apply them for other studies.
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