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Abstract
We examine the relationship between Mixed Data Sampling (MIDAS) regressions and
the estimation of state space models applied to mixed frequency data. While in some
cases the binding function is known, in general it is not, and therefore indirect infer-
ence is called for. The approach is appealing when we consider state space models
which feature stochastic volatility (SV), or other non-Gaussian and nonlinear settings
where Maximum Likelihood (ML) methods require computationally demanding ap-
proximate filters. The SV feature is particularly relevant when considering high fre-
quency financial series. In addition, we propose a filtering scheme which relies on a
combination of reprojection methods and nowcasting MIDAS regressions with ARCH
models. We assess the efficiency of our indirect inference estimator for the SV model
by comparing it with the ML estimator in Monte Carlo simulation experiments. The
ML estimate is computed with a simulation-based Expectation-Maximization (EM) al-
gorithm, in which the smoothing distribution required in the E step is obtained via a
particle forward-filtering/backward-smoothing algorithm. Our Monte Carlo simula-
tions show that the Indirect Inference procedure is very appealing, as its statistical ac-
curacy is close to that of MLE but the former procedure has clear advantages in terms
of computational efficiency. An application to forecasting quarterly GDP growth in the
Euro area with monthly macroeconomic indicators illustrates the usefulness of our
procedure in empirical analysis.
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Econometric models that take into account the unbalanced nature of datasets have
attracted substantial attention recently. Policy makers and practitioners alike need to assess
in real time the current state of the economy, with at best mixed frequency data at their dis-
posal. For example, one of the key indicators of macroeconomic activity, the Gross
Domestic Product (GDP), is released quarterly, while a range of leading and coincident
indicators is timely available at a monthly or even higher frequency. Hence, we may want
to construct a forecast of the current quarter GDP growth (a so-called nowcast) based on
the available higher frequency information.
Econometric models with mixed frequency data can be classified into two broad classes:
(i) likelihood-based involving latent processes and (ii) purely regression-based. The former
category consists primarily of state space models, studied by Harvey and Pierse (1984),
Harvey (1989), Zadrozny (1990), Bernanke, Gertler, and Watson (1997), Mariano and
Murasawa (2003), Mittnik and Zadrozny (2005), Aruoba, Diebold, and Scotti (2009),
Ghysels and Wright (2009), Kuzin, Marcellino, and Schumacher (2011), among others.
The regression-based methods involve Mixed Data Sampling (MIDAS) regressions; see for
example Ghysels, Santa-Clara, and Valkanov (2006), Andreou, Ghysels, and Kourtellos
(2010). As one considers high frequency (HF) data, the issue of time-varying volatility
becomes increasingly relevant. Dealing with stochastic volatility (SV) in state space models
is doable but poses challenges both statistical and computational in nature. One possibility
is to consider Bayesian approaches in this context, as done by Carriero, Clark, and
Marcellino (2013) and Marcellino, Porqueddu, and Venditti (2016). However, when it
comes to classical inference one typically relies on the Expectation-Maximization (EM)
algorithm to compute numerically the ML estimate in a model with unobservable variables
(Dempster, Laird, and Rubin, 1977). The likelihood function of the model involves a large-
dimensional integral with respect to the latent factor paths as the latent factors appear in
the conditional mean and volatility of the HF data series. This integral representation of the
likelihood is impractical for the computation of the ML estimate.
If the objective is to estimate state space models with mixed frequency data—of which
there are many examples—featuring SV, using classical inference methods, is there perhaps
a simpler way to do so? This is the contribution of our article. We introduce indirect infer-
ence estimation procedures proposed by Gourie´roux, Monfort, and Renault (1993), Smith
(1993) and Gallant and Tauchen (1996), to estimate the models of interest using MIDAS
regressions augmented with ARCH-type models as well as mixed frequency Vector
Autoregressive (VAR) models (see e.g. Ghysels (2016)) as auxiliary models. Same frequency
data settings are a special case of mixed frequency ones. The analysis in this article is there-
fore also applicable to standard state space models. Moreover, the idea of estimating SV-
type models using ARCH-type auxiliary models has a long history starting with Engle and
Lee (1999) and Pastorello, Renault, and Touzi (2000). Our article combines insights from
the literature on SV models with those from the mixed frequency data literature.
It is worth noting that in some specific cases we know the binding function between the
state space model and the implied MIDAS regression, as discussed in Bai, Ghysels, and
Wright (2013). However, these cases are rather too simple to be practical, so that the use of
indirect inference is a natural way to tackle the unknown binding function. The methods
we propose are fairly easy to implement and involve auxiliary model-based estimators
involving MIDAS regressions combined with ARCH specifications for the errors. In
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addition, we filter latent variables, given observables, using reprojection methods proposed
by Gallant and Tauchen (1998).
We compare the two estimation methods, namely (i) Maximum Likelihood (ML) and
(ii) indirect inference, via Monte Carlo simulations. To implement the former method in
the mixed frequency SV model, we consider a simulation-based estimator relying on the
EM algorithm. The smoothing distribution required in the Expectation step is computed
via a particle forward-filtering/backward-smoothing algorithm. We compare the two esti-
mation methods on the basis of (i) statistical criteria—mean/bias/quantiles of sampling dis-
tributions, (ii) filtering accuracy—both conditional mean and volatility, and (iii)
computational time. Our results show that there are clear advantages in terms of computa-
tional time to the new indirect inference procedure put forward in this article, while the
losses in statistical efficiency compared to MLE are very limited. Even in the linear
Gaussian case, we find our indirect inference methods remarkably accurate, when com-
pared to the standard Maximum Likelihood Estimation (MLE) based on the Kalman filter.
The article is organized as follows. Section 1 introduces state space models with mixed
frequency data and SV. Section 2 defines our indirect inference estimator. This section cov-
ers the linear Gaussian state space model with mixed frequency data as a special case of the
general specification, and discusses its relation with MIDAS regressions. This link yields
useful insights to define the auxiliary model for indirect inference in the general SV case.
Section 2 also describes the estimation of the SV model with ML via a simulation-based
EM algorithm. Section 3 discusses filtering via reprojection, followed by Section 4 which
reports the results of an extensive Monte Carlo study. Section 5 presents an empirical appli-
cation of our model to the problem of forecasting at short horizons Euro-area quarterly
GDP growth using monthly macroeconomic indicators. The dataset is the same as the one
considered in the empirical study of Marcellino, Porqueddu, and Venditti (2016). Section 7
concludes the article.
1 State Space Models with Mixed Frequency Data and SV
There is a burgeoning literature on nowcasting using either MIDAS regressions or state
space models, see for example Mariano and Murasawa (2003), Nunes (2005), Giannone,
Reichlin, and Small (2008), Aruoba, Diebold, and Scotti (2009), Marcellino and
Schumacher (2010), Andreou, Ghysels, and Kourtellos (2013) and Banbura and Modugno
(2014), among others. Recent surveys include Andreou, Ghysels, and Kourtellos (2011),
Foroni and Marcellino (2015) and Banbura et al. (2013), where the latter paper has a stron-
ger focus on more complex Kalman filter-based factor modeling techniques.
State space models have been widely used in econometrics as well as other scientific dis-
ciplines, in particular engineering where the Gaussian state space model and its Kalman fil-
tering algorithm originated.1 A key starting point is that observations are driven by some
latent process. Moreover, it is also assumed that data are contaminated by measurement
errors. To accommodate the mixed frequency sampling scheme, we adopt a time scale
expressed in a form that easily represents such mixtures. We will focus on small values of
1 The econometric literature on the topic is vast, see for example Harvey (1989), Hamilton (1994),
among others.
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m, the number of HF subperiods, such as for example m¼ 3 for monthly data sampled
every quarter. We consider a dynamic model for the latent factors as follows:
Assumption 1.1. Let (F) be a nf  1 dimensional vector process satisfying
Ftþj=m ¼
Xp
l¼1
UlFtþ jlð Þ=m þ gtþj=m 8t ¼ 1; . . . ;T; j ¼ 0; . . . ;m 1; (1.1)
where Ul are nf  nf matrices, the eigenvalues of the autoregressive matrix in the stacked
AR(1) representation lie inside the unit circle, and gð Þ is an i.i.d. zero mean Gaussian error
process with diagonal covariance matrix Rg¼diag(r2i;g; i ¼ 1; . . . ;nf ). Finally, the number
of factors nf ; is assumed to be known.
We have two types of data: (i) time series sampled at a low frequency (LF)—every inte-
ger date t, and (ii) time series sampled at HF—every tþ j/m, with j¼0; . . . ;m 1. Bai,
Ghysels, and Wright (2013) make two convenient simplifications which depart from gener-
ality. First, they assume that there is only one LF process and call it yt; and second, consider
the combination of only two sampling frequencies. We will proceed with the same simplifi-
cations and also assume—for the sake of simplicity—that there is only one HF series,
denoted xtþj=m: It is fairly easy to extend the methods proposed in this article to cases
involving multiple LF and HF series—which we will not cover explicitly.
If the LF process were observed at HF, it would relate to the factors as follows:
ytþj=m ¼ c01Ftþj=m þ u1;tþj=m 8t; j ¼ 0; . . . ;m 1; (1.2)
where y denotes the process which is not directly observed and c1 is a nf 1 vector of fac-
tor loadings. The error process u1;tþj=m has an AR(k) representation:
d1 L
1=m
 
u1;tþj=m ¼ e1;tþj=m; d1 L1=m
 
 1 d11L1=m  . . .  dk1Lk=m; (1.3)
where the lag operator L1=m applies to HF data, that is L1=mut  ut1=m: The observed LF
process y relates to the process y via a linear aggregation scheme:
yctþj=m ¼ Wjyctþ j1ð Þ=m þ kjytþj=m (1.4)
where yt is equal to the cumulator variable y
c
t for integer t, and is not observed otherwise.
The above scheme, also used by Harvey (1989) and Nunes (2005), covers both stock and
flow aggregation. We get the case of a stock variable by setting Wj ¼ 1 j 6¼ 0;m;2m:::ð Þ and
kj¼ 1 j ¼ 0;m;2m; :::ð Þ, where 1 :ð Þ denotes the indicator function. If we pick instead
Wj ¼ 1 j 6¼ 1;mþ 1;2mþ 1; :::ð Þ and kj¼ 1=m for all j, then we get a flow variable.
The HF process xtþj=m relates to the factors as follows:
xtþj=m ¼ c02Ftþj=m þ u2;tþj=m 8t; j ¼ 0; . . . ;m 1; (1.5)
where c2 is a nf 1 vector and:
d2 L
1=m
 
u2;tþj=m ¼ e2;tþj=m; d2 L1=m
 
 1 d12L1=m  . . .  dk2Lk=m: (1.6)
As usual in latent factor models, factor loadings c1, c2 and the parameters of the factor
dynamics are subject to identification restrictions.
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The standard approach is to assume that the innovation processes ekð Þ are i.i.d. Gaussian
with mean zero and variance r2ek , for k¼1, 2. Indeed, the literature typically ignores the pres-
ence of time-varying volatility, yet the HF data often involve financial and other series which
feature conditional heteroskedasticity. This means that the state space models are no longer
Gaussian. There is a substantial literature on non-Gaussian state space models tailored for
the analysis of financial returns data (see e.g. Ghysels, Harvey, and Renault (1996), Shephard
(2005) and references therein). The type of models of interest to us are rather state space
models with SV in measurement equations. Hence, our analysis relates more directly to recent
work by Clark (2011), Carriero, Clark, and Marcellino (2012), Carriero, Clark, and
Marcellino (2013), or Marcellino, Porqueddu, and Venditti (2016).
We augment Equations (1.5)–(1.6) for HF data with time-varying volatility:
e2;tþj=m  N 0; htþj=m
 
; (1.7)
where the log volatility follows a Gaussian autoregressive process:
ln htþj=m ¼ cþ qSV ln htþ j1ð Þ=m þ ntþj=m; ntþj=m  i:i:N 0; 22
 
; (1.8)
and parameter qSV is smaller than 1 in absolute value. We obtain a SV-type volatility speci-
fication without common factor structure.
While our analysis relates to recent work by Marcellino, Porqueddu, and Venditti
(2016), among others, as noted before, there are also subtle but important differences. In
their model, the factor process features SV. Instead, in Equation (1.7) we assume that the
measurement error features SV. When dealing with LF macroeconomic series exposed to
factors, we think it is more appropriate to assume that those factors do not feature volatility
clustering, while the HF series are conditionally heteroskedastic. Ideally one could consider
models where SV is featured in both the observation and state equations. This is of course a
model choice decision. SV or ARCH features, while prominently present in HF series, are
diminished in importance when it comes to LF phenomena. Temporal aggregation is one
argument. For our analysis, the factor tracks LF data, and retrieves that information from
HF data as well—albeit contaminated with noise that indeed features volatility clustering.
We leave this as a topic for future research. Assumptions 1.1 and 1.2 (below) define the
parametric models of interest in this article. We denote by h the vector of unknown parame-
ters in these models.
Assumption 1.2. The observable processes (y) and (x) are such that:
ytþj=m ¼ c01Ftþj=m þ u1;tþj=m;
d1 L
1=m
 
u1;tþj=m ¼ e1;tþj=m; d1 L1=m
   1 d11L1=m  . . .  dk1Lk=m;
yctþj=m ¼ Wjyctþ j1ð Þ=m þ kjytþj=m;
yt ¼ yct ;
xtþj=m ¼ c02Ftþj=m þ u2;tþj=m;
d2 L
1=m
 
u2;tþj=m ¼ h1=2tþj=me2;tþj=m; d2 L1=m
   1  d12L1=m  . . .  dk2Lk=m;
ln htþj=m ¼ cþ qSV ln htþ j1ð Þ=m þ ntþj=m; 8t; j ¼ 0; . . . ;m 1
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where jqSV j < 1, and e1ð Þ; e2ð Þ; nð Þ are mutually independent i.i.d. Gaussian processes, with
distributionsN 0; r2e1
 
; N 0;1ð Þ; N 0; 22
 
respectively, and independent of process gð Þ.
2 Indirect Inference Estimation
Estimating via ML the mixed frequency models with SV presented in the previous section is
rather involved. Indeed, the likelihood function involves a large-dimensional integral with
respect to the latent factors path. This integral representation of the likelihood is impracti-
cal for computation of the ML estimate, and numerical filtering techniques are necessary.
In this section, we introduce indirect inference estimation methods—proposed by
Gourie´roux, Monfort, and Renault (1993), Smith (1993) and Gallant and Tauchen (1996)—
to estimate the mixed frequency SV models. Indirect inference can be used to estimate virtu-
ally any model from which it is possible to simulate data. This obviously includes state space
models. Indirect inference estimation in fact involves two types of models—a model of inter-
est already specified in the previous section—and an auxiliary model which is easy to esti-
mate. Both models are linked—in terms of parameter spaces—by a binding function.
2.1 Linear Setting with Known Binding Function
To explain our estimation approach, it is worth starting with a setting where the binding
function is known. This setting is provided by a linear state space model with Gaussian
errors. This model is a special case of the general specification in Assumptions 1.1 and 1.2
when there is no SV.2 In this linear state space model, the Kalman filter can be applied for
prediction and filtering. Bai, Ghysels, and Wright (2013) show that for a model with a single
latent factor (nf¼1) having a AR(1) dynamics and persistence parameter q, and m¼3 as for
instance for a monthly/quarterly mixture of data, one obtains (see Appendix A.2 for details):
E ytþhjIMt
  ¼ q3hj3;1X1
j¼0
#jytj þ q3h
X1
j¼0
#jx hxð Þtj; (2.1)
where IMt denotes the information in the available LF and HF data up to time t,
#¼ q qj1ð Þ q qj2ð Þ q qj3ð Þ½ , and ji, j3;i are steady state Kalman gain parameters.
Moreover, one has:
x hxð Þt  j3;2 þ q qj3ð Þj2L1=3 þ q qj3ð Þ q qj2ð Þj1L2=3
h i
xt (2.2)
which is a parameter-driven LF process composed of HF data aggregated at the quarterly
level.
The above equation relates to the multiplicative MIDAS regression models considered
by Chen and Ghysels (2010) and Andreou, Ghysels, and Kourtellos (2013). In particular
consider the following ADL-MIDAS regression:
ytþh ¼ by
XKy
j¼0
wj hy
 
ytj þ bx
XKx
j¼0
wj h
1
x
 j
x h2x
 
tj þ etþh; (2.3)
2 It corresponds to the parameter constraints 2 ¼ 0 and qSV ¼ 1.
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where wj hy
 
;wj h
1
x
 
follow an exponential Almon scheme and
x h2x
 
tj 
Xm1
k¼0
wk h
2
x
 
Lk=mxtk=m
also follows an exponential Almon scheme.3 Provided that q > 0, Equation (2.1) is a spe-
cial case of this model with Ky ¼ Kx ¼ 1; wj hy
  / exp log #ð Þjð Þ; wj h1x  / exp log #ð Þjð Þ
and wk h
2
x
  / exp h2x;1kþ h2x;2k2  where h2x;1 and h2x;2 are parameters that solve the
equations:
log q qj3ð Þj2=j3;2
 	 ¼ h2x;1 þ h2x;2;
log q qj3ð Þ q qj2ð Þj1=j3;2
 	 ¼ 2h2x;1 þ 4h2x;2: (2.4)
Equations (2.3) and (2.4) implicitly define a binding function between the parameters of
the state space model and those of the MIDAS regression. Note, however, that the mapping
under-identifies the parameters of the state space model if we rely on a standard multiplica-
tive MIDAS regression scheme. Moreover, the mapping is only valid for a single factor state
space model with i.i.d. measurement errors. What do we do for multifactor models or single
factor models with autoregressive errors? Bai, Ghysels, and Wright (2013) show that
MIDAS regressions still provide very accurate approximations, although there is no exact
(underidentified) mapping.
2.2 Auxiliary Models: U-MIDAS and ARCH
A departure from the setup in Bai, Ghysels, and Wright (2013) is that we replace Equation
(2.3) with a U-MIDAS—meaning unrestricted MIDAS—specification suggested by Foroni,
Marcellino, and Schumacher (2015), namely:
ytþ1 ¼ b0 þ
X~Ky
k¼0
bkytk þ
Xm ~Kxþ1ð Þ1
j¼1
cjxtþ1j=m þ etþ1: (2.5)
Note that we estimate ~Ky þm ~Kx þ 1
 
parameters (not including intercept and residual
variance). When m is small, as shown by Foroni, Marcellino, and Schumacher (2015), we
are able to estimate these parameters with reasonable precision using sample sizes typi-
cally encountered in economic applications. One attractive feature of U-MIDAS misspeci-
fication is the fact that estimation is numerically straightforward, as it can be performed
by OLS.
Suppose we collect all the parameters of the U-MIDAS regression into the vector / 2 U:
Assuming dim hð Þ dim /ð Þ  ~Ky þm ~Kx þ 1
 þ 2 we may be able to identify and estimate
the parameters via indirect inference.4
3 The constructed LF regressor is estimated jointly with the other (MIDAS) regression parameters.
Hence, one can view x h2x
 
tj as the best aggregator that yields the best prediction. This ADL-
MIDAS regression involves more parameters than the usual specification involving only one
polynomial.
4 Note that we added a constant and residual variance in the MIDAS regressions parameter count.
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Since the models of interest feature SV, we can consider as auxiliary models the follow-
ing U-MIDAS regressions augmented with ARCH errors:
ytþ1 ¼ b0 þ
X~Ky
k¼0
bkytk þ
Xm ~Kxþ1ð Þ1
j¼1
cjxtþ1j=m þ etþ1; etþ1  N 0;r2tþ1
 
r2t ¼ xþ
Xp
k¼1
ake2tk
(2.6)
which has the advantage of being simple to implement as it only involves a linear regression
specification with ARCH(p) errors. The idea for this auxiliary model is that heteroskedas-
ticity in the HF data affects the residuals of the reduced form MIDAS regressions.
Obviously, the ARCH model in the above equation is only estimated at LF, and therefore
the ARCH effects may not be particularly strong.
2.3 Auxiliary Models: Mixed Frequency VAR and ARCH
The auxiliary U-MIDAS regressions considered in the previous subsection do not fully
exploit all features of the data since the link between latent factors and HF data is not being
taken into account. In this subsection, we remedy to this shortcoming by considering mixed
frequency VAR models. It is worth noting from the start that there might be some confu-
sion about the characterization of mixed frequency VAR models. The analysis below serves
two purposes: (i) it generalizes the U-MIDAS setup discussed so far and (ii) it enables us to
consider a suitable approach for state space models with SV.
A number of authors, including Zadrozny (1988), Zadrozny (1990) and more recently
Kuzin, Marcellino, and Schumacher (2011), Schorfheide and Song (2013), among others,
start from a latent HF VAR process, namely:
ytþ jþ1ð Þ=m
xtþ jþ1ð Þ=m
 !
¼ C0 þ
Xkmax
k¼1
Ck
ytþ jþ1kð Þ=m
xtþ jþ1kð Þ=m
 !
þ
eytþ jþ1ð Þ=m
extþ jþ1ð Þ=m
 !
; (2.7)
where ytþj=m is defined in Equation (1.2). The above latent VAR model is related to observ-
ables via a measurement equation and therefore cast in state space framework with missing
observations.
State space models are, using the terminology of Cox (1981), parameter-driven models,
whereas VAR models are, using again the same terminology, observation-driven models as
they are formulated exclusively in terms of observable data. Ghysels (2016) introduces a
class of observation-driven mixed frequency VAR models which provides an alternative to
commonly used state space models involving latent processes. In addition, the mixed fre-
quency VAR model is a multivariate extension of MIDAS regressions.
The mixed frequency VAR considered by Ghysels (2016), tailored toward the current
application, can be written as follows:
xtþ1
..
.
xtþ1þ m1ð Þ=m
ytþ1
0
BBBBBB@
1
CCCCCCA
¼ ~C0 þ
X~Kmax
k¼1
~Ck
xtþ1k
..
.
xtþ1kþ m1ð Þ=m
ytþ1k
0
BBBBBB@
1
CCCCCCA
þ
e1tþ1
..
.
emtþ1
eytþ1
0
BBBBBB@
1
CCCCCCA
: (2.8)
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Hence, it involves a VAR of dimension mþ 1 (with single HF and LF series) where the
HF and LF data for LF period (quarter, say) t are stacked into a vector whose dynamics
is described by a linear multivariate autoregressive structure. Note, that elements of
the matrices ~Ck now describe within-period (intra-quarterly) time series dependencies.
5
The stacking implies that, if we read across a particular row of the mixed
frequency VAR, we have HF processes predicted by past HF and LF series and vice
versa.
The unrestricted VAR model in Equation (2.8) includes mþ 1ð Þ þ ~Kmax mþ 1ð Þ2þ
m mþ 1ð Þ=2 parameters which can be estimated by OLS. Ghysels (2016) proposes a parsi-
monious parametrization which can be estimated by ML, at the expense of a higher compu-
tational cost, as the likelihood has to be maximized numerically either using classical or
Bayesian techniques. Therefore, this restricted VAR is not suitable as auxiliary model,
because of the heavy computational cost.
A parsimonious auxiliary model, which ensures computational speed for indirect infer-
ence estimation, can be obtained by considering an U-MIDAS regression model for the LF
data, and an AR model for the HF ones. In fact, both models can be easily estimated by
OLS. Therefore, the following model will be used as the auxiliary model in our Monte
Carlo simulation exercise for DGPs without SV:
ytþ1 ¼ b0 þ
X~Ky
k¼0
bkytk þ
Xm ~Kxþ1ð Þ1
j¼1
cjxtþ1j=m þ fytþ1
xtþ jþ1ð Þ=m ¼ c0 þ
Xm ~Kxþ1ð Þ
k¼1
ckxtþ jþ1kð Þ=m þ fxtþ jþ1ð Þ=m
:
8>>>><
>>>>:
(2.9)
The first equation of this auxiliary model corresponds to the U-MIDAS specification in
Equation (2.5), while the second equation is an AR of order m ~Kx þ 1
 
specified on the HF
data only. Stacking the LF and HF data into a vector, we note that the set of equations in
(2.9) amounts to a mixed frequency VAR model as defined in Ghysels (2016), where we
impose the restriction that LF data do not Granger cause the HF series.6 Specifically, the
first equation in model (2.9) corresponds to the last equation in the mixed frequency VAR
model (2.8), while the second equation in model (2.9) corresponds to the first equation in
the mixed frequency VAR model (2.8), where the HF variables do not depend explicitly on
the lagged LF ones.
Model (2.9) can be estimated by OLS, and the correlation between the innovations fytþ1
and fxtþ jþ1ð Þ=m, which can only be computed at LF, could be included as an auxiliary param-
eter to estimate, or can be set to zero.
5 Most notably Granger causal patterns as discussed in Ghysels, Hill, and Motegi (2014), Ghysels,
Hill, and Motegi (2016), Go¨tz and Hecq (2014a) and Go¨tz and Hecq (2014b).
6 Although this is a simplifying hypothesis which might be relaxed, our model produced remarkably
good results in the extensive Monte Carlo simulation exercises described in Section 4.
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To handle the DGP with SV, we can add ARCH-type augmentations to the auxiliary
models. In particular, the complete auxiliary model used in the Monte Carlo simulation for
DGPs with SV is:
ytþ1¼b0þ
X~Ky
k¼0
bkytkþ
Xm ~Kxþ1ð Þ1
j¼0
cjxtþ1j=mþfytþ1
xtþ jþ1ð Þ=m¼ c0þ
Xm ~Kxþ1ð Þ
k¼1
ckxtþ jþ1kð Þ=mþfxtþ jþ1ð Þ=m; fxtþ jþ1ð Þ=mN 0;rxtþ jþ1ð Þ=m
 
rxtþ jþ1ð Þ=m¼xþ
Xp
k¼1
ak f
x
tþ jþ1kð Þ=m
 2
;
8>>>>>>><
>>>>>>>:
(2.10)
where the errors fx and fy can be correlated.
2.4 Estimation via Indirect Inference
The parameter vectors for the auxiliary model will be denoted respectively /Mi for the U-
MIDAS specification appearing in Equation (2.6), and /V for the mixed frequency VAR
model in Equation (2.8) in general—and more specifically in Equation (2.10). Given a sam-
ple of size Tm we obtain OLS estimates /^
Mi
Tm and /^
V
Tm:
We simulate mixed frequency data with the state space model in Assumptions 1.1 and
1.2, given a particular structural parameter value h, by drawing S independent samples of
size TSm from the model:
Fs;tþj=m hð Þ ¼
Xp
l¼1
Ul hð ÞFs;tþ jlð Þ=m hð Þ þ gs;tþj=m hð Þ
ln hs;tþj=m hð Þ ¼ c hð Þ þ qSV hð Þln hs;tþ j1ð Þ=m hð Þ þ ns;tþj=m hð Þ
ys;tþj=m hð Þ ¼ c1 hð Þ0Ftþj=m hð Þ þ us;1;tþj=m hð Þ
d1 L
1=m; h
 
us;1;tþj=m hð Þ ¼ es;1;tþj=m hð Þ
ycs;tþj=m hð Þ ¼ Wjycs;tþ j1ð Þ=m hð Þ þ kjys;tþj=m hð Þ
ys;t hð Þ ¼ ycs;t hð Þ
xs;tþj=m hð Þ ¼ c2 hð Þ0Fs;tþj=m hð Þ þ us;2;tþj=m hð Þ
d2 L
1=m; h
 
us;2;tþj=m hð Þ ¼ hs;tþj=m hð Þ1=2es;2;tþj=m hð Þ
8t ¼ 1; . . . ;TS; j ¼ 0; . . . ;m 1; s ¼ 1; . . . ; S;
(2.11)
where innovation processes gs hð Þ; es;1 hð Þ; es;2 hð Þ and ns hð Þ are independent i.i.d. processes
with Gaussian distributions N 0;Rg hð Þ
 
; N 0; r2e1 hð Þ
 
; N 0;1ð Þ; N 0; 22 hð Þ
 
. Given the S
simulated samples, we compute the following estimators:
• The Indirect Inference (II) estimator of Gourie´roux, Monfort, and Renault (1993) and
Smith (1993), using the U-MIDAS auxiliary model, denoted by h^
IIMi
TmS.
• The II estimator of Gourie´roux, Monfort, and Renault (1993) and Smith (1993), using
the mixed frequency VAR auxiliary model, denoted by h^
IIV
TmS.
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The II estimators for auxiliary models Mi and V are obtained via:
h^
IIMi
TmS ¼ arg min
h
/^
Mi
Tm 
1
S
X
s
/^
Mi
Tm;s hð Þ
 !0
XMi /^
Mi
Tm 
1
S
X
s
/^
Mi
Tm;s hð Þ
 !
(2.12)
and:
h^
IIV
TmS ¼ arg min
h
/^
V
Tm 
1
S
X
s
/^
V
Tm;s hð Þ
 !0
XV /^
V
Tm 
1
S
X
s
/^
V
Tm;s hð Þ
 !
(2.13)
respectively, with /^
Mi
Tm;s hð Þ and /^
V
Tm;s hð Þ being the U-MIDAS and VAR auxiliary model
parameter estimates for generated sample s and structural parameter value h, and XMi and
XV being (optimal) weighting matrices.
Assumptions 1.1–1.2 and standard regularity conditions (see e.g. Gourie´roux and
Monfort (1997)) imply that the indirect inference estimators are consistent and asymptoti-
cally normal as T and S!1:
ffiffiffiffiffiffiffi
Tm
p
h^
EST
TmS  h0
 
!dN 0;VEST
 
(2.14)
for EST  IIMi and IIV respectively, where h0 denotes the true value of the structural
parameter.
2.5 EM Algorithm for Mixed Frequency SV Model
We assess the efficiency of our indirect inference estimators for the SV model with mixed
frequency data by comparing their performances with that of the ML estimator in a Monte
Carlo experiment (Section 4). Due to the latent factor processes (F) and (h) in the dynamics
of the data, the likelihood function of the model involves a large-dimensional integral with
respect to the latent factors path. This integral representation of the likelihood is impracti-
cal for computation of the ML estimate. We consider instead a simulation-based estimator
relying on the EM algorithm. The smoothing distribution required in the Expectation step
is computed via a particle forward-filtering/backward-smoothing algorithm.7 In this section
we describe the main steps of the procedure, and refer to Appendix B for the detailed defini-
tion of the estimation algorithm.
The EM algorithm is an iterative procedure to compute numerically the ML estimate in a
model with unobservable variables (Dempster, Laird, and Rubin, 1977). Let Yt ¼
yt;xtj=m; j ¼ 0;1; :::;m 1
 0
be the vector of stacked observable variables (measurements)
and ft ¼ Ftj=m;htj=m; j ¼ 0; 1; :::;m 1
 0
the Markov vector of stacked latent factors, for
t ¼ 1; :::;T. The EM algorithm relies on the complete-observation log-likelihood function, that
is the log of the joint density of observable and unobservable variables in the structural model:
L hð Þ ¼ log ‘ YT ; fT ; h
 
¼
XT
t¼1
log h YtjYt1; ft ; h
 
þ
XT
t¼1
log g ftjft1; hð Þ;
7 Other approaches have been proposed in the literature to implement the MLE in nonlinear state
space models with SV and could be adapted to our mixed frequency framework, for instance the
Monte Carlo ML approach in Sandmann and Koopman (1998).
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where YT denotes the history of Yt up to T, and similarly for fT and ft . Here, h is the meas-
urement density and g is the transition density in the state space representation (see
Appendix B.2 for the expression ofL hð Þ in the mixed-frequency SV model). Let h^EM; ið ÞTm be
the estimate of parameter h at iteration i of the EM algorithm. The update i! iþ 1 con-
sists of two steps:
1. Expectation (E) step. Compute function Q hj~h
 
, with ~h ¼ h^EM; ið ÞTm , where:
Q hj~h
 
¼ E~h L hð ÞjYT
h i
and E~h 	jYT
h i
denotes the expectation w.r.t. the conditional distribution of fT given YT
for parameter value ~h.
2. Maximization (M) step. Compute the estimate for iteration iþ1 as:
h^
EM; iþ1ð Þ
Tm :¼ arg max
h
Q h
h^EM; ið ÞTm :
The iteration is performed until a criterion for numerical convergence of the estimate is
met, and h^
ML
Tm ¼ h^
EM; 1ð Þ
Tm . The details for the E-step and the M-step in the mixed frequency
SV model are provided in Appendix B.3.
The E-step in the EM algorithm requires the smoothing distribution of the unobservable
factor path for given parameter value ~h to compute the conditional expectation E~h 	jYT
h i
.
This smoothing distribution cannot be characterized analytically for a nonlinear state space
specification as the mixed frequency SV model. We approximate the smoothing distribution
via a large sample of draws from it, called particles. The smoothing algorithm we adopt
uses a sample of particles from the filtering distribution as an input. Specifically, for the
E-step of the i-th iteration in the EM algorithm, we generate samples f
s; ið Þ
tþj=m ¼
F
s; ið Þ
tþj=m;h
s; ið Þ
tþj=m
 0
; s ¼ 1; . . . ; S, from the filtering distribution of the latent factors at each
date t þ j=m, for parameter value h^EM; ið ÞTm . For this task, we use a sequential algorithm based
on the auxiliary particle filter method running from the first sample date to the last sample
date. We refer to Pitt and Shephard (1999) for the auxiliary particle filter; see also for
example Douc, Moulines, and Olsson (2009), Carvalho et al. (2010), Doucet (2010), Lopes
and Tsay (2011), Creal (2012), Kantas et al. (2015) for recent developments and applica-
tions. The algorithm is described in detail in Section B.4.2. Then, we use a backward algo-
rithm to generate sample paths ~f
s; ið Þ
tþj=m; 8t; j
 
; s ¼ 1; :::; S, from the smoothing distribution;
see for example Kim and Stoffer (2008) and Godsill, Doucet, and West (2004). Appendix
B.4.3 provides the detailed simulation procedure. The sample paths ~f
s; ið Þ
tþj=m;8t; j
 
;
s ¼ 1; :::; S, are approximate draws from the distribution of ftþj=m;8t; j
 
given YT for
parameter value h^
EM; ið Þ
Tm when the number of particles S is large. We use averages across
these sample paths to approximate the conditional expectation E~h 	jYT
h i
for ~h ¼ h^EM; ið ÞTm .
3 Filtering via Reprojection and Nowcasting
State space models do not only involve parameter estimation but also filtering of the latent
states, for which the Kalman filter is the standard scheme in the linear Gaussian case. In
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this section we present alternative methods which easily extend to, say, the non-Gaussian
case involving SV. Our approach relies on the reprojection method of Gallant and Tauchen
(1998) to produce filtering estimates of the latent factors.
The procedure is fairly simple to implement. Let h^
EST
TmS be the parameter estimate
obtained by one of the Indirect Inference estimators introduced in Section 2.4. We start
again with simulating a long sample of size Treprojm, say, from the model of interest as in
Equation (2.11), using parameter value h¼ h^ESTTmS. Then, the simulated sample is used to esti-
mate a specification for the conditional expectation of the latent factors given the observ-
able data. Finally, the estimated specification for this conditional expectation is applied to
the original sample of observations y, x, and used as a filter.
To develop further insight in the methodology, we start with the Gaussian case (the
model in Assumptions 1.1 and 1.2 without SV, that is with qSV ¼ 1 and 2 ¼ 0). Next, we
discuss the filtering algorithm for the non-Gaussian case with SV.
In a Gaussian linear state space model, the conditional expectation of the latent factor
given the measurements is linear (see Equation (A.15) in Appendix A). In our mixed fre-
quency setting, in analogy to Equation (2.5), this remark suggests estimating a U-MIDAS
regression on the simulated sample:
Ftþj=m h^
EST
TmS
 
¼ b0 h^ESTTmS
 
þ
X~Ky
k¼0
bk h^
EST
TmS
 
ytk h^
EST
TmS
 
þ
Xm ~Kx
k¼0
ck h^
EST
TmS
 
xtþ jkð Þ=m h^
EST
TmS
 
þ tþj=m h^
EST
TmS
 
t ¼ 1;2; :::;Treproj; j ¼ 0; 1; :::;m 1;
(3.1)
which amounts to regressing latent factors onto observables. Note that the observables have a
nowcasting feature, that is contemporaneous period tþ j/m HF data is used. Once we have
the parameters of the above regression, we can apply the scheme to observed data y and x and
therefore use it as a filter. We denote by F^ tþj=mjtþj=m h^
EST
TmS
 
the reprojection factor values.
Likewise, the mixed frequency VAR framework of Ghysels (2016) could be modified to
perform the task as filter, namely we run the system of regressions:
C h^
EST
TmS
 
Ftþ1 h^
EST
TmS
 
..
.
Ftþ1þ m1ð Þ=m h^
EST
TmS
 
ytþ1 h^
EST
TmS
 
0
BBBBBBBBB@
1
CCCCCCCCCA
¼ ~C0 h^ESTTmS
 
þ
X~Kmax
k¼1
~Ck h^
EST
TmS
 
xtþ1k h^
EST
TmS
 
..
.
xtþ1kþ m1ð Þ=m h^
EST
TmS
 
ytþ1k h^
EST
TmS
 
0
BBBBBBBBB@
1
CCCCCCCCCA
þ
1tþ1 h^
EST
TmS
 
..
.
mtþ1 h^
EST
TmS
 

y
tþ1 h^
EST
TmS
 
0
BBBBBBBBB@
1
CCCCCCCCCA
(3.2)
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where C h^
EST
TmS
 
is a lower triangular matrix to accommodate nowcasting—see Ghysels
(2016) for further details. Here again, once we estimate the system of equations over a long
simulated sample, we can treat the resulting estimates as weights for a filtering scheme.
In the nonlinear state space model with SV, the conditional expectation of the latent fac-
tors given the current and past values of the observable variables is no more linear in the
conditioning variables. Therefore, in such framework the regressions in (3.1) and (3.2) do
not provide exact filters (up to a truncation of the number of lags). However, we can inter-
pret these regressions as numerically feasible linear approximations of the unknown exact
filter for the latent factor F in the conditional mean. A second-order approximation is
obtained by including quadratic terms in LF and HF observations. Similar approximate fil-
ters can be developed for the SV factor h. In this case, the filter can be based on squared
measurement errors. For instance, in a model without AR effects in the measurement errors
at HF (to simplify), we can run the regression:
htþj=m h^
EST
TmS
 
¼ d0 þ
X~Ku
k¼0
dk u2;tþ jkð Þ=m h^
EST
TmS
  2
þ utþj=m h^
EST
TmS
 
; (3.3)
possibly including also higher-order terms.
In the linear Gaussian case, we can make direct comparisons of the filters based on repro-
jection with the Kalman filter to gauge the reliability of the proposed method. In the non-
Gaussian case with SV, a benchmark for comparison is obtained by first estimating the model
by Monte Carlo EM as described in Section 2.5, and then compute the filtered factor value
f^ tþj=mjtþj=m h^
ML
Tm
 
¼ F^ tþj=mjtþj=m h^
ML
Tm
 
; h^tþj=mjtþj=m h^
ML
Tm
 h i0
, say, by averaging the particles
f stþj=m, with s ¼ 1; :::; S, from the filtering distribution for parameter value h^
ML
Tm . We perform
these comparisons in the Monte Carlo simulations presented in Section 4. There, we keep the
reprojections quite simple in fact, namely we implement the filter for F in Equation (3.1) in
both the Gaussian and SV settings, and we use a filter for volatility factor h based on squared
residuals such as (3.3) in the latter setting. These filters could be improved upon by consider-
ing the setup in Equation (3.2), and adding higher-order terms in the SV case.
Finally, let us recall that for all our DGPs we made the simplifying choice of not having
a new equation for the volatility dynamics of the latent factor Ft. Nevertheless, the parame-
ters for the dynamics of the SV of Ft—let us denote this new factor by gt—could be esti-
mated using the same auxiliary model as in (2.10), with the possibility of augmenting the
system of equations with an ARCH-type equation for the LF innovation term fy, to increase
the information content on the auxiliary parameters for the new SV process. Analogously,
the latent factor Ft could be filtered adapting the reprojection methodology of this section
to include quadratic—and higher—order terms in LF and HF observations in Equations
(3.1) and (3.2). Finally, gt could also be estimated by reprojection of its simulated values on
gt (i.e. the simulated innovation terms of the latent factor Ft) and their higher order terms,
together with other observable variables as well.
4 Monte Carlo Simulations
We conduct a Monte Carlo simulation to appraise the small and large sample properties of
the indirect inference procedures proposed in earlier sections. A first subsection covers the
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design of the simulations. A second subsection covers the Gaussian state space model where
the Kalman filter and ML are the natural benchmarks. In a final subsection we consider
non-Gaussian cases with SV, where we compare our indirect inference procedure with a
simulation-based EM algorithm.
4.1 Design
We consider three designs for the MC experiments. In all of them we have m¼3, corre-
sponding to—for instance—a mixture of monthly and quarterly data, and stock sampling
of the LF variable. In the first MC design, we consider a linear Gaussian state space model.
The DGP has a single Gaussian AR(1) latent factor process (nf¼1), and Gaussian AR(1)
measurement errors for both the HF and LF data, with the same persistence parameter.
DGP 1: Single factor linear Gaussian state space models
The data (y) and (x), and the single latent factor (F), are such that:
Ftþj=3 ¼ qFtþ j1ð Þ=3 þ gtþj=3;
ytþj=3 ¼ c1Ftþj=3 þ uy;tþj=3;
uy;tþj=3 ¼ d 	 uy;tþ j1ð Þ=3 þ ryey;tþj=3;
xtþj=3 ¼ c2Ftþj=3 þ ux;tþj=3;
ux;tþj=3 ¼ d 	 ux;tþ j1ð Þ=3 þ rxex;tþj=3; t ¼ 1; :::;T; j ¼ 0; 1; 2;
where the LF variable y is stock-sampled, and gð Þ; ey
 
and exð Þ are mutually independent
i.i.d. standard Gaussian processes. The true values of the parameters are c1 ¼ c2 ¼ 1, d¼0,
ry ¼ rx ¼ 1. We consider two values for the persistence of the latent factor, that are
q ¼ 0:5 and q ¼ 0:9.
The number of structural parameters in DGP1 is 6. In each Monte Carlo simulation, we
draw from this DGP samples of sizes T¼100 (corresponding to 25 years of quarterly data),
T¼200 and T¼500. We perform 1000 Monte Carlo repetitions. On each simulated sam-
ple we compute the Indirect Inference (II) estimator h^
IIV
TmS of Gourie´roux, Monfort, and
Renault (1993) and Smith (1993) as described in Section 2.4, and the associated reprojec-
tions F^tþj=mjtþj=m h^
IIV
TmS
 
as described in Section 3. The auxiliary model is a U-MIDAS
regression for the LF data with ~Kx ¼ ~Ky ¼ 3 and an AR(9) process for the HF data (see
Equation (2.9)). This auxiliary model has 30 parameters and yields an overidentifed II set-
ting. Instead of running S simulations from the DGP of length T, we simulate a unique long
path, that is we set S¼ 1 and TS ¼ 50;000. Moreover, we use the identity weighting
matrix. The reprojection of the latent factor is computed by regression on a simulated sam-
ple of size Treproj ¼ 100; 000.
In this linear Gaussian state space model, the MLE estimator of the model parameters
h^
ML
Tm and the Kalman filter of the latent factor values—which we denote
F^tþj=mjtþj=m h^
ML
Tm
 
—serve as the natural benchmark. We compute the Kalman filter and the
ML estimates using the algorithm presented in Appendix A.
In the second Monte Carlo design, the DGP is a two-factor linear state space model
(nf¼2). The two latent factors follow independent AR(1) processes, with same autoregres-
sive parameter.
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DGP 2: Two-factor linear Gaussian state space model
The data (y) and (x), and the bivariate latent factor (F), are such that:
Ftþj=m ¼
q 0
0 q
" #
Ftþ j1ð Þ=3 þ gtþj=3;
ytþj=3 ¼ c01Ftþj=3 þ uy;tþj=3;
uy;tþj=3 ¼ d 	 uy;tþ j1ð Þ=3 þ ryey;tþj=3;
xtþj=3 ¼ c02Ftþj=3 þ ux;tþj=3;
ux;tþj=3 ¼ d 	 ux;tþ j1ð Þ=3 þ rxex;tþj=3; t ¼ 1; :::;T; j ¼ 0; 1;2;
where the LF variable y is stock-sampled, and gð Þ; ey
 
, and exð Þ are mutually independent
i.i.d. Gaussian processes, with distribution N 0; I2ð Þ for gð Þ, and distribution N 0;1ð Þ for
ey
 
and exð Þ. The true values of the parameters are q ¼ 0:9; c1 ¼ 1;0:2ð Þ0; c2 ¼ 0:2; 1ð Þ0,
d¼ 0, ry ¼ rx ¼ 1.
The number of structural parameters in DGP2 is 8. The sample sizes are T¼ 100,
T¼200 and T¼500. We compute the II estimator h^IIVTmS of Gourie´roux, Monfort, and
Renault (1993) and Smith (1993) and the associated reprojections F^ tþj=mjtþj=m h^
IIV
TmS
 
with
the same auxiliary model and the same simulation length as for DGP1. We also compute
the MLE h^
ML
Tm and the Kalman filter estimates F^ tþj=mjtþj=m h^
ML
Tm
 
with the algorithm in
Appendix A.
The third DGP is a mixed frequency state space model with SV. This DGP features a sin-
gle Gaussian AR(1) factor in the mean of HF and LF observables (nf¼1). The measurement
error of the LF variable is a Gaussian AR(1) process. The measurement error of the HF var-
iable is a conditionally heteroskedastic process.
The number of structural parameters in DGP3 is 8. The SV specification for the HF
innovations in Equations (4.1) and (4.2) is a reparametrization of the one proposed in
Equations (1.7) and (1.8). This specification is analogous to the one used by Monfardini
(1998), Marcellino, Porqueddu, and Venditti (2016) and Clark (2011), among others. In
particular, here h is the log volatility process, and is normalized to have mean zero. In this
parameterization, both latent factors have a linear autoregressive dynamics.
DGP 3: SV model
The data (y) and (x), and the scalar latent factors (F) and (h), are such that:
Ftþj=3 ¼ qFtþ j1ð Þ=3 þ gtþj=3;
ytþj=3 ¼ c1Ftþj=3 þ uy;tþj=3;
uy;tþj=3 ¼ d 	 uy;tþ j1ð Þ=3 þ ryey;tþj=3;
xtþj=3 ¼ c2Ftþj=3 þ rxexp
1
2
htþj=3
 
ex;tþj=3;
(4.1)
htþj=3 ¼ qSVhtþ j1ð Þ=3 þ  	 ntþj=3; t ¼ 1; :::;T; j ¼ 0; 1; 2; (4.2)
where the LF variable y is stock-sampled, and gð Þ; ey
 
; exð Þ, and nð Þ are mutually inde-
pendent i.i.d. standard Gaussian processes. The true values of the parameters are
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c1 ¼ c2 ¼ 1, d¼0, ry ¼ rx ¼ 1; qSV ¼ 0:95;  ¼ 0:3. We consider two values for the per-
sistence of the latent factor in the conditional mean, that are q ¼ 0:5 and q ¼ 0:9.
Again, the sizes of the simulated samples are T¼ 100, T¼ 200, and T¼ 500. We have
tried different auxiliary models for the indirect inference procedure, including
GARCH(1,1) for the squared HF residuals, an AR(10) model on the logarithm of the
squared HF residuals and an AR(10) model on the logarithm of the squared HF observ-
ables (similarly as in Monfardini (1998)). Barigozzi, Halbleib-Chiriac, and Veredas
(2014) show that the GARCH(1,1) model is the best auxiliary model for estimating a SV
model with Indirect Inference, in the sense that it provides the best trade-off between effi-
ciency and estimation noise. The GARCH(1,1) auxiliary model reduces, however, the
computational speed of the indirect inference estimator, as it requires estimation via ML.
We therefore prefer an AR-ARCH specification in the auxiliary model, since this allows
for estimation via a simple two-step approach based on OLS regressions. Specifically, we
compute the indirect inference estimator h^
IIV
TmS of Gourie´roux, Monfort, and Renault
(1993) and Smith (1993) as described in Section 2.4, using the auxiliary model in
Equation (2.10), with ~Kx ¼ ~Ky ¼ 4 in the U-MIDAS regression for the LF data, and an
AR(9)-ARCH(10) specification for the HF data.8 We compare the distribution of our
indirect inference estimator with the distribution of the MLE in the Monte Carlo simula-
tions. In the nonlinear state space model of DGP 3, we implement the MLE via a
simulation-based EM algorithm as described in Section 2.5. See Appendix B for the
detailed algorithm.
Note that for our DGPs we have made the modeling choices of (i) not having multiple
observable HF and LF variables, and (ii) not including a new equation for the volatility
dynamics of the DGP for the latent factor Ft. These simplifying hypotheses allow to keep at
a minimum the number of parameters to be estimated, easing the implementation and the
comparison of the different estimation methodologies, as they avoid numerical convergence
issues.9
8 In this article, we do not consider the moment matching procedure of Gallant and Tauchen (1996).
However, adopting their procedure, which is computationally even more attractive, could make the
use of GARCH-type auxiliary models more attractive. As the Gallant–Tauchen procedure is based
on the score, it would not require iterated ML estimates (see for instance, Sentana, Calzolari, and
Fiorentini (2008)).
9 The setup of the model is simplified so that the II criteria in Equations (2.12) and (2.13) are functions
of a relatively small number of true parameters (6–8, depending of the DGP). Therefore, a global
minimum for these objective functions can be easily found numerically using standard (modifica-
tions of) Quasi-Newton algorithms, as the one provided by Matlab’s “fminunc” function, adapted to
take into account the domain constraints of each parameter. The fact that the optimization of the
objective functions does not create numerical issues, and is fast to perform, allows us to better
understand the finite-sample properties of the II estimators in the MC application, and minimizes
the computing time of an estimate. The problems of including multiple HF (or LF) observables in the
same model, or adding SV in the unobserved factor dynamics, is only of computational nature, and
not a theoretical limitation. In this case, a numerically more efficient optimization routine for the
same II objective function could be used, as the ones proposed in Chernozhukov and Hong (2003),
and more recently by Creel et al. (2015).
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4.2 Monte Carlo Results in the Linear Gaussian State Space Model
Tables 1–3 report the results for the linear Gaussian state space models in DGP1 and
DGP2. For each combination of DGP parameters and sample size, we provide the results of
the II procedure for parameter estimation and filtering of the latent factor path. As a bench-
mark, we also provide the estimation and filtering results using the ML procedure based on
the Kalman filter.10
In Table 1, we consider DGP1 where the single latent factor process is mildly persistent
with autocorrelation q¼ 0.5. The finite sample performance of the II estimator is remark-
ably good. First, it has only a small bias for most configurations. Second—as expected—the
ML estimator based on the Kalman filter is more efficient, but the efficiency loss of the II
estimator is rather limited. The bias of both the II and the MLE is more pronounced for
parameter ry, that is the volatility of the LF measurement error. For this parameter, the effi-
ciency loss of the II estimator compared to MLE is a bit larger. As expected, the dispersions
of the estimators decrease with the sample size T. Moreover, the reprojection procedure
provides rather accurate estimates of the latent factor values. Indeed, the average correla-
tion between true and filtered factor values is about 0.80 for all sample sizes, which is close
to the performance of the Kalman filter.
In unreported MC results, we compared the performance of the above II estimator—
which uses the U-MIDAS/AR auxiliary model for HF/ LF data—with the performance of
the II estimator using only the LF U-MIDAS specification as auxiliary model. The II estima-
tor of the standard deviation parameter for the HF data rx based on the LF U-MIDAS aux-
iliary model has a large bias. As shown in Table 1, this problem does not arise when we
include HF data in the auxiliary model via the mixed frequency VAR specification. These
findings confirm the intuition that using data at both frequencies provides a more informa-
tive auxiliary model.
In Table 2, the autocorrelation of the latent factor in DGP1 is set equal to q¼0.9. Both
the ML and II estimators have smaller dispersions in this MC design compared to Table 1.
This effect is due to the more favorable signal-to-noise setting when q is changed from 0.5
to 0.9 in our parameterization of the DGP. Indeed, with q¼ 0.9 the factor has a larger
unconditional variance relative to the noise variance, which is fixed across the two cases.
Hence, the signal-to-noise ratio is larger for the DGP in Table 2 compared to Table 1.
In Table 3 we report the simulation results for DGP2, which features two latent factors,
with loadings equal to c1¼ 1:0; 0:2ð Þ0 and c2¼ 0:2; 1:0ð Þ0: Compared to the one-factor
case in Tables 1 and 2, the loadings are estimated rather precisely, with the dispersion of
the loadings equal to 0.2 being larger than that of the loadings equal to 1.0. Also in this
case we find that the II estimator has a very good performance, with the exception of the
estimator of the LF volatility ry, which has a bias of around 20% for small sample sizes
(T¼200, 100), and a large dispersion. Nevertheless, the reprojection procedure produces
accurate estimates of both factors. As expected, the factor which loads mainly on the HF
observables (i.e. F2) is estimated more precisely (average correlation with the true factor
equal to 0.88 for T¼100) than the factor which loads mainly on the LF observables (aver-
age correlation with the true factor equal to 0.74 for T¼100).
10 All Monte Carlo simulations in Section 4 have been performed using Matlab 7.10.0 (R2010a) on a
laptop with a 1.60 GHz processor and 4 GB RAM. Optimization problems involved in parameter
estimation have been solved using the Matlab procedure “fminunc.”
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Table 1. MC simulations for the single-factor linear Gaussian state space model (persistence
parameter of the latent factor q ¼ 0:5)
MLE Indirect Inference
T¼ 500 (Kalman filter) (Auxiliary model: U-MIDAS / AR)
Coeff. Mean Bias 25% q. Median 75% q. Mean Bias 25% q. Median 75% q.
c2 0.99 0.01 0.94 0.98 1.06 0.98 0.02 0.86 0.97 1.10
c1 1.01 0.01 0.94 1.00 1.06 1.00 0.00 0.90 0.97 1.05
q 0.50 0.00 0.48 0.50 0.52 0.50 0.00 0.47 0.50 0.54
d 0.01 0.01 0.07 0.01 0.05 0.02 0.02 0.10 0.01 0.07
rx 1.00 0.00 0.92 1.01 1.07 0.99 0.01 0.87 1.04 1.15
ry 0.95 0.05 0.90 0.99 1.06 0.91 0.09 0.87 1.02 1.11
corrðF^ ; FÞ 0.80 – 0.79 0.80 0.81 0.78 – 0.78 0.79 0.80
T¼ 200
c2 0.99 0.01 0.86 1.01 1.12 0.94 0.06 0.75 0.93 1.09
c1 1.03 0.03 0.91 1.02 1.13 1.01 0.01 0.85 0.94 1.16
q 0.50 0.00 0.45 0.50 0.54 0.51 0.01 0.45 0.51 0.58
d 0.03 0.03 0.13 0.00 0.09 0.00 0.00 0.13 0.05 0.14
rx 0.97 0.03 0.84 1.00 1.12 1.00 0.00 0.85 1.07 1.23
ry 0.86 0.14 0.79 0.97 1.05 0.79 0.21 0.50 1.00 1.12
corrðF^ ; FÞ 0.79 - 0.78 0.80 0.81 0.77 – 0.75 0.78 0.79
T¼ 100
c2 0.97 0.03 0.82 0.96 1.12 0.89 0.11 0.69 0.85 1.11
c1 1.01 0.01 0.88 0.99 1.11 0.92 0.08 0.69 0.89 1.11
q 0.50 0.00 0.43 0.50 0.59 0.51 0.01 0.40 0.54 0.67
d 0.04 0.04 0.20 0.01 0.11 0.01 0.01 0.21 0.07 0.18
rx 0.95 0.05 0.77 1.00 1.16 0.98 0.02 0.76 1.11 1.26
ry 0.81 0.19 0.67 0.94 1.08 0.84 0.16 0.54 1.05 1.17
corrðF^ ; FÞ 0.78 – 0.75 0.78 0.81 0.75 – 0.73 0.76 0.78
This table reports mean, bias, and 25%, 50%, 75% quantiles of the distribution of the ML (left) and II (right)
estimators in 1000 MC replications. The data generating process is DGP1 in Section 4.1, corresponding to a
mixed frequency linear state space model with a single AR(1) latent factor, m¼ 3, and stock sampling of the
LF variable. The true values of the parameters are c1 ¼ c2 ¼ 1; q ¼ 0:5, d¼0, ry ¼ rx ¼ 1. The simulated
samples have size T¼ 500 (top), T¼ 200 (middle), T¼ 100 (bottom). The auxiliary model for the indirect
inference estimator is a U-MIDAS regression for LF data with ~Kx ¼ ~Ky ¼ 3 and an AR(9) model for the HF
data (see Equation (2.9)), with the correlation between the errors of the two equations as a free auxiliary
parameter. The II estimator uses a single long simulated sample of the structural model (S¼ 1 and TS¼ 50,000)
and an identity weighting matrix. We also compute the mean and 25%, 50%, 75% quantiles of the sample
correlation between the estimated and true factor paths. The estimated factor paths are obtained by Kalman fil-
ter with the ML estimate (left) and the reprojection method with the II estimate (right), using
Treproj ¼ 100; 000.
Gagliardini et al. j Indirect Inference, MIDAS Regressions and SV 527
D
ow
nloaded from
 https://academ
ic.oup.com
/jfec/article-abstract/15/4/509/2977678 by U
niversity of N
orth C
arolina at C
hapel H
ill - H
ealth Sciences Library user on 14 August 2019
Table 2. MC simulations for the single-factor linear Gaussian state space model (persistence
parameter of the latent factor q ¼ 0:9)
MLE Indirect Inference
T¼ 500 (Kalman filter) (Auxiliary model: U-MIDAS / AR)
Coeff. Mean Bias 25% q. Median 75% q. Mean Bias 25% q. Median 75% q.
c2 1.00 0.00 0.98 1.00 1.02 0.98 0.02 0.94 0.97 1.02
c1 1.00 0.00 0.96 1.00 1.03 0.98 0.02 0.91 0.98 1.04
q 0.90 0.00 0.89 0.90 0.91 0.90 0.00 0.87 0.91 0.93
d 0.00 0.00 0.03 0.00 0.03 0.02 0.02 0.02 0.02 0.07
rx 1.00 0.00 0.96 1.00 1.03 1.02 0.02 0.98 1.04 1.08
ry 0.99 0.01 0.96 1.00 1.03 1.03 0.03 0.97 1.04 1.10
corrðF^ ; FÞ 0.95 – 0.94 0.95 0.95 0.94 – 0.94 0.94 0.95
T¼ 200
c2 1.01 0.01 0.96 1.00 1.05 0.95 0.05 0.87 0.95 1.02
c1 1.00 0.00 0.96 1.00 1.05 0.95 0.05 0.85 0.96 1.02
q 0.90 0.00 0.88 0.90 0.91 0.90 0.00 0.85 0.91 0.95
d 0.01 0.01 0.08 0.00 0.06 0.03 0.03 0.04 0.04 0.12
rx 0.99 0.01 0.94 0.98 1.04 1.03 0.03 0.97 1.05 1.11
ry 0.99 0.01 0.93 0.99 1.05 1.05 0.05 0.95 1.09 1.18
corrðF^ ; FÞ 0.95 – 0.94 0.95 0.95 0.94 – 0.94 0.94 0.95
T¼ 100
c2 0.99 0.01 0.94 0.99 1.06 0.92 0.08 0.79 0.90 1.02
c1 0.99 0.01 0.94 0.98 1.05 0.89 0.11 0.77 0.86 1.00
q 0.89 0.01 0.87 0.90 0.91 0.89 0.01 0.81 0.92 0.99
d 0.02 0.02 0.11 0.01 0.09 0.05 0.05 0.16 0.09 0.23
rx 0.98 0.02 0.91 0.99 1.05 1.03 0.03 0.89 1.09 1.20
ry 0.98 0.02 0.90 0.97 1.08 1.13 0.13 0.99 1.19 1.29
corrðF^ ; FÞ 0.94 – 0.93 0.94 0.95 0.93 – 0.92 0.93 0.94
This table reports mean, bias, and 25%, 50%, 75% quantiles of the distribution of the ML (left) and II
(right) estimators in 1000 MC replications. The data generating process is DGP1 in Section 4.1, correspond-
ing to a mixed frequency linear state space model with a single AR(1) latent factor, m¼ 3, and stock sam-
pling of the LF variable. The true values of the parameters are c1 ¼ c2 ¼ 1; q ¼ 0:9, d¼ 0, ry ¼ rx ¼ 1. The
simulated samples have size T¼ 500 (top), T¼ 200 (middle), T¼ 100 (bottom). The auxiliary model for the
II estimator is a U-MIDAS regression for LF data with ~Kx ¼ ~Ky ¼ 3 and an AR(9) model for the HF data
(see Equation (2.9)), with the correlation between the errors of the two equations as a free auxiliary parame-
ter. The II estimator uses a single long simulated sample of the structural model (S¼ 1 and TS¼ 50,000) and
an identity weighting matrix. We also compute the mean and 25%, 50%, 75% quantiles of the sample cor-
relation between the estimated and true factor paths. The estimated factor paths are obtained by Kalman fil-
ter with the ML estimate (left) and the reprojection method with the II estimate (right), using
Treproj ¼ 100; 000.
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Overall, the results in Tables 1–3 are remarkably impressive, since they show that the
performance of the II procedure is rather close to the efficient benchmark in the linear
Gaussian state space model.
4.3 Monte Carlo Results for the State Space SV Model
We now consider the more challenging state space model with SV in DGP3. Tables 4 and 5
report the results of Monte Carlo simulations comparing the II estimator with the MLE
(implemented via a simulation-based EM algorithm) for sample sizes T¼ 500 and T¼ 200
respectively. These tables compare the two estimation methods on the basis of (i) statistical
criteria—mean/bias/quantiles of sampling distributions, (ii) filtering accuracy—both for
conditional mean and for volatility factors, and (iii) computational time. Compared to the
linear Gaussian state space model in DGP1, the structural model now has two additional
parameters, which are the autoregressive coefficient qSV and the volatility parameter  of
the log SV process. A first encouraging finding is that the estimation results for parameters
c1, c2, q, d, ry, rx are comparable to those of the Gaussian state space model displayed in
Tables 1 and 2, with slightly larger dispersions in Tables 4 and 5, as expected. The latter
effect is more pronounced for parameter d, the autoregressive coefficient of the LF measure-
ment error, for both the II estimator and the MLE. The SV parameters qSV and  are esti-
mated with rather small biases. Note that sample size T¼200 corresponds to 600 HF
observations, and for such sample sizes the estimation of ARCH and SV specifications can
be inaccurate, even in the absence of latent factors in the mean. Yet, comparing the distri-
butions of II and ML estimates, we observe that also in the SV case the efficiency loss of the
former estimator is limited.
It is worth noting that the reprojection method provides rather accurate estimates of the
latent factor values also in the SV model. Results are less good for the log volatility factor
(average correlation between estimated and true factor values equal to 0.55 for sample size
T¼500 in the design with q ¼ 0:5). This result is not surprising, because there is no
obvious choice for the transformations of the observable variables, whose linear combina-
tion provides the best approximation of the conditional expectation of the volatility factor
in this nonlinear state space model. In Tables 4 and 5 we use current and past values of log
squared HF residuals, but other choices could yield better results.
The II procedure provides a substantial reduction in computational time compared to
the simulation-based EM procedure used to obtain the ML estimates. For instance, the
computation of the II estimates for one Monte Carlo repetition in the SV design with
q ¼ 0:5 and sample size T¼ 200 takes on average about 18 minutes, against the 24
minutes required on average for the ML estimates. The difference is larger with sample
size T¼500, for which the average computational times are 16 minutes for II and 61
minutes for ML. Here, the computational time for the II procedure is less than 21
minutes in 75% of the MC replications, while the computational time for ML is more
than one hour in more than 25% of the MC replications. Sample sizes such as T¼ 500 or
even larger are often encountered in financial datasets, if the lower frequency is weekly
or monthly.
To summarize the findings of the MC simulations with the SV design, the II procedure
offers a substantial gain in computational time compared to the ML procedure imple-
mented via Monte Carlo EM, while the cost in terms of efficiency loss is limited.
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Table 4. MC simulations for the SV model (sample size T¼ 500)
II MLE
q ¼ 0:5 (Auxiliary model:
U-MIDAS/AR-ARCH)
(Monte Carlo EM)
Coeff. Mean Bias 25% q. Median 75% q. Mean Bias 25% q. Median 75% q.
c2 0.97 0.03 0.88 0.97 1.05 0.89 0.11 0.86 0.89 0.92
c1 0.95 0.05 0.87 0.94 1.01 1.07 0.07 1.02 1.06 1.12
q 0.51 0.01 0.47 0.51 0.55 0.52 0.02 0.51 0.53 0.54
d 0.01 0.01 0.27 0.02 0.29 0.04 0.04 0.28 0.00 0.21
r y 0.95 0.05 0.89 1.00 1.09 0.83 0.17 0.75 0.84 0.91
rx 1.05 0.05 0.94 1.07 1.18 0.93 0.07 0.91 0.94 0.96
qSV 0.95 0.00 0.93 0.96 0.97 0.94 0.01 0.93 0.94 0.95
 0.25 0.05 0.19 0.25 0.31 0.29 0.01 0.28 0.29 0.29
corrðF^ ; FÞ 0.74 – 0.72 0.74 0.75 0.79 – 0.78 0.79 0.80
corrðh^; hÞ 0.55 – 0.51 0.55 0.59 0.74 – 0.71 0.74 0.77
Comp. time
(min)
15.89 – 9.01 14.69 20.94 61.05 – 38.49 54.11 78.05
q ¼ 0:9
c2 0.96 0.04 0.91 0.96 1.00 0.97 0.03 0.96 0.97 0.98
c1 0.95 0.05 0.90 0.96 1.01 1.00 0.00 0.98 1.00 1.02
q 0.91 0.01 0.89 0.91 0.93 0.90 0.00 0.89 0.90 0.91
d 0.00 0.00 0.26 0.05 0.38 0.05 0.05 0.34 0.00 0.22
ry 0.97 0.03 0.90 0.99 1.07 0.88 0.12 0.81 0.88 0.95
rx 1.08 0.08 1.02 1.08 1.16 0.86 0.14 0.82 0.87 0.91
qSV 0.94 0.01 0.93 0.95 0.97 0.95 0.00 0.94 0.95 0.96
 0.26 0.04 0.19 0.25 0.32 0.29 0.01 0.28 0.29 0.29
corrðF^ ; FÞ 0.93 – 0.92 0.93 0.93 0.95 – 0.95 0.95 0.96
corrðh^; hÞ 0.51 – 0.47 0.51 0.56 0.75 – 0.72 0.76 0.79
Comp. time
(min)
13.87 – 9.05 12.32 16.86 60.27 – 35.67 54.86 81.67
This table reports mean, bias, and 25%, 50%, 75% quantiles of the distribution of the II (left) and ML (right)
estimators in 200 MC replications. The data generating process is DGP3 in Section 4.1, corresponding to a
mixed frequency SV model with a single AR(1) latent factor in the mean, an AR(1) log SV process, m¼ 3, and
stock sampling of the LF variable. The true values of the parameters are c1 ¼ c2 ¼ 1, d¼ 0,
ry ¼ rx ¼ 1; qSV ¼ 0:95;  ¼ 0:3. The autoregressive coefficient of the factor in the mean is q ¼ 0:5 in the
upper panel and q ¼ 0:9 in the lower panel. The simulated samples have size T¼ 500. The auxiliary model for
the II estimator is a U-MIDAS regression for LF data with ~Kx ¼ ~Ky ¼ 4 and an ARð9Þ  ARCHð10Þ model for
the HF data (see Equation (2.10)), with the correlation between the errors of the two equations as a free auxili-
ary parameter. The II estimator uses a single long simulated sample of the structural model (S¼ 1 and
TS¼ 50,000) and an identity weighting matrix. The MLE is computed by Monte Carlo EM, using a particle
forward-filtering/backward-smoothing algorithm in the E step (see Appendix B for the detailed algorithm). We
also compute the mean and 25%, 50%, 75% quantiles of the sample correlation between the estimated and
true paths of the mean and volatility factors. The estimated factor paths are obtained by the reprojection
method with the II estimate (left), using Treproj ¼ 100; 000, and by the average across the particles of the filter-
ing algorithm with the ML estimate (right). Finally, we report the mean and 25%, 50%, 75% quantiles of the
computational time (in minutes) for obtaining the parameter estimates and the filtered factor paths in a single
simulation.
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Table 5. MC simulations for the SV model (sample size T¼ 200)
II MLE
q ¼ 0:5 (Auxiliary model:
U-MIDAS/AR-ARCH)
(Monte Carlo EM)
Coeff. Mean Bias 25% q. Median 75% q. Mean Bias 25% q. Median 75% q.
c2 0.99 0.01 0.81 0.96 1.14 0.90 0.10 0.86 0.91 0.94
c1 0.88 0.12 0.75 0.86 0.96 1.07 0.07 1.01 1.07 1.13
q 0.50 0.00 0.44 0.51 0.60 0.52 0.02 0.49 0.52 0.56
d 0.05 0.05 0.35 0.06 0.19 0.03 0.03 0.31 0.00 0.27
r y 0.96 0.04 0.90 1.06 1.17 0.81 0.19 0.71 0.82 0.92
rx 1.03 0.03 0.90 1.09 1.24 0.94 0.06 0.92 0.95 0.98
qSV 0.94 0.01 0.93 0.96 0.99 0.94 0.01 0.92 0.94 0.96
 0.23 0.07 0.08 0.22 0.34 0.29 0.01 0.28 0.29 0.29
corrðF^ ; FÞ 0.72 – 0.69 0.73 0.76 0.79 – 0.77 0.79 0.81
corrðh^; hÞ 0.54 – 0.48 0.55 0.61 0.73 – 0.67 0.74 0.79
Comp. time
(min)
18.23 – 12.17 15.41 22.88 24.76 – 13.11 21.84 33.52
q ¼ 0:9
c2 0.92 0.08 0.84 0.93 1.00 0.97 0.03 0.96 0.98 0.99
c1 0.89 0.11 0.79 0.89 0.98 1.00 0.00 0.98 1.00 1.03
q 0.91 0.01 0.87 0.92 0.95 0.90 0.00 0.89 0.90 0.91
d 0.04 0.04 0.25 0.04 0.48 0.01 0.01 0.28 0.00 0.28
ry 1.03 0.03 0.88 1.06 1.18 0.87 0.13 0.78 0.88 0.98
rx 1.13 0.13 0.99 1.14 1.25 0.89 0.11 0.85 0.91 0.95
qSV 0.93 0.02 0.92 0.96 0.99 0.94 0.01 0.92 0.94 0.96
 0.22 0.08 0.10 0.21 0.30 0.29 0.01 0.28 0.29 0.29
corrðF^ ; FÞ 0.92 – 0.91 0.92 0.93 0.95 – 0.95 0.95 0.96
corrðh^; hÞ 0.51 – 0.46 0.52 0.58 0.74 – 0.70 0.74 0.80
Comp. time
(min)
16.45 – 12.11 14.19 19.94 22.50 – 11.50 18.33 32.10
This table reports mean, bias, and 25%, 50%, 75% quantiles of the distribution of the II (left) and ML (right)
estimators in 200 MC replications. The data generating process is DGP3 in Section 4.1, corresponding to a
mixed frequency SV model with a single AR(1) latent factor in the mean, an AR(1) log SV process, m¼ 3, and
stock sampling of the LF variable. The true values of the parameters are c1 ¼ c2 ¼ 1, d¼ 0,
ry ¼ rx ¼ 1; qSV ¼ 0:95;  ¼ 0:3. The autoregressive coefficient of the factor in the mean is q ¼ 0:5 in the
upper panel and q ¼ 0:9 in the lower panel. The simulated samples have size T¼ 200. The auxiliary model for
the II estimator is a U-MIDAS regression for LF data with ~Kx ¼ ~Ky ¼ 4 and an ARð9Þ  ARCHð10Þ model for
the HF data (see Equation (2.10)), with the correlation between the errors of the two equations as a free auxili-
ary parameter. The II estimator uses a single long simulated sample of the structural model (S¼ 1 and
TS¼ 50,000) and an identity weighting matrix. The MLE is computed by Monte Carlo EM, using a particle
forward-filtering/backward-smoothing algorithm in the E step (see Appendix B for the detailed algorithm). We
also compute the mean and 25%, 50%, 75% quantiles of the sample correlation between the estimated and
true paths of the mean and volatility factors. The estimated factor paths are obtained by the reprojection
method with the II estimate (left), using Treproj ¼ 100; 000, and by the average across the particles of the filter-
ing algorithm with the ML estimate (right). Finally, we report the mean and 25%, 50%, 75% quantiles of the
computational time (in minutes) for obtaining the parameter estimates and the filtered factor paths in a single
simulation.
532 Journal of Financial Econometrics
D
ow
nloaded from
 https://academ
ic.oup.com
/jfec/article-abstract/15/4/509/2977678 by U
niversity of N
orth C
arolina at C
hapel H
ill - H
ealth Sciences Library user on 14 August 2019
5 Empirical Study
We present an empirical application of our model to the problem of forecasting at
short horizons the Euro-area quarterly GDP growth using monthly macroeconomic
indicators.
5.1 Data and Model Specification
The dataset is the same as the one considered in the empirical study of Marcellino,
Porqueddu, and Venditti (2016).11 The data consist of the quarterly GDP growth rates
for the Euro-area (GDP) observed from 1991-Q1 to 2011-Q1, and the monthly observa-
tions for the same period, that is from 1991-M1 to 2011-M3, for the following eight
macroeconomic indicators: (1) the aggregate European Industrial Production index for
all sectors of the European economy: IP; (2) the European Industrial Production index
for “Pulp and Paper sector”: IP-Pulp/Paper; (3) the Germany IFO Business Climate
index: IFO; (4) the Euro-area Economic Sentiment index: ESI; (5) the Euro-area
Composite Purchasing Manager index: PMI; (6) the bilateral dollar-euro exchange rate,
measured as year-on-year percentage growth: EXC; (7) the difference between three-
month and 10-year U.S. Treasury bond yield: SPR; and (8) the University of Michigan
consumer sentiment index for the United States: MICH. In line with the empirical study
of Bai, Ghysels, and Wright (2013), we consider the first difference of the series (3) to (8)
to induce stationarity, and we normalize all series by their full sample mean and standard
deviation.12
We estimate the mixed-frequency SV model defined as DGP 3 in Section 4 and the
linear Gaussian factor model defined as DGP 1 on eight different pairs of mixed fre-
quency observables.13 In each model we include GDP as the LF observable, and one of
the eight monthly indicators listed above as the HF variable. We assume the presence of
one HF latent factor (nf¼1), and that the observed quarterly GDP is the sum of three
unobservable monthly growth rates: yt ¼ yt þ yt1=3 þ yt2=3. Thus, we have m¼ 3 and
the LF variable is flow sampled. We estimate the SV model by the II procedure, using the
same auxiliary model as in the MC simulations of Section 4, and deploy the II estimates
in the reprojection procedure to filter the latent factors. We estimate the Gaussian state
space model without SV by adapting the Kalman filter for periodic state space models
proposed in Bai, Ghysels, and Wright (2013) to accommodate flow sampling (see
Appendix C).
5.2 Estimation and In-Sample Explanatory Power
Before performing the forecasting exercise, we discuss the estimation results of the models
for the entire data sample ending in 2011-Q1. In Table 6, we report the values of the R2 of
the regression of both GDP and the five monthly indicators (1)–(5) on the filtered values of
11 We thank M. Marcellino, M. Poqueddu, and F. Venditti for sharing their dataset with us.
12 Augmented Dickey–Fuller tests failed to reject the null hypothesis of a unit root for series (3) to
(8).
13 Differently from the specification of DGP 1 in Section 4, we allow the autoregressive parameters
dx and dy of the idiosyncratic error terms ux and uy to be different.
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the latent factor F in each model.14 For all five considered models, the factor explains a sub-
stantial fraction of the variability of both the GDP and the respective HF monthly indicator.
For the factor model with SV estimated with the IP indicator, the common factor explains
74% of the variability of GDP and 48% of Industrial Production. When the factor model
without SV is estimated on the same data, the explanatory power of the common factor
for GDP is slightly higher, as the R2 increases to 82%. On the other hand, the explanatory
power for GDP (resp. the HF indicator) of the factor extracted using the IFO and ESI sur-
vey indices, are higher (resp. lower) for the SV model than for the linear Gaussian one.15
The factor extracted using the IP-Pulp/Paper index explains only 11% of the variability of
this HF index for both models, but this is not surprising as the Pulp and Paper sector rep-
resents a small fraction of the total Industrial Production. Moving to the estimation of
Table 6. In-sample R2 of GDP and HF indicator on latent factor
SV Gaussian state space
(II) (Kalman filter)
HF Indicator R2ðGDPÞ R2(HF indicator) R2ðGDPÞ R2(HF indicator)
(1) Industrial Production 0.74 0.48 0.82 0.50
(2) Industrial Production—Pulp/paper 0.69 0.11 0.80 0.11
(3) Business Climate—IFO 0.56 0.43 0.42 0.65
(4) Economic Sentiment index 0.48 0.71 0.36 0.86
(5) PMI Composite 0.49 0.46 0.80 0.04
This table reports the R2 for the regressions of both GDP and the monthly indicators on the filtered values of
the latent factor F for different mixed frequency models. We estimate the mixed-frequency SV model defined as
DGP 3 in Section 4 and the linear Gaussian state space model defined as DGP 1 with different pairs of mixed
frequency observables. In each model, GDP is the LF (quarterly) observable, and is treated as a flow sampled
variable. The table reports results for ten different models, which differ for the HF (monthly) observable and
the presence/absence of SV. Columns 2 and 3 (resp. 4 and 5) display the R2 for the regression of the GDP and
the HF observable on the filtered values of F obtained from the models with (resp. without) SV. We estimate
the SV models via II using the same auxiliary models as in the MC simulations of Section 4. The mean and vol-
atility factors are filtered by reprojection. We estimate the Gaussian state space model by adapting the Kalman
filter for periodic state space models proposed in Bai, Ghysels, and Wright (2013), see Section C. All models
are estimated on the full data sample from 1991-Q1 to 2011-Q1.
14 The regression of GDP on the factor is a special type of MIDAS regression, in which we regress
the value of GDP growth at the end of quarter t on the sum of the filtered values of the factor in
the months of the same quarter:
yt ¼ yt þ yt1=3 þ yt2=3
¼ c1 Ft þ Ft1=3 þ Ft2=3
 þ uy;t þ uy;t1=3 þ uy;t2=3:
On the other hand, each HF indicator is regressed only on the contemporaneous value of the fac-
tor. In Table 6, we report R2 instead of the values of the loadings of the factor on observables, as
they are more easily interpretable.
15 These results are robust to the choice of the starting point of the estimation algorithms, which did
not show convergence problems for the series reported in the tables.
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our model using the EXC, SPR and MICH indicators, both in the full sample and in the
shorter subsamples considered in the forecasting exercise below, the regressions produce
loadings of the HF observables on the factor close to zero, and a filtered factor uncorre-
lated with the corresponding HF variable, with no forecasting power for GDP. For this
reason we report only results for the five monthly indicators (1)–(5). It should be noted
that our mixed frequency model admits only the contemporaneous impact of the common
latent factor on the HF variable, and the impact of the factor values within a quarter on
the flow-sampled LF variable. It could be that more general specifications, such as a fac-
tor model in which the observables load on more lags of the latent factor—on the last 12
months, for instance—might be more appropriate to assess the forecasting power for the
European GDP of the 2 U.S. macroeconomic indicators SPR and MICH, and the Euro-
dollar exchange rate EXC.16
Figures 1–5 display the time series of the observable variables used to estimate the factor
models, and the filtered mean and SV factor paths obtained via reprojection, corresponding
to HF indicators (1)–(5). Visual inspection of the estimated factor paths F^ of the five figures
reveal commonalities across models, like the major drop and the successive rebound follow-
ing the financial crisis of 2008. Nevertheless, the relative size of this drop appears to be
more pronounced for the two IP series than for IFO, ESI, and PMI.17 The trajectories of the
filtered SV factor are represented in Panel (c) of Figure 1, and Panels (d) of Figures 2–5. For
all but one of the monthly indicators, the estimated idiosyncratic volatility factor oscillates
around zero before 2008 and then increases to values larger than 1.5, indicating that the
idiosyncratic volatility of the monthly macroeconomic series more than doubled during the
recent financial crisis.18 Only the IP-Pulp/Paper idiosyncratic volatility shows a different
behavior, being much larger in the first half of the sample, than in the second one. We stress
that we do not impose any dependence structure between the mean factor F and the SV fac-
tor h specific to each HF series, and this fact might be relevant for the situations like the
one of the IP-Pulp/Paper monthly indicator in which the large drop of the mean factor in
2009, corresponding to the drop in DGP, is not associated with a spike in the volatility of
the HF index.
5.3 Forecasting
As the in-sample estimates of our five factor models are different, we expect the models to
have different forecasting power for the GDP. Similarly to Marcellino, Porqueddu, and
Venditti (2016), we perform an out-of-sample forecasting exercise where at the end of each
quarter we estimate the models with and without SV, and use them to forecast GDP up to
an horizon of H¼ 4 quarters ahead of the estimation sample final date. The first estimation
16 See Marcellino, Porqueddu, and Venditti (2016), in particular Section B of their online Appendix,
for an example of a richer dependence structure between the observables and the factor.
Nevertheless, this result is not surprising as the loadings of EXC, SPR, and MICH on their common
latent factor summarizing the current state of the business cycle, are much smaller—in absolute
value—than the loadings of the other five macroeconomic indicators.
17 As the estimated loadings of the latent factor F on the observables have positive signs, a drop in
the factor is associated with a drop in both GDP and the monthly indicator in the same quarter.
18 Indeed, the value of volatility exp 0:5 	 htð Þ increases from 1 to more than 2.1, when factor ht goes
from 0 to 1.5.
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window is from 1991-Q1 to 2005-Q4, and is recursively expanded up to 2010-Q4. In
Table 7, we report the Root Mean Squared Forecasting Errors (RMSFE) as ratios to the
RMSFE of a forecasting model assuming constant growth of the GDP. An entry below one
in Table 7 indicates that the factor model outperforms the naive constant growth bench-
mark. This choice allows us to have comparable results across different models, forecasting
horizons, but also with the results of Marcellino, Porqueddu, and Venditti (2016, Figures 8
and 9).
We immediately note that the forecasting ability of all models, relative to the naive
benchmark, is limited to short horizons up to two quarters ahead. Indeed, all the RMSFE
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Figure 1. Time series of observables and estimated factors: SV model estimated on GDP and IP. (a)
Quarterly GDP. (b) Monthly IP index. (c) Estimated common factor F^ . (d) Estimated SV factor h^. Panels
(a) and (b) display the time series of the (standardized) quarterly growth rate of European GDP, and
the (standardized) monthly growth rate of aggregate European Industrial Production index. These ser-
ies are used to estimate the mixed frequency state space model with SV specified as DGP 3 in Section
4, with flow sampling of the LF variable. The sample is from 1991-Q1 to 2011-Q1. Panels (c) and (d) dis-
play the estimated mean and idiosyncratic volatility factors F^ and h^. The parameters of the SV model
are estimated via II, using the same auxiliary model as in the MC simulations of Section 4. The factors
are filtered by reprojection.
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ratios reported in Table 7 are very close to, or even larger than, 1 for forecasting horizons
H¼3, 4 quarters. Note that Marcellino, Porqueddu, and Venditti (2016) report the
RMSFE ratios for a maximum of 7 months ahead, and that the RMSFE for 6 months (i.e.
H¼2 quarters) is always very close to 1 for all their models. For the factor models esti-
mated using the aggregate Industrial Production index, in Table 7 the linear Gaussian
model seems to outperform the model incorporating SV when used to forecast GDP at 1
quarter horizon, as the RMSFE ratio for the latter model is 0.7, which is smaller than the
value slightly below 0.8 reported by both our SV model, and by Marcellino, Porqueddu,
and Venditti (2016) for all their specifications. On the other hand, the results are com-
pletely different when considering the 1 quarter ahead forecasting accuracy of our SV mod-
els estimated on the IFO and ESI indexes (RMSFE around 0.7 for H¼ 1, and 0.9 for H¼2,
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(a)
(c) (d)
Figure 2. Time series of HF observable and estimated factors: SV model estimated on GDP and IP—
Pulp/Paper. (a) Monthly IP—Pulp/Paper index. (b) Estimated common factor F^ tþj=3. (c) Estimated SV
factor h^tþj=3. Panel (a) displays the (standardized) monthly growth rate of the European Industrial
Production index for “Pulp and Paper sector.” These series are used to estimate the mixed frequency
state space model with SV specified as DGP 3 in Section 4, with flow sampling of the LF variable
(European GDP, represented in Figure 1a). The sample is from 1991-Q1 to 2011-Q1. Panels (b) and (c)
display the estimated mean and idiosyncratic volatility factors F^ and h^. The parameters of the SV
model are estimated via Indirect Inference, using the same auxiliary model as in the MC simulations
of Section 4. The factors are filtered by reprojection.
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in both models), which clearly outperform our models without SV (only the IFO model has
a RMSFE lower than 1, equal to 0.9 for H¼ 1) and the model of Marcellino, Porqueddu,
and Venditti (2016) (RMSFE around 0.8 for H¼1, and around 1.0 for H¼1) at both one
and two quarters ahead horizons. Finally, the models estimated on IP-Pulp/paper and PMI
show some forecasting power at one quarter horizon, yet with larger RMSFE compared to
all models discussed above.
Overall, the results of this empirical exercise demonstrate the importance of considering
SV when estimating mixed frequency factor models both for the in-sample explanatory
power of the extracted factors, which might be important when constructing coincident
indexes of the economy as in Marcellino, Porqueddu, and Venditti (2016), and for the out-
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Figure 3. Time series of HF observables and estimated factors: SV model estimated on GDP and
IFO. (a) Monthly IFO index. (b) Estimated common factor F^ tþj=3. (c) Estimated SV factor h^tþj=3. Panel
(a) displays the time series of the monthly (standardized first difference of) Germany IFO Business
Climate index. These series are used to estimate the mixed frequency state space model with SV
specified as DGP 3 in Section 4, with flow sampling of the LF variable (European GDP, represented
in Figure 1a). The sample is from 1991-Q1 to 2011-Q1. Panels (b) and (c) display the estimated mean
and idiosyncratic volatility factors F^ and h^. The parameters of the SV model are estimated via II,
using the same auxiliary model as in the MC simulations of Section 4. The factors are filtered by
reprojection.
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of sample predictive ability of the estimated model. Moreover, the estimation of our SV
models on GDP (LF series) and only one monthly macroeconomic indicator (HF series)
showed, that the forecasting accuracy of the different macroeconomic variables can be dif-
ferent across different variables, horizons, and model specifications.
There is scope for even further improvements—despite the fact that some of our models
already outperform the approach suggested by Marcellino, Porqueddu, and Venditti
(2016)—using the same data and sample configurations. In our approach, we followed Bai,
Ghysels, and Wright (2013) who focused exclusively on bivariate specifications, whereas
Marcellino, Porqueddu, and Venditti (2016) build one joint model for the eight series con-
sidered. We have in principle eight forecasts obtained from the paired bivariate models—
with some outperforming and some mostly at par with the single large model they consider.
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(b) (c)
Figure 4. Time series of HF observable and estimated factors: SV model estimated on GDP and ESI. (a)
Monthly ESI index. (b) Estimated common factor F^ tþj=3. (c) Estimated SV factor h^tþj=3. Panel (a) dis-
plays the time series of the (standardized first difference of) monthly Euro-area Economic Sentiment
index. These series are used to estimate the mixed frequency state space model with SV specified as
DGP 3 in Section 4, with flow sampling of the LF variable (European GDP, represented in Figure 1a).
The sample is from 1991-Q1 to 2011-Q1. Panels (b) and (c) display the estimated mean and idiosyn-
cratic volatility factors F^ and h^. The parameters of the SV model are estimated via II, using the same
auxiliary model as in the MC simulations of Section 4. The factors are filtered by reprojection.
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In light with Andreou, Ghysels, and Kourtellos (2013) we could further improve the fore-
casting output by constructing forecast combinations of our 8 predictions—ultimately pro-
ducing a single combination forecast. Since the scope of our article is not to produce the
best forecasting model, but rather show the possibilities of estimating and implementing
state space models with SV using a new indirect inference approach, we refrain from adding
these further improvements.
Finally, the procedures we implemented lend themselves easily to nowcasting simply by
adopting a MIDAS with leads regression approach—see Andreou, Ghysels, and Kourtellos
(2013) for further details. As noted in Section 3, this is only done at the reprojection stage.
Hence, the model parameter estimates suffice to run another simulation to obtain the now-
casting models.
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Figure 5. Time series of HF observable and estimated factors: SV model estimated on GDP and PMI.
(a) Monthly PMI index. (b) Estimated common factor F^ tþj=3. (c) Estimated SV factor h^tþj=3. Panel (a)
displays the time series of the (standardized first difference of) monthly Euro-area Composite
Purchasing Manager index. These series are used to estimate the mixed frequency state space
model with SV specified as DGP 3 in Section 4, with flow sampling of the LF variable (European
GDP, represented in Figure 1a). The sample is from 1991-Q1 to 2011-Q1. Panels (c) and (d) display
the estimated mean and idiosyncratic volatility factors F^ and h^. The parameters of the SV model are
estimated via II, using the same auxiliary model as in the MC simulations of Section 4. The factors
are filtered by reprojection.
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6 Conclusions
We proposed a fairly simple and remarkably accurate indirect inference estimation proce-
dure for state space models with either Gaussian errors or SV. We consider a mixed fre-
quency data setting as it is a typical situation where SV is relevant due to the use of HF
data. We confined our attention to settings involving only a single high and LF data series.
Yet, the methods can easily be extended to more series of either type as the mixed frequency
VAR auxiliary model can straightforwardly accommodate such settings. A more challeng-
ing extension involves larger values of m—the differences in LF and HF. The use of
U-MIDAS regressions makes our approach extremely computationally attractive due to the
use of OLS. With larger values of m we know that U-MIDAS becomes over-parameterized.
While regular MIDAS regressions are a feasible alternative—they require nonlinear estima-
tion and are therefore less appealing. It should also be noted that we only covered indirect
estimation procedures. It would also be fairly straightforward to apply the moment match-
ing procedure of Gallant and Tauchen (1996) instead. As is well known, this would make
our procedures potentially computationally even more attractive, while maintaining the
same asymptotic properties. This would also broaden the potential set of auxiliary models,
including GARCH and EGARCH, as the Gallant and Tauchen (1996) procedure is based
on the empirical score and does not require repeated ML estimates. An interesting
Table 7. RMSFE for GDP
SV Gaussian state space
(II) (Kalman filter)
Forecast horizon H Forecast horizon H
(Quarters ahead) (Quarters ahead)
HF Indicator 1 2 3 4 1 2 3 4
(1) Industrial Production 0.79 1.00 1.12 1.16 0.70 1.02 1.06 1.06
(2) Industrial Production—Pulp/paper 0.83 1.30 1.00 1.05 0.80 1.02 1.03 1.02
(3) Business Climate—IFO 0.68 0.89 0.98 1.02 0.91 1.12 1.14 1.08
(4) Economic Sentiment index 0.70 0.92 1.01 1.04 1.00 0.98 0.97 0.97
(5) PMI Composite 0.92 0.99 0.99 0.99 0.78 1.00 1.01 1.02
This table reports the RMSFE for GDP in different mixed frequency models. The RMSFE is reported as the
ratio to the RMSFE of the naive forecasting model assuming constant GDP growth rate. We consider the
mixed-frequency SV model defined as DGP 3 in Section 4 and the linear Gaussian state space model defined as
DGP 1 with different pairs of mixed frequency observables. In each model, GDP is the LF (quarterly) observ-
able, and is treated as a flow sampled variable. The table reports the forecasting results for ten different models,
which differ for the HF (monthly) observable and the presence/absence of SV. To produce the forecasts, the
models are estimated on the estimation window, and then used for prediction up to four quarters ahead of the
estimation final date. The first estimation window is from 1991-Q1 to 2005-Q4, and is recursively expanded
up to 2010-Q4. Columns 2 to 5 (resp. 6 and 9) display the RMSFE ratios at horizons H ¼ 1; 2; 3; 4 quarters
ahead for the models with (resp. without) SV. We estimate the SV models via II using the same auxiliary mod-
els as in the MC simulations of Section 4. We estimate the Gaussian state space model by adapting the Kalman
filter for periodic state space models proposed in Bai, Ghysels, and Wright (2013), see Section C.
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extension in this regard would be to use the criteria introduced by Barigozzi, Halbleib-
Chiriac, and Veredas (2014) for choosing the best auxiliary model.
Last but not least, it should be noted that we assumed that the number of factors is
known. In practice, one should of course also consider testing for the number of factors.
There is a considerable literature on testing for the number of factors. In terms of testing, it is
worth noting that the indirect inference procedures should not pose any additional issues in
terms of testing the number of factors. See in particular Guay and Scaillet (2003) who study a
hypothesis testing problem quite similar to determining the number of factors—namely
involving unidentified parameters under the null—in the context of indirect inference.
Appendix A: Mixed Frequency Linear State Space Models
In this Appendix, we summarize some results from Bai, Ghysels, and Wright (2013) con-
cerning linear state space models with mixed frequency data. These results are useful to
obtain the binding function linking our structural state space model and the auxiliary
MIDAS regressions when the structural model does not feature SV (see Section 2.1). They
also provide the Kalman filter algorithm for ML estimation of the structural model without
SV used in the MC simulations (see Section 4).
A.1. Model Setup
The linear state space model presented in Section 2.1 can be summarized as follows. The
latent factor F follows a VAR(p) process:
Ftþj=m ¼
Xp
l¼1
UlFtþ jlð Þ=m þ gtþj=m 8t ¼ 1; . . . ;T; j ¼ 0; . . . ;m 1: (A.1)
The LF data is related to factors as follows:
ytþj=m ¼ c01Ftþj=m þ u1;tþj=m 8t; j ¼ 0; . . . ;m 1; (A.2)
with u1;tþj=m having an AR(k) representation:
d1 L
1=m
 
u1;tþj=m ¼ e1;tþj=m; d1 L1=m
 
 1 d11L1=m  . . .  dk1Lk=m; (A.3)
and the lag operator L1=m applying to HF data, that is L1=mut  ut1=m: The observed LF
process y relates to the latent process y via a linear aggregation scheme:
yctþj=m ¼ Wjyctþ j1ð Þ=m þ kjytþj=m; (A.4)
where yt is equal to y
c
t for integer t, and is not observed otherwise. The HF process xtþj=m
relates to the factors as follows:
xtþj=m ¼ c02Ftþj=m þ u2;tþj=m 8t; j ¼ 0; . . . ;m 1; (A.5)
where:
d2 L
1=m
 
u2;tþj=m ¼ e2;tþj=m; d2 L1=m
 
 1 d12L1=m  . . .  dk2Lk=m: (A.6)
This model corresponds to a restricted version of the specification in Assumptions 1.1 and
1.2 with qSV ¼ 1 and 2 ¼ 0.
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A.2. State Space Representation and Kalman Filter
The above equations yield a periodic state space model with measurement equation:
Yjt ¼ Zjatþj=m
Yjt ¼ yt;xtð Þ0 j ¼ 0
Yjt ¼ xtþj=m 0 < jm 1
;
8<
: (A.7)
where
Z0 ¼
c01
c02
O2nf p1ð Þ I2 O22 k1ð Þ
" #
Zj ¼ c02 O1nf p1ð Þ 1 O12 k1ð Þ
 
for 0 < jm 1 and state vector
atþj=m ¼ F0tþj=m; . . . ; F0tþ jpþ1ð Þ=m;u0tþj=m; . . . ;u0tþ jkþ1ð Þ=m
 0
;
where utþj=m¼ u1;tþj=m;u2;tþj=m
 0
:
The transition equation is:
atþj=m ¼ Ratþ j1ð Þ=m þQftþj=m (A.8)
where
R ¼
U1 . . . Up1 Up Onf2 k1ð Þ Onf2
I p1ð Þnf O p1ð Þnfnf O p1ð Þnf2 k1ð Þ O p1ð Þnfn
O2 p1ð Þnf O2nf D1 . . . Dk1 Dk
O2 k1ð Þ p1ð Þnf O2 k1ð Þnf I2 k1ð Þ O2 k1ð Þ2
2
66664
3
77775
Q ¼
Inf Onf2
O p1ð Þnfnf O p1ð Þnf2
O2nf I2
O2 k1ð Þnf O2 k1ð Þ2
2
66664
3
77775
Di¼ diag(dli; l ¼ 1; 2) and ftþj=m¼ g0tþj=m; e1;tþj=m; e2;tþj=m
 0
. Let Rf denote the variance–
covariance matrix of ftþj=m.
The above state space model is periodic as it cycles to the data release pattern that repeats
itself every m periods. Such systems have a (periodic) steady state (see e.g. Assimakis and
Adam (2009)). If we let Pjjj1 denote the steady-state covariance matrix of atþj=mjtþ j1ð Þ=m;
then the equations:
Pjþ1jj ¼ QRfQ0 þ RPjjj1R0  RPjjj1Z0j ZjPjjj1Z0j
h i1
ZjPjjj1R0 j ¼ 0; . . . ;m 2
P0j1 ¼ QRfQ0 þ RP2j1R0  RP2j1Z0j ZjP2j1Z0j
h i1
ZjP2j1R0 j ¼ m 1
(A.9)
must be satisfied and Pjjj1 ¼ Pjþmjjþm1; 8 j:The periodic steady state Kalman gain is
therefore:
Kjjj1 ¼ Pjjj1Z0j ZjPjjj1Z0j
h i1
(A.10)
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with Kjjj1  Kjþmjj1þm; 8 j. Let us define the information set IMtþj=m as the linear space gen-
erated by Yjtþ jkð Þ=mjk
0
n o
: When we define the extraction of the state vector as:
a^ tþj=mð Þj tþj=mð Þ ¼ E atþj=mjIMtþj=m
h i
(A.11)
the filtered states are:
a^ tþj=mð Þj tþj=mð Þ ¼ Ajjj1a^tþ j1ð Þ=mjtþ j1ð Þ=m þ Kjjj1Yjt ; (A.12)
where Ajjj1 ¼ R Kjjj1ZjR and Ymt ¼ Y0tþ1.
Suppose we are interested in predicting at LF intervals only, namely a^ tþkð Þjt; for k integer
valued, using all available LF and HF data. First we note that:
a^ tþkð Þj tþkð Þ ¼ ~Am1
h ik
a^tjt þ
Xm
i¼1
Xk
j¼1
~A
m
1
h ikj
~A
m
iþ1Kiji1Y
i
tþj1; (A.13)
where
~A
i
j ¼
Aiji1Ai1ji2 . . . Ajjj1 i
 j
I i < j
:
(
Expression (A.13) can be obtained via straightforward algebra—see Assimakis and Adam
(2009). Given Assumption 1.1, all the eigenvalues of Ajjj1; j¼ 1, . . . ; m 1; are inside the
unit circle, as are the eigenvalues of the product matrices ~A
i
j
n o
(see again Assimakis and
Adam (2009)). This implies that we can rewrite (A.13) as:
a^tjt ¼
X1
j¼0
Xm
i¼1
~A
m
1
h ij
~A
m
iþ1Kiji1Y
i
tj
¼
X1
j¼0
~A
m
1
h ij
Kmjm1
ytj
xtj
 !
þ
X1
j¼0
Xm1
i¼1
~A
m
1
h ij
~A
m
iþ1Kiji1xt1jþi=m
(A.14)
from which forecasts can easily be constructed as Et ytþh½  ¼ Z0;1Rmha^tjt, where Z0;1 denotes
the first row of the matrix Z0. When factor F is scalar with autoregressive coefficient q, and
m¼3, the latter equation yields Equation (2.1) in Section 2.1.
A.3. ML Estimation
To proceed to ML estimation, let h 2 H be the parameter vector governing the parameters
of the state space model, that is h¼ cið Þ2i¼1; Wið Þpi¼1; Dið Þki¼1;Rf
 
(accounting for identifica-
tion constraints). Consider the vector Yjt defined for j¼0, . . . ; m 1; in Equation (A.7)
and the information set IMtþj=m in Equation (A.11). Then:
Yjtþ jþ1ð Þ=mjIMtþj=m; h  N ltþ jþ1ð Þ=m hð Þ;Rtþ jþ1ð Þ=m hð Þ
 
(A.15)
with ltþ jþ1ð Þ=m hð Þ  Zjþ1 hð Þa^tþ jþ1ð Þ=mjtþj=m hð Þ and
Rtþ jþ1ð Þ=m hð Þ  Zjþ1 hð Þ0Ptþ jþ1ð Þ=mjtþj=m hð ÞZjþ1 hð Þ þQ hð Þ:
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The value of the log likelihood for a sample of size Tm is then:
XT
t¼1
Xm1
j¼0
log ‘ Yjtþ jþ1ð Þ=mjIMtþj=m; h
 
¼ Tm
2
log 2pð Þ  1
2
XT
t¼1
logjRtþ jþ1ð Þ=m hð Þj
 1
2
XT
t¼1
Xm1
j¼0
Yjtþ jþ1ð Þ=m  ltþ jþ1ð Þ=m
 
0
Rtþ jþ1ð Þ=m hð Þ
 1
Yjtþ jþ1ð Þ=m  ltþ jþ1ð Þ=m hð Þ
 
:
(A.16)
We denote the estimator that maximizes this log likelihood function by h^
ML
Tm . Standard regu-
larity conditions imply that as T!1 :
ffiffiffiffiffiffiffi
Tm
p
h^
ML
Tm  h0
 
!dN 0;VML
 
; (A.17)
where h0 denotes the true parameter value.
Appendix B: Estimation of the Mixed-frequency SV Model by Monte
Carlo EM Algorithm
In this Appendix, we describe a Monte Carlo EM algorithm for estimation of the state
space model with mixed frequency data and SV (see Section 2.5). In this algorithm, the
smoothing distribution of the latent factors necessary in the Expectation step is obtained
using a forward-filtering/backward-smoothing simulation-based procedure.
B.1. Model Setup
In this Appendix, we only consider models with unidimensional observables yt and xtþj=m,
and unidimensional latent factors Ftþj=m and htþj=m. The generalization to multivariate
observables and latent factors is relatively straightforward, at the expense of a more
involved notation. We consider a model with autocorrelated innovations uy;tþj=m and stock
sampled LF variables ytþj=m:
ytþj=m ¼ c1Ftþj=m þ uy;tþj=m; (B.1)
xtþj=m ¼ c2Ftþj=m þ ux;tþj=m; (B.2)
Ftþj=m ¼ qFtþ j1ð Þ=m þ gtþj=m; (B.3)
htþj=m ¼ qSVhtþ j1ð Þ=m þ ntþj=m; (B.4)
uy;tþj=m ¼ d uy;tþ j1ð Þ=m þ ryey;tþj=m; (B.5)
ux;tþj=m ¼ rxexp 1
2
htþj=m
 
ex;tþj=m; (B.6)
gtþj=m; ntþj=m; ey;tþj=m; ex;tþj=m
 0
 i:i:N 0; I4ð Þ; (B.7)
ytþj=m is stock sampled at j ¼ 0: (B.8)
We focus on the setting with m¼3 as in the Monte Carlo analysis of Section 4.
In Section B.2 we derive the state space representation of the SV model in LF. In Section
B.3 we describe the E-step and the M-step of the EM algorithm. In Section B.4 we provide
the simulation-based procedure to obtain the smoothing distribution of the latent factor
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process required in the E-step of the EM algorithm. Throughout this Appendix, ‘ 	ð Þ denotes
the (conditional) density of the indicated random variables.
B.2. State Space Representation
We derive a state space representation of model (B.1)–(B.8) in LF. For this purpose, we define
the vector of stacked measurements Yt and the vector of stacked latent factors ft as follows:
Yt :¼ yt; xt; xt1=3;xt2=3
 0
;
ft :¼
~Ft
~ht
" #
; ~Ft :¼
Ft
Ft1=3
Ft2=3
2
64
3
75; ~ht :¼
ht
ht1=3
ht2=3
2
64
3
75:
B.2.1 Measurement density
Let us first derive the distribution of Yt given Yt1 and ft . From Equations (B.1)–(B.8) we get:
Yt ¼ C~Ft þ ut; (B.9)
where
ut :¼ uy;t; ux;t; ux;t1=3;ux;t2=3
 0
; C :¼
c1 0 0
c2 0 0
0 c2 0
0 0 c2
2
666664
3
777775:
To derive the dynamics of innovation ut, we use that Equation (B.5) and backward iteration
imply uy;t ¼ d3uy;t1 þ ry ey;t þ dey;t1=3 þ d2ey;t2=3
 
. This equation can be written as:
uy;t ¼ d3uy;t1 þ ry
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ d2 þ d4
p
ey;t; e

y;t  i:i:N 0; 1ð Þ; t ¼ 1; 2; . . . ;T;
where ey;t
 
is independent from ex;tj=3
 
; gtj=3
 
and ntj=3
 
. Thus, innovation process
utð Þ is such that:
ut ¼ Aut1 þ Bt~et ; (B.10)
where
~et ¼
ey;t
ex;t
ex;t1=3
ex;t2=3
2
66664
3
77775; A ¼
d3 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
2
66664
3
77775;
Bt ¼
ry
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ d2 þ d4p 0 0 0
0 rxexp
1
2
ht
 
0 0
0 0 rxexp
1
2
ht1=3
 
0
0 0 0 rxexp
1
2
ht2=3
 
2
6666666664
3
7777777775
:
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Equations (B.9) and (B.10) imply:
Yt  AYt1 ¼ C~Ft  AC~Ft1 þ Bt~et ;
and thus:
Yt ¼
yt
xt
xt1=3
xt2=3
2
666664
3
777775 ¼
d3yt1 þ c1 Ft  d3Ft1
 
c2Ft
c2Ft1=3
c2Ft2=3
2
666664
3
777775þ Bt~e

t :
From the last equation we get the measurement distribution:
Yt j Yt1 ; ft  N
d3yt1 þ c1 Ft  d3Ft1
 
c2Ft
c2Ft1=3
c2Ft2=3
2
666664
3
777775; B
2
t
0
BBBBB@
1
CCCCCA; (B.11)
and the measurement density:
‘ YtjYt1 ; ft ; h
 
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pð Þ4 r2y 1þ d2 þ d4ð Þ r2x
 3
exp ht þ ht1=3 þ ht2=3
 	q
 exp
(
 yt  d
3yt1  c1 Ft  d3Ft1
  2
2 1þ d2 þ d4ð Þr2y
 xt  c2Ftð Þ
2
2r2xexp htf g
 xt1=3  c2Ft1=3
 2
2r2xexp ht1=3
 	  xt2=3  c2Ft2=3
 2
2r2xexp ht2=3
 	
)
¼: h YtjYt1; ft ; h
 
:
(B.12)
The measurement density depends on the past measurement Yt1, and on the current and
past factor values ft, ft1.
B.2.2 Transition density
Let us now derive the distribution of ft given Yt1 and ft1 . From Equations (B.3) to (B.4)
and being gtþj=3
 
; ntþj=3
 
independent Gaussian White Noise processes, we have:
‘ ftjYt1 ; ft1 ; h
 
¼ ‘ ftjft1; hð Þ ¼ ‘ ~Ftj~Ft1; h
 
‘ ~htj~ht1; h
 
:
Thus, process ftð Þ is exogenous and first-order Markov, with transition density:
g ftjft1; hð Þ ¼ g ~Ftj~Ft1; h
 
g ~htj~ht1; h
 
¼ g FtjFt1=3; h
 
g Ft1=3jFt2=3; h
 
g Ft2=3jFt1; h
 
 g htjht1=3; h
 
g ht1=3jht2=3; h
 
g ht2=3jht1; h
 
;
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where:
g Ftj=3jFt jþ1ð Þ=3; h
  ¼ 1ffiffiffiffiffi
2p
p exp  Ftj=3  qFt jþ1ð Þ=3
 2
2
( )
; (B.13)
g htj=3jht jþ1ð Þ=3; h
  ¼ 1ffiffiffiffiffiffiffiffiffiffi
2p2
p exp  htj=3  qSVht jþ1ð Þ=3
 2
22
( )
; (B.14)
for j¼0, 1, 2.
B.2.3 The likelihood function
The density of YT ; fT
 
, conditioning on Y0 and f0, is:
‘ YT ; fT ; h
 
¼
YT
t¼1
‘ YtjYt1 ; ft ; h
 
‘ ftjYt1 ; ft1 ; h
 
¼
YT
t¼1
h YtjYt1; ft ; h
 
g ftjft1; hð Þ:
The likelihood function ‘ YT ; h
 
, conditioning on y0 and f0, is obtained by integrating out
the path of the unobservable factor:
‘ YT ; h
 
¼
ð
‘ YT ; fT ; h
 
dfT
¼
ð
:::
ðYT
t¼1
h YtjYt1; ft ; h
 
g ftjft1; hð Þ
n oYT
t¼1
dft:
The large-dimensional integral with respect to the factor path makes this expression of the
likelihood function intractable for the computation of the ML estimate. The EM algorithm
defined in the next section relies instead on the so-called complete-observation log-likelihood
function, that is the log-density function of both the observable and unobservable variables:
L hð Þ :¼ log ‘ YT ; fT ; h
 
¼
XT
t¼1
log h YtjYt1; ft ; h
 
þ
XT
t¼1
log g ftjft1; hð Þ
¼
XT
t¼1
log h YtjYt1; ft ; h
 
þ
XT
t¼1
X2
j¼0
log g Ftj=3jFt jþ1ð Þ=3; h
 þ log g htj=3jht jþ1ð Þ=3; h  :
(B.15)
Substituting Equations (B.12), (B.13), and (B.14) into Equation (B.15) we get:
LðhÞ ¼ 1
2

T logð1þ d2 þ d4Þ þ T log r2y þ 3T logr2x þ 3T log 2
þ
XT
t¼1
½yt  d3yt1  c1ðFt  d3Ft1Þ2
ð1þ d2 þ d4Þr2y
þ
XT
t¼1
X2
j¼0

htj=3 þ
ðxtj=3  c2Ftj=3Þ2
r2xexp fhtj=3g
þ ðFtj=3  qFtðjþ1Þ=3Þ2
þ 1
2
ðhtj  qSVhtðjþ1Þ=3Þ2
!
;
(B.16)
up to an additive constant.
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B.3 The EM Algorithm
The EM algorithm is an iterative procedure to compute numerically the ML estimate in a
model with unobservable variables (Dempster, Laird, and Rubin, 1977). Let h^
ið Þ  h^EM; ið ÞTm
be the estimate of parameter h at iteration i of the EM algorithm. The update i! iþ 1 con-
sists of two steps:
1. Expectation (E) step. Compute function Q hj~h
 
, with ~h ¼ h^ ið Þ, where:
Q hj~h
 
:¼ E~h L hð ÞjYT
h i
¼
XT
t¼1
E~h h YtjYt1; ft ; h
 
jYT
h i
þ
XT
t¼1
X2
j¼0
E~h log g Ftj=3jFt jþ1ð Þ=3; h
 þ log g htj=3jht jþ1ð Þ=3; h jYTh i;
and E~h 	jYT
h i
denotes the expectation w.r.t. the conditional distribution of fT given YT
for parameter value ~h.
2. Maximization (M) step. Compute the estimate for iteration iþ1 as:
h^
iþ1ð Þ
:¼ arg max
h2H
Q hjh^ ið Þ
 
:
The iteration is performed until numerical convergence of the estimate is achieved.
We detail below the E-step and the M-step of the EM algorithm for the SV model with
mixed frequency.
B.3.1 The E-step
Let us compute explicitly Qðhj~hÞ, with ~h ¼ h^ðiÞ, for model (B.1)–(B.8). From (B.16), we
have:
Qðhj~hÞ :¼E~h LðhÞjYT
h i
¼1
2
 
T logð1þd2þd4ÞþT logr2yþ3T logr2xþ3T log2þ
XT
t¼1
X2
j¼0
E~h htj=3jYT
h i
þ 1ð1þd2þd4Þr2y
XT
t¼1
E~h ðytd3yt1 c1ðFtd3Ft1ÞÞ2jYT
h i
þ 1
r2x
XT
t¼1
X2
j¼0

E~h ðxtj=3c2Ftj=3Þ2ehtj=3 jYT
h i
þE~h ðFtj=3qFtðjþ1Þ=3Þ2jYT
h i
þ 1
2
E~h ðhtj=3qSVhtðjþ1Þ=3Þ2jYT
h i!
;
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up to an additive constant. The last equation can be expressed as:
Qðhj~hÞ¼1
2
 
Tlogð1þd2þd4ÞþTlogr2yþ3Tlogr2xþ3Tlog2
þ
XT
t¼1
X2
j¼0
E~h htj=3jYT
h i
þ 1ð1þd2þd4Þr2y
XT
t¼1

ðytd3yt1Þ2
2c1

E~h FtjYT
h i
ytd3ðE~h Ft1jYT
h i
ytþE~h FtjYT
h i
yt1Þþd6E~h Ft1jYT
h i
yt1

þc21

E~h F
2
t jYT
h i
2d3E~h FtFt1jYT
h i
þd6E~h F2t1jYT
h i
þ 1
r2x
XT
t¼1
X2
j¼0

x2tj=3E~h e
htj=3 jYT
h i
2c2xtj=3E~h Ftj=3ehtj=3 jYT
h i
þc22E~h F2tj=3ehtj=3 jYT
h i
þE~h F2tj=3jYT
h i
2qE~h Ftj=3Ftðjþ1Þ=3jYT
h i
þq2E~h F2tðjþ1Þ=3jYT
h i
þ 1
2
E~h h
2
tj=3jYT
h i
2qSVE~h htj=3htðjþ1Þ=3jYT
h i
þq2SVE~h h2tðjþ1Þ=3jYT
h i!
:
(B.17)
From Equation (B.17) we note that the estimation step requires the smoothing distribu-
tion of the factor path, in order to compute the conditional expectations E~h 	jYT
h i
. As an
exact smoother is not available, in Section B.4 we propose a recursive particle smoother to
compute E~h 	jYT
h i
.
B.3.2 The M-step
By maximizing function h! Q hj~h
 
, for ~h ¼ h^ ið Þ in Equation (B.17), we get the following
estimates of the model parameters collected in vector h^
ðiþ1Þ
:
c^2 ¼
XT
t¼1
X2
j¼0 E~h Ftj=3e
htj=3 jYT
h i
xtj=3XT
t¼1
X2
j¼0 E~h F
2
tj=3e
htj=3 jYT
h i ;
r^2x ¼
1
3T
XT
t¼1
X2
j¼0
ðE~h ehtj=3 jYT
h i
x2tj=3  2c^2E~h Ftj=3ehtj=3 jYT
h i
xtj=3
þ c^22E~h F2tj=3ehtj=3 jYT
h i
Þ;
q^ ¼
XT
t¼1
X2
j¼0 E~h Ftj=3Ftðjþ1Þ=3jYT
h i
XT
t¼1
X2
j¼0 E~h F
2
tðjþ1Þ=3jYT
h i ;
q^SV ¼
XT
t¼1
X2
j¼0 E~h htj=3htðjþ1Þ=3jYT
h i
XT
t¼1
X2
j¼0 E~h h
2
tðjþ1Þ=3jYT
h i ;
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^2 ¼ 1
3T
XT
t¼1
X2
j¼0

E~h ½h2tj=3jYT   2q^SVE~h ½htj=3htðjþ1Þ=3jYT 
þ q^2SVE~h ½h2tðjþ1Þ=3jYT 

;
and:
ðc^1; d^; r^yÞ ¼ arg min
c1 ;d;ry
"
T logð1þ d2 þ d4Þ þ T logr2y þ
1
ð1 þ d2 þ d4Þr2y
XT
t¼1
(
ðyt  d3yt1Þ2
 2c1

E~h ½FtjYT yt  d3ðE~h ½Ft1jYT yt þ E~h ½FtjYT yt1Þ þ d6E~h ½Ft1jYT yt1

þ c21

E~h ½F2t jYT   2d3E~h ½FtFt1jYT  þ d6E~h ½F2t1jYT 
)#
:
(B.18)
The estimates c^2; r^
2
x; q^; q^SV ; ^
2 of the parameters in the M-step are available in closed
form, therefore they do not contribute any substantial computational cost. The parameters
c^1; d^ and r^y, are estimated solving numerically the minimization problem in Equation
(B.18), with a negligible computational cost compared that of the filtering and smoothing
algorithms proposed in the next Section B.4.
B.4 Sequential Particle Filtering and Smoothing Algorithms
The E-step in the EM algorithm involves the smoothing distribution of the latent factors
paths to compute the conditional expectation E~h 	jYT
h i
. As an exact smoother is not avail-
able for our nonlinear SV model, we propose a sequential backward smoothing algorithm
to approximate these conditional expectations. The smoothing algorithm requires, at each
date t  j=3, for t ¼ 1; . . . ;T and j¼0, 1, 2, samples from the filtering distribution of the
latent factors. For this reason, we start with the description of the sequential filtering algo-
rithm based on simulation, before describing the smoothing algorithm. The filtering algo-
rithm proposed in the next section is based on Appendix A.1 in Kim and Stoffer (2008), in
particular see their pages 816, 817, 828 and 829, and the references therein, mainly
Kitagawa (1996) and Kitagawa and Sato (2001). The idea is to approximate the filtering
distribution by a sample of S draws (particles) from it, with S large. This requires an algo-
rithm to draw from the specific distributions of our model. At the E-step of the i-th iteration
of the EM algorithm, the estimate of the model parameter h^
ið Þ
is available from the previous
iteration (i – 1)-th.
In this section, it is convenient to write the model in state space at HF. Let s ¼ t  j=3,
for t ¼ 1; . . . ;T and j¼0, 1, 2. The measurement is Ys ¼ ys; xsð Þ0 if s ¼ t, and Ys ¼ xs if
s ¼ t  j=3, j¼ 1, 2. The latent factor is fs ¼ Fs;hsð Þ0. The transition equation can be writ-
ten as:
fs ¼
Fs
hs
" #
¼
q 0
0 qSV
" #
Fs1=3
hs1=3
" #
þ
gs
ns
" #
;
gs
ns
" #
 i:i:N
0
0
" #
;
1 0
0 2
" # !
:
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B.4.1 Sequential filtering based on importance sampling
We propose an algorithm to obtain the samples f s; ið Þs ¼ Fs; ið Þs ;hs; ið Þs
 0
, with s ¼ 1; . . . ; S, from
the filtering distribution of the latent factors for parameter value h^
ið Þ
, denoted as
‘ fsjYs ; h^ ið Þ
 
, for any s. The following steps constitute the filtering algorithm based on
importance sampling with resampling:
1. Start at the first date s ¼ t  j=3 ¼ 0 by drawing a sample f s; ið Þ0 , for s ¼ 1; :::; S, from the
stationary distribution of fs for parameter value h^
ið Þ
, denoted ‘ fs; h^
ið Þ 
:
‘ fs; h^
ið Þ   N 0;
1
1 q^ ið Þ;2 0
0
^ ið Þ;2
1  q^ ið Þ;2SV
2
6664
3
7775
0
BBB@
1
CCCA: (B.20)
2. At date s ¼ t  j=3
1=3, let the input be an approximation of the filtering distribution
‘ fs1=3jYs1=3 ; h^
ið Þ 
via particles f
s; ið Þ
s1=3, for s ¼ 1; :::; S.
(a) Generate a sample f 0;s; ið Þs ; s ¼ 1; :::; S, from ‘ fsjYs1=3 ; h^
ið Þ 
. We use fsjfs1=3;
Ys1=3  g 	jfs1=3
 
where g is the transition density (see Section B.2.2).
Hence, we draw f 0;s; ið Þs from g 	jf s; ið Þs1=3
 
. This is achieved by the following steps:
(a.1)
Generate independent random numbers:
gs; ið Þs  N 0;1ð Þ; ns; ið Þs  N 0; ^ ið Þ;2
 
;
for s ¼ 1; . . . ; S.
(a.2)
Compute
f 0;s; ið Þs ¼
F0;s; ið Þs
h0;s; ið Þs
" #
¼
q^ ið Þ 0
0 q^ ið ÞSV
" #
F
s; ið Þ
s1=3
h
s; ið Þ
s1=3
2
4
3
5þ gs; ið Þs
ns; ið Þs
" #
;
for s ¼ 1; . . . ; S.
(b) Generate a sample from the filtering distribution ‘ fsjYs ; h^ ið Þ
 
. We use ‘
fsjYs ; h^ ið Þ
 
/ ‘ YsjYs1=3 ; fs ; h^
ið Þ 
‘ fsjYs1=3 ; h^
ið Þ 
and the importance sampling
principle. Compute the weights:
ws;ðiÞs / l YsjYs1=3 ; f 0;s;ðiÞs ; h^
ðiÞ 
¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞ2r^ðiÞ;2y r^ðiÞ;2x exp fh0;s;ðiÞt g
q
exp  ½yt  d
3yt1  c^ðiÞ1 ðF0;s;ðiÞt  d3F0;s;ðiÞt1 Þ2
2r^ðiÞ;2y
 ðxt  c^
ðiÞ
2 F
0;s;ðiÞ
t Þ2
2r^ðiÞ;22 exp fh0;s;ðiÞt g
( )
s ¼ t;
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr^ðiÞ;2x exp fh0;s;ðiÞs g
q exp ðxtj=3  c^ðiÞ2 F0;s;ðiÞs Þ2
2r^ðiÞ;22 exp fh0;s;ðiÞs g
( )
s ¼ t  j=3; j ¼ 1;2;
8>>>>>>><
>>>>>>>:
for s ¼ 1; :::; S.
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Then, generate f s; ið Þs ¼ Fs; ið Þs ; hs; ið Þs
 0
by resampling from f 0;s; ið Þs ¼ F0;s; ið Þs ;h0;s; ið Þs
 0
with weights ws; ið Þs , for s ¼ 1; . . . ; S.
This filtering algorithm is straightforward to implement for our model because it only
requires (i) to simulate from the state transition density and (ii) evaluate the measurement
density. In unreported Monte Carlo experiments, we find that the direct application of this
filtering algorithm produces, in a nonnegligible fraction of the MC replications, degenerate
filtered distribution of the latent factors. This degeneracy problem has been solved by modi-
fying the algorithm presented in this section as an auxiliary particle filter algorithm, simi-
larly as Pitt and Shephard (1999). See, among others, Douc, Moulines, and Olsson (2009),
Carvalho et al. (2010), Doucet (2010), Lopes and Tsay (2011), Creal (2012), Kantas et al.
(2015), and the reference therein, for a more extensive description of auxiliary particle fil-
ter. In Section B.4.2 we describe the auxiliary particle filter used to produce the MC results
in the main body of this article.
B.4.2 Sequential filtering based on auxiliary particle filter
The following steps constitute our auxiliary particle filter:
1. Start at the first date s ¼ t  j=3 ¼ 0 by drawing a sample f s; ið Þ0 , for s ¼ 1; :::; S, from the
stationary distribution of fs for parameter value h^
ið Þ
, denoted ‘ fs; h^
ið Þ 
and given in
(B.20).
2. At date s ¼ t  j=3
 1=3, let the input be an approximation of the filtering distribution
‘ fs1=3jYs1=3 ; h^
ið Þ 
via particles f
s; ið Þ
s1=3, for s ¼ 1; :::; S.
a. Generate auxiliary particles f
s; ið Þ
s ¼ F
s; ið Þ
s ;h
s; ið Þ
s
h i0
, where F
s; ið Þ
s ¼ q^ ið ÞFs; ið Þs1=3 and
h
ið Þ
s ¼ q^ ið ÞSVhs; ið Þs1=3, that is F
s; ið Þ
s ¼ E FsjFs1=3 ¼ Fs; ið Þs1=3; h^
ið Þh i
and h
s; ið Þ
s ¼
E hsjhs1=3 ¼ hs; ið Þs1=3; h^
ið Þh i
.
b. The auxiliary particles are used to define weights and resample from the old par-
ticles f
s; ið Þ
s1=3. Specifically, compute the weights:
ws; ið Þs / ‘ YsjYs1=3 ; f
s; ið Þ
s ; h^
ið Þ 
¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pð Þ2r^ ið Þ;2y r^ ið Þ;2x exp h
s; ið Þ
t
n or
exp 
yt  d3yt1  c^ ið Þ1 F
s; ið Þ
t  d3F
ið Þ
t1
 h i2
2r^ ið Þ;2y

xt  c^ ið Þ2 F
s; ið Þ
t
 2
2r^ ið Þ;22 exp h
s; ið Þ
t
n o
8><
>:
9>=
>; s ¼ t;
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr^ ið Þ;2x exp h
s; ið Þ
s
n or exp  xs  c^
ið Þ
2 F
s; ið Þ
s
 2
2r^ ið Þ;22 exp h
s; ið Þ
s
n o
8><
>:
9>=
>; s ¼ t  j=3; j ¼ 1; 2
8>>>>>>>>>><
>>>>>>>>>>:
for s ¼ 1; :::; S. Generate particles fs1=3 s; ið Þ ¼ F
s; ið Þ
s1=3; h
s; ið Þ
s1=3
h i0
by resampling f
s; ið Þ
s1=3
¼ Fs; ið Þs1=3;hs; ið Þs1=3
h i0
with weights ws s; ið Þ; s ¼ 1; :::; S.
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c. Generate a sample from ‘ fsjYs1=3 ; h^
ið Þ 
. We use fsjfs1=3;Ys1=3  g 	jfs1=3
 
. We
draw f 0;s; ið Þs from g 	j fs1=3 s; ið Þ
 
. This is achieved by:
(c.1)
Generate independent random numbers:
gs; ið Þs  N 0;1ð Þ; ns; ið Þs  N 0; ^ ið Þ;2
 
;
for s ¼ 1; . . . ; S.
(c.2)
Compute
f 0;s; ið Þs ¼
F0;s; ið Þs
h0;s; ið Þs
" #
¼
q^ ið Þ 0
0 q^ ið ÞSV
" # Fs; ið Þs1=3
h
s; ið Þ
s1=3
2
64
3
75þ gs; ið Þs
ns; ið Þs
" #
;
for s ¼ 1; . . . ; S.
d. Compute the weights:
ws; ið Þs /
‘ YsjYs1=3 f 0;s; ið Þs ;h^
ið Þ 
‘ YsjYs1=3 ;f
s; ið Þ
s ;h^
ið Þ 
¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp h
s; ið Þ
s
n or
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp h
0;s; ið Þ
s
n or exp  ytd
3yt1 c^ ið Þ1 F0;s; ið Þt d3F0;s; ið Þt1
 h i2
2r^ ið Þ;2y

xt c^ ið Þ2 F0;s; ið Þt
 2
2r^ ið Þ;22 exp h
0;s; ið Þ
t
n o
8><
>:
9>=
>;
exp þ
ytd3yt1 c^ ið Þ1 F
s; ið Þ
t d3F
s; ið Þ
t1
 h i2
2r^ ið Þ;2y
þ
xt c^ ið Þ2 F
s; ið Þ
t
 2
2r^ ið Þ;22 exp h
s; ið Þ
t
n o
8><
>:
9>=
>; s¼ t;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp h
s; ið Þ
s1=3
n or
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp h
0;s; ið Þ
s
n or
exp 
xs c^ ið Þ2 F0;s; ið Þs
 2
2r^ ið Þ;22 exp h
0;s; ið Þ
s
n oþ xs c^
ið Þ
2 F
s; ið Þ
s
 2
2r^ ið Þ;22 exp h
s; ið Þ
s
n o
8><
>:
9>=
>; s¼ t j=3; j¼1;2;
8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
Generate f s; ið Þs ¼ Fs; ið Þs ; hs; ið Þs
 0
by resampling from f 0;s; ið Þs ¼ F0;s; ið Þs ; h0;s; ið Þs
 0
with weights
ws; ið Þs , for s ¼ 1; . . . ; S.
B.4.3 Sequential smoothing with importance sampling
Any EM algorithm requires the computation of the smoothing distribution of the latent fac-
tor path only once at each iteration i. In our specific case, we need to compute only some
moments of the smoothing distribution of the latent factor path. Specifically, we need to
sample from the smoothing distribution of the factors at each HF date s ¼ t  j=3, with
t ¼ 1; :::;T, and j¼ 0, 1, 2. Let ~f s; ið Þs ¼ ~F
s; ið Þ
s ;
~h
s; ið Þ
s
 0
, with s ¼ 1; . . . ; S, be a sample from
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the smoothing distribution of the latent factors at time s, obtained using the estimated
model parameters h^
ið Þ
, that is during the i-th iteration of the EM algorithm. Then, the con-
ditional expectations E~h 	jYT
h i
of the E-step for ~h ¼ h^ ið Þ can be approximated by sample
averages of the S particles.
The smoothing algorithm is based on Appendix A.2 in Kim and Stoffer (2008) and the
reference therein, mainly Godsill, Doucet, and West (2004), and is free from degeneracy. It
uses the particles of the filtering distribution as input. Specifically, let f s; ið Þs ¼ Fs; ið Þs ; hs; ið Þs
 0
,
with s ¼ 1; . . . ; S, be draws from the filtering distribution ‘ fsjYs ; h^ ið Þ
 
for date s ¼ t  j=3,
j¼0, 1, 2 (see Section B.4.2). The following steps constitute the backward sequential
smoothing algorithm. For any s ¼ 1; :::; S:
1. Start at the last date s ¼ T, and draw ~f s; ið ÞT from set f r; ið ÞT ; r ¼ 1; :::; S
n o
with equal
weights 1=S. In other words, we obtain one draw from the filtering distribution ‘
fT jYT ; h^ ið Þ
 
at the last sample date.
2. For any date s, from s ¼ T  1=3 to s¼ 0:
a. Compute the weights:
w
r; ið Þ
s;sþ1=3 / g ~f
s; ið Þ
sþ1=3jf r; ið Þs ; h^
ið Þ 
;
for r ¼ 1; :::; S.
b. Draw ~f
s; ið Þ
s from f
r; ið Þ
s ; r ¼ 1; :::; S
 	
with probability weights w
r; ið Þ
s;sþ1=3; r ¼ 1; :::; S
n o
.
At the end of the smoothing algorithm we have S simulated paths
~f
s; ið Þ
0 ;
~f
s; ið Þ
1=3 ;... ;
~f
s; ið Þ
T
 
;s¼1;... ;S
n o
from the smoothing distribution ‘ f0;f1=3;:::;fT jYT ;h^
ið Þ 
.
Note that the second step of our backward sequential smoothing algorithm requires only (i)
a sample from the filtering distribution which is already available from the filtering algo-
rithm, and (ii) to be able to evaluate the transition density.
B.4.4 Stopping rule
For the Monte Carlo EM algorithm to converge to the MLE estimate, the number of par-
ticles S needs to increase with the number of EM iterations, see for instance Olsson et al.
(2008), Neath (2013) and the references therein. Moreover, a rule needs to be set in order
to stop the algorithm and assess its convergence. We follow the same procedure of Kim and
Stoffer (2008). On the basis of the work of Chan and Ledolter (1995), Kim and Stoffer
(2008) start the EM algorithm with a small value of S to save computing time, at the end of
each EM iteration compute —the estimated change in log-likelihood with respect to the
previous EM iteration—and increase S when  is below a certain small lower bound. The
EM algorithm in our article is implemented starting with a number of particles S¼ 500,
then the value of S is increased to 1000 as soon as  < 0:10 for a certain iteration, then S is
increased to 1500 when  < 0:05, and finally the algorithm is stopped at the first iteration
in which  < 0:01. The values of  and S, together with the stopping rule, were calibrated
in preliminary unreported MC experiments. See Kim and Stoffer (2008) and Chan and
Ledolter (1995) for an in-depth analysis of this procedure and the concept of “Relative
Likelihood.”
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Appendix C: Mixed Frequency Linear State Space Model With One
Flow Sampled LF Variable
In this Appendix, we show one way to adapt the measurement and transition equations of
the linear state space model with mixed frequency data in Bai, Ghysels, and Wright (2013),
for the case of one LF variable which is flow sampled. This adaptation is necessary to imple-
ment the Kalman filter algorithm for ML estimation of the structural model without SV
used in the empirical application of Section 5.
C.1 Model Setup
The linear state space model without SV considered in the empirical application in Section
5 has one flow sampled LF variable yt, with t ¼ 1; :::;T, m¼ 3 HF subperiods and a single
latent factor (i.e. nf¼ 1). The latent factor follows an AR(1) process:
Ftþj=3 ¼ U1Ftþ j1ð Þ=3 þ gtþj=3 t ¼ 1; . . . ;T; j ¼ 0;1; 2; (C.1)
where U1 is a scalar parameter to be estimated. Latent process y is related to the factor as
follows:
ytþj=3 ¼ c1Ftþj=3 þ u1;tþj=3 t ¼ 1; . . . ;T; j ¼ 0;1; 2; (C.2)
with u1;tþj=3 having an AR(1) representation:
u1;tþj=3 ¼ d1u1;tþ j1ð Þ=3 þ e1;tþj=3: (C.3)
The observed LF process y is flow sampled, that is it relates to the latent process y in the
following way:
yt ¼ yt þ yt1=3 þ yt2=3; t ¼ 1; ::;T; j ¼ 0; 1;2: (C.4)
The HF process xtþj=3 relates to the factor as follows:
xtþj=3 ¼ c2Ftþj=3 þ u2;tþj=3 t ¼ 1; . . . ;T; j ¼ 0;1; 2; (C.5)
where:
u2;tþj=3 ¼ d2u2;tþ j1ð Þ=3 þ e2;tþj=3: (C.6)
The innovations gð Þ; e1ð Þ; e2ð Þ are mutually independent i.i.d. Gaussian processes, with dis-
tributions N 0; 1ð Þ; N 0; r2e1
 
, and N 0;r2e2
 
.
C.2 State Space Representation and Kalman Filter
The above equations yield a periodic state space model with measurement equation:
Yjt ¼ Zjatþj=m
Yjt ¼ yt; xtð Þ0 j ¼ 0
Yjt ¼ xtþj=m j ¼ 1; 2
;
8<
: (C.7)
for t ¼ 1; :::;T, where
Z0 ¼
c1 c1 c1 1 1 1 0
c2 0 0 0 0 0 1
" #
;
Zj ¼ c2 0 0 0 0 0 1½ ; j ¼ 1;2;
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and state vector:
atþj=3 ¼ Ftþj=3;Ftþ j1ð Þ=3; Ftþ j2ð Þ=3; u1;tþj=3; u1;tþ j1ð Þ=3; u1;tþ j2ð Þ=3; u2;tþj=3
 0
:
The transition equation is:
atþj=m ¼ Ratþ j1ð Þ=3 þQftþj=3; t ¼ 1; ::;T; j ¼ 0; 1;2; (C.8)
where
R ¼
U1 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 d1 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 d2
2
666666666666664
3
777777777777775
; Q ¼
1 0 0
0 0 0
0 0 0
0 1 0
0 0 0
0 0 0
0 0 1
2
666666666666664
3
777777777777775
;
ftþj=m¼ gtþj=m; e1;tþj=m; e2;tþj=m
 0
, and Rf ¼ diag 1; r2e1 ; r2e2
 
denotes the variance–
covariance matrix of ftþj=m. Then, the Kalman filter algorithm presented in Appendix A can
be performed after replacing matrices Z0, Zj, R, Q, and Rf by the new definitions.
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