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Confinement is a ubiquitous mechanism in nature, whereby particles feel an attractive force that
increases without bound as they separate. A prominent example is color confinement in particle
physics, in which baryons and mesons are produced by quark confinement. Analogously, confine-
ment can also occur in low-energy quantum many-body systems when elementary excitations are
confined into bound quasiparticles. Here, we report the first observation of magnetic domain wall
confinement in interacting spin chains with a trapped-ion quantum simulator. By measuring how
correlations spread, we show that confinement can dramatically suppress information propagation
and thermalization in such many-body systems. We are able to quantitatively determine the excita-
tion energy of domain wall bound states from non-equilibrium quench dynamics. Furthermore, we
study the number of domain wall excitations created for different quench parameters, in a regime
that is difficult to model with classical computers. This work demonstrates the capability of quan-
tum simulators for investigating exotic high-energy physics phenomena, such as quark collision and
string breaking.
Fundamental constituents of matter, such as quarks,
cannot be observed in isolation, because they are perma-
nently confined into bound states of mesons or baryons.
Although the existence of confinement in particle physics
is well established, quantitative understanding of the con-
nection between theoretical prediction and experimental
observation remains an active area of research [1, 2]. Sim-
ilar phenomena can occur in low-energy quantum many-
body systems, which can provide insight for understand-
ing confinement from a microscopic perspective. The
static and equilibrium properties of such confined sys-
tems have been well characterized in previous theoretical
[3–5] as well as experimental works [6, 7]. However, re-
cent theoretical studies have demonstrated that confine-
ment can also have dramatic consequences for the out-of-
equilibrium dynamics of quantum many-body systems,
such as suppression of information spreading and slow
thermalization [8–14].
Quantum simulators allow the study of out-of-
equilibrium physics of quantum many-body systems in
a well-controlled environment [15, 16]. Here, we use
trapped-ion quantum simulators [17–20] to observe real-
time domain wall confinement dynamics in a spin chain
following a quantum quench, or sudden change in the
Hamiltonian (Fig. 1). We show that confinement can
suppress the spreading of correlations even in the ab-
sence of disorder, and that quench dynamics can be used
to characterize the excitation energies of confined bound
states. Additionally, we measure the number of domain
walls generated by a global quench, in and out of the con-
finement regime. Finally, we demonstrate that the num-
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ber of domain walls can be an effective probe of the tran-
sition between two distinct dynamical regimes [21, 22].
Fig. 1: Effective confining potential and experiment
sequence. (A) Magnetic domain walls in Ising spin chains
can experience an effective confining potential that increases
with distance analogously to the strong nuclear force. This
potential results in ‘meson-like’ domain wall bound states (la-
beled E1 to E3) that can dramatically influence the dynamics
of the system [11, 12]. (B) This experiment begins by ini-
tializing a chain of trapped-ion spins in a product state. We
are able to introduce pairs of domain walls by flipping the ini-
tial states of chosen spins. The spins evolve according to the
quenched Hamiltonian for some time, after which we measure
various observables, such as magnetizations of each individual
spin along a desired axis.
Confinement in many-body systems occurs in one of
the classic models of statistical mechanics: the Ising
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2spin chain with both transverse and longitudinal mag-
netic fields. A non-zero longitudinal field confines pairs
of originally freely-propagating domain wall quasiparti-
cles into ‘meson-like’ bound states in a short-range in-
teracting system [8, 10, 12]. However, recent theoretical
efforts [9, 11] have demonstrated that long-range Ising
interactions, instead of an additional longitudinal field,
can naturally induce a confining potential between pairs
of domain walls (Fig. 1A). As a consequence of confine-
ment, the low-energy spectrum of such an Ising system
can feature ‘meson-like’ bound domain wall quasiparti-
cles (Fig. 1A) [8, 11].
In this report, we use a trapped-ion quantum simulator
to investigate confinement in a many-body spin system
governed by the Hamiltonian (~ = 1)
H = −
L∑
i<j
Ji,jσ
x
i σ
x
j −B
L∑
i
σzi . (1)
Here, σγi (γ = x, y, z) is the Pauli operator acting on the
ith spin, Ji,j ≈ J0/|i − j|α is the power-law decaying
Ising coupling between spins i and j with tunable expo-
nent α, J0 > 0, B is the effective transverse field, and L
is the number of spins [23–25]. We encode each spin in
the ground-state hyperfine levels, |↑〉z ≡ |F = 1,mF = 0〉
and |↓〉z ≡ |F = 0,mF = 0〉, of the 2S1/2 manifold of a
171Yb+ ion. The Ising couplings are produced via spin-
dependent optical dipole forces, with power-law expo-
nents α ranging from 0.8 to 1.1 and J0/2pi ranging from
0.23 kHz to 0.66 kHz [25].
To study the real-time dynamics of the spin chain, we
use a quantum quench to bring the system out of equi-
librium (Fig. 1B). We first initialize the spins in a prod-
uct state, polarized either along the x or z-directions of
the Bloch sphere. Using a tightly focused individual ad-
dressing laser [26], we are able to prepare domain walls in
various initial state configurations (Fig. 2C, F, I). After
preparing the desired initial state, we perform a sudden
quench of the Hamiltonian (1). Following the time evolu-
tion of the system, we use spin-dependent fluorescence to
measure the state of each spin. From this data, we cal-
culate the time-evolution of magnetizations, 〈σxi (t)〉 or
〈σzi (t)〉, and connected correlations
Cxi,j(t) = 〈σxi (t)σxj (t)〉 − 〈σxi (t)〉 〈σxj (t)〉 . (2)
No post-processing or state preparation and measure-
ment (SPAM) correction has been applied to any of the
data reported below.
To understand the effect of confinement on information
spreading, we measure the absolute value of connected
correlations along x, the Ising direction (Fig. 2). When
the initial state contains a small number of domain walls,
correlations spread with a considerably smaller veloc-
ity than the predicted nearest-neighbor interacting limit
(v0 = 4B [8], Fig. 2). While correlation functions typi-
cally exhibit a light cone behavior following a quantum
quench [27–29], we observe strongly suppressed spread-
ing and localized correlations throughout the evolution
[10]. This indicates that confinement, induced by long-
range interactions, localizes pairs of domain walls at their
initial conditions [25].
In stark contrast, we find that correlations exhibit su-
perballistic spreading, despite quenching under the same
Hamiltonian, in the case of the initial state polarized in
the transverse direction z (Fig. 2). In this case, the initial
state is a linear superposition of all possible spin configu-
rations in the x-direction, and thus contains a large num-
ber of domain walls. Unlike the previous initial states,
this initial state has an energy density relatively far from
the bottom of the many-body spectrum. The long-range
interactions among these domain walls lead to fast relax-
ation and quantum information spreading. These results
imply that this confinement effect has a significant im-
pact only on the low-energy excitations of the system,
which is consistent with recent theoretical studies [8–12].
To observe the effect of confinement on the thermal-
ization of local observables, we measure the relaxation of
magnetizations for the above initial states and compare
with numerical predictions (third row of Fig. 2). We
see that, for the low-energy states, local magnetizations
retain long memories of their initial configuration and
exhibit slow relaxation (Fig. 2C, F). Conversely, for the
high-energy initial state, local magnetizations quickly re-
lax to their thermal expectation values (Fig. 2I). This is
consistent with the observation that correlations quickly
distribute across the entire system (Fig. 2H). We em-
phasize that the observed slow thermalization is a con-
sequence of confinement, distinct from many-body local-
ization with quenched disorder [30–32].
In order to quantitatively probe excitation energies of
bound domain wall states, we prepare initial states po-
larized along the x-direction and vary the number of
spins separating the two initial domain walls (insets of
Fig. 3A-C). Then, we quench the Hamiltonian (1) and
measure the time-evolution of local magnetizations along
the transverse direction, 〈σzi (t)〉. In the confined regime,
all local observables should exhibit oscillations with fre-
quencies proportional to the energy gap between adjacent
bound states before thermalizing [8, 11]. Here, we choose
a single-body spin observable, 〈σzi (t)〉, at the center of the
chain (for 0 initial domain walls) or at the outer bound-
ary of the initial domain (for 2 initial domain walls). We
make this particular choice in order to minimize edge ef-
fects from the finite spin chain and maximize the matrix
elements of this observable between two adjacent states
(Fig. 1A).
Following this prescription, we extract oscillation fre-
quencies using single-frequency sinusoidal fits of 〈σzi (t)〉
to obtain the energy gap between each initialized state
and the neighboring excited state (Fig. 3A-C). We com-
pare these extracted energies to values predicted by nu-
merical simulation [25]. We find excellent agreement be-
tween the measured energies and the energies predicted
numerically (Fig. 3E). Using these experimentally mea-
sured energy gaps, we can systematically construct the
low-energy excitation spectrum of the many-body sys-
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Fig. 2: Confinement Dynamics at B/J0 ≈ 0.75, L = 11. The top row shows the absolute value of experimental center-
connected correlations |Cxi,6(t)| averaged over 2000 experiments. The middle row shows |Cxi,6(t)| calculated by solving the
Schro¨dinger equation. Expected correlation propagation bounds, or light cones, in the α→∞ limit are represented by dashed
white lines. The bottom row shows measured individual-spin magnetizations along their initialization axes, 〈σx,zi (t)〉, averaged
over 2000 experiments (400 experiments for (I)). Symbols represent magnetization data and solid colored curves represent
theoretical magnetizations calculated by solving the Schro¨dinger equation. All magnetization error bars, ±1σ, are smaller than
their plot symbols and are not shown. (A,B,C) show a low-energy initial state containing zero domain walls. Individual
magnetizations are 〈σxi (t)〉. (D,E,F) show a low-energy initial state containing two domain walls, with a center domain of
two spins. Individual magnetizations are 〈σxi (t)〉. We attribute the discrepancy between the experimental magnetization data
and numerics to imperfect state initialization. (G,H,I) show a high-energy initial state containing many domain walls. (I)
Individual magnetizations are 〈σzi (t)〉.
tem for quasimomentum k ≈ 0 (Fig. 3E). In general,
quasiparticles with arbitrary quasimomenta can be ex-
cited by a quantum quench. However, since the confining
potential is steep, excited quasiparticles remain localized
and their quasimomenta are close to zero. Furthermore,
leveraging the scalability of trapped-ion systems, we per-
form this experiment with up to 38 spins. In order to
numerically investigate these large system sizes, we use a
phenomenological two domain wall model [11, 25]. With
this model, by restricting the full Hilbert space to a sub-
space of states containing only zero or two domain walls,
we are able to calculate the bound quasiparticle spectrum
of Hamiltonian (1) for classically-intractable system sizes
(Fig. 3F). We find reasonable agreement in the first exci-
tation energy gap, ∆E0,1, between the experimental data
and numerical predictions for all system sizes (Fig. 3F).
We attribute the systematic discrepancy in larger sys-
tems to variations in J0 during the time evolution [25].
These results, taken together, suggest that quench dy-
namics are dominated by the confinement effect between
two domain wall quasiparticles.
We now go beyond the confinement regime to study
the number of domain walls generated by the quantum
quench for a wide range of transverse B-field strengths.
Although we still prepare an initial state polarized along
|↓〉x, for large B, the strong quench can excite a large
number of domain walls which are no longer bounded.
We thus expect that the out-of-equilibrium dynamics are
no longer captured by the confinement picture for these
parameters. To explore this regime, we measure the cu-
mulative time average of the total number of domain
walls,
〈N〉 = 1
t2 − t1
∫ t2
t1
L−1∑
i=1
〈1− σxi (t)σxi+1(t)〉
2
, (3)
where t1 and t2 enclose a window where 〈N〉 converges to
a stable value [25]. We measure 〈N〉 as a function of B for
different system sizes (Fig. 4A-E). We observe that, for
small B fields, Ising interactions dominate the dynamics
and the global quench can only excite a small number
of domain walls. However, for a large enough transverse
field, the number of generated domain walls saturates to
a value that scales nearly linearly with system size (Fig.
4). Here, we observe a transition between these two dy-
namical regimes at intermediate values of B for different
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Fig. 3: Low-Energy Excited States. (A-C) show the magnetizations of the boxed spins on the edges of the center domain
at B/J0 ≈ 0.75. These magnetization oscillation frequencies correspond to the normalized energy gap, ∆Ei,i+1/J0, between
the prepared state i and the adjacent higher-energy bound state i+ 1. Solid colored lines represent theoretical calculations of
dynamics by solving the Schro¨dinger equation. The error bars, ±1σ, are smaller than their plot markers and are not shown in
A-C. (A) Zero initial domain size: ∆E0,1/J0 is given by the frequency of the 6th spin. (B) Initial domain size of one: ∆E1,2/J0
is given by the frequency of the 5th and 7th spins. (C) Initial domain size of two: ∆E2,3/J0 is given by the frequency of
the 4th and 7th spins. (D) ∆Ei,i+1/J0 for i ≤ 2 are measured with three different initial domain size spin configurations at
B/J0 ≈ 0.75. The first three energy gaps (i ≤ 2) are extracted from the magnetization oscillation frequencies shown in the top
row. (E) We construct the bound state energy levels at quasimomentum k ≈ 0 using experimental data in D, where E0/J0
is set to be zero. Inset: Theoretical bound state energy bands with different quasimomentum, k, within the two domain wall
model [11, 25]. (F) Scaling of ∆E0,1/J0 with system size at B/J0 ≈ 1. The blue shaded region shows the two domain wall
model [11, 25] numerical prediction of ∆E0,1/J0, with a confidence band considering ±10% fluctuations in the Ising interaction
strength J0.
system sizes. To illustrate the population of domain walls
in different regimes, we show typical single-shot images
of the quenched state of 38 ions for different transverse
B-fields in Fig. 4G. We indeed see that a small (large)
number of domain walls is generated by the quench with
small (large) B field. Although the numerical simulation
of the exact dynamics of the largest system size of 38
spins can be challenging, we can intuitively understand
the distinguishing behaviors. When we increase B to val-
ues significantly larger than J0, all spins undergo Larmor
precession around the z-axis of the Bloch sphere, which
allows us to predict that 〈N〉 saturates to 0.25(L − 1)
when B → ∞ [25, 33]. We note that, for B  J0, the
experiment operates in the prethermal region in which a
transient Hamiltonian is approximately conserved for an
exponentially long time [34–37]. Therefore, we expect the
number of domain walls to approach the thermal value,
〈n〉T = 0.5, only after an exponentially long time, be-
yond the reach of this experiment. The experimental
results agree with the numerical prediction for system
sizes within the reach of numerical simulations. We at-
tribute the discrepancies at large system sizes to bit-flip
events due to detection errors and off-resonant coupling
to motional degrees of freedom [25], and to finite effec-
tive magnetic fields B compared to the total interaction
energy [38], that is increasing with system size due to its
long-range character.
In summary, we have presented a real-time observa-
tion of domain wall confinement caused by long-range
interactions in trapped-ion spin systems. By measur-
ing oscillating magnetizations, we were able to construct
the spectrum of low-energy domain wall bound states.
Furthermore, we observed a transition between distinct
dynamical behaviors using the number of domain walls
generated by the global quench. This work demonstrates
that confinement, naturally induced by long-range inter-
actions, may provide a novel mechanism for protecting
quantum information without engineering disorder. Such
a feature may be applied in future studies to use long-
range interactions to stabilize non-equilibrium phases of
matter. All together, this work establishes the utility of
trapped-ion quantum simulators for precisely studying
real-time dynamics of many-body systems, potentially
extending to exotic phenomena such as quark collision
and string breaking [14].
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Fig. 4: Number of Domain Walls in Two Dynamical Regimes. (A-E) Exploring the two dynamical regimes with
increasing transverse B-field strength in different system sizes. Circular dots indicate experimental data. Horizontal lines show
theoretical predictions of 〈N〉 = 0.25(L − 1) at B 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the canonical ensemble at infinite temperature. All the experimental data is integrated within the time interval J0t1 ≈ 0.34
and J0t2 ≈ 0.73. (G) Reconstructed images based on binary detection of spin states. The leftmost image is a reference of a
38 ion chain in a ‘bright’ state (|↑〉x). At the beginning of the experiment, the spins are initialized in the ‘dark’ state (|↓〉x).
The three right images show experimental data of a combination of ‘bright’ and ‘dark’ states, marked in blue and white circles
respectively, for three different B/J0 values within the integrated time frame. The occurrences of domain walls are highlighted
with orange horizontal dashed lines.
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71. SUPPLEMENTARY MATERIALS
1.1. Trapped-ion Quantum Simulators
In this work, we employ two quantum simulators,
which we refer to as System 1 [23] and System 2 [24].
System 1 is a room temperature trapped-ion appara-
tus. It employs a 3-layer linear Paul trap with transverse
center-of-mass (COM) motional frequency νCOM = 4.7
MHz and axial COM frequency νz ≈ 0.5 MHz [23]. The
main limitation of this apparatus is the rate of collisions
with the residual background gas in ultra-high vacuum
(UHV), limiting the practical size of the chain. During
such collision events, the ion crystal melts and ions are
ejected from the trap due to RF-heating. However, this
apparatus has individual addressing capabilities, allow-
ing for initialization of arbitrary spin flips, which is cru-
cial in this work. Therefore, we investigate low-energy
domain wall bound states in smaller system sizes with
this apparatus.
System 2 is a linear blade Paul trap in a cryogenic en-
vironment with only global qubit control [24]. The trap
is held at ≈ 8 K in a closed cycle cryostat, where the
background pressure is below 10−12 Torr due to differen-
tial cryopumping. This allows for longer storage lifetimes
of large ion chains as compared to System 1. For this
reason, System 2 can support larger chains to measure
the lowest bound state energy and investigate the two
distinct dynamical regimes by increasing the transverse
B-field. To take the anharmonicity of the trap into ac-
count, we measure all the transverse motional modes of
the ion chain. The transverse motional frequencies are
νxCOM = 4.4 MHz and ν
y
COM = 4.3 MHz, the x-tilt fre-
quency νxtilt ranges from 4.37 MHz to 4.38 MHz and the
y-tilt frequency νytilt ranges from 4.24 MHz to 4.25 MHz
and, depending on the number of trapped ions.
1.2. Initial State Preparation
In both systems, every experiment begins by Doppler
cooling a chain of trapped 171Yb+ ions using 369.5 nm
light red-detuned from the 2S1/2 to
2P1/2 transition. The
ions are initialized to the |↓〉z qubit state, defined as the
2S1/2 |F = 0,mF = 0〉 hyperfine level, by an incoherent
optical pumping process. Optical pumping takes roughly
20 µs and initializes all ions with at least 99% fidelity.
Next, the ions are cooled to their motional ground state
(≤ 0.1 average motional quanta for the COM mode) with
Raman sideband cooling. Once the spins are cooled and
initialized, we may prepare them in product states along
any axis of the Bloch sphere by applying global rotation
pulses. System 1 has the ability to manipulate spins with
an individual addressing beam focused to a waist of 500
nm, 3 to 4 times smaller than the typical inter-ion spacing
in System 1. This beam applies a fourth-order ac Stark
shift to the qubit splitting, causing an effective σzi rota-
tion on a single spin [26]. This rotation can be mapped to
a rotation about any axis with global pi/2-pulses, which
allows preparation of product states with arbitrary spin
flips.
1.3. State Detection
Following an experiment, we measure each spin’s mag-
netization with spin-dependent fluorescence using an An-
dor iXon Ultra 897 EMCCD camera which resolves the
magnetizations of individual spins. A 369.5 nm laser res-
onant with the 2S1/2 |F = 1〉 to 2P1/2 |F = 0〉 transition
(linewidth γ/2pi ≈ 19.6 MHz) causes photons to scatter
off each ion if the qubit is projected to the |↑〉z state.
Conversely, ions projected to the |↓〉z qubit state scat-
ter a negligible number of photons because the laser is
detuned from resonance by the 2S1/2 hyperfine splitting.
By applying global pi/2-pulses, we are able to rotate the
x and y bases into the z basis. This allows us to measure
all individual magnetizations and many-body correlators
along any single axis in a single shot.
Both systems collect scattered 369.5 nm photons using
a finite conjugate 0.4 NA objective with total magnifica-
tion of 45x for System 1 and 90x for System 2. Before
taking data, high-contrast calibration images of the ion
chain, illuminated by Doppler cooling light, are used to
identify a region of interest (ROI) on the camera sensor
for each ion. System 2 may take multiple calibration im-
ages in between experiments to account for slow drifts of
the ions’ positions. During data collection, System 1 (2)
integrates collected fluorescence for 0.65 (1.0) ms, after
which a pre-calibrated binary threshold is applied to dis-
criminate the qubit state of each ion with approximately
97% accuracy per ion. The dominant detection error
sources are: off-resonant mixing of qubit states during
the detection period, cross-talk between ion ROIs due to
small inter-ion spacings near the center of the chain, elec-
tronic camera noise, and laser power fluctuations. We do
not perform any post-processing, including state prepa-
ration and measurement (SPAM) correction, on the data
presented in this report.
1.4. Generating the Ising Hamiltonian
We generate spin-spin interactions by applying spin-
dependent dipole forces with a pair of non-copropagating
355 nm Raman beams for which the beatnote wavevec-
tor, ∆k, is aligned along the transverse motional modes
of the ion chain. These two beams are controlled with
acousto-optic modulators that generate a pair of beat
note frequencies ν0 ± µ for the Mølmer Sørensen (MS)
scheme [39]. In the Lamb-Dicke regime [40], the laser-
ion interaction gives rise to an effective spin-spin Hamil-
tonian where the coupling between spins i and j is:
Ji,j = Ω
2νR
∑
m
bi,mbj,m
µ2 − ν2m
≈ J0|i− j|α (4)
8where Ω is the global Rabi frequency, νR = ~∆k2/(2M)
is the recoil frequency, νm is the frequency of the m-th
motional mode, bim is the eigenvector matrix element of
the i-th ion’s participation in the m-th motional mode
(
∑
i |bim|2 =
∑
m |bim|2 = 1), and M is the mass of a
single ion.
Unlike System 1, where ∆k is aligned along one set
of transverse motional modes, System 2 couples to both
sets of transverse motional modes as the Raman beams
project onto the two radial principal axes of the trap.
While coupling to these additional modes creates the
same Hamiltonian as System 1 (1), the coupling strengths
between ions may differ. To account for this, (4) can be
generalized to:
Ji,j = J
x
i,j + J
y
i,j (5)
Jβi,j = Ω
2
βν
β
R
∑
m
bβi,mb
β
j,m
µ2 − (νβ)2 , β = x, y (6)
where νβR is the recoil frequency given by the β projection
of ∆k (∆kx and ∆ky ). Both experiments work in the MS
regime where the beatnote frequencies are detuned by µ
far from all the motional sidebands, |µ−νm|  ηΩ, where
η is the Lamb-Dicke parameter, to suppress phonon pro-
duction via virtually coupling spins to motion.
The approximate power law exponent, α, in (4) the-
oretically can be tuned within the range 0 < α < 3.
However, in practice, we are restricted to 0.5 < α < 1.8
to avoid motional decoherence and experimental drifts.
Therefore, in this work, we are in the regime where all ex-
citations within the two domain wall model are bounded,
where α < 2 (see Section 1.5 for details). In the reported
experiments, the power-law exponent is α = 1.1 with
J0/2pi ranging from 0.45 kHz to 0.66 kHz for System 1.
System 2 operates in the regime with α between 0.8 and
1 with J0/2pi ranging from 0.23 kHz to 0.42 kHz.
We apply a global offset to the two Raman lasers by
2Bz, creating a rotating frame shift between the qubit
and the Raman beatnote to generate an effective trans-
verse magnetic field Bz. We limit the effective transverse
B-field to B  ηΩCOM  δCOM , where ηΩCOM is the
COM sideband rabi frequency and δCOM is the beat-
note’s detuning away from the transverse COM mode.
These trapped-ion quantum simulators natively realize
an antiferromagnetic Ising model. All measured observ-
ables O(t) of the evolution are real and symmetric under
time-reversal. This implies the measured observables of
Hamiltonians H and -H are the same. Therefore, the ex-
pectation values we obtain from Ji,j > 0 and B > 0 are
identical to Ji,j < 0 and B < 0. For this reason, we are
able to simulate the dynamics of a ferromagnetic system
[41].
1.5. Two Domain Wall Model
Previous experimental and theoretical studies [7, 11]
have found that the low-energy excitations of confining
Hamiltonians, such as Eq. (1), largely consist of states
containing zero or two domain walls. By restricting the
Hilbert space to include only these states, we can build
a relatively simple phenomenological model that mimics
the low-energy behavior of the system. Liu et al. de-
scribes such a ‘two-kink model’ for a ferromagnetic long-
range transverse field Ising chain with closed boundary
conditions and B < J0 in [11], which we will summarize
here.
The Hilbert space of this model contains states with
two down-aligned domains surrounding an up-aligned do-
main of length l. These domains are separated by two
domain walls: one between spin positions j−1 and j and
another between positions j+ l−1 and j+ l. Such a state
|j, l〉 has the form
|j, l〉 = |↓ ... ↓↓j−1↑j↑ ... ↑↑j+l−1↓j+l↓ ... ↓〉 . (7)
The Hamiltonian for this set of basis states is given by
Eq. (2) in [11]. For a translational-invariant system, it
is useful to transform to a set of quasimomentum basis
states |k, l〉 = (1/L)∑Lj=1 exp(−ikj − ikl/2) |j, l〉, which
are eigenstates of the Hamiltonian
H =
∑
k,l
V (l) |k, l〉 〈k, l| − 2Bcos
(
k
2
)
|k, l〉 〈k, l + 1|
− 2Bcos
(
k
2
)
|k, l〉 〈k, l − 1| .
(8)
Both terms involving the transverse field B describe the
effective kinetic energy of the domain walls with quasimo-
mentum k. The potential V (l) depends on the interaction
strengths Ji,j in the system
V (l) = −
L∑
i<j
Ji,jsi(S)sj(S) (9)
where si(S) = ±1 is the value of the spin at site i corre-
sponding to the configuration S with domain of length l.
This Hamiltonian can be diagonalized to reveal the pres-
ence of energy bands in the low-energy spectrum (inset
of Fig. 3E). These bands represent domain wall states
bounded by the potential V (l). For α < 2 this potential
is unbounded and all domain wall pairs will be confined
into quasiparticles.
The trapped-ion spin system is finite with open bound-
ary conditions. To minimize deviations from this model
due to finite-size effects, we consider only those states
with short, up-aligned domains (l  L) centered in the
spin chain. With this constraint, we find good agreement
between exact diagonalization (L ≤ 21), the two domain
wall model, and experimental results. The two domain
wall model numerics for this experiment are implemented
by taking the experimental Ji,j matrix to calculate the
energy gaps for each experiment. We first extract a vec-
tor of interaction parameters from the experimental in-
teraction matrix, Jk,j by fixing the site k to be the cen-
ter ion. Then, we theoretically put the ions on a ring
9and impose a periodic boundary condition by requiring
the Ising interaction to be translationally invariant, i.e.
Jl,m = Jk,k+m−l. Using this method, we are able to ob-
tain the spectrum of energy bands and energy gaps for
the trapped-ion system by diagonalizing Eq. (8) (Fig.
3E).
1.6. Domain Wall Localization in the Confinement
Regime
In the main text, we claim that slow or negligible
spreading of correlations following a quench of the con-
fining Hamiltonian (1) indicates that domain walls are
localized at their initial positions. In this section, we
extend that argument by measuring the average number
of domain walls at each available position of an L = 11
spins chain after a quench. The average number of do-
main walls 〈Nj(t)〉 at site j ∈ {1, L−1} at time t is given
by
〈Nj(t)〉 =
〈1− σxj (t)σxj+1(t)〉
2
. (10)
Fig. S1 shows both experimental measurements and nu-
merics of the evolution of 〈Nj(t)〉 for six initial states.
The first three rows correspond to data shown in Figs.
2 and 3A-E and represent states within the two domain
wall model. In these cases, pairs of domain walls are
strongly localized near their initial positions, showing ex-
cellent agreement with numerics. The bottom two rows
show higher-energy initial states outside of the two do-
main wall regime. The Ne´el (staggered) state along x
is initialized with domain walls at every position, while
each site in the z-polarized state is initialized with, on
average, one half of a domain wall. These high energy
density states are not expected to show domain wall con-
finement.
1.7. Domain Wall Convergence at High Transverse
B-field
In this domain wall investigation, we use the follow-
ing Bloch sphere mapping: z ↔ x. The orientation of
the ith spin in the Bloch sphere is defined as |ψi〉 =
cos θ/2|0〉 + eiφ sin θ/2|1〉. Let |ψ〉 = |ψi〉 ⊗ |ψi+1〉 since
we are interested in a two-body correlator for 〈N〉. At
high transverse B-field, global Larmor precession about
the transverse direction dominates over the Ising interac-
tion term in (1). The expectation value of the two-body
correlator along z is 〈σzσz〉 = 1− (1− cos θ)/2. Inserting
〈σzσz〉 into Eq. (3) gives us
〈N〉 = 1
t2 − t1
∫ t2
t1
L−1∑
i
1− (1− cos θ(t))/2
2
dt (11)
Therefore, 〈N〉 = 0.25(L− 1) when B  J0.
1.8. Error Sources
Experimental noise sources affect the fidelity of the
quantum simulation. Many significant noise sources af-
fect the simulation in the form of a ‘bit-flip error’. A
source of bit-flip error is spin-motion entanglement due
to off-resonant excitation of the ion chain’s motional
modes [42] in the MS regime, where both quantum sim-
ulators operate. Unwanted bit-flip errors occur when
spin-entangled motional degrees of freedom are traced
out at the end of the experiment. The probability of
this error to occur on the ith ion is proportional to
pi ≈
∑N
m=1(ηimΩ/δm)
2, where ηim = bim
√
νR/νm and
δm = µ− νm is the beatnote detuning from the mth mo-
tional mode [43]. To minimize this error, we choose δCOM
such that (ηCOMΩ/δCOM )
2 . 1/9. Another source of
bit-flip error is imperfect state detection (refer to sec-
tion 1.3. State Detection). These sources of bit-flip
error are typically independent, and therefore will add
up in quadrature. We find that, by including the bit-
flip error in the L = 11 spins numerical calculation for
〈N〉, the experimental data agrees well with the error
included numerical calculation at B/J0 = 0, as shown
in Fig. S2. Presently, we are limited to computing this
error for L < 15 spins.
Slow experimental drifts that involve laser light inten-
sity noise at the ions and drifts of the trap frequency
(which determines transverse motional modes), over the
course of a few hours during data taking, will cause us
to average over different effective Hamiltonians. Further-
more, this system has a residual effective linear magnetic
field gradient across the ions chain due to the fourth-
order Stark shift gradient from imperfect overlap of the
two Raman beatnotes. This gradient noise is more promi-
nent for small B-fields, causing an effective depolariza-
tion of the initial state in the Fig. S3 data. This effective
magnetic gradient is typically < 15 Hz/µm across the ion
chain. We find that errors caused by this effective mag-
netic field gradient are much smaller than those caused
by bit-flip errors.
Another source of noise is off-resonant Raman scat-
tering during the quantum quench. This error rate is
estimated to be 7 × 10−5 Hz per ion, given reasonable
experimental parameters. Small errors due to RF heat-
ing of the transverse COM motional mode are present
in System 1. Although System 2 is in a cryogenic setup
that is less susceptible to RF heating, it has mechanical
vibrations at 41 Hz and 39 Hz due to residual mechanical
coupling to the cryostat [24]. This mechanical vibration
noise is equivalent to phase-noise on the Raman beams,
which leads to qubit dephasing. Therefore, we integrate
the number of domain walls before the dephasing occurs
(Fig 4).
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