Purpose -Automated sentence-level relevance and novelty detection would be of direct benefit to many information retrieval systems. However, the low level of agreement between human judges performing the task is an issue of concern. In previous approaches, annotators were asked to identify sentences in a document set that are relevant to a given topic, and then to eliminate sentences that do not provide novel information. Currently, a new approach is explored in which relevance and novelty judgments are made within the context of specific, factual information needs, rather than with respect to a broad topic.
Introduction
A core challenge for future information retrieval (IR) systems is to find information that is not only relevant to a user's need, but is also novel (Allan, 2005) . To this end, "novelty detection," the task of identifying units in a text or set of texts that express interesting and previously unseen information, has been introduced. In contrast to systems that retrieve all relevant items given a user's topic of interest, systems incorporating novelty detection aim to reduce the amount of redundant information presented to the user.
Several recent research problems focus on finding novelty at fine levels of textual granularity and in particular, at the sentence level. For instance, Allan and colleagues proposedsummarization, in which summaries of a set of incoming documents are produced over time (Allan, 2001 ). More specifically, -summaries highlight what has changed since the previous point in time. Their objective is to find "interesting" sentences, which are both useful, or relevant to the desired topic, and novel. The sentences identified as being interesting are then used in producing extractive summaries.
Clearly, a means for automatically detecting relevant, novel information at the sentence level would be of direct benefit to extractive text summarizers, as controlling the amount of redundancy while still choosing the most relevant sentences is a well-known problem in summarization research (Goldstein, 1999) . In addition, novelty detection would be useful in the context of question-answering systems that, after having identified documents relevant to the user's input question, then find relevant sentences and perform answer extraction from the selected sentences. Such systems might employ novelty detection techniques in order to determine which sentences express the same answer to a given question and which sentences provide new or unique answers.
TREC: sentence-level novelty detection
A major initiative towards the development of sentence-level novelty detection systems was . Its goal was to train systems that perform a two-stage task. Given a topic query and a set of relevant documents, the systems should first retrieve all sentences that are relevant to the topic. In the second step, the system should choose, from the list of relevant sentences, the novel sentences, defined as those containing "previously unseen information" (Soboroff, 2003) .
Several challenges were noted by the organizers with respect to creating manually-labeled data sets for training and evaluating systems. Most notably, in 2002, the judges choose very few relevant sentences, which resulted in many negative and few positive relevance examples (Harman, 2002) . At the same time, most relevant sentences were also novel. The organizers cited document relevance as an issue, since they presented a set of pre-selected documents to the assessors. Therefore, in 2003, several improvements were made (Soboroff, 2003) . One assessor, who was deemed the official judge, created the topics and identified a set of 25 relevant articles by searching a collection of news documents. The documents were then ordered chronologically, and the assessor performed the two-stage retrieval process. A second assessor also performed the task in order to assess the level of agreement. This time, the distributions of sentences marked as being relevant and novel were more reasonable. However, a large assessor effect was noted. The level of agreement on relevance judgments varied across topics, and in particular, tended to be lower for topics describing opinions rather than events (Soboroff, 2005) .
Over all 50 topics in the 2003 data, the median proportion of sentences marked as being relevant by the official assessor that were also chosen by the second assessor was 0.69. The median agreement by the second judge on novelty judgments was 0.56. In 2004, the proportion of agreement on relevance and novelty judgments over the 50 topics used was slightly less, at 0.60 and 0.35, respectively. For the 2004 relevance judgments, Soboroff and Harman (2005) reported a corresponding Kappa statistic of 0.549. Kappa corrects the level of agreement for random occurrences, such that a Kappa of zero indicates that agreement is no better than chance (Carletta, 1996) (Cohen, 1960 (Krippendorff, 1980) (Landis, 1977) .
In an attempt to improve on the TREC results, Schiffman (2005) built a corpus of novelty judgments using a modified procedure. Assessors did not make relevance judgments, and were shown only two news articles at a time. One was presented as background information, while the other was considered a new document. The judges then chose the spans of text in the latter document that presented novel information not contained in the background article.
The new task yielded rather low rates of agreement between assessors (Kappa of 0.24). This result illustrates the difficulty of the novelty task, even when the problem is constrained such that a small number of related documents are considered.
Variations in relevance judgments
As reported by the TREC organizers (Soboroff, 2005) , the results on the manual novelty tasks are not surprising, given that relevance judgments are known to vary significantly across assessors (Voorhees, 1998) . In addition, it has been noted that the level of agreement on identifying novel information is dependent on that of the relevance task, and that the relevance task is likely the more difficult of the two (Allan, 2003) . For example, it has been shown that while users can typically identify highly relevant items rather easily, they often struggle when making relevance assessments of marginally relevant and less relevant items (Vakkari, 2004) .
Despite that the concept of relevance is essential for the development and evaluation of IR systems, its nature is still not well understood, nor is it always clear how to operationalize relevance within a given system (Froehlich, 1994) (Mizzaro, 1997) . It is also well known that human judgments of relevance vary, both across multiple judges and over time by the same judge (Schamber, 1994) , leading some to criticize the use of such judgments (e.g. (Cuadra, 1967) (Harter, 1996) ).
In evaluating system performance, several studies have suggested that the variation across assessors does not significantly alter the resulting system rankings. For example, in an experiment using the TREC-4 data, Voorhees found that the resulting system rankings produced using relevance judgments collected from different assessors were highly correlated (Voorhees, 1998) . Therefore, from a systems evaluation perspective, how well assessors agree on relevance judgments may not cause too much of a concern.
However, from a system building standpoint, low interjudge agreement is a problem. In order to be able to train systems that replicate human judgment on a given task, one must first verify that humans themselves produce similar judgments (Carletta, 1996) . In fact, in evaluating automated approaches to a classification task, the agreement between independent human judges on the task typically represents an upper bound for system performance (e.g. (Marcu, 2002) (Teufel, 2002) ). Therefore, in order to make progress in developing systems for sentence-level relevance and novelty detection, it is desirable to start with manually annotated data on which a satisfactory level of interjudge agreement has been established.
Goals of the current work
Currently, we investigate a new approach to sentence-level relevance and novelty detection that is fact-focused. In contrast to the topic-focused case, we propose to constrain the task such that judgments are made in the context of specific facts surrounding the topic. We should note that while the TREC evaluation considered sets of news articles describing both events and opinions, our work focuses on the former only. While it may also be possible to represent an opinion topic as a set of specific questions, this approach is beyond the scope of our current work.
Our first goal is to examine the fact-focused approach to the novelty task, as to whether it results in satisfactory levels of interjudge agreement, or reproducibility. To this end, we present an experiment in which we asked annotators to complete both the fact-focused and topic-focused novelty tasks. In addition, we will consider the differences and similarities between the fact-focused and topic-focused approaches, by comparing the sets of sentences selected under the two settings.
Fact-focused novelty detection
In the fact-focused scenario, the user has a topic of interest, and has identified a set of relevant documents. Next, we assume that the user has a set of facts of specific interest about the topic. For simplicity, each fact may be stated as a question. Given a fact of interest, the first step is to identify the sentences in the documents that contain relevant information. A sentence contains relevant information only if it provides an answer to the question. In the second step, only the sentences containing previously unseen information about the factual question are kept, thus creating a set of novel sentences. Another way of stating this approach is that a topic is described by a set of factual queries, which represents the most salient information about the event described in the set of news articles. Rather than asking assessors to consider multiple facets of a topic simultaneously, we ask them to focus on specific facts individually, when making relevance and novelty assessments.
We are interested in evaluating this new approach for several reasons. First, previous research has evaluated the agreement between annotators on identifying fact-like semantic units in text with some promising results. For example, in a study by van Halteren and Teufel (2003) , independent judges identified factoids contained in 50 texts. The factoids were defined as being "atomic information units" that were represented in First Order Predicate Logic-style semantic expressions. Of relevance to our work is the fact that a high level of agreement between the two judges was achieved, despite that "very short guidelines" were established for how to identify factoids. On the task, both precision and recall were reported to be 96%.
Similarly, in work by Nenkova and Passonneau (2004) , assessors labeled Summarization Content Units (SCUs) contained in a given text. The SCUs are fine-grained, clause-like semantic units. The researchers noted a high level of agreement on annotating the SCUs present in a set of texts (a Krippendorff's Alpha of 0.81, where values above 0.67 indicate strong reliability (Krippendorff, 1980) ). The results of such previous studies are promising evidence that annotators agree to a large extent as to which textual units express a particular fact.
Another reason for proposing the fact-focused approach is that clear criteria for labeling relevant sentences can be stated. Since the factual information need is expressed in the form of a question, a relevant sentence should provide an answer. Likewise, a sentence judged as being novel should contain a previously unseen answer to the question. We therefore hypothesize that the reliability of relevance and novelty judgments should be better in the factcentered approach as compared to the case in which judges seek sentences in the context of a more general topic. It has also been previously noted that the concept of novelty is very context-dependent (Allan, 1999) . Therefore, we want to evaluate the case in which judgments are made with respect to a single fact, as compared to a topic, which can be viewed as a set of many facts.
Experimental setup and hypotheses
The annotation experiment was designed to test the following hypotheses:
H1: Annotators will achieve higher levels of agreement in finding sentences relevant to specific factual questions, as compared to finding sentences relevant to a broad topic.
H2:
The judges will achieve higher levels of agreement if they are asked to find novel sentences with respect to a fact, as compared to the topic-focused setting.
In addition, we wish to examine the nature of the two-step novelty detection task by comparing the sentences selected under the two approaches. It may be the case that assessors in the topic-focused setting actually take a fact-focused approach when finding topic-relevant sentences. In other words, when instructed to find sentences that are relevant to a topic, they might search for sentences describing key facts surrounding the news event, even when not explicitly asked to do so. At the same time, we wished to see the extent to which a set of pre-determined factual questions about a news story can represent the essence of its topic. Therefore, we examined the similarities and differences between the sentence sets selected in the topic-focused versus the fact-focused settings.
Data
The data used in the experiment were event topics N4 and N33 from the 2003 TREC Novelty data (Soboroff, 2003) . Topic N4 concerns an Egypt Air plane crash while N33 details the sinking of a Russian submarine. The reason for choosing this subject matter is that such stories have a dynamic element, with the facts surrounding them changing over time, such that being able to identify both relevant and novel information over time is important for understanding them.
The authors read through the documents about each story, and came to a consensus on a set of ten questions. The questions concern facts that are central to the stories, that may change with time as news sources publish additional information, and that have atomic answers such as a number, name of a person, or a place. The set of questions created for N4 and N33 are shown in Tables I and II, To conserve space, only the title and description portions of the queries are shown, although the narrative portions were given to the judges as well. 
Subjects
Six paid subjects participated in the experiment. Three were randomly assigned to the test (fact-based) setting and three to the control (topic-based) setting. As in the TREC annotations, we deemed the first subject in each group to be our official assessors. We will refer to judge "A" as the official assessor in the control group, and judge "D" as the official judge for the test setting. Judges B and C, and E and F, were used to assess the level of agreement in each of the two settings, respectively.
Each judge performed the same assigned task on the two topics, although in different orders, so that learning effects were controlled. In both settings, judges were given the documents for a given story, which were numbered from 1 to 25 in chronological order. In particular, the 25 documents given to the judges for each story were those deemed as being relevant to the respective topic by the official TREC Novelty assessor 3 .
The directions for each group of judges were as follows:
Control Group: Familiarize yourself with the story by reading the topic query and by skimming through the articles. Next, read them carefully in chronological order, recording the document number, sentence number and text of each sentence you find that is relevant to the stated topic. When you are finished finding the set of relevant sentences, make a copy of your data. Now, reread through the sentences that you marked as being relevant, and eliminate those that do not contain novel information. Novel information is "information that has not been previously seen."
Test Group: Read through the set of 10 questions. Familiarize yourself with the story by skimming through the set of articles. Beginning with question one, read through the documents carefully in chronological order, recording the document number, sentence number and text of each sentence you find that provides an answer to the question (a relevant sentence). When you are finished finding relevant sentences, make a copy of your data. Now, reread through the sentences that you marked as being relevant, eliminating those that do not provide novel answers. Novel answers are those that have not been previously seen. Use the same procedure for each of the 10 questions.
Data validation
As previously mentioned, the TREC 2002 data was troubled by the fact that very few sentences were marked as being relevant by the judges, and thus, almost all relevant sentences were also novel. Soboroff and Harman (2005) later noted that this was likely because the assessors had not created the original topics themselves and were given a preselected set of relevant documents. Similarly, in our experiment, the judges did not make document-level relevance judgments, but were given the set of documents as chosen by the 3 It should be noted that because the judges in our experiments did not make document-level relevance decisions, and because of the known problems associated with this (as in the TREC 2002 data sets), the validity of our data will be examined in the next section. official TREC assessor. They also did not construct the topic query or the factual questions themselves. Therefore, we should first ensure that reasonable proportions of sentences have been selected by the judges in both the relevance and novelty steps of the task and in both settings.
The first column of Table III shows the median proportion of sentences marked as being relevant, and the median proportion of relevant sentences that were also novel, over both topics and all three judges in the topic-based setting. The proportion of relevant sentences reported on event clusters in the TREC 2003 data was 0.47, and the proportion of novel, relevant sentences was 0.61. Therefore, we conclude that the relative proportions of sentences selected in the two-stage task by our judges in the topic-based setting, do not cause concern.
In the second column, the median proportion of sentences over all 20 questions (for N4 and N33) and the three judges that were relevant and novel are shown. The median proportion of sentences in a data cluster that are relevant to a question is 1.3%, which indicates that for a given question, about 10 sentences provide an answer. There were no questions for which any of the three annotators failed to find relevant sentences. In addition, on average, onethird of the sentences that were relevant to a question were novel. Given that the judges in the test setting of our experiment are searching for sentences containing answers to specific questions, an average of 10 answers provided per question over the 25 news articles, with 3 being unique, seems quite reasonable. 
Relevance judgments
We now turn to analyzing the agreement between annotators on the task of finding relevant sentences. Table IV shows the agreement between the three judges in the control setting.
We considered the agreement with respect to the set of relevant sentences found by the official assessor, A. The figures shown are the total number of sentences in each topic, the number of relevant sentences found by A, and the proportion of sentences on which all three judges agreed. As can be seen, the three-way agreement over both topics is 15.7%. The corresponding Cohen's Kappa for this level of agreement is also 0.157, indicating that the agreement is greater than what would be expected by chance alone (Cohen, 1960 In considering the level of agreement on the fact-focused relevance judgments, we took the list of judge D's sentences that are relevant to a given question, and found the proportion on which the other two judges both agreed. The median, three-way agreement over the ten questions in each cluster, and the median agreement over all 20 questions are shown in In summary, we confirmed our first hypothesis. The median three-way agreement on relevance judgments in the fact-focused setting was 0.515, versus 0.157 in the topic-focused setting. In addition, in the fact-focused approach, we obtained a Kappa of 0.53, which indicates a statistically significant level of agreement between the three annotators. However, as previously discussed, this is indicative of a low-to-moderate level of agreement according to most scales. In addition, we should qualify our conclusions regarding our first hypothesis in that there is a significant level of interjudge agreement when we take our set of questions as a whole. The level of agreement on relevance judgments varies across questions, and is often relatively low for questions to which no final answer was reported in the respective news articles. Therefore, it is not the case that one can necessarily expect high levels of agreement on any individual question. However, given a set of factual questions as a representation of a topic, reasonable agreement can be achieved on identifying relevant sentences over the set of questions.
Novelty judgments
Table VI describes the level of agreement between the three judges in the control setting, on the task of choosing which of the relevant sentences are also novel. Again, we used the set of novel sentences identified by judge A, as the reference set. Over both topics, 11% of the sentences chosen by A were also labeled by both B and C as being novel, corresponding to a Kappa of 0.11, since the likelihood of three judges randomly agreeing on the respective number of sentences is negligible.
To contrast, in the fact-focused setting, both judges E and F chose one-third of D's novel sentences (Kappa of 0.333). The median proportion of sentences on which all three judges agreed with respect to novelty status, are shown in Table VII for both topics and over all twenty questions. Therefore, at a first glance, it appears that the agreement on novelty status is slightly better in the fact-focused case as compared to the topic-focused setting. However, the way that we have calculated the agreement on the identification of novel sentences, by finding the proportion of sentences deemed novel by the official judge that are also considered novel by the other two judges, embeds the level of agreement that was achieved on the first step of finding relevant sentences. Since, by the definition of the novelty task, assessors choose novel sentences from their set of relevant sentences, disagreement on this first step is carried over to the second step.
In order to get an idea as to how much agreement there is on the second step of the task alone, we re-examined the data, considering only the sentences that were considered relevant to the given topic or fact, by all three judges. This filters out the disagreement on relevance judgments. Table VIII displays the number of sentences judged as being relevant by all three assessors in each setting, and the proportion of those relevant sentences found to be novel by all three assessors. As can be seen, for this conditional measure of agreement,
given that the judges agreed on relevance status, their consensus on novelty status was actually better in the topic-focused case. Therefore, we conclude that agreement is not necessarily better when judges evaluate novelty in the context of specific facts as compared to a broader topic. Agreement on relevance is built into the level of agreement on novelty assessments, given the nature of the task. Because of this, in our experiment, we observed a greater level of agreement in the fact-based setting (0.333) versus the topic-based case (0.11). Previously, researchers noted that making the sentence-level relevance judgments is likely the more difficult of the two steps in the novelty task (Allan, 2003) . Our results support this claim, in that we obtained a low level of agreement in the topic-focused relevance detection task, but yet a relatively high level of agreement on the novelty judgments (0.73), for the sentences that were relevant for all three judges.
Comparing the approaches
We now turn to comparing the nature of the two approaches to novelty detection. Since we have seen that the first step in the task appears to be the more crucial, we focus on comparing the relevance judgments made under the two approaches in our experiment. In particular, we wish to investigate whether there is any evidence that the topic-based assessors adopt a fact-focused approach to finding relevant sentences. In addition, we will examine to what extent the ten questions we used for each news topics adequately represent the essence of the story.
We compared the annotations of judges A and D, the official assessors for the two approaches. D's set of relevant sentences consisted of all relevant sentences over all ten questions for each topic. In Table IX We analyzed the 22 sentences that were labeled as relevant by Judge D but were not chosen by A. In the Egypt Air topic (N4), there were 15 such sentences. The missed sentences expressed answers to four of the ten questions, meaning that six questions were fully covered. Among the 7 sentences that were relevant to the questions surrounding the Kursk submarine topic (N33) but were not chosen by A, there were answers to three of the ten questions. Therefore, of the 20 questions used in the experiment, A actually fully covered 13 of the 20 questions, without being explicitly asked to do so.
Obviously, given the difference in the number of relevant sentences found by the two judges, a set of ten factual questions cannot fully represent the substance of a news event topic. Figure 3 shows the narrative portion of the TREC query for topic N4, which complements the title and description portions of the query previously shown in Figure 1 . Clearly, it can be seen that many additional factual questions surrounding the Egypt Air crash event could be formulated from this narrative. For example, several aspects of the topic, including the reactions of family members and statements from the FAA and NTSB, were not represented in our question set. In summary, the official judge in the topic-focused setting found the majority of the factfocused judge's relevant sentences. The scope of the TREC topic queries subsumes that of our small set of questions. As seen in the narrative for the Egypt Air query in Figure 3 , many of the same aspects of the story are mentioned, in addition to many other details of the story.
However, we argue that it is because of the broad nature of the topic that interjudge agreement was shown to be lower in the topic-focused case, as compared to the fact-focused case. It is arguably more difficult for judges to evaluate the relevance status of sentences with respect to an entire set of facts simultaneously (i.e. a topic) rather than with respect to one fact at a time.
Limitations
Here we note the constraints of our current work. First, as the study is exploratory in nature, and given that annotating 10 facts per topic is quite a laborious procedure, we used only two event news topics in our experiments. In comparison, the TREC experiments involved a set of 50 topics of a much wider variety of subjects, and included both event and opinion stories.
Since our goals were to explore the feasibility of the fact-focused approach to the task, and to compare it to the topic-focused setting, we chose to work with a specific type of news topicemergency situations -rather than trying to cover a wider range of stories. We worked in depth using two topics, and included three judges in each of our experimental settings, in order to conduct a robust test of the interjudge agreement on the task. In addition, we focused only on developing an approach that can be used with event-type news topics, and we have not yet considered if or how our approach might apply to opinion topics.
Another factor is that in our fact-focused experiments, we used a limited set of ten questions for each news topic. As pointed out earlier, it is clear that a much larger set of questions could be developed for each topic, in order to more thoroughly represent the overall topic. However, our intent was to see how well judges agreed on finding the central facts of each news story. In other words, the questions were written with the basic "who, what, when, and where" of a story in mind. In comparison, the TREC topics are much broader, covering much more information about a topic, and many fine details of a story.
Conclusion
The sentence-level novelty detection problem is challenging for a number of reasons. The concept of novelty is inherently difficult to define and operationalize (Soboroff, 2005) , in part due to the fact that it is so context sensitive (Allan, 1999) . In addition, creating truth data sets for this task, which are crucial for the development and evaluation of systems, is challenged by the fact that novel sentences must first be relevant, and that relevance judgments are known to be somewhat idiosyncratic. In proposing a fact-focused approach to novelty detection, which restricts the context the judges must consider, we hoped to show that higher levels of interjudge agreement can be obtained on both the relevance and novelty judgments.
This intuition is consistent with linguistic research that has demonstrated that constraining context produces more similar word associations among subjects (e.g. (Aitchison, 2003) ). In the case of our problem, considering relevance at the factual level rather than at the broader, topical level might mean that subjects have similar interpretations of the meaning of sentences, thus resulting in more congruent relevance judgments. Finally, we also reasoned that considering relevance and novelty in the context of a single fact would be a clearer procedure than considering multiple facets of a story, as in the case of topic-focused judgments. This is because we were able to frame the fact-focused problem as a search for answers to factual questions surrounding a given topic, which could be tackled one at a time by the subjects.
In our experiments, there was indeed a higher level of agreement on the relevance judgments in the fact-focused case as compared to the topic-focused setting, when we considered the average level of agreement over the entire set of questions. However, as noted in our analysis, the extent of agreement does depend on the type of question asked. In particular, finding answers to more open-ended questions, such as those concerning the cause of an accident under investigation, is more difficult as compared to questions that have very precise answers, or to which only one unique answer is reported in the set of documents. Therefore, how much the ground truth surrounding a story fluctuates, and how definite news reports of a situation are, clearly affect the extent to which users agree on which sentences are relevant.
Our results on the novelty portion of the task were interesting and unexpected. When we calculated the agreement on novelty judgments as done in the TREC evaluation, in which the agreement on relevance is inherently embedded, the fact-focused case again had a higher level of agreement as compared to the topic-focused approach. However, when we considered only the sentences on which all three judges agreed as to relevance status, the agreement was higher in the topic-focused case. This seems to confirm the view that the task of identifying the sentences that are relevant to a topic is more difficult than that of determining which topic-relevant sentences are also novel.
In summary, while constraining the context in which relevance judgments are made appears to improve interjudge agreement, this does not appear to be true with respect to novelty judgments. In future work, it may be fruitful to examine the two facets of the problem separately, and to consider if different approaches to the sentence-level relevance and novelty detection problems have useful applications within current IR systems. As an example, one can imagine an online text summarization system designed to support users in following breaking news stories, such as the ones examined in the current study. Such a system might collect related news articles about a given topic as they are published over time and then provide summaries designed to help users understand the key elements of the story as it evolves. Here, different approaches could be implemented. The system could provide question-focused summaries in response to users' input factual questions, over time as demanded by the user. Thus, such a system would focus on retrieving fact-relevant sentences, while allowing the user to decide for herself as to the novelty of the information presented. Alternatively, topic-focused -summaries (Allan, 2001 ) could be produced, in an effort to highlight what information has newly become available since the user's last interaction with the system. An interesting direction for further work could compare these two approaches in terms of how well they support users in understanding complex, time-sensitive information as presented in a set of multiple text documents written over time.
