Abstract-In this work, we present a modification for the classic and phasor extremum seeking control algorithms in order to improve the accuracy by removing or reducing the convergence error. The modulation signals were replaced by a sum of sinusoids in order to remove the equilibrium shift in the controlled variable of the averaged system. The convergence error is calculated as a function of the number of sinusoids used in the modulation signal. A simulation example is presented to illustrate the improvement.
where ζ is a function of η = ω r/q in the form ζ = 2 tan −1 (ϕ) and ϕ is the positive real root of Fig. 3 shows a simplified block diagram of the phasor ESC. The advantages of phasor ESC are the possibility of using higher perturbation frequency compared to the classic approach [6] , which enables a faster convergence and the possibility to work in noisy and disturbed plants [7] . Local stability analysis was presented in [8] .
When closing the loop with an ESC controller, the system will not converge to a fixed equilibrium point, because of the added perturbation. Instead the system will oscillate around the optimal solution.
In the field of ESC, accuracy was defined in [9] . All stable trajectories x(t) will end up inside a ball defined by |x(t) − x * | ≤ ν, and thus ν gives an indication of the accuracy. Reflecting this definition on θ, yields |θ(t) − θ * | = |θ 0 (t) + a sin(ωt) − θ * | ≤ ν. Thus, in order to reduce ν, it is required to reduce |θ 0 (t) − θ * |. Under the assumptions made in many stability proofs [4] , [5] , the fluctuation of θ 0 (t) will be very small, and we may conclude that the difference between of θ 0 (t) and its average may be neglected. Accordingly, to improve the system accuracy, we need to reduce |θ 0 (t) − θ * |. Furthermore, in some applications it is required to generate a lookup table for the optimum input under different working conditions to be used later for open loop control, e.g., [7] . The input signal before adding the perturbation (θ 0 ), can provide this optimal input, provided that it converges to the optimal value θ * . The main convergence error analysis results for the classic ESC were presented in [4] , [10] and for the phasor ESC in [6] . In both of them, after separation of fast and slow dynamics and averaging, the integral 2π 0 Q(θ + a sin(σ))a sin(σ)dσ was found to decide the convergence error (note that σ = ωt), where Q(θ), as shown in Fig. 1 , represents the steady-state relation between input and output. At equilibrium of the averaged slow dynamics, this term equals zero and accordingly the averaged equilibrium θ eq can be determined. The convergence error was found to be θ eq − θ
. This presents a drawback when using a large perturbation signal due to some plant's properties (e.g., noisy environment or backlash non linearity) potentially leading to a large convergence error when Q (θ * ) = 0. In this work, we will suggest a modulation signal g(ωt) other than the traditional sin(ωt) to eliminate the convergence error or reduce it. Note that the suggested g(ωt) will replace the modulation signal while the dither signal still equals sin(ωt).
In the next section, the problem will be stated. In Section III the main result is presented and its application on the classic and phasor ESC is explained in Section IV. A simulation example will be presented in Section V, and finally conclusions and future work in Section VI.
II. PROBLEM STATEMENT
Consider a nonlinear plant with a single output that can be described by the following state-space representation:
where x ∈ R n is a vector representing the state variables, with initial state x(0) = x 0 , u ∈ R m is a vector representing the manipulated (input) variables of the plant and y ∈ R is a scalar representing the output objective (or index) of the plant. Both f : R n × R m → R n and h : R n → R are assumed to be sufficiently smooth. Without loss of generality, we will consider the case of a maximization problem. Considering the single input case of system (3), we assume we know a control law [4] 
This control law is a function of θ, which is assumed to behave like a static steady-state feedback law [4] . Accordingly, the system (3a) can be written
and the system is parametrized by θ. We will now make some assumptions similar to the assumptions made in [4] and [11] . Assumption 1: There exists a smooth function l : R → R m such that f(x, α(x, θ)) = 0 if and only if x = l(θ).
Assumption 2: For each θ ∈ R the equilibrium x = l(θ) of the systemẋ = f (x, α(x, θ)) is locally exponentially stable uniformly in θ.
Let us define (h • l)(θ) = Q(θ), then we state the third assumption Assumption 3: There exists θ * ∈ R such that
The steady-state map Q(θ) was defined in a different way in [5] in which θ * is assumed to be global maximum while here it is only assumed to be local. The analysis presented later is suitable for both cases.
III. MAIN RESULTS
First, we will present a proposition that will be used to improve the convergence results in both types of ESC.
Proposition 1: Under Assumption 3, the integration
will equal zero at θ eq = θ * if we choose
Proof: The integration limits include only three delta functions, so we can write
For the Dirac delta function, we have
when a < y < b [12] , [13] and
where c is the value of the Heaviside step function at 0, which can be any number between 0 and 1 (refer to [12, p. 44 and 66-67] ). Accordingly, we can find
Thus, Π(θ eq ) = 0 is satisfied by θ eq = θ * according to Assumption 3.
Next we will find the Fourier series expansion of g(σ). From [13, Section 13.1], we have
and thus we can rewrite g(σ) as a sum of sinusoids
Remark 1: It can be noted that there are other possible choices of g(σ) such as
for which Proposition 1 will still be valid. The reason we chose the form in (9) is that its Fourier series does not have any even harmonics. The modulation signal defined by (9) or (16) is clearly not feasible in practice, instead we will consider usingḡ(σ) which is the firstm terms of (16). This will lead to the following Lemma:
Lemma 1: Under Assumption 3, the integration
will equal zero at
Proof: We will expand (18) using Taylor series expansion
where
so that we can rewritē
Since 2π 0 sin(σ) sin(mσ)dσ = 0 for m = 1, this leads to [14, 3.631 .7]), we have Φ(2n,m)dσ = 0 and we can writē
As shown in Appendix, Φ(2n + 1,m) = 0 for n ≤m. This leads to that the first term that will appear inΠ(θ eq ) after aπQ (θ eq ) is at n =m + 1,
Now we will find the first term in the sum with n =m + 1 (i.e., Γ(2m + 3)Φ(2m + 3,m)). We know that Φ(2m + 3,m + 1) = 0, so we can write 0 = Φ(2m + 3,m + 1) = Φ(2m + 3,m)
Using identity (39), this will lead to
We can find
The above procedure can be repeated to calculate the second term that will appear as 
And we can find
and accordingly
.
Now we can writē
In order to find the value of Δθ = θ eq − θ * , we follow the steps in [4] and [10] . Assuming that we substitute (28) in (27) and apply Taylor series expansion around θ * to obtain
Now, equating all powers of a to 0, up to a 2m+4 , knowing that Q (θ * ) = 0, we find that
) and the result follows. Note that whenm = 0, the system will be the traditional ESC becauseḡ(σ) = sin(σ).
During singular perturbation and averaging, the fast system is treated as a static map. This is following the assumption that ω should be sufficiently small and accordingly the plant is settled in a fast way and accordingly the phase shift for the plant may be neglected. In reality selecting ω very small will lead to a very slow controller convergence [5] . For larger ω, the Taylor series expansion will not be accurate depending on the phase shift of the plant at the perturbation frequency and its harmonics, as noted in [10] . Thus, equilibrium defined by (8) is valid only under the assumption that the dynamics of the plant are fast compared to the controller which is not possible if we choosem → ∞. As a consequence, with a higher ω, increasingm will reduce the convergence error, but not to zero. So,m should be chosen small enough so that the phase shift of the plant at (2m + 1)ω can be neglected. Fig. 4 shows the signalḡ(σ) for a different values ofm.
IV. APPLICATION TO TWO ESC ALGORITHMS
When closing the loop with an ESC controller, singular perturbation and averaging are used in the analysis [4] , [6] . The singular perturbation is used to separate the fast dynamics of the plant from the slow dynamics of the ESC controller. Then due to the periodic behavior, averaging is applied on the ESC controller dynamics and after that the equilibrium point will be found. We will explain briefly how the proposed modulation signal will affect the convergence of the averaged classic ESC and phasor ESC.
A. Improving the Classic ESC
Consider a classic ESC with general modulation signalḡ(ωt) and with first-order low-and high-pass filters with cutoff frequencies ω l and ω h respectively. The state space equations of the closed-loop system are
Similar to [4] and [5] we define ω l = ω γ ω L , ω h = ω γ ω H and k = ω γ K, where γ and ω are small positive numbers, and K, ω H and ω L are O(1) positive constants. Define τ = ωt. Since ω is very small, we freeze x at its equilibrium value i.e., x = l(θ + a sin(τ )). This will lead to the reduced system (for detailed steps, please refer to [4] , Section IV)
Applying averaging, with 2π 0ḡ
Following Lemma 1, the equilibrium is found to be [θ eq , 0, η eq ] where η eq = (1/2π) 2π 0 Q(θ eq + a sin(σ))dσ and θ eq is given by (20). It is clear that using the proposedḡ(ωt) instead of sin(ωt) will reduce the shift in the equilibrium compared to [4] .
B. Improving the Phasor ESC
Let us define the phasor ESC algorithm for a modulation signalḡ(ωt) by partially replacing the Kalman gain q/rL n (ωt) by q/rL g (ωt) where,
as in the traditional phasor ESC algorithm. We rewrite and combine the equations of the general non-linear system with the equations of the improved phasor ESC controller for the single variable case, with z = [β 0 , α 1 
where C(ωt) = [1, sin(ωt), cos(ωt)] T . Note that it is only the Kalman gain of the measurement feedback of (31b) that is replaced by L g (ωt).The parameters of the controller will be selected as
where γ is a small positive number, and K and K are O(1) positive constants. Introducing the time scale τ = ωt, results in
Similar to the analysis of classic ESC, we freeze x at its equilibrium value, i.e., x = l(θ r + a sin(τ )). The averaged system can be calculated as
where z dτ =γK
Since the 2π 0 sin(σ) n cos(σ)dσ = 0 ∀ n ∈ Z + and with the aid of Taylor series expansion, it can be shown that Accordingly the system (33) can be written as
The equilibrium of (35) is denoted [z 1,eq , z 2,eq , z 3,eq , θ eq ]. From (35d) we can find that z 2,eq = 0. After combining (35b) (35c) and knowing that tan(ζ) = − cot(ζ), we can find z a 3,eq = 0 and 2π 0 Q(θ eq + a sin(σ)) g(σ)dσ = 0 at equilibrium, and thus θ eq , is given by Lemma 1.
V. SIMULATION
As mentioned earlier, the proposed approach is mainly oriented towards cases that require a large perturbation amplitude. Thus, we will present simulations that will demonstrate the convergence error reduction in such a case. A system with the following state space equation is consideredẋ
The steady state map of the system is y(θ) = Q(θ) = θe −θ which has a maximum y * = e −1 at θ * = 1 and third derivative Q (θ * ) = 3 e −θ * − θ * e −θ * = 0.7357. Accordingly using classic ESC, θ 0 will not converge to θ * . A simplified classic ESC controller with LPF cutoff frequency ω l = 0.02 rad/s and no HPF (i.e., ω h = 0) was used.
At first, a perturbation frequency ω = 0.4 rad/s and a perturbation amplitude a = 0.5 with integrator gain k = 0.1 is simulated. The modulation signal isḡ withm = 0, 1, 2, and 3 added harmonics. Fig. 5 shows the response of the ESC controller after starting at time t = 100 seconds from θ 0 = 2. Compared to the dither signal amplitude, this is close to the optimum since we are interesting in showing the convergence error rather than the convergence rate and stability. Knowing that starting further from optimum will result in convergence to the same point although after longer time provided that k is chosen so that the closed loop is stable. It is clear that the convergence error decreases fast with increasingm and there is little to gain from using more thanm = 1 additional harmonics in this case.
Next, we will use a larger perturbation amplitude. Fig. 6 shows the response of the ESC controller for a = 2 and k = 0.01. The large convergence error form = 0 decreases fast with increasingm and there is little to gain from using more thanm = 2 additional harmonics. Fig. 7 shows the same simulation as above but with a higher perturbation frequency ω = 5 rad/s. In this case, it is also clear that increasingm will reduce the convergence error, but it will not reach zero as the plant has a significant phase shift in the perturbation frequency and its harmonics that will affect the Taylor series expansion as explained earlier. Similar to the previous case, increasingm from 2 to 3 does not significantly affect the convergence error.
VI. CONCLUSION AND FUTURE WORK
Using a modulation signal with multiple frequencies, convergence error reduction was achieved for the classic and phasor ESC which will improve the accuracy of the controller. A simulation example illustrates that only a few harmonics are required to make the convergence error effectively vanish. The simulation showed also that with increased perturbation frequency so that the plant no longer can be considered a static map, adding harmonics to the modulation signal will also decrease the convergence error although not make it arbitrarily small.
Further improvement of the convergence can be studied in a future work by estimating the phase shift at higher perturbation frequencies and adaptively correct the modulation signal. and accordingly Φ(2n + 1, n) = 0.
