Abstract. In this paper, we discuss the semantics of BPEL4WS language which is a de facto standard for specifying and execution workflow specification for web service composition and orchestration. For the convenience, We propose the language called µ-BPEL including all primitive and structured activities within BPEL4WS. Moreover, As the Timed Automata (TA) [2] is powerful in designing real-time models with multiple clocks and has well developed automatic tool support the verification, we define and map BPEL4WS constructs into composable Timed Automata. Therefore, all the properties we want to check within BPEL4WS can be verified in TA network correspondingly. Furthermore, we prove the mapping from µ-BPEL to TA is a simulation which means the TA network simulates correctly the corresponding specification written in BPEL4WS. The case study in Uppaal model checker shows that our method is effective, and a Java supporting tool based on Uppaal model checker engine has been developed.
as structured activities to compose kinds of web services defined by WSDL effectively. One of the features of BPEL4WS is that it is a language with rich expressivity when compared to other languages for business process modelling, in particular those supported by workflow management systems [1] . On the other hand, it leads to the complexity of BPEL4WS in the sense that it offers flexible composition style by means of the structured activities provided. In addition, the semantics of BPEL4WS is not always clear, as its specification consists in an informal textual description of their constructors. Many recent efforts [3, 22, 5] have attempted to formalize other workflow languages which are similar to BPEL4WS to some extent, but not as complex as it. The other important feature of BPEL4WS is that it supports the stateful, long-running interactions involving two or more parties. Therefore, it provides the ability to define fault handling and compensation in an application-specific manner, resulting in a feature called Long-Running Transaction. The concept compensation is due to the use of Sagas [11] and open nested transactions [15] . Recently, some researchers have attempted to offer a theoretical foundation of compensation in flow compensation languages, such as [7, 6] . They both adopted the CCS-like experimental languages adding some operators to deal with compensation. In this paper, we do not involve the compensation handling of BPEL4WS which is studied in our another work [18] , where the complete compensation and fault handling in BPEL4WS are considered.
In this paper, we focus on the rich set of operators provided by BPEL4WS, including the primitive activities, structured activities, which offer the complicated mechanism to compose and orchestrate the web services. We first abstract the syntax of BPEL4WS from the complex XML-based forms to present a new langauge called µ-BPEL, which is the same to the BPEL4WS except not involving the compensation handlers with scope. The fault handlers in a simplified way will be discussed as well. The full structural operational semantics are given based on the techniques by Plotkin [17] . Moreover, the other target of our work is to check and verify the BPEL4WS specification at semantic level, not at the syntactic level. This is high value in providing a simulated workflow mechanism to visually compare expected with simulated results of workflow invocation which can increase expectations of a successful outcome prior to deployment [16] .
As the Timed Automata (TA) [2] is powerful in designing real-time models with multiple clocks and has well developed automatic tool support the verification, such as UPPAAL [4] , KRONOS [9] , TEMPO [20] , we define and map µ-BPEL constructs into composable Timed Automata. Therefor, all the properties we want to check within BPEL4WS can be verified in TA network correspondingly. Furthermore, we prove the mapping from µ-BPEL to TA is a simulation which means the TA network simulates correctly the corresponding BPEL4WS specification. This paper is organized as follows. Section 2 introduces the µ-BPEL language and its operational semantics. Section 3 presents the extended timed automata and its corresponding semantics. Section 4 presents the transformation rules with their correctness proof for simulation. Section 5 conducts a case study from BPEL4WS specification in UPPAAL model checker. The last section gives the conclusion and future work.
The µ-BPEL Language
The behaviors of business process are constructed by BPEL4WS activities. The declaration part in BPEL4WS is often specified by WSDL. We do not focus on this part here. When we refer to variables in business process, we just have them already defined somewhere. In this section, we propose a language called µ-BPEL which is similar to BPEL4WS, but simplifies the complicated syntax of it. For example, the receive activity in BPEL4WS is denoted as rec a x, whilst the name of channel a should contain the information about parameters of receive, such as partnerLink, portType and operation.
The Syntax of µ-BPEL
For discussion of the semantics of BPEL4WS, we introduce a simplified syntactic form of BPEL4WS, which is defined as follows. We call this language as µ-BPEL.
Basic activities rec a x and rep a v stand for reply and receive to communicate data with the environment of business process. Operation inv a x y denotes the invoke activity to call some web service offered by its environment. Here we assume inv is two-way operation, and the behavior of one-way inv is similar to that of skip.x :=ē is a multiple assignment corresponding to the assign activity. Activities wait and waitill represent two different mechanisms of wait activity, which allows us to wait for a given time period or until a certain time has passed. skip corresponds to empty activity doing nothing but entering the terminated state. throw generates a fault named n from inside the business process explicitly. For the convenience of defining the semantics of µ-BPEL, we introduce the terminated form standing for finishing the execution of program text.
The activities A; A, A b A and b * A stand for sequential composition, conditional and iterative constructs respectively. External choice c → A[]c → A denotes the pick activity allowing us to block and wait for a suitable message to arrive or for a time-out alarm to go off. When one of these triggers takes place, the associated activity is performed and the pick activity completes.
An interesting thing in BPEL4WS is the link construct providing the synchronization in flow activity. Each link introduced within a flow activity must have exactly one activity within the flow as its source and exactly one activity within the flow as its target. The source and target of a link may be nested arbitrarily deeply within the structured that are directly nested within the flow, except for the boundary-crossing restrictions [8] . However, this synchronization mechanism in BPEL4WS is quite different from the hand-shaking adopted by CSP [12] . To model this, two link structures b {ľ 1 We briefly describe the link semantics within flow activity from BPEL4WS specification [8] here. Assume activity B is the target of a link that has activity A as the source. When activity A completes, the status of all outgoing links for A is determined by evaluating the transition condition for each link. On the other hand, activity B will check whether it is ready to start and the status of all incoming links for B has been determined. When both conditions are true for B, then the join condition is evaluated for B. If the join condition evaluates to false, a stand fault defined is thrown, otherwise activity B is started. Therefore, 
Operational Semantics
In this section, the small step semantics of µ-BPEL is presented. The semantics of compensation and fault handler with scope in µ-BPEL can be referred to our paper [18] . In the operational semantics of µ-BPEL, the configuration is defined as a tuple:
where Activity is the set of µ-BPEL activities, and State is the function from variables to values. Here the continuous time set T ime is adopted. The configuration < , σ, t > denotes the activity texts are empty, which is the terminated configuration. Two kinds of events are distinguished: one is visible event and the other is silent event τ . The visible event set contains not only the events communicating with the external environment, but also those updating the global state, such as assignment activities etc. The event about time elapsing is denoted as δ. We use set Alpha to denote all possible transition events and Action as the set of all events:
where τ represents the silent event. In the following transition rule, we consider that event a ∈ Action while α ∈ Alpha.
Communication
The receive activity just receives the value v to be stored in variable x with the event a.v through channel a. If the environment is not ready to offer an event, this activity just be in waiting state, and the time elapses.
rec a x, σ, t
Where set V a stands for those values which can be passed through channel a.
The behavior of reply is similar to that of receive.
The behaviors of other basic activities are defined as follows:
where event a equals [x :=ē] The following transition rules are about the wait activity in BPEL4WS.
Next we define the semantics of structural activities.
From the rules about link structures above, when the link variables are updated, the observable updating event takes place as what the assignment activity does. If the valuation of boolean variable in target link is f alse, based on the BPEL4WS specification, one standard fault will be thrown. This situation will be taken into account in the next subsection.
External Choice
The following transformation rules deal with the behaviors of external choice guarded by input event or time alarm.
Due to the symmetry of external choice , we omit other similar rules when the guard appears on the right of external choice operator [].
Flow(Parallel)
The activities in flow structure are synchronized by the link set defined within parallel activity. As the link activities are introduced earlier, the semantics of flow activity is not complicated, and obeys the following rules:
Fault Handler
The error handling in BPEL4WS is complicated since the concept of scope is introduced to be related with fault handler. Furthermore, the important mechanism compensation in business process is provided with the scope. In this paper, we do not deal with the compensation which is handled separately in our another paper [18] . As we did not introduce the scope, we just relate the fault handler with the outmost activity, which means the nesting fault handler is not allowed here. The syntax is modified slightly by adding fault handler structure:
To handle the possible error occurring in business process, we introduce a new configuration to denote the error state. In our operational model, when one kind error takes place, it could be catched by fault handler if this error name is matched to one of catch branches in fault handler. If this error cannot be catched, or one happens in fault handler, the whole FA reaches the error state. For simplicity, variable n denotes the error name when such error occurs.
Then we should add some rules to deal with the occurrence of error in kinds of activities, and the composition of error with other structural activities. The notation denotes the error name is caused by the environment.
Basic Activity a n inv a x y, σ, t
Notice that in link structure, we adopt the non Dead-Path-Elimination semantics specified by BPEL4WS specification, where Dead-Path-Elimination semantics is allowed as well. In this semantics we adopted, when join condition b evaluates f alse, a standard fault denoted as N is thrown.
Extended Timed Automata

The Syntax of ETA and ETA network
To model the state in BPEL4WS, we extend the standard timed automata to ETA (Extended TA), which is similar to the model used in Uppaal. It has an initial state, an ending state, synchronization channels, and variable besides clocks. If several automata run in parallel, then we call them an ETA network. They share variables and clocks in V and X, but keep their own states.
Standard T A : (S, S
0 , Σ, X, E) E ⊆ S × S × Σ × 2 X × Φ(X) ET A : (S, i, e, C, V, X, E) E ⊆ S × S × Guard × Action ∪ {τ } × UET A 1 ET A 2 · · · ET A n = (S, I, E, n i=1 C i , n i=1 V i , n i=1 X i , n i=1 E i ) S = {S 1 , · · · , S n } I = {i 1 , · · · , i n } E = {e 1 , · · · , e n }
The Semantics of ETA Network
In this subsection, we construct an abstract transition system for our target formalism, timed automata. We use the following configuration to define the semantics:
.n, st ∈ S i } denotes the status of each automaton in the network. For example, s(i) ∈ S i is the ith automaton's current state.
ν : X → R + denotes the clock valuation. σ : V → Z ∪ {true, f alse} denotes the variable valuation.
The three transition rules are defined as follows:
• Time passing:
where
In silent transition, we require that the valuation of clocks and variables meets the guard. In synchronized transition, we require that there exist a sending signal and a receiving signal on two edges, and the valuation of clocks and variables meets both guards as well.
Mapping from µ-BPEL to ETA Network
The Mapping
The core of a BPEL4WS process is its main activity. We also add an automaton representing external web services into our model, which gives a clear view of the interactions between the process and the environment. Some extra control variables are introduced to help to define the parallel operation. Besides, we use synchronized channels to represent invocation of web services. We map a process written in µ-BPEL language to an ETA network:
ain W ebServices F aultHandler F lowedActivities
where F lowedActivities = P 1 P 2 · · · P k denotes all the parallel activities within each embedded f low activity. Main Activity M ain is defined recursively as an ETA:
by the following transformation rules.
• Atomic activities Figure 1 . For example, "wait tc" is transformed into an automaton with three states and one clock. Along the transition from i to w we reset the clock. Then the automaton has to wait for tc time units before moving to the state e, as the guard "x > tc" specifies.
The communication activities, like inv, exchange messages with the environment. We use channels to represent such behaviors. For the variable in-put/output, we simply add an update x := v to simulate the return of value from the web service, and omit the input of value to the web service. Note that in our previous definition of receive, invoke and reply, the timing information is not included in the syntax. However, in order to check timed properties of the system, we added timing information to each web service call. For example, inv tc means the inv operation will take tc time units to perform. In BPEL4WS, the synchronous invoke should be transformed into inv tc , while the asynchronous invoke into inv.
Besides, since throw is quite similar to inv, we have omitted the corresponding figure.
• Structural activities
The following transformation rules deal with the structured activities.
The rules above are compositional rules. Note that in Figure 2 , the automata contain such state that is annotated by a letter "P" or "Q", which means the state is an individual activity, i.e. another ETA. Take P ; Q as an example: we simply add one edge from P 's ending state to Q's initial state.
One may notice that the representation of external choice is slightly different from the previous definition. We disallow the form wait tc 1 → P [] wait tc 2 → Q, since it is not expressible in timed automata. The corresponding automata of the last two rules are in Figure 4 , since these rules are flow-related.
Web Services
The automaton W ebServices represents the environment that interacts with the BPEL4WS process. It is defined as a flower-like ETA, as shown in Figure 3 . Currently, there is only channel synchronization in our model. However, if the user knows the behavior of some web service, he may add the details into the model. Flow As shown in the third automaton of Figure 4 , For each activity A j (j = 1, 2, · · · , m) in the flow, we convert each of them into an timed automata P using the method defined in the previous subsection. Then we convert P again into the following ETA, adding synchronization variables f begin and f end to it, as shown in the last automaton of Figure 4 .
P.S ∪ {i, e}, i, e, P.C, P.V, P.X, P.E
In the transformation defined above, we use boolean variables to denote links. We use f begin and f end to synchronize the activities in the flow, which can only start after the flow starts (i.e. f begin is true). When one parallel activity finishes, it adds f end by one. Therefore, the whole flow can finish only after each activity finishes, which implies that f end equals to m.
Fault Handler Suppose the fault handler is:
We can use external choice to capture its behavior:
Optimization It is worthwhile to point out that, in the transformation process, some nodes in the automata can be eliminated to obtain a more concise and efficient model of the original BPEL4WS specification. As shown in the Figure 5 , the code "x := e b skip" requires only two nodes after optimization. Such optimization techniques are not mentioned in our transformation rules, since those rules are more understandable. However, when the tool supporting the transformation were developed, we adopted some optimization rules to reduce the complexity of ETA network which can improve the efficiency and performance of the model checker.
Simulation
Now we construct the simulation between µ-BPEL and Timed Automata, and provide the correctness property for this transformation, which means the Timed Automata network can simulate the behaviors of corresponding µ-BPEL processes correctly. However, in this part, we do not consider the fault handler, as the fault event is trigged by abnormal elements which cannot be modelled precisely in ETA at present. Let bp ∈ BP and ta ∈ T A denote the configurations of µ-BPEL and Timed Automata respectively. Then, We introduce the concept of simulation S. Proof. Here we use the structural induction technique and prove some cases of them, the others are similar and omitted here.
Definition 1. A binary relation S ∈ BP × T A over the two configurations is a simulation if it satisfies the following conditions:
-Case A = skip. The proof is trivial from the first part of the above Definition. • If λ = a ∈ Action. From the operational rules of the µ-BPEL, we can get two possibilities:
In the first case, by hypothesis, there exists a state s of the timed automata corresponding to A 1 satisfying that
From the mapping of the sequential process in Section 4, the conclusion can be demonstrated easily; In another case, the proof is the same as the first one except that they both need to have a τ transition. Here we omit the details.
Case Study
In this section, we give an example to show how to verify the BPEL4WS specification in timed automata using model checker Uppaal [4] , which is a popular tool for modelling, simulation and verification of real-time systems [13, 19, 10] . The model checker UPPAAL adopted is version 3.4.7, running on a PC with 512MB memory.
The auction house example is based on the example given in Chapter 16.3 of the BPEL4WS Specification [8] , with some simplification to fit in the paper. The sketch of the process is:
buyer provide seller provide; invoke service process; receive service answer; buyer answer seller answer As we could see in Figure 6 , the business process is transformed into six automata. (This figure is taken as a snapshot of Uppaal.) We can easily simulate the run of the process, which gives an intuitional view of the whole model.
Then we can ask Uppaal to verify: E <> Main.e and global x < 40
This expression in Uppaal specification language specifies that there exists a trace of the automata network in which M ain eventually reaches its ending state and the total time consumed is less than 40 time units. We can also change the latter part of the expression to global x < 5, and Uppaal may return "Property not satisfied" indicating that it is impossible for the process to finish in 5 time units. The other properties such as checking the deadlock caused by cycle links can be verified in our model as well.
We have implemented a mapping tool in Java language. The user only needs to give a BPEL4WS XML file as its input, then the tool will automatically convert it into timed automata, and output a file in Uppaal's XML format. The user may open the file in Uppaal, simulate the running process, and model-check various properties they need.
Conclusion
This paper presents an operational semantics of µ-BPEL which is quite similar to BPEL4WS except the compensation and complex fault handling mechanisms. A formal mapping from µ-BPEL to timed automata are presented and the correctness of the transformation is ensured by the simulation relation we proved. After the transformation, we can simulate the run of the BPEL4WS process, and verify time-related properties in model checker Uppaal. The experiments results show that our verification method is quite effective and can check all kinds of safety properties.
One of the future work may be adding more language characters of BPEL4WS to µ-BPEL, although we have developed a semantic model handling the compensation in BPEL4WS [18] . We want to integrate these two models into one, and map the fault and compensation into time automata as well. On account of the limitation of expressivity of timed automata, for example, the model adopted by Uppaal lacking the scope concept which is popular in high level languages, we may extend the standard timed automata further, and develop new model checker tool for the verification.
