We speed up the screening of a computer image compressed as an iterated function system (IFS) of affine transformations w 1 , . . ., w N . The idea is to avoid applying a given map to a given point if nothing new would be obtained. Let w(x, y) be the result of applying transformation w to pixel coordinates (x, y) then rounding to the nearest integer pair, say (u, v). Then the w-jigsaw pieces w −1 (u, v) tile the plane. We develop a foundation of results about such jigsaws based on the coefficients defining the transformations w, and apply them to a collection of 50 IFSs. Much time is indeed saved and the method is to be pursued further.
INTRODUCTION
This paper is intended as a contribution to faster screening of images defined by the method of iterated function systems or IFSs. The idea of IFSs originated with Hutchinson [1] , was developed and brought to wider notice by Barnsley and co-workers as a technique of image compression [2] [3] [4] [5] [6] , and has been much explored for its potential in that direction [7] [8] [9] [10] [11] [12] [13] [14] . An excellent survey is found in [9] , whilst [4] outlines a commercial application. In the present paper we explore an approach to speeding up the graphical algorithm of Dubuc and Elqortobi [8] by a large factor, arriving essentially at the speed of the random iteration algorithm [2] , combined with the accuracy of the adaptive cut method [15] . However, our methods are more generally applicable and do extend to grayscale and colour images [16] . Some definitions are called for.
An IFS is a collection of contractive transformations of the plane (see (1. 3) below). The image associated to an IFS {w 1 , . . . , w N } arises as follows. If E is any compact plane set [13] , we define a new set W (E) by
(1.1)
Thus W (E) is a union or 'collage' of transformed copies of E. As the operation W is applied repeatedly, the result gets ever closer to the set A called the attractor of the IFS {w 1 , . . . , w N }. In symbols, Our image is a set of computer screen pixels lit as an approximation to A. Now, (1.2) is important as a tool of theory, and in modified form for some image compression methods. However, we are concerned here, in the first instance, with methods that produce attractor points as a sequence z 0 , z 1 , z 2 , . . . , their rounded coordinates yielding points on the square grid or mesh, {(x, y) : x, y are integers}. The positive x and y coordinate directions will be taken respectively as to the right and upwards. We identify a square P of the grid with its lower left vertex, as shown in Figure 1 , and obtain a screen version of the attractor by lighting, for each rounded z i , the screen area P corresponding to P (we 'plot' z i ). The scale of the representation is determined by the size of squares P ; however, it will be both valid and convenient to regard the mesh squares as pixels, because the pixels of P are all on or all off together. In the same vein we can, for example, achieve the effect of halving the mesh size beneath an attractor by doubling the translation components e, f of the IFS maps (transformations), allowing the mesh to continue being designated as one unit width. Each map is normally affine, meaning that it can be written in terms of coordinates and a 2 × 2 matrix A as
and contractive, that is
|w(x, y) − w(z, t)| ≤ s|(x, y) − (z, t)| (for all x, y, z, t)
for some fixed s with 0 ≤ s < 1. The least such s is called the contraction ratio of w. For more background on IFSs, see for example [2, 9, 13, 15] . An early and popular method for screening the attractor of an IFS was the previously mentioned random iteration algorithm or RIA, in which each map is assigned a probability; an initial point z 0 of the attractor may be computed from w(z 0 ) = z 0 for a map w of the IFS. At each iteration a map w is chosen at random with respect to these probabilities, and one new point w(z) is calculated from the last point z. This is convenient to code but results can be patchy, with much duplication of points [10, 11, 14] .
Much better results are obtained with the adaptive cut method or ACM [15] . Here we start from one attractor point z 0 (a point fixed by any map of the IFS will do). A recursive routine 'cut' plots the point w(z 0 ) if the contraction ratio of w is less than a predetermined value ε and otherwise calls cut(w.w 1 ), cut(w.w 2 ), . . . , cut(w.w N ). The ACM itself works by calling cut for the identity transformation. This guarantees that every attractor point has some f (z 0 ) within distance ε times the attractor's diameter. Thus, with ε sufficiently small, any desired accuracy can be obtained, with the on-screen definition limited by the number of screen pixels available in each direction.
The graphical algorithm, illustrated in Figure 2 , appears to have similar speed and accuracy to the ACM. It calculates similar f (z 0 ) to the ACM but differs in key respects.
(i) The decision as to which compositions qualify is based on whether new mesh points are obtained, rather than on contraction ratio. (ii) Like the ACM, it calculates z n from z n−1 by applying some IFS map w, plotting the rounded coordinates z n , but unlike the ACM it also replaces z n by z n before the next iteration so that, if w is the composition of w then rounding, the next point is w(z n ) rather than w(z n ). Dubuc and Elqortobi [8] show that, nevertheless, arbitrary accuracy is obtainable by a suitably fine mesh.
For each new point z the algorithm calculates its N images w i (z) under the N IFS maps. Those that are new are placed in an ordered store, waiting to have this operation performed on them; incidentally, as observed by ourselves and others [17] , replacing the original ordering system by a simple last-in-first-out policy speeds things up even before other methods are applied. The feature that motivated our work however is that, as exhibited in the tables of Dubuc and Elqortobi [8] , the number of computed points is exactly N times the number of distinct points plotted. At first mysterious, since individual points are not generally computed N times, it is a consequence on the whole of the fact that when a point z is considered, either all N images w i (z) are calculated because z was new or none because it was not. This is represented in Figure 3 .
Our purpose is to remove this duplication in such a way as to speed up the graphical algorithm by a factor as close to N as possible. The 50 test cases of Table 1 [18] have their IFS map coefficients given in the Appendix, and frequent reference will be made to these. Some, such as the Sierpinski attractors, are classical; many are culled from [19, 20] . For screening purposes the translation components e, f (and only these) should be multiplied by a suitable factor scale, to achieve the desired size of attractor. This paper constitutes a progress report on Stage I, in which we derive a foundation of theoretical results and first applications concerning jigsaws of mappings. The idea of such jigsaws is described in the next section.
JIGSAWS

Why jigsaws?
Although the overall duplication of points in the genetic algorithm (GA) is N : 1, the effect is not uniform: individual points may be duplicated more or less than N times [18] ; and except in the special case of the matrix of w having a zero determinant, this duplication is due to rounding (or exceptionally to a relation between the ws). With the Takagi map 1, for example, a configuration of four points P, Q, R, S is sent to the same point T by the composition of w 1 and rounding. Specifically, w 1 (x, y) = (1/2)(x, x + y), which rounds to (u, v) if and only if x = 2u or 2u − 1 and x + y = 2v or 2v − 1. Referring to Figure 4 , if Q is picked from the store the algorithm finds T on applying w 1 ; however, if P, Q and R are subsequently picked, then T is FRACTAL COMPRESSION AND THE JIGSAW PROPERTY I 321 This nomenclature, first introduced in [21] , is suggested by two facts: (i) the pieces cover the entire grid, because w sends every point to some point, and (ii) the pieces cannot overlap, for that point is unique. Notice that since we may speak equivalently of pixels, grid squares and their lower left vertices or points, a jigsaw piece may be viewed as a set of pixels. It is understood that when the algorithm is in action the jigsaws are trimmed to the computer screen.
Using jigsaws. We represent the w jigsaw by a Boolean array J corresponding to the grid, all values being initialized as false. Note that this is of the same dimensions as, but separate from, the array specifying which grid squares are lit on the screen. We will say z m lands on a piece if z m rounds to the lower left coordinates of a grid square of that piece. The modification to the algorithm is then: to only one of them. Similarly for w 2 and its jigsaw, with w 2 (x, y) = (1/2)(x + 1, y − x + 1). The result is that we do avoid duplicate points, reducing the number calculated from 574 to 287, and the calculation time (on our equipment) from 1.85 to 1.4 s. The jigsaw for this map appears in Figure 5 . Note that a jigsaw contains but is not normally restricted to an attractor. Furthermore, a piece at, for example, an attractor boundary, may be partly in and partly outside the attractor. In Table 2 we represent jigsaws of some transformations found amongst the test IFSs. Notice that one of the piece shapes in the Crab case is the unique shape for the Takagi jigsaw. Also, the Tree and Crystal examples are not as regular as they may at first appear.
Reduced jigsaws. Since every square in a piece has the same truth value, can we usefully represent each piece by an entry in a smaller array or reduced jigsaw? The answer is yes in many cases, and is illustrated for the Takagi function in Figure 5 . Thus for each new point z n taken from the store we simply apply the map which sends the jigsaw to its reduced companion to get an array reference for the jigsaw piece containing z n , and then only apply w i to z n if this array entry is not set. The idea is that the map which sends the jigsaw to its reduced companion is calculated much more quickly than w i -and it is this fact that enables us to save time.
New time versus old. By contrast to Figure 3 , jigsaws cut down the number of points computed, by a factor N, so that all points are new. The cost is mainly in probing the reduced jigsaw to discover if a point will be new. Suppose this costs t units of time, whereas calculating w(z) takes T units. Let a be the number of attractor points. Keeping to a simple model in which only a, t, T, N are significant, we observe that without jigsaws there are a N points calculated, taking a total time of a N T .
With jigsaws, w is applied only when a new point will be obtained, taking a total time of aT ; however, we must add the time for checking all a N points produced for their presence in the jigsaw, a cost of a Nt, and hence a total 'new' time of a Nt + aT . Thus old time new time
This ratio approaches N from below as t/T becomes smaller. In the desirable case that, as in Figures 5 and 6 , we calculate reduced companions by integer rather than the real arithmetic used by w, the ratio t/T will be small. If, in spite of the averaging effect of operations not allowed for in our model, we may assume that t/T ≤ 1/6, then for N ≥ 3 2 ≤ old time new time < N, and this prediction is borne out in practice. The next technique we introduce can, when applicable, help greatly to neutralize the housekeeping cost and to bring the ratio of time improvement closer to N. The use of integers will be extended in [16] . 
Which transformations have the same jigsaw?
The first thing to note is that, if two transformations differ only by an integral translation, then they have the same jigsaw (Theorem 2.3). This gives another eight of our 50 IFSs a universal jigsaw, indicated by a U , but does not account for the Peano case, which, amongst others, is covered by the second part of Theorem 2.3. Proof. Let x, y, x , y be arbitrary integers. Because m, n are integers we may infer that w 1 
That is, w 1 and w 2 have the same jigsaw. To prove (a) we note that, because h sends pixels to pixels, no rounding takes place when h is applied to any integer pair (x, y) and so we may replace w h in (2.1) by wh, giving the required
EXAMPLE 2.4. Suppose our jigsaw is a tiling of the plane by equal rectangles with sides parallel to the x, y axes and origin at a vertex. If h is a symmetry operation of the jigsaw, that is it is distance preserving and sends rectangles to rectangles, then h is certainly piece preserving. The possibilities for h that send the origin to itself are affine transformations with no translation component, and matrices as given on the left-hand side of Table 3 . To their right are the additional possibilities when the rectangles are squares.
For the Peano Curve IFS, in which the pieces of w 1 are equal squares, w 1 has matrix (1/3)I (where I is the 2 × 2 TABLE 3. The symmetry operations R of a rectangle, and S of a square.
Matrix
Operation
identity matrix), and no translation. We use Theorem 2.3 and Table 3 to show that all eight other maps have the same jigsaw (assuming a scale factor divisible by three). In fact, up to integral translations, these maps have matrix either The jigsaw of w 2 , a 1/6 turn then translation, is shown partly in Figure 7 . In the accompanying colour version each piece is so coloured that adjacent pieces have different colours. (Interestingly, this must be possible using four colours, by [22] .) Now, w 3 is a 1/3 turn plus translation, not suitably related to w 2 for the application of Theorem 2.3. However, considering Figure 8 , we obtain the Koch Curve provided w i sends line segment P 0 P 4 to P i−1 P i (i = 1, . . . , 4), and so we may replace w 3 by w 2 followed by the reflection operation R in a vertical line through P 2 . But R equals reflection R 3 in the y-axis then translation by vector P 0 P 4 (for more on such calculations see [12] ). So up to integral translations we may take R as R 3 , and then the new w 3 has the same jigsaw as w 2 provided
Neglecting integral translations, we have w
, bringing the condition for equal jigsaws down to
for some integer n.
But this holds with n = −m since f (x, y) is rational and so cannot equal an endpoint m − 1/2 or n − 1/2 for any mesh points (x, y) and (x , y ). The latter property and the possibility of changing the IFS but keeping the attractor are themes to which we shall return in [16] . We have now established that the Koch w 2 and new w 3 jigsaws are the same; using this gives a second time reduction, from 2.98 to 1.88 s.
General jigsaws
We have in mind IFSs obtained from any source, whether classical, by design or experiment from a desktop fractal design program [19, 20] , by automated fractal transform software [5, 9, 14] , or simply by trial and error.
What about the other nearly 40 in our list (of which some have two or more identical jigsaws)? In fact, for a generality that challenges, we need look no further than this list, specifically to the Koch Curve IFS whose jigsaw 2 has an apparently random distribution of sizes and shapes of pieces (although the stripe effect merits further investigation). It was an impasse with the Koch map that suggested embarking on a program to establish results about jigsaws in general, with the expectation that such further information be usable to speed up most or all IFS attractor screening. We distinguish three kinds of result: Here is a recursive procedure in pseudocode for a general IFS map w, which sets to true all points of the jigsaw array J which lie in the same piece P uv as the point (x, y). It conveniently brings out consequences of our results.
Notice this procedure FAP is called at most once on any point since we check whether J (x + i, y + j ) is true before moving to another layer of recursion. Secondly, a given FAP call need check no further afield than the nearest eight points, as explained in Section 3 on 'holes'. Thirdly, as the algorithm itself runs, more and more pieces will have been set to true, hence many of the points surrounding the piece we are currently determining will not require w to be applied.
In Section 4 we derive conditions on the size and shape of a piece and of its sub-pieces. This sheds new light on the Koch Curve jigsaws, as well as many others.
Finally, the theme of Section 5 is connectedness. We give conditions on a, . . . , f for a strong yet common form of connectedness to hold, implying procedure FAP need only check four rather than eight points surrounding (x, y). On the other hand, the procedure assumes that a piece cannot be in two non-touching parts (standard connectedness). If it is, the attractor will still be computed correctly but these parts will be treated as separate pieces, which takes longer. In most cases, however, our results will enable us to determine from the values of a, . . . , f that this splitting does not occur. We conclude with a surprising result in this direction (Theorem 5.18), depending only on the contraction ratio of w.
HOLES IN JIGSAW PIECES
The results and notation of this section will be applied in those to follow. NOTATION 3.1.
(1) We use the symbol ∼> for 'rounds to', and where relevant f stands for the composition of a function f then rounding. Denoting the horizontal component of w(x, y) by w h (x, y) and the vertical by w v (x, y), we may write
where 
Proof. Given the hypotheses we have
. But for 0 < k < M, and whichever sign pa + qb takes, the value of k( pa + qb) lies between those of 0( pa + qb) and M( pa +qb), and hence α ≤ w h (x, y)+k( pa +qb) < α +1 holds for all values 0 ≤ k ≤ M. Invoking (3.1) and (3.2) again we translate this back to w h (x + kp, y + kq) ∼> u for 0 ≤ k ≤ M. The argument for w v is similar and so finally w(x + kp, y + kq) ∼> (u, v) for all 0 ≤ k ≤ M, as required. REMARK 3.7. Theorem 3.3, from its proof, applies to x and y components separately. Thus, for example, if
For example, there can be no break in a line of pixels (x, y) satisfying w h (x, y) = u. This will be very useful later on. APPLICATION 3.8. (FindAllPoints, FAP) We noted in Section 2 that the recursive procedure FAP for finding the pixels of a general jigsaw piece, when applied to a pixel P, need only check the eight neighbours having at least a vertex in common with P. The reason is that, by Theorem 3.3, we always avoid a situation like in which the piece pixel Q is not checked because R is not in the piece.
ANATOMY OF A PIECE
Components and boundaries
Here we consider the nature of a jigsaw piece boundary and the presence and size of certain configurations within FIGURE 10. In the above jigsaw piece, P and Q are connected, while Q and R are not. a piece. There are implications for the FAP procedure and for many types of IFS. Results in this section that depend on the particular choice of map w will be governed by its matrix only, and not by the translation parts e, f . First, we need some basic ideas of connectedness. In the following definitions all pixels are understood to belong to the same piece. Figure 10 has two connected components, one being R alone, the other consisting of A, B, P, C, D, Q.
. (4) A set of pixels is connected if every two of its members are connected, otherwise it is disconnected. (5) A component of a set of pixels is a maximal connected subset. Since a P-Q path followed by a Q-R path is a P-R path, it follows that the component containing a given pixel Q consists of all pixels joined to Q (defined to include Q itself). Thus the piece of
For now we need a preliminary observation about disconnected pieces, leaving a more detailed look at their structure until the next section. Recalling that the line between any two pixels of a piece, in the same horizontal, vertical or diagonal line, is filled by pixels of that piece (Example 3.4) we have the following theorem, illustrated in Figure 11 . Clearly further restrictions are implied by the diagonal and other filling rules, and we shall return to this point. Now, any finite set of pixels in a jigsaw has a left line x = x min (in pixel terms restricted to those of the set), where x min is the least x coordinate of any pixel in the set, and in similar notation a right line x = x max and horizontal diameter x max − x min + 1. Similarly for the vertical dimension. Thus the set X for a component consists of the consecutive integers from x min to x max , whilst a horizontal line of D pixels has horizontal diameter D and vertical diameter 1. The reason is that when P, Q are in the same component, the existence of a P-Q path ensures that if FAP is applied to P then it is applied to Q.
Bounds
Now for a first result depending explicitly on the given map. We can use it to delimit in advance the features of an arbitrary piece of the jigsaw. Notice that a horizontal line, or indeed any pixel path, must lie within a single component. A sequence of pixels, not necessarily a path but each to the right of its predecessor, will be called rising (descending) if each is above (below) its predecessor. Proof. Let w(x, y) and w(x + i, y + j ) round to (u, v) and consider first the horizontal components. We have by (3.1) and (3.2) that w h (x, y) and w h (x, y) + ai + bj both lie in the interval α ≤ z < a + 1. Hence the absolute value of their difference ai + bj cannot exceed the interval width. Indeed, because of the strict inequality with α + 1, it follows that |ai + bj| < 1. Similar consideration of the vertical components shows that |ci + d j| < 1, and the result is proven.
Bounds for any piece. Taking More generally (4.1) shows that the horizontal diameter cannot exceed 1 + i max , where i max is the greatest value of i for any pair (i, j ) lying in the interior of the parallelogram in the i, j plane bounded by the four lines ai + bj = ±1, ci + d j = ±1. We ensure that the first pair of lines is not parallel to the second, and so the figure is not degenerate, by requiring the determinant D = ad − bc to be nonzero. Thus i max is less than any i -coordinate which is positive, amongst the four vertices of the figure. But these coordinates are oppositely signed pairs
In fact we obtain the following bounds:
The rotation and scaling case. If the IFS map w is a rotation through an angle θ combined with uniform scaling by a ratio r we may set c = −b, d = a, and a 2 + b 2 = r 2 ; (4.2)-(4.7) then simplify to the following corollary.
COROLLARY 4.6. For a rotation followed by scaling in a ratio r , we have the following upper bounds on length for each piece of the jigsaw: (a) horizontal or vertical line,
Min(1/|a|, 1/|c|); (b) any diagonal, Min(1/|a ± c|; (c) any diameter, Max|a ± c|/r 2 .
In linear programming terms again, the point (i, j ) lies in the interior of the square bounded by lines ai − cj = ±1, ci + a j = ±1, shown in Figure 13 for the case 0 < a ≤ c. The set of four boundary lines is invariant under (i, j ) → (−i, − j ), as is (4.1), but also under (i, j ) → ( j, −i ), and FIGURE 13. Square region inside which (i, j ) of (4.1) lies, when w is rotation through angle q then contraction in ratio r , and 0 < a ≤ c. Line AB has slope −tan θ.
under the simultaneous switching of j → − j along with a ↔ c. Consequently, the figure is invariant under quarter turns about the origin. The bounds on (i, j ) in the first quadrant i, j ≥ 0 thus imply the rest, and we may obtain the box in the case 0 < c ≤ a by reflecting Figure 13 in the x-axis. By computing the coordinates of points A, B we obtain (4.8) to (4.10), in which a 2 + c 2 = r 2 : To obtain the corresponding relations in the case 0 < c ≤ a we interchange letters a, c and simultaneously the expressions for lower and upper bounds on j . Figure 7 ) the general result is the best possible. However, for this jigsaw (4.8) to (4.10) tell us more:
(a) By (i3), no piece can contain or its rotations, so no piece can be a 4 × 2, 4 × 3, or 4 × 4 box ( Figure 12 shows that a 3 × 3 box occurs). With equality to 9, the piece must be that of Figure 14b or a rotation. Proof. Without loss of generality, suppose a piece has vertical diameter 5 with, by (i2), unique endpixels P, Q as shown in Figure 14a . By (i4) there are no piece pixels 4 or more columns either to the left of P or to the right of Q. This leaves a 6×3 block of possibles, of which 10 are disqualified by the rules indicated in their respective positions. The largest horizontal run of pixels now allowed is 4, and it is uniquely positioned. The fill-in rules (Example 3.4) determine the piece of Figure 14b . Such a piece does indeed occur, and is shown in the Koch jigsaw of Figure 7 . with (a, b, c, d) = (1/2)(1, 1, −1, 1) .
Indeed, each piece has the form . Similarly for Dragon 2, and the Lévy maps. The Takagi maps satisfy (i) and (ii), respectively. The rotation flatness condition holds for the four-fold Crystal map 4. 
Corners
We now consider conditions which lead either to rectangular jigsaw pieces, or to rectangularity at a pair of opposite corners. 
Thus, if both (i) and (ii) hold, the whole of Rect(P, Q) is in the piece P uv .
Proof. (i) We are given that w h (x, y), w h (x +i, y + j ) ∼> u, so by (3.1), both w h (x, y) and w h (x, y) + ai + bj lie in the interval [α, α + 1) = {z : α ≤ z < α + 1}. An arbitrary element of Rect(P, Q) may be written (x + p, y + q), where p lies between 0 and i , and q between 0 and j (equality being permitted). Since ai and bj have the same sign, this sign is shared by ap + bq, which must lie between 0 and ai + bj. So w h (x, y) + ap + bq lies between w h (x, y) and w h (x, y) + ai + bj, hence in the interval [α, α + 1). This proves that w h (x + p, y + q) ∼> u, hence (i) is established. The proof of (ii) is entirely similar, and if both hold we may apply the fill-in rules of Example 3.4 (see, e.g., Figure 15 ).
COROLLARY 4.13. If P, Q are in piece P uv then so is Rect(P, Q) if either (i) ab, cd ≥ 0 and P Q is rising, or (ii) ab, cd ≤ 0 and P Q is descending.
We obtain the corollary above from Theorem 4.12 by noting that, with i > 0, P Q is rising when j > 0 and descending when j < 0. When certain coefficients are zero, conditions (i) and (ii) can hold simultaneously, forcing the pieces to be rectangular, as in Corollary 4.15.
However, an interesting intermediate situation may occur. If, say, ab, cd ≥ 0 only, then we can still deduce the piece has a top left corner R. Such a corner is the intersection of the left and top lines of pixels, and if it does not exist then we have P Q rising from the top piece pixel of the left line to the left of the top line, implying by Corollary 4.13(i) that Rect(P, Q) is in the piece, a contradiction. Similarly there is a bottom right corner S. Thus if P uv is not actually rectangular it may be called subrectangular (descending, after RS). Considering similarly the case ab, cd ≤ 0 we obtain Corollary 4.14, illustrated in Figure 16 . Notice that the corners implied by the Corollary span the smallest rectangle that contains a piece. One piece that is neither rectangular nor subrectangular is shown in Figure 14 . Figure 16 are connected but the third splits into two strong components. Other examples appear shortly.
CONNECTEDNESS
In Section 5.1 we introduce bridges between strong components, and conditions for the absence of bridges, which halves the work of FAP. In Section 5.2 the notion of gaps between components leads to a simple condition for connectedness (aiding FAP), and enables us to prove an interesting and useful result about the contraction ratio. 
Bridges
If pixels P, Q from different strong components are adjacent, we say they form a bridge joining (or between) those components. Then P, Q have one of the two diagonal positions shown in Figure 17 , for they are by definition only vertex-adjacent.
Observe that there cannot be more than one bridge between two strong components, for a hole would then be implied. We note first a criterion already implied by Theorem 4.12, for the absence of one or other type of bridge from the pieces of a given jigsaw.
COROLLARY 5.2. (From Corollary 4.13.)
A jigsaw contains no rising bridge if ab, cd ≥ 0, and no descending bridge if ab, cd ≤ 0.
The result above is geared to ruling out one type of bridge even if the other is present. Its consequent criterion for ruling out both is very easy to apply: one of a, b and one of c, d is zero, but by Corollary 4.15 this hypothesis already implies much more: that each piece is a rectangle. We now derive a test which, without requiring pieces to be rectangular, rules out both bridge configurations of Figure 17 . It guarantees that every component of a jigsaw piece is strong, simplifying the situation especially for connected pieces. First a lemma is required. h (x, y) and w h (x +i, y + j ) round to u we have that H and H +λ+µ are in [∂, ∂ + 1). Also, |λ − µ| ≤ 1. Thus the hypotheses of the lemma hold and we may conclude that at least one of w h (x + i, y), w h (x, y + j ) rounds to u. Finally, since ci , d j are assumed to have the same sign, Theorem 4.12 implies that both w v (x + i, y) and w v (x, y + j ) round to v. This completes the proof. By applying the result in cases  (i, j ) = (1, 1) and (1, −1) we obtain criterion C in the next corollary. Experimentation indicates that in such cases the existence of bridges is translation/scale dependent. We will be content to show via the following example one way in which a given case may be analysed. Happily the search is halved by Corollary 5.2 ruling out a descending bridge (ab, cd ≤ 0). We find by modular arithmetic arguments that if x, y, u, v are integers then (x, y) starts a rising bridge in piece P uv if and only if, for some integer w, we have x = 253w + 2u − 3, y = 2v − 2, v = 125w. Figure 18 includes the case (x, y) = (1, −2) in P 2,0 (shown black). (m, n) , where m = x − x, n = y − y. Thus d min = |m| + |n|. We can and normally will label so that P is to the left of Q (m > 0). Then the gap is rising if n > 0 and descending if n < 0 (n = 0 would imply a hole). This contradicts (5.2) as follows. The line mx + ny + e = 1 cuts the coordinate axes at x = (1−e)/m, y = (1−e)/n, which are positive and do not exceed the corresponding intercepts of x +y = 1−e because e < 1 and m, n ≥ 1. Thus the line mx + ny + e = 1 lies strictly between the origin and region A. Similarly mx + ny + e = −1 lies strictly between the origin and region C, the only exception occurring in the case e = −1 when the origin is actually on this line; this causes no difficulty since the origin is not in region C. Therefore, no point of regions A or C can lie between or on the lines mx + ny + e = ±1 (shown bold in Figure 20 ). This contradiction of (5.2) enables us to conclude that cd < 0. Similarly, ab < 0 with e replaced by f in Figure 20 .
Gaps
Suppose the gap at P is descending. Consider the jigsaw of w defined by w (x, y) = w(x, −y). Since w (x, y) = w(x, −y) the w jigsaw has an (m, −n) gap, which is rising because −n > 0. Hence the first case applies to the matrix of w , which is obtained from the matrix of w by changing signs in the second column. Finally, here is an interesting and useful result suggested by this example, whose contraction ratio is 0.957 . . . . Notice the ratio cited is exactly that of the Takagi maps. The contraction ratio. With m = 2, n = 1 we have x E = 3/2 = −x G and x F = 1/2 = −x H , as portrayed in Figure 22 . We write I = [−1, 1) and deduce It follows that the ratio equals |Az| for some vector z (of unit norm) which has positive entries, hence that the ratio is increasing with each of a, b, c, d, and hence that it exceeds the ratio of the matrix with coefficients (1/2)(1, 1, 0, 1). But this ratio equals (1 + √ 5)/4.
CONCLUSIONS
(1) We have laid a theoretical foundation that gives information about the jigsaws of almost all maps in the 50 IFSs listed. (2) We have provided a compact first algorithm in FAP that enables jigsaws to be used in all circumstances. The results of (1) reduce the number of neighbour pixels to be tested by FAP to eight then to four if a condition on w holds. However, in some cases this is not enough, for example Tree 1 takes 25 s originally but 75 s by FAP, reduced in the four-point case only down to 48 s. Thus FAP is not yet fast enough to be generally useful in practice. Because each piece is small the jigsaw methods so far are not economical, but new possibilities are explored in [16] .
(3) We have been working with the original GA. However, if we simplify the sort routine for points awaiting trial, resulting in version GA1 say, then contrary to expectations the jigsaws function more effectively. Indeed, relative to GA1, about 20% of our attractors are calculated faster in the ratio at least N:1 by jigsaws.
The next stage. In [16] we shall extend the jigsaw method to a practical time reduction method for a much wider range of IFS maps (cf. Figure 23 ). This development will enlarge both the technique of reduced jigsaws and that of determining and setting to True all pixels of a piece. It will finally enable the automation of these methods. So far all our pixels have been strictly black or white, but we shall see that this restriction is only an apparent one, and that the method can be applied to techniques for fractal compression of gray-scale (and hence colour) images. 
