scattering theory developed in [6, 8, 9]. That is, there exists a basis in which the multiplication by independent variable is a CMV matrix. This basis as well as Verblunski coefficients are computed explicitly in terms of Nehari interpolation [2, 3] . Asymptotically the Verblynski coefficients go to zero. Moreover, relations between the basis and wandering subspaces are established. Transformation from scattering representation to spectral representation is given.
Space L R , its subspaces and functional models
Let R(t) be a given Szegö contractive function R on the unite circle T (1.1) |R(t)| ≤ 1, log(1 − |R|) ∈ L 1 .
Then there exists a unique outer function T such that
We consider the space L R of vector functions on T with the following weighted inner product on it
Since the weight matrix is greater than 1 0 0 0 and greater than 0 0 0 1 , the entries f 1 and f 2 , in particular, belong to L 2 . The set of functions
(g 1 ∈ L 2 and g 2 ∈ L 2 ) is dense in L R . We denote by U R the (unitary) operator of multiplication by independent variable t on L R . We consider the following subspaces in L R where n and m are integers. The subspaces appear in the context of the Nehari problem if the Fourier coefficients of R with indices from −∞ to −(n + m + 1) are specified. Note thať H n,m ⊇Ȟ n,m+1 andȞ n,m ⊇Ȟ n+1,m , and that due to the Szegö property (1.1) of R,Ȟ n,m+1 andȞ n+1,m are of codimension one iň H n,m . Define subspaces∆ n,m and ∆ n,m ofȞ n,m by (1.4)∆ n,m =Ȟ n,m ⊖Ȟ n+1,m , ∆ n,m =Ȟ n,m ⊖Ȟ n,m+1 .
U R mapsȞ n,m+1 ontoȞ n+1,m and, therefore,Ȟ ⊥ n,m ⊕ ∆ n,m ontoȞ ⊥ n,m ⊕∆ n,m . Let ∆ = ∆ = C with unitary identification mapš i n,m : ∆ →∆ n,m , ǐ n,m : ∆ → ∆ n,m .
They are defined up to multiplying by unitary constants and we will choose specific normalizations later. We denote byǨ n,m and Ǩ n,m the images of 1 underǐ n,m and ǐ n,m , respectively and we will get "explicit" formulas for the vectorsǨ n,m and Ǩ n,m using a construction motivated by the solution of the Nehari problem. Define a unitary operatoř 
such that
Then U R is the feedback coupling ofǓ 0,n,m withǓ 1,n,m given by the formula
In addition toǓ 0,n,m we consider it's unitary dilationǓ 0,n,m that acts on
can be embedded isometrically into L n,m as follows. Since
we can define the embedding aš
They are well defined isometric mappings from dense linear subsets of 1
respectively. Therefore, they extend by continuity.
We consider four scales
We also define the characteristic (scattering) measure ofǓ 0,n,m with respect to the vector scale
where EǓ 0,n,m is the spectral measure of the unitary operatorǓ 0,n,m . It is absolutely continuous with respect to the Lebesgue measure. Its density can be formally defined as (precisely it is the boundary value of a harmonic function)
Therefore, the matrixŠ
is unitary almost everywhere on T.
The entries ofŠ n,m have these properties:b n,m is analytic andb n,m (0) = 0 (although it is not important to us, note thatb n,m is a characteristic function of the colligationǓ * 0,n,m );š 1,n,m = t nǎ n,m andš 2,n,m = t mǎ n,m , whereǎ n,m is an outer function. We can fix now normalization of i n,m and ǐ n,m (in a unique way) such thatǎ n,m (0) > 0. Note that if n + m = n ′ + m ′ then
Therefore, unitary colligationsǓ 0,n,m andǓ 0,n ′ ,m ′ are unitarily equivalent. Hence, (under the above normalization ofǐ n,m and ǐ n,m ) we haveb n,m =b n ′ ,m ′ , consequently,ǎ n,m =ǎ n ′ ,m ′ . We also getš
Letω n,m be the characteristic function ofǓ * 1,n,m ,ω n,m (ζ) : ∆ → ∆. Analogous to the above is thatω n,m =ω n ′ ,m ′ if n + m = n ′ + m ′ . In view of the above remarks sometimes we will use the notationsb n+m ,ǎ n+m ,š 0,n+m ,ω n+m instead of the former ones. We can also writě s 1,n,m = t nǎ n+m andš 2,n,m = t mǎ n+m . Since U R is the feedback coupling ofǓ 0,n,m withǓ 1,n,m we get that
To formulate one more crucial property ofΣ 0,n,m we need a functional model ofǓ 0,n,m . The
SinceǓ 0,n,m goes to multiplication by t under this transform and due to (1.7) we get that
This implies that
Thus, we arrive at a crucial property of the entries of the matrixΣ 0,n,m :
In other notations
Note that since the scale Ψ ′ 0,n,m Ψ ′′ 0,n,m is * -cyclic
and Lš 0,n+m is mapped unitarily onto LΣ 0,n,m by
However, this does not imply (1.14) and (1.15).
A functional model forǓ * 1,n,m (using the scales Ψ n,m and Ψ n,m defined below) is the "multiplication by t " : Hω n+m ⊕ ∆ → Hω n+m ⊕ ∆, where Hω n+m is a Hilbert space of vector functions
with the norm
U 1,n,m is realized as the "multiplication by t", respectively.
We consider four scales associated to U R Ψ n,m : ∆ →ǐ n,m ∆, Ψ n,m : ∆ → U R ǐ n,m ∆,
We consider the characteristic (scattering) measure of U R with respect to the vector scale
where E U R is the spectral measure of the unitary operator U R . It is absolutely continuous with respect to the Lebesgue measure (this follows from * -cyclicity of the scale Ψ ′ Ψ ′′ ). Its density can be formally defined as (precisely it is the boundary value of a harmonic function)
Using feedback decomposition (1.6) it can be expressed aš
n,m = 1ω n+m
Since the scale Ψ ′ n,m Ψ ′′ n,m is * -cyclic for U R , we have
and L R is mapped unitarily onto LΣ n,m by
It follows from general feedback loading arguments that We can also write (unitarily equivalent) LΣ n,m realization for L R using (1.23). In this realization H n,m looks as
Since the factor in (1.27) isΣ
, then LΣ n,m realization of H ⊥ n,m looks as
Hω n+m .
In view of (1.25), (1.26) and (1.22)
We can see from the later formulas that in this realizationǨ n,m reproduces the 0 Fourier coefficient of the first entry in LΣ n,m and Ǩ n,m reproduces the −1 Fourier coefficient of the second entry in LΣ n,m . Just in case we mention here thať
Verblunsky coefficients
In this section we discuss recurrent relations between vectorsǨ n,m , Ǩ n,m . Since the both pairs of vectorsǨ n,m , Ǩ n+1,m and Ǩ n,m ,Ǩ n,m+1 form orthonormal bases for H n+1,m+1 ⊖ H n,m they are related by a unitary matrix 
Compare (1, 1) entries on the left and on the right, divide them by t n and take the "zero" Fourier coefficient. We getǎ
Therefore, according to our normalization,
Comparing (1, 2) entries the same way we geť
Comparing (2, 1) entries, multiplying by t m+1 and taking "zero" Fourier coefficient we get
Substituting the above formula for ρ n,m we obtaiň
Comparing (2, 2) entries, multiplying by t m+1 and taking "zero" Fourier coefficient we geť
Sinceω n+m+1 (0) = α n,m and 1 − | α n,m | 2 = | ρ n,m | 2 (because the transformation matrix is unitary), we haveǎ
Using the above formula for ρ n,m we geť
Thus, (2.1) takes on the form
a n+m+1 (0) > 0 andα n+m = −ω n+m+1 (0) (because the entries of the transformation matrix depend on the sum of the indices only, we changed the notations). Note also thať ρ n+m = 1 − |α n+m | 2 and |α n+m | < 1.
On the other hand the transformation matrix can be computed as
We can compute Ǩ n,m , Ǩ n,m using LΣ 0,n,m representation (formulas (1.10) and (1.11)) or LΣ n,m realization (formulas (1.28))
In particular we getω
Note that sinceρ j ≤ 1, the sequenceǎ j (0) is increasing. On the other hand, sinceǎ j is a Schur class analytic function,ǎ j (0) ≤ 1. Therefore, the limit ofǎ j (0) exists and
In particular, this implies that lim j→∞ρ j = 1 and lim j→∞α j = 0.
A basis for L R and the matrix of U R in this basis
We consider a chain of subspaces in L R (3.1)
The first index increases first and then the second one increases. Every subsequent subspace is of codimension one in the preceding one. Since the union of subspaces (3.1) is dense in L R , the sequence of vectors
forms an orthonormal basis for L R .
We want to get the matrix of the operator U R in the basis (3.2). Since U R is a linear operator we have from (2.3)
Due to normalizationǎ k (0) > 0 we have
Applying (2.3) with n := n, m := n − 1 we obtain
Applying (2.3) with n := n + 1, m := n we obtain
Substituting (3.4) and (3.5) to (3.3), we get
From this we see that the matrix of U R is a CMV matrix.
Verblunsky coefficients as Schur parameters
We summarize first results of the previous sections.
tǨ n,n t Ǩ n+1,n = (4.1)
Alsoρ n+m =ǎ
Or returning to (2.3)
This can be rearranged as follows
Substituting (4.2) and (4.3) in (4.6) we geť
We can write Σ 
The second row of this relation reads aš ρ n+m A n+m+1ωn+m+1 A n+m+1 = (4.14)
or, comparing entries,ρ
In particular, this implies that (4.15)ω n+m+1 = tω n+m −α n+m 1 − tω n+mαn+m .
Asymptotic, Convergence, CMV basis and shift bases
Space L R has an additional structure which is responsible for the absolute continuity of the 2 × 2 scattering measure of the operator U R and for the special form of its density 1 R R 1 .
Consider the following two subspaces of L R :
and
H n,∞ = 1
Then L 1 and L 2 reduce U R and it acts as a bilateral shift on L 1 and on L 2 . The corresponding wandering subspaces are defined as
We start with proving some asymptotic properties of functionsǨ n,m andK n,m .
Lemma 5.2. Let G be a Hilbert space and G j be its closed subspaces such that 
Direct scattering for CMV matrices
Given Verblunsky coefficients and corresponding unitary CMV matrix in the basis (3.2), we want to obtain R. We assume that convergence (5.1) and (5. 
