The dynamics of a Brownian particle in a constant magnetic field and time-dependent electric field is studied in the limit of white noise, using a Langevin approach for the classical problem and the path-integral Feynman-Vernon and Caldeira-Leggett framework for the quantum problem. We study the time evolution in configuration space of the probability distribution of an initial pure state represented by an asymmetrical Gaussian wave function and show that it can be described as the superposition of (a) the classical motion of the center of mass, (b) a rotation around the mean position, and (c) a spreading processes along the principal axes.
I. INTRODUCTION
The problem of a Brownian particle in a magnetic field arises in different fields from condensed-matter (e.g. the Hall effect) to cosmology (e.g. cosmic rays). The present paper focuses on Brownian motion in a constant magnetic field and a spatially homogeneous, possibly time-dependent) electromagnetic field, a problem studied so far by various authors both in the classical regime [5, 6, 9, 10, 12, 15, 17, 19-26, 29, 31, 34, 36-39, 42] and in the quantum regime [7-11, 16, 18, 32, 33, 42] .
In the absence of noise and dissipation, a close analogy links a particle in a constant magnetic field to the harmonic oscillator, both in the classical [27] and in the quantum [28] problem. At a classical level, the particle performs periodic harmonic motion with frequency ω, with ω = k/m for a harmonic oscillator of mass m and elastic constant k and with the cyclotron frequency ω = |qB|/mc for a particle of charge q in a magnetic field B (c is the speed of light). At a quantum level, the energy spectrum of both systems has equidistant energy levels E n with energy spacing ∆E = E n+1 − E n = ω. However, an arbitrary small internal noise breaks this analogy and turns the harmonic-like motion of a particle in a magnetic field into one similar to that of a free Brownian particle, see Refs. [5, 23, 24, 37, 38] for the classical case and Refs. [11, 30, 32] for the quantum case. In this paper we study the time evolution of the probability density in configuration space of a Brownian particle in a constant magnetic field and a homogeneous electric field, in the white noise approximation. We outline the main steps in the derivation of the results -further details will be presented elsewhere. For the quantum problem, the time evolution of an asymmetrical Gaussian wave packet is worked out within the framework of the Feynman-Vernon [14] and Caldeira-Leggett [4] models. * marco.patriarca@kbfi.ee
II. CLASSICAL PROBLEM
In the Langevin approach a classical Brownian particle in an electromagnetic field is described (in the limit of white noise) by the following stochastic equation [37] ,
Here v(t) = (v x (t), v y (t), v z (t)) = dr(t)/dt is the particle velocity at time t; r(t) = (x(t), y(t), z(t)) is the particle position; the first two terms on the right hand side are the electric and the Lorentz force, respectively; the last two terms represent the environment forces, i.e., the dissipative force −mγv (γ is the friction coefficient) and the random force R(t) = (R x (t), R y (t), R z (t)), assumed as a Gaussian zero-mean δ-correlated stochastic process (i, j = x, y, z,),
where β = 1/k B T is the inverse temperature and . . . represents a statistical averaging over the stochastic force configurations.
Decomposing the velocity v = v + v ⊥ , with v parallel and v ⊥ perpendicular to the magnetic field, and analogously for the electric field, E = E + E ⊥ , and the random force, R = R + R ⊥ , Eq. (1)becomes decoupled,
The motion parallel to the magnetic field is equivalent to that of a one-dimensional Langevin particle acted upon only by the force qE (t) and will not be considered further. It is now useful to define the versors
FIG. 1. Lorentz force fL, friction force fF, and resulting generalized friction force fTOT proportional to |v ⊥ |, forming a constant angle χH with respect to v ⊥ ; see text for details.
see Fig. 1 , and rewrite Eq. (4) as
Here sin χ H = ω/Γ , cos χ H = γ/Γ are the force direction cosines in the (n 1 , n 2 ) frame and
are the Hall angle [2] and the "effective damping constant". Equation (6) displays the similarity between the Lorentz and the friction forces, both proportional to |v ⊥ |, merging in an effective viscous force still proportional to |v ⊥ | with intensity Γ , forming an angle χ H (the Hall angle) with v ⊥ -see Fig. 1 . Note that even if n 1 (t) and n 2 (t) are time-dependent, Γ and χ H are constant in time. The Hall angle χ H (known from the Hall effect [2] where both a magnetic and an electric field are present) measures the relative strengths of Lorentz to friction force, playing a key role also when only a magnetic field is present. The time scales associated to ω and γ and the parameters Γ and χ H can be related to each other through the complex friction coefficient
which is relevant both in the classical and in the quantum problem -γ and ω represent the real and imaginary parts of Γ , while the Hall angle χ H and the effective damping constant Γ represent its modulus and phase, respectively.
A. Constant B and homogeneous E(t)
We assume a homogeneous electric field E(t), an ω = qB/mc > 0, and a constant magnetic field,
It is convenient to introduce the complex coordinate [27] 
and the complex forces q E(t) = qE x (t) + iqE y (t), R(t) = R x (t) + iR y (t). Using Eq. (1), one finds that Z(t) follows the complex Langevin equation
Here the Lorentz and friction forces merged in the generalized friction force given by the term −m ΓŻ(t), where Γ is defined in Eqs. (7) . By integrations of Eq. (11) between t = t a and t = t b , one obtains the complex velocitẏ Z(t b ) and coordinate Z(t b ),
wheref ≡ q E + R.
B. Constant magnetic field
Here we consider the particular case of zero electric field. For convenience we rewrite the initial conditions on the complex variable Z as (15) where x 0 ≡ x(t a ),ẋ 0 ≡ẋ(t a ), and analogously for the y components, and we have introduced the initial modulus v 0 = |v 0 | and angle ϕ 0 formed with the x-axis,
From Eqs. (13) and (2), separating Z(t) into real and imaginary parts, one obtains the average coordinates,
where t = t b − t a and x c , y c are the coordinates of the position eventually approached for t ≫ γ −1 ,
This provides a simple geometrical interpretation of the Hall angle χ H as the total deflection angle of the particle with respect to its initial velocity, while the effective friction coefficient Γ defines the total distance covered by the particle, 
By eliminating the time variable one finds that the shape of the trajectory is an exponential spiral,
Notice in Eq. (19) that the particle approaches the asymptotic position (x c , y c ) with time scale γ −1 -as in the problem without magnetic field -and, at the same time, Eq. (20) shows a uniform angular motion with angular velocity ω -as in the frictionless problem with a constant magnetic field. These complementary features are due to the fact that the Lorentz force acts perpendicularly to the particle velocity, leaving its modulus and therefore the relaxation dynamics unaffected, so that the only effect of the magnetic field is to bend the trajectory. Whereas the friction force -being anti-parallel to the particle velocity-changes the velocity modulus as if no magnetic field is present, without influencing the direction.
The position uncertainties can be expressed through the second moments (24) where ∆x(t) = x(t) − x(t) and ∆y(t) = y(t) − y(t) are the x and y displacements, which can be computed from ∆Z(t) 2 and |∆Z(t)| 2 . One finds ∆x(t) 2 = ∆y(t) 2 and a radial mean square displacement [37, 41] 
For χ H → 0 (B → 0) this expression reduces to the mean square displacement of a Langevin particle in a plane [40] , while in the asymptotic limit γt ≫ 1 one obtains
The latter equation resembles the Einstein relation, with 1/γ replaced by (the real part of) 1/ Γ .
C. Constant electromagnetic field
It is easy to show from Eq. (13) that a homogeneous electric field modifies the mean position but not the mean square displacements. The well known case of a constant electric field E with modulus E 0 and components E x = E 0 cos α and E y = E 0 sin α can be recovered from Eq. (17) and is characterized by an asymptotic motion with an angle χ H with respect to the electric field,
where the drift velocities V x t and V y t are given by
The velocity modulus is V 0 = qE 0 /mΓ , confirming the role of Γ as an effective friction coefficient.
III. QUANTUM PROBLEM
In this section we study the time evolution of a quantum wave packet between times t a and t b (t a < t b ).
A. Initial state
It is assumed that the wave function Ψ (x a , y a , z a , t a ) at the initial time t a is known and factorized,
so that the x-y motion, on which we concentrate, is decoupled from the z-motion. The problem is undetermined by a phase factor due to gauge invariance, i.e., if
is an arbitrary function) and A → A + ∇Λ. We assume a magnetic field B = (0, 0, B) ≡ ∇ × A coming from a vector potential
with arbitrary gauge parameter λ. A Gaussian shape is assumed for the initial wave function in the x-y-plane,
associated to a Gaussian probability density,
Here N 0 = 1/2πσ x σ y is a normalization factor, the coordinates (x 0 , y 0 ) = ( x a , y a ) are the initial average positions ( . . . denoting in this section a quantum average), and σ x , σ y are the corresponding standard deviations, (
y . We assumed, without loss of generality, that there is no mixed term ∝ xy and an anisotropic wave function with σ x = σ y . Finally, the parameters q x , q y and µ are related to the average initial velocity v = (v x , v y ) = p/m = −i∇/m − eA/mc, that from Eq. (31) is
Note that v (as any other observable quantity) only depends on the difference
exhibiting the gauge invariance of the problem. The quantum treatment discussed below is based on the density matrix, given at the initial time t = t a by
It is convenient to introduce the new coordinates
with inverse relations x = X − ξ/2, y = Y − η/2, and
, that are useful for simplifying calculations and because they provide a physical interpretation of the results. In terms of the new variables, the initial density matrix becomes
B. Time evolution
The reduced density matrix ρ(X, Y, ξ, η, t) evolves with time in a way similar to the wave function,
where the effective propagator J is conveniently expressed in terms of the effective action S[X, Y, ξ, η] as
Here a represents the boundary conditions at time t a : X(t a ) = X a , Y (t a ) = Y a , ξ(t a ) = ξ a , and η(t a ) = η a , and analogously for b. For an isolated system the effective action S[X, Y, ξ, η] is the difference between the actions of the isolated system,
2 η] -and the effective propagator factorizes in the product of two propagators for ψ(x, y, t) and ψ * (x ′ , y ′ , t), where, for a non-relativistic particle [28] ,
(ẋA x +ẏA y ) .
(40) For a non-isolated system, the effective action contains also the influence phase Φ 2 , coming from the integration of the environment degrees of freedom [13, 14] ,
Here we focus on the dynamics of the probability density P (X, Y, t) in configuration space, which is given by the diagonal elements of ρ(x, x ′ , y, y ′ , t), i.e.,
If the coordinates X, Y, ξ, η are used, one can obtain P setting ξ = η = 0, i.e., P (X, Y, t) = ρ(X, Y, ξ = 0, η = 0, t). Then the probability density at time t b , from Eqs. (39) , is
We now proceed to obtain Φ 2 [X, Y, ξ, η] and J.
C. Influence functional and phase
The influence phase Φ -or equivalently the influence functional F = exp(iΦ) -is the central quantity in the study of a non-isolated quantum system, since it describes the effect of the interaction with the environment. In the framework of the Feynman-Vernon model [14] a dissipative environment is represented in one dimension by an infinite set of harmonic oscillators interacting with the central particle. We make the simple hypothesis that the two-dimensional environment is obtained by a straightforward generalization of the onedimensional case assuming that the central particle interacts with a set of two-dimensional oscillators, which are harmonic and isotropic in the x-y-plane.
Thus, the starting action of the total system, depending on the coordinates of the central particle (x, y) and of the oscillators {x n , y n } (n = 1, 2, . . . ) [35] is
Notice that the oscillators have been assigned their equilibrium positions coinciding with the central particle position, as requested by general symmetry constraints [35] . This determines both the structure of the total Lagrangian, Eq. (43), and the form of the (correlated) thermal equilibrium initial conditions -see Ref. [35] for details. In Eq. (43), the interaction between central particle and environment oscillators factorizes into a sum of two terms for the x and the y dimension. Correspondingly, xand y-factorized thermal equilibrium initial conditions at time t = t a are assumed for the x and y coordinates of the environment oscillators in the form of (one-dimensional) equilibrium density matrices at temperature β −1 . Within the Caldeira-Leggett model [4] , the integration of the x or y environment degrees of freedom proceeds as in the 1D case [35] and results in the influence phase
(and
, implying as a limit of the present model the hypothesis of dynamical and statistical independence of the x and y environment degrees of freedom (second properties of influence functionals [14] ). In the white noise approximation the 1D influence phase reads
. (45) Replacing Φ 1 and the unperturbed action (40) in Eq. (41) one obtains the effective action
The first two terms in the integral are the kinetic ones, the term ∝ ω is due to the magnetic field, the real term ∝ γ to dissipation, and the last imaginary term to thermal fluctuations. Since this is a quadratic functional of X(t), Y (t), ξ(t), and η(t), then the propagator ( 39) can be calculated exactly and can be written as
where N (t) is a normalization factor andS is the effective action S computed along the trajectories which make it an extremum,
subject to the boundary conditions a and b. The calculation is simplified by integrating by parts Eq. (46) and setting ξ b = η b = 0 in view of the calculation of the probability density, which provides
Here only the solutions ξ(t) and η(t) of Eqs. (50) and (51) with final conditions ξ b = η b = 0 are needed. In analogy with the classical case, using the coordinates Z = X + iY and ζ = ξ + iη, Eqs. (48)- (51) becomë
We skip the details that will be presented elsewhere and provide the result,
where
D. Probability density
The effective propagator (47), with the effective action (54), and the initial conditions (37) can be used in Eq. (42) to compute the probability density P (X b , Y b , t b ). The first two integrations give
where I ± (t) = I(t) + 1 2 (±α − 1)ω and α is the gauge parameter given by Eq. (34) . The last integrations give the coordinates relative to the initial mean position,
and the time-dependent coefficients are given by
The mean coordinates at the generic time t b are
By using the explicit formulas for R(t) and I(t) given by Eqs. (55), these equations reduce just to the classical solutions (17) and (18), with t replaced by t b − t a and x 0 , y 0 , v x , v y by the corresponding quantum mean values at t = t a .
F. Position uncertainties
The second central moments of the coordinates, i.e.,
provide estimates of the quantum uncertainties on the particle position. With the help of Eqs. (55), one obtains
where g I (t) = (M I)/(2|Γ | 2 ) and g R (t) = (M R)(2|Γ | 2 ). In the asymptotic limit γt ≫ 1, one obtains
G. Evolution of the wave packet
The Gaussian probability wave packet obtained above may not have an obvious interpretation, apart in the asymptotic limit. A simple way to an effective visualization is the method of the boundary surface [3] , in which a space-dependent probability density P is represented through an iso-probability surface in 3D, P = const, enclosing an assigned fraction of the total probability, e.g. 90%. In the present 2D case, using Eq. (60), one can define an iso-probability curve in one of the following ways,
where κ, κ ′ are suitable constants. The second equation defines an ellipse in the X-Y -plane with time-varying center and axis orientation.
To visualize it, one can first move to a reference frame (X 1 , Y 1 ) where the ellipse center is at rest, by introducing the coordinates relative to the ellipse center, i.e., to the average position and therefore to the classical solution,
The new boundary curve,
defines an ellipse with center in the origin. The ellipse is not in normal form yet: the presence of the mixed term ∝ X 1 Y 1 with the time-dependent coefficient C 1 implies a rotation in time of the principal axes of the ellipse. One can move to a reference frame X 2 -Y 2 rotating with the ellipse, defined by 
The mixed term (and the rotational motion) is removed by setting C 2 = 0, which defines θ(t) as .
In the new variables, the boundary curve reads
which represents an ellipse with X 2 and Y 2 principal axis proportional to 1/ √ A 2 and 1/ √ B 2 , respectively. In conclusion, one can give an intuitive interpretation of the wave packet evolution in terms of a superposition of (a) a translational motion defined by the classical solution, (b) a rotational motion defined with angular velocityθ(t), where θ is defined by Eq. (73), and (3) a spreading process defined by the second moments 1/A 2 2 and 1/B 2 2 of the ellipse recast in normal form. Detailed illustrations will be presented elsewhere.
IV. CONCLUSIONS
The oscillator model of quantum dissipative systems has been used as an effective tool for the visualization of the dynamics of a quantum Brownian particle in configuration space. Due to the quadratic nature of the system Lagrangian, the center of mass of the probability density obtained from the solution of the problem moves like a classical particle and the shape of an initially Gaussian probability density remains Gaussian. As for the particle uncertainty on position, the width of the probability increases with time depending on both quantum and thermal fluctuations. Interestingly, the probability wave packet in configuration space can be visualized as if it rotates around the center of mass with an angular velocity depending on the system parameters. Further research work is needed for an understanding of this effect. Furthermore, it would be worth to study the analogous problem in the presence of colored noise.
