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The well-known Vicsek model describes the flock dynamics of self-propelled agents. Surprisingly,
a direct measure of the chaotic behavior of such systems is missing. Here, we discuss the kinetic
phase transition present in Vicsek systems in light of the largest Lyapunov exponent, which is
numerically computed by following the dynamical evolution in tangent space. As discontinuities
in the neighbors weighting factor hinder the computations, we propose a continuous form of the
model. Our results about chaotic regime reinforce the idea that the Lyapunov exponent is also a
phase transition indicator.
I. INTRODUCTION
Active matter systems are composed of units with cer-
tain ability to absorb energy from their surroundings and,
in some way, transform it into mechanical work. Exam-
ples include macroscopic [1] as well as microscopic liv-
ing systems [2], artificial self-propelled particles [3], and
Brownian motors [4] to cite only a few. As each unit is
autonomous to manage its own energy expenditure, each
one evolves according to individual dynamical rules and
can respond differently to a given external stimulus. This
makes the description of the behavior of a single entity
a very tough task. Notwithstanding, it is possible to ob-
serve the developing of intriguing large-scale spatial and
temporal patterns during dynamical evolution of many of
such units moving independently [2, 5]. Such cooperative
behavior presents great stability and constitutes the sub-
ject interest of different areas, as physical chemistry [6],
biology [7] and economy [8].
The paradigmatic Vicsek model [9] is able to simulate
the motion of several forms of active matter, including
that of flocks of birds [5] and schools of fish [10]. The
model consists in a number of self-driven entities that
move together by aligning their velocities with the aver-
age velocity of their neighbors. A noise that affects all
individuals prevents perfect alignment. At densities high
enough and noises below a certain critical value, one ob-
serves the phenomenon of clusterization, an ordered mo-
tion of the flock. The model also presents a dynamical
phase transition at a particular value of the noise for a
fixed density [9]. The Vicsek model is probably the most
natural starting point to investigate collective dynam-
ics, and therefore, it has been extensively studied [11–
13]. However, we are not aware of any investigation of
emergence of chaos in the Vicsek dynamics. Note that a
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chaotic regime may favor the dispersion of the flock due
to sensitivity to small perturbations. In addition, either a
strong order or a deep chaotic regime prevent the system
from responding fast to sudden changes in the environ-
mental conditions. Thus, it is important to analyze the
existence of a chaotic regime in the Vicsek model. The
Lyapunov exponent measures how much chaotic is the
dynamics in function of the control parameters [14].
In this article, the largest Lyapunov exponent is nu-
merically estimated for the Vicsek model by following
the dynamical evolution in tangent space. This method
requires the integration of linearized motion equations,
which present discontinuities since there is interaction
between two agents only if the distance between them is
less than a given cooperation radius. To get rid of this
discontinuity, we introduce a smoothing parameter such
that the interaction goes to zero continuously. The jump
discontinuity is recovered if the smoothing parameter is
zero. We make a systematic study about the effect of
a finite value of the smoothing parameter on the Vicsek
dynamics.
In Sec. II, a brief introduction to the Vicsek model
is provided. Sec. III establishes the conditions in which
the Lyapunov exponents are numerically computed for
discrete time dynamics. We present suitable linearized
equations of motion in Sec. IV in order to estimate the
largest Lyapunov exponent for the Vicsek model. In
Sec. V, our results are displayed, and finally, we reserve
Sec. VI to highlight some conclusions and perspectives.
II. VICSEK MODEL
In his model proposed in 1995 [9], Vicsek considers
the motion of N self-propelled particles with constant
speed v that move in the plane inside a square-shaped
cell of size L under periodic boundary conditions. Here,
we follow the updating scheme of most studies of Vicsek-
2style models [11, 12], by taking
xℓ(t+∆t) = xℓ(t) + vℓ(t+∆t)∆t, (1)
where one can attribute to the velocity vℓ a propagation
angle θℓ. In the Vicsek model, the self-propelled parti-
cles line up with their neighbors within an interaction
distance, usually taken as a standard distance unit. The
advance angle θℓ of the particles evolves by consulting
their neighbors, within the cooperation radius, accord-
ing to the dynamical rule
θℓ(t+∆t) = 〈θℓ(t)〉r +∆θℓ(t). (2)
The term 〈θℓ(t)〉r is related to local alignment mecha-
nisms and denotes the average direction of the velocities
of particles being in the neighborhood of the particle ℓ,
including the particle itself. The index r labels all par-
ticles inside the interaction range of the particle ℓ. The
contribution ∆θℓ plays the role of a noise in this model.
It assumes random values uniformly distributed in the
interval ∆θℓ ∈ [−η/2, η/2], where the control parameter
of the system η is the noise amplitude.
The ordering level ϕ constitutes the order parameter
in this particular system and it is evaluated as
ϕ =
1
Nv
∣∣∣∣∣
N∑
κ
vκ
∣∣∣∣∣ , (3)
that is, ϕ is the speed of the center of mass compared
with the speed v of each particle. The ordering level is a
normalized quantity, where ϕ→ 1 indicates a completely
ordered regime, where all particles share a same orienta-
tion; while ϕ → 0 indicates a completely non-ordered
regime, where collective motion is absent.
From random initial conditions, the global behavior of
self-propelled particles experiences a transient regime in
time until assuming a steady value for some values of the
noise amplitude η. Both the steady-state value ϕ∗ and
the standard deviation σ are η-dependent. Numerical
evidences [9, 11] indicate the existence of a critical noise
amplitude ηc, where the system suffers a transition from
ordered to disordered regime. This reveals the noise am-
plitude η as a control parameter of this continuous phase
transition. For small noise amplitude 0 ≤ η < ηc, the
level of ordering ϕ in the steady state is finite, which re-
flects the alignment of the agents in a spontaneously cho-
sen direction. For higher noise amplitude ηc ≤ η ≤ 2π,
the level of ordering ϕ in the steady state tends to zero,
reflecting the lack of alignment in any direction.
III. NUMERICAL DETERMINATION OF THE
LYAPUNOV EXPONENT
From the point of view of dynamics, exponential
separation of trajectories departing from infinitesimally
nearby points marks the main characteristics manifested
by chaotic regimes [15, 16]. In this sense, Lyapunov ex-
ponents are measures of stability of the trajectories [17]
whose estimations require using both the rules of motion
and their local deviations. Standard approaches [18–20]
are based on linear analysis and consist of observing how
infinitesimal perturbations develop around a typical fixed
trajectory.
For a generic discrete-time dynamical system, the co-
ordinates U ≡ (q1, q2, . . . , qν) evolve through a recursive
relation
U(t +∆t) = F(U(t)). (4)
The infinitesimal variations u ≡ (δq1, δq2, . . . , δqν) follow
the linear transformation
u(t+∆t) =
∂F(t)
∂U
u(t) := G(t)u(t), (5)
with G being the Jacobian matrix. The perturbation
u(t) of the trajectory U(t) is
u(t) = G(t−∆t)u(t−∆t)
= G(t−∆t)G(t− 2∆t)u(t− 2∆t)
=
s−1∏
n=0
G(n∆t)u(0), (6)
with s = t/∆t. When the elements of G are bounded
functions of t, solutions for (6) do not grow faster than
an exponential function. The Lyapunov exponents are
defined by
λ = lim
t→∞
1
t
ln
‖u(t)‖
‖u(0)‖
. (7)
Once the limit above exists, the definition (7) may be
seen as a long-time average of the logarithm of the de-
viations u evaluated along a trajectory U(t). Thanks to
Birkhoff’s theorem [21], the Lyapunov exponent values
do not depend on initial conditions for ergodic processes,
except for a set with null measure.
From a generic initial condition U0, we obtain a refer-
ence trajectoryU(t). For the deviation, a set of indepen-
dent normalized vectors (u
(0)
1 ,u
(0)
2 , . . . ,u
(0)
ν ) is defined as
initial conditions. Both difference Eqs. (4) and (5) are
iterated, in such a way that in every time step, values
of U(t) generate new elements of the Jacobian matrix,
that in turns provides the parameters of the linearized
equation. After a suitable long enough time, the set
of resulting deviation vectors unveil the divergence (or
convergence) degree of characteristic directions on the
state space, each one of them related, according to (7),
to a value of the Lyapunov exponent. Thereby for a
ν-dimensional space of the vectors u, there exists a set
composed of ν exponents, which is called Lyapunov spec-
trum [16]. The largest Lyapunov exponent determines
the kind of stability of a given trajectory. Positive val-
ues are related to exponential instabilities, and therefore
chaos, while negative largest Lyapunov exponents imply
stability.
3The numerical evaluation of (7) requires some careful
considerations. Exponential solutions of the linearized
equations may become problematic in long-time analy-
sis. In addition, to obtain the full Lyapunov spectrum,
it is necessary to ensure that iterated deviations refer to
independent directions of the state space. These issues
are circumvented with the use of the Gram-Schmidt pro-
cedure [22]. Periodic interventions on the integration of
the system prevent, by the normalization, the divergence
of the size of the deviation vectors u, and the orthogonal-
ization ensures the calculation of rate of divergence along
linearly independent directions. This scheme for discrete
problems is fully equivalent to the case of continuous-time
systems. For more details about the algorithm used, see
[23].
IV. LINEARIZED EQUATIONS OF THE
VICSEK MODEL
The advance angle of each self propelled agent θℓ
evolves by Eq. (2), which is explicitly written
θℓ(t+∆t) = Arg

vℓ(t) + N∑
κ 6=ℓ
Jℓκvκ(t)

+∆θℓ(t), (8)
where the function Arg [...] computes the polar angle
from the positive horizontal x-axis. The argument counts
all N agents, but the function Jℓκ ensures that only
agents within the unit cooperation radius are considered,
that is
Jℓκ =
{
1, if dℓκ ≤ 1,
0, otherwise.
(9)
In equation (9), dℓκ(t) is the euclidean distance between
agents ℓ and κ. The velocity of the center of mass
of the interaction group can be written as vCM,ℓ =
(mxℓ,myℓ) v/Nℓ, where Nℓ =
∑
κ Jℓκ = 1 +
∑
κ 6=ℓ Jℓκ,
a form that enables us to rewrite Eq. (8) as
θℓ(t+∆t) = Arg [mxℓ + imyℓ] + ∆θℓ (10)
with the usual representation of vectors in R2 as complex
numbers. The components are
mxℓ(t) = cos (θℓ) +
N∑
κ 6=ℓ
Jℓκ cos (θκ)
myℓ(t) = sin (θℓ) +
N∑
κ 6=ℓ
Jℓκ sin (θκ). (11)
The new directions defined by (10) are used to update
the positions xℓ = (xℓ, yℓ), therefore, by using (1), one
writes
xℓ(t+∆t) = xℓ(t) + v cos ( θℓ(t+∆t) )∆t,
yℓ(t+∆t) = yℓ(t) + v sin ( θℓ(t+∆t) )∆t. (12)
The time step corresponds to the updating the angles
and positions of all particles.
Because we have assumed a constant speed v for
agents, the state of the system is denoted by a
3N -dimensional array U = (x1, . . . , xN , y1, . . . , yN ,
θ1, . . . , θN). This array is defined in the Vicsek model
by computing Eqs. (10), (11) and (12). In order to ob-
tain the largest Lyapunov exponent, we also have to com-
pute the respective deviation vector u = (δx1, . . . , δxN ,
δy1, . . . , δyN , δθ1, . . . , δθN).
The position equations (12) in linearized form are
δxℓ(t+∆t) = δxℓ(t)
−v sin (θℓ(t+∆t)) δθℓ(t+∆t)∆t,
δyℓ(t+∆t) = δyℓ(t)
+v cos (θℓ(t+∆t)) δθℓ(t+∆t)∆t, (13)
and the angle equation (10) leads to
δθℓ(t+∆t) =
mxℓ δmyℓ −myℓ δmxℓ
m2xℓ +m
2
yℓ
, (14)
whose differences in the components (11) are
δmxℓ(t) = − sin (θℓ) δθℓ
+
N∑
κ 6=ℓ
[cos (θκ) δJℓκ − Jℓκ sin (θκ) δθκ] ,
δmyℓ(t) = cos (θℓ) δθℓ
+
N∑
κ 6=ℓ
[sin (θκ) δJℓκ + Jℓκ cos (θκ) δθκ] ,(15)
where δJℓκ denotes the fluctuations generated by the cou-
pling term of the model, which can be rewritten as
δJℓκ(t) =
(
∂Jℓκ
∂dℓκ
)
1
dℓκ
[ (xℓ − xκ)(δxℓ − δxκ)
+(yℓ − yκ)(δyℓ − δyκ) ]. (16)
If we realize Jℓκ as a Heaviside step function, its deriva-
tive ∂Jℓκ/∂dℓκ would behave as a Dirac distribution, that
is, it would be nonzero only at the point dℓκ = 1. As
a consequence, the deviations from particles located in-
finitesimally close to the interaction boundary cannot be
quantified by Eq. 16, since δJℓκ is not well defined at
these points.
In the current study, we found interesting to treat Jℓκ
as a smoother decreasing function Ωℓκ of dℓκ. Rather
than having an abrupt drop, we define Ωℓκ as a function
which assumes the value 1 in dℓκ ≤ (1−ε), the value 0 in
dℓκ ≥ (1 + ε) and it decreases as a cubic function inside
the region (1 − ε) ≤ dℓκ ≤ (1 + ε). This is a simple well
defined choice for Ωℓκ designed for retaining the use of
cell lists integration and allows us to recover properties
of the delta function. Both the function Ωℓκ and its first
derivative are continuous, as shown in Fig. (1) for three
values of ε. Since we choose a non-binary function, there
is a bigger interaction region around the particle ℓ and
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FIG. 1. (color online) The weighting factor Ωℓκ is modeled as
a binary function matched with a decreasing cubic function of
dℓκ. Here Ωℓκ is plotted for ε = {0.01, 0.50, 0.75}. The Vic-
sek limit corresponds to ε → 0. Inset: the Vicsek weighting
function Jℓκ is originally a Heaviside-kind function.
more nearby agents are considered in Eqs. (15), but they
decrease in importance as the distance increases. Ωℓκ
can be thought of as a weighting factor of the average.
In the limit ε→ 0, one restores Ωℓκ → Jℓκ and the Vicsek
model is recovered.
The procedure described in Sec. III is defined for de-
terministic dynamical systems. In our case, it works for
each given sequence of noise terms ∆θℓ(n∆t) (1 ≤ ℓ ≤ N ,
0 ≤ n ≤ s − 1). As a result, the Lyapunov exponent
depends on both the initial condition U0 and the noise
realization.
V. RESULTS AND DISCUSSION
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FIG. 2. Results obtained from statistical comparisons be-
tween temporal series of the order parameter ϕ∗ with the Vic-
sek factor Jℓκ and the smoother weighting factor Ωℓκ. The
inset details how the t-value decreases as ε → 0. Data for
L = 10 and N = 400 and η = 1.0.
In order to determine the Lyapunov exponents, we it-
erate both nonlinear and linearized difference equations,
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FIG. 3. (color online)The mean level of ordering in the steady
state ϕ∗ depends on the control parameter η. The continuous
line illustrates our reproduction of the Vicsek results. The
symbols represent results from the smoother model for a set
of values ε. Inset: The absolute value of the differences. Data
shown for L = 10 and N = 400.
defining conveniently the units of space and time with
∆t = r = 1. The speed considered, v = 0.03, is within
the interval suggested by Vicsek [9]. The noise and the
initial conditions are generated by a random number rou-
tine with different seeds. Data of the order parameter ϕ
extracted from the Vicsek model are compared with those
obtained via our particular choice for Ωℓκ. We use Stu-
dent’s t-test (Fig. 2) for assessing statistical significance
of the difference between the two time series during the
stationary state, when the order parameter exhibits an
η-dependent value ϕ∗. For a same set of parameters, a
sample of the order parameter ϕ∗ obtained with the in-
teraction term Jℓκ is confronted with samples obtained
with the smoother function Ωℓκ for different values of ε.
It is shown in Fig. 2 how the two distributions become
statistically equivalent as ε decreases.
Figure 3 shows the level of ordering in the steady state
ϕ∗ as a function of the noise amplitude η, the control pa-
rameter of the model. We included in Fig. 3 the results
from the smoother equations as colored symbols in order
to compare. For a given noise amplitude η, the level of or-
dering tends to be slightly greater, which may be directly
associated with the slight expansion of the interaction
region beyond the cooperation radius by a multiplicative
factor (1+ε). Besides that, the behavior of the smoother
system in the ordered phase η < 1 and the non-ordered
phase η > 5 are quite similar to the non-linear system
itself. Moreover, as expected, the smoother system re-
produces the results of the Vicsek system as ε→ 0. The
inset in Fig. 3 shows how the absolute value of the differ-
ences between the results for several values of ε changes
as a function of the noise amplitude η. The higher differ-
ences are found for η ≈ 3.6. For all ε ≤ 10−3, the data
become indistinguishable from the Vicsek model. That
result is consistent with the data from Fig. 2.
The standard deviation σ of the steady value also de-
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FIG. 4. (color online) The standard deviation in the steady
state σ also depends on the control parameter η. The con-
tinuous line illustrates our reproduction of the Vicsek model
results. Error bars at η ≈ 1, 3, 5 are included for comparisons.
The open symbols represent all results from the smoother
model for a set of values ε. Data shown for L = 10 and
N = 400.
pends on the noise amplitude η, the control parameter of
this system. The continuous line in Fig. 4 displays this
dependence for ε = 0. It shows quite clearly the presence
of a maximum value at approximately η = 3.6 (same η
of the maximum of the difference in Fig. 3). Error bars
indicate the acceptance range values within one standard
deviation. The maximum value for the standard devia-
tion is expected to be an indicator of phase transition.
Symbols are included in order to represent results from
the smoother model for a set of values ε. The results for
ε > 10−3 contrast significantly from those for ε = 0, in-
dicating a different model class. As before, the smoother
version tends to the Vicsek problem as ε goes to zero.
By taking random initial conditions U0 and u0, itera-
tions of Eqs. (12) and (8) provide the reference trajecto-
ries, along which the deviation vectors evolve according
to the linearized equations of motion (13) and (14). Af-
ter each time step, the Jacobian matrix related with the
nonlinear version of the equations is updated, by defin-
ing new parameters for the deviations. The Lyapunov
exponent is estimated from time averages in the station-
ary state. The transient time depends on the number of
particles so that for the case involving few (resp. many)
particles, it is sufficient to use 2×104 (resp. 5×104) itera-
tions. The computation time for the Lyapunov exponent
averages also depends on the number of particles so that
the case involving few (resp. many) particles needs the
use of 6× 104 (resp. 2× 105) iterations.
Figure 5 shows how the largest Lyapunov exponent
varies as the control parameter η increases. It can be
directly compared with Fig. 3. For small noise η < ηc,
the level of ordering ϕ is finite in the ordered phase, and
the Lyapunov exponent indicates little or no exponential
disparity among similar trajectories. For higher noise η >
ηc, the level of ordering ϕ tends to zero in the non-ordered
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FIG. 5. (color online) Largest Lyapunov exponent as a func-
tion of the noise amplitude η for a family values of ε. The
sigmoidal-like shape is expected for systems that undergo crit-
ical phase transitions. The inset shows the Lyapunov expo-
nent for η = 2pi as ε approaches the Vicsek limit. Results
obtained for L = 10 and N = 400.
phase, and the Lyapunov exponent indicates no negligible
exponential divergence. We point out that Fig. 5 displays
a novel procedure to identify the critical phase transition
for the Vicsek model.
The largest Lyapunov exponent is a monotonic increas-
ing function of the control parameter η starting from
close to zero (for the deterministic case η = 0) until a
maximum value (when η = 2π), for all values of ε. The
inset in Fig. 5 shows the maximum value of the largest
Lyapunov exponent for η = 2π as a function of ε. As ε
decreases, the Lyapunov exponent also decreases to a lo-
cal minimum value, after which it increases and stabilizes
at λ0 = 0.4116±0.0004, as ǫ→ 0. We conjecture that the
Lyapunov exponent is a continuous function of ε. There-
fore, the value found corresponds to the largest Lyapunov
exponent of the Vicsek model, that is, λVicsek = λ0.
Figure 6 shows the impact of the number of particles
N on the largest Lyapunov exponent λ for ε = 10−5.
The maximum values of λ, at η = 2π, are presented in
the inset of the figure and monotonically increase with
N , and seems to saturate around λ∞ ≈ 0.45.
VI. CONCLUDING REMARKS
In the present study, we focus on the characterization
of the chaotic behavior of self-propelled agents ruled by
the Vicsek model. In this context, discontinuities in the
dynamical rules hinder the determination of Lyapunov
exponents. To circumvent this obstacle, we introduce a
continuous decreasing function Ω(ε) which recovers the
Vicsek dynamics in the limit ε → 0. The results indi-
cate the existence of a transition between the regular and
chaotic regimes which coincides with the order-disorder
transition expected for this type of active system, in
agreement with the idea that the Lyapunov exponent is
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FIG. 6. (color online) Largest Lyapunov exponent λ as func-
tion of the noise amplitude η for a set of number of particles
N with a fixed density ρ = 4. Inset: for η = 2pi, the largest
Lyapunov exponent increases monotonically with the number
of particles. All data are obtained for ε = 10−5.
a phase transition indicator [24].
The Lyapunov exponent can be seen as a measure of
how rapidly a flock reacts to small perturbations. We
hope our contribution allows a better understanding of
the role of the collective delay response mechanism in
the emergence of ordered dynamics. The full Lyapunov
spectrum and Lyapunov vector analysis are natural next
steps of investigation.
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