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Abstract
The paper is devoted to the isomorphic structure of symmetrizations of quasi-Banach ideal function or
sequence lattices. The symmetrization E(∗) of a quasi-Banach ideal lattice E of measurable functions on
I = (0, a), 0 < a ∞, or I = N, consists of all functions with decreasing rearrangement belonging to E.
For an order continuous E we show that every subsymmetric basic sequence in E(∗) which converges to
zero in measure is equivalent to another one in the cone of positive decreasing elements in E, and con-
versely. Among several consequences we show that, provided E is order continuous with Fatou property,
E(∗) contains an order isomorphic copy of p if and only if either E contains a normalized p-basic se-
quence which converges to zero in measure, or E(∗) contains the function t−1/p . We apply these results to
the family of two-weighted Orlicz–Lorentz spaces Λϕ,w,v(I ) defined on I = N or I = (0, a), 0 < a ∞.
This family contains usual Orlicz–Lorentz spaces Λϕ,w(I) when v ≡ 1 and Orlicz–Marcinkiewicz spaces
Mϕ,w(I) when v = 1/w. We show that for a large class of weights w,v, it is equivalent for the space
Λϕ,w,v(0,1), and for the non-weighted Orlicz space Lϕ(0,1) to contain a given sequential Orlicz space
hψ isomorphically as a sublattice in their respective order continuous parts. We provide a complete char-
acterization of order isomorphic copies of p in these spaces over (0,1) or N exclusively in terms of the
indices of ϕ. If I = (0,∞) we show that the set of exponents p for which p lattice embeds in the order
continuous part of Λϕ,w,v(I ) is the union of three intervals determined respectively by the indices of ϕ and
by the condition that the function t−1/p belongs to the space.
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We present a comprehensive study of (order) isomorphic copies of p for 0 < p ∞ as
well as c0 in symmetrized quasi-Banach ideal (function) lattices. Given a function lattice E over
I = N or I = (0, a), 0 < a ∞, and the quasi-norm ‖ · ‖E in E, define its symmetrization
E(∗) as the set of all elements x in E such that their decreasing rearrangements x∗ belong to E,
and let ‖x‖E(∗) = ‖x∗‖E . The continuity of the dilation operator in E guarantees that the latter
functional is also a quasi-norm. There are a number of important examples of symmetric spaces
that are defined by this procedure. The most important are all sorts of Lorentz spaces, including
classical Lp,q , 0 < p,q < ∞, Λp,w with a positive weight w and 0 < p < ∞, Orlicz–Lorentz
spaces Λϕ,w with ϕ being an Orlicz function, and the Marcinkiewicz spaces Mp,w or more gen-
eral Orlicz–Marcinkiewicz spaces Mϕ,w , being in general dual spaces to Lorentz spaces. While
studying the problem of isomorphic copies in different spaces, including in particular Orlicz–
Lorentz spaces [23,24], we realized that some general methods could be applied to all spaces
of the type E(∗). We present here a general approach to investigate asymptotic relationships be-
tween certain type of basic sequences in E and E(∗). For the cases we have in mind, the study of
basic disjoint sequences is far easier in E than in E(∗). This allows us to apply these schemes for
different spaces E without repeating similar reasonings.
The paper is organized as follows. The first section contains preliminaries such as basic no-
tions, notations as well as basic facts. For instance we show that the continuity of the dilation
operator on a complete quasi-normed space E is necessary and sufficient for the symmetrization
E(∗) to be a quasi-normed complete space.
In Section 2 we discuss a number of relationships among basic sequences in the spaces E
and E(∗). Let us denote by E(∗)0 the order continuous part of E(∗) and by Eb the closure in E
of the linear subspace of bounded elements with supports in finite intervals. We suppose that
E
(∗)
0 = {0}.
We prove first a key result on equivalence between a finite or infinite disjoint sequence in
E(∗) consisting of bounded elements supported on sets of finite measure, and some sequence of
suitable translations of their rearrangements in E. The equivalence constant is controlled in a
precise way by a certain function of the E(∗)-norm and L∞-norm of the elements, and of the
amplitudes of the shifts.
This technical result leads to the main result of the section, which states that every semi-
normalized sequence in E(∗) which converges to zero in measure (“L0-null” in short) has a basic
subsequence equivalent to a L0-null semi-normalized sequence in Eb, consisting of non-negative
decreasing elements. Conversely such a sequence in Eb has a basic subsequence equivalent to a
semi-normalized L0-null sequence in E(∗)0 .
An immediate consequence of this result is that every subsymmetric semi-normalized L0-null
basic sequence in E(∗) is equivalent to a (subsymmetric) semi-normalized L0-null basic sequence
in Eb, consisting of non-negative decreasing elements, and conversely.
Note that by standard disjointification arguments, every semi-normalized L0-null sequence
in E(∗)0 has a basic subsequence close to and equivalent to a disjoint L0-null sequence, and we
show that the same happens in Eb for sequences of decreasing non-negative elements. Thus
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sequence in Eb with the same properties, but now the converse may be false.
These results are the main tools for further consideration of isomorphic structure of the spaces.
In fact, this method often shifts the complicated constructions from the space E(∗) to the space E,
which makes them considerably easier since it does not require dealing with decreasing rear-
rangements.
In Section 3 we state general necessary and sufficient conditions for the existence of subspaces
or sublattices isomorphic to p , 0 < p < ∞, or c0, in order continuous rearrangement invariant
quasi-Banach spaces. The general form of these conditions is that either the r.i. space X contains
a normalized L0-null basic sequence equivalent to the unit basis of p (or c0), or X contains
certain peculiar decreasing functions. This kind of criterion is well adapted to the case where X
is the order continuous part E(∗)0 of the symmetrization of an ideal function space E. In fact by the
results of Section 2, these conditions transfer to analogous conditions on the cone of decreasing
non-negative elements in E.
The outline of the first criterion on p-subspaces is that an order continuous rearrangement
invariant space X contains p isomorphically as subspace if and only if either it contains p
isomorphically as sublattice, or p  2 and the “Fatou closure” of its restriction to [0,1] contains
p-stable symmetric random variables, which can be replaced by the function t−1/p if p < 2. This
is an extension to the case of quasi-Banach spaces of a known result presented in [36]. We only
give a sketch of its proof, attaching a result on p subspaces in Lr , 0 < r  1, in the spirit of
Aldous [1] and Dacunha-Castelle and Krivine [8], in the appendix in the last section.
We then analyze the existence of order isomorphic copies of p or c0. In the case of sequence
spaces (different from c0) or of spaces over finite intervals, the existence of a sublattice isomor-
phic to p or c0 implies the existence of an L0-null normalized basic sequence, which spans the
sublattice and is equivalent to the p or c0 unit basis. In the spaces over (0,∞), there are two
fundamental types of p or c0 isomorphic sublattices. The first ones are spanned by a normalized
basic sequence converging to zero in measure, the second ones are spanned by a disjoint basic
sequence of elements, the rearrangements of which converge pointwise to the function t−1/p .
In fact, if an p or c0 isomorphic sublattice exists, there must exist a sublattice of one of these
two types. The existence of the second type of p-sublattice is equivalent to the fact that the
order part L0p,∞ of the Marcinkiewicz space Lp,∞ is included in X. If X has Fatou property it
is equivalent to the inclusion Lp,∞ ⊂ X, and also to the fact that X contains the function t−1/p .
Our reasoning here is based on a recent paper by Hernandez, Sanchez and Semenov [13]. It needs
a supplementary technical hypothesis on the r.i. space, namely that this quasi-Banach lattice X is
L-convex, i.e. it is r-convex for some 0 < r < ∞. We do not know if this additional hypothesis
can be removed. Finally, for a function space E we give criteria for the containment of p or c0
in E(∗) as a subspace or sublattice in terms of conditions imposed on the space E. They vary
depending on the underlying set I .
The rest of the paper consists of investigations of the isomorphic structure of a new, very
general class of Orlicz–Lorentz spaces, so called two-weighted Orlicz–Lorentz spaces Λϕ,w,v(I ).
The techniques and results developed in sections two and three find very natural applications
for studying basic sequences in these spaces. Given two positive weights w,v, and an Orlicz
function ϕ (not necessarily convex), we introduce in Section 4 the space Λϕ,w,v(I ) as the set of
all measurable functions x : I →R such that for some λ > 0,∫
ϕ
(
λx∗(t)v(t)
)
w(t) dt < ∞I
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sistently with the traditional notation in the classical case, see [27]). Clearly, these spaces are
obtained by symmetrization of certain two-weighted Orlicz spaces that belong to the more gen-
eral family of Musielak–Orlicz spaces. The new family of spaces Λϕ,w,v(I ) is very vast and
contains not only all sorts of classical Lorentz and Orlicz–Lorentz function and sequence spaces
but also in most cases their dual spaces, known as Marcinkiewicz or Orlicz–Marcinkiewicz
spaces [15,22,37]. In fact such an Orlicz–Marcinkiewicz space Mϕ,w(I) is just a space Λϕ,w,v(I )
with v = 1/w. This latter fact was our prime motivation for working with the family of two-
weighted spaces. Many results for Marcinkiewicz spaces are obtained for granted as corollaries
of our main theorems. Note also that the spaces considered by Torchinsky [39], which appear nat-
urally as real interpolation spaces [35], belong also to this class with v increasing and w(t) = 1/t .
We provide in Section 4 a set of sufficient conditions for both weights w,v and the Orlicz
function ϕ in order our space to become a quasi-Banach space. We also state several lemmas and
auxiliary facts that connect different properties of the weights and the function ϕ.
The next Section 5 contains criteria for Λϕ,w,v(I ) to have (order) isomorphic copies of c0
or ∞, and some preparatory work needed further. After recalling the sets of Orlicz functions
classically attached to a given Orlicz function ϕ, and used for studying subspaces and sublattices
of different types of Orlicz spaces, we finish this section with a general theorem stating that
Λϕ,w,v(I ), independently of the sort of I , needs to contain a sublattice isomorphic to p for some
0 <p < ∞. More precisely, in the order continuous part Λ0ϕ,w,v(I ) of the space, the closed linear
span of any semi-normalized sequence converging in measure to zero contains a subsequence
equivalent to the unit basis of some p , which is also equivalent to a disjoint sequence in the
Orlicz space Lϕ(0,∞).
Recall that the characterization of sublattices of Orlicz spaces Lϕ(I), which are isomorphic to
spaces p , depends strongly on the interval I . This was demonstrated in early papers by Linden-
strauss and Tzafriri [27,29], by Nielsen [33], and Hernandez with Rodriguez-Salinas [12], where
it was also pointed out that the strongest differences occur between spaces defined over finite and
infinite interval I .
At this point several natural questions arise:
(a) Does every lattice copy of p in Λ0ϕ,w,v(I ) have an order copy in Lϕ(0,∞)?
(b) Does every lattice copy of p in Λ0ϕ,w,v(I ) have an order copy in Lϕ(I) for the same I?
(c) Conversely, is every lattice copy of p in Lϕ(I) isomorphic to a sublattice of Λ0ϕ,w,v(I )?
Recall that the answers to these questions are positive in the case of I = N and a constant
weight v [24]. It turns out that when v is constant the answers are still positive for a finite interval
I = (0, a), but when either I = (0,∞) or v is not constant, the situation is far more diversified.
Section 6 is devoted to spaces over finite intervals (0, a). In this case we are able to obtain
a positive answer to question (b), and hence (a) under the assumptions that the weight w is
integrable over every finite interval (0, t), and to question (c) under the additional condition that
the weight v is increasing. Thus under all these assumptions together we provide a complete
characterization of all sublattices of Λϕ,w,v(0, a) isomorphic to p, 0 <p ∞ (Theorem 6.13).
These conditions are expressed in terms of Matuszewska–Orlicz indices similarly as in [33].
Actually we obtain a more general result, namely that an Orlicz sequence space hψ embeds
isomorphically as sublattice into Λ0ϕ,w,v(0, a) if and only if it does into L0ϕ(0, a). Moreover we
show that every infinite dimensional sublattice of Λϕ,w,v(0, a) contains an order copy of some
space p .
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or I = (0,∞). In either case there is a similar situation when considering normalized disjoint
sequences approaching zero in the ∞-norm. Under certain mild conditions on the weights v,w
such sequences have a subsequence spanning an Orlicz space hψ , which is also isomorphic to
a sublattice of hϕ . In the case of sequence spaces, under the same conditions on the weights,
we obtain a positive answer to questions (a) and (b), and assuming in addition that v is increas-
ing, we also get a positive answer to question (c). Under these assumptions, in Theorem 7.8,
we determine that p-spaces embed isomorphically in d0(w,v,ϕ), the order continuous part of
d(w,v,ϕ), if and only if they embed in hϕ . Note however that the equivalence of order embed-
dings of hψ in d0(ϕ,w,v) and in hϕ is obtained now only for a restricted class of embeddings,
those which associate the hψ basis with a ∞-null seminormalized disjoint sequence. As an
application we show that a reflexive Orlicz–Lorentz sequence space with decreasing weight con-
tains a subspace isomorphic to p for some p  1 if and only if the space has a quotient space
isomorphic to p , analogously to reflexive Orlicz spaces [27].
As we can expect in view of the general results in Section 3, the case when I = (0,∞) is more
complicated. This is caused by the fact that there may exist subspaces isomorphic to p that are
spanned by normalized sequences of equimeasurable functions. Our main result, Theorem 7.18,
states that p is lattice embeddable into Λ0ϕ,w,v(0,∞) if and only if either it is isomorphic to
a sublattice of hϕ or Lϕ(0,1), or the function t−1/p belongs to Λϕ,w,v(0,∞). This determines
three intervals in the positive real line, the first two depending only on the function ϕ, while the
third one depends also on the weights. The latter condition means that Lp,∞ ⊂ Λϕ,w,v(0,∞).
We also show, inspired by Carothers and Dilworth’s paper [6], that under the assumption that the
fundamental function of the space dominates some power function, the main theorem reduces to
the first part of the alternative only. Also, under this assumption we can show more, namely that
every lattice contained in the space Λ0ϕ,w,v(0,∞) has a sublattice isomorphic to p , which is also
isomorphic to a sublattice either of hϕ or of L0ϕ(0,1). We provide several interesting examples of
Orlicz–Lorentz spaces Λϕ,w(0,∞) for which the answers to questions (a), (b) or (c) are negative.
All results concerning two-weighted Orlicz–Lorentz spaces apply in particular to one-
weighted Orlicz–Lorentz spaces Λ0ϕ,w(I ), to classical Lorentz spaces Λp,w(I), as well as to
Orlicz–Marcinkiewicz spaces Mϕ,w(I).
1. Preliminaries
In the course of the article we shall deal with quasi-Banach (normed) lattices. We follow the
standard terminology and notation used in Banach spaces. In particular, the notions related to
Schauder bases, basic sequences or related to the theory of lattices are analogous to the corre-
sponding notions in Banach spaces or Banach lattices which can be found in [2,3,5,25,27,28,41].
For a general theory of metric vector spaces, in particular quasi-normed or p-normed spaces, we
refer to [17].
Recall first that given vector space X and 0 < p  1, a quasi-norm ‖ · ‖X on X is called
a p-norm if it satisfies the p-triangle inequality, that is ‖x + y‖pX  ‖x‖pX + ‖y‖pX , x, y ∈ X,
and p-norm with constant D if it fulfills p-triangle inequality with constant D, i.e. for ev-
ery finite sequence xi ∈ X, i = 1, . . . , n, we have ‖∑ni=1 xi‖pX  D∑ni=1 ‖xi‖pX . A complete
quasi-normed space equipped with a p-norm is called a p-Banach space. Given quasi-normed
spaces (X,‖ · ‖X) and (Y,‖ · ‖Y ), we say that two basic sequences (xn) ⊂ X and (yn) ⊂ Y are
equivalent if for some α,β > 0 and every integer n  1 and scalars λ1, . . . , λn, it holds true
that α‖∑n λixi‖X  ‖∑n λiyi‖Y  β‖∑n λixi‖X . They are C-equivalent, or equivalenti=1 i=1 i=1
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C-equivalent if for every ε > 0 there exists m such that the sequences (xn)nm and (yn)nm are
(C + ε)-equivalent. We shall use the notation [xn] for a closed linear span of (xn) in a quasi-
Banach space X.
The first result, commonly known in Banach spaces as a Principle of Small Perturbations can
be proved analogously as in Banach spaces [3, Theorem 1.3.9], applying r-triangle inequality
with constant D instead of triangle inequality.
Theorem 1.1. Let (X,‖ · ‖) be a quasi-Banach space where ‖ · ‖ is an r-norm with constant D.
Let (xn) be a basic sequence in X, and (yn) a sequence in X such that
2D2Br
∞∑
n=1
‖xn − yn‖r
‖xn‖r < 1,
where B is the basis constant of (xn). Then (yn) is a basic sequence in X equivalent to (xn).
Remark 1.2. Like in the normed case [3, Theorem 1.3.9] this theorem can easily be given a quan-
titative version. In fact, setting θ := 2D2Br∑∞n=1 ‖xn − yn‖r/‖xn‖r < 1, the basic sequences
(yn) and (xn) are equivalent with constant (D(D+θ)1−θ )
1/r
.
Remark 1.3. We also have that if (xn) is basic and
∑
n ||xn − yn‖r/‖xn‖r < ∞ then up to sup-
pressing a finite number of terms, (yn) is basic and almost D2/r -equivalent to (xn). Indeed,
we have θm := 2D2Br∑∞n=1 ‖xn − yn‖r/‖xn‖r → 0 as m → ∞. Moreover, if θm < 1 then
(xn)nm and (yn)nm are equivalent with constant (D(D+θm)1−θm )
1/r by the previous remark, and
by (D(D+θm)1−θm )
1/r → D2/r , the sequences (xn) and (yn) are almost D2/r -equivalent.
A well-known theorem by Aoki and Rolevicz [17] states that every quasi-norm is equivalent
to a p-norm, for some 0 < p  1. For avoiding to modify some naturally defined quasi-norms,
we shall often use a slightly different statement, that every quasi-norm is itself a p-norm with
constant 1D  4, for some p ∈ (0,1] depending on the “modulus of concavity” of the quasi-
norm (see [17, Lemma 1.1]).
Let I = N or I = (0, a) with 0 < a ∞, equipped with the counting measure if I = N, and
the Lebesgue measure if I = (0, a). If A ⊂ I is a measurable set, we denote by |A| its measure.
By L0(I ) we denote the collection of all real-valued measurable functions on I . In the case
when I = N the elements are sequences x = (x(n)), and in the other cases they are real-valued
Lebesgue measurable functions x.
Let E denote a subspace of L0(I ) which is complete with respect to a quasi-norm ‖ · ‖E ,
and which is also a lattice and an ideal with respect to the pointwise order of elements in L0(I ).
Thus if 0  |x|  |y| a.e. and y ∈ E, then x ∈ E and ‖x‖E  ‖y‖E . It is customary to assume
that E is order dense, i.e there exists an element x in E such that suppx = I . However, this will
not be sufficient for our purpose here, and we shall suppose in fact that the indicator function of
any interval (0,m), m < ∞, belongs to E. It can be shown that this condition is equivalent to
the existence of a decreasing element x in E such that suppx = I . We shall call such a space
a quasi-Banach ideal lattice or more specifically quasi-Banach function lattice if I = (0, a), or
quasi-Banach sequence lattice if I = N. The Aoki–Rolewicz theorem provides a p-norm (with
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[24, Remark 1.2].
Recall that a quasi-Banach lattice (E,‖ · ‖E) has the Fatou property whenever for any
0 < xn ↑ x a.e. with xn ∈ E and sup‖xn‖E < ∞ we have that x ∈ E and sup‖xn‖E = ‖x‖E .
Recall also that x ∈ E is called order continuous whenever for any xn ↓ 0 a.e. and 0 xn  |x|
we have ‖xn‖E ↓ 0.
Let E0 be the set of all order continuous elements in E. Let Eb be the closure of all sim-
ple measurable functions supported inside finite intervals, or equivalently, of the functions in
E which are bounded and supported inside finite intervals (adapting the proof of [5, Propo-
sition 3.10]). Then E0 is an order ideal and a closed subspace in E such that E0 ⊂ Eb . The
subspace E0 is also itself a quasi-Banach ideal lattice. In the sequence spaces case the unit vec-
tors en in E, where en = (en(k)) with en(n) = 1 and en(k) = 0 for k = n, form a Schauder basis
of E0 = Eb.
The Köthe dual E′ of a quasi-Banach ideal lattice E over I , is the collection of all x ∈ L0(I )
such that
‖x‖E′ = sup
{∫
I
x(t)y(t) dt : ‖y‖E  1
}
< ∞.
Then ‖ · ‖E′ is a norm, and (E′,‖ · ‖E′) is a Banach ideal lattice. It need not be order dense or
can even be trivial, reduced to {0}, in particular in case when E is not a normed space, e.g. if
E = Lp(I) for I = (0, a), 0 < a ∞, 0 < p < 1. If E is order dense then ‖.‖E′′ is a norm and
E′′ := (E′)′ is a Banach ideal lattice containing E. Observe that E′ has the Fatou property and
that (Eb)′ = E′. If E is a normed space and has the Fatou property then E′′ = E, and conversely
[28, p. 30].
For more information on (quasi-) Banach function lattices we refer to [2,5,20,22,25,41].
A quasi-normed ideal lattice E is called rearrangement invariant (r.i.) or symmetric [5,25]
whenever x ∈ E and y ∈ L0(I ), and x∗ = y∗ implies y ∈ E and ‖y‖E = ‖x‖E . Recall that x∗ is
the decreasing rearrangement of x defined following [5,28] as x∗(t) = inf{s > 0: d|x|(s)  t},
t  0, where dx(s) = |{t ∈ I : x(t) > s}|, s  0, is the distribution function of x (the definition
of x∗ in [25] is slightly different). We shall also use the well-known fact that whenever E is a
r.i. space over (0, a), then E0 is non-trivial if and only if limt→0 ‖χ(0,t)‖E = 0, which in turn is
equivalent to E0 = Eb.
If E is normed and symmetric then L1 ∩L∞ ⊂ E ⊂ L1 +L∞ [25, Theorem II.4.1]. Then E′
is also a (symmetric) Banach ideal lattice as well as E′′. We shall always consider the situation
where E0 = {0}. Then E′′0 = E′′, we have the norm one embeddings E0 ⊂ E ⊂ E′′ and the
embedding E0 ⊂ E′′ is isometric (but perhaps not the inclusion E ⊂ E′′).
Given the quasi-normed ideal lattice E define its symmetrization [22] as the set
E(∗) = {x ∈ L0(I ): x∗ ∈ E},
and for x ∈ E(∗) let
‖x‖E(∗) = ‖x∗‖E.
Let us present first a simple lemma which gives the conditions for ‖ · ‖E(∗) to be a quasi-norm
in E(∗), and the space (E(∗),‖ · ‖E(∗) ) to be complete.
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and σ2x(1) = x(1), where s denotes the smallest integer bigger than or equal to s. For any func-
tion x on (0, a) we set σ2x(t) = x(t/2) for all t ∈ (0, a). We adopt here the convention of using
the interval notation also for subsets of natural numbers. Thus for instance the set (a, b) ⊂N
denotes {n ∈N: a < n < b}. Analogously we define the other intervals in N.
Lemma 1.4. If (E,‖ · ‖E) is a quasi-normed lattice, then ‖ · ‖E(∗) is a quasi-norm if and only
if the dilation operator σ2 is bounded on the cone of non-negative decreasing elements in E. If
moreover (E,‖ · ‖E) is a quasi-Banach space, then the space (E(∗),‖ · ‖E(∗) ) is quasi-Banach
too.
Proof. Let first assume that ‖σ2x∗‖E  C‖x∗‖E for some C > 0 and all x∗ ∈ E. Then in view
of (x + y)∗  σ2x∗ + σ2y∗ we get
‖x + y‖E(∗)  ‖σ2x∗ + σ2y∗‖E K
(‖σ2x∗‖E + ‖σ2y∗‖E)KC(‖x‖E(∗) + ‖y‖E(∗)),
where K > 0 is the quasi-norm constant of E. For the reverse implication assume that ‖ · ‖E(∗)
is a quasi-norm. Let us take any x ∈ E, which is non-negative and decreasing. If I = N then
we can always choose y, z in such a way that y∗ = z∗ = x and σ2x = y + z = (σ2x)∗. Hence
for some C > 0, ‖σ2x‖E = ‖σ2x‖E(∗)  C(‖y‖E(∗) + ‖z‖E(∗) ) = 2C‖x∗‖E = 2C‖x‖E , which
shows that σ2 is bounded. The same arguments work in the case where I is an interval of R+,
provided the set of values of x is finite or countable. For a general positive decreasing x, find
a positive decreasing x1 with range finite or countable such that x1  x  2x1. Then ‖σ2x‖E 
2‖σ2x1‖E  2K‖x1‖E  2K‖x‖E .
A quasi-normed space (X,‖ ·‖) is complete whenever for a fixed summable positive sequence
(an), for any sequence (xn) ⊂ X such that ‖xn‖ an for all n ∈ N, we have the series ∑∞n=1 xn
converges in X (a version of the Riesz theorem on completness of normed spaces [38]).
Let ‖ · ‖E(∗) be a q-norm with constant D and E be complete. Take an = 2−n/q‖σ2‖−n and
(xn) with ‖xn‖E(∗)  an. Then for any m> n,∥∥∥∥∥
m∑
i=n
σ2n
(
x∗n
)∥∥∥∥∥
q
E
D
m∑
i=n
‖σ2‖nq
∥∥x∗n∥∥qE D m∑
i=n
‖σ2‖nqaqn = D
m∑
i=n
2−n.
Thus the series
∑∞
n=1 σ2n(x∗n) is convergent in E. Now by a well-known inequality [5,25],( ∞∑
n=1
|xn|
)∗
(t)
∞∑
n=1
x∗n(t/2n) =
∞∑
n=1
σn2
(
x∗n
)
(t),
and so
∑∞
n=1 |xn|(t) < ∞ a.e. Thus
∑∞
n=1 xn(t) converges a.e. Clearly the function
∑∞
n=1 xn
belongs to E(∗) and in fact the series
∑∞
n=1 xn is convergent in E(∗). 
From now on we assume that ‖ · ‖E(∗) is a quasi-norm. It is evident that (E(∗),‖ · ‖E(∗) ) is a r.i.
space. We shall denote shortly by E(∗)0 the order continuous part (E(∗))0 of E(∗). In the sequence
case the unit vector basis (ei) is a symmetric basis for E(∗) and ‖x‖E(∗) = ‖
∑∞
x∗(i)ei‖E .0 i=1
A. Kamin´ska, Y. Raynaud / Journal of Functional Analysis 257 (2009) 271–331 279For I = (0, a) we have E(∗)0 = {0} if and only if ‖χ(0,t]‖E → 0 when t → 0, and it is
equivalent that E(∗)0 coincides with the closure of the subspace of simple functions supported
on finite measure sets (or even on finite intervals) [5, Theorem 3.13]. In this case, i.e. if
limt→0 ‖χ(0,t]‖E = 0, then every element x ∈ Eb is the limit of a sequence (xn) of elements
of E, which are bounded functions supported in intervals (an, bn), with 0 < an < bn < ∞.
Note also that if E has the Fatou property then so has E(∗), since 0 xn ↑ x implies x∗n ↑ x∗
[5, Chapter 2, Proposition 1.7]. Similarly, if E is order continuous and does not contain the
function χ(0,∞) then E(∗) is also order continuous. In fact, in this case for any x ∈ E(∗) we have
limt→∞ x∗(t) = 0, which implies that if x  xn ↓ 0, then x∗n ↓ 0 [25, p. 67, 12o]. In general, E(∗)
is a rearrangement invariant (quasi-) Banach space, a symmetric space in the sense of [25], but
not necessarily minimal or maximal in the sense that either it coincides with its order continuous
part or it has the Fatou property, respectively. For Banach r.i. spaces it is thoroughly discussed
in [28] (see remarks on Köthe spaces on pages 28-30, and Definition 2.a.1 with the comments
afterwards).
Recall that a quasi-normed ideal lattice E on I is said to be p-convex if for some constant C
the inequality
∥∥∥∥∥
(
n∑
i=1
|fi |p
)1/p∥∥∥∥∥ C
(
n∑
i=1
‖fi‖p
)1/p
holds true for all f1, . . . fn ∈ E, n ∈N. The function f = (∑ni=1 |fi |p)1/p is defined pointwise in
L0(I ), and since (
∑n
i=1 |fi |p)1/p  np max1in |fi |, f ∈ E. If 0 < p  1 and E is p-convex,
then it is p-normable, in view of the inequality
∑n
i=1 |fi |  (
∑n
i=1 |fi |p)1/p , but the converse
implication does not hold when p < 1. Given s > 0, the s-convexification of a quasi-Banach ideal
function space E is another quasi-Banach ideal space, defined as E(s) = {x: |x|s ∈ E}, with quasi
norm ‖x‖s = ‖|x|s‖1/s . Clearly, if E is p-convex then E(s) is ps-convex, and conversely. These
two notions can be given a meaning in the more general framework of Banach lattices [28] or
quasi-Banach lattices [34].
In certain developments of the present paper, it will be important to deal with L-convex
quasi-Banach lattices [16], that is quasi-Banach lattices which are p-convex for some p > 0.
Equivalently we can say that E is L-convex if some convexification of E is normable. This class
of quasi-Banach lattices is convenient for “reducing to the convex case by convexification”. In
fact for deciding if a certain type of quasi-Banach lattice X, e.g. an p-space, embeds isomor-
phically as quasi-normed sublattice in a given quasi-normed function space E it is sufficient to
know if a suitable convexification X(s) of X embeds in E(s). If E is L-convex, we may take s
sufficiently large for E(s) to be normable.
In this regard the following easy proposition will be of interest.
Proposition 1.5. If E is an L-convex quasi-Banach ideal function space and E(∗) is quasi-
normed, then E(∗) is also L-convex.
Proof. By Lemma 1.4, the dilation operator σ2 is bounded on the cone of non-negative decreas-
ing functions in E. Set ‖σ2‖ = 2r , for some r  0 and let q > r be sufficiently large for E(q) to
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Sf (t) = 1
t
t∫
0
f (s) ds, t ∈ I,
is defined and bounded on the cone of non-negative decreasing functions in E(q). Denote by
(σ2)k the composition of σ2 k-times. Since for a decreasing function f we have
Sf (t) =
∞∑
k=0
1
t
2−k t∫
2−k−1t
f (s) ds 
∞∑
k=0
2−k−1f
(
2−k−1t
)= ∞∑
k=0
2−k−1(σ2)k+1f (t),
it is sufficient to prove that the discretized Calderón operator S2 :=∑∞k=1 2−k(σ2)k is bounded
on non-negative decreasing functions in E(q). In fact
‖σ2f ‖E(q) =
∥∥(σ2f )q∥∥1/qE = ∥∥σ2(f q)∥∥1/qE  (2r∥∥f q∥∥E)1/q = 2r/q‖f ‖E(q) .
Now in view of 1-convexity of E(q) we have for some C > 0 that
‖S2f ‖E(q)  C
∞∑
k=1
2−k2kr/q‖f ‖E(q) = D‖f ‖E(q) ,
where D = C∑∞k=1 2−k(1− rq ) < ∞.
Finally N(f ) := ‖f ∗∗‖E(q) , where as usual f ∗∗ = S(f ∗), defines a 1-convex quasi-norm
on (E(q))(∗) = (E(∗))(q). It follows from the fact that the map f → f ∗∗ is subadditive. Thus
(E(∗))(q) is 1-convex, so E(∗) is 1/q-convex, and thus it is L-convex. 
2. Basic sequences in quasi-Banach lattices and their symmetrizations
In this section we assume that E is a p-Banach lattice for some 0 < p  1, such that the
dilation operator σ2 is bounded on the cone of non-negative decreasing elements in E.
By Lemma 1.4, ‖ · ‖E(∗) is a quasi-norm, and so by [17, Lemma 1.1] there exist 0 < q  1 and
a constant 1D  4, such that ‖ · ‖E(∗) is a q-norm with constant D. Hence∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥
q
E(∗)
D
n∑
i=1
‖yi‖qE(∗) for all yi ∈ E(∗), n ∈N. (2.1)
Observe that setting r = min(p, q), the p-norm ‖ · ‖E is also an r-norm, while ‖ · ‖E(∗) is
an r-norm with constant D. This follows from the well-known inequality (
∑
n |an|α)1/α 
(
∑
n |an|β)1/β for any 0 < β  α < ∞.
Assume for the rest part of this section that the letters p,q, r and D have the meaning as
above.
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(Smx)(n) = 0 for n = 1, . . . ,m, and (Smx)(n) = x(n − m) for n > m. Similarly we define the
right shift Sbx, 0 b < a, when x is defined on the interval (0, a), that is Sbx(t) = 0 if 0 t  b
and Sbx(t) = x(t − b) if b < t < a.
Lemma 2.1. Let (xi)ni=1 be a sequence of disjoint bounded elements in E(∗) supported on sets offinite measure. For every i = 1, . . . , n, let mi be a finite real number with mi  | suppxi | and set
Mi =∑j<i mj for i > 1 and M1 = 0. Assume ∑ni=1 mi  a. Then∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
p
E(∗)

∥∥∥∥∥
n∑
i=1
SMi x
∗
i
∥∥∥∥∥
p
E
+
n∑
i=1
‖xi‖p∞‖χ(0,Mi ]‖pE,∥∥∥∥∥
n∑
i=1
SMi x
∗
i
∥∥∥∥∥
q
E
D
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
q
E(∗)
+D
n∑
i=1
‖xi‖q∞‖χ(0,Mi ]‖qE,
with the convention that χ(0,M1] = χ∅ = 0.
Proof. We may assume without loss of generality that xi  0 for all i = 1, . . . , n. Let εi =∑
j>i ‖xj‖∞ with εn = 0, and zi = xi + εiχAi where Ai ⊃ suppxi , |Ai | = mi , i = 1, . . . , n, and
the sets Ai are disjoint. Note that, setting ε0 =∑nj=1 ‖xj‖∞,
‖zi‖∞  ‖xi‖∞ + εi =
∑
ji
‖xj‖∞ = εi−1,
and so for i = 1, . . . , n,
εi max
j>i
‖zj‖∞ =
∥∥∥∥∑
j>i
zj
∥∥∥∥∞.
It follows that (
n∑
i=1
zi
)∗
=
n∑
i=1
SMi z
∗
i .
Clearly we have z∗i = x∗i + εiχ(0,mi ]. Since 0 xi  zi we deduce that(
n∑
i=1
xi
)∗

(
n∑
i=1
zi
)∗
=
n∑
i=1
SMi x
∗
i +
n∑
i=1
εiSMiχ(0,mi ].
On the other hand
n∑
i=1
εiSMiχ(0,mi ] =
n∑
i=1
∑
j>i
‖xj‖∞SMiχ(0,mi ] =
n∑
j=1
‖xj‖∞
(∑
i<j
SMiχ(0,mi ]
)
=
n∑
‖xj‖∞χ(0,Mj ].
j=1
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n∑
i=1
xi
∥∥∥∥∥
p
E(∗)

∥∥∥∥∥
n∑
i=1
SMi x
∗
i +
n∑
i=1
‖xi‖∞χ(0,Mi ]
∥∥∥∥∥
p
E

∥∥∥∥∥
n∑
i=1
SMi x
∗
i
∥∥∥∥∥
p
E
+
n∑
i=1
‖xi‖p∞‖χ(0,Mi ]‖pE.
For the second inequality, using the fact that x∗i  z∗i we have∥∥∥∥∥
n∑
i=1
SMi x
∗
i
∥∥∥∥∥
E

∥∥∥∥∥
n∑
i=1
SMi z
∗
i
∥∥∥∥∥
E
=
∥∥∥∥∥
n∑
i=1
zi
∥∥∥∥∥
E(∗)
=
∥∥∥∥∥
n∑
i=1
xi +
n∑
i=1
εiχAi
∥∥∥∥∥
E(∗)
.
But
n∑
i=1
εiχAi =
n∑
i=1
∑
j>i
‖xj‖∞χAi =
n∑
j=1
‖xj‖∞
(∑
i<j
χAi
)
.
Thus
∥∥∥∥∥
n∑
i=1
SMi x
∗
i
∥∥∥∥∥
q
E

∥∥∥∥∥
n∑
i=1
xi +
n∑
i=1
‖xi‖∞
(∑
j<i
χAj
)∥∥∥∥∥
q
E(∗)
D
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
q
E(∗)
+D
n∑
i=1
‖xi‖q∞
∥∥∥∥∥∑
j<i
χAj
∥∥∥∥∥
q
E(∗)
= D
∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
q
E(∗)
+D
n∑
i=1
‖xi‖q∞‖χ(0,Mi ]‖qE,
which ends the proof of the lemma. 
Proposition 2.2. Let (xi) be a finite or infinite sequence of nonzero, bounded and disjoint ele-
ments in E(∗) supported on sets of finite measure. Suppose also that for r = min(p, q),
K :=
∑
i1
‖xi‖r∞‖χ(0,Mi ]‖rE
‖xi‖rE(∗)
< 1,
with ∞ > mj  | suppxj |, and either Mi =∑j<i mj for i > 1 and M1 = 0, or Mi =∑j>i mj
and M1 < ∞. We also assume that ∑j1 mj  a. Then in both cases the basic sequences (xi)
in E(∗) and (SMi x∗i ) in E are equivalent with constant (D
1+K
1−K )
1/r
.
Proof. Suppose first that Mi =∑j<i mj . We have ‖λixi‖E(∗)  ‖∑ni=1 λixi‖E(∗) , for all 1 
i  n and n ∈ N, since the sequence (xi) is disjoint. By the observation following Eq. (2.1), we
may assume p = q = r . By Lemma 2.1 we get for all n ∈N,
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n∑
i=1
λiSMi x
∗
i
∥∥∥∥∥
r
E

∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥
r
E(∗)
−
n∑
i=1
‖λixi‖r∞‖χ(0,Mi ]‖rE
 (1 −K)
∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥
r
E(∗)
,
and also ∥∥∥∥∥
n∑
i=1
λiSMi x
∗
i
∥∥∥∥∥
r
E
D
(∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥
r
E(∗)
+
n∑
i=1
‖λixi‖r∞‖χ(0,Mi ]‖rE
)
D(1 +K)
∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥
r
E(∗)
.
Hence the basic sequences (xi) in E(∗) and (SMi x∗i ) in E are equivalent.
Let now Mi = ∑j>i mj < ∞. We have to prove that for every n, (xi)ni=1 ∈ E(∗) and
(SMi x
∗
i )
n
i=1 ∈ E are equivalent with the constants independent of n. Given n, consider y =
χ⋃
i>n suppxi , which belongs to E
(∗) by the assumption |⋃i>1 suppxi | < ∞. It is sufficient to
prove that (SM1x∗1 , . . . , SMnx∗n, y∗) in E and (x1, . . . , xn, y) in E(∗) are equivalent. Set ξ1 = y
and ξi+1 = xn−i+1 for i = 1, . . . , n. Apply then the first part of the proposition to (ξ1, . . . , ξn+1)
with M ′i =
∑
j<i m
′
j , where M
′
1 = 0, m′1 =
∑
j>n mj and m′j+1 = mn−j+1 for j = 1, . . . , n. We
have M ′1 = 0 and for i = 1, . . . , n we have
M ′i+1 =
∑
j<i+1
m′j = m′1 +
i−1∑
j=1
m′j+1 =
∑
j>n
mj +
i−1∑
j=1
mn−j+1 =
∑
j>n−i+1
mj = Mn+1−i .
Hence (SM ′1ξ
∗
1 , . . . , SM ′n+1ξ
∗
n+1) = (y∗, SMnx∗n, . . . , SM1x∗1 ), and so (y, xn, . . . , x1) in E(∗) is
equivalent (with constants independent of n) to (y∗, SMnx∗n, . . . , SM1x∗1 ) in E. 
Corollary 2.3. Let (xi)ni=1 be a finite sequence of nonzero elements in E(∗) which are bounded,
supported on disjoint finite intervals (ai, bi] and decreasing on their respective supports. Sup-
pose also that bi  ai+1, i = 1, . . . , n− 1, and that
K :=
n∑
i=1
‖xi‖r∞‖χ(0,ai ]‖rE
‖xi‖rE(∗)
< 1.
Then the sequence (xi)ni=1 in E(∗) is (D
1+K
1−K )
1/r
-equivalent to itself in E.
Proof. Let a0 = 0 and x0 = χ(a0,a1]. Then for every i = 0, . . . , n, we have xi = Sai x∗i , and mi :=
ai+1 − ai  bi − ai = | suppxi |. Note that ai =∑j<i mj . Applying now Proposition 2.2 we get
that (x0, x1, . . . xn) in E(∗) is equivalent to itself in E with equivalence constant (D 1+K1−K )
1/r
, and
hence the conclusion follows. 
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is a bounded element supported in some finite successive intervals In ⊂ I , i.e. for some monotone
positive sequence (an) we have either
(i) In = (an, an+1] for every n ∈ N and ⋃n1 In = (a1,∞) (we shall then speak of forward
block sequence), or
(ii) In = (an+1, an] for every n ∈N and ⋃n1 In = (0, a1] (backward block sequence).
A sequence (xn) with xn = x′n + x′′n , where (x′n) is a backward block sequence with supports
in (0, a0] and where (x′′n) is a forward block sequence with supports in (a0,∞] will be called a
composite block sequence.
In the case of I = N, the concept of forward block sequence coincides with the classical
notion of block basic sequence.
The following disjointification result is quite standard. It will be applied in particular to the
space F = E(∗)0 .
Proposition 2.5. Let F be an order-continuous quasi-Banach function space, equipped with an
r-norm with constant D. Every semi-normalized sequence (xi) ⊂ F which converges to zero in
measure has a subsequence (xik ) which is almost D2/r -equivalent to a sequence (x′k) of pairwise
disjoint functions in F that are bounded and supported on sets of finite measure and such that
|x′k| |xik | for all k ∈N. In fact we have
∑
k ‖xik − x′k‖rF < ∞.
Proof. We may assume w.l.o.g. that ‖xi‖rF  2D for all i. By order continuity of F for each
i we can find zi ∈ F , bounded with support of bounded measure, such that |zi |  |xi | and∑
i ‖xi − zi‖rF < ∞. Since xi → 0 in measure, so does zi , and there exists εi ↓ 0 such that|{|zi | > εi}| < εi . Letting Bi = {|zi | > εi}, we may assume, up to extracting a subsequence, that∑
i |Bi | < ∞. Thus C =
⋃
i Bi has finite measure and C =
⋃
i Bi decreases to ∅. Then by
order continuity of F , for every z ∈ F we have ‖χCz‖F → 0, ‖|z| ∧ εi‖F → 0 and∥∥|z| ∧ |zi |∥∥rF D∥∥|z| ∧ εi∥∥rF +D‖χCi z‖rF → 0.
We can then construct by induction a subsequence (zik ) such that for any  > k we have∥∥|zik | ∧ |zi |∥∥rF  2−(k+).
It follows that∥∥∥∥|zik | ∧∨
=k
|zi |
∥∥∥∥r
F

∥∥∥∥|zik | ∧∑
=k
|zi |
∥∥∥∥r
F
D
∑
=k
∥∥|zik | ∧ |zi |∥∥rF < D2−k.
Setting Ak = {|zik | >
∨
=k |zi |}, the sets Ak are pairwise disjoint and
‖χAck zik‖rF 
∥∥∥∥|zik | ∧∨ |zi |∥∥∥∥r
F
D2−k.
=k
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∑
k ‖zik − z′k‖rF ∑
k D2−k < ∞. Finally,
∑
k ‖xik − z′k‖rF < ∞ and the conclusion follows from the principle
of small perturbations (Theorem 1.1 and Remark 1.3). 
Proposition 2.6. Assume that E(∗)0 = {0}. Then every semi-normalized sequence of non-negative
decreasing elements (yi) ⊂ Eb with yi → 0 in measure (resp. ‖yi‖∞ → 0 or | supp(yi)| → 0)
has a subsequence (yik ) which is almost 1-equivalent to a composite (resp. forward or backward)
block sequence (y′k) and such that for all k, y′k = χIkyik where Ik is the union I ′k ∪ I ′′k of two
disjoint intervals, max I ′k → 0 and min I ′′k → ∞ (resp. I ′k = ∅ and min I ′′k → ∞, or max I ′k → 0
and I ′′k = ∅). In fact
∑
k ‖yik − y′k‖rE < ∞.
Proof. We may assume w.l.o.g. that ‖yi‖rE  2 for all i. Recall that ‖ · ‖E is an r-norm with con-
stant D = 1. For every y ∈ Eb and ε > 0 we can find η > 0, β > 0 such that ‖y − χAy‖rE <
ε, where A = [η,β]. Thus for every i we choose zi = χAi yi , with Ai = [ηi, ai] such that∑
i ‖yi − zi‖rE < ∞. Note that |zi |MiχAi where Mi = yi(ηi) < ∞. We may assume that ηi 
1 ai and that ηi → 0. If I =N we may assume that ηi = 0 for all i. If lim sup‖yi‖∞ < ∞ we
may suppose, if necessary suppressing a finite number of yi ’s, that sup‖yi‖∞ < ∞ and then take
ηi = 0 for all i. If lim sup‖yi‖∞ = ∞ we may assume that ‖yi‖∞ → ∞. If lim sup | supp zi | < ∞
then lim supai =: α < ∞ and we may assume that for all i, ai = α. If lim sup | supp zi | = ∞ we
may assume that the sequence (ai) is strictly increasing and ai → ∞. Since zi goes to zero in
measure, there exists εi → 0 such that |{|zi | > εi}| < εi . If lim sup‖zi‖∞ = 0 we may suppose
that |{|zi | > εi}| = 0, taking e.g. εi = 2‖zi‖∞. The set Bi := {|zi | > εi} is an interval (ηi, bi),
with bi − ηi  εi . Hence bi → 0. In view of the assumption that the space E(∗)0 is not trivial we
have that ‖χ(0,t]‖E → 0 as t → 0. Thus by induction we find a strictly increasing sequence (ik)
such that for  = k + 1,
εrik+1‖χAik ‖rE  2−(k+2) and Mrik‖χBik+1 ‖rE  2−(k+2).
We may also assume that the sequence (bik ) is either strictly decreasing or eventually equal to
zero. Define the sets for k ∈N,
Ck = (0, bik+1)∪ (bik , aik−1].
Let uk = χCkzik and
y′k = zik − uk = χ(bik+1 ,bik ]zik + χ(aik−1 ,aik ]zik
= χ(bik+1∨ηik ,bik ]yik + χ(aik−1 ,aik ]yik
= χI ′′k yik + χI ′k yik ,
where I ′k = (bik+1 ∨ ηik , bik ] and I ′′k = (aik−1, aik ]. Then (y′k) is clearly a composite block se-
quence. It is a forward block sequence if bik = 0, in particular if ‖yi‖∞ → 0, and a backward
block sequence if aik = α, in particular when | supp(yi)| → 0. Moreover,∥∥yik − y′k∥∥rE  ‖yik − zik‖rE + ‖χ(0,bik+1 ]zik‖rE + ‖χ(bik ,aik−1]zik‖rE
 ‖yik − zik‖rE +Mrik‖χ(0,bik+1 ]‖rE + εrik‖χ(0,aik−1]‖rE
 ‖yi − zi ‖r + 2−(k+2) + 2−(k+2).k k E
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k
∥∥yik − y′k∥∥rE ∑
k
‖yik − zik‖rE +
∑
k
2−(k+1) < ∞.
For sufficiently large k, we have that ‖yik −y′k‖E < 1, and then ‖y′k‖r  ‖yik‖r −‖yik −y′k‖r  1.
Applying Theorem 1.1 and remarks afterwards with constant D = 1 we conclude the proof. 
Theorem 2.7.
(a) Let (xi) ⊂ E(∗)0 be a semi-normalized sequence converging to zero in measure (resp.
‖xi‖∞ → 0 or | suppxi | → 0). Then there is a subsequence of (xi), which is basic in E(∗)0
and D3/r -equivalent to a sequence of decreasing elements in Eb with the same convergence
properties.
(b) Conversely, assume that E(∗)0 = {0}. Then every semi-normalized sequence (yi) of non-
negative decreasing elements in Eb which converges to zero in measure (resp. ‖yi‖∞ → 0 or
| suppyi | → 0) has a basic subsequence almost D3/r -equivalent to a sequence of elements
in E(∗)0 with the same convergence properties.
Proof. (a) Let (xi) ⊂ E(∗)0 be a semi-normalized sequence converging to zero in measure. By
Proposition 2.5 a subsequence (xik ) of (xi) is almost D2/r -equivalent to a sequence (x′k) in E
(∗)
0
of pairwise disjoint functions which are bounded and supported by sets of finite measure and
such that |x′k| |xik | for all k. In particular (x′k) has the same convergence properties as (xi).
Thus x′k → 0 in measure and we can find a sequence εk → 0 such that |{|x′k| > εk}| < εk . Let
Bk = {|x′k| > εk}, uk = χBkx′k , vk = χBck x′k . Then
x′k = uk + vk, | suppuk| → 0 and ‖vk‖∞ → 0. (2.2)
Moreover, all the uk’s are disjoint from all the vk’s, and the sequences (uk) and (vk) both consist
of pairwise disjoint elements.
Note that if ‖xi‖∞ → 0, then ‖x′k‖∞ → 0, and we may choose uk = 0, and x′k = vk . Similarly,
if | suppxi | → 0 we may choose vk = 0 and x′k = uk .
Let us consider the most complicated situation where lim inf‖uk‖E(∗) > 0 and
lim inf‖vk‖E(∗) > 0. Then both sequences (uk) and (vk) are semi-normalized, and we may
assume that ‖uk‖E(∗)  1 and ‖vk‖E(∗)  1 for all k. Now, we construct by induction two subse-
quences u′ = uk and v′ = vk satisfying the hypotheses of Proposition 2.2.
In a preparatory step we find a strictly increasing sequence (j ()) of natural numbers such that∑∞
=1 | suppuj()| = μ1 < ∞. For the sake of simplifying notations, let us assume that j () = .
Set for every k  1,
μk =
∑
jk
| suppuj | and νk = μ1 +
∑
jk
| suppvj |.
Since μk → 0, so ‖χ(0,μk]‖E(∗) → 0, and ‖vk‖∞ → 0, we can find a strictly increasing sequence
(k) of integers such that ‖χ(0,μ1]‖rE(∗)‖vk1‖r∞ < 2−1 and for every  2,
‖χ(0,μ ]‖r (∗)‖uk ‖r∞ < 2−−2 and ‖χ(0,ν ]‖r (∗)‖vk ‖r∞ < 2−−2.k+1 E  k E +1
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∞∑
=1
(‖χ(0,μk+1 ]‖rE(∗)‖uk‖r∞ + ‖χ(0,νk ]‖rE(∗)‖vk+1‖r∞)+ ‖χ(0,μ1]‖rE(∗)‖vk1‖r∞ < 1. (2.3)
Set now for  1,
u′ = uk, v′ = vk, M =
∑
j>
∣∣suppu′j ∣∣, N = ∞∑
j=1
∣∣suppu′j ∣∣+∑
j<
∣∣suppv′j ∣∣.
Set also for  1,
g = SMu′ ∗ and h = SNv′ ∗ .
Since g,h are bounded and supported on bounded sets, they belong to Eb , and so does f =
g + h. Note that ‖h‖∞ = ‖v′||∞ → 0 and | suppg| = | suppu′| → 0. Thus (f) converges to
zero in measure. Let us prove that (f) in E is almost D1/r -equivalent to (x′k) in E
(∗)
. Clearly
it is sufficient to prove that for every n >m the finite sequence
(un,un−1, . . . , um, vm, vm+1, . . . vn)
in E(∗) is D1/r + ε(m)-equivalent to the sequence
(gn, gn−1, . . . , gm,hm,hm+1, . . . , hn)
in E, where ε(m) does not depend on n and ε(m) → 0 when m → ∞. Since
M  μk+1 , N1  μ0 and N  νk−1 for  > 1,
we have by (2.3), and in view of ‖u′‖E(∗)  1, ‖v′‖E(∗)  1 that
K(m) :=
∞∑
=m
‖χ(0,M]‖rE(∗)‖u′‖r∞
‖u′‖rE(∗)
+
∞∑
=m
‖χ(0,N]‖rE(∗)‖v′‖r∞
‖v′‖rE(∗)
< 1. (2.4)
Then (2.4) implies by Proposition 2.2 that the sequences (u′n,u′n−1, . . . , u′1, v′1, v′2, . . . , v′n) in
E(∗) and (gn, gn−1, . . . , gm,hm,h2, . . . , hn) in E are (D 1+K(m)1−K(m) )
1/r
-equivalent, and clearly this
equivalence constant goes to D1/r when m → ∞. Hence for every ε > 0 there exists 0  1 such
that (f)0 and (x′k)0 are (D
1/r + ε)-equivalent, and so they are almost D1/r -equivalent.
The last step now is to replace the disjoint sequence (f) by an equivalent sequence of non-
negative decreasing elements in Eb. We simply put
g′ = ‖g‖∞χ(0,M ] + g, h′ = ‖h‖∞χ(0,N ] + h and f ′ = g′ + h′ .      
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∞∑
=1
∥∥f − f ′∥∥rE  ∞∑
=1
∥∥g − g′∥∥rE + ∞∑
=1
∥∥h − h′∥∥rE < 1,
and thus by the small perturbation principle (f) and (f ′) are almost 1-equivalent basic se-
quences in E. Hence (f ′) is a basic sequence of decreasing elements in Eb almost D1/r -
equivalent to (x′kl ), which in turn is almost D
2/r
-equivalent to a subsequence of (xi). Conse-
quently, (f ′) is almost D3/r -equivalent to a subsequence of (xi).
This ends the proof of (a) in the case where we assume that in (2.2) both sequences (‖uk‖E(∗) )
and (‖vk‖E(∗) ) are bounded from below. If for example (‖uk‖E(∗) ) is not bounded away from 0,
we may assume that
∑
k ‖uk‖rE(∗) < ∞. By Proposition 2.5 we have
∑
k ‖xik − x′k‖rE(∗) < ∞ for a
subsequence (xik ) of (xi). Then
∑
k ‖xik −vk‖rE(∗) D
∑
k ‖xik −x′k‖rE(∗) +D
∑
k ‖uk‖rE(∗) < ∞,
and it follows that the sequence (xik ) is almost D2/r -equivalent to (vk). Then reasoning simi-
larly as in the first part above we find that a subsequence of (vk) is almost D1/r -equivalent
to a sequence of non-negative decreasing functions (h′) in Eb , with ‖h′‖∞ → 0. Similarly,
if (‖vk‖E(∗) ) is not bounded from below, then a subsequence (xik ) is almost D2/r -equivalent
to (uk), which has itself a subsequence almost D1/r -equivalent to a sequence of non-negative
decreasing functions (g′) in Eb, with | suppg′| → 0.
(b) Let (yi) be a semi-normalized sequence of non-negative decreasing elements in Eb which
converges to zero in measure. By Proposition 2.6, there is a subsequence (yik ) which is almost
1-equivalent to a composite block sequence (y′k) and such that for all k, y′k = χIkyik where
Ik is the union I ′k ∪ I ′′k of (at most) two disjoint intervals, max I ′k → 0 and min I ′′k → ∞, and∑
k ‖yik − y′k‖r < ∞. We may assume that I ′k = (a′k, b′k], I ′′k = (a′′k , b′′k ], and that
· · ·a′k < b′k < · · · < a′2 < b′2 < a′1 < b′1 < a′′1 < b′′1 < a′′2 < b′′2 < · · · < a′′k < b′′k < · · · .
Let uk = χI ′k y′k and vk = χI ′′k y′k . If lim infk ‖uk‖E = 0 then extracting a subsequence, we may
assume that
∑
k ‖uk‖rE < ∞ and that (‖vk‖E) is bounded below by some positive number c.
Consequently,
∑
k ‖yik − vk‖rE/‖vk‖rE  c−r
∑
k ‖yik − y′k‖rE + c−r
∑
k ‖uk‖rE < ∞, and thus
by the small perturbation principle, the sequence (yk) is almost 1-equivalent to (vk). In this case
we may assume that uk = 0 for all k. Similarly, if lim infk ‖vk‖E = 0 we can reduce the proof to
the case where vk = 0 for all k.
Let us now investigate the more complicated case where both sequences (‖uk‖E), (‖vk‖E)
are bounded away from zero. We assume w.l.o.g. that ‖uk‖rE  2D and ‖vk‖rE  2D for every k.
Since for all k,
‖uk‖∞χ(0,a′k) + ‖vk‖∞χ(b′k,a′′k )  yik − y′k,
we have ∑
k
‖uk‖r∞‖χ(0,a′k)‖rE 
∑
k
∥∥yik − y′k∥∥rE < ∞,∑
‖vk‖r∞‖χ(b′k,a′′k )‖rE 
∑∥∥yik − y′k∥∥rE < ∞.
k k
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away from 0. Thus we may assume, extracting a subsequence if necessary, that∑
k
‖vk‖r∞‖χ(0,b′k)‖r < ∞.
We thus have that ∑
k
‖uk‖r∞‖χ(0,a′k)‖rE +
∑
k
‖vk‖r∞‖χ(0,a′′k )‖rE < ∞.
Then for sufficiently large k0 we have
K(k0) :=
∑
kk0
‖uk‖r∞‖χ(0,a′k)‖rE +
∑
kk0
‖vk‖r∞‖χ(0,a′′k )‖rE < 1. (2.5)
Let u˜k = ‖uk‖∞χ(0,a′k) + uk and v˜k = ‖vk‖∞χ(0,a′′k ) + vk . Since u˜k , v˜k are decreasing,
2D  ‖uk‖rE  ‖u˜k‖rE = ‖u˜k‖rE(∗) D‖uk‖r∞‖χ(0,a′k)‖rE(∗) +D‖uk‖rE(∗) .
Hence and by (2.5), for k  k0,
‖uk‖rE(∗)  1.
Similarly, ‖vk‖rE(∗)  1 for k  k0. Thus (2.5) implies by Corollary 2.3 that for every n k0, the
sequence
(un,un−1, . . . , uk0 , vk0, . . . vn−1, vn)
in E is (D 1+K(k0)1−K(k0) )
1/r
-equivalent to itself in E(∗). Indeed the uk , resp. vk , are decreasing on their
supports, which are disjoint intervals placed in the same order.
Thus (y′k)kk0 in E(∗) is (D
1+K(k0)
1−K(k0) )
1/r
-equivalent to itself in E. Since K(k0) → 0 when
k0 → ∞, we have that (y′k) in E∗ is almost D1/r -equivalent to itself in E. Set now
zk = ‖uk‖∞χ(0,a′k) + y′k + ‖vk‖∞χ(b′k,a′′k ).
Then zk is a non-negative decreasing element in E(∗) and
0 zk − y′k wk := ‖uk‖∞χ(0,a′k) + ‖vk‖∞χ(0,a′′k ).
Thus
‖wk‖rE(∗) = ‖wk‖rE  ‖uk‖∞‖rχ(0,a′k)‖rE + ‖vk‖r∞‖χ(0,a′′k )‖rE,
and by (2.5), for sufficiently large k0,∑∥∥zk − y′k∥∥E(∗)  ∑ ‖wk‖rE(∗) < 1.kk0 kk0
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D2/r -equivalent to (y′k)kk1 in E(∗).
Thus we have obtained that (y′k) in E(∗) is almost D1/r -equivalent to itself in E, which is also
almost D2/r -equivalent to (zk) in E(∗). Putting all together, (yik ) in E is almost D3/r -equivalent
to (zk) in E(∗). 
As a consequence of Theorem 2.7, in view of the fact that any subsymmetric basic sequence
is equivalent to any of its subsequence, we get the following corollary.
Corollary 2.8. Assume that E(∗)0 = {0}. Let (xn) be a subsymmetric basic sequence in a quasi-
Banach space X. Then E(∗)0 contains a basic sequence converging to zero in measure and
equivalent to (xn) if and only if Eb contains a basic sequence of non-negative and decreasing
elements, converging to zero in measure and equivalent to (xn).
3. p subspaces in rearrangement invariant quasi-Banach lattices
In the present section F denotes a quasi-Banach r.i. ideal lattice over I = N or I = (0, a),
0 < a ∞. We shall characterize p or c0-subspaces of F0 according to the fact whether they are
spanned by p-basic sequences, i.e. basic sequences that are equivalent to the p or c0 standard
basis, converging to zero in measure or not.
The case I =N is particularly simple.
Proposition 3.1. Let I =N and let p , 0 <p < ∞, (resp. c0 when p = ∞) embed isomorphically
as a subspace in F0. Then either F0 contains a normalized basic sequence equivalent to the
standard unit vector basis (en) in p (resp. c0) converging to zero in ∞ norm, or p = ∞ and
F0 = c0 as sets with equivalent (quasi)norms.
Proof. Assume that ‖en‖F = 1 for every n. The sequence (en) in F forms a 1-symmetric basis of
F0. It is well known that if p (or c0 when p = ∞) embeds as subspace in a quasi-Banach space
with a Schauder basis, this basis has a block basis (xn) equivalent to the standard p-basis (resp.
c0-basis) (see e.g. [24, Lemma 2.1]). Let X = [xn] be the closed linear span of (xn). Observe that
F ↪→ ∞ and F0 ↪→ c0 with norm one injections. Then we consider two cases.
Let first the norm of F and that of ∞ be equivalent on X. Then X is isomorphic to a subspace
of c0, which implies that p = ∞. We have infn ‖xn‖∞ = δ > 0, and so for every n we can find
k(n) such that |xn(k(n))| δ/2. Then for every finite sequence of scalars (λn) we get for some
C > 0,
δ
2
sup
n
|λn| δ2
∥∥∥∥∑
n
λnek(n)
∥∥∥∥
F

∥∥∥∥∑
n
λn
∣∣xn(k(n))∣∣ek(n)∥∥∥∥
F

∥∥∥∥∑
n
λnxn
∥∥∥∥
F
 C sup
n
|λn|,
where the last inequality stems from the equivalence of the sequence (xn) with the standard c0-
basis. Since (en) is 1-symmetric in F0, it follows that (en) in F is 2C/δ-equivalent to (en) in c0,
and thus F0 = c0.
Assume now that the norm of F and that of ∞ are not equivalent on X. Then there is a
sequence (yk) in X with ‖yk‖F = 1 and ‖yk‖∞ → 0. This yields (yk) to converge to zero co-
ordinatewise on the basis (xn) of X. Now by the standard “gliding hump” argument (see e.g.
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is equivalent to a block basis of (xn) in F . Since (xn) is equivalent to (en) in p , so (ykn) is also
equivalent to (en) in p . 
Now we start to treat the case I = (0, a). First we investigate when linear embeddings of p
or c0 can be made lattice isomorphic embeddings. Before we prove the next theorem, recall some
necessary notions. For any 0 < p < 2, let γp : [0,1] → R be a symmetric p-stable variable [28,
p. 181]). It is well known that its distribution d|γp |(t) is (asymptotically) equivalent to a function
Ct−p for t → ∞, for some C > 0, which means here that limt→∞ d|γp |(t)/(Ct−p) = 1 (see [9,
Theorem XVII.5.1]). For the definition of γp we may assume that C = 1. For p = 2 we consider
γ2 : [0,1] →R, a standard Gaussian variable. Then d|γ2|(t) is equivalent to
√
2/πt−1 exp(−t2/2)
when t → ∞ in the same sense (see [9, Lemma VII.1.2]). Consequently, we have that γ ∗p (x) is
equivalent to x−1/p if 0 < p < 2 and γ ∗2 (x) is equivalent to
√
2| lnx| when x → 0. We say that
the sequence of random variables (fn) converges to f in distribution whenever dfn(t) → df (t)
for every continuity point t > 0 of df . As usual, given c = a ∧ 1, by F [0, c] we denote the space
of all restrictions to the interval [0, c] of functions from F .
We also recall that given 0 <p < ∞, the Marcinkiewicz space Lp,∞(I ) over I consists of all
functions x ∈ L0(I ) such that
‖x‖p,∞ = sup
t∈I
t1/px∗(t) < ∞.
The functional ‖ · ‖p,∞ is a quasi-norm and (Lp,∞(I ),‖ · ‖p,∞) is an r.i. quasi-Banach ideal
lattice with the Fatou property. Let further Lp,∞ := Lp,∞(0,∞).
Theorem 3.2. Let I = (0, a), 0 < a ∞. Then p, 0 <p < ∞, (resp. c0 when p = ∞) embeds
isomorphically as subspace in F0 if and only if either F0 contains a normalized disjoint sequence
equivalent to the standard p (resp. c0) basis, or p  2 and the sequence of functions hp,n, n 1,
defined by hp,n = hp ∧ n and
hp(t) = χ(0,a∧1]t−1/p if p < 2 and h2(t) = χ(0,a∧1]| ln t |1/2 if p = 2,
is bounded in F0. If F has the Fatou property this is equivalent to the condition that hp ∈ F [0, c],
where c = a ∧ 1.
Proof. We may assume that either a = ∞ or a = 1. In the case where F is normable, this is a
rephrasing of the statement [36, Proposition 1 and Remark 2]. According to this statement p em-
beds linearly isomorphically in F0 if and only if either p embeds isomorphically as sublattice or
1 < p < 2 and the Köthe bidual of F0 restricted to [0,1] contains a p-stable random variable (a
Gaussian one if p = 2). By the fact that the decreasing rearrangement of a p-stable, resp. Gaus-
sian variable, is equivalent to hp near 0 and that a function h belongs to (F0)′′[0,1] if and only
if the sequence (|h| ∧ n) is bounded in F0[0,1], we obtain indeed the result in this case, at least
when 1 < p  2. The main argument in the proof of this result in [36] is a deep classical result
by Dacunha-Castelle and Krivine [8] on subspaces of L1 (which can be also deduced from [1]),
following which if E is a subspace of L1[0,1] isomorphic to p , p > 1, then E contains a nor-
malized sequence converging in distribution to a function f which is equimeasurable with some
product wγp , where 0w ∈ L1[0,1], and γp is a symmetric p-stable random variable on [0,1]
which is independent from w (if p = 2, γ2 is a Gaussian variable).
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We need an analogue of Dacunha–Castelle and Krivine’s result for of Lr -spaces with 0 < r  1
which we state and provide a sketch of its proof in Appendix A.
Another questionable point of that proof will be that considering the Köthe bidual of F0
isn’t any longer relevant, since in our situation it can be trivial. Instead of it we shall consider
the “Fatou closure” of F0[0,1], namely the quasi ideal space of functions F˜0 defined by F˜0 =
{x ∈ L0[0,1]: ‖x‖
F˜0
< ∞}, where
‖x‖
F˜0
= sup{‖y‖F : y ∈ F0, |y| |x|}.
This is a symmetric quasi-Banach function space on [0,1], and if F0 is a Banach lattice it co-
incides with the Köthe bidual of F0[0,1]. By order continuity of F0, we have that the natural
inclusion F0[0,1] ⊆ F˜0 is isometric, and that
‖x‖
F˜0
= sup{∥∥|x| ∧ n∥∥
F
: n ∈N}.
By Aoki–Rolewicz theorem, first we may assume that F0 is equipped with an α-norm for
some 0 < α  1. Let 0 < β < α. Then it is known that F [0, b] ⊆ Lα,∞[0, b] ⊆ Lβ [0, b] for every
finite b, with bounded inclusion maps. Indeed, since the fundamental function φE(t) = ‖χ[0,t]‖F
of the α-normed r.i. space F verifies φE(2t)  21/αφE(t), it is easy to see that φE(t)/t1/α is
equivalent to a decreasing function. In particular there is a constant cb such that φE(t) cbt1/α
for any t ∈ [0, b]. If f ∈ F [0, b], we have for all t ∈ [0, b],
‖f ‖F 
∥∥f ∗(t)χ[0,t]∥∥E = f ∗(t)φE(t) cbt1/αf ∗(t),
and the inclusion F [0, b] ⊆ Lα,∞[0, b] follows.
Let (xn) be a normalized basic sequence equivalent to the p unit basis and G be the closed
subspace of F0 spanned by (xn). Then we shall consider two cases:
Case (a). For some integer n, the map πn : F0 → Lβ [0, n], f → χ[0,n]f induces an isomor-
phism on G (of course n = 1 in the case of [0,1]) .
Case (b). For no n 1, the map πn is an isomorphism on G.
In the second case (b), we can find a normalized sequence (fn) in G with ‖πn(fn)‖Lβ → 0.
Like in the proof of Prop. 1 in [36] a further subsequence (which we still denote by (fn)) is
equivalent to a disjoint sequence in F0. In particular it is unconditional. By extracting a subse-
quence we may assume for that all k, the sequence (ck(fn))n of k-th coordinates of the fn with
respect to the basis (xn), converges. Then setting gn = f2n − f2n+1 we obtain a new sequence
in G, still equivalent to a disjoint sequence in F , which converges coordinatewise to zero with
respect to the basis (xn). By unconditionality of (fn), the sequence (gn) is seminormalized and
some subsequence of it is equivalent to the p unit basis.
In case (a) we may assume (rescaling) that the quasi-norms of F0 and that of Lβ [0,1] are
equivalent on G. It follows in particular that α  p  2. The second inequality holds indeed
because Lβ has cotype 2, and thus G must also have cotype 2. As for the first inequality, it holds
because F , and hence G, is equipped with an α-norm and thus p must be α-normable.
Now consider the interval [0,1] with Lebesgue measure as a probability space, and mea-
surable functions on [0,1] as random variables. By Theorem A.1 in Appendix A, there is a
normalized sequence (fn) in G which converges in distribution to a function f which is equimea-
surable with some wγp , where 0w ∈ Lβ [0,1], and γp is a symmetric p-stable random variable
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(see the Appendix) that f ∗n converges to f ∗ a. e. in [0,1], and thus, by order continuity of F0 it
follows that for every n 1, ‖f ∗∧n‖F = limm ‖f ∗m∧n‖F  supm ‖f ∗m‖F = 1. Choose δ ∈ (0,1]
such that the set A := {t ∈ [0,1]: w(t) > δ} has positive measure c. Hence
sup
n
∥∥(χAγp)∗ ∧ n∥∥F  δ−1 sup
n
∥∥(wγp)∗ ∧ n∥∥F = δ−1 sup
n
‖f ∗ ∧ n‖F < ∞.
Since the random variable χA is a function of w, it has to be independent from γp on [0,1]. Then
for every t > 0 we have∣∣{χA|γp| > t}∣∣= ∣∣A∩ {γp |> t}∣∣= |A| · ∣∣{γp |> t}∣∣,
and it follows that
(χAγp)
∗(t) = γ ∗p (t/c) = Dcγ ∗p (t),
where Dc is the dilation operator by c. Thus we have (χAγp)∗ ∧ n = Dc[γ ∗p ∧ n] and thus
γ ∗p ∧ n = Dc−1
[
(χAγp)
∗ ∧ n].
Now, since the dilation operator is bounded on F0 (it can be proved analogously as for Banach
spaces, Theorem 4.4 in [25]), we have also that supn ‖γ ∗p ∧ n‖F < ∞. Since γ ∗p is equivalent to
hp near zero, we obtain supn ‖hp ∧ n‖F < ∞.
Conversely, assume that supn ‖hp ∧ n‖F < ∞, or equivalently that supn ‖γ ∗p ∧ n‖F < ∞.
If F0 has the Fatou property then γ ∗p ∈ F0, hence γp ∈ F0, and any sequence of independent
random variables equidistributed with γp is included in F0 and spans a subspace isometric to p
[28, p. 182]. In the general case, we have that γ ∗p |[0,1] ∈ F˜0, the Fatou closure of F0[0,1]. Like in
the α = 1 case investigated in [36, Proposition 1], but replacing there (F0[0,1])′′ by F˜0, one can
construct in F0[0,1] a sequence of independent variables converging in distribution to a p-stable
variable and spanning almost isometrically p in F0[0,1]. 
Note that if a < ∞ then in the first case of the alternative described in Theorem 3.2 we obtain
a basic sequence converging to zero in measure and equivalent to the p-basis. If a = ∞ this
is not evident, and we therefore investigate when a lattice embedding of p can be made based
on a basic sequence converging to zero in measure. The case of Orlicz spaces [33] shows that
it is possible that some p-sublattices of F cannot be spanned by basic sequences converging to
zero in measure. We shall see that it is possible that some sublattices of F can be spanned by
normalized disjoint basic sequences consisting of equimeasurable elements. This phenomenon
is connected to the behavior of the function fp(t) = t−1/p inside F . Along this line is the fol-
lowing well known result which indicates the importance of how the function fp is related to the
space.
Fact 1. (See [28, Theorem 2.f.2].) Let F be an r.i. function space on (0,∞). If for some 1 
p < ∞, the function fp(t) = t−1/p belongs to F then Lp(0,∞) is order isometric to a sublattice
of F .
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is L-convex. Then its order continuous part F0 contains a closed sublattice order isomorphic to
p (resp. c0 when p = ∞) if and only if either F0 contains a closed sublattice order isomorphic
to p spanned by a semi-normalized sequence of functions converging to zero in measure, or the
functions
fp,n(t) = χ(0,n] t−1/p ∧ n (resp. = χ(0,n] if p = ∞), n ∈N,
form a bounded set in F0. If F has the Fatou property, then in the second case F contains the
function fp(t) = t−1/p (resp. χ(0,∞) in the case p = ∞).
Before we prove Theorem 3.3 let us recall some results from [13]. The following lemma is a
simple reformulation of [13, Proposition 3.3] to which we added the last sentence.
Lemma 3.4. (See [13, Proposition 3.3].) Let F be a r. i. Banach space of measurable functions
over (0,∞) such that L1 ⊂ F . Assume that the norms of F and that of L1 +L∞ are equivalent
on the linear span of an infinite sequence (xn) of disjoint, semi-normalized nonzero elements
of L1 + L∞. Then there exists an infinite sequence (yn) of equimeasurable disjoint functions
in the Köthe bidual F ′′ such that the norms of F ′′ and that of L1 + L∞ are equivalent on the
linear span of the sequence (yn). Moreover, if the basic sequence (xn) is symmetric (or simply
subsymmetric) in F then the basic sequences (xn) in F and (yn) in F ′′ are equivalent.
Proof. We have only to justify the last sentence, which results in fact from the proof of
[13, Proposition 3.3] itself. Recall the main features of this proof. One can extract a subsequence
(xik ) such that y(t) = limk→∞ x∗ik (t) exists for a. a. t > 0. Then y ∈ F ′′. Let (yk) be a sequence
of disjoint functions in F ′′ which are equimeasurable with y. Such a sequence exists since F ′′
is a r.i. space over the infinite interval. Then, by the inclusion F ′′ ↪→ L1 +L∞ and by the Fatou
property of the norm ‖ · ‖F ′′ , there exists C > 0 such that for every finite sequence (ak), for all n,
C−1
∥∥∥∥∥
n∑
k=1
akyk
∥∥∥∥∥
L1+L∞

∥∥∥∥∥
n∑
k=1
akyk
∥∥∥∥∥
F ′′
 lim inf
m→∞
∥∥∥∥∥
n∑
k=1
akxik+m
∥∥∥∥∥
F ′′
 lim inf
m→∞
∥∥∥∥∥
n∑
k=1
akxik+m
∥∥∥∥∥
F
 C lim
m→∞
∥∥∥∥∥
n∑
k=1
akxik+m
∥∥∥∥∥
L1+L∞
= C
∥∥∥∥∥
n∑
k=1
akyk
∥∥∥∥∥
L1+L∞
.
(The last equality is not trivial and its proof depends on the hypothesis L1 ⊂ F : see the proof of
[13, Proposition 3.3].) On the other hand since (xn) is subsymmetric then the basic sequences
(xk) and (xik+m) are equivalent independently of m. Thus (xn) in F and (yn) in F ′′ are equiva-
lent. 
Let φ be a continuous concave increasing function on [0,+∞) with φ(0) = 0 and φ(t) > 0
for t > 0. For every s > 0 define a function φs on [0,∞) by φs(t) = φ(st)φ(s) , and set
C˜φ = conv{φs | 0 < s  1},
where the closure is taken for the topology of uniform convergence over every interval [0,m].
It was proved in [13, Proposition 3.5] that if lim inft→0 φ(2t)φ(t) > 1 then the set C˜φ contains some
power function tα with 0 < α  1.
A. Kamin´ska, Y. Raynaud / Journal of Functional Analysis 257 (2009) 271–331 295If y ∈ L1 +L∞, y = 0, define the function φy by
φy(t) =
t∫
0
y∗(s) ds.
Let now F be a r.i. Banach space over (0,∞) and y ∈ F ′′. By the proof of [13, Theorem 3.6], if
lim inft→0 φ
y(2t)
φy(t)
> 1 and α ∈ (0,1] is such that the function tα belongs to C˜φy then the function
tα−1 belongs to F ′′. If on the contrary lim inft→0 φ
y(2t)
φy(t)
= 1 then L1 ⊂ F .
Proof of Theorem 3.3. By a standard convexification argument we may assume that F is an
r-convex Banach lattice, for some r > 1. In fact F can be equipped with an equivalent lattice
p-norm, 0 < p  1, by the Aoki–Rolewicz theorem. Since F is assumed to be L-convex, it is
q-convex for any 0 < q < p. Take then s such that ps > 1. Then the s-convexification F (s) of
F , equipped with the p-norm ‖x‖F (s) = ‖|x|s‖1/sF becomes r-convex for any 1 < r < ps and has
thus an equivalent r-convex norm. Moreover, F s0 := (F0)(s) = (F (s))0, and p order embeds in
F0 if and only if ps does in F (s)0 . We also have that fps,n ∈ F (s)0 if and only if fp,ns ∈ F0, and
the boundedness of (fps,n) in F (s)0 is equivalent to the boundedness of (fp,n) in F0.
Sufficiency. If a rearrangement invariant Banach function space F over (0,∞) contains the
function fp then F contains Lp(0,∞) isometrically as sublattice (see [28, Theorem 2.f.2]), and
thus p order embeds in F . On the other hand if the sequence (fp,n) is bounded in F then
L0p,∞ ⊂ F0, where L0p,∞ is the order continuous part of the Marcinkiewicz space Lp,∞. We
also know that every rearrangement invariant Banach space on (0,∞) is contained in the space
L1 + L∞ [25, Chapter II, Theorem 4.1]. It was proved in [13] that L0p,∞ contains a closed
sublattice L isomorphic to p on which the norms of L0p,∞ and that of L1 + L∞ are equivalent
(see the first part of the proof of [13, Theorem 3.6]). Since L0p,∞ ↪→ F0 ↪→ L1 + L∞, this
sublattice L is also closed and isomorphic to p in F0.
Necessity. Let (xn) be a normalized disjoint sequence in F0 which is equivalent to the unit
basis of p or c0. Let X = [xn], and more generally let Xm = span{xn | n  m} for m ∈ N. We
have two cases:
Case 1. The norms of F and that of L1 +L∞ are not equivalent on X.
Then they are not equivalent on any subspace Xm. Indeed, if they were, then Xm would be
closed in L1 + L∞. The algebraic direct decomposition X = span{x1, . . . , xm−1} + Xm would
be a topological direct sum for the norm of L1 +L∞, (since one factor is finite dimensional and
the other one is closed) and since the two norms would be equivalent on each factor separately
they would be also equivalent on X. Thus one can find a sequence (yn) in X which is normalized
for the norm of F , converges to zero in the norm of L1 + L∞, and moreover such that yn ∈ Xn
for every n  1. A standard gliding hump argument relative to the Schauder basis (xn) of the
space X, shows that some subsequence (y′n) of (yn) is equivalent to a block basis of (xn), that
is to the unit p- or c0-basis. Since ‖yn‖L1+L∞ → 0, it converges to zero in measure, and so the
sequence (y′n) also converges to zero in measure. Thus in this case the first part of the alternative
in the theorem holds.
Case 2. The norms of F and that of L1 +L∞ are equivalent on X.
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(or c0), there exists a sequence (yn) of disjoint equimeasurable functions in (F0)′′ which is equiv-
alent to the unit basis of p (or c0) in both (F0)′′ and L1 +L∞. Let φ = φy1 be the concave func-
tion associated with y1 as explained above. We cannot have lim inft→0 φ(2t)φ(t) = 1 since it would
imply that L1 ⊂ F0, which is impossible. In fact, L1 ⊂ F0 implies that L1[0,1] ⊂ F0[0,1], and
since F0[0,1] ⊂ L1[0,1], the spaces F0[0,1], L1[0,1] coincide as sets with equivalent norms,
which contradicts the assumption of r-convexity of F for some r > 1. Hence lim inft→0 φ(2t)φ(t) > 1
and thus there exists α ∈ (0,1] such that the function tα belongs to C˜φ while tα−1 belongs
to (F0)′′. Let us identify this exponent α. For every n 1 we have∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
p
= n1/p and
∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥
L1+L∞
=
1∫
0
(
n∑
i=1
yi
)∗
(s)ds =
1∫
0
y∗1
(
s
n
)
ds = nφ
(
1
n
)
.
By equivalence of (en) in p and (yn) in L1 + L∞, the functions φ and t1−1/p are equivalent
on [0,1], that is C−1φ(t)  t1−1/p  Cφ(t) for all t ∈ [0,1] and some C > 0. It follows that
for every function ψ ∈ C˜φ , the functions ψ and t1−1/p have equivalent restrictions to [0,1]. In
particular, for ψ(t) = tα we obtain that α = 1 − 1/p. Finally we see that the function fp(t) =
t−1/p (resp. χ(0,∞) in the case of c0) belongs to (F0)′′. Since F0 embeds isometrically in its
Köthe bidual (see p. 30 in [28]), we obtain that the sequence (fp,n) (resp. (χ0,n)) is bounded in
F0 . Note also that (F0)′ = F ′ , so (F0)′′ = F ′′. If F has the Fatou property we obtain thus that
the function fp belongs to F . 
From Corollary 2.8, Propositions 1.5, 3.1 and Theorems 3.2, 3.3 we deduce:
Corollary 3.5. Let E be a quasi-Banach ideal space over I = N or I = (0, a), 0 < a ∞.
Assume that E(∗) is also quasi-normed and E(∗)0 = {0}. Let 0 <p ∞.
(1) If I = N, then p embeds in E(∗)0 isomorphically if and only if either Eb contains a semi-
normalized p-basic sequence of non-negative decreasing elements, converging to zero in
∞-norm, or p = ∞ and E0 = Eb = c0 with equivalent norms.
(2) If I = (0, a), 0 < a ∞, then p embeds in E(∗)0 isomorphically if and only if either p
embeds in E(∗)0 isomorphically as sublattice, or p  2 and the sequence
(hp,n) =
(
χ(0,a∧1]t−1/p ∧ n
)
if p < 2, resp. (h2,n) =
(
χ(0,a∧1]| ln t |1/2 ∧ n
)
if p = 2,
is bounded in E.
(3) If I = (0, a), 0 < a < ∞, then p embeds in E(∗)0 isomorphically as sublattice if and only
if Eb contains a semi-normalized p-basic sequence of non-negative decreasing elements,
supported on intervals of length converging to zero.
(4) If I = (0,∞) and E is L-convex, then p embeds in E(∗)0 isomorphically as sublattice if and
only if either Eb contains a semi-normalized p-basic sequence of non-negative decreasing
elements, converging to zero in measure, or the sequence
(fp,n) =
(
χ(0,n]t−1/p ∧ n
)
if 0 <p < ∞, (resp., (fp,n) = (χ(0,n]) if p = ∞),
is bounded in E.
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Let ϕ be a non-degenerate Orlicz function, that is ϕ : R+ → R+, ϕ(0) = 0, ϕ is continuous,
strictly increasing, and limt→∞ ϕ(t) = ∞.
Given ϕ, a pair of positive functions v,w ∈ L0(I ) with I = (0, a) or I = N, is called an
admissible pair of weight functions whenever for all s > 0 and x ∈ (0, a),
x∫
0
ϕ
(
sv(t)
)
w(t) dt < ∞ and
∞∫
0
ϕ
(
sv(t)
)
w(t) dt = ∞ if a = ∞ or I =N. (4.1)
Let V (t) := ∫ t0 v and W(t) := ∫ t0 w for t ∈ (0, a). Given ϕ and v,w define the Musielak–Orlicz
function
φ(s, t) = ϕ(sv(t))w(t), s  0, t ∈ (0, a),
and the Musielak–Orlicz space Lφ(I) as the collection of all x ∈ L0(I ) such that for some λ > 0,
Iφ(λx) < ∞, where
Iφ(x) =
a∫
0
φ
(∣∣x(t)∣∣, t)dt = a∫
0
ϕ
(∣∣x(t)∣∣v(t))w(t) dt.
It is clear that Lφ(I) coincides with the set of all x ∈ L0(I ) such that the Minkowski functional
‖x‖φ = inf{ > 0: Iφ(x/)  1} is finite [32,40]. Its closed subspace of order continuous el-
ements will be denoted by L0φ(I ). It is also standard to show that (Lφ(I ))b = L0φ(I ). If both
weights v and w are constant, then Lφ(I) coincides with the Orlicz space Lϕ(I).
The (two-weighted) Orlicz–Lorentz space Λϕ,w,v(I ) associated to the Orlicz function ϕ and
to the admissible pair of weights v,w, is the set of all x ∈ L0(I ) such that for some λ > 0, we
have I (λx) < ∞, where
I (x) := Iϕ,w,v(x) =
a∫
0
ϕ(x∗v)w, x ∈ L0.
Thus Λϕ,w,v(I ) = (Lφ(I ))(∗) = {x ∈ L0: x∗ ∈ Lφ(I)}. Let
‖x‖Λ := ‖x‖Λϕ,w,v(I ) = ‖x∗‖φ.
Notice that if v ≡ 1, then Λϕ,w,v(I ) = Λϕ,w(I ) is an Orlicz–Lorentz space [7,14,15,18]. We
denote by Λ0ϕ,w,v(I ) the subspace of all order continuous elements in Λϕ,w,v(I ). If ϕ(u) = up ,
0 < p < ∞, and v ≡ 1, then Λϕ,w,v(I ) = Λp,w(I) [19]. If (w,1/w) is an admissible pair of
weights then Λϕ,w,1/w(I ) is the Orlicz–Marcinkiewicz space denoted by Mϕ,w(I) and investi-
gated in [14,15] for w decreasing, and then studied in [22] for arbitrary weight w (note that if
w is decreasing the pair (w,1/w) is always admissible). Under some additional conditions on
w and ϕ, Mϕ∗,w(I ) is the dual space to Λϕ,w(I ), where ϕ∗(t) = sups>0{st − ϕ(s)} is the Young
conjugate function to ϕ [15,22].
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function ϕ, the pair of positive sequences v = (v(n)),w = (w(n)) is called an admissible pair of
weight sequences whenever for all s > 0,
∞∑
n=1
ϕ
(
sv(n)
)
w(n) = ∞. (4.2)
Let W(n) =∑ni=1 w(i) and V (n) =∑ni=1 v(i), n ∈N. Let φ = (φn), where
φn(t) = ϕ
(
tv(n)
)
w(n), t  0, n ∈N.
Then φ = (φn) is the corresponding Musielak–Orlicz sequence space [32,40] with the modular
Iφ(x) =
∞∑
n=1
ϕ
(∣∣x(n)∣∣v(n))w(n).
For constant weights v and w, φ becomes the Orlicz sequence space ϕ . By hϕ we denote
its closed subspace of order continuous elements. The (two-weighted) Orlicz–Lorentz sequence
space will be denoted also by d(w,v,ϕ), that is d(w,v,ϕ) = Λϕ,w,v(N), and
‖x‖d := ‖x‖Λ = ‖x‖d(w,v,ϕ) = ‖x∗‖φ.
The modular corresponding to the space d(w,v,ϕ) will be denoted by
I (x) =
∞∑
n=1
ϕ
(
x∗(n)v(n)
)
w(n), x = (x(n)).
The space d0(w,v,ϕ), the order continuous part of d(w,v,ϕ), is the closure of the linear span of
the unit vectors (ei) in d(w,v,ϕ). Notice that if v ≡ 1, then d(w,v,ϕ) = d(w,ϕ) is the Orlicz–
Lorentz sequence space studied for instance in [7]. If v ≡ 1 and 0 < p < ∞, then d(w,v,ϕ) =
d(w,p). If the pair (w,1/w) is admissible then d(w,1/w,ϕ) = m(w,ϕ) = Mϕ,w(N) is the
Orlicz–Marcinkiewicz sequence space [15,22].
Given an Orlicz function ϕ, we define its lower and upper Matuszewska–Orlicz indices in
three different categories, at zero, at infinity and on R+ as follows:
α0ϕ = sup
{
r: sup
0<a1
0<t<1
ϕ(at)
ϕ(t)ar
< ∞
}
, β0ϕ = inf
{
r: inf
0<a1
0<t<1
ϕ(at)
ϕ(t)ar
> 0
}
,
α∞ϕ = sup
{
r: sup
0<a1
t>1
ϕ(at)
ϕ(t)ar
< ∞
}
, β∞ϕ = inf
{
r: inf
0<a1
t>1
ϕ(at)
ϕ(t)ar
> 0
}
,
αϕ = sup
{
r: sup
0<a1
ϕ(at)
ϕ(t)ar
< ∞
}
, βϕ = inf
{
r: inf
0<a1
t>0
ϕ(at)
ϕ(t)ar
> 0
}
.t>0
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∞2 and 2, whenever
sup
0<t<1
ϕ(2t)
ϕ(t)
< ∞, sup
t>1
ϕ(2t)
ϕ(t)
< ∞ and sup
t>0
ϕ(2t)
ϕ(t)
< ∞,
respectively. Let ϕ1, ϕ2 be Orlicz functions. We call them equivalent at zero, equivalent at infin-
ity, or just equivalent, whenever for some C,D > 0, C−1ϕ1(D−1t)  ϕ2(t)  Cϕ1(Dt) for all
0 < t < 1, t > 1, or for all t > 0, respectively. It is well known and easy to prove that appropriate
indices of Orlicz functions are preserved by the corresponding equivalence relations (e.g. see
[21]), that is if ϕ1 and ϕ2 are equivalent (resp., equivalent at 0; equivalent at ∞) then αϕ1 = αϕ2
(resp., α0ϕ1 = α0ϕ2 ; α∞ϕ1 = α∞ϕ2 ). The similar equalities hold for upper indices.
Remark 4.1. It is well known that any upper index of ϕ is finite if and only if ϕ satisfies the
corresponding condition 2. Given r > 0, ϕ is said to be r-convex if ϕ(t1/r ) is convex. We also
recall that if αϕ > 0 then for any r ∈ (0, αϕ), ϕ(t1/r ) is equivalent to a convex Orlicz function
[21,31].
The following proposition is well known but for the sake of completness we provide its proof.
Proposition 4.2. If αϕ > 0 then ‖ · ‖φ is a quasi-norm on Lφ(I). If ϕ is r-convex, then ‖ · ‖φ is
r-convex, and in particular when 0 < r  1 it is an r-norm.
Proof. By the assumption on ϕ, ϕ(at) Capϕ(t) for some p > 0, all t  0 and all 0 < a < 1.
Take 0 < a < 1 such that Cap  1/2. Since ϕ is increasing, ϕ(bs+(1−b)t) ϕ(t)+ϕ(s) for all
0 < b < 1 and s, t  0. Take any elements x, y from Lφ(I) and α,β > 0 such that Iφ(x/α) 1,
Iφ(y/β) 1. Then
Iφ
(
a
x + y
α + β
)
 Iφ
(
a
x
α
)
+ Iφ
(
a
y
β
)
 Cap
(
Iφ(x/α)+ Iφ(y/β)
)
 1.
Hence ‖x + y‖φ  a−1(‖x‖φ + ‖y‖φ).
If ϕ is convex then Iφ is a convex functional on Lφ(I) and the triangle inequality of ‖ · ‖φ is
immediate. If ϕ is r-convex, then ψ(t) := ϕ(t1/r ) is convex. Letting ‖ · ‖Ψ to be the associated
quasi-norm to ψ we see that it is a norm, and also we have the equality
‖x‖φ =
∥∥|x|r∥∥1/r
Ψ
.
It follows that∥∥(|x|r + |y|r)1/r∥∥
φ
= ∥∥|x|r + |y|r∥∥1/r
Ψ

(∥∥|x|r∥∥
Ψ
+ ∥∥|y|r∥∥
Ψ
)1/r = (‖x‖rφ + ‖y‖rφ)1/r ,
that is, the quasi-norm ‖ · ‖φ is r-convex. Finally, if 0 < r  1 then for every u,v  0 we have
u+ v  (ur + vr)1/r , and thus
‖x + y‖φ 
∥∥(|x|r + |y|r)1/r∥∥
φ

(‖x‖rφ + ‖y‖rφ)1/r .
Hence the functional ‖ · ‖φ is an r-norm, which completes the proof. 
By Proposition 1.5 we deduce the following result.
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Λϕ,w,v(I ) (resp., d(w,v,ϕ)) is L-convex.
The proof of the next result is standard and can be compared with [24, Lemma 1.7].
Proposition 4.4. If two Orlicz functions ϕ1 and ϕ2 are equivalent and αϕ1 > 0, then the quasi-
norms ‖ · ‖Λϕ1,w,v(I ) and ‖ · ‖Λϕ2,w,v(I ) (resp., ‖ · ‖Λϕ,w,v(I )) and are also equivalent. If I =N and
infn w(n) > 0, (resp. I = (0, a), a < ∞ and W(a) < ∞), then the equivalence of ϕ1 and ϕ2 at 0
(resp. at ∞) is sufficient.
Proof. Let μ be a measure on R defined as dμ = wdt . Then the given conditions imply that
the Orlicz spaces Lϕ1(I,μ) and Lϕ2(I,μ) over the measure space (I,μ) coincide and the quasi-
norms are equivalent [30,32]. The conclusion follows since ‖f ‖Λϕ1,w,v(I ) = ‖vf ∗‖Lϕ1 (I,μ) and‖f ‖Λϕ2,w,v(I ) = ‖vf ∗‖Lϕ2 (I,μ). 
Proposition 4.5. Let ϕ be an Orlicz function such that αϕ > 0. Then ‖ · ‖Λ (resp. ‖ · ‖d ) is a
quasi-norm on Λϕ,w,v(I ) (resp., on d(w,v,ϕ)) whenever for some C > 0,
2t∫
0
ϕ(sv)w 
t∫
0
ϕ(Csv)w
(
resp.,
2n∑
i=1
ϕ
(
sv(i)
)
w(i)
n∑
i=1
ϕ
(
Csv(i)
)
w(i)
)
(4.3)
holds for all s > 0, 2t ∈ I = (0, a) (resp., s > 0, n ∈N).
Proof. Assume the inequality (4.3). By Proposition 4.2, ‖ · ‖φ is a quasi-norm. Applying the
Aoki–Rolewicz theorem, we can assume further that ‖ · ‖φ is a p-norm for some 0 < p  1.
Thus by Lemma 1.4, it is enough to prove that the dilation operator σ2 is bounded on the cone of
non-negative decreasing elements of Lφ(0, a) or φ . In view of Remark 4.1 and Proposition 4.4 it
is enough to give the proof under the assumption that ϕ(t1/r ) is convex for some 0 < r  1. Let
ϕ′ denote the right derivative of ϕ. Then for every u > 0, ϕ(uv(2t)) = ∫ u0 ϕ′(sv(2t))v(2t) ds.
When conducting a proof in function case we assume for simplicity that a = ∞. Thus by the
Fubini theorem,
I (σ2x) = 2
∞∫
0
ϕ
(
x∗(t)v(2t)
)
w(2t) dt = 2
∞∫
0
w(2t) dt
x∗(t)∫
0
ϕ′
(
sv(2t)
)
v(2t) ds
= 2
∞∫
0
dx(s)∫
0
ϕ′
(
sv(2t)
)
v(2t)w(2t) dt ds =
∞∫
0
2dx(s)∫
0
ϕ′
(
sv(t)
)
v(t)w(t) dt ds. (4.4)
Analogously we have
I (x) =
∞∫ dx(s)∫
ϕ′
(
sv(t)
)
v(t)w(t) dt ds. (4.5)0 0
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tion that ϕ(t1/r ) is convex, we have that for every t > 0,
rϕ(t) tϕ′(t) rϕ
(
21/r t
)
.
Then by (4.3), for every t, s > 0 and some C > 0,
2t∫
0
ϕ′
(
sv(z)
)
v(z)w(z) dz r
s
2t∫
0
ϕ
(
21/r sv(z)
)
w(z)dz r
s
t∫
0
ϕ
(
C21/r sv(z)
)
w(z)dz
 C21/r
t∫
0
ϕ′
(
C21/r sv(z)
)
w(z)v(z) dz.
Therefore in view of (4.4) and (4.5), I (σ2x)DI (Dx) with D = C21/r . Thus by convexity of
ϕ(t1/r ) there exists M > 0 such that I (σ2x) I (Mx), and so ‖σ2x‖Λ M‖x‖Λ.
Assuming (4.3) for sequences, define on R+ the weights vχ[n−1,n) = v(n) and wχ[n−1,n) =
w(n). The space d(w,v,ϕ) is isometrically embedded into Λϕ,w,v(0,∞) by the usual identifi-
cation x = (x(n)) → x(t) with xχ[n−1,n)(t) = x(n), n ∈ N. It is enough to show that the triple
ϕ,w,v satisfies condition (4.3) for functions. In fact for any t > 0 there exists n ∈ N such that
n− 1 t < n. Thus for s > 0,
2t∫
0
ϕ(sv)w 
2n∑
i=1
ϕ
(
sv(i)
)
w(i)
n∑
i=1
ϕ
(
Csv(i)
)
w(i)
t∫
0
ϕ(Csv)w + ϕ(Csv(n))w(n).
But
ϕ
(
Csv(n)
)
w(n)
n∑
i=1
ϕ
(
Csv(i)
)
w(i)
n/2∑
i=1
ϕ
(
C2sv(i)
)
w(i)

n−1∫
0
ϕ
(
C2sv
)
w 
t∫
0
ϕ
(
C2sv
)
w.
Thus for some C′ > 0 we have
∫ 2t
0 ϕ(sv)w 
∫ t
0 ϕ(C
′sv)w, and so (4.3) is satisfied. 
Remark 4.6. For further use let us note that if v is increasing then condition (4.3) implies condi-
tion 2 for W .
Let t ∈ I = (0, a) such that 2t ∈ I . If W(t) = ∞, then W(2t) = W(t) = ∞. If W(t) < ∞
then
ϕ
(
sv(t)
)(
W(2t)−W(t)) 2t∫ ϕ(sv(z))w(z)dz t∫ ϕ(Csv(z))w(z)dz ϕ(Csv(t))W(t).t 0
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ϕ(1)
(
W(2t)−W(t)) ϕ(C)W(t),
and so W(2t) (1 + ϕ(C)/ϕ(1))W(t) for every t . For I =N the proof is similar.
Remark 4.7. If v is constant then the conditions (4.1) and (4.2) mean that ∫ t0 w < ∞ for every
t ∈ I and ∫∞0 w = ∞. Therefore a single function or sequence w is called a weight whenever it
satisfies these conditions.
By Proposition 4.5 we obtain the following corollaries.
Corollary 4.8. Let ϕ be an Orlicz function such that 0 < αϕ  βϕ < ∞ and let w be a single
weight. Then the following assertions are equivalent.
(i) ‖ · ‖Λ is a quasi-norm on the Orlicz–Lorentz space Λϕ,w(I ).
(ii) W satisfies condition 2.
(iii) Conditions (4.3) are satisfied.
Proof. (i) ⇒ (ii) Setting x1(t) = χ(0,b)(t), x2(t) = χ(b,2b)(t), where b,2b ∈ I , we have ‖x1‖Λ =
‖x2‖Λ = 1/ϕ−1(1/W(b)) and ‖x1 + x2‖Λ = 1/ϕ−1(1/W(2b)). Assuming that ‖x1 + x2‖Λ 
D(‖x1‖Λ +‖x2‖Λ) we have ϕ−1(1/W(b)) 2Dϕ−1(1/W(2b)). It follows by the 2-condition
of ϕ that W(2b)KW(b) for some K > 0.
The implication (ii) ⇒ (iii) is trivial and (iii) ⇒ (i) results from Proposition 4.5. 
Definition 4.9. We say that a positive, locally integrable function w on I is regular if there exists
C > 0 such that
C−1tw(t)W(t) Ctw(t)
for some C > 0 and all t ∈ I .
Proposition 4.10. If a positive, locally integrable function w on I is regular then
1 < inf
t∈I
W(2t)
W(t)
 sup
t∈I
W(2t)
W(t)
< ∞. (4.6)
Consequently, 0 < αW  βW < ∞ and so W satisfies condition 2.
Proof. We shall give a proof only for I = (0,∞). By regularity of w for any s > 0,
C−1
2s∫
s
1
t
dt 
2s∫
s
w(t)
W(t)
dt  C
2s∫
s
1
t
dt.
Then for any s > 0,
ln 2C
−1 = C−1 ln 2s
s
 ln W(2s)
W(s)
 C ln 2s
s
= ln 2C,
which is (4.6). By the results in [21,31] we then obtain the inequality on indices. 
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fied. Consequently, the Minkowski functional ‖x∗‖φ corresponding to φ(s, t) = ϕ(s/w(t))w(t),
s  0, t ∈ I , is a quasi-norm on Mϕ,w(I).
Proof. Let just I = (0,∞). Then for any s, t > 0, since W(t) W(2t)  KW(t) by Proposi-
tion 4.10, and C−1tw(t)W(t) Ctw(t), we have
2t∫
0
ϕ
(
s
w(z)
)
w(z)dz = 1
2
t∫
0
ϕ
(
s
w(2z)
)
w(2z) dz C
2
t∫
0
ϕ
(
2Czs
W(2z)
)
W(2z)
2z
dz
 CK
4
t∫
0
ϕ
(
2Czs
W(z)
)
W(z)
z
dz C
2K
4
t∫
0
ϕ
(
2C2s
w(z)
)
w(z)dz

t∫
0
ϕ
(
C′ s
w(z)
)
w(z)dz,
for some C′ > 0 by the assumption that αϕ > 0. 
Lemma 4.12. Assume that I = (0,∞) or I = N. Let v be regular, W(t) < ∞ for all t > 0, and
αW > 0. Then there exists a constant M > 0 such that for every ‖x‖Λ  1 or ‖x‖d  1, we have
ϕ
(
M−1x∗(t)v(t)
)
 M
W(t/2)
, t > 0, or ϕ
(
M−1x∗(n)v(n)
)
 M
W(n/2) , n ∈N,
respectively. In particular, since necessarily W(∞) = ∞, it holds that limt→∞ x∗(t)v(t) = 0 or
limn→∞ x∗(n)v(n) = 0.
Proof. We show it only for sequence spaces. Let C be a constant in the regularity condition for
v, and by Proposition 4.10, let K  1 be such that V (n/2)K−1V (n). Since αW > 0, there
exist  > 0 and n0 such that W(n) (1+ )W(n/2)) for all n n0. Then for sufficiently large
n ∈N and some M > 0 we have
1
n∑
i=n/2
ϕ
(
x∗(n)v(i)
)
w(i)
n∑
i=n/2
ϕ
(
C−1x∗(n)V (i)
i
)
w(i)

n∑
i=n/2
ϕ
(
C−1x∗(n)V (n/2)
n
)
w(i) ϕ
(
(CK)−1x∗(n)V (n)
n
)(
W(n)−W (n/2))
M−1ϕ
(
M−1x∗(n)v(n)
)
W
(n/2),
which yields the required inequality. Finally, since αW > 0, so for some C > 0 and p > 0,
W(u) CupW(1) for every u 1, which implies that W(∞) = ∞. 
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the assumption that αW > 0 nor that v is regular in Lemma 4.12. Indeed, in that case we simply
obtain that ‖x‖Λ  1 implies ϕ(x∗(t)v(t)) 1/W(t) for every t ∈ I .
Lemma 4.14. If w is decreasing and regular then v = w−1 is also regular.
Proof. We show it only in the case of the function weight on (0,∞). Let w be decreasing and
regular and let v = w−1. By t/W(t) 1/w(t) Ct/W(t), we have for any t > 0,
V (t)
t∫
t/2
s
W(s)
ds 
t∫
t/2
t
2W(t)
ds = t
2
4W(t)
 (4C)−1 t
w(t)
.
On the other hand, since the function t/W(t) is increasing, for any t > 0,
V (t) C
t∫
0
s
W(s)
ds  C t
2
W(t)
 C t
w(t)
.
Thus v is regular. 
Proposition 4.15. Let αϕ > 0 and the conditions (4.1), (4.2), (4.3) be satisfied. Then the following
properties are fulfilled.
(1) The space (Λϕ,w,v(I ),‖ · ‖Λ) satisfies the Fatou property.
(2) An element f ∈ Λϕ,w,v(I ) is order continuous whenever I (kf ) < ∞ for every k > 0.
(3) If ϕ satisfies condition 2 then ‖ · ‖Λ is order continuous in Λϕ,w,v(I ). If I = (0, a), a < ∞,
condition ∞2 is sufficient provided that W(a) < ∞. If I = N condition 02 is sufficient
provided that one of the following conditions is fulfilled.
(a) W(∞) = ∞ and v is decreasing,
(b) αW > 0 and v is regular,
(c) infw(n) > 0. (4.7)
Proof. (1) The Fatou property is clear (see the Preliminaries).
(2) We have to prove that if |f |  fn ↓ 0 then ‖fn‖Λ → 0. Due to condition (4.1), we have
f ∗(t) → 0 when t → ∞, and it yields that f ∗n ↓ 0. By the monotone convergence theorem, we
have then I (kfn) → 0 for every k, thus ‖fn‖Λ → 0.
(3) It is sufficient to prove that for any f ∈ Λϕ,w,v(I ) such that I (f ) < ∞ we have
I (2f ) < ∞, since by (2) this implies that every element of Λϕ,w,v(I ) is order continuous. This
is clear (for any I ) if ϕ verifies 2.
If I = (0, a), a < ∞, and ϕ satisfies condition ∞2 , then there is K > 0 such that for f ∈
Λϕ,w,v(I ) with I (f ) < ∞ and A = {t : f ∗(t)v(t) 1}, we get
I (2f ) = Iφ(2f ∗) = Iφ(2χAf ∗)+ Iφ(2χAcf ∗)KIφ(χAf ∗)+ ϕ(2)W(a)
 ϕ(2)W(a)+KI (f ).
Hence I (2f ) is finite provided that W(a) < ∞.
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for every x ∈ d(w,v,ϕ) with I (x) < ∞, the set A = {n ∈N : x∗(n)v(n) > 1} is finite. Thus if ϕ
satisfies condition 02 with constant K > 0,
I (2x) = Iφ(2x∗) = Iφ(2χAx∗)+ Iφ(2χAcx∗)
∑
n∈A
ϕ
(
2x∗(n)v(n)
)+KIφ(x∗)
=
∑
n∈A
ϕ
(
2x∗(n)v(n)
)+KI (x) < ∞,
which completes the proof. 
5. c0, ∞ and hψ isomorphic subspaces in Λϕ,w,v(I)
Starting from this section we assume in the rest of the article that the triple ϕ, v, w consist-
ing of the Orlicz function ϕ and the pair of weights v, w, satisfy conditions (4.1), (4.2), (4.3)
and that ϕ is r-convex for some 0 < r  1. Then in view of Proposition 4.5, for I = (0, a) or
I =N, (Λϕ,w,v(I ),‖ · ‖Λ) is a quasi-Banach space containing all simple functions supported
on finite intervals. Assuming r-convexity of ϕ we are not losing generality by Remark 4.1 and
Proposition 4.2.
The first result describes the conditions for the existence of (order) isomorphic copies of c0
or ∞ in Λϕ,w,v(I ).
Theorem 5.1. Let a < ∞ and consider the following properties.
(α) The Orlicz function ϕ satisfies condition 2.
(i) The Orlicz function ϕ satisfies condition 02 (resp., ∞2 ; 2).
(ii) Λϕ,w,v(I ) = Λ0ϕ,w,v(I ) for I =N (resp., I = (0, a), I = (0,∞)).
(iii) Λϕ,w,v(I ), I =N, (resp. (0, a), (0,∞)) does not contain a subspace isomorphic to ∞.
(iii′) Λϕ,w,v(I ), I = N, (resp. (0, a), (0,∞)) does not contain a sublattice order isomorphic
to ∞.
(iv) Λ0ϕ,w,v(I ), I = N, (resp. (0, a), (0,∞)) does not contain a sublattice order isomorphic
to c0.
(a) The unit vectors (en) form a boundedly complete basis in d0(w,v,ϕ).
(b) d0(w,v,ϕ) does not contain a subspace isomorphic to c0.
Then (ii)–(iv) are equivalent; in case I = N they are also equivalent to (a) and to (b). Moreover
(α) implies the conditions (ii)–(iv).
Also (i) implies (ii) under any of the condition (4.7) in the case I = N, resp. if W(a) < ∞
in the case I = (0, a), a < ∞. Finally if the weight v is increasing, W is finite valued on I and
W(∞) = ∞, then (iv) implies (i).
Proof. The proof is similar to that of Theorem 2.2 in [24], so we provide only its sketch here.
(iii′) ⇒ (i), (iv) ⇒ (i). We provide a proof only in the case of I =N. Assume v is increasing,
W attains only finite values, W(∞) = ∞ and ϕ does not satisfy condition 0. By Remark 4.6,2
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sequence (ni) ⊂N such that n0 = 0 and for all i ∈N,
ϕ
((
1 + 1
i
)
ui
)
> 2iϕ(ui) and
1
K2i+1
 ϕ(ui)
(
W(ni)−W(ni−1)
)
 1
2i
. (5.1)
Indeed, since ϕ does not satisfy condition 02, we find u1 > 0 such that
ϕ(2u1) > 2ϕ(u1) and ϕ(u1)W(1) 1/22.
In view of W(∞) = ∞, choose n1  1 such that
ϕ(u1)W(n1) 1/2 and ϕ(u1)W(2n1) > 1/2.
Thus 1/2 < ϕ(u1)W(2n1)  Kϕ(u1)W(n1), and so ϕ(u1)W(n1) > 1/(2K). Let now choose
0 < u2 < u1 with
ϕ
(
(1 + 1/2)u2
)
> 22ϕ(u2) and ϕ(u2)W(n1) 1/23.
Then there exists n2  n1 such that
ϕ(u2)
(
W(n2)−W(n1)
)
 1/22 and ϕ(u2)
(
W(2n2)−W(n1)
)
> 1/22.
Hence 1/22 < ϕ(u2)(W(2n2)−W(n1))Kϕ(u2)W(n2)Kϕ(u2)W(n1)+Kϕ(u2)(W(n2)−
W(n1)) 1/23 +Kϕ(u2)(W(n2)−W(n1)), and so we have
ϕ(u2)
(
W(n2)−W(n1)
)
 1/22 and ϕ(u2)
(
W(n2)−W(n1)
)
> 1/
(
K23
)
,
what is required in step two. Further induction process is similar. Letting
x =
∞∑
i=1
ui
v(j)
χ(ni−1,ni ](j),
we have that x∗ = x by the assumption that v is increasing, and in view of (5.1), I (x) 1, while
for any λ > 0 there is i0 so that 1/λ > 1 + 1/i for all i  i0, and again by (5.1),
I (x/λ)
∞∑
i=i0
ni∑
j=ni−1+1
ϕ
(
(1 + 1/i)ui
)
w(j)
∞∑
i=i0
ni∑
j=ni−1+1
2iϕ(ui)w(j) = ∞.
Hence ‖x‖d = 1. In view of the construction of x we have that ‖∑∞j=n x(j)ej‖d = 1 for all
n ∈ N. Thus by the Fatou property of the norm ‖ · ‖d , we can find a disjoint sequence (xi) of
“long blocks” xi = χ(ai−1,ai ]x such that x =
∑∞
i=1 xi and for every i ∈N,
1 − 1/i  ‖xi‖d  1 and
∥∥∥∥∥
∞∑
xi
∥∥∥∥∥ = ‖x‖d = 1.
i=1 d
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d0(w,v,ϕ), and its order closure is isomorphic to ∞ in d(w,v,ϕ). For I = (0, a), a ∞, the
proof is similar.
The implications (α) ⇒ (ii) and (i) ⇒ (ii) under suitable conditions were proved in Proposi-
tion 4.15.
Since Λ0ϕ,w,v(I ) is separable the implication (ii) ⇒ (iii) is clear, and (iii) ⇒ (iii′) is trivial.
The implication (iii′) ⇒ (ii) is a classical fact for order complete Banach lattices [28, Proposi-
tion 1.a.7], and extends to the L-convex quasi-Banach case by convexification [24]. Note that the
Fatou property implies order completeness. Thus (ii)–(iii′) are equivalent. If T : c0 → Λ0ϕ,w,v(I )
is a quasi-normed lattice embedding, and (un) is the image of the unit basis (en) of c0, then by
the Fatou property u =∨n un exists in Λϕ,w,v(I ), and T extends to a lattice embedding of ∞
in Λϕ,w,v(I ) (see [2, Theorem 14.4]) which proves (iii′) ⇒ (iv). If c0 does not embeds as sublat-
tice in a Banach lattice E then this space has the Fatou property (see [2, Theorem 14.12]). This
extends to the L-convex quasi-Banach lattice case by convexification. Hence (iv) implies (ii),
because every positive element in Λϕ,w,v(I ) is the supremum of a sequence of positive elements
in Λ0ϕ,w,v(I ).
For I =N, the equivalence (a) ⇔ (ii) results from the Fatou property, and the equivalence of
(b) and (iv) results from [24, Lemma 2.1 and Theorem 2.2]. 
Corollary 5.2. Let w be decreasing and regular. Let Mϕ,w(I) be the corresponding Orlicz–
Marcinkiewicz space over I . Then the following conditions are equivalent.
(1) M0ϕ,w(I ) does not contain an order isomorphic copy of c0.
(2) Mϕ,w(I) does not contain an isomorphic copy of ∞.
(3) ϕ satisfies 2 (resp., 02, ∞2 ) for I = (0,∞) (resp., I =N, I = (0, a), a < ∞).
(4) M0ϕ,w = Mϕ,w .
Proof. The assumptions on w assure that the Minkowski functional in Orlicz–Marcinkiewicz
space is a quasi-norm (see Corollary 4.11). Moreover the regularity condition of w implies that
W is finite valued and that αW > 0 by Proposition 4.10. Hence W(∞) = ∞, and thus all equiv-
alences follow from Theorem 5.1. 
Let us recall now classical tools in the geometry of Orlicz spaces. Given an Orlicz function ϕ
and b ∈ (0,∞), let ϕb be the function ϕ scaled at b, defined by
ϕb(t) = ϕ(bt)
ϕ(b)
, t  0.
Let Γ be the set of all normalized r-convex functions on [0,1], that is of r-convex functions
ψ : [0,1] → [0,1] with ψ(0) = 0 and ψ(1) = 1. These functions are continuous on [0,1) and
possibly left discontinuous at the point 1. Given an Orlicz function ψ we shall say that ψ ∈ Γ
whenever its restriction ψ|[0,1] ∈ Γ . In particular Γ contains all the scaled functions ϕb , for r-
convex Orlicz function ϕ and b ∈ (0,∞). For every s ∈ (0,1), the restrictions of the functions
of Γ to the interval [0, s] form a compact convex set in C(0, s), the space of all continuous
functions on [0, s] (see [24,27]). It follows that on Γ the topology of pointwise convergence on
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This topology can be defined by the family of pseudometrics
ds(ψ1,ψ2) = ‖ψ1 −ψ2‖C[0,s], 0 < s < 1,
but in fact it is metrizable and can be defined by the metric
d(ψ1,ψ2) = max
t∈[0,1]
(1 − t)∣∣ψ1(t)−ψ2(t)∣∣.
The set Γ will be further equipped with the above metric.
Every ψ ∈ Γ can be extended to a possibly degenerate Orlicz function with values in [0,+∞]
by setting ψ(t) = +∞ for t > 1. Then we can define ψ and hψ in the standard way. If ψ is the
restriction of an Orlicz function ψ1, the definition is consistent since for any Orlicz function ψ
with ψ(1) = 1 the spaces hψ and ψ depend only on the restriction of ψ to the segment [0,1].
For example the function ψ∞(t) = 0, t < 1, ψ∞(1) = 1 belongs to Γ and hψ∞ = c0, ψ∞ = ∞.
Let us recall now three categories of subsets of Γ , at zero, at infinity and on R+, associated
to a given r-convex Orlicz function ϕ. For 0 <A< ∞, let
Eϕ,A = {ϕb: 0 < b <A}, Cϕ,A = convEϕ,A, Eϕ =
⋂
A>0
Eϕ,A, Cϕ =
⋂
A>0
Cϕ,A;
E∞ϕ,A = {ϕb: b > A}, C∞ϕ,A = convE∞ϕ,A, E∞ϕ =
⋂
A>0
E∞ϕ,A, C∞ϕ =
⋂
A>0
C∞ϕ,A;
Eϕ(0,∞) = {ϕb: b > 0}, Cϕ(0,∞) = convEϕ(0,∞).
Here convX, where X ⊂ Γ denotes the set of all convex combinations of functions in X and
X is the closure of X in the topology Γ . All of these sets are non-empty compact subsets of Γ
[24,27,29,33]. One can show that if ϕ does not verify 2 at 0 or ∞ then Eϕ , resp. E∞ϕ contains
the degenerate function ψ∞, which justifies the introduction of the set Γ .
It has been proved (Lemma 7 in [23], Lemma 3.9 in [24]) that Cϕ = convEϕ on the interval
[0,1]. We can prove analogously that C∞ϕ = convE∞ϕ .
Recall now how the above sets are related to the Matuszewska–Orlicz indices and to isomor-
phic subspaces of Orlicz spaces. The proposition below summarizes all known results. In the
case of convex Orlicz function ϕ, they are due to Lindenstrauss and Tzafriri [27,29], and Nielsen
[33]. In our case when ϕ does not need to be convex but αϕ > 0, we extend these properties using
the convexification procedure (compare Proposition 3.6 in [24]).
Proposition 5.3. Let ϕ be an Orlicz function with αϕ > 0 and 0 <p ∞. Then
(a) p ∈ [α0ϕ,β0ϕ] if and only if up is equivalent at zero to a function in Cϕ . This is also equivalent
for hϕ to contain a closed subspace isomorphic to p (c0 if p = ∞).
(b) p ∈ [α∞ϕ ,β∞ϕ ] if and only if up is equivalent at zero to a function in C∞ϕ , which is equivalent
that p (c0 if p = ∞) is order isomorphic to a sublattice of L0ϕ(0, a), a < ∞.
(c) The function up is equivalent at zero to a function in Cϕ(0,∞) if and only if p ∈ [α∞ϕ ,β0ϕ]
when β∞ϕ < α0ϕ , and p ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ] when β∞ϕ  α0ϕ . This is also equivalent to
embedding order isomorphically p (c0 if p = ∞) into L0ϕ(0,∞).
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ϕ(yn)(t) =
∫
I
ϕ
(
t
∣∣yn(s)∣∣v(s))w(s)ds, t  0. (5.2)
Notice that if (yn) is a block sequence then it is a basic sequence equivalent to the unit vectors in
the sequence Musielak–Orlicz space (ϕ(yn)). In fact, for any real-valued sequence λ = (λn),
Iφ
( ∞∑
n=1
λnyn
)
=
∞∑
n=1
ϕ(yn)(λn) = Iϕ(yn)
( ∞∑
n=1
λnen
)
,
which yields that ‖∑∞n=1 λnyn‖φ = ‖∑∞n=1 λnen‖(ϕ(yn)) . We also observe that if the block is
normalized, that is, 1 = ‖yn‖φ = Iφ(yn), then ϕ(yn) ∈ Cϕ,An , where An = ess sup{|yn(s)|v(s):
s ∈ I }.
We finish this section with a general result which states that there exists 0 <p < ∞ such that
p is order isomorphic to a sublattice of Λ0ϕ,w,v(I ) as well as to a sublattice of Lϕ(0,∞). We
start with a simple but very useful proposition.
Proposition 5.4. Let (yn) be a normalized sequence in L0φ(I ) which converges to zero in measure,
and such that ϕ(yn) → ψ for some ψ ∈ Γ (pointwise on [0,1]). Then some subsequence of (yn)
is equivalent to the unit vector basis of hψ . The equivalence constant can be bounded from above
independently of the sequence (yn).
Proof. Since ϕ is r-convex for some 0 < r  1, the quasi-norm on Lφ(I) is an r-norm (see
Proposition 4.2). Using the order continuity of the yn’s and their convergence to zero in measure
we may find by Proposition 2.5 a subsequence (ynk ) and a sequence (y′k) of disjoint functions of
the form y′k = χAkynk such that
∑
k ‖ynk −y′k‖rφ < ∞. Since ‖ynk −y′k‖φ → 0 and φ is r-convex
we have Iφ(t (ynk − y′k)) → 0 for every t > 0, that is ϕ(ynk−y
′
k)(t) → 0 for every t > 0. Noticing
that ϕ(ynk ) = ϕ(y′k) + ϕ(ynk−y′k) since y′k and ynk − y′k are disjoint, we see that ϕ(y
′
k)(t) → ψ(t)
for all t ∈ [0,1]. Letting zk = y
′
k
‖y′k‖φ and ψk = ϕ
(zk), the disjoint sequence (zk) in Lφ(I) is 1-
equivalent to the unit vector basic sequence of the sequential Musielak–Orlicz space (ψk). On
the other hand since ∥∥y′k − zk∥∥φ = ∣∣∣∣1 − 1‖y′k‖φ
∣∣∣∣∥∥y′k∥∥φ = 1 − ∥∥y′k∥∥φ → 0,
we may assume, passing to a subsequence, that
∑‖y′k − zk‖rφ < ∞, and thus (zk) is almost
1-equivalent to (y′k).
We have 1 ‖y′k‖φ → 1. So for every 0 t  s < 1, ‖y′k‖φ  s for sufficiently large k. Then
ϕ(y
′
k)(t)ψk(t) = ϕ(y′k)
(
t/
∥∥y′k∥∥φ) ϕ(y′k)(t/s),
and passing to the limit when k → ∞,
ψ(t) lim infψk(t) lim supψk(t)ψ(t/s).
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we obtain that ψk(t) → ψ(t). This remains trivially true for t = 1 since ψk(1) = ψ(1) = 1, so
ψk → ψ pointwise on [0,1] and thus in every C[0, s], 0 < s < 1, or equivalently for the distance
d on Γ . By well-known facts (Lemma 4 in [23] and Lemma 3.4 in [24]), there is a subsequence
(ψjk ) such that the unit vectors in (ψjk ) is equivalent (in fact almost 1-equivalent) to the unit
basis in hψ . Therefore a subsequence of (zk), and thus the corresponding subsequences of (y′k)
and of (ynk ), are almost 1-equivalent to the unit basis in hψ . 
Theorem 5.5. Every semi-normalized sequence (yn) in Λ0ϕ,w,v(I ) which converges to zero in
measure has a subsequence equivalent to a disjoint sequence in Λ0ϕ,w,v(I ) and to the unit vector
basis of the Orlicz space hψ , for some ψ ∈ Cϕ(0,∞) (this space hψ is thus also order isomor-
phic to a sublattice of L0ϕ(0,∞)). Consequently, there is a sequence of blocks of (yn) which is
equivalent to the unit basis of an p-space, which is itself isomorphic to a sublattice of L0ϕ(0,∞).
Proof. We can assume that (yn) is a normalized sequence in Λ0ϕ,w,v(I ). By Proposition 2.5 and
Theorem 2.7, since Λϕ,w,v(I ) is a symmetrization of Lφ(I), we can extract a subsequence (ynj )
of (yn) which is equivalent to a disjoint sequence in Λϕ,w,v(I ) and also to some sequence of
functions (gj ) in (Lφ(I ))b = L0φ(I ), converging to zero in measure. We may suppose that (gj )
is normalized. Let ψj (t) = ϕ(gj ) =
∫
I
ϕ(tgj (s)v(s))w(s) ds be the associated Orlicz functions
to the sequence (gj ). It is clear that ψj ∈ Cϕ(0,∞) since
ψj (t) =
∫
I
ϕgj (s)v(s)(t)ϕ
(
gj (s)v(s)
)
w(s)ds, t  0, (5.3)
and
∫
I
ϕ(gjv)w = 1. By compactness of Cϕ(0,∞) there exist a subsequence (jk) and ψ ∈
Cϕ(0,∞) such that ψjk = ϕ(gjk ) → ψ in the metrics of C(0, s) for every 0 < s < 1. By Propo-
sition 5.4 some subsequence of (gjk ) is equivalent to the unit basis in hψ . If ϕ is convex then
by [33, Theorem 1.1], hψ is order isomorphic to a sublattice of Lϕ(0,∞). By convexification
method, this remains true when ϕ is only supposed to be r-convex for some r > 0. Finally the
Orlicz space hψ contains an p-sublattice for every p ∈ [α0ψ,β0ψ ] (see [23,27]) that yields the
last conclusion of the theorem. 
Remark 5.6. The equivalence constant of the basic sequences given by Theorem 5.5 are esti-
mated from above independently of the sequence (yn) (like in Proposition 5.4 and Theorem 2.7).
In the subsequent sections we shall try to improve the conclusions of Theorem 5.5, and to
find converse statements, for different kinds of “interval” I , at the cost of adding some new
hypotheses on the weights or the Orlicz function.
6. Isomorphic copies of hψ and p in Λϕ,w,v(I) over finite interval (0, a)
This part is devoted to spaces Λϕ,w,v(0, a) with a < ∞. We assume that W(t0) < ∞ for some
t0 ∈ (0, a), unless stated otherwise.
Theorem 6.1. Every semi-normalized disjoint sequence in Λ0ϕ,w,v(0, a) with a < ∞, has a sub-
sequence which is equivalent to the unit basis of an Orlicz sequence space hψ , with ψ in C∞.ϕ
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Since Λϕ,w,v(0, a) is a symmetrization of Lφ(0, a), by Theorem 2.7, we can extract a subse-
quence (ynj ) of (yn) that is equivalent to some sequence of non-negative, decreasing functions
(gj ) in L0φ(0, a) such that aj := | suppgj | → 0. Like in the proof of Theorem 5.5, we consider
the Orlicz functions ψj(t) =
∫ a
0 ϕ(tgj (s)v(s))w(s) ds associated with the sequence (gj ). We
can modify slightly gj in such a way that
inf
{
gj (s)v(s): s ∈ suppgj
}→ ∞.
In fact, setting ANj = {0 < gjv  N}, and by suppgj ⊂ [0, aj ], we have for every t > 0:
Iφ(tχANj
gj ) ϕ(tN)
∫ aj
0 w(s)ds = ϕ(tN)W(aj ) → 0 when j → ∞, since W is finite and con-
tinuous on [0, t0] and aj → 0. Thus ‖χANj gj‖φ → 0 as j → ∞. Then we choose a sequence
Nk ↑ ∞ of integers and a subsequence (jk) such that ‖χ
A
Nk
jk
gjk‖rφ < 2−k . Hence if we remove
from (gjk ) the part (χANkjk
gjk ), we obtain a new sequence (g˜k) which still converges to zero in
measure and is equivalent to a subsequence of (yn). The new functions g˜k need not to be still de-
creasing, but this does not harm the reasoning that follows. Observe that 1 − 2−k  ‖g˜k‖φ  1.
By normalizing (g˜k) in Lφ(0, a), we obtain an equivalent sequence (gˆk) verifying moreover
|gˆk| |g˜k|, and thus inf{gˆk(s)v(s): s ∈ supp gˆk}Nk → ∞.
Then using (5.3) we see that
ψj ∈ conv
{
ϕ(tb)
ϕ(b)
: bNj
}
⊂ C∞ϕ,Nj .
By compactness of each C∞ϕ,Nj and the fact that Nj → ∞, there exist a subsequence (jk) and
ψ ∈ C∞ϕ such that ψjk → ψ in the metrics of C(0, s) for every 0 < s < 1. It follows that
ψjk (t) → ψ(t) for all t ∈ [0,1]. Then by Proposition 5.4, some subsequence of (gj ) is equivalent
to the unit basis in hψ . 
Corollary 6.2. If the Orlicz space hψ is order isomorphic to a sublattice of Λ0ϕ,w,v(0, a), a < ∞,
then ψ is equivalent at zero to a function in C∞ϕ ; consequently hψ is also order isomorphic to a
sublattice of L0ϕ(0, a).
Proof. By the assumption there exists a disjoint sequence (yn) ∈ Λ0ϕ,w,v(0, a), which is equiva-
lent to the unit vector basis in hψ . By Theorem 6.1 there are a subsequence (ynk ) and ψ0 ∈ C∞ϕ
such that (ynk ) is equivalent to the unit vector basis in hψ0 . Hence, the unit vectors in both spaces
hψ and hψ0 are equivalent. This yields that ψ is equivalent at zero to ψ0 [24,27] and completes
the proof. 
Corollary 6.3. If for some 0 < p ∞, p (c0 in case when p = ∞) is order isomorphic to a
subspace of Λ0ϕ,w,v(0, a), a < ∞, then p ∈ [α∞ϕ ,β∞ϕ ].
Proof. Let p , 0 < p < ∞, be an order isomorphic subspace of Λ0ϕ,w,v(0, a). Then by Corol-
lary 6.2, up is equivalent at zero to a function in C∞. But it follows by Proposition 5.3 thatϕ
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satisfied and so β∞ϕ = ∞. 
The next corollary generalizes a similar result in [10] proved for Λp,w(0,1) in case of de-
creasing weights w and 1 p < ∞.
Corollary 6.4. Every closed infinite dimensional sublattice of Λ0ϕ,w,v(0, a) contains an order
isomorphic copy of p for some p ∈ [α∞ϕ ,β∞ϕ ].
In particular, for every disjointly supported normalized elements fn ∈ Λp,w(0, a), a < ∞,
0 <p < ∞, its closed linear span [fn] contains a sublattice isomorphic to p .
Proof. If X is an infinite dimensional closed sublattice of Λ0ϕ,w,v(0, a), it contains a sequence
of non-negative normalized and pairwise disjoint elements (hn). By Theorem 6.1, a subsequence
(hnj ) is equivalent to the unit basis of hψ for some ψ ∈ C∞ϕ . Then by Theorem 3.11 in [24],
one can find a block basis of (hnj ) which is equivalent to the unit basis of p (or c0) for some
0 < p < ∞. However this block basis spans also a sublattice in Λ0ϕ,w,v(0, a) and thus it is order
isomorphic to p (or c0). Finally p ∈ [α∞ϕ ,β∞ϕ ] by Corollary 6.3. 
Remark 6.5. If we did not assume in the above statements of this section the local integrability of
w near zero, that is W(t) < ∞ for t close to zero, then we would obtain weaker results. Indeed,
in Theorem 6.1 and Corollary 6.2, we would obtain only that ψ ∈ Cϕ(0,∞) and ψ is equivalent
at zero to a function in Cϕ(0,∞), respectively. In Corollaries 6.3 and 6.4 we would only get that
p ∈ [αϕ,βϕ] if β∞ϕ < α0ϕ and p ∈ [α∞ϕ ,β∞ϕ ] ∪ [α0ϕ,β0ϕ] if β∞ϕ  α0ϕ by Proposition 5.3.
The next two examples show that without the assumption that W(t) < ∞ near zero Corollaries
6.3 and 6.4 may not hold.
Example 6.6. Let a = 1, ϕ(t) = t + t2, v(t) = t and w(t) = t−3/2. Then
Iϕ,v,w(f ) =
1∫
0
f ∗(t)t−1/2 dt +
1∫
0
f ∗(t)2t1/2 dt = ‖f ‖L2,1(0,1) + ‖f ‖2L4/3,2(0,1),
where L2,1(0,1) and L4/3,2(0,1) are the classical Lorentz spaces Lp,q(I ) := Λq,w(I ) with
w(t) = tq/p−1, 0 < p,q < ∞. Since L2,1(0,1) ⊂ L4/3,2(0,1) with bounded inclusion map (see
e.g. [28]), we see that Λϕ,v,w(0,1) = L2,1(0,1) with equivalent norms. This space contains or-
der isomorphically only 1 spaces [10], while α∞ϕ = β∞ϕ = 2 since ϕ is equivalent to the square
function for large arguments.
Example 6.7. Torchinsky spaces [35]. Let Λϕ,v;T (0,1) := Λϕ,w,v(0,1) with v increasing and
w(t) = 1/t , t ∈ (0,1). We assume that 0 < αv  βv < ∞ and, as usual, αϕ > 0. In particular
v satisfies the condition 2. Then it is easy to see that the non-triviality condition (4.1) as well
as the quasi-normability criterion (4.3) are satisfied. Let us show that if hψ order embeds into
Λ0
ϕ,v;T then ψ is equivalent at zero to a function in Cϕ,A, for some A > 0. This will imply that
hψ embeds as lattice into hϕ (Theorem 4.a.8 in [27], Theorem 8 in [23], Theorem 10 in [24]). In
particular if p order embeds into Λ0
ϕ,v;T (0,1) then 
p is isomorphic to a sublattice of hϕ and so
p ∈ [α0, β0].ϕ ϕ
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1 =
1∫
0
ϕ
(
v(s)f ∗(s)
) ds
s

t∫
t/2
ϕ
(
v(t/2)f ∗(t)
) ds
s
= ϕ(v(t/2)f ∗(t)) ln 2 ϕ(K−1v(t)f ∗(t)) ln 2,
where K is a 2 constant for v. Hence
‖vf ∗‖∞  B := Kϕ−1(1/ ln 2).
Let now (fn) be a normalized disjoint sequence in Λ0ϕ,v;T (0,1) which is equivalent to the unit
vectors in hψ . Then by Theorem 2.7 we can find in L0φ(0,1) a non-negative decreasing sequence
(gk), which is equivalent to the unit basis of hψ and to a subsequence of (fn). We can normalize
it in Lφ(0,1), and then ‖gk‖φ = ‖gk‖Λ = 1. Thus for every k, ‖gk‖∞  B . Then the associated
Orlicz functions ϕ(gk) belong to Cϕ,B . By compactness of the class Cϕ,B , we can assume that
ϕ(gk) → ω in the topology of Γ , for some ω ∈ Cϕ,B . Then by Proposition 5.4, a subsequence of
(gk) is equivalent to the unit basis of hω. Thus the unit basis in both hω and hψ are equivalent,
and so hψ = hω with equivalent norms, which implies that the functions ψ and ω are equivalent
at zero [24,27].
Remark 6.8. It can be shown that conversely hϕ embeds into Λ0ϕ,v;T (0,1) [35, Lemma 19].
Now we intent to give converse statements to the preceding ones. For this we introduce a new
hypothesis on the weight v.
Theorem 6.9. Assume that v is increasing. Then for any ψ ∈ C∞ϕ there exists a block sequence in
Λ0ϕ,w,v(0, a), a < ∞, equivalent to the unit vector basis in hψ . Consequently, hψ is isomorphic
to a sublattice of Λ0ϕ,w,v(0, a).
For proving this theorem we need the following lemma.
Lemma 6.10. If ψ ∈ C∞ϕ then for every ε > 0 and s ∈ (0, a) there exists a non-negative decreas-
ing function g ∈ L0φ(0, a) such that
(1) The support of g is contained in the interval [0, s];
(2) ‖g‖φ = 1;
(3) d(ϕ(g),ψ) < ε.
Proof. Since convE∞ϕ is dense in C∞ϕ we may suppose w.l.o.g. that ψ ∈ convE∞ϕ . Let θi ∈ E∞ϕ ,
0 < βi  1, i = 1, . . . , l, be such that ψ =∑li=1 βiθi . Then for every i = 1, . . . , l, we choose a
sequence (b(k)i )
∞
k=1 such that for all i = 1, . . . , l,
lim d(ϕ
b
(k) , θi) = 0,k→∞ i
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k m0. We can choose 0 = r0 < r1 < · · · < rl  s and k1, . . . kl  m0 such that b(k1)1  · · · 
b
(k)
l and for all i,
βi = ϕ
(
b
(ki )
i
)(
W(ri)−W(ri−1)
)
.
In fact, by ϕ(b(k)i ) → ∞, we first find k1, . . . , kl m0 such that b(k1)1  · · · b(kl)l and
β1
ϕ(b
(k1)
1 )
+ · · · + βl
ϕ(b
(kl)
l )
W(s),
and then by continuity of W we choose 0 < r1 < · · · < rl  s such that
ri∫
ri−1
w = βi
ϕ(b
(ki )
i )
.
We have then
l∑
i=1
βi =
l∑
i=1
ϕ
(
b
(ki )
i
)(
W(ri)−W(ri−1)
)= 1.
Setting
g =
l∑
i=1
b
(ki )
i v
−1χ(ri−1,ri ),
g is decreasing, ‖g‖φ = ‖g‖Λ = 1 and g belongs to L0φ(0, a) since for all t > 0,
Iφ(tg) =
l∑
i=1
ϕ
(
tb
(ki )
i
)(
W(ri)−W(ri−1)
)
< ∞.
Moreover the Orlicz function associated with g is ϕ(g) = ∑i=1 βiϕb(ki )i . Thus d(ϕ(g),ψ) 
maxd(ϕ
b
(ki )
i
, θi) ε, which proves the lemma. 
Proof of Theorem 6.9. Using the preceding lemma we find a normalized sequence (gn) of
non-negative decreasing elements in L0φ(0, a) such that | suppgn| → 0 and ϕ(gn) → ψ . Then by
Proposition 5.4, a subsequence (gnj ) is basic and equivalent to the unit basic sequence of hψ
and by Theorem 2.7 a further subsequence is equivalent to a semi-normalized sequence (hk) in
Λ0ϕ,w,v(0, a), with | supphk| → 0. By Proposition 2.5 this last sequence is equivalent to a disjoint
sequence in Λ0ϕ,w,v(0, a). 
From Corollary 6.2 and Theorem 6.9 we deduce:
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alent:
(1) Λ0ϕ,w,v(0, a) contains an order isomorphic copy of hψ ;
(2) L0ϕ(0, a) contains an order isomorphic copy of hψ ;
(3) ψ is equivalent at zero to a function in the set C∞ϕ .
Now we specialize to order embeddings of p spaces.
Corollary 6.12. Assume that v is increasing. If p ∈ [α∞ϕ ,β∞ϕ ], then p (replaced by c0 in case
when p = ∞) is order isomorphic to a subspace of Λ0ϕ,w,v(0, a), a < ∞.
Proof. By Proposition 5.3, if 0 < p < ∞, then up ∈ C∞ϕ . Thus by Theorem 6.9, Λ0ϕ,w,v(0, a)
contains an order isomorphic copy of p . If p = ∞ then β∞ϕ = ∞ and so ϕ does not satisfy
condition ∞2 , and thus by Theorem 5.1, Λ0ϕ,w,v(0, a) contains an order copy of c0. 
By Corollaries 6.3 and 6.12 and [29] we obtain our main result in this section, a characteriza-
tion of order p-copies in Λ0ϕ,w,v(0, a).
Theorem 6.13. Assume that v is increasing, W(t) < ∞ for all t ∈ (0, a) and a < ∞. Then the
following conditions are equivalent.
(1) p (replaced by c0 in case when p = ∞) is order isomorphic to a sublattice of Λ0ϕ,w,v(0, a).
(2) p (replaced by c0 in case when p = ∞) is order isomorphic to a sublattice of L0ϕ(0, a).
(3) p ∈ [α∞ϕ ,β∞ϕ ].
The analogous result follows instantly for Marcinkiewicz–Orlicz spaces M0ϕ,w(0, a) over fi-
nite interval (0, a).
Corollary 6.14. Let w be a decreasing and regular weight function over (0, a), a < ∞. Then
the space p , 0 < p ∞, (replaced by c0 when p = ∞) is order isomorphic to a sublattice of
M0ϕ,w(0, a) if and only if p ∈ [α∞ϕ ,β∞ϕ ].
7. Isomorphic copies of hψ and p in Λϕ,w,v(0,∞) and d(w,v,ϕ)
Here we shall consider sequence spaces d(w,v,ϕ) and Λϕ,w,v(0,∞), that is when I = N
or I = (0,∞). We also assume in the entire section that W(t) < ∞ for every t ∈ I and that
W(∞) = ∞. The main results in this section are Theorems 7.8 and 7.18, where we give a com-
plete characterization of isomorphic copies and order isomorphic copies of p in the spaces
d0(w,v,ϕ) and Λ0ϕ,w,v(0,∞), respectively.
Theorem 7.1. Every semi-normalized sequence (xi) in d0(w,v,ϕ) or Λ0ϕ,w,v(0,∞) such that‖xi‖∞ → 0, has a subsequence which is equivalent to a disjoint sequence in d(w,v,ϕ) or
Λ0ϕ,w,v(0,∞) and to the unit basis of an Orlicz space hψ for some ψ ∈ Cϕ(0,∞). If in ad-
dition either v is decreasing, or v is regular and αW > 0, then one can find ψ ∈ Cϕ (and then hψ
order embeds in the Orlicz space hϕ).
316 A. Kamin´ska, Y. Raynaud / Journal of Functional Analysis 257 (2009) 271–331Proof. We treat first the case of d0(w,v,ϕ) which is slightly simpler than that of Λ0ϕ,w,v(0,∞).
The first part of the theorem is simply a specialization of Theorem 5.5. Let us now prove the
second part. Let (xi) ⊂ d0(w,v,ϕ) be such that ‖xi‖∞ → 0. Then by Theorem 2.7, there exists a
basic subsequence (xik ) and a sequence of decreasing non-negative elements (yi) in hφ such that
(xik ) in d0(w,v,ϕ) and (yi) in φ are equivalent, and moreover ‖yi‖∞ → 0. We assume w.l.o.g.
that (yi) is normalized in φ . Then following the proof of Theorem 5.5, for a suitable sequence
(ik) we have ϕ(yik ) → ψ ∈ C(0,∞) and (yik ) in φ is equivalent to the unit basis of hψ .
Since ϕ(yi) ∈ Cϕ,Ai , where Ai = ‖yiv‖∞, it is sufficient to prove that Ai → 0 for obtaining
that ψ ∈ Cϕ . Applying Lemma 4.12 or Remark 4.13 to each yi , we obtain that for some constant
M and all i, n,
∣∣yi(n)vi(n)∣∣Mϕ−1( M
W(n/2)
)
.
For any fixed k  1, we then have
lim sup
i→∞
sup
n2k
∣∣yi(n)vi(n)∣∣Mϕ−1( M
W(k)
)
.
By ‖yi‖∞ → 0, we also have that maxn<2k |yi(n)vi(n)| → 0. Thus
lim sup
i→∞
Ai = lim sup
i→∞
‖yiv‖∞ Mϕ−1
(
M
W(k)
)
.
Since k is arbitrary and W(∞) = ∞, we have that Ai → 0, and so ψ ∈ Cϕ .
In the case of Λ0ϕ,w,v(0,∞) we have still that for every k > 0,
sup
i
‖χ(2k,+∞)vyi‖∞ Mϕ−1
(
M
W(k)
)
.
On the other hand
‖χ(0,2N ]yi‖φ  ‖χ(0,2N ]‖φ‖yi‖∞ → 0.
We can extract a subsequence (yik ) such that
∑
k ‖χ(0,2k]yik‖rφ < ∞. Let zk = χ(2k,+∞)yik . Then
by the principle of small perturbations, the sequences (yik ) and (zk) are almost 1-equivalent. On
the other hand ‖vzk‖∞ → 0 and ‖zi‖φ → 1. By the reasoning as above, a subsequence of (zk)
is equivalent to the unit basis of hψ for some ψ ∈ Cϕ , and so is the corresponding subsequence
of (yik ). 
Let us now give some consequences of Theorem 7.1 in the sequential case, i.e. d(w,v,ϕ). The
next result generalizes a known fact [27, Proposition 4.e.3], proved for Lorentz spaces d(w,p)
for 1 p < ∞ and w decreasing.
Proposition 7.2. Assume that either v is decreasing, or v is regular and αW > 0. Then every
closed infinite dimensional subspace X of d0(w,v,ϕ) contains a closed subspace Y which is iso-
morphic either to c0 or to some Orlicz space hψ with ψ ∈ Cϕ . Consequently, if p , 0 <p < ∞,
embeds isomorphically in d0(w,v,ϕ) then up is equivalent at zero to some function in Cϕ .
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w is a positive weight such that W(∞) = ∞, contains an isomorphic copy of p .
Proof. By an easy adaptation of 1.a.11 in [27] to p-Banach spaces, there exists a normalized
block-basic sequence (un) of (en) such that [un] is isomorphic to a subspace of X. If (un) is not
boundedly complete then by the proof of Corollary 3.3 in [24] there exists a normalized block
basis (vn) of (un) such that (vn) is equivalent to (en) in c0. On the other hand if (un) is boundedly
complete then following the proof of Corollary 3 in [23] we can find a normalized block sequence
(vn) of (un) with ‖vn‖∞ → 0. Then by Theorem 7.1, there is a subsequence (vnj ) equivalent to
(en) in hψ for some ψ ∈ Cϕ .
Now, if p , 0 < p < ∞, is isomorphic to a subspace of d0(w,v,ϕ) then p contains a sub-
space Y which is isomorphic to hψ for some ψ ∈ Cϕ . But by Proposition 3.7 in [24] (see also
Theorem 4.a.8 in [27]), ψ must be equivalent at zero to some function in Cup,1. However the
latter class contains the only function up , and so up must be equivalent at zero to ψ , which
completes the proof. 
Corollary 7.3. Assume that v is decreasing, or v is regular and αW > 0. If for 0 < p ∞,
p (replaced by c0 in case when p = ∞) is isomorphic to a subspace of d0(ϕ,w,v), then p ∈
[α0ϕ,β0ϕ].
Proof. Let p , 0 <p < ∞, be linearly isomorphic to a subspace of d0(w,v,ϕ). Then by Propo-
sitions 7.2 and 5.3, up is equivalent at zero to a function in Cϕ and thus p ∈ [α0ϕ,β0ϕ]. If c0
embeds isomorphically in d0(w,v,ϕ), then by Theorem 5.1, ϕ does not satisfy condition 02 and
so β0ϕ = ∞. 
Theorem 7.4. Assume that v is increasing. Then for every ψ ∈ Cϕ there exists a block sequence
in d0(w,v,ϕ) (resp. Λ0ϕ,w,v(0,∞)), which converges to zero in ∞-norm (resp. L∞-norm) and
is equivalent to the unit basis in hψ . Therefore d0(w,v,ϕ) (resp. Λ0ϕ,w,v(0,∞)) contains an
order isomorphic copy of hψ .
We present the proof in the sequence case only, pointing out where things differ in the function
case, which is slightly simpler. Similarly as in Theorem 6.9 we assume that ϕ is r-convex, ‖ · ‖φ
is an r-norm and ‖ · ‖d is an r-norm with constant D > 0.
Let us denote by K the 2-constant of the function W . Recall that under conditions (4.3) the
function W satisfies condition 2 (see Remark 4.6).
Lemma 7.5. If ψ ∈ convEϕ then for every ε > 0 there is a non-negative decreasing element u in
hφ (resp. L0φ(0,∞)) and a function θ ∈ Γ such that:
(1) ‖u‖φ = 1, and ‖u‖∞ < ε,
(2) d(ϕ(u), θ) < ε,
(3) C−1ψ(t) θ(t) ψ(C1/r t) for all t ∈ (0,1) (which we shall write shortly θ ∼C ψ ) where
C  2 in the function case, C = 2K − 1 in the sequence case.
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there exists a sequence b(k)i of positive numbers such that b
(k)
i ↓ 0 and ϕb(k)i → ϕi as k → ∞. Let
m be such that for k m we have
d(ϕ
b
(k)
i
, ϕi) < ε and
b
(k)
i
v(1)
< εC−1/r . (7.1)
For constructing u, we shall find a finite sequence of integers (positive reals in the function case)
0 = r0 < r1 < · · · < r and a sequence k1, k2, . . . , kl m of integers (both depending on m) such
that for some C′ > 0,
βi
C′
 ϕ
(
b
(ki )
i
)(
W(ri)−W(ri−1)
)
 βi, i = 1, . . . , l. (7.2)
Choose s1  1 (resp. such that W(s1) 2W(1) in the function case). Since b(k)1 → 0 there exists
k1 m such that
ϕ
(
b
(k1)
1
)(
W(s1)−W(r0)
)
 β1.
Since W(∞) = ∞, the set {r: ϕ(b(k1)1 )(W(r)−W(r0)) β1} is bounded. Set
r1 = sup
{
r: ϕ
(
b
(k1)
1
)(
W(r)−W(r0)
)
 β1
}
.
Note that r1  s1, W(r1) 2W(r0) (resp. W(s1) 2W(1) in the function case) and
ϕ
(
b
(k1)
1
)(
W(r1)−W(r0)
)
 β1  ϕ
(
b
(k1)
1
)(
W(r1 + 1)−W(r0)
)
(in the function case one obtains ϕ(b(k1)1 )(W(r1) − W(r0)) = β1, since W is continuous). Now
let s2 such that W(s2) > 2W(r1) and k2 m such that b(k2)  b(k1) and
ϕ
(
b
(k2)
2
)(
W(s2)−W(r1)
)
 β2.
Set
r2 = sup
{
r: ϕ
(
b
(k2)
2
)(
W(r)−W(r1)
)
 β2
}
.
By iteration of this procedure we find the numbers 0 = r0 < r1 < · · · < rl and b(k1)1  · · · b(kl)l ,
ki m, such that
ri > ri−1, W(ri) 2W(ri−1),
ϕ
(
b
(ki )
i
)(
W(ri)−W(ri−1)
)
 βi  ϕ
(
b
(ki )
i
)(
W(ri + 1)−W(ri−1)
)
, i = 1, . . . , l.
(In the function case ϕ(b(kii )(W(ri) − W(ri−1)) = βi and (7.2) follows with C′ = 1.) Since W
verifies the condition 2,
W(ri + 1)W(2ri)KW(ri) 2K
(
W(ri)−W(ri−1)
)
,
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W(ri + 1)−W(ri−1)KW(ri)−W(ri−1) = (K − 1)W(ri)+
(
W(ri)−W(ri−1)
)
 C′
(
W(ri)−W(ri−1)
)
with C′ = 2K − 1, and thus we obtain the relations (7.2) in sequence case. Define
x =
l∑
i=1
b
(ki )
i
1
max(v, v(1))
χSi , (7.3)
where Si = (ri−1, ri]. In view of the assumption that v is increasing and b(k1)1  · · · b(kl)l , the
element x is decreasing, and it results then from (7.1) that ‖x‖∞ < εC−1/r . Note also that the
element x is order continuous, since it is bounded with support included in a finite interval.
Let also θ(t) =∑li=1 βiϕb(ki )i (t) =∑li=1 βi ϕ(b(ki )i t)ϕ(b(ki )i ) . Then it results from (7.1) that θ satisfies
condition (2) of the lemma.
In the sequence case we have for every t > 0
Iφ(tx) =
l∑
i=1
∑
j∈Si
ϕ
(
tb
(ki )
i
)
w(j) =
l∑
i=1
ϕ
b
(ki )
i
(t)ϕ
(
b
(ki )
i
)(
W(ri)−W(ri−1)
)
.
Hence and by (7.2), 1
C′ θ(t) Iφ(tx) θ(t). In the function case we have:
ϕ
(
tb
(k1)
1
)(
W(r1)−W(1)
)+ l∑
i=2
ϕ
(
tb
(ki )
i
)(
W(ri)−W(ri−1)
)
 Iφ(tx)
l∑
i=1
ϕ
(
tb
(ki )
i
)(
W(ri)−W(ri−1)
)
.
Hence by (7.2) and the fact that W(r1) − W(1)  12W(r1) we obtain 12θ(t)  Iφ(tx)  θ(t).
Finally in both case we have:
1
C
θ(t) Iφ(tx) θ(t) (7.4)
with C = 2K −1 in sequence case, C = 2 in the function case. In particular 1
C
 Iφ(x) 1 since
θ(1) = 1, and so C−1/r  ‖x‖φ  1 by r-convexity of ϕ.
Define u = x/‖x‖φ . Then ‖u‖φ = 1, u is order continuous, and verifies condition (1) of the
lemma.
Then by (7.4),
C−1θ
(
t/‖x‖φ
)
 ϕ(u)(t) = Iφ
(
tx/‖x‖φ
)
 θ
(
t/‖x‖φ
)
.
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C−1θ(t) ϕ(u)(t) θ
(
C1/r t
)
, t > 0
and condition (3) of the Lemma is fulfilled. 
Proof of theorem 7.4. Let ψ ∈ Cϕ . Choose a sequence (ψn) in convEϕ converging to ψ , and
for each n, use Lemma 7.5 for finding a decreasing element un in hφ (resp. L0φ(0,∞)), and a
function θn in Γ , such that
(1) ‖un‖φ = 1, and ‖un‖∞ < 1n ,
(2) d(ϕ(un), θn) < 1n ,(3) θn ∼C ψn.
By compactness of Γ we may, up to extracting a subsequence, assume that the sequence (θn)
converges to a function θ ∈ Γ . Passing to the limit in condition (3) we have thus θ ∼C ψ . It
results from (1) that (un) is a normalized sequence in hφ (resp. L0φ(0,∞)) converging to zero
in ∞-norm (resp. L∞-norm) and that the associated Orlicz functions ϕ(un) converge to θ . Then
by Proposition 5.4, a subsequence (unj ) is basic and equivalent to the unit basic sequence of
hθ and by Theorem 2.7 a further subsequence is equivalent to a semi-normalized sequence (gk)
in d0(w,v,ϕ) (resp. Λ0ϕ,w,v(0,∞)), with ‖gk‖∞ → 0 (resp. gk → 0 in measure). By Proposi-
tion 2.5 this last sequence is equivalent to a disjoint sequence in d0(v,w,ϕ) (resp. Λ0ϕ,w,v(0,∞)).
Moreover from θ ∼C ψ it follows that hθ = hψ , and their unit bases are equivalent. 
From Theorems 7.1 and 7.4 it follows.
Corollary 7.6. Assume that v is constant, or that v is regular, increasing and αW > 0. Given
ψ ∈ Γ , the following assertions are equivalent.
(1) Λ0ϕ,w,v(0,∞) (resp. d0(w,v,ϕ)) contains a normalized sequence converging to zero in L∞-
norm (resp. ∞-norm) which is equivalent to the unit basis of hψ .
(2) hϕ contains a normalized sequence converging to zero in ∞-norm which is equivalent to
the unit basis of hψ .
(3) ψ belongs to the set Cϕ .
We examine now further consequences of Theorem 7.4 for sequence spaces.
Corollary 7.7. Assume that v is increasing. Then for every p ∈ [α0ϕ,β0ϕ], the space p (replaced
by c0 in case when p = ∞) is order isomorphic to a sublattice of d0(w,v,ϕ).
Proof. By Proposition 5.3, if p ∈ [α0ϕ,β0ϕ] then up is equivalent at zero to a function in Cϕ . Thus
by Theorem 7.4, d0(w,v,ϕ) contains an order isomorphic copy of p . If p = ∞ then β0ϕ = ∞
and so ϕ does not satisfy condition 02, and so by Theorem 5.1, d0(w,v,ϕ) contains an order
copy of c0. 
The next result, the first main theorem in this section, gives a complete characterization of p-
copies in the space d0(w,v,ϕ) which follows from Corollaries 7.3, 7.7 and [24, Theorem 4.11].
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following conditions are equivalent (where c0 is meant in place of p if p = ∞).
(1) p is order isomorphic to a sublattice of d0(w,v,ϕ).
(2) p is isomorphic to a subspace of d0(w,v,ϕ).
(3) p is isomorphic to a subspace of the Orlicz space hϕ .
(4) p ∈ [α0ϕ,β0ϕ].
The next corollary for Orlicz–Marcinkiewicz sequence spaces follows from Theorem 7.8,
Proposition 4.10 and Lemma 4.14.
Corollary 7.9. Let w be decreasing and regular. Then the space p , 0 < p ∞, (replaced by
c0 when p = ∞) is isomorphic (or order isomorphic) to a subspace of m0(w,ϕ) if and only if
p ∈ [α0ϕ,β0ϕ].
As a corollary of Theorem 7.8 we also obtain a duality result between subspaces and quotient
spaces for reflexive Orlicz–Lorentz spaces d(w,ϕ), analogous to the one in Orlicz sequence
spaces [27, Theorem 4.b.3]. Before we state it we need a characterization of reflexivity of
d(w,ϕ).
Proposition 7.10. Let w be decreasing and ϕ be a convex Orlicz function. Then d(w,ϕ) is
reflexive if and only if ϕ is reflexive, that is if and only if ϕ and ϕ∗ satisfy condition 02.
Proof. A Banach lattice is reflexive if and only if it does not contain order isomorphically neither
c0 nor 1 [41]. By [23, Theorem 9], d0(w,ϕ) satisfies these conditions if and only if hϕ does. By
[24, Theorem 2.2], d0(w,ϕ) contains c0 if and only if d(w,ϕ) does and if it is not the case then
d(w,ϕ) = d0(w,ϕ); the same is true for ϕ and hϕ . Hence the reflexivity of d(w,ϕ) is equivalent
to that of ϕ . The last assertion is well known [27]. 
Corollary 7.11. Let w be a decreasing regular weight sequence, and ϕ a convex Orlicz function
such that d(w,ϕ) is reflexive. Then d(w,ϕ) contains a subspace isomorphic to p for some p  1
if and only if d(w,ϕ) has a quotient space isomorphic to p .
Proof. By Proposition 7.10 and [15], d(w,ϕ)∗ = m(w,ϕ∗). Since ϕ and ϕ∗ satisfy condi-
tion 02, by Theorem 5.1 and Corollary 5.2, d(w,ϕ) = d0(w,ϕ) and m(w,ϕ∗) = m0(w,ϕ∗). By
Theorem 7.8, p is isomorphic to a subspace of d(w,ϕ) if and only if p ∈ [α0ϕ,β0ϕ]. However the
last relation is equivalent to p′ ∈ [α0ϕ∗ , β0ϕ∗ ], where 1/p+1/p′ = 1 [27], and by Corollary 7.9 it is
equivalent that m(w,ϕ∗) contains a subspace isomorphic to p′ . Now by the well known duality
between subspaces and quotient spaces and by reflexivity of d(w,ϕ), the conclusion follows. 
We return now to the spaces on (0,∞).
Notation 2. Let us denote by C0,∞ϕ the set of all possible limits in Γ of the functions ϕ(un), where
un is any normalized sequence in Lϕ(0,∞) converging to zero in measure. Then ψ is equivalent
at zero to a function in C0,∞ϕ if and only if there exists a normalized basic sequence in Lϕ(0,∞)
converging to zero in measure and such that it is equivalent to the hψ unit basis. It is not difficult
to see that C0,∞ = conv(Cϕ,C∞).ϕ ϕ
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(a) Assume that v is decreasing, or that v is regular, and αW > 0. Then every semi-normalized
sequence in Λ0ϕ,w,v(0,∞) which converges to zero in measure has a subsequence equivalent
to the unit basis of an Orlicz space hψ with ψ ∈ C0,∞ϕ .
(b) Assume now that v is increasing. Then for every ψ ∈ C0,∞ϕ there exists a disjoint normalized
sequence in Λ0ϕ,w,v(0,∞), which converges to zero in measure and is equivalent to the unit
basis in hψ .
Proof. (a) Let (gn) be a semi-normalized sequence in Λ0ϕ,w,v(0,∞) which converges to zero
in measure. By the proof of Theorem 2.7 (see (2.2)), we may assume that the sequence (gn) is
disjoint and splits as gn = g′n + g′′n , where g′n, g′′n are disjoint, ‖g′n‖∞ → 0, | suppg′′n | → 0. We
may assume that both are semi-normalized (the case where one of them goes to zero in quasi-
norm is trivial), say ‖g′n‖ → α, ‖g′′n‖ → β for some α,β > 0. Then by Theorems 6.1, 7.1, by
performing two successive extractions we can find subsequences (α−1g′nk ) and (β
−1g′′nk ) which
are equivalent to the unit bases of hψ1 ∈ Cϕ and hψ2 ∈ C∞ϕ , respectively. By Theorem 2.7 some
subsequences of (α−1g′nk ) and (β
−1g′′nk ) are equivalent to normalized disjoint sequences (f ′k)
and (f ′′k ) in Lϕ(0,∞) respectively, with ‖f ′k‖∞ → 0, | suppf ′′k | → 0. Thus (f ′k) and (f ′′k ) are
respectively equivalent to the unit bases of hψ1 ∈ Cϕ and hψ2 ∈ C∞ϕ . Then a subsequence of (gnk )
in Λ0ϕ,w,v(0,∞) is equivalent to (fk) := (αf ′k + βf ′′k ) in Lϕ(0,∞), which is a semi-normalized
sequence converging to zero in measure. Then a subsequence of (fk) is equivalent to hψ , with
ψ = αψ1 + βψ2 ∈ C0,∞ϕ , and so is the corresponding subsequence of (gnk ).
(b) The proof is similar to that of (a), using now Theorems 6.9 and 7.4. 
While in the case of I = (0, a), a < ∞, or I = N, the sets of exponents p for which p is
order isomorphic to a sublattice of a given Orlicz space and a (two-weighted) Orlicz–Lorentz
space induced by the same Orlicz function ϕ coincide independently of w and v for very broad
class of weights, this is no longer true in spaces over (0,∞) as we shall see in the examples
below.
Example 7.13. Let w(t) = (t1/p ∧ t1/q)t−1 where 1  p < q < ∞. Then Λ1,w(0,∞) =
Λϕ,w(0,∞) for ϕ(u) = u, contains an order isometric copy of Lr(0,∞) and so of r , for every
p < r < q while L1(0,∞) contains only sublattices isomorphic to 1.
In fact we have w(t) = t1/p−1 for 0 < t  1, and w(t) = t1/q−1 for t  1, and so
∞∫
0
t−1/rw(t) dt =
1∫
0
t1/p−1/r dt
t
+
∞∫
1
t1/q−1/r dt
t
< ∞.
Thus the function t−1/r ∈ Λ1,w(0,∞) and so r is isomorphic to a sublattice of Λ1,w(0,∞).
Before presenting another example, let us state a lemma.
Lemma 7.14. If ψ is an Orlicz function such that β∞ψ < α0ψ then the function t−1/r belongs to
the space Lψ(0,∞) for every r ∈ (β∞, α0 ).ψ ψ
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for every t ∈ (0,∞). In fact since, by the definition of Matuszewska–Orlicz indices, ψ(t)/tr is
pseudo-decreasing near infinity, resp. pseudo-increasing near 0, there exist constants C′, resp.
C′′ such that ψ(t) C′t rψ(1) for all t  1, resp. ψ(t) C′′t rψ(1) for all t  1. Choose r0, r1
with β∞ψ < r0 < r < r1 < α0ψ . Then
∞∫
0
ψ
(
t−1/r
)
dt  C
1∫
0
t−r0/r dt +C
∞∫
1
t−r1/r dt < ∞. 
Example 7.15. Let ϕ be an Orlicz function such that 0 < α∞ϕ  β∞ϕ < α0ϕ  β0ϕ < ∞, and let
w(t) = tγ−1, γ > 0. Hence for 0 < r < ∞,
∞∫
0
ϕ
(
t−1/r
)
tγ−1 dt = 1
γ
∞∫
0
ϕ
(
t−1/(rγ )
)
dt.
Thus t−1/r ∈ Λϕ,w(0,∞) if and only if t−1/r ∈ Lψ(0,∞), where ψ(t) = ϕ(t1/γ ).
Note that β∞ψ = 1γ β∞ϕ < 1γ α0ϕ = α0ψ . Hence by Lemma 7.14 the function t−1/r belongs to
Lψ(0,∞), and thus to Λϕ,w(0,∞), for every r ∈ ( 1γ β∞ϕ , 1γ α0ϕ).
In view of Fact 1 in Section 3, for these values of r , the space Λϕ,w(0,∞) contains an order
isometric copy of Lr(0,∞), and a fortiori of r . On the other hand by Proposition 5.3, the set of
values r for which Lϕ(0,∞) contains an order isomorphic copy of r coincides in the present
case with the interval [α∞ϕ ,β0ϕ]. For appropriate values of γ , the intervals ( 1γ β∞ϕ , 1γ α0ϕ) and
[α∞ϕ ,β0ϕ] are disjoint.
Now we shall give necessary or sufficient conditions for p to embed as sublattice in
Λϕ,w,v(0,∞). Let us first state an analogue of Corollary 7.3 in the function case, i.e.
Λϕ,w,v(0,∞), for lattice isomorphic copies. Recall the notation fp(t) = t−1/p .
Proposition 7.16. Assume that v is decreasing, or v is regular and αW > 0. If (gn) is a nor-
malized basic sequence in Λ0ϕ,w,v(0,∞) which converges to zero in measure then some block
sequence of (gn) is equivalent to the unit vector basis of p with p ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ].
Proof. By the proof of Theorem 2.7 (see (2.2)), we may assume that the sequence (gn) splits as
gn = g′n + g′′n , where ‖g′n‖∞ → 0, | suppg′′n | → 0, and these sequences are disjoint in the sense
that g′n ∧ g′′m = 0 for n = m.
If one of the sequences (g′n), resp. (g′′n), approaches zero in norm, then by the small per-
turbation principle, Theorem 1.1, a subsequence of (gn) is equivalent to the corresponding
subsequence of (g′′n), resp. (g′n). In this case we know by Theorems 7.1 or 6.1, that a subse-
quence of (gn) is equivalent to the unit basis of hψ with ψ ∈ Cϕ or ψ ∈ C∞ϕ . On the other hand
a block basis of (en) in hψ , and so a block basis of (gn), is equivalent to the unit basis in p ,
with p ∈ [α0ψ,β0ψ ]. We have [α0ψ,β0ψ ] ⊂ [α0ϕ,β0ϕ] or [α0ψ,β0ψ ] ⊂ [α∞ϕ ,β∞ϕ ] according to whether
ψ ∈ Cϕ or ψ ∈ C∞. Thus p ∈ [α0, β0] or p ∈ [α∞, β∞].ϕ ϕ ϕ ϕ ϕ
324 A. Kamin´ska, Y. Raynaud / Journal of Functional Analysis 257 (2009) 271–331Now, if both sequences (g′n) and (g′′n) are semi-normalized, then by Theorems 6.1 and 7.1
again we can perform two successive extractions and obtain subsequences (g′nk ) and (g
′′
nk
) span-
ning sublattices isomorphic to hψ1 and hψ2 , with ψ1 ∈ Cϕ and ψ2 ∈ C∞ϕ , respectively. Then
(gnk ), where gnk = gn′k +gn′′k , is equivalent to the unit basis in hψ1 ∩hψ2 . Relabelling, we denote
this extracted sequence by (gn). Now we can reason by dichotomy:
– Either the unit bases of hψ1 and hψ2 are equivalent and then the three basic sequences (gn),
(g′n) and (g′′n) are also equivalent. Thus for any block basis of (g′n) which is equivalent to the
unit basis of p , the corresponding block sequences of (g′′n) and (gn) are also equivalent to
the unit basis of p . We have now p ∈ [α0ϕ,β0ϕ] ∩ [α∞ϕ ,β∞ϕ ].
– Or there is a sequence of finite blocks (un) of the unit basis hψ1 ∩ hψ2 which are normalized
in one space, say hψ1 , and go to zero in the norm of the other space hψ2 . We may assume that
these blocks are disjoint. Again by a perturbation argument, we may up to extraction assume
the basic sequences (un) in hψ1 and (un) in hψ1 ∩ hψ2 are equivalent. Let (vn) be a block
subsequence of (un) equivalent in hψ1 to the unit basis of some p with p ∈ [α0ψ,β0ψ ]. Then
(vn) is also equivalent in hψ1 ∩ hψ2 to the p-basis, and so does the corresponding block
sequence of (gn). Moreover, since ψ1 ∈ Cϕ so [α0ψ1 , β0ψ1 ] ⊂ [α0ϕ,β0ϕ] and thus p ∈ [α0ϕ,β0ϕ].
If (un) is normalized in hψ2 , then analogously we show that a block sequence of (gn) is
isomorphic to p in Λϕ,w,v(0,∞) and to a disjoint block sequence of the basis of hψ2 ; since
ψ2 ∈ C∞ϕ , we have that p ∈ [α∞ϕ ,β∞ϕ ]. 
Corollary 7.17. Assume that v is decreasing, or v is regular and αW > 0. If for 0 < p ∞, p
(replaced by c0 in case when p = ∞) is order isomorphic to a sublattice of Λ0ϕ,w,v(0,∞), then
either p ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ] or for some c > 0 it holds that
∫∞
0 ϕ(ct
−1/pv(t))w(t)dt < ∞.
Proof. By Theorem 3.3, and the fact that Λϕ,w,v(0,∞) has the Fatou property, if p embeds
order isomorphically in Λ0ϕ,w,v(0,∞) then either Λϕ,w,v(0,∞) contains the function fp or
Λ0ϕ,w,v(0,∞) contains a normalized sequence (fn) converging to zero in measure and equivalent
to the unit vector basis of p (or c0). In the first case we have
∫∞
0 ϕ(ct
−1/pv(t))w(t)dt < ∞ for
any 0 < c < ‖fp‖Λ, while in the second case we conclude from Proposition 7.16 that the closed
linear span [fn] contains q with q ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ]. Then necessarily q = p. 
In the next theorem we state the second main result of this section, necessary and sufficient
conditions for p to be an order isomorphic copy in Λ0ϕ,w,v(0,∞).
Theorem 7.18. Assume that either v is constant, or that v is increasing, regular and αW > 0.
Then for 0 <p ∞, the following assertions are equivalent.
(1) p (replaced by c0 in case when p = ∞) is order isomorphic to a sublattice of Λ0ϕ,w,v(0,∞).
(2) Either p ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ] or, for some c > 0,
∫∞
0 ϕ(ct
−1/pv(t))w(t)dt < ∞.
(3) p is order isomorphic to a sublattice of hϕ or of L0ϕ(0,1), or Lp,∞ ⊂ Λϕ,w,v(0,∞).
Proof. In view of Proposition 5.3, (3) is simply a reformulation of (2). The implication (1) ⇒
(2) instantly follows from Corollary 7.17. Let us show the converse implication (2) ⇒ (1).
If p ∈ [α0ϕ,β0ϕ]∪[α∞ϕ ,β∞ϕ ], with p < ∞ then the function tp belongs to Cϕ ∪C∞ϕ by Proposi-
tion 5.3 (see also Theorem 1.5 in [33]). If up ∈ Cϕ then p is order isomorphically embedded into
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and the obvious fact that Λ0ϕ,w,v(0,1) is a closed sublattice of Λ0ϕ,w,v(0,∞).
Let p = ∞. Then either β0ϕ = ∞ or β∞ϕ = ∞. In the first case ϕ does not satisfy 02, which
implies by Theorem 5.1 that d0(w,v,ϕ) contains an order copy of c0, and the same holds
for Λ0ϕ,w,v(0,∞). In the second case ϕ does not satisfy ∞2 , and thus by the same theorem,
Λ0ϕ,w,v(0,1) contains an order copy of c0 and the same holds for Λ0ϕ,w,v(0,∞).
Finally if
∫∞
0 ϕ(ct
−1/pv(t))w(t)dt < ∞ then fp ∈ Λϕ,w,v(0,∞) and by Theorem 3.3 or
Fact 1, the space Λϕ,w,v(0,∞) contains an order isomorphic copy of p . 
Remark 7.19. The set Jϕ,w,v of p ∈ (0,∞) such that the function t−1/p belongs to Λϕ,w,v(0,∞)
is an interval. In fact if p1,p2 ∈ Jϕ,w,v and p = (1 − θ)p1 + θp2, 0 < θ < 1 we have
t−1/p  max{t−1/p1, t−1/p2} for every t > 0. Thus the set of exponents p such that p embeds
in Λϕ,w,v(0,∞) as sublattice is the union of three intervals P = [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ] ∪ Jϕ,w,v .
The interval Jϕ,w,v is not necessarily closed.
Remark 7.20. In the case of Orlicz spaces Lϕ(0,∞), the conditions (2) in Theorem 7.18 and (c)
of Proposition 5.3 are equivalent (see also Lemma 7.14). While lattice isomorphic copies of p
in Lϕ(0,∞) are described entirely in terms of indices of ϕ, this is not the case in Orlicz–Lorentz
spaces defined on (0,∞).
Examples 7.13, 7.15 above show that the analogue of Corollary 6.4 is not true in general
on (0,∞). However if the fundamental function of the space Λϕ,v,w(0,∞) dominates a power
function, a result in the spirit of Corollary 6.4 can be stated. To this purpose let us state first an
auxiliary fact which was showed as Proposition 2.3 in [6] under somewhat more restrictive con-
ditions. However by inspecting its proof, we see that it remains true also under our assumptions
below.
Proposition 7.21. Let F be an order continuous r.i. quasi-Banach space on (0,∞) with the Fatou
property. Assume that ‖χ(0,t)‖F  Ctγ for all t  0 and some C,γ > 0. Then for any normalized
disjoint sequence (xn) in F there exists a normalized block sequence (yn) of (xn) converging to
zero in measure.
Observe that the assumption made on the fundamental function above implies in fact the first
case of Theorem 3.3.
Theorem 7.22. Assume that there exist γ > 0 and c > 0 such that ‖χ[0,t]‖Λ  ctγ for all t > 0.
Assume also that ϕ verifies condition 2. Then every infinite dimensional closed sublattice L of
Λϕ,w,v(0,∞) contains an order isomorphic copy of a space p , which is also order isomorphic
to a sublattice of Lϕ(0,∞).
If in addition v is either decreasing, or v is regular and αW > 0, we can find in the sublattice
L an order copy of p which is also order isomorphic to a sublattice either in Lϕ(0,1) or in ϕ ,
that is p ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ].
Proof. Every infinite dimensional sublattice contains a sequence of normalized pairwise disjoint
elements (fn). Due to the assumption on the fundamental function of Λϕ,w,v(0,∞) and to the
assumption of 2-condition for ϕ, we may appeal to Proposition 7.21 to conclude that a block
sequence (gn) of (fn) converges to zero in measure.
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Cϕ(0,∞), and a sequence of disjoint blocks hk of the gn is equivalent to the unit basis of p
in hψ , which in turn is order isomorphic to a closed sublattice of Lϕ(0,∞). Note that like the
fn, the gn and thus the hn are pairwise disjoint, hence L contains p isomorphically as sublattice.
To prove the last sentence of the theorem, we apply Proposition 7.16 to the sequence (gn). 
Remark 7.23. Let (F,‖ · ‖) be a r.i. quasi-Banach space over (0,∞) and let F(t) = ‖χ(0,t)‖,
t > 0, be its fundamental function. If β0F < α
∞
F then for any γ ∈ (β0F ,α∞F ) it holds ‖χ(0,t)‖ Ctγ
for all t > 0 and some C > 0. This fact follows directly from the definition of indices and gives
a simple condition for the fundamental function to be estimated below by a power function.
Combining Theorems 7.22 and 7.18, we obtain the following corollary.
Corollary 7.24. Assume that there are γ > 0 and c > 0 such that ‖χ[0,t]‖Λ  ctγ for all t  0.
Assume also that ϕ verifies condition 2, and that either v is increasing, regular and αW > 0,
or v is constant.
Under these assumptions, the space p is order isomorphic to a sublattice of Λ0ϕ,w,v(0,∞) if
and only if p ∈ [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ].
In particular, if in addition w is decreasing and regular, then the similar statement holds for
the Orlicz–Marcinkiewicz space M0ϕ,w(0,∞).
Now we are ready to provide another example which shows that the Orlicz space and the
corresponding Orlicz–Lorentz space may have quite different pools of order isomorphic copies
of p .
Example 7.25. Let 0 < p < q < ∞ and ϕ(t) = tp ∧ tq and W(t) = tp ∨ tq . Consider the space
Λϕ,w(0,∞). Then for t > 0,
‖χ(0,t)‖Λ = 1/ϕ−1
(
1/W(t)
)= t.
It is also clear that α0ϕ = β0ϕ = q and α∞ϕ = β∞ϕ = p. Thus by Corollary 7.24, the set of r > 0
such that r is isomorphic to a sublattice of Λϕ,w(0,∞) coincides with [α0ϕ,β0ϕ] ∪ [α∞ϕ ,β∞ϕ ] ={q} ∪ {p}. However, by Proposition 5.3, the analogous set for the space Lϕ(0,∞) is equal to
the interval [α∞ϕ ,β0ϕ] = [p,q]. Consequently, the Orlicz space Lϕ(0,∞) has considerably more
sublattices isomorphic to r than the Orlicz–Lorentz space Λϕ,w(0,∞).
Remark 7.26. We wish to point out that the appropriately adjusted Theorems 7.18, 7.22 and
their corollaries hold true in particular in Orlicz–Lorentz and Orlicz–Marcinkiewicz spaces over
(0,∞).
We finish by a result in classical Lorentz spaces Λp,w(0,∞) with 0 < p < ∞ and a pos-
itive weight w. It generalizes the Carothers and Dilworth result, Corollary 2.4 in [6] for the
spaces Lp,q(0,∞), and it follows from Theorem 7.18, Proposition 7.22 in view of ‖χ(0,t)‖Λp,w =
W(t)1/p , and Corollary 7.24.
Corollary 7.27. Let 0 < p < ∞ and w be a positive measurable function on (0,∞), such that
W(t) < ∞ for all t > 0 and W satisfies condition 2. Let 0 < r < ∞.
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only if either p = r or ∫∞0 t−r/pw(t) dt < ∞.
(ii) Let W(∞) = ∞. If W(t) Ctγ for all t > 0, and some C,γ > 0, then any closed infinite
dimensional sublattice of the Lorentz space Λp,w(0,∞) contains an order isomorphic copy
of p . Moreover, the space does not contain order isomorphically r for any r = p.
(iii) If W(∞) < ∞, then Λp,w(0,∞) has a sublattice isomorphic to c0.
Appendix A
Let (fn) be a sequence of measurable functions (random variables) on a probability space
(Ω,A,P). We say that (fn) converges in distribution to a function f if and only if for every
bounded continuous function F :R→R we have∫
Ω
F ◦ fn(ω)dP(ω) →
∫
Ω
F ◦ f (ω)dP(ω).
It is equivalent to say that dfn(t) → df (t) in every point of continuity of df [9]. Then f ∗n → f ∗
in every continuity point of f ∗. Indeed |fn| converges also in distribution to |f |, thus d|fn| → d|f |
almost everywhere, and by Lebesgue’s theorem we have for every bounded continuous function
F and N > 0,
N∫
0
F
(
d|fn|(t)
)
dt →
N∫
0
F
(
d|f |(t)
)
dt.
Approximating indicator functions of intervals by continuous functions, we deduce for every
a > 0, ∣∣{d|f |  a} ∩ [0,N]∣∣ lim sup∣∣{d|fn|  a} ∩ [0,N]∣∣
 lim inf
∣∣{d|fn| > a} ∩ [0,N]∣∣ ∣∣{d|f | > a} ∩ [0,N]∣∣.
Since |{d|f | > a}| = f ∗(a) < ∞, and |{d|f |  a}| = f ∗(a−), (left limit of f ∗ at a) we obtain by
choosing N > f ∗(a):
f ∗(a) lim supf ∗n (a) lim inff ∗n
(
a+
)
 f ∗
(
a+
)
thus f ∗n (a) → f ∗(a) for all a > 0 where f ∗ is continuous.
Recall that a random variable f is symmetric and p-stable if for some c > 0 we have for every
t ∈R, ∫
Ω
eitf (ω) dP(ω) = e−c|t |p
[28, pp. 181–182]. Such random variable do exist if and only if 0 < p  2 (for p = 2 these are
symmetric Gaussian variables).
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be a subspace of Lr [Ω,A,P] which is isomorphic to the space p for some p ∈ (0,∞). Then
X contains a normalized sequence of functions which converge in distribution to a norm one
function which is equimeasurable with to a product wγp , where 0 w ∈ Lr , γp is a symmetric
p-stable random variable and w is independent from γp .
This theorem is a part of the folklore and could certainly be recovered from Aldous’ work [1],
verifying that changing L1 to Lr in the proofs there is harmless. Rather than suggesting this
tedious task to the reader, let us indicate another path, using the connection between two points of
view, that of random measures of [1] and that of stable Banach spaces of [26]. Such a connection
is nicely sketched in [11, Section 6]. Indeed, the adaptation of the theory of stability to r-Banach
spaces has been done explicitely in [4].
A type on a r-Banach space Y is a function τ : Y →R+ which can be defined by
τ(y) = lim
n
‖y + yn‖, y ∈ Y,
where (yn) is a bounded sequence in Y (such a sequence is called a defining sequence). The
type defined by the sequence constantly equal to 0 is called the “trivial type”. The space Y is
called stable if whenever (yn) defines a type τ and (zn) defines a type σ , the limits limn σ (yn)
and limm τ(zn) exist and are equal. In this case one can define an operation on the types, called
“convolution”, by
τ ∗ σ(y) = lim
n
σ (yn) = lim
n
σ (zn).
One can also define an action of λ ∈R on the types, named “dilation”, by
λ · τ(y) = lim
n
‖y + λyn‖.
A type τ is called an p-type if for all a, b ∈R,
(a · τ) ∗ (b · τ) = (|a|p + |b|p)1/p · τ.
If τ is a non-trivial p-type then the linear span of every defining sequence of τ contains a
basic sequence almost 1-equivalent to the unit vector basis of p [4, Proposition 3]. Conversely,
every infinite dimensional closed subspace X of a stable r-Banach space E contains a sequence
defining a non-trivial q -type, for some r  q < ∞ [4, Propositions 1 and 2].
Among the stable quasi-Banach spaces are the Lp-spaces, 0 < p < ∞ (see [22] in the case
p  1 and [4] when p < 1). Let P be the convex set of (Radon) probability measures on R
equipped with the narrow topology.
A random probability on a probability space (Ω,A,P) is a map Ω → P,ω → μω which is
measurable from A to the Borel σ -algebra of P . The usual operations in P , the dilation and
the convolution are extended pointwise to random probabilities, that is (λ · μ)ω = λ · μω and
(μ ∗ ν)ω = (μω) ∗ (νω). (The dilation λ ·m of a probability measure m is defined by
∫
f (t) d(λ ·
m)(t) = ∫ f (λt) dm(t).) Let Mr be the set of random probabilities μ such that∫ ∫
|t |r dμω(t) dP(ω) < ∞.Ω R
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τ(f ) =
[ ∫
Ω
∫
R
∣∣t + f (ω)∣∣r dμω(t) dP(ω)+ βr]1/r
defines always a type on Lr(Ω,A,P), and every type is represented in this form. The argument
in [11, Proposition 6.4] shows that this representation is unique, whenever 0 < r  1 (in fact,
when r is not an even integer). Denote by T (μ,β) the type represented by the pair (β,μ).
A particular case is β = 0 and μω = δh(ω), the evaluation map at point h(ω), where h is a function
in Lr(Ω,A,P). Then
T (0, δh)(f ) = ‖f + h‖r .
It appears that for any β,γ > 0 and μ,ν ∈ Mr we have(
T
(|λ|β,λ ·μ))= λ · (T (β,μ)) and (T (β,μ) ∗ T (γ, ν))= T ((βr + γ r)1/r ,μ ∗ ν).
In particular T (β,μ) is an p-type if and only if for all a, b ∈R,
[(|a|β)r + (|b|β)r]1/r = (|a|p + |b|p)1/pβ and (aμ) ∗ (bμ) = (|a|p + |b|p)1/pμ.
Assuming that p > r we have necessarily β = 0 and (aμω) ∗ (bμω) = (|a|p + |b|p)1/pμω for
a.a. ω, that is μω is the probability distribution of a symmetric p-stable random variable. The
condition μ ∈ Mr requires then r < p  2. Therefore we have for all s ∈R,∫
eist dμω(t) = e−w(ω)p |s|p ,
where w is a non-negative measurable function on Ω . The condition μ ∈ Mr yields that
w ∈ Lr(Ω,A,P). Equivalently, there is a fixed symmetric p-stable variable γ defined say on
([0,1], | |), where | | is the Lebesgue measure, such that∫
R
F(t) dμω(t) =
∫
[0,1]
F
(
w(ω)γ (s)
)
ds
for every bounded continuous function F .
Let X ⊂ Lr(Ω,A,μ) be a closed subspace isomorphic to p and (xn) be a normalized se-
quence in X which defines an p-type. It follows from [11, Proposition 6.4] that∫
A
F
(
xn(ω)
)
dP(ω) =
∫
A
∫
R
F(t)dδxn(ω)(t) dP(ω) −→n→∞
∫
A
∫
R
F(t) dμω(t) dP(ω)
=
∫ ∫
F
(
w(ω)γ (s)
)
ds dP(ω)A [0,1]
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see that the sequence (xn) (of random variables defined on (Ω,A,P)) converges in distribution to
the random variable Z on (Ω×[0,1],P⊗| |), with Z(ω, s) = w(ω)γ (s). Now since all separable
nonatomic probability spaces are equivalent, there is a pair (w′, γ ′) of random variables defined
on (Ω,A,P) with the same joint probability distribution as the pair (w,γ ). Thus w′, γ ′ are
independent and respectively equimeasurable with w,γ .
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