An empirical study of the variability of reliability coefficients and standard errors of measurement in certain defined and intact groups for a variety of standardized tests. by Sullivan, Arthur Francis
Boston University
OpenBU http://open.bu.edu
1954
An empirical study of the variability
of reliability coefficients and
standard errors of measurement in
certain defined and intact groups
for a variety of standardized tests.
Sullivan, Arthur Francis
Boston University
https://hdl.handle.net/2144/8720
Boston University
s o~. 
Th e<; IS 
EcP. D. 
s~ If, ~(1., ~.-, II . F. 
/'f,p -L/ 
==-==jl ~- -=--== 
BOSTON UNIVERSITY 
SCHOOL OF EDUCATION 
Dissertation 
==--======= ==-=- -
AN EMPIRICAL STUDY OF THE VARIABILITY OF 
RELIABILITY COEFFICIENTS AND STANDARD ERRORS 
OF MEASUREMENT IN CERTAIN DEFINED AND INTACT GROUPS 
FOR A VARIETY OF STANDARDIZED TESTS 
Submitted by 
Arthur Francis Sullivan 
;; 
(A.B., Holy Cross College, 1939) 
(M.A. in Ed., Clark University, 1949) 
In Partial Fulfillment of Requirements for 
the Degree of Doctor of Education 
1954 
Boston University 
School of Education 
-- Library -
First Reader: Dr. Walter N. Durost 
Lecturer on Education and formerly 
Associate Professor of Education; 
presently Director of the Test 
Service and Advisement Center, 
Dunbarton, New Hampshire 
Second Reader: Dr. William C. Kvaraceus 
Professor of Education 
Third Reader: Dr. Ralph J. Garry 
Associate Professor of Education 
--=======-= =- -=== 
TABLE OF CONTENTS 
CHAPTER Page 
I. THE PROBLEM. • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 1 
Introduction. • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 1 
Variations in reliability techniques...... 1 
The reliability sample and variability of 
reliability measures.................... 3 
The statement of the problem.............. 4 
II. THE BACKGROUND OF TEST RELIABILITY............. 7 
The Concept of Test Reliability............. 7 
The concern of this chapter............... 7 
Reliability and error of measurement...... 7 
The measurement of reliability............ g 
The importance of test reliability........ 9 
Factors influencing the reliability of a 
test.................................... 11 
The Experimental Methods of Determining Test 
Reliability ••••••••••••••••••••••••••••••• 16 
The test-retest method •••••••••••••••••••• 16 
The parallel-forms method ••••••••••••••••• lS 
The single administration of one form of a 
test.................................... 19 
Empirical studies related to experimental 
method. . . . . . . . . . . . . . . . • . . . . . • . . . . . . . . . . . 20 
The Statistical Methods of Determining Test 
Reliability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24 
The work of Spearman •••••••••••••••••••••• 24 
Empirical studies of the Spearman-Brown 
formula. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26 
The development of newer techniques ••••••• 33 
Stephenson's method of factorizing the 
reliability coefficient ••••••••••••••••• 33 
The rational-equivalence formulas of Kuder 
and Richardson. . . . . . . . . . . . . . . . . . . . . . . . . . 36 
-iii-
===~========================================================F-----
I 
II 
-=]-=- --==--
II CHAPTER 
- -==--===-c.-=-='-'--=--==--'-'==== ---
II. 
Page 
Jackson's sensitivity ratio ••••••••••••••• 43 
Hoyt's analysis of variance method •••••••• 46 
Reliability estimated by the Lexis ratio •• 50 
Kelley's coefficient of cohesion •••••••••• 51 
The lower-bounds formulas of Guttman...... 53 
Loevinger's homogeneity index ••••••••••••• 54 
The Reporting of Test Reliability Data •.•••• 58 
Current practice in test reliability 
description ••••••••••••••••••••••••••••• 58 
Recommendations of the American Psycholo-
gical Association ••••••••••••••••••••••• 63 
Summary. • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 64 
III •. THE DATA AND THE GENERAL PROCEDURE...... • • • • • • • 67 
Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67 
The Data. . . . . . . • • • • . . • . • • . . . . . . . . . . . . . . . . . . • 68 
~ Description of the test series •••••••••••• 68 
Description of the individual tests ••••••• 69 
Standardization of the tests •••••••••••••• 74 
Selection of the samples •••••••••••••••••• 74 
The General ·Procedure. • • • • • • • • • • • • • • • • • • • • • • 77 
The split-half method .•••••••••••••••••••• 77 
Formation of the subtests ••••••••••••••••• 80 
Scoring of the subtests ••••••••••••••••••• 81 
Rulon's formula. • • • • • • • • • • • • • • • • • • • • • • • • • • 81 
Fisher's "z" statistic •••••••••••••••••••• 84 
IV. THE EMPIRICAL DISTRIBUTIONS OF RELIABILITY 
COEFFICIENTS, STANDARD ERRORS OF MEASUREMENT, 
AND RELATED PARAMETERS ••••••••••••••••••••••• 86 
Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 
Intact Classroom Groups •..•••••••••••••••••• 87 
The range of reliability coefficients of 
intact classroom groups ••••••••••••••••• 87 
The median and the mean reliability coef-
ficients................................ 90 
iv 
==================================~====~- -
CHAPTER Page 
IV. Transformation of the obtained distri-
butions of "r's" to distributions of 
Fisher's "z!sf1 ••••••••••••••••••••••••.• 105 
Homogeneity .of the distributions of "r's". 106 
The empirical variability of the relia-
bility coefficients expressed in terms 
of distribution standard deviation •••••• 127 
Normality of the distributions of "z's" ••• 130 
Skewness and kurtosis of the distributions 
of "z's" ................................. 131 
The relationship of class size to the 
reliability coefficient ••••••••••••••••• 135 
Summary of the properties of the distri-
butions of reliability coefficients ••••• 137 
The range of standard errors of measure-
ment of intact classroom groups ••••••••• 140 
The median and the mean standard errors 
of measurement •••••••••••••••••••••••••• 142 
The empirical variability of the standard 
errors of measurement expressed in terms 
of distribution standard deviation ••••.• 156 
Normality of the distributions of standard 
errors of measurement ••••••••••••••••••• 15S 
Skewness and kurtosis of the distributions 
of standard errors of measurement ••••••• 160 
Summary of the properties of the distri-
butions of standard errors of measure-
ment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162 
The empirical relationship of the relia-
bility coefficient and the standard 
error of measurement •••••••••••••••••••• 163 
The distributions of standard deviations •• 166 
The empirical relationship of the relia-
bility coefficient and group variability lSl 
The empirical relationship of the standard 
error of measurement and group varia-
bility. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1$4 
The distributions of means •••••••••••••••• 187 
The empirical relationship of the standard 
error of measurement and group mean ••••• 202 
Intact Community Groups ••••••••••••••••••••• 205 
Introduction •••••••••••••••••••••••••••••• 205 
v 
tl 
vi 
~= ---=c -= c=--==.= - =- --=-- -=- = 
CHAPTER Page 
IV. The range of reliability coefficients of 
intact community groups ••••••••••••••••• 206 
The median and the mean reliability coef-
ficients... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207 
Homogeneity of the distributions of "r's". 209 
The empirical variability of the relia-
bility coefficients expressed in terms 
of distribution standard deviation •••••• 210 
The range of standard errors of measure-
ment of intact community groups ••••••••• 213 
The median and the mean standard errors 
of measurement •••••••••••••••••••••••••• 214 
The empirical variability of the standard 
errors of measurement expressed in terms 
of distribution standard deviation •••••• 216 
The distributions of standard deviations •• 218 
The distributions of means •••••••••••••••• 219 
The Empirical Relationships of Reliability 
Measures of Intact Community Groups and 
Their Respective Intact Classroom Groups •• 222 
Conclusion •••••••••••••••••••••••••••••••••• 225 
V. SUMMARY AND CONCLUSIONS •••••••••••••••••••••••• 227 
The problem and the method of the investi-
gation ........ ~......................... 227 
Summary of the findings for intact class-
room groups ••••••••••••••••••••••••••••• 229 
Summary of the findings for intact com-
munity groups ••••• ~ ••••••••••••••••••••• 233 
The conclusions and the implications •••••• 236 
A further recommendation •••••••••••••••••• 240 
Limitations of the study and suggestions 
for further study ••••••••••••••••••••••• 241 
APPENDICES 
A. Split-Half Reliability Coefficients and 
Standard Errors of Measurement together 
I 
I 
-==-1-=-CHAPTER 
I 
with Related Statistical Constants for 
Intact Classroom Groups, 1950 Standard-
ization Population, Evaluation and 
Page 
Adjustment Series •••••••••••••••••••••••• 246 
B. Split-Half Reliability Coefficients and 
Standard Errors of Measurement together 
with Related Statistical Constants for 
Intact Community Groups, 1950 Standard-
ization Population, Evaluation and 
Adjustment Series •••••••••••••••••••••••• 275 
C. Split-Half Reliability Coefficients and 
Standard Errors of Measurement together 
with Related Statistical Constants for 
Intact Community Groups and Their Re-
spective Intact Classroom Groups, 1950 
Standardization Population, Evaluation 
and Adjustment Series •••••••••••••••••••• 285 
BIBLIOGRAPHY. • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 319 
vii 
=====*-========================~,==========================~===9~-- --
II 
I 
1 -----
LIST OF TABLES 
Table Page 
1. Characteristics of Test Reliability Description 
Observed in 93 Test Manuals of Secondary-
School Achievement Tests in English, Social 
Studies, Science, and Mathematics ••••••••••••• 60 
2. Descriptive Data of Selected Tests, Evaluation 
and Adjustment Series ••••••••••••••••••••••••• 70 
3. Characteristics of the Intact Classroom 
Standardization Populations ••••••••••••••••••• 75 
4. Characteristics of the Intact Community 
Standardization Populations ••••••••••••••••••• 76 
5. Distribution of Classroom Groups by Size........ 78 
6. Distribution of Community Groups by Size •••••••• 79 
7. Average Item Difficulty Values of Selected Tests 
and Subtests, Evaluation and Adjustment Series 82 
8. Range, Median and Mean Values of Obtained 
Distributions of Reliability Coefficients for 
Intact Classroom Groups ••••••••••••••••••••••• 104 
9. Homogeneity of Intact Classroom Reliability 
Coefficients in Terms of Probability •••••••••• 122 
10. Homogeneity of Intact Classroom Reliability 
Coefficients within ±36 of Mean Distribution 
Value in Terms of Probability ••••••••••••••••• 126 
11. Variability of Intact Classroom Reliability 
Coefficients within :! 6 of Obtained Mean 
Distribution Value •••••••••••••••.•••••••••••• 129 
12. Normality of Intact Classroom Distributions of 
"z'stt in Terms of Probability ••••••••••••••••• 132 
-viii-
=--=- == 
====~~~==============~====-=~-~==============================~====-
--- -=====o..==-
Table Page 
13. Skewness and Kurtosis Values of Intact Class-
room Distributions of "z's" •••••••••••••••••.• 134 
14. Comparison of "Large," "Medium," and "Small" 
Size Intact Classroom Samples with Respect to 
Reliability Coefficient Range and Median •••••• 136 
15. Range, Median, Mean, and Standard Deviation 
Values of Obtained Distributions of Standard 
Errors of Measurement for Intact Classroom 
Groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141 
16. Variability of Intact Classroom Reliability 
Coefficients and Standard Errors of Measure-
ment within ±6 of Obtained Mean Distribution 
Value ......................................... 157 
17. Normality of Intact Classroom Distributions of 
Standard Errors of Measurement in Terms of 
Probability ••••••••••••••••••••••••••••••••••• 159 
18. Skewness and Kurtosis Values of Intact Class-
room Distributions of Standard Errors of 
Measurement ••••••••••••••••••••••••••••••••• ._. 161 · 
19. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Standard Deviations 
for Intact Classroom Groups ••••••••••••••••••• 180 
20. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Means for Intact 
Classroom Groups •••••••••••••••••••••••••••••• 201 
21. Range, Median, and Mean Values of Obtained 
Distributions of Reliability Coefficients for 
Intact Community Groups ••••••••••••••••••••••• 208 
22. Homogeneity of Intact Community Reliability 
Coefficients in Terms of Probability •••••••••• 211 
23. Range, Median, Mean, and Standard Deviation 
Values of Obtained Distributions of Standard 
Errors of Measurement for Intact Community 
Groups. . . . . . . . . . . . . . . • . . . . . . . . . . . . . • . . . . . . . . . . 215 
24. Variability of Intact Community Reliability 
ix 
--- - - ---=--....o=.-..===-====~ 
Table 
Coefficients and Standard Errors of Measure-
ment within ±6 of Obtained Mean Distribution 
Page I 
Value.................................. . . . . . . . 217 
25. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Standard Deviations 
for Intact Community Groups ••••••••••••••••••• 220 
26. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Means for Intact 
Community .Groups •••••••••••••• • ••••••••••••••• 221 
27. The Empirical Relationships of Reliability 
Measures of Intact Community Groups and Their 
Respective Classroom Groups as Illustrated by 
the Test Parameters of Two Selected Samples 
from the Standardization Population of the 
Crary American History Test ••••••••••••••••••• 224 
X 
==--=::-=====,=======~ --=-=-=-====--============--=li=-o-===-=-=- ---=-
~-===- =='-- - -- ·===-==-
LIST OF FIGURES 
Figure 
1. Percentage Frequency Distributions of Obtained 
Reliability Coefficients for Intact Classroom 
Page 
Groups............. . . . . . . . . . . . . . . . . . . . . . . . . . . . 91 
2. Percentage Frequency Distributions of 11 z-
Transformed Reliability Coefficients" for 
Intact Classroom Groups ••••••••••••••••••••••• 107 
J. Bivariate Distributions of Intact Classroom 
"z-Transformed Reliability Coefficients" vs. 
Class Sizes........................ . . . . . . . . . . . 138 
4. Percentage Frequency Distributions of Obtained 
Standard Errors of Measurement for Intact 
Classroom Groups ••• _. • • • • • • • • • • • • • • • • • • • • • • • • • • 143 
5. Bivariate Distributions of Intact Classroom 
"z-Transformed Reliability Coefficients" vs. 
Standard Errors of Measurement,. • • • • • • • • • • • • • • • 164. 
6. Percentage Frequency Distributions of Obtained 
Standard Deviations for Intact Classroom 
Groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . 167 
7. Bivariate Distributions of Intact Classroom 
trz-Transformed Reliability Coefficients" vs. 
Standard Deviations ••••••••••••••••••••••••••• 182 
8. Bivariate Distributions of Intact Classroom 
Standard Errors of Measurement vs. Standard 
Deviations........... . . . . . . . . . . . . . . . . . . . . . . . . . 185 
9. Percentage Frequency Distributions of Obtained 
Means for Intact Classroom Groups ••••••••••••• 188 
10. Bivariate Distributions of Intact Classroom 
Standard Errors of Measurement vs. Means •••••• 203 
-xi-
CHAPTER I 
THE PROBLEM 
Introduction.-- In planning a testing program, the 
test administrator must devote considerable thought to the 
quality of each test he is about to select. With the 
exception of validity, the most important aspect of the 
test to be appraised is the reliability of the instrument, 
that is, the ability of the test to provide a consistent 
measure of the trait to be investigated. In addition to 
the need for accurate reliability description in test 
selection, there is the need for this information in the 
interpretation of test results. Reliability data is an 
essential requirement if tests are to be selected intelli-
gently and if test scores are to be interpreted with any 
degree of confidence. 
Variations in reliability techniques.-- If one scans 
but a small sample of test manuals, one can not avoid the 
impression that there is no standard procedure for report-
ing test reliability. This situation reflects the problem-
atic nature of test reliability, the history of which has 
been characterized by unflagging discussion in the liter-
ature and by sincere effort to render reliability measure-
=--======= -==-~ 
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ment more meaningful to the test user. Reliability 
measures may differ from test manual to test manual in 
the statistical method of their determination, the design 
of experiment in which the statistical measures were ob-
tained, and the nature of the groups on which the measures 
were based. 
Prominent workers in psychological and educational 
measurement have indicated the need for a uniformity of 
procedure in determining test reliability. Kelley,!/ 
among others, has claimed that: 
" •••• all too frequently the desire to secure 
a measure of reliability which would be comparable 
to measures obtained by other workers with similar 
tests has been absent." y 
Writing 15 years later, Goodenough evidenced a note of 
discouragement when she recommended: 
"What we should do, I think, is to relegate 
the use of the term 'reliability' to the limbo 
of outworn concepts and express our results in 
terms of the actual procedure used." 
There is a growing tendency today, however, to recog-
nize that the experimental methods of determining relia-
bility, the test-retest method, the parallel-forms method, 
and the single administration of one form of a test, 
1 Truman L. Kelley, "The Reliability of Test Scores," 
ournal of Educational Research (May, 1921), 3:370. 
!:/Florence L. Goodenough, "Critical Note on the Use of 
the Term Reliability in Mental Measurement," Journal of 
Educational Psychology (March, 1936), 27:173. · 
provide measurement of different aspects of reliability, 
and that, depending upon the purposes of measurement in a 
particular situation, these experimental methods have 
!I definite values as measures independent of one another. 
The American Psychological Association through its Com-
mittee on Test Standards has recommended recently that 
where appropriate all three types of data be incorporated y 
in a reliability description report. 
The reliability sample and variability of reliability 
measures.-- The nature of the samples on which descriptive 
reliability measures should be based has not been de-
termined specifically on empirical grounds. On an a priori 
basis it is evident that the groups should be the same in 
nature as those to which the tests normally will be 
administered and for which interpretation will be made. 
In spite of logical involvement, however, it is known that 
reliability statistics vary from one sample of a popu-
lation to another. 
The most widely used experimental method of de-
termining test reliability has been the administration of 
a single form of a test. In the usual application of this 
1}Lee J~ Cronbach, "Test 'Reliability': Its Meaning and 
Determination," Psychometrika (March, -1947), 12:1. 
2/American Psychological Association Committee on Test 
Standards, "Technical Recommendations for Psychological 
Test and Diagnostic Technigues: Preliminary Proposal," 
The American Psychologist (August, 1952), 7:461-475. 
3 
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technique, scores based on two subtests are obtained by 
the split-half method and are correlated; the correlation 
coefficient is then corrected for unit test length by the 
Spearman-Brown formula. The magnitude of this reliability 
coefficient is variant with respect to the population 
sample. 
Although most test manuals report but one split-half 
reliability coefficient for a test, some test publishers 
have endeavored to furnish a more meaningful estimate of 
the reliability of . a test by providing two or more relia-
bility coefficients based upon different groups. In some 
instances these coeffici.ents have been presented in a 
summary table or the range of the coefficients has been 
reported; in other instances a mean reliability coefficient 
has been calculated by the use of Fisher's "z-transfor-
mation" technique. One can hardly escape, however, the 
difficulty imposed by the variability of the reliability 
coefficients from one sample to another. 
The statement of the problem.-- The problem neces-
sarily arises concerning the nature of the descriptive 
statistics which furnish the most meaningful, dependable, 
and generalized description of a test's reliability. If 
reliability statistics fluctuate from sample to sample, 
the problem concerns the extent of this empirical varia-
bility, and the kinds of statistics and the number and the 
4 
5 
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types of samples which should be used as a basis for 
reporting test reliability. From the viewpoint of the 
classroom teacher and the community director of research 
throughout the nation, who are perhaps the major consumers 
of standardized tests, the particular problem may be re-
solved: What is the kind of statistic and what is the 
number and the variety of the subsamples on which relia-
bility data should be given in the test manual in order 
that this information may be meaningful ? 
The purpose of this study is to investigate an aspect 
of this general problem of test reliability description--
to investigate the reliability characteristics of a large 
number of intact classroom and community groups in the 
standardization populations of a variety of tests in order 
to determine the empirical variability of reliability 
coefficients and standard errors of measurement. The 
obtaining of this information should provide a generalized 
description of test reliability in an empirical situation 
and should make possible in such a situation a better 
insight into any possible appropriateness of measures or 
of subgroups to more accurately describe the reliability 
of a test. More specifically, this study is concerned 
with the usefulness of the split-half reliability coef-
ficient and the standard error of measurement in intact 
classroom and community groups. 
--=--=c=-=-~=====#==-=-=-= -==-~ 
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In this study the national standardization popu-
lations of 12 varied tests of the Evaluation and Adjust-
ment Series, published by World Book Company, were used. 
A description of these tests and their standardization 
populations is given in Chapter III. 
6 
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CHAPTER II 
THE BACKGROUND OF TEST RELIABILITY 
1. The Concept of Test Reliability 
The concern of this chapter.-- This chapter seeks 
to provide a background of interest to a discussion of 
test reliability and is concerned principally with the 
concept of test reliability, its experimental and statisti-
cal procedures, its history, and its present practices. 
Reliability and error of measurement.-- Helen Walker 
17 
once wrote: "If unchanging subjects are measured twice 
with a perfectly reliable instrument by a perfectly re-
liable agent, the correlation between the two sets of 
scores is 1.00." The fact that the underlying assumptions 
of this theoretical situation are never actually true, 
introduces error and unreliability in test scores. y 
Thorndike has considered that there are two 
fundamental types of error, constant (and systematic) 
error, and chance error. Constant errors are due to 
influences such as errors in directions in test adminis-
1/Helen M. Walker, Elementary Statistical Methods, Henry 
Holt, New York, 1943, p. 265. 
2/Robert L. Thorndike, "Reliability," in E. F. Lindquist 
fEditor), Educational Measurement, American Council on 
Education, Washington, D. C., 1951, p. 566. 
.7 
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tration which affect each individual equally and which 
are predictable for each person tested. Random or chance 
errors, such as unexplainable fluctuations in memory, are 
essentially unpredictable for a person, since they are 
unrelated to any information we may have about that perso~ 
This random error accounts for test unreliability. 
The measurement of reliability.-- The reliability of 
a test is usually expressed in terms of the reliability 
coefficient or the standard (or probable) error of 
measurement, or both. The reliability coefficient is a 
!I 
relative measure and, in the words of Thorndike, gives 
directly " •••• the proportion of the variance of any test 
score distribution that may be attributed to systematic 
differences between individuals and not to chance errors." 
For example, a coefficient of .90 would mean that 81 per 
cent of the variance in the distribution was due to actual 
differences among the individuals. 
A particular advantage of the reliability coefficient 
is the fact that it is a pure number and makes possible 
comparisons among different tests. A limitation of this 
possibility, however, calls to the fore its chief disad-
vantage, namely, its dependence upon the range of ability 
in the group from which the coefficient was determined. 
The standard (or probable) error of measurement is 
!/Ibid., p. 561. 
8 
an absolute measure and indicates the magnitude of the 
error in terms of score units. A standard error of 
measurement of three s~ore points may be interpreted as 
the standard deviation of the differences between the 
observed scores and the true scores for a test distri-
bution. With respect to an individual, the standard 
error of measurement provides an estimate of the expected 
deviation of his obtained score from his unknown true 
score that would not be exceeded in two cases out of three, 
if the test were repeated an infinite number of times. 
The chief advantage of the standard error of measure-
ment is its usually relative independence of the exact 
spread of scores within a group, which on a theoretical 
basis makes it useful in applying reliability data to 
different groups. Because no two tests have raw scores 
which are expressed in exactly comparable units of 
measurement, a limitation of this measure is a direct 
comparison from one test to another. A second limitation 
is the possibility that the standard error of measurement 
might differ from one level to another in a range of test 
scores. 
The importance of test reliability.-- Without relia-
bility data the test administrator would neither be able 
to select his tests intelligently nor to interpret the 
scores obtained with any degree of confidence. As 
9 
!I Jackson and Ferguson have expressed it, the test user 
would be completely " •••• at the mercy of the measuring 
instrument." 
In selecting a test, the user will seek an instrument 
with a reliability appropriate for his particular purpose. 
If a test is to be used to compare past and present 
achievement of an individual, it is imperative that the 
instrument be of the highest precision. If, on the other 
hand, two class groups are to be compared, a reliability 
somewhat less stringent would be permissible. Standards 
of test reliability for different situations were proposed y 
by Kelley in 1927 and have been generally consulted 
and accepted. 
Fairly recently, however, workers in educational 
measurement have indicated that test items not possessing 
usually acceptable reliability should be retained in a 
test if they offer contribution to test validity. On 
this subject, as it pertains to group selection, Thorn-
dike 2/ has written: 
l/Robert w. B • . Jackson and George A. Ferguson, Studies 
on the Reliability of Tests, Bulletin, 1941, Number 12, 
Department of Educational Research, University of Toronto, 
Toronto, p. lS, 
g/Truman L. Kelley, Interpretation of Educational Measure-
ments, World. Book Company, New York, 1927, p. 28. · · · 
l/Robert L. Thorndike, Personnel Selection, John Wiley 
and Sons, London, 1949, p. 109. 
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"When a new test is being developed, we must 
be sure that it meets at least minimum standards 
of reliability. Reliability of the preliminary 
form should be studied with this in mind. Other 
things being equal, the more reliable a test is, 
the higher validity coefficients it may be expected 
to yield. However, emphasis must be placed on the 
phrase other things being egual. We should rarely 
sacrifice any feature that promises to contribute 
to the validity of a test in order to make the test 
more reliable. Efforts to increase reliability by 
careful selection and editing of test items are well 
worth while, but novel and experimental test forms 
should not be discarded merely because reliability 
is low by conventional standards." 
The same rule of procedure may be applied to the contri-
buti-on of a test to the total validity of a battery of 
tests since a test is of value in a battery of tests 
p:rincipally because it measures functions not within the 
scope of the other tests included in the test battery. 
Since measuring instruments are not perfect but 
involve error, an estimate of the magnitude of this error 
is needed to interpret scores meaningfully. Test scores 
otherwise would have ficticious meaning and no usable 
information would be furnished in their derivation. 
Factors influencing the reliability of a test.--
The earliest logical analysis of factors influencing test 
11 
reliability was made by Symonds in 1928. He grouped 
influencing factors into two classifications: (1) factors 
in the construction of the tests themselves; and (2) 
1 Percival. M. -Symonds, "Factors Influencin~ Test Relia-
ility,n Journal of Educational Psychology (January, 
1928}, 19:73· . - . . . . . -
factors in the variability of the individuals taking the 
tests. The first group was subdivided into: (a) general 
factors such as the influence of directions, objectivity 
of scoring, and character of printing; and (b) character-
istics of specific items such as the affective tinge of 
items, and catch questions. The second group was divided 
into: (a) the general conditions of the individuals such 
as excitement and nervousness; and (b) specific methods 
of attack on the test such as speed and accuracy. More 
than 25 specific influences falling within these cate-
gories were listed by Symonds including number of items, 
time, range of difficulty, evenness of scaling, inter-
dependency of items, objectivity of scoring, accuracy of 
scoring, chance, position of item, homogeneity of material, 
relationship to experience, time of school year, extrane-
ous material, catch questions, subtle factors, emotional 
tinges, length of items, choice of words, sentence 
structure, faulty directions, speed, accuracy, effort, 
obtrusion of competing ideas, distractions, accidents 
during examination, illness, cheating, and position of 
the function measured on the curve of learning. 
Symonds investigated empirically the effect of the 
range of difficu~ty of items on reliability by adminis-
tering three sets of spelling lists with different ranges 
of difficulty to fifth-grade children. Although almost 
identical reliability coefficients were obtained for all 
three groups, there was a significant decrease in the 
standard error of measurement from the test of widest 
difficulty range to that of lowest difficulty range. 
Although Symond's logical analysis has been signifi-
cantly important in educational measurement, empirical 
studies of the effects of various influencing factors on 
reliability have not been numerous. y 
Earlier, in 1921, Kelley had discussed the effect 
on test reliability of the distribution of the trait 
measured within a particular group. Kelley wrote: 
"To secure a reliability coefficient of 0.40 
from a group composed of children in a single grade 
is probably indicative of greater, not less, relia-
bility than to secure a reliability coefficient of 
0.90 from a group composed of children from the 
second to twelfth grades. It is reasonable to 
assume that in terms of true ability the spread of 
talent is four times as great in the eleven grades 
as in a single grade, the correlation in the second 
case would need to be 0.914 in order to indicate 
as close a relationship as that shown by a relia-
bility coefficient of 0.40 in the single grade." 
Kelley presented a formula for estimating the reliability 
coefficient of a test in one range of talent, knowing it 
in another: 
1/Truman L. Kelley, "The Reliability of Test Scores," 
Journal of Educational Research ( ¥.~y, 1921), 3:370. -
:13 
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where 
I- R. 
1- ..11-
is the standard deviation in the wide 
range; 
is the standard deviation in the narrow 
range; 
R is the reliability coefficient in the 
wide range; and 
~ is the reliability coefficient in the 
narrow range. 
An empirical study verifyi1J the validity of this formula 
was made in 1935 by Hovis. y 
Anastasi investigated the effect of practice and 
found that test reliability tended to increase with 
practice on a test. She administered four tests: an 
H-Cancellation Test, a Hidden-Words Test, a Symbol-Digit 
Substitution Test, and a Nonsense-Syllable Vocabulary 
Test to college groups of over 100 cases. Up to 20 
administrations of alternate forms of the tests were made. 
Ranges of odd-even reliability coefficients for the tests 
were .77 to .91, .54 to .91, .79 to .91, and .59 to .80. 
!/R. S. Hovis, An Evaluation and Comparison of Two Formu-
lae for Correcting Coefficients of Correlation for Heter-
ogeneity, Unpublished Master's Thesis, Pennsylvania State 
College, 1935. 
y A. Anastasi, "Influence of Practice on Test Reliability, 
Journal of Educational Psychology (May, 1934), 25:321-335. -
:l4 
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11 Woodrow studied daily variations in performances 
and found that they were far in excess of what would be 
expected from the operation of chance factors alone. 
Woodrow summarized his findings with the statement that: 
"The responses on different days clearly are not all of 
the same category; they belong to different statistical 
populations." 
An analysis of factors influencing test reliability, 
somewhat similar in scope to that made by Symonds, has y 
been made by Thorndike. To the original two general 
classifications established by Symonds, Thorndike added 
a third, namely, the " •••• series of experimental and 
statistical operations which are used to define relia-
bility." The addition of this factor conforms with the 
current tendency to consider that reliability is defined 
by and variant with the experimental situation in which 
it is determined. In a further refinement of Symond's 
work, Thorndike made a detailed classification of the 
sources of variance in an individual's test score, and 
assigned appropriate variances to each experimental 
operation used in .measuring reliability. 
1/H~ Wo.o~row, "Quotidian Variability," Psychological 
Trev1ew (JY1a.rch, .. 1932), 39:245. .. · · 
2/Robert L. Thorndike, "Reliability,'' in E. F. Lindquist 
TEditor), Educational Measurement, American Council on 
Education, Washington, D. C., 1951, p. 568. 
:15 
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2. The Experimental Methods of Determining 
Test Reliability 
In determining the reliability of a test in an actual 
situation, three traditional experimental methods have 
been used: the test-retest method, the parallel-forms 
method, and the method which involves the single adminis-
tration of one form of a test. Each of these methods is 
discussed briefly in the ensuing paragraphs. 
The test-retest method.-- In the test-retest method 
of determining test reliability, the same test is repeated 
with a group of testees. The time interval between suc-
cessive administrations of the test is determined by the 
experimenter. 
The test-retest method is like that of the physical 
scientist, who generally expresses the accuracy of his 
measurements in terms of the differences obtained when an 
object is submitted to repeated measurements. For ex-
ample, the accuracy of a micrometer may be described in 
terms of the average deviation of several measurements 
from the mean of these measurements. The physical scien-
tist proceeds on the basis of two assumptions, namely, 
that the object being measured does not change during 
the process of measurement, and that the measurements 
which are taken are independent of one another. In the 
case of a psychological scientist, however, as pointed 
1_6 
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out by Cronbach, neither of these assumptions may be 
considered to be true. During the time between the two 
administrations of the same test, the subjects will have 
changed somewhat in ability, and the factor of memory 
will have introduced a relationship between the sets of 
measurements obtained. 
In appraising the test-retest method of defining y 
test reliability, Kuder and Richardson have described 
appropriately the particular difficulty involved: 
"This memory factor cannot be eliminated by 
increasing the length of time between the two 
applications, because of variable growths in the 
function tested within the population of indi-
viduals." 
21 A third difficulty, indicated by Thorndike, is the 
effect upon the accuracy of measurement of the attitudes 
of the persons tested, especially if the test is quite 
long. A decrease in motivation on the second testing of 
the subjects will yield a coefficient which undoubtedly 
will be unrepresentative. 
Empirical studies in which the test-retest relia-
bility coefficient has been compared with other types of 
!/Lee J. Cronbach, "Test Reliability: It's Meaning and 
Determination," Psychometrika (March, 1947), 12:1. 
. - . yG. F. Kuder and M. W. Richardson, 1fThe Theory of the 
Estimation of Test Reliability," Psychometrika (Sep-
tember, 1937), 2:151. " . 
2/Robert L •. Thorndike, "Reliability, u op. cit., p. 604. 
:18 
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coefficients have shown that this coefficient gives re-
sults which are generally higher. 
The parallel-forms method.-- In the parallel-forms 
method of estimating test reliability, two equivalent 
forms of a test are· administered with a time interval 
between testings. The length of the interval is de-
termined by the designer of the particular experiment. 
Major criticisms of this method manifested in the 
literature are the difficulty of making two forms which 
are truly equivalent, and the expenditure of the time 
required for the administration of the second form. If 
the two forms are e_qui valent, the disadvantage of the 
memory factor present in the test-retest method would be 
removed. If the tests are not equivalent, there is the 
danger that a variation in content or an overlapping in 
content would render an inaccurate reliability measure. 
In empirical studies comparing the parallel-forms 
method with other methods, it is generally found that 
the parallel-forms coefficient is the lowest. Many test 
workers recommend the parallel-forms method as being the 
best method of reliability estimation. 
11 Gulliksen has recommended a technique in which 
three parallel tests would be administered; the statis-
1/Harold Gulliksen, Theory of Mental Tests, John Wiley 
and Sons, New York, 1950, p. 201. 
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tical treatment of these scores would permit an analysis 
of the effect of practice, fatigue, and other influencing y y 2.1 
factors. Cureton, Dunlap, and Stephenson have 
suggested also the use of more than two subtests in de-
termining reliability. 
The single administration of one form of a test.--
In this experimental plan of estimating test reliability, 
there is but one test administration and only one form of 
a test is administered. This single form is split either 
by a chance or logical judgment method as in the split-
half Spearman-Brown technique, or the test scores are used 
without splitting as in the rational-equivalence method 
' 
of Kuder and Richardson. 
The purely arbitrary split of a test into two sub-
tests has been the occasion of much criticism in the 
literature. Brownell, Kuder and Richardson, and Thorndike 
are among the many who have emphasized that the reliabili-
ty coefficients obtained in this manner are a function 
of the {2n)! / 2(n!)(n!) ways in which a test may possi-
bly be split. A study which gave empirical verification 
1/E. E. Cureton, "Errors o:f Measurement and Correlation," 
Archives o:f Psychology (:CVIay, 1931), Number 125, 19:63. . 
'ijJ. W. Dunlap, "Comparable Tests and Reliability," 
Journal of Educational Psychology (September, 1933~, 24:442. 
2./William Stephenson, "Factorizing the Reliability Coef-
ficient," British Journal of Psychology (October, 1934), 
2 5: 211 L - _ _ - __ . 
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of this phenomenon was made by Brownell. · An improve-
ment of this · arbitrary method is the matching of subtest 
items on the basis of content and difficulty value. This 
produces parallel subtests most likely to satisfy the 
assumptions of the Spearman-Brown formula. Here again y 
Kuder and Richardson offer the criticism that unique-
ness of result is still not obtainable because of the 
many ways of shifti17 items from one form of the test to 
the other. Kelley, however, is of the opinion that in 
splitting a test we should seek not a "mathematical out-
come," but a "judgment outcome," for the same logical 
reasons that warrant a "judgment product in putting to-
gether the items of the test" in the first place. 
Current practice seems to support Kelley's recommendation. 
The splitting of tests is avoided in Kuder and Richard-
son's method of rational equivalence and also in the 
!:tl 
analysis of variance method proposed by Hoyt. 
Empirical studies related to experimental method.--
Recommendations, criticisms, and empirical comparisons of 
!Jw. A. Brownell, "On the Accuracy with which Reliability 
May Be Ivieasured by . Correlating Test Halves," Journal of 
Experimental Education (March, 1933), 1:204. 
?}G. F. Kuder and M. W. Richardson, op. cit., p. 151 • 
.2/Truman L. Kelley, "The Reliability Coefficient," Psycho-
metrika (June, 1942), 7:75. - . 
-
!:t}Cyril Hoyt, "Test Reliability Obtained by Analysis of 
Variance," Psychometrika (June, 1941), 6:153. 
20 
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these various experimental methods of obtaining relia-
bility estimates have received considerable treatment in 
the literature of test reliability. To no small degree 
have many of these discussions engendered confusion in 
the interpretation of reliability experiments. Kuder and 
1/ 
Richardson have reminded that to say that one particu-
lar experimental method gives results that are "too high" 
or "too low" is an "uncertain generalization" unless one 
has some "definitely defensible standard." Current 
practice in measurement textbooks appears to be a more 
objective description of all three methods .of experiment 
with the choice left to the designer of the experiment. y 
In 1924 Kelley suggested that the correlation between 
identical retests constituted an "upper limit" of relia-
bility while that between comparable forms constituted 
11 
a "lower limit." In 1947 Cronbach critically reviewed 
the various types of reliability coefficients in use and 
concluded that " •••• no one 'best' estimate of reliability 
exists •••• n and that " •••• different assumptions lead to 
different types of coefficients, which are not estimates 
of eachother." 
i/G. F. Kuder and M. W. Richardson, op. cit., p. 151. 
g/Truman L. Kelley, "Note on the Reliability of a Test," 
Journal of Educational Psychology (April, 1924), 15:193. 
1/Lee J. Cronbach, op. cit., p. 1. 
21_ 
==-=-===== ===----=- ----
!I 
In 1931 Foran made a comparison of test reliabili-
ty coefficients obtained by the test-retest method and the 
parallel-forms method. Pupils of four schools were given 
lists of the Morrison-McCall Spelling Scale. Variability 
from school to school was held constant by Kelley's formu-
la for correction for range. Results indicated that re-
liability coefficients were higher for the test-retest 
method. y 
In 1935 Jordan made an empirical study of differ-
ences between reliability coefficients determined by 
correlating odd-even items and using the Spearman-Brown 
formula, and coefficients obtained by using equivalent 
forms with no time interval between testing sessions. 
Jordan administered equivalent forms A and B of the 
Scholastic Aptitude Test at one sitting to 210 college 
freshmen and 200 high-school seniors. Four comparisons 
were made for each group, with coefficients based on the 
odd-even split of each form, and also on the combined 
odd-even items of both forms. Ten reliability coeffi-
cients were calculated for each group, based on the order 
in which the forms were given and the odd-even method of 
!fT. G. Foran, "A Note on Methods of Measuring Reliabili-
ty," Journal of -Educational Psychology (May, 1931), 22: 
3S3. 
yR. c. Jordan, "An Empirical Study of the Reliability 
Coefficient," Journal of Educational Psychology (Sep-
tember, 1935), 26:416. 
splitting the tests. In each of the fourteen cases the 
c.oefficie'nt derived from the split-half technique was 
higher than the coefficient derived from the equivalent-
forms technique, and significantly so in eight of the 
fourteen cases. In none of the comparisons of equivalent 
forms with equivalent forms and of odd-evens with odd-
evens did significant differences occur. 
11 
In 1938 Remmers and Whisler made an empirical 
study of the variation of reliability coefficients as a 
function of the method of computation. Using parallel 
forms of seven objective examinations prepared at Purdue 
University and administered to groups of students, they 
calculated split-half reliability coefficients for each 
form and coefficients based upon the parallel forms of 
each set. Their results indicated that the odd-even 
split-half procedure gives values which are consistently 
and significantly higher than those obtained by the 
equivalent-forms procedure. Results of their experiment 
were: 
1/H. H. Remmers and L. ·vvhisler, "Test Reliability as a 
Function of Method of Computation," Journal of Education-
al Psychology (February, 1938), 29:81. 
----
--- --- --~~-
Split-Half Parallel-Forms 
Test Coefficient Coefficient 
l .677 • 595 
2 .?13 .519 
3 .639 .437 
4 • 559 .361 
5 .?65 .?42 
6 .?84 .?52 
7 .761 .680 
3. The Statistical Methods of Determining 
Test Reliability 
The work of Spearman.-- The concept of test relia-
1/ bility was introduced in 1904 by Charles Spearman in 
a study of the elimination of observational errors by 
means of his formula for the correction for attenuation. 
In this study Spearman described the reliability coef-
ficient as the "average correlation" between two or more 
"independent observations" of two series of values. 
In 1910, in a paper which supplemented his earlier 
writings on observational error, he restated his concept 
of the reliability coefficient and presented his formula 
for its estimation. In the British Journal of Psychology, y 
Spearman wrote: 
1/Charles Spearman, "The Proof and Measurement of Associ-
ation Between Two Things," American Journal of Psychology 
(January, 1904), 15:90. -
2/Charles Spearman, "Correlation Calculated with Faulty 
trata," British Journal of Psychology (October, 1910), 
3:281. -
24 
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"A very convenient conception is that of the 
'reliability coefficient' of any system of measure-
ments for any character. · By this is meant the 
coefficient between one half and the other half of 
several measurements of the same thing •••• " 
"It is often very useful to be able to esti-
mate how much this reliability coefficient will 
probably be increased by any given additional 
number of measurements, or how much it will proba-
bly be reduced by any given diminution in the 
number of measurements. It can be shown that the 
following relation holds good · 
where ..Jt,"'-CB:TJ 1'-cg.J is the known reliability 
coefficient of x when the latter has been measured 
2q X i times, i being any number, and .A.. ~r.~J J ~c:pJ 
is the required most probable reliability coef-
ficient if x be measured 2p Xi times." 
In an independent study published in the same volume 
11 
of the British Journal of Psychology, William Brown 
presented the identical formula in different symbolism: 
.A.., 
.., ..A...-, 
I + (k-1)-'L- 1 
and included the formula for the special case in which 
the multiple of i ncrease was equal to two: 
1/William Brown, "Some Experimental Results in the Corre-
I'ation of Mental Abilities," British Journal of Psycholo-
~ (October, 1910}, 3:296. 
25 
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I + ...~~..-, 
The formula subsequently became known as the Spearman-
Brown Prophecy Formula. 
Empirical studies of the Spearman-Brown formula.--
It was only natural that the introduction of such a formu-
la would be of much interest to those working with tests 
and measurements. Accordingly, studies were soon initi-
ated to determine the validity of the formula for various 
classes of material in various experimental situations. 
Such studies may be classified into two types, those 
which dealt with the prediction of reliability of a test 
lengthened any number of times, and those which were con-
c.erned with the estimated reliability of a test which had 
been split into two half tests. 
The first study of the usefulness of the formula 
1.1 
seems to have been made by Holzinger, in 1923, in an 
empirical study of the application of the formula to the 
prediction of reliability of intelligence test material 
lengthened up to ten times. His design of experiment, 
which was used in many other similar studies which 
.!/K. J. Holzinger, "Note on the Use of Spearman's Prophecy 
Formula for Reliability," Journal of Educational Psycholo-
f!:J.. (1fJ.ay, 1923), 4:302. ..  . . . . . 
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followed, consisted of estimating on logical and empiri-
cal grounds, the "best value" to be substituted for the 
unit reliability coefficient in the Spearman-Brown formu-
la. Theoretical coefficients for multiple lengths then 
obtained were compared with reliability coefficients 
actually obtained by cumulating the unit tests. For this 
purpose Holzinger used the Terman Group Test of Mental 
Ability, Forms A and B, administered to 135 subjects on 
successive days. Each of the ten subtests of Form A was 
correlated with the corresponding subtests of Form B, in 
order to obtain reliability coefficients for the several 
parts. The mean of these ten coefficients was then 
substituted in the Spearman-Brown formula to predict the 
reliability of tests 2, 3, 4, •••• 10 times as long as one 
of the parts. · Holzinger found that the formula tended 
to .Predict the obtained reliability with fair accuracy 
for a cumulation of five tests or less, but for greater 
numbers the formula overestimated the empirical results 
obtained. 
Later, in a similar experiment, Holzinger and 
11 Clayton applied the formula to heterogeneous material, 
using the Otis Self-Administering Test of Mental Ability, 
and homogeneous material, using the Buckingham Revision 
1/K. J. Holzinger and Blythe Clayton, "Further Experi-
ments in the Application of Spearman's -Prophecy Formula," 
Journal of Educational Psychology (May, 1925), 16:289. --
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of the Ayres Spelling Scale. In the first part of the 
experiment, Forms A and B of the Otis test were adminis-
tered on successive days to 75 college students. Ten 
equal-time groups were made of each form of the test, 
and as before, actual reliability coefficients for in-
creasing the number of cumulated parts were obtained. 
When compared with these actual values, the theoretical 
values were found to be consistently too high. 
From the second type of material used, much better 
results were obtained. In this part of the experiment, 
two tests . of 105 words each, involving seven equally 
difficult cycles of 15 words to the cycle were given to 
125 high-school students on successive days. The same 
method of treating the data was used. Here it was found 
that the cumulative coefficients showed a close conformi-
ty with those theoretically derived. In no case was the 
deviation from the actual coefficients as much as one 
standard deviation. Holzinger and Clayton concluded 
from this study that when the material is sufficiently 
homogeneous and of equal difficulty, as assumed in the 
use of the formula, one can predict fairly well the 
reliability to be expected upon lengthening a test. 11 . 
In another study, Kelley, using Gordon's data on 
.!/Truman L. Kelley, ''The Application of the Spearman-
Brown Formula for the . Measurement of Reliability," Journal 
of Educational Psychology (May, 1925), 16:300. - . 
2 8 
lifted weights, found a close agreement between the pre-
dicted and observed results of arrangements of weights 
by 5, 10, 20, and 50 judges. The increase in the number 
of judges resulted in an increase in reliability agreeing 
fairly closely with that predicted by the Spearman-Brown 
formula. 
!I Ruch, Ackermarr, and Jackson applied the formula 
to spelling words in a study patterned after that of 
Holzinger and Clayton. Twenty cycles of 25 words having 
equal difficulty values were taken from Ashbaugh's Iowa 
Spelling Scales and administered to 500 grammar-school 
pupils. A high degree of correspondence was found between 
the actual and the P.redicted reliabilities. 
. y 
In 1925 Wood experimented with a number of types 
of subject matter. His study included data based on the 
responses of 100 college students to a 100-item Recog-
nition Test in French Vocabulary, a 200-item True-False 
Test in the Comprehension of French Sentences, a 140-item 
True-False Test on Equity (Law), a 180-item True-False 
Test on Legal Pleading and Practice, and others. Wood 
found good agreement between predicted and actual relia-
1/G. M. Ruch, Lutton Ackerson, and Jesse P. Jackson, "An 
~mpirical Study of the Spearman-Brown Formula as Applied 
to Educational Test Material," Journal of Educational 
Psychology (l.VIay, 1926), 17:309. . · · · · · . · 
2/B. D. \vood, "Studies of Achievement Tests, Part III," 
~urnal 9f Educational Psychology (April, 1926), 17:26). 
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bility where the conditions of equality of standard devi-
ations and means was fulfilled. 
In 1927 Remmers, Shock, and Kelly investigated the 
validity of the Spearman-Brown formula with respect to the 
Purdue Rating Scale in order to determine the most ef-
ficient number of judgments necessary to obtain satis-
factory reliability. Groups of judgments varying from 
1 to 13, obtained by having each man in a fraternity group 
of 26 judge every other man, were correlated. Predicted 
reliability coefficients were determined by substituting 
an average coefficient in the Spearman-Brown formula. It 
was found that the formula predicted within one standard 
deviation the empirical reliability obtained up to and 
including 13 judges. y 
In the same year Lanier sought once and for all 
to determine the actual usefulness of the Spearman-Brown 
formula by designing an experiment using 12 tests of 
three types of materials, a general intelligence test, 
tests of musical abilities, and tests of elementary 
mechanical abilities. 
J)H. H. Remmers, N. W. Shock, and E. L. Kelly, "An Empiri-
cal Study of the Validity of the Spearman-Brown ~ Formula 
as Applied to the Purdue Rating Scale," Journal of Edu-
cational Psychology (March, 1927), 18:187. . . · . . .. 
,gjLyle H. Lanier, ttPrediction of the Reliability of Mental 
Tests and Tests of ,Special Abilities," Journal of Experi-
mental · Psychology (April, 1927), 10:69. . . . . . . . . . . 
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Lanier warned: 
" •••• the formula involves quite definite mathe-
matical assumptions and should be subjected to ex-
perimental study before it is released upon an unsus-
pecting and statistically untrained group of practi-
cal educators and psyc.hologists. If the predictions 
made when using the formula have a fair degree of 
accuracy, then it is a valuable instrument in psy-
chological and educational research; but if its 
predicted reliabilities have no validity, the wide 
use which it seems about to enjoy will lead to fal-
lacious and misleading conclusions." !/ 
He wrote further: 
"With such a diversity of material and with so 
many tests, it is hoped that considerable headway 
may be made towards determining just what can be 
expected of the prophecy formula in the estimation 
of the reliability of tests."~ 
The intelligence test used was the Otis Self-Adminis-
tering Test of Mental Ability, Forms A and B; the musical 
abilities tests were the six tests of the Seashore Musi-
cal Abilities Tests; the mechanical abilities tests were 
the five tests of the Mechanical Abilities Tests. 
Lanier found that predictions based on increasing 
the length of ·the intelligence test were accurate within 
two probable errors of the actual reliability of the test; 
for the musical tests the accuracy was within one proba-
ble error; and for the mechanical ability tests, the 
tendency was to overpredict. 
Lanier concluded from his experiment that: {1) re-
!/Ibid., p. 69• 
~Ibid., p. 69. 
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liability was not a function solely of the length of a 
test and that the Spearman "law" did not have the un-
~ ' · 
limited application implied by the formula; (2) when an 
increase in reliability accompanied an increase in the 
length of the test, the actual reliability was generally 
far below the predicted coefficient; (3) the attitude of 
the subject was an important factor in determining a 
test's reliability; and (4) the reliability coefficient 
did not appear to have any very close relationship to the 
number of subjects used. 
!.1 
In 1933 Brownell reported an empirical study of 
the effect on the split-half reliability coefficient of 
various ways of assembling the half tests. Brownell 
administered a test consisting of 36 true-false state-
ments, based on the recapitulation theory in Holling-
worth's Mental Growth and Decline, to 58 college students 
of sophomore and junior grade. The tests were scored 
and split-half reliability coefficients obtained on the 
basis of eight different methods of assembling the half 
tests, including odd versus even items, halves equalized 
for difficulty, hard half versus easy half, two different 
applications of random selection, and three cases of 
changing items from one form to another in the odd-even 
!.fw. ·A. Brownell, "On the Accuracy with which Reliability 
I'I"Jay Be Measured by . Correlating Test Halves," Journal of 
Experimental Education (March, 1933), 1:204-215. 
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split. Reliability coefficients obtained ranged from .20 
to .48, not "stepped up" by the Spearman-Brown formula. 
Using three other true-false tests and one multiple-choice 
test based on the same subject matter, but given to 
different samples, ranges of reliability coefficients of 
.33 to .57, .29 to .52, and .33 to .46 were obtained. 
The development of newer techniques.-- Following 
this early period in the development of test re~iability 
concepts and procedures, which has been described as a 
n •••• crude empirical attack on the basic problems and 
concepts ••• ," there developed an " •••• increasing substi-
tution of an analytic rational •••• " approach to the 
y' -
problem. Most noteworthy among the contributions of 
this period were those of Kuder and Richardson, Hoyt, 
Jackson, and Kelley. Stephenson, however, in a but little-
mentioned article in the British Journal of Psychology, 
seems to have been the first to venture into the area of 
newer techniques. 
Stephenson's method of factorizing the reliability y 
coefficient.-- Stephenson proposed in 1934 that relia-
!/Nicholas A. Fattu, "Test Development: Statistical 
Aspects," Review of Educational Research (December, 1942), 
12:544. 
,Y'vlilliam Stephenson, "Factorizing the Reliability Coef-
ficient," British Journal of Psychology (October, 1934), 
25:211-216. 
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bility is not the sine gua non of a test and that it may 
or may not be a desirable feature of a test. Stephenson 
suggested that the "factor saturation" of a test, rather 
than the reliability coefficient, gives the important 
information required in techniques of measurement. Ac-
cording to Stephenson: 
nrf we are hoping to measure g-factor, then we 
are interested in the reliability coefficients of 
the tests only in so far as they accommodate their 
g-saturations. An example will illustrate the 
point. In a certain experiment two tests, amongst 
many others, were used, one being the familiar 
Cancellation test (the subjects have to cancel all 
the X's O's, and I's from a sheet of mixed capital letters~, and the other, a Visual Perception Classi-
fication test. The reliaoility coefficients (for 
two forms of the . same test) and g-saturations are 
given below. 
Cancellation test 
Classification test 
Reliability 
0.94 
0.71 
g-saturation 
0.35 
0.82 
The latter test is by far the more satisfactory 
instrument for measurement of g-factor, in spite 
of its relatively low reliability." !/ 
Stephenson assumed that an individual's score on a 
test "a" is represented by the equation: 
where k) K 1 .) k..:l. are constants for the test "a"; 
3- is the g-factor; 
1/Ibid., p. 211. 
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S, is the factor that gives the test its 
reliability over and above that due to 
g-factor; and 
s~ is the residue after allowing for the 
g- and -S1-factors. 
Stephenson suggested that the reliability coefficient 
be factorized and that in describing tests it be a practice 
to give not only the reliability, but also, where possible, 
the factor saturations of the tests. The simplest pro_. 
cedure for this practice would be to give: (1) the satu-
ration of the test in the factor or ability it is pur-
ported to test; and (2) the saturation of the test in the 
factor peculiar to it, that is, its "form specificity." 
The reliability coefficient would be given by: 
~ l. 
)Ldb 
.A..a.S, ..JL J.} -
where .JL.6 q can be determined in terms of acceptable 
a "reference" g-tests; and 
-· Jtdb represents the correlations between two 
comparable forms of a test. 
Stephenson's method offers the difficulty that the 
g-saturation of a test be obtained in terms of acceptable 
"ref'erence" values. This would require the establishment 
·-· 
of a set of standard "ref'erence" g-tests, in an inf'ormal 
manner at least. Further development of this particular 
method of factorizing the reliability coefficient is not 
35 
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evident in the literature. 
The rational-equivalence formulas of Kuder and 
17 
Richardson.-- In 1937 Kuder and Richardson developed 
several formulas for estimating the . reliability of a test 
by assessing the homogeneity of a set of items, without 
the use of a parallel test. This technique is known as 
the method of "rational equivalence." By not using a 
parallel test, the authors of these formulas sought to 
obtain a unique value of the reliability coefficient, 
which would avoid not only the large fluctuations in the 
value of the reliability coefficient as obtained from 
different ways of constituting the two half tests, but 
would also avoid a fluctuation which would occur in a 
smaller degree if items from one of two logically equiva-
lent tests were to be shifted to the other test. The 
empirical effect of both of these influences had been 
studied earlier by Brownell. 
It is important to n~te, however, that Kuder and 
Richardson define the reliability coefficient of a test 
as the coefficient of correlation between one experimental 
form of the test and an hypothetically equivalent form. 
Equivalence was precisely defined in terms of interchange-
ability of the elements of the test. The various formulas 
1/G.- F. Kuder and IVI. W. Richardson, "The Theory of the 
Estimation of Test Rel,iability," Psychometrika (Sep-
tember, 1937), . 2:151-160. - . · 
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for obtaining the theoretically best estimate of the re-
liability coefficient were derived with reference to 
several degrees of completeness of information about a 
test and to certain special assumptions made. On the 
basis of assumptions and information, the resulting formu-
las represented various degrees of approximation to the 
theoretical coefficient of reliability. 
Using the formula for the correlation between two 
forms of a test and assuming that the members of each 
pair of test items were interchangeable, according to 
their operational definition of equivalence, Kuder and 
Richardson derived their formula "3": 
~ 
where cr..:t 
)\ 
L: r'l() 
VI I 
L ...ll. .. fit 
I ..A.A. 0 
is the obtained test variance; 
is the sum of item variances; and 
is the sum of the products of item 
reliabilities and their variances. 
This is their "first case," requiring the number of 
items in the test, the difficulty values of the items, 
the inter-item correlations, and the standard deviation 
of the total test. 
In their "second case," the data required for use of 
the formula are the number of items in the test, the 
difficulty values of the items, the item-test correlations, 
and the standard deviation of the test. It was assumed 
that the matrix of inter-item correlations had a rank of 
one. When such data are available, and such assumptions 
are made, the Kuder-Richardson formula "3" may be re-
written as formula "B": 
This formula is most useful in those situations in which 
the techniques of item analysis have been applied and an 
item-test coefficient for each item and the percentage of 
correct answers on each item are available. This formula, 
like formula "J," involves considerable computational 
- ' 
labor. The results given by formula "B" are so closely 
approximated by formulas "14" and "20" that the addition-
al labor is . not usually considered to be justified in the 
normal situation. 
In their "third case," the data required are the 
number of items in the test, the difficulty values of the 
items, and the standard deviation of the test. It was 
assumed that the matrix of inter-item correlations had a 
rank of one and that all correlations were equal. The 
formula for the correlation between two forms of a test 
was then further developed and rewritten as: 
38 
which is Kuder-Richardson formula "14." 
By further assuming equal standard deviations of 
items, the well-known formula "20" is obtained, requiring 
the number of items, the standard deviation, and the 
average variance of the items: 
• 
-'11., -1 
Kuder and Richardson developed a simplification of 
formula "20" by further assuming that all the items had 
equal difficulty values. This resulted in formula "21" 
~ 
which required only that the mean, standard deviation, 
and number of items be obtained: 
• 
where f=-
The authors recommended that in most cases their 
formula "21" would be good enough for all practical 
purposes but that if the items varied greatly in diffi-
39 
culty, formula "20" would provide a more accurate esti-
mation of the reliability coefficient. 
In brief summary, the more exact of the formulas 
require more information than is ordinarily provided in 
the analysis of a test-score distribution. None of the 
methods requires a rescoring of the test by halves or 
otherwise. All of them require the computation of the 
test-score variance. In all cases, the standard deviation 
and the mean are always computed as a part of the de-
scription of the tested population. 
The empirical relationship of reliability coefficients 
calculated by formula "21" to reliability coefficients 
obtained by the split-half Spearman-Brown method was 
studied by Kuder and Richardson, using five achievement 
tests administered to college groups. The obtained split-
half reliability coefficients were consistently higher, 
the range of differences between coefficients being .009 
to .024. 
A study of the interrelationships of reliability 
coefficients calculated by formulas "B," "14," "20," and 
~ 
"21," based on three tests, indicated that the coefficients 
obtained were highest for formula "B" and lowest for 
formula "21." Rariges of differences on the three tests 
·- -
were .090, .081, and .015. The formulas used in the 
method of rational equivalence tend to give slight under-
40 
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estimates of the true value of the reliability coef-
ficient. 
Reliability coefficients for the same test computed 
by three variations of the split-half Spearman-Brown 
method compared with results obtained from four Kuder-
Richardson formulas were: 
Odd versus even items .908 
Halves with balanced difficulty .902 
Random halves .894 
Formula "8" .890 
Formula '~14" • 890 
Formula ~20" .890 
Formula ~21" .860 
In a review of the work of Kuder and Richardson, 
Jackson and Ferguson pointed out that: (1) certain of 
the formulas were based on assumptions that were incom-
patible with one another; and (2) certain assumptions, 
although sufficient, were unnecessary. Regarding the 
· y 
first criticism Jackson and Ferguson report: 
"Their formula {14}, for example, is presumably 
derived on the assumption that the rank of the matrix 
of inter-item correlations is 1, and that all the 
intercorrelations are equal. The difficulty values 
of the items are allowed to vary over a wide range. 
Now if the items are homogeneous with respect to 
difficulty and content, then all the intercorre-
lations will be approximately equal, and the inter-
item correlation matrix will have a rank of 1. If, 
however, the items are heterogeneous with respect 
to difficulty the intercorrelations will not be 
equal, since the correlation between two test items 
1/ Robert W. B. Jackson and George A. Ferguson, Studies 
on the Reliability of Tests, Bulletin, 1941, Number 12, 
Department of Educational Research, University of Toronto, 
Toronto, p. 76. 
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is not independent of their difficulties. In general 
the greater the difference in difficulty between two 
test items the smaller the correlation between them. 
Furthermore, if the items are heterogeneous with 
respect to content, the matrix of correlations will 
not be of rank 1, since differences in difficulty 
are represented in the factorial configuration de-
scribing the matrix of inter-item correlations as 
additional factors. Hence we see that the assumption 
of rank 1 and equal intercorrelation is incompatible 
with the provision that the difficulty values of the 
items be allowed to vary over a wide range." 
Jackson and Ferguson derived formula "20" on less 
stringent assumptions than those suggested by Kuder and 
Richardson. Jackson and Ferguson showed that it was not 
necessary that the matrix of inter-item correlations have 
a rank of one and that all the inter-item correlations be 
equal, but that it is necessary only to assume that the 
average covariance between parallel items was equal to the 
average covariance between non-parallel items. They 
suggested further that the Kuder-Richardson formulas 
furnished useful statistics even though the equivalence 
assumption was not satisfied, but in this event the coef-
ficient obtained should be referred to as a "consistency 
coefficient." 
11 
Dressel, in 1940, presented an independent deri-
vation of the Kuder-Richardson formulas and suggested that 
the coefficient obtained in each case could be regarded 
as " •••• a sort of composite measure of item 'validity.'" 
!/Paul 1. Dressel, "Some Remarks on the Kuder-Richardson 
Coefficient," Psychometrika (December, 1940), 5:305-310. 
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Kaitz contributed a general formula similar to 
formula "21," useful for a system of item weighting other 
than one or zero. 
Jackson's sensitivity ratio.-- In 1939 Jackson 
y 
introduced a method of estimating the "sensitivity" of a 
test, that is, the ability of a test to distinguish among 
individuals within a group. Jackson's method assumed that 
a mental test is an instrument for measuring the capacity 
of an individual in the same sense that a yardstick 
measures length, and that the appropriateness of the 
"yardstick" in any given case depends upon the relation-
ship between the scale in which it is subdivided and the 
variability of the objects measured. If these objects 
differ by no more than one tenth of an inch, an ordinary 
yardstick would not be considered as a sufficiently 
accurate tool; on the other hand, if the objects differ 
by as much as a foot, the yardstick would be considered 
as satisfactory. Jackson applied this concept to mental 
tests, defining those tests to be reliable in which the 
inaccuracy of measurement would not be very great compared 
with the variability of the capacity measured. 
In the analysis of this concept of reliability, 
1 Hyman B. Kaitz, "A Note on Reliability," Psychometrika 
June ·, 1945.), 10:127-131. 
y'Robert w. B. Jackson, "Reliability of Mental Tests," 
British Journal of Psychology (January, 1939), 29:267~287. 
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Jackson considered the score, "y," of an individual, "t," 
in a particular trial, "s," of a test, to be composed of 
four components: (1) a measure of the capacity of the 
individual, "Ct"; (2) a measure of the effect common to 
all individuals irrespective of the particular trial under 
consideration, "A"; (3) a measure of the trial effect, 
"Bs," that is, a measure of the effect determined by the 
particular trial under consideration after the common 
effect, "A," had been allowed for; and (4) a measure of 
numerous other effects including errors of sampling, 
"zst•" This is represented by the equation: 
Jackson theorized that if the standard deviation, "0, rr 
of the distribution of the error of measurement, "zst,n 
was large in comparison with the standard deviation, "<fc.," 
of the measure of the capacity of the individual, then 
there would be a deviation from the true capacity, "Ct," 
as large or larger than "oc:..." units due to chance alone if 
the test score is used as an estimate of the capacity of 
the individual. On the other hand, if "~" is small in 
comparison with "Oe," then there would seldom be an error 
by chance alone as great or greater than na~n units in 
using the score as an estimate of the capacity of the 
4 ·4 
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individual tested. 
The statistical expression of this concept of test 
reliability, that is, the estimate of the relative im-
' 
portance of the random errors of measurement with respect 
to the true measurement of the capacity of the individual 
in determining the score of the individual on the mental 
test, Jackson called the "sensitivity" of the test. This 
is represented by the equation: 
Y= 
For particular values of "y," the probability, "n," of 
making an error greater than or equal to "~" units due 
to chance alone in using the score as an estimate of the 
capacity of an individual, can be determined. Also, the 
value of "y" may be converted to the population value of 
the correlation coefficient between two tests by the 
formula: 
'/ P= I+Y'---
The application of the statistical procedure of 
estimating "y" is lengthy and involved. The method may 
be applied to scores based on half tests or equivalent 
forms, and is applicable to splits of tests numbering 
45 
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In recommending this method, Jackson and more than two. 
y' 
proposed that " •••• this sensitivity ratio is Ferguson 
more informative than the usual reliability coefficient as 
a statistic descriptive of test efficiency, firstly be-
cause it is easier to interpret, and secondly because as 
the ratio of two standard deviations it exists on a scale 
in which the units are equal." y 
Hoyt's analysis of variance method.-- In 1941 Hoyt 
offered a method of estimating the reliability of a test 
by the analysis of variance technique. In this method 
the total variance of a test-score distribution may be 
analyzed into additive variances attributable to specific 
influences. The data needed for the computation are the 
number of correct responses to each item and the score for 
each subject. Hoyt assumed that the score of an individu-
al on a test item consists of four independent components: 
where y. is 
x .. is A + XJ + fs + YJ..s 
is the score of the s-th individual on 
the i-th item; 
;f1 is a component associated with the item; 
y'Robert W. B. Jackson and George A. Ferguson, op. cit., 
P• 13. 
2/Cyril Hoyt, "Test Reliability Obtained by Analysis of 
~riance," Psychometrika {June, 1941), 6:153-160. 
======~-
Y . ..:s 
is a component associated with the 
individual; and 
is a component which includes a multi-
tude of small variations produced by a 
multitude of causes. 
By analyzing variances "among students" and "among 
items" and subtracting these variances from the total test 
variance, there remains a residual variance (error vari-
ance) which is the basis for estimating the discrepancy 
between the obtained variance and the true variance (test 
reliability). The standard error of measurement is ob-
tained by extracting the square root of the error variance. 
The coefficient of reliability is obtained by dividing 
the difference between "among individuals" and error vari-
ance by "among individuals" variance. The method also 
permits a convenient calculation of Jackson's sensitivity 
ratio. 
According to Hoyt, major advantages offered by the 
analysis of variance method are: (1) the "unlucky" split 
-
of a test into half tests is avoided; and (2) the particu-
lar estimate of the discrepancy between the obtained and 
the "true" scores is the best linear estimate when "best" 
is considered "in the light of the least-square criterion." 
In addition, in the repeated administration of the same 
form of a test, it is also possible to calculate the 
effect due to practice. 
47 
The analysis of variance method of estimating the 
coefficient of reliability as explained by Hoyt is an 
algebraic equivalent of Kuder-Richardson formula "20." 
-11 . 
In the same year, 1941, Jackson and Ferguson 
published an empirical study of reliability, recommending 
the analysis of variance and covariance method of obtain-
ing reliability as preferable to the correlation technique. 
In the first of their experiments, scores obtained 
by a class of 29 pupils on two forms of an intelligence 
test were analyzed and interpreted with respect to relia-
bility in terms of the analysis of variance technique. 
Their analysis involved the measurement of a significant 
practice effect, the determination of the extent to which 
the test measured the capacity of the individuals tested, 
and the estimation of the relative importance of the 
random errors of measurement with respect to the true 
measure of the capacity of the individual. The relative 
accuracy of the measures was estimated by Jackson's sensi-
tivity ratio, the ratio of the standard deviation of true 
scores to the standard deviation of the distribution of 
errors of measurement. The specific information provided 
by this type of analysis was recommended to be superior 
to the difficulty of interpreting a single reliability 
1/Robert W. B. Jackson and George A. Ferguson, op. cit., 
pp. 1-132._ 
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coefficient. 
In a further experiment, the effect on reliability of 
sampling from four grades instead of one was investigated. 
The authors pointed out that it was possible, by using 
analysis of variance techniques, to obtain a measure of 
the influence of the heterogeneity of the group on relia-
bility, and to measure and eliminate this influence. 
11 
In 1942 Jackson studied the empirical relationship 
between internal-consistency estimates of reliability as 
obtained by the "new approach" of Kuder and Richardson, 
and Hoyt, and those obtained by the "older methods" in-
volving two applications of a test. Hoyt's analysis of 
variance technique was used. A group intelligence test 
composed of five subtests and containing 81 items was 
administered to a class of 50 pupils and repeated one week 
later. Reliability coefficients were obtained by each 
experimental method for each subtest. Jackson found that 
the test-retest estimates were consistently higher than 
the internal-consistency estimates. The test-retest 
estimates ranged from .730 to .908 for the five subtests 
while the internal-consistency estimates ranged from 
.727 to .832 • . In a further analysis of the test-retest 
1/Robert W. B. ·Jackson, "Note on the Relationship between 
Internal Consistency and -Test-Retest Estimates of the 
Reliability of a Test, n Psychometrika (·September, 1942), 
7:157-164. 
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data, Jackson determined that the error effects w~re not 
independent on the two trials, but were correlated to the 
extent of .402, which he attributed to the influence of 
memory. 
Reliability estimated by the Lexis ratio.-- In 1942 
17 
Edgerton and Thomson introduced the use of the Lexis 
ratio in assessing test reliability. ¥~thematically, this 
ratio indicates the extent to which inter-individual vari-
ation operates as a source of variance, since a hyper-
normal or Lexis dispersion obtains whenever the proba-
bility of occurrence of an event is constant from trial 
to trial (test item to test item) within a set (indivi-
. . y 
dual), but varies fro~ set to set. This method assumes 
that test items are of equal difficulty, and that they 
are expressed as the per cent or proportion of successful 
trials. Th~ Lexis ratio compares the obtained dispersion, 
"~," of percentage scores on a test, with the theoret~-
!/Harold A. Edgerton and Kenneth F. Thomson, "Test Scores 
~amined with the Lexis Ratio," Psychometrika . (December, 
1942), 7:281-288. 
2/It may be of interest to note that a normal or Bernoulli 
dispersion obtains when the probability of occurrence of 
an event not only is constant from trial to trial within 
a set, but also is constant from set to set. A subnormal 
or Poisson dispersion obtains when the probability of . 
occurrence of an event varies from trial to trial, but the 
several probabilities of every one set of trials are 
identical with those of the corresponding trials of every 
other set. The Bernoulli, Poisson, and Lexis dispersions 
constitute the three types of possible mathematical dis-
persions. 
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cally expected dispersion, "~," calculated from the mean 
percentage success and the mean number of items attempted. 
The maximum value of the ratio is 1.00. The ratio is de-
fined by the relationship: 
l= 
A statistical analysis of the scores of 560 Ohio State 
University freshmen on the eight Robinson Reading Tests was 
made using the Lexis ratio. The values ranged from .203 
to .575. Edgerton and Thomson indicated that the Lexis 
concept was involved in Kuder-Richardson formula "21" 
which could be written in terms of the Lexis ratio as: 
<1-f...- { (I- ~~) 
!I Kelley's coefficient of cohesion.-- Kelley pro-
posed in 1942 that the reliability coefficient is unlike 
other measures of correlation in that it is a quantitative 
statement of an act of judgment, usually the testmaker's, 
that the things correlated are similar measures. Attempts 
to separate it from this act of judgment are "misdirected," 
just as would be an attempt to eliminate judgment of same-
1fTruman L. Kelley, "The Reliability Coefficient," Psycho-
metrika {June, 1942), 7:75-83. 
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ness of function of items when a test is originally consti-
tuted. In place of this type of coefficient Kelley pro-
posed a "coefficient of cohesion" entirely lacking of 
judgment, which would measure "singleness of test function" 
but would not be considered as a substitute for the equi-
valent-forms reliability coefficient. To obtain this 
coefficient, the covariances between items would be calcu-
lated and a matrix formed and factorized by " •••• the 
Kelley method, which preserves the initial metric given 
by the variables with their attached weights." The coef-
ficient of cohesion would then be defined by: 
vc 
svx . 
.A. 
where ucn is the first component of the matrix and "SVXi" 
is the sum of the variances of the weighted items. This 
would provide a measure of the total variance present in 
all the items, and would offer a measurement "to date 
altogether lacking," of the singleness of purpose of a 
test. Kelley pointed out that although Kuder and Richard-
son assume complete unity of purpose in their formula 
"20, rr u •••• it would seem far better not to make any as-
sumptions but to measure the proximity to a rank of one 
by computing vc I sv~." The computational procedures 
for obtaining this coefficient were discussed by Kelley, 
52 
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but were not completely developed. 
The lower-bounds formulas of Guttman.-- In 1945 
1 
Guttman argued that the conventionally used reliability 
coefficient could not be estimated in general from but a 
single trial, since i terns do not replace trials. l'fd.ndful 
of the "great practical difficulties" in making two inde-
pendent trials, Guttman proposed to find lower bounds to 
the test-retest reliability coefficient, which could be 
estimated from a single trial. The basic assumption of 
his statistical method was that errors of observation are 
independent between items and between persons over the 
universe of trials. This differs from the usual approach 
in which " •••• independence is taken over persons rather 
than trials, and the problem of observability from a 
single trial is not explicitly analyzed." Guttman pre-
sented six lower-bounds formulas, appropriate for differ-
ent situations. The interrelationships among these six 
formulas are such that the probability would be 1.00 that 
the best estimate of the reliability coefficient would 
not be smaller than the largest value obtained if all six 
were computed. 
The lower-bound formula most often used is Guttman's 
According to Guttman, this formula is easier to 
.!/Louis Guttman, "A. Basis for Analyzing Test-Retest Relia-
bility," Psychometrika (December, 1945), . 10:255-282 • . 
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compute than the corrected split-half coefficient, and 
yields a lower bound no matter how the test is split into 
half tests. This formula is: 
l. .l. 
where Sa)Sb are the variances of the half tests; 
and 
,_ 
st is the total test-score variance. 
vfuen the variances of the half tests are equal, "L4" is 
numerically equal to the corrected split-half reliability 
coefficient. 
Loevinger's homogeneity index.-- In 1947 Loevinger !I 
derived a formula for test homogeneity, which was purport-
ed to be a partial alternative or substitute for the re-
liability coefficient. Loevinger defined the property of 
"homogeneity" as the degree to which all items of a test 
. , 
measure the "same ability or complex of abilities" for all 
individuals tested. A necessary but not sufficient con-
dition of perfect homogeneity is that all persons succeed-
ing with items at one level of difficulty should also 
succeed with all items at lower levels of difficulty. 
Similarly, " •••• when the items of a perfectly homogeneous 
!/Jane Loevinger, "A Systematic Approach to the Con-
struction and Evaluation of Tests of Ability," Psycho-
logical Monographs (1947), Number 285, 61:1-49. · · 
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test are arranged in order of increasing difficulty, every 
individual will pass all items up to a certain point and 
fail all subsequent items." Two individuals with the 
same score would have completed the same items. According 
to Loevinger, homogeneity may be compared most accurately 
to split-half reliability since homogeneity is decreased 
mainly by "accidental content factors." 
The coefficient of homogeneity of a test is given by 
Loevinger as: 
where 
Vx - Vhef 
v~O'rr.- v h~:t 
vy. is the variance of the test; 
is the variance of a perfectly hetero-
geneous test with the given item diffi-
culties; and 
is the variance of a perfectly homo-
geneous test with the given item diffi-
culties. 
It can be shown that this formula differs from 
Kuder-Richardson formula "20" in the denominator, and also 
- ~ -
by the omission' of the "n / n - 1 11 term. In Loevinger's 
symbolism, the Kuder-Richardson formula would be written 
as: 
• 
'11--1 
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In terms of a particular population sample, a compu-
tational formula for the estimated homogeneity, "Est Ht," 
may be given as: 
where N is the number of persons tested; 
X'~ is the score of person "kn; 
N· is the number of persons passing item 
..( tfi"· and , 
. 
L. is the order of difficulty of item "i." 11 . 
In 1950 Gage and Damrin investigated the behavior 
of Loevinger's homogeneity formula with increase in number 
of choices per item and with increase in the number of 
items. They found that "Est Ht" increased in size as the 
number of choices increased up to four choices, just as 
did Kuder-Richardson formula "20" reliability estimates, 
although the numerical values of the homogeneity indexes 
were much smaller than those of the reliability coef-
ficients. "Est Ht" did not increase regularly as the 
number of items increased from 22 to 45 to 90. "Est H n t 
increased fro~ .265 to .311 for the change from 22 to 45 
items, but decreased from .311 to .307 for 90 items while 
lfN. 1. Gage and Dora E. Damrin, "Reliability, Homogeneity, 
and Number of Choices," Journal of Educational Psychology 
(November, 1950), 41:385-404. · 
56 
the Kuder-Richardson formula "20" reliability coefficient 
increased regularly and in accordance with predictions of 
the Spearman-Brown formul~. . Gage and Damrin concluded 
that the homogeneity index does not reflect increased test 
length as reliability estimates do. On both empirical and 
logical grounds the Loevinger homogeneity index apparently 
did not seem to be a practical or meaningful statistic. 
11 In the words of Thorndike: 
"If one accepted the maximizing of this homo-
geneity index as an objective test construction, 
the distribution of item difficulties in a test 
would be very different from that yielded by current 
practice. A maximum homogeneity index would result 
from a rectangular or U-shaped distribution of item 
difficulties, rather than the bell-shaped item 
difficulty distribution which often seems to provide 
maximum reliability. All in all, it seems doubtful 
that the index of homogeneity presents a useful 
alternative to the standard reliability estimates." y -
Gage and Damrin made an empirical study of the 
differences between single trial estimates of reliability 
and homogeneity as estimated by the Spearman-Brown odd-
even formula, Guttman's "L4,n Kuder-Richardson formula 
' - . 
"20," Kuder-Richardson formula "2l,n and Loevinger's homo-
geneity index. Scores were obtained for approximately 
1,000 high-school and college students on the Ohio State 
University Psychological Test, Form 21. The various group 
scores were adjusted for variability by the use of a 
1/Robert L. Thorndike, "Reliability," op. cit., p. 601. 
!:JN. L. Gage and Dora E. Damrin, op. cit., pp. J$5-404. 
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control test, the standard deviation of which was used 
as the anchor. Results showed that: (1) the Spearman-
Brown odd-even coefficients were all slightly higher 
than those obtained by Guttman's "L4"; (2) the Kuder-
Richardson formula "20" coefficients were all higher than 
those obtained by Kuder-Richardson formula "21"; (3) the 
Spearman-Brown odd-even coefficients were higher than 
those obtained by Kuder-Richardson formula "20"; and (4) 
the Kuder-Richardson formula "20" coefficients were not 
consistently related to the coefficients obtained by 
Guttman's "14" formula. 
4. The Reporting of Test Reliability Data 
The reporting of test reliability data in test 
manuals has been a rather neglected responsibility with 
many test authors and publishers. In some cases test 
reliability data has been lacking entirely or has been 
insufficient for the proper evaluation of the tests. 
Most noticeable has been the lack of uniformity of re-
liability reporting techniques. 
Current practice in test reliability description.--
Present practices in test 'reliability description may be 
determined by surveying actual practice as indicated in 
test manuals. Gastonguay made a study of the reliability 
data of 37 tests in grades 4, 5, and 6 and found that of 
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this number only 25 were accompanied by reliability data; 
of these 25 there was represented a wide range of com-}} 
pleteness of data and of practice of reporting. 
A similar survey, with certain limitations in scope 
as noted below, was made as a phase of this particular 
chapter. In this survey the test manuals of 93 achieve-
ment· tests standardized in the fields of secondary-school 
English, mathematics, science, and social studies were 
examined for available reliability data. Tests and test 
manuals examined were on file in the Boston University 
School of Education Measurement Laboratory. 
The major findings of this survey are summarized in 
Table 1, page 60. Of 93 standardized tests accompanied 
by test manuals, 21 tests, or 22 per cent, provided no 
reliability dat~ of any description. Of the 72 test 
manuals which provided reliability data, all furnished a 
reliability coefficient, but 12 of the 72, or 17 per cent, 
failed to specify either the type of coefficient used or 
the experimental method applied in obtaining it. Of 
those which specified the type of coefficient used, 41, 
or 68 per cent, reported use of one type of coefficient 
and 19, or the remaining 32 per cent, reported use of 
two different types of coefficients. 
!/Marie-Louise R. Gastonguay, The Reliability Coefficient 
from the Test User's Point of View, Unpublished Master's 
Thesis, Boston University, 1949. 
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Table 1. Characteristics of Test Reliability Description 
Observed in 93 Test Manuals of Secondary-School 
Achievement Tests in English, Social Studies, 
Science, and Mathematics · 
Characteristics 
1. No reliability data given •••••••••• 
2. Type of single coefficient used •••• 
a. Not specified ••••••••••••••••••• 
b. Split-half •••••••••••••••••••••• 
c. Kuder-Richardson •••••••••••••••• 
d. Inter-fprm ............. ........ . 
e. Test-retest~···················· 
Total . ......................... . 
3. Types of coefficients used in 
combination •••••••••••••••••••••••• 
a. Split-half and Kuder-Richardson. 
b. Split-half and inter-form ••••••• 
c. Split-half and test-retest •••••• 
Total . ......................... . 
4. Measures given other than the 
reliability coefficient •••••••••••• 
a. Standard error of measurement ••• 
b. Probable error of measurement ••• 
c. Index of reliability •••••••••••• 
d. Ratio of standard error of 
measurement to standard 
deviation ...................... . 
e. Standard deviation •••••••••••••• 
f. Mean score •••••••••••••••••••••• 
Total . ......................... . 
Number of Manuals 
25 
3 
13 
0 
1 
17 
1 
18 
18 
1 
1 
5 
2 
21 
12 
41 
19 
45 
60 
=~-==- =-
It is of interest to note the frequency of type of 
coefficient used in actual practice. As a single coef-
ficient the split-half coefficient was used approximately 
twice as often as the inter-form coefficient. The Kuder-
Richardson coefficient was found as a single indicator of 
test reliability three times in the manuals examined; no 
instance was found of the test-retest coefficient used as 
a single measure. When two different types of coefficients 
were reported, the combination of split-hal£ and inter-
form coefficients was predominant. Only a single instance 
of the split-half with the Kuder-Richardson coefficient 
and a single instance of the split-half with the test-
retest coefficient were found. 
In the method of presentation of the reliability 
coefficient, the simple numerical value of the coefficient 
was provided in most of the test manuals. However, four 
test manuals reported a range of reliability coefficients, 
five reported an average reliability coefficient, and two 
reported a median reliability coefficient. Thirteen test 
manuals reported separate coefficients based upon subtests 
of the total test. Eleven manuals reported a series of 
coefficients for various grade levels. 
Of the 72 test manuals reporting reliability data, 
18, or 25 per cent, reported the standard error of measure 
ment in addition to the reliability coefficient; the same 
--- --
----=== 
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number of manuals reported the probable error of measure-
ment. Thus, one half o.f the test manuals reported an 
absolute measure of reliability in terms of score error of 
measurement. Single instances of the index of reliability 
and the ratio of the standard error of measurement to the 
standard deviation were noted. Five manuals reported 
standard deviations of score distributions for reliability 
samples, with two manuals reporting the means of such 
distributions. 
Lack of specific descriptive information concerning 
the samples on which the reliability information was based 
made it almost impossible to draw meaningful conclusions, 
other than a condition of lack of information, concerning 
this element of reliability practice. Of the 72 manuals 
furnishing reliability data, eight manuals gave no infor-
mation concerning the reliability sample; 29 gave no infor-
mation other than the number of cases; four manuals speci-
fied that the samples were made up of random cases; eight 
manuals indicated that the reliability sample was from a 
single community; eight manuals indicated that the sample 
was formed by combining two or more communities; 13 
·manuals reported separate coefficients based on two or 
more different groups; and two manuals reported coef-
ficients both for single and combined samples. The number 
of cases on which reliability samples were based varied 
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up to 600 cases. 
Recommendations of the American Psychological Associ-
ation.-- Specifically to remedy diversification of test 
practice and to improve test data in general, the board of 
directors of the American Psychological Association in 
1950 recommended that " •••• a Committee on Test Standards, 
composed of specialists in the various types of measure-
ment, be appointed to prepare a statement on technical 
standards for evaluating tests and on the contents of test 
11 
manuals." Dr. Lee J. Cronbach was appointed chairman 
of the seven-man committee. This committee compiled a set 
of standards on test interpretation, validity, reliability, 
administration and scoring, and scales and norms. The 
preliminary proposals of the committee were published in y 
August, 1952. After criticism by experts in the field 
of measurement, the revised standards were to be submitted 
to the membership of the American Psychological Associ-
ation for adoption. 
2/ 
In the section on test reliability, the committee 
!/Fillmore H. Sanford, Executive Secretary of the American 
Psychological Association, in letter addressed to the 
writer, February 13, 1953. 
yAmerican Psychological Association Committee on Test 
Standards, "Technical Recommendations for Psychological 
Test and Diagnostic Techniques: Preliminary Proposal," 
The American Psychologist (August, 1952), 7:461-475. 
2/Ibid., pp. 471-473. 
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emphasized the importance of reporting in test manuals 
" •••• such evidence of reliability as would permit the 
reader to judge whether scores are sufficiently dependable 
for the recommended uses of the test." This would include 
the various types of coefficients for every combination 
of scores to be interpreted, and also the standard error 
of measurement. The committee also emphasized that 
n •••• procedures and sample should be described sufficient-
ly for the reader to judge whether the evidence applies 
to the individual or group with which he is concerned." 
This would include a complete description of the group 
tested in terms of selective factors, measures of central 
tendency, and measures of variability. 
Summary.-- A proper inquiry into test reliability 
requires a consideration of the basic concepts of relia-
bility-- its nature, importance, determinants, historical 
development, and practice in the experimental and sta-
tistical methods of expressing the reliability of a 
measuring instrument. The preceding pages have endeavor-
ed to accomplish this kind of exposition and to provide 
a background of reliability concepts and procedures. 
Analytically, reliability may best be considered 
from a negative viewpoint, from the viewpoint of unrelia-
bility or error in test scores. This error is not a 
constant or systematic type of error predictable by nature 
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and assignable to all or certain testees, but a random or 
chance type of error unpredictable for any person being 
tested. The presence of error or unreliability in test 
scores must be determined in order to interpret test 
scores meaningfully. The reliability of a test usual~y 
is expressed in terms of the reliability coefficient, the 
standard error of measurement, or both. The reliability 
coefficient is a relative measure which provides the pro-
portion of the variance of any test-score distribution 
that may be attributable to systematic differences between 
individuals and not to chance errors. The standard error 
of measurement is an absolute measure and indicates the 
magnitude of the error in terms of score units. These 
measures may be obtained by administering a test on two 
separate occasions to a group, by administering parallel 
forms of a test to a group, or by administering a test to 
a group and applying the split-half Spearman-Brown tech-
nique or a method which does not require the splitting of 
a test, such as the rational-equivalence method of Kuder 
and Richardson. 
The concept of test reliability was introduced in 
1904 by Charles Spearman. A few years later, in 1910, 
both Spearman and William Brown, working independently, 
published a formula for estimating the reliability of a 
test. This formula became known as the Spearman-Brown 
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Prophecy Formula. From 1910 until about 1934 the major 
effor~ of numerous measurement workers was directed toward 
the empirical verification of the Spearman-Brown formula. 
This period has been described as a "crude empirical 
attackn on the basic problems and concepts. 
Following this period and extending to the present 
time, there developed what has been described as an "ana-
lytic rational approach" to the problem of reliability. 
Most noteworthy among the contributions of this period 
have been the rational-equivalence formulas of Kuder and 
Richardson, Jackson's sensitivity ratio, Hoyt's analysis 
of variance method, and the theoretical writings of 
Truman L. Kelley. These contributions have been described 
in some detail along with the contributions of other 
measurement workers. 
Considerable variation has been found to exist in 
methods of reporting reliability data in test manuals. 
At the present time the American Psychological Associ-
ation, through its Committee on Test Standards, is work-
ing to improve the reporting of test reliability infor-
mation. 
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CHAPTER III 
THE DATA' AND THE GENERAL PROCEDURE 
Introduction.-- The estimation of the sampling distri-
bution of a test parameter requires that a large number . of 
the statistics be obtained for many samples of the test 
population. To determine the variability of reliability 
statistics in this study, a large number of samples from 
wide populations of a variety of standardized tests was 
sought. The 1950 national standardization populations of 
the Evaluation and Adjustment Series, published by World 
Book Company, were used. This permitted a selection from 
20 tests, standardized on national populations of thousands 
of cases. Having been administered to classroom groups, 
sets of intact classroom answer sheets were available so 
that in the experiment the situation of actual classroom 
testing was in operation. Similarly, Sets of intact 
community answer sheets were available. Use of these 
data was made possible by the Division of Test Research 
and Service of' \vorld Book Company. 
The general plan of the study was to obtain coef-
ficients of reliability and standard errors of measure-
ment for the many classroom groups and community groups 
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for the several tests, to obtain distributions of these 
reliability statistics, to compare these distributions 
with the theoretical distributions for random samples of 
the same size, to determine the empirical variability of 
the reliability measures, to describe the statistical 
properties of the parameter distributions, and to analyze 
the results with a view toward determining the means by 
which a more meaningful description of test reliability 
for test users might be made possible. 
1. The Data 
Description of the test series.-- The Evaluation and 
Adjustment Series is a comprehensive, integrated series . 
of tests for secondary school, designed to measure the 
objectives of current high-school courses. The series 
was designed to offer a coordinated program of evaluation, 
incorporating the special feature that scores on all the 
tests could be converted to a single set of standard 
scores, making possible meaningful comparisons of results 
from test to test and accurate profiling of student 
strengths and weaknesses in the various subjects. 
The tests of the Evaluation and Adjustment Series, 
presently available, are the following, those actually 
used in the study being indicated by an asterisk: 
Anderson Chemistry Test 
Blyth Second-Year Algebra Test 
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Brown-Carlsen Listening Comprehension Test 
Center-Durost Literature Acquaintance Test 
*Crary Ameriean History Test 
*Cummings World History T.est 
*Davis Test of Functional Competence in 
Mathematics 
Dimond-Pflieger Problems of Democracy Test 
*Dunning Physics Test 
*Durost-Center Word Mastery Test 
Engle Psychology Test 
Greene-Stapp Language Abilities Test 
Kelley-Greene Reading Comprehension Test 
Kilander Health Knowledge Test 
*Lankton First-Year Algebra Test 
*Nelson Biology Test 
*Read General Science Test 
*Seattle Algebra Test 
*Seattle Plane Geometry rest 
*Shaycoft Plane Geometry Test 
*Snader General Mathematics Test 
Spitzer Study Skills Test 
Description of the individual tests.-- The functions 
of the tests used in this study are described below; ad-
ditional pertinent data are provided in Table 2, page 70. 
All tests have a time limit of one class period of 40 
minutes, with the exception of the Durost-Center Word 
Y~stery Test and the Davis Test of Functional Competence 
in Mathematics. These tests consist of two separately 
timed parts of 40 minutes each. 
The Crary American History Test measures a knowledge 
of important historical facts in American history, an 
understanding of historical processes, the ability to 
interpret historical data, and reasoning by inference. 
There are 90 items in the test, including multiple-choice 
and true-false items. 
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Table 2. Descriptive Data of Selected Tests, 
Evaluation and Adjustment Series 
Number 
of 
Items 
Split-Half !f 
Reliability Data 
Brief 
Name of Test 
Crary 
Cummings 
Davis 
Dunning 
Durost-Center I 
Durost-Center II 
Lankton 
Nelson 
Read 
Seattle Algebra 
Seattle Geometry 
Shaycoft 
Snader 
90 
80 
80 
75 
100 
100 
55 
75 
75 
47 
45 
60 
65 
Time 
(min.) 
40 
40 
80 
40 
40 
40 
40 
40 
40 
40 
40 
40 
40 
r 
__Q"e 
.87 4.0 
.91 
.91 3.0 
.94 
.81 5.9 
.81 
.90 3.8 
.86 
.88 4.2 
-93 3.2 
.84 4.8 
.87 
.87 4.3 
.88 
.88 4.6 
.89£1 4.0 
• 82_g/ 5.0 
.80 4.8 
.84 
N 
182 
242 
160 
161 
176 
158J2/ 
154 
138J2/ 
176 
176 
155 
134 
199 
208 
179 
164 
128 
84 
201 
100 
68 
64 
146 
116 
181 
188 
145J2/ 
!/Reliability data are those reported in test manuals; the 
standard errors of measurement are expressed in terms of 
scaled score points. 
£/A group drawn from more than one community. 
c/A median reliability coefficient. 
£/A nz-average« reliability coefficient. 
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The Cummings World History Test evaluates knowledge 
and understandings of ancient, medieval, and modern histo-
ry, including World War I and World War II. The test 
consists of two parts: 45 of the 80 multiple-choice items 
are devoted to factual 'items on major historical events, 
dates, places, and leaders; the remaining 35 items are 
divided among the five periods of history covered by the 
test. 
The Davis Test of Functional Competence in Mathe-
matics is a comprehensive test of general mathematical 
competence based on the objectives outlined by the Second 
Report of the Commission on Post-War Plans of the National 
Council of Teachers of Mathematics. The test consists of 
two separately timed parts. Part I includes 33 items on 
.. 
consumer problems, graphs, and tables; Part II contains 
47 items on symbolism, equations, ratio, tolerance, and 
other similar topics. 
The Dunning Physics Test is designed to measure a 
student's understanding of physics by testing functional 
knowledge of factual information, ability to recognize 
and apply principles in solving problems, understandings 
of fundamental concepts, problem-solving skills, and 
understanding of and ability to use simple mathematical 
formulas. The 75 items of the test are divided into two 
similar parts, each part containing questions on each of 
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the fields of mechanics, heat, sound, light, electricity, 
and modern physics. 
The Durost-Center Word Mastery Test measures a 
student's reading and speaking vpcabulary. The test con-
sists of two separately timed parts; Part I is a 100-word 
multiple-choice vocabulary test; Part II presents the 
same 100 words in meaningful sentences and measures the 
ability of the student to get the meaning of these words 
from the context. A comparison of the scores on the 
separate parts provides a measure of the testee's ability 
I 
to comprehend the meaning of words from their contexts. 
The Lankton First-Year Algebra Test contains 55 items 
measuring competence in the vocabulary of algebra, the 
meaning and use of symbols, and the fundamental operations 
o.f algebra including formulas, equations, simple algebraic 
fractions, radicals, ratio, proportion, variation, graphs, 
trigonometric functions, and the solution of problems. 
The Nelson Biology Test evaluates knowledge and 
understanding of biological facts, concepts, and princi-
ples. It measures ability to recognize cause-effect 
relationships, and ability to apply what has been learned 
to actual situations. The content areas of the 75 items 
include living organisms, processes essential to the life 
of the individual, conservation of our biological re-
sources, parasitism, disease and health, reproduction 
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and heredity, and the history of life on the earth. 
The Read General Science Test measures the content 
of a high-school course in general science, including 
among the 75 items, questions from the fields of physics, 
biology, chemistry, weather and climate, communications, 
transportation, geology, astronomy, space, and scientific 
method. 
The Seattle Algebra Test is designed to measure 
achievement at the end of the first half year of algebra. 
Its 45 items include knowledge of the beginning vocabu-
lary of algebra, understanding the fundamental processes, 
and the ability to solve simple equations and problems. 
The Seattle Plane Geometry Test is likewise a measure 
of achievement at the end of the first half year. The 
47 items measure vocabulary of geometry, knowledge of 
simple geometric construction, computational skills, and 
ability to reason from a figure. 
The Shaycoft Plane Geometry Test measures achieve-
ment in the regular one-year high-school course in plane 
geometry. Its 60 items test an understanding of the 
fundamentals of geometry, knowledge of the facts of ge-
ometry, mastery of skills, application of facts and 
methods, and the ability to use logical proof. 
The Snader General Mathematics Test measures achieve- 1 
ment in a one-year course in general mathematics. The 
73 
areas sampled are arithmetic, informal geometry, graphic 
representation, algebra, numerical trigonometry, and 
social mathematics. There are 65 items in the test. 
Standardization of the tests.-- The tests of the 
Evaluation and Adjustment Series were standardized in the 
spring of 1950 on nationally distributed populations. 
These populations, generally consisting of thousands of 
students per test, from many high schools representing 
several states throughout the country, were designed to 
be representative of the larger secondary-school groups 
which would be using the tests subsequent to their publi-
cation. The statistical characteristics of the subsamples 
of the standardization populations used in this study are 
indicated for each test in Table 3 and Table 4. 
The Terman-McNemar Test of Mental Ability was given 
to all students participating in the standardization of 
the tests. Raw scores on the tests were related to the 
scores on the intelligence test to provide comparable 
scales of normalized standard scores. 
All tests in the standardization program were adminis-
tered by the classroom teacher or the principal of the 
school. 
Selection of the samples.-- From the national popu-
lations of the 12 selected tests, the answer sheets of 
intact classroom groups numbering from 15 to 35 testees 
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Table .3. Characteristics of the Intact !I Classroom 
Standardization Populations 
Communi-
Class- ties States 
Brief room Students Repre- Repre-
Name of Test Groups Tested sen ted sen ted 
Crary 86 2,156 .39 16 
Cummings 71 1,782 .32 17 
Davis 67 1,748 21 12 
Dunning .35 754 26 15 
Durost-Center 7.3 1,847 28 17 
Lankton 72 1,772 .38 17 
Nelson 98 2,.32.3 41 20 
Read 95 2,.388 45 18 
Seattle Algebra 100 2,606 47 19 
Seattle Geometry 86 2,040 .39 17 
Shaycoft 50 1,1.36 .37 20 
Snader 59 1,.372 .34 19 
Totals 892 21,924 
!/The number of students involved in this study differs 
somewhat from the total number of the standardization 
population due to selection of sample~. 
Table 4. Characteristics of the Intact Community 
Standardization Populations 
Communi- States 
Brief ty Students Repre-
Name of Test Groups Tested sented 
Crary 17 1,741 10 
Cummings 18 1,583 9 
Davis 13 1,591 10 
Durost-Center 18 1,911 ll 
Lankton 15 1,320 ll 
Nelson 19 1,835 14 
Read 18 1,847 13 
Seattle Algebra 24 1,613 16 
Seattle Geometry 17 1,484 12 
Snader 16 934 10 
Totals 175 15,859 
--·It-=-=-=--=~-~ -- - ======c= 
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were selected. Intact classroom groups rather than com-
bined classroom groups were used in the first part of the 
investigation since it was desired to study actual situ-
ations in which classroom teachers had administered tests 
and in which they would normally interpret the results. 
The particular range of class size was decided upon be-
cause this range represented most accurately the actual 
range of sizes of classroom groups. Groups of answer 
sheets which appeared to be a combination of more than one 
intact classroom unit were eliminated from consideration 
in this part of the study. The distribution of classroom 
groups by size is shown for each test in Table 5, page 
78. 
In the second part of the study, the reliability 
characteristics of intact community groups were studied. 
A summary of the characteristics of the intact community 
groups of each test population already has been given in 
Table 4, page 76. The distribution of community groups 
by size is shown in Table 6, page 79. 
2. The General Procedure 
The split-half method.-- In the analysis of the test 
scores of these classroom and community groups, the split-
half method of determining test reliability was used. 
This method was chosen because it was considered to 
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Brief 
, Name of Test 
I 
Crary 
Cummings 
: Davis 
I Dunning 
I 
I 
: Durost-Center 
I 
; Lankton 
I Nelson 
; Read 
Seattle Alg. 
1 Seattle Geom. 
1 Shaycoft 
Snader 
Totals 
Table 5. Distribution of Classroom Groups by Size 
~16llg~202122ll~~26ll~~~ll~ll~ll 
1 5 1 3 7 3 7 4 2 7 6 5 3 5 4 4 g 5 2 3 1. 
1 1 5 2 3 2 3 9 7 7 3 g 3 4 3 4 3 3 
1 3 3 5 1 3 3 3 2 4 5 1 3 2 2 1 g 4 5 3 5 
4 3 1 4 1 4 2 2 4 1 4 1 1 1 2 
2 5 1 3 5 4 5 6 2 4 3 5 g 3 4 2 1 3 1 6 
2 1 5 4 2 5 10 6 2 10 2 2 2 5 5 1 3 3 2 
1 3 5 7 4 7 6 g 10 7 10 3 6 5 7 3 1 1 2 2 
1 1 9 5 9 2 5 6 7 9 2 6 8 5 3 2 6 1 3 5 
1 1 3 2 5 5 6 4 7 6 6 6 6 5 9 7 5 3 3 5 5 
3 5 5 4 2 3 3 8 5 11 7 4 4 8 4 3 3 2 1 1 
8 3 2 2 5 : ·4 2 4 1 3 3 1 2 4 1 2 3 
2 2 . 4 3 5 7 5 1 3 3 3 3 4 3 1 3 3 4 
24 29 31 50 44 51 49 55 64 58 74 35 48 52 44 41 37 34 24 18 30 
I 
I 
Totals 11 
li 
S6 
71 
67 
35 
73 
I 72 ., 
98 I· 
II 95 
100 
86 
50 
59 
892 
"l 
CfJ 
79 
- l 
Table 6. Distribution of Community Groups by Size 
Brief 36- 51- 101- 151- 201- 251- 301- 351- To-
Name of Test 2Q 100 150 200 250 300 l2Q 400 ~ 
Crary 3 4 7 2 1 17 
Cummings 5 7 4 1 1 18 
Davis 2 6 2 2 1 13 
Durost-Center 1 7 1 1 18 
Lankton 4 6 4 1 15 
Nelson 4 9 3 2 1 19 · 
Read 11 5 2 18 
Seattle Alg. 6 16 2 24 
Seattle Geom. 5 6 3 3 17 
Snader 7 7 2 16 
Totals 37 80 37 14 5 1 1 175 
represent the most practical method, and the most common 
experimental method used by test publishers. The split-
half technique has the advantage that it involves but a 
single administration of a test. Split-half reliability 
coefficients and standard errors of measurement were 
calculated for each of the classroom and community samples. 
In the split-half method of determining test relia-
bility, the items of a test are separated into two sub-
tests. Scores on the subtests are obtained and treated 
statistically to obtain a coefficient of reliability and 
a standard error of measurement for the full-length test. 
Statistical formulas for obtaining the coefficient of 
reliability assume that the two subtests are logically 
and statistically equivalent, that is, the items measure 
the same function, and the means and standard deviations 
of score distributions on the two subtests are equal. 
Formation of the subtests.-- The usual practice of 
splitting a test into subtests has been to assign the 
odd-numbered items to one subtest and the even-numbered 
items to the other subtest. This method has been criti-
cized by many measurement workers as being a likely vio-
lation of the assumption of equivalence. Others have 
defended the chance-half method, claiming that the result 
of any lack of equivalence of the subtests is of inconse-
quential effect on the magnitude of the reliability 
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statistics • 
. , 
A method superior to the odd-even split of items is 
the logical pairing of items of the test on the basis of 
homogeneity of content and difficulty value. This offers 
a logical technique for matching the items and it follows 
exactly the procedure commonly used by test workers in 
the construction of two parallel forms of a test. 
In this study pairs of items for each test were 
matched on the basis of homogeneity of content and diffi-
culty value and assigned to the subtests in such a manner 
as to have two subtests as closely equivalent in content 
and average difficulty as judgment would permit. The 
average difficulty values of tests and subtests is summa-
rized in Table 7, page 82. In no instance with respect 
to the 12 tests did the average difficulty values of pairs 
of subtests differ by more than seven tenths of one per 
cent. Although it can not be argued that the subtests 
designed were essentially unique, the procedure is one 
which is considered model in actual practice. 
Scoring of the subtests.-- Following the splitting 
of the tests into equivalent subtests, stencils for the 
scoring of the subtests were prepared • . The scoring of 
the 12 pairs of subtests was completed by hand. 
Rulon's formula •. -- In the statistical calculation of 
the reliability coefficien.ts for each intact group, 
8 1 
Table 7. Average Item Difficulty Values !I of Selected 
Tests and Subtests, Evaluation and Adjustment 
Series 
Brief Total Subtest Subtest 
Name of Test Test A B 
Crary 48 47.5 47.3 
Cummings 44 40 40 
Davis 40 40.5 40.2 
Dunning 49 49 49 
Durost-Center 47 47.6 47.6 
Lank ton 40 39.3 40 
Nelson 50 50 50 
Read 53 53 53 
£1 Seattle Algebra 
Seattle Geometry 64.5 64 64.5 
Shaycoft 61 61 61 
Snader 37 36.5 36.6 
!/Difficulty values for each item were computed by aver-
aging the per cent passing each item in the upper and 
lower 27 per cent of the item-analysis population. 
£/Data not available. 
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Rulon's formula was used: 
where 
cr'l.. 
T 
6~ is the variance of the distribution of 
P differences between pairs of subtest 
scores; 
is the variance of the total test-score 
distribution; and 
/l- is the reliability coefficient. 
1J This formula was introduced by Rulon in 1939, as a 
convenient method of calculating split-half reliability 
coefficients; it expresses test reliability in terms of 
the ratio of error variance to total test-score variance. 
The formula is algebraically equivalent to the procedure 
for determining the reliability coefficient by the Spear-
man-Brown technique; it is based als0 on the same as-
sumption of equivalence of subtests. Rulon's formula re-
quires that the distribution of differences between pairs 
of scores on the subtests be obtained and that the vari-
ance of this difference distribution be calculated. The 
ratio of this difference variance to the total test vari-
ance represents the proportion of unreliability. \Vhen 
this is subtracted from 1.00, the coefficient of relia-
1/Philip J. Rulon, "A Simplified Procedure for Determining 
the Reliability of a Test by S:plit-Halves," Harvard Edu-
cational Review (January, 1939), 9:99-103 • .. 
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bility is derived. Ungrouped raw scores were used through-
out the calculations, and Rulon's formula was rewritten 
in terms of raw score units for use in the calculations: 
.JL..=- I 
NL.D'L- (L.D)-z... 
- NET~- (E T)L 
where N is the number of cases; 
T is the total test score; and 
D is the difference between pairs of 
subtest scores. 
The standard error of measurement for each group was 
calculated by extracting the square root of the error 
variance which was obtained in the process of calculating 
the reliability coefficient. In Rulon's method, the 
standard error of measurement is equivalent to the 
standard deviation of the distribution of differences of 
subtest scores. 
Fisher's "z" statistic.-- A general technique employ-
ed in the handling of the reliability coefficients in this 
study deserves explanation in this section concerning 
methods. The sampling distribution of correlation coef-
ficients is known to be not normal except when the popu-
lation "r" is .00 and the number of samples is very large. 
When "rn is high, as is likely to be the case with relia-
bility coefficients, the sampling distribution of the 
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coefficients will tend to be skewed negatively. This 
phenomenon offers considerable difficulty to a statistical 
study of such distributions. 
!I 
Fisher has shown that "r" can be transformed into 
another statistic, called ''z," which is normally or nearly 
normally distributed no matter what the size of "r" may 
be. The mathematical relationship between "z" and "r" is 
given by the formula: 
z - [ -'- I .,.. ../1- J I· /5 I 3 -'1JV d'to I - --1.-
The actual transformation of "r" to "z" may be effected 
by the use of tables. In this study the "r's" obtained 
for each test distribution were transformed to "z's" in 
order to circumvent the difficulty of skewness of the 
"r's." 
The following chapter describes in greater detail 
the procedures used and the results obtained in determin-
ing the properties of the empirical distributions of re-
liability coefficients and standard errors of measure-
ment, and in determining the empirical variability of 
these reliability measures. 
1/R. A. Fisher, Statistical Methods for Research Workers, 
Oliver and Boyd, London, 1936, p. 200. 
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CHAPTER IV 
THE ~WIRICAL DISTRIBUTIONS OF RELIABILITY COEFFICIENTS, 
STANDARD ERRORS OF MEASUREMENT, AND RELATED PARAMETERS 
Introduction.-- The determination of the empirical 
variability of reliability coefficients and standard errors 
of measurement requires the calculation and analysis of 
these statistics for many samples of a large population. 
In this study split-half reliability coefficients, standard 
errors of measurement, and related test parameters were 
obtained for intact classroom groups and intact community 
groups drawn from the 1950 standardization populations of 
12 tests of the Evaluation and Adjustment Series, publish-
ed by World Book Company. A description of these vari ous 
tests and their standardization populations has been given 
in Chapter III. 
The reliability coefficients and standard errors of 
measurement were obtained for a total of S92 intact class-
room groups and 175 intact community groups. Intact 
classroom groups ranged in size from 15 to 35 pupils. 
The number of intact classroom groups per test distribution 
ranged from 35 to 100. Intact community groups ranged in 
size from 36 to 355. The number of intact community 
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groups per test distribution ranged from 13 to 24. The 
standardization populations included many different com-
munities in 12 to 20 different states per test. Intact 
classroom and community groups were used in this study 
because they are normally the groups to which standardized 
tests are given on an administrative basis and because 
the interpretation of test results is of paramount im-
portance to the classroom teacher and to the person who 
performs the duties of a local director of research. 
In the ensuing chapter sections, the empirical distri 
butions of reliability coefficients, standard errors of 
measurement, and related test parameters are described, 
first for intact classroom groups and then for intact 
community groups. 
1. Intact Classroom Groups 
The range of reliability coefficients of intact 
classroom groups.-- When arranged in (percentage) frequen-
cy distributions, a first and inescapable observation was 
the dispersion of the reliability coefficients for each 
of the 12 tests over a relatively wide range. Maximum 
coefficients in the distributions approached .98, as in 
the case of the Durost-Center Word Mastery Test, Parts I 
and II, and di.d not fall below .93, which lower limit was 
that of the Snader General Mathematics Test. A median 
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coefficient of .96 was descriptive of the upper limit of 
a composite of all the reliability coefficient distri-
butions. 
Rather widely separated deviate cases, extending in 
some instances to values as low as .lS and .03, were typi-
cal of the low end of many of the distributions. A median 
reliability coefficient value of .46 described the lower 
limit when all distributions were considered. 
A second important observation concerned an appreci-
able though by no means perfect similarity of form of 
distribution. Typically, most distributions rose rather 
steeply at the high end of the distribution to a mean in 
the .SO's, and were skewed toward the low end, terminating 
in a long tail. Most distributions were continuous from 
the upper limit to approximately .70 and consisted of 
separated deviate cases below that point. There appeared 
to be no greater similarity among distributions of coef-
ficients !epresenting tests of a common subject-matter 
field than between sets of distributions selected at 
random. 
A final set of observations pertained to obvious and 
expected variations among the distributions and to proper-
ties characteristic of the individual distributions. 
Variation Qf greater of lesser amount existed from one 
distribution to another with respect- t o central ~ .tendency, 
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variability, and symmetry. These differences will be 
indicated in ensuing discussion and summary tables. 
The distribution of reliability coefficients for 
Part II of the Durost-Center Word Mastery Test was de-
cidedly atypical with respect to the distribution of re-
liability coefficients for Part I of the test and with 
respect to the distributions of all other tests included 
in this study. This particular distribution rose at the 
high end more abruptly than the others; it approached a 
mean at .94, and almost as abruptly was curtailed with a 
lower limit of .84. The Durost-Center Word Mastery Test 
measures a student's reading and speaking vocabulary. 
Part I is a 100-word multiple-choice vocabulary test; 
Part II presents the same 100 words in meaningful 
sentences and measures the ability of the student to 
comprehend the meaning of each word from its context. 
An inspection of those groups having low reliability 
coefficients on Part I of the Durost-Center Word ¥astery 
Test indicated that these groups had larger standard 
errors of measurement and smaller standard deviations 
than characteristic of other groups. On Part II of the 
test, however, the standard errors of measurement of 
these same groups decreased while the standard deviations 
increased. Apparently, Part II of the test, by placing 
in context the same words which had been isolated from 
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context in Part I, decreased the range of difficulty 
values, thereby increasing the variance of scores, and 
increasing the value of the reliability coefficient. 
Histograms showing the percentage frequency distri-
butions of the reliability coefficients for all 12 tests 
are given in Figure 1, pages 91 to 103. Table 8, page 
104, provides an analysis and a summary of the range of 
reliability coefficients for each test. 
The median and the mean reliability coefficients.--
The median reliability coefficient of each distribution 
was obtained by taking the middle value of the distri-
bution of coefficients; that is, the value on either side 
of which 50 per cent of the cases lay. The median coef-
ficients for the 12 tests varied from .94 to .?8. The 
median statistic would serve as an approximate though 
tentative descriptive means of characterizing the relia-
bility coefficient distributions of the tests in this 
study in view of the fact that the reliability coefficients 
based upon single intact groups varied, over a wide range. 
Values of median reliability coefficients for each distri-
bution are summarized in Table 8, page 104. 
Since correlation coefficients as such do not permit 
accurate averaging, the mean reliability coefficient for 
each test distribution was obtained by means of Fisher's 
"z-transformation" technique. Each reliability coefficient / 
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PER CENT !I 
r f 5 lo 15 2o 
.98-.99 
.96-.97 3 XXX 
.94-.95 14 x.xxxxx.x:xxxxx 
.92-.93 15 
.90-.91 7 xxxxxxx.x 
.88-.89 8 xxxxxx.xxx 
.86-.87 12 xxxxxxxxxxxxx 
.84-.85 8 xxxxxxxxx 
.82-.83 4 xxxx 
.8o-.81 2 XX 
.78-.79 2 XX 
.76-.77 4 xx.xx 
.74-.75 1 X 
.72-.73 2 XX 
.70-.71 
.68-.69 1 X 
.66-.67 
.64-.65 1 X 
.62-.63 
.60-.61 
.58-.59 1 X 
.56-.57 
.54-.55 1 X . 
• 52-.53 
.50-.51 
.48-.49 
.46-.47 
.44-.45 
·-42-.43 
.40-.41 
86 Median r = .89 
!/In two-digit designations of per cent the digit 
in the ten's place has been raised to define more 
accurately -the position of the percentage value. 
Figure 1-1. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Crary American 
History Test 
91_ 
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PER CENT 
r f 5 lo 15 2 0 25 
.98-.99 
.96-.97 4 xxxxxx 
.94-.95 4 x.xxxxx 
.92;;;; .93 16 
.90-.91 10 xxxxxxxxxxx.xxx 
.88-1.-89 10 xxxxxx.xxxxx:xx 
.86-.87 6 xxx:x:xxxx· 
.84-.85 9 xxxxxxxxxxxxx 
.82-.83 5 xx.xx.xxx 
•. 80-.81 3 .xxxx 
.78-.79 3 XiXXX 
.76-.77 1 X 
.74-.75 1 X 
.72-.73 
.70-.71 1 X 
.68-.69 
.66-.67 
.64-.65 1 X 
.62-.63 
.60-.61 1 X 
.58-.59 
.56-.57 
.-54-.55 
.52-.53 
.50-.51 
.48-.49 
.46-.47 
.44-.45 
.42-.43 
.40-.41 
.38-.39 
.36-.37 
1 X 
• 34-.35 
.-32-.33 
.30-.31 
71 Median r = .89 
Figure 1-2. Percentage Frequency Distribution of 
Obta~ned Reliability Coefficients for 
Intact Classroom Groups, Cummings World 
History Test 
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r 
.94-.95 
.92-.93 
.90-.91 
' .88-.89 
."86-.87 
.84-.85 
.. • 82-.83 
.8o-.81 
.78-.79 
.76-.77 
.74-.75 
.72-.73 
.•. 70-. 71 
.68-.69 
.66-.67 
.64-.65 
.62-.63 
.60-.61 
.58-.59 
.56-.57 
- .• 54-. 55 
.52-.53 
.50-.51 
.48-.49 
.46-.47 
-.44-.45 
.42-.43 
.• 40-.41 
.38-.39 
.• 36-.37 
.34-.35 
.32-.33 
' .30-.31 
.28-.29 
.26-.27 
.24-.25 
.22-.23 
.20-.21 
.18-.19 
PER CENT 
f 5 1 . 0 1 . 5 2o 
2 XX 
9 :xxxxxxxxxxxxx 
5 xxxxxxx 
6 xxxxxxxx 
8 xxxxxxxxxxx 
, g xxxxxxxxxxx 
6 xxxxxxxx 
6 xxxxxxxx 
2 XX 
4 xxxxx 
3 xxxx 
1 X 
1 X 
1 X 
2 XX 
1 X 
1 X 
1 X 
1 X 
67 Median r • .85 
Figure 1-3. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Davis Test of · 
Functional Competence in Mathematics 
' 9--> C) 
-------
PER CENT 
r f 5 lo 1 . 5 2o 
• 98-.• 99 
.96-.97 
.94-.95 . 2 xxxx.xx 
.92-.93 7 
.90-.• 91· 5 xxxxxxxxx.xx.xx 
.88-~ 89 5 xxxxxxxx.xxxxxx 
.86-.87 . 3 .xxxx.x:xx.xx 
.84-.85 2 xxxxxx 
• 82-.. 8J . 4 xxxxxxxxxxx 
.80-.. 81 2 xxxxxx 
• 78- •. 79 2 .xxxxxx 
.76-.77 1 XXX 
. • 74-.75 
.72-.. 73 
.70-.71 
.68-. 69 . 
• 66-, 67 
.64-,65 
• 62-.63 · . 
• 60-. 61 . 
• 58- ~ 59 
• 56-.• 57 
.54-.55 
.52- .. 53 
.50- , 51 
.48-.49 
.46-.47 2 xxxxxx 
.44-.45 
.42-.43 
.40-.41 
35 Median r • .88 
Figure 1-4• Percentage Frequency Distribution of 
Obtained Reliabili ty Coeffici ents for 
Int act Classroom Groups, Dunning Physics 
_Tes~ __ j 
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PER CENT 
r f 5 
1 . 0 15 20 
.98-.99 1 X 
.96-.97 2 XXX 
.~94-. 95 11 xxxxxxxxxxxxxxx 
.92-.93 10 xxxxxxxxxxxxxx 
•90-.91 7 xxxxx.xxxxx 
.-88-. 89 9 xxxxxxxxxxxx 
.-86-.87 9 xxxxxx.xxxxxx 
.84-.85 1 X 
• 82-.83 1 X 
•. 80-.81 6 xxxxxxxx 
.78-~79 2 XXX 
.76-.77 1 X 
.74-.75 2 XXX 
•72-.73 1 X 
.70-.71 1 X 
.68-.69 3 xxxx 
.66-.67 
.64-.65 
.-62-.63 
.00-.61 1 X 
.58-.59 
.-56-.57 
• 54-.55 
• 52-.53 I X 
.o50-.51 2 XXX 
.48-.49 1 X 
.46-.47 1 X 
.44-.45 
.42-.43 
.40-.41 
73 Median r = .88 
Figure 1-5• Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Durost-Center 
Word Mastery Test, Part I ~ 
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PER CENT 
r f 5 lo 15 2o 25 
.98-.99 3 xxxx 
.96-.97 16 xxxxxxxxxxxxxxxxxxxxxx 
•. 94-.95 20 
.92-.93 13 .xxxxxxxxxxxxxxxxxx 
.90-.91 10 xxxxxxxxxxxxxx 
• 88-.89 3 xxxx 
.86-.87 4 xxxx.x 
.84-.85 4 xxxxx 
.82-.83 
.8o-. En 
.78-.79 
.76-.77 
.74-.75 
.72-.73 
.70-.71 
.68-.69 
.66-.67 
.64-.65 
.62-.63 
.60-.61 
.58-.59 
.56-.57 
.54-.55 
.52-.53 
.50-.51 
.48-.49 
.46-.47 
.44-.45 
.42-.43 
.40-.41 
73 Median r = .94 
Figure 1-6 ~ Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Durost-Center 
Word ~mstery Test, Part II 
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PER CENT 
r f 5 1o 15 20 
.98-.99 
.96-.97 1 X 
.94-.95 1 X 
.92-.93 4 xxxxx 
.90-.91 3 xxxx 
.88-.89 10 xxxxxxxxxxx.xx 
• 86-.87 16 XXX 
.84-.85 8 xxxxx.xxxxxx 
.82-.83 3 xxxx 
.80-.81 6 xxxxxxxx 
.78-.79 1 X 
.76-.77 4 xxxxx 
.74-.75 6 xxxxxxx.x 
.72-.73 2 XX 
.70-.71 5 xxxxxx 
.68-.69 
.66-.67 1 X 
.64-.65 
.62-.63 1 X 
.60-.61 
.58-. 59 
.56-.57 
•. 54-. 55 
. • 52-.53 
• 50-.51 
•. 48- .49 
.46-.47 
.44-.45 
.42-.43 
.40-.41 
72 Median r != .85 
Figure 1-7. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Lankton First-
Year Algebra Test , 
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PER C.ENT 
r f 5 lo l . 5 2o 
.98-.99 
.96-.97 2 XX 
.94-.95 4 .xxxx 
.92-.93 9 xxxxxx.xxx 
.90-.91 14 x.xx.x:xxxxxxxx.xx 
.88-.89 13 x.xx.xxxxxxxxxx 
.86-.87 13 x.xxxxxxxxxxxx 
.84-.85 13 xxxxxxxxxx:xx.x 
.82-.83 6 x.xx.xx.x 
.80-.81 7 x.x:xx.xx.x 
.• 78-.79 4 xxxx 
.76-.77 4 xxxx 
.74-.75 
.72-.73 3 XXX 
.70-.71 
.68-.69 l X 
.66-.67 
.64-.65 
.62-.63 1 X 
. • 60-.61 
.58-.59 2 XX 
.. • 56-. 57 
.54-.55 
.52-.53 
.50-.51 
.48-.49 l X 
.46-.47 l X 
- .44-.45 
.42-.43 
.40-.41 
98 Median r = .86 
Figure 1-8. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Nelson Biology 
Test 
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PER CENT 
r f 5 lo 15 20 
.96-.97 " l X 
.94-.95 2 XX 
.92-.93 6 XXXXJOC 
.90-.91 9 xxxxxxxxx 
.88-.89 9 xxxxxxxxx 
.86-.87 17 x.xxxxxxxxxxxxxxxx 
.84-.85 12 xxxxxxxx.xxxx 
.82-.83 8 xxxxxxxx 
.80-.81 7 xxxxxxx 
.78-.79 6 xxxxxx 
.76-.77 4 xxxx 
.74-.75 3 XXX 
.72-.73 3 XXX 
.70-.71 2 XX 
.68-.69 
.66-.67 l X 
.64-.65 
.62-.63 1 X 
.60-.61 
.58-.59 1 X 
.56-.57 
.54-.55 
.52-.53 
.50-.51 
.48-.49 
.46-.47 
.44-.45 l X 
.42-.43 
.40-.41 
•38-.39 
.36-.-37 
.34-.35 
.32-.33 
.30-.31 l X 
.02-,03 l X 
95 Median r = .85 
Figure l-9· Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Read General 
Science Test 
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PER CENT 
r f 5 1 . 0 15 2o 
.98-.99 
.96-.97 
.94-.95 3 XXX 
.92-.93 5 xxxxx 
.90-.91 13 xxxxxxxx.xxxxx 
.88-.89 14 xxxx.xxxxxxxxxx 
.86-.87 14 xxxxxxxxxxxxxx 
.84-.85 11 xxxxxxxxxxx 
.82-.83 g xxxxxxxx 
.80-.81 7 xxxxxxx 
.78-.79 7 xxxxxxx 
.76-.77 3 XXX 
.74-.75 3 XXX 
.72-.73 3 XXX 
.70-.71 1 X 
.68-.69 3 XXX 
.66-.67 
.64-.65 2 XX 
_.62-.63 
.60-.61 
•. 58-. 59 
.56-.57 1 X 
.54-.55 1 X 
.52-.53 
.50-.51 
.48-.49 
.46-.47 
.44-.45 
•. 42-.43 
.40-.41 
. • 38-.39 1 X 
.36-.37 
. • 34-.35 
.32-.33 
.30-.31 
100 Median r = .85 
Figure 1-10. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Seattle Algebra 
Test 
1_00 
PER CENT 
r f 5 lo 15 2o 
.98-.99 
.96-: .97 
.• 94-.95 2 XX 
.92-.93 
.90-.91 3 XXX 
.88~.89 5 xxxxx 
.86~.87 12 xxxxxxxxxxxxx 
.84-.85 5 xxxxx 
.82-.83 11 xxxxxxxxxxxx 
.80-.81 5 xxxxx 
.78-.79 7 xxxxxxxx 
.?6-.77 9 xxxxxxxxxx 
.74-.75 3 XXX 
. • 72-.73 8 xxxxxxxxx 
.?0-.71 4 xxxx 
.68-:.69 2 XX 
.66-.67 2 XX 
.64-.65 
.62-.63 2 XX 
.60-.61 3 XXX 
.58-.59 
• 56-.57 1 X 
.54-.55 1 X 
.52-.53 
.50~. 51 1 X 
.48-.49 
.46-.47 
.44-.45 
.42-.43 
.40-.41 
86 Median r • .79 
Figure 1-11. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Seattle Plane 
Geometry Test 
Boston UniversitY 
School of Education 
-. Library 
1.0 -
PER CENT 
r f 5 lo 1 5 2o 
.98-.99 
.96-.97 
.94-.95 1 XX 
.92-.93 2 x.xxx 
.90-.91 g xxxxxxxxxx.xxxx 
.$$-.$9 6 :xxxxxxxxxxxx 
.86-.$7 2 x.xxx 
.$4-.$5 5 xxxxxxxxxx 
.82-.$3 7 x.xxxxxxxxxxxxx 
.$0-.$1 5 xxxx.xxxxx.x 
.7$-.79 2 xxxx 
.76-.77 1 XX 
.74-.75 3 xxxxxx 
.72-.73 1 XX 
.70-.71 2 xxxx 
.68-.69 1 XX 
.66-.67 
.64-.65 
.62-.63 
.60-.61 1 XX 
.5$-.59 1 XX 
.56-.57 
.54-.55 
~52-.53 
• 50-.51 
.4$-.49 
.46-.47. 1 XX 
.44-.45 
.42-.43 
.40-.41 1 XX 
50 Median r • .83 
Figure 1-12. Percentage Frequency Distribution of 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Shaycoft Plane 
Geometry Test 
1.02 
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-- -=-u=-=· - =-= 
. PER CENT. 
r :f 5 lo 15 2o 
.92-.93 1 XX 
.90-.91 2 XXX 
.88-.89 8 xxxxxxxxxx:x.x. 
.86-.87 4 xxxxxxx 
.84-~85 6 xx.xxxxxxxx 
.82-.83 2 XXX 
.80-.81 4 xxx.xx.xx 
.78-.79 4 xxxxxxx 
.76-.77 2 XXX 
.74-.75 6 xxxx.xxxx.xx 
.72-.73 3 .xxxxx 
.70-.71 2 XXX 
.68-.69 4 xxxxxxx 
.66-.67 3 .xxxxx 
.64-.65 1 XX 
.62-.63 1 XX 
.60-.61 
.58-.59 1 XX 
.56-.57 
. 54-.55 
.52-.53 1 XX 
.50-.51 1 XX 
.48-.49 
.46-.47 
. • 44-.45 
.42-.43 1 XX 
.40-.41 
.38-.39 
.36-.37 1 XX 
.34-.35 
.32-.33 
.30-.31 
.28-.29 
.26-.27 
.24-.25 1 XX 
59 Median r = .78 
Figure 1-13. Percentage Frequency Distribution o:f 
Obtained Reliability Coefficients for 
Intact Classroom Groups, Snader General 
Mathematics Test 
1.03 
:104 
Table 8. Range, Median, and Mean Values of Obtained 
Distributions of Reliability Coefficients 
for Intact Classroom Groups 
Continu- De vi-
Brief Gro- ous ate Med- a 
Name of Test Items ups Range Cases ian Mean 
Crary 90 86 .96-.54 .89 • 89 
Cummings 80 71 .97-.60 .J9 • 89 .88 
Davis 80 67 .95-.50 .18 .85 .84 
Dunning 75 35 .95-.76 .47 .88 .87 
.46 
Durost-Center 100 73 .98-.46 .88 • 87 
I 
Durost-Center 100 73 .98-.84 .94 .94 
II 
Lank ton 55 72 .97-.63 .85 .84 
Nelson 75 98 ' .96-.47 .86 . 86 
Read 75 95 .96-.59 .44 • 85 .84 
.JO 
.OJ 
Seattle Alg .. 47 100 .94-.54 .39 .85 .85 
Seattle Geom. 45 86 .95-.51 .79 .80 
Shaycoft 60 50 .94-.41 .83 .82 
Snader 65 59 .93-.37 .24 .78 .78 
i/:rviean reliability coefficient 
"z-transformation" technique. 
obtained by Fisher's 
--=-~ ---
-
-
was transformed to its "z" value; the average "z" value 
was computed and the retransformation was made to the 
corresponding "r" value. The mean coefficients varied 
from .94 to .79, which very nearly corresponded to the 
range of median coefficients. Values of mean reliability 
coefficients for the distributions are given in Table 8, 
page 104. 
Transformation of the obtained distributions of "r's" 
to distributions of Fisher's "z's."-- A major responsi-
bility of this investigation was the statistical de-
scription of the properties of the distributions of relia-
bility coefficients. Statistical techniques can be 
applied directly to distributions of correlation coef-
ficients, however, only in the instance of distributions 
of coefficients for which the population "r" is .00, and 
the number of coefficients is large. Since reliability 
coefficients are known not to be distributed normally, 
statistical treatment of a direct nature can not be 
applied. As mentioned earlier, the solution to this par-
ticular difficulty was provided by R. A. Fisher, who de-
veloped a suitable statistic into which the Pearson coef-
ficients could be transformed. This statistic, denoted 
by "z," is normally or nearly normally distributed no 
' 
matter what the size of "r" may be. By means of Fisher's 
"z-transformation" technique, reliability coefficients 
105 
may be transformed to "z's" and the distribution of "z's" 
may be subjected to customary statistical study. 
Percentage frequency histograms showing the distri-
butions of nz's" for all 12 tests are given fun Figure 2, 
pages 107 to 119. Normal curves of best fit have been 
imposed upon these histograms. 
Homogeneity of the distributions of "r's."-- This 
particular section is concerned with the question of 
whether or not the distributions of reliability coef-
ficients based upon intact classroom groups could be con-
sidered to be homogeneous; that is, not having greater 
variability than would be the case if they were all 
samples out of a common statistical population. To ex-
press this concept in another way, a homogeneous distri-
bution is a distribution which consists of samples which 
do not differ from one another with respect to a para-
meter more than chance would allow. 
A mathematical test for determining the homogeneity 
of a distribution of correlation coefficients may be made 
by transforming the coefficients to Fisher's "z's" and 
then transforming the "z's" to another function which has 
a chi-square distribution, thereby making possible the 
application of a chi-square test. The value of chi-square 
determines the probability level at which a hypothesis of 
homogeneity may be retained. The chi-square test of 
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Figure 2-1. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Crary 
American History Test 
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Figure 2-2. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Cummings 
World History Test 
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Figure 2-3. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Davis Test . 
of Functional Competence in Mathematics 
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Figure 2-4. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Dunning 
Physics Test 
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Figure 2-5. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficientsn 
for Intact Classroom Groups, Durost-Center 
Word Mastery Test, Part I 
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Figure 2-6. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficientsn 
for Intact Classroom Groups, Durost-Center 
Word Mastery Test, Part II 
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Figure 2-7. Percentage Frequency Distribution of 
nz-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Lankton 
First-Year Algebra Test 
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Figure 2-8. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Nelson 
Biology Test 
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Figure 2-9. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Read General 
Science Test 
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Figure 2-10. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for . Intact Classroom Groups, Seattle 
Algebra Test 
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Figure 2-11. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficients" 
for Intact Classroom Groups, Seattle 
Plane Geometry Test 
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Figure 2-12. Percentage Frequency Distribution of 
ttz-Transformed Reliability Coefficientsn 
for Intact Classroom Groups, Shaycoft 
Plane Geometry Test 
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Figure 2-13. Percentage Frequency Distribution of 
"z-Transformed Reliability Coefficientsn 
for Intact Classroom Groups, Snader 
General Mathematics Test 
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significance can do no more than answer in terms of proba-
bility the question: "Could these samples have been drawn 
from the same statistical population ? 11 
as: 
The 
the 
The chi-square function referred to above was defined . 
I:Jf : ~-1 
where 
mean "z" 
formula: 
3-
~ 
N 
( "l 
is the Fisher "z" value of "r"; 
is the number of intact classroom groups; 
and 
is the nlli~ber of cases in each group. 
) for each distribution was obtained by 
Since the sampling error of Fisher's "z," 
I 
' 
is related to the number of cases upon which it is based, 
differences in sample size were taken into account by 
dividing each "z" by its own standard error; that is, 
weighting each "z" by -t/ N-3 • Deviation of each 
120 
individual "z" from the mean "z" was divided by its 
standard error, squared, and summed for all cases. 
This function has a chi-square distribution with 
k-1 degrees of freedom. The value of chi-square was then 
expressed in terms of deviation to the right of the mean 
of the normal probability distribution by means of the 
11 
formula: 
--
j:J-4f -; 
A table of areas of the normal probability curve provided 
the probability (P) that on random sampling we should get 
a value of chi-square as great as, or greater than, the 
value actually obtained. For example, a . "P" of .03 would 
mean that only three times in 100 would we obtain a less 
homogeneous distribution of "r's" upon repetition of the 
experiment, assuming that the universe was distributed as 
a normal curve. 
The values of "P" obtained in this part of the study 
are summarized in Table 9. Values of "P" ranged from 
(.01 to .11, which maximum value was that of the Seattle 
Geometry Test. Of the' 13 distributions, six were associ-
1 R. A. Fisher has shown that for large values of "Ntt 
values larP"e r than 30), this formula may be used as .. a 
normal deviate with unit variance. The probability of 
chi-square corresponds with that of a single tail of the 
normal curve. SeeR. A. Fisher, op. cit., p. 74. 
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Table 9. Homogeneity of Intact Classroom Reliability 
Coefficients in Terms of Probability 
Brief 
Name of Test Items Groups Probability 
Crary 90 86 (.01 
Cummings 80 71 (.01 
Davis 80 67 (.01 
Dunning 75 35 .03 
Durost-Center I 100 73 <.Ol 
Durost-Center II 100 73 .02 
Lank ton 55 72 .06 
Nelson 75 98 (.01 
Read 75 95 (.01 
Seattle Algebra 47 100 .01 
Seattle Geometry 45 86 .11 
Shaycoft 60 50 .01 
Snader 65 59 (.01 
-- -===~ ---=-=o-
ated with a "P" equal to or greater than .01 and seven 
were associated with a "P" less than .Ol. Adopting the 
.Ol level of confidence, we would say that seven of the 
13 distributions showed greater variability than would be 
anticipated as a result of chance variations, the remain-
ing six falling within the limits of chance fluctuations. 
While chance would account for variability in six distri-
butions, there were factors operating in the other seven 
distributions, which were related to the fact that they 
were intact classroom groups having characteristics which 
were not within the chance level of operational causes 
and results. The classroom groups in these seven distri-
butions could not be considered to be random samples out 
of one common statistical population. 
In general conclusion, the application of the chi-
square test of homogeneity indicated no consistent result 
at the selected level of confidence, with respect to the 
13 distributions of reliability coefficients. A further 
analysis of these results is described in the follovdng 
paragraphs. 
~he nature of the chi-square test is such that the 
correspondence or lack of correspondence of data with the 
hypothesis is based upon a single number. A limitation 
of this test is the lack of interpretation of specific 
factors involved. A technique of inspecting the contri-
bution to chi-square of various parts of a function distri-
bution, in order to determine marked or unusual character-
1/ 
istics of bias, has been recommended by Johnson. 
Since an inspection of the distributions of relia-
bility coefficients of individual classroom groups indi-
cated that in the case of some of the distributions, 
extreme deviate groups were present at the extremes of the 
distributions, an effort was made to determine whether or 
not the presence of these deviate groups in the distri-
butions was seriously biasing the magnitude of chi-~quare. 
In an application of this technique to the distri-
butions of Fisher's transformed "z" functions, a number of 
deviate cases at one or both tails of the distributions 
were identified. Upon a purely subjective basis it was 
- y 
decided to employ a principle of rejection which would 
eliminate cases differing from the distribution mean by 
more than three standard deviations. By using such a 
principle, each distribution was treated in a consistent 
way and it was possible to evaluate the homogeneity of 
the distributions free from the influence of extreme 
deviate cases. 
1/Palmer 0. Johnson, Statistical Methods in Research, 
Prentice-Hall, New York, 1949, p. 96. 
ys. A. Courtis, "The Validation of Statistical Pro-
cedure," Journal of Educational Research, {June 1925), 
12:31. --
:124 
Since in the process of eliminating a case from a 
distribution the mean "z" of the distribution was affect-
ed, a statistical method involving the advantage of factor-
Y 
able contributions to chi-square was required. Rao 
proposed such a method in which he defined chi-square as: 
where 
J_J- = T~­
dt = ~-1 
TJ. = L (11-.3);~;1.. 
T, = I. (--Jt.-3Jr 
-,-; 
= ;r -N 
N = L ( n-3} 
---rv is the number of cases in each group. 
In Rao's method the change in the mean "z" is automati-
cally made when a particular case is eliminated from the 
distribution. Results of this part of the study are 
indicated in Table 10. Six of the 13 distributions 
possessed deviate cases beyond three standard deviations 
from the mean distribution value. Each of these six 
distributions was found to be more homogeneous when the 
deviate cases were excluded. Only one distribution, how-
ever, that of the Read General Science Test, by the 
1/C. R. Rao, Advanced Statistical Methods in Biometric 
Research, John Wiley and Sons, New York, 1952, p. 233. 
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Table 10. Homogeneity of Intact Classroom Reliability 
Coefficients within ~3rr of Mean Distribution 
Value in Terms of Probability 
Re-
Brief Mean O"z :t3rr jected Proba-Name of Test z Limits ~ bility 
-
Crary 1.41 .30 2.31-.50 <.Ol 
Cummings 1.38 .29 2.25-.50 . -39 (.01 
Davis 1.22 .32 2.19-.25 .18 (.01 
Dunning 1.32 .30 2.21-.44 .03 
Durost-Center I 1.34 .38 2.49-.20 <-01 
Durost-Center II 1.71 .24 2.44-.98 .02. 
Lankton 1.22 .25 1.98-.47 
-97 .41 
Nelson 1.29 .27 2.09-.50 <.01 
Read 1.22 .29 2.09-.35 .30 .07 
.03 
Seattle Algebra 1.24 .25 1.98-.50 .39 .03 
Seattle Geometry 1.09 .24 1.82-.36 
-95 .66 
.95 
Shaycoft 1.17 .28 2.02-.32 .01 
Snader 1.04 .30 1.94-.14 (.01 
exclusion of its deviate cases was changed critically; in 
this distribution a npn of (.01 was raised to a "P" of 
.07. Results in Table 10 indicate that when cases within 
plus and minus three standard deviations were considered, 
seven of the 13 distributions were found to be homogeneous 
at the .01 level of confidence. 
In terms of the tests used in this part of the study, 
it would be concluded that in approximately half of the 
tests, distributions of reliability coefficients of intact 
classroom groups were obtained which did not possess vari-
ability greater than chance would allow, while in the re-
maining tests, distributions of reliability coefficients 
were obtained in which variability exceeded chance al-
lowances. 
A further consideration of variability is given in 
the following paragraphs. 
The empirical variability of the reliability coef-
ficients expressed in terms of distribution standard 
deviation.-- The empirical variability of reliability 
coefficients based upon intact classroom groups has been 
described for each distribution in terms of the range of 
coefficients and also in terms of distribution homogene-
ity. In an additional descriptive method, variability 
was obtained in te'rms of reliability coefficient values 
one standard deviation to the right and left of the mean 
1_2'7 
distribution value. This range between plus and minus 
sigma defines the limits which include 68.26 per cent of 
the cases. To obtain these coefficient values, the 
standard deviation of each distribution of "z's" was com-
puted and a transformation of these "z" values to the 
corresponding values of "r" was made. The variability of 
the reliability coefficients in terms of plus and minus 
sigma values is summarized in Table 11. 
An inspection of this table indicates a relatively 
wide variability of the reliability coefficients. The 
most typical distribution varied in reliability coef-
ficient value from a- (f coefficient in the • 70's to a+ cr 
value. in the lower .90's. The inter-sigma ranges of the 
reliability coefficient distributions varied from .06 
for the Durost-Center Word Mastery Test, Part II, to .24 
for the Snader General Mathematics Test. The median 
t 
inter-sigma range when all distributions were considered, I 
was .15. 
Table 8 and Table 11 summarize the empirical varia-
bility of intact classroom reliability coefficients as 
determined in this study. In the following paragraphs, 
additional statistical properties of these distributions 
will be described. 
I 
I 
.I 
I 
J 
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Table 11. Variability of Intact Classroom Reliability 
Coefficients within 1:6 of Obtained Mean 
Distribution Value 
Brief 
-6r Mr -t-6r Name of Test Items Groups 
- -
Crary 90 86 .80 .89 .94 
Cummings 80 71 .79 .88 .93 
Davis 80 67 .72 .84 .91 
Dunning 75 35 .77 .87 .92 
Durost-Center I 100 73 .74 .87 .94 
Durost-Center II 100 73 .90 .94 .96 
Lankton 55 72 .75 .84 .90 
Nelson 75 98 .77 .86 .92 
Read 75 95 .73 .84 .91 
Seattle Algebra 47 100 .76 .85 .90 
Seattle Geometry 45 86 .69 .80 .87 
Shaycoft 60 50 .71 .82 .90 
Snader 65 59 .63 .78 .87 
Normality of the distributions of "z's."-- A compari-
son of the distributions of "r's" and the corresponding 
• 
distributions of Fisher's "z's" revealed a marked change 
in form of distribution following the transformation of 
"r's" to "z's." The observed skewness of the distributions 
of "r's" was succeeded by a tendency toward a more sym-
metrical form in the distributions of "z's." A statisti-
cal evaluation of distribution form is made possible by 
the chi~square test of goodness of fit. In this test a 
comparison was made of each individual distribution with 
a normally distributed distribution havi1J the same mean, 
standard deviation, and number of cases. The formula 
for the calculation of chi-square is given by: 
where 
.f..o is the observed frequency in each inter-
val of the distribution; and 
~ is the expected frequency in each inter-val of the distribution. 
The number of degrees of freedom was equal to three less 
than the number of intervals in each distribution. 
Probability levels based upon the obtained values of 
1/Charles C. Peters and Walter R. Van Voorhis, Statistical 
Procedures and their Mathematical Bases, McGraw-Hill Book 
Company, New York, 1940, pp. 417-418. Albert E. Waugh, 
Elements of Statistical Method, McGraw-Hill Book Company, 
New York, 1943, pp. 225-226. 
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chi-square in the application of this test to the distri-
butions of 11 z'sn are summarized in Table 12. The obtain-
ed probability values permitted acceptance of the hypothe-
sis of normality with respect to all distributions, at the 
.07 level of confidence or above. Values of "P" ranged 
from .07 to a maximum of .96. 
Results of this test indicated that the distributions 
of "z's" were not significantly different from normal 
distributions having the same mean, standard deviation, 
and number of cases; the distributions of "r's" likewise 
would be said to possess, inherently, this characteristic. 
Best-fitting normal curves were imposed upon the 
distributions of "z's" in Figure 2. These best-fitting 
normal curves afford an inspectional estimate of the 
agreement of each distribution with the statistical curve 
of best fit. 
Skewness and kurtosis of the distributions of "z's.n __ 
The statistical properties of skewness and kurtosis of the 
distributions of Fisher's "z's" provide descriptive infor-
mation supplementary to the general chi-square test of 
normality of distribution. Skewness refers to the degree 
of balance between the right and left halves of a distri-
bution. Kurtosis pertains to the peakedness or flatness 
of a distribution when compared with the normal distri-
bution. Measurement of these properties provides a basis 
131 
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Table 12. Normality of Intact Classroom Distributions 
of "z's" in Terms of Probability 
Brief 
Name of Test Items Groups Probability 
Crary 90 86 .21 
Cummings 80 71 .43 
Davis 80 67 .08 
Dunning 75 35 .17 
Durost-Center I 100 73 .45 
Durost-Center II 100 73 .96 
Lankton 55 72 .07 
Nelson 75 98 .25 
Read 75 95 .15 
Seattle Algebra 47 100 .20 
Seattle Geometry 45 86 .17 
Shaycoft 60 50 .64 
Snader 65 59 .34 
for determining whether or not there exists with respect 
to each, a real divergence from the normal form or a 
chance divergence due to the operation of chance factors. 
Formulas for the calculation of skewness and kurtosis, 
by the percentile method, are: 
- Pso 
Ku. - .:J7779 
where p")t.. is the nth percentile; 
Q - P1s- P~s- and 
- :t. 
N is the number of cases. 
The probability that an obtained distribution did 
not differ from normal ~~th respect to skewness and kur-
tosis was determined by dividing the observed divergence 
from normal by the standard error of skewness or kurtosis. 
Skewness and kurtosis measures and the corresponding 
probabilities of non-divergence from normal are summarized 
in Table 13. The results indicated that on the basis of 
the obtained probability values, all permitted acceptance 
of the hypothesis of normal skewness and kurtosis as 
1.34 
defined by the percentile method. 
The relationship of class size to the reliability 
coefficient.-- Inta.ct classroom groups used in this study 
ranged in size from 15 to 35 pupils. To investigate the 
relationship of class size to the reliability coefficient, 
two separate techniques were employed. 
In one method of estimation of relationship, class-
room groups were arranged individually for each test in 
decreasing order of size of sample; that is, from 35 to 
15. Each of these obtained distributions was divided into 
three equal segments; the first part consisted of the 
groups of largest size, the second part those of medium 
size, and the third. part those of smallest size. Within I 
each part the reliability coefficients of the intact class-
room groups were rearranged in descending order of size 
of reliability coefficient. The ranges of the coefficients 
and the median coefficients of these groups were compared 
for each test on an inspectional basis. No predictable 
relationship was found to exist between magnitude of re-
liability coefficient and size of sample in this experi-
ment. The results of this particular technique are given 
in Table 14. 
In a second estimation of relationship, bivariate 
distributions of sample sizes and reliability coefficients 
(nz-transformedtt) were made. Fisher's 11 z's" were used 
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Table 14. Comparison of "Large," "Medium," and "Small" 
Size Intact Classroom Samples with Respect to 
Reliability Coefficient Range and Median 
Brief Range of r Median r 
Name of Test L M s L M s 
Crary .95-.69 .96-.54 .96-.64 .89 .87 .91 
Cummings .96-.78 .96-.70 .97-.39 .88 .89 .89 
Davis .95-.55 .93-.55 .95-.18 .85 .83 .86 
Dunning .94-.76 .95-.47 .93-.46 .89 .88 .88 
Durost-Center I .96-.68 .96-.50 .98-.46 .94 .93 .94 
Durost-Center II .97-.84 .98-.84 .98-.84 .94 .93 .94 
Lankton .97-.63 .95-.66 .93-.69 .86 .85 .85 
Nelson .96-.72 .96-.47 .94-.49 .87 .87 .86 
Read .93-.72 .94-.59 .96-.03 . • 87 .86 .81 
Seattle Algebra .94-.64 .94-.54 .92-.39 .86 .86 .83 
Seattle Geometry .95-.63 .90-.60 .95-.51 • 77 :· .82 .80 
Shaycoft .92-.61 .94-.47 .91-.41 .83 .85 .82 
Snader .93-.66 .90-.24 .89-.37 .82 .76 .74 
in these distributions since the "z's" provide a scale of 
equal units, which is not true of a numbered scale of 
correlation coefficients. An inspection of these bivari-
ate distributions, which are shown in Figure 3, indicates 
a lack of relationship between magnitude of reliability 
coefficient and size of sample. 
Summary of the properties of the distributions of 
reliability coefficients.-- Before continuing to a con-
sideration of the standard error of measurement and other 
test parameters, a brief summary will be given of the 
properties of the distributions of reliability coefficients 
based upon intact classroom groups. 
The reliability coefficients for each of the 12 tests 
were found to be distributed over a relatively wide range. 
The most typical distribution rose steeply at the high end 
of the distribution to a mean in the . SO's and was skewed 
toward the lower end, terminating in a long tail. \Vhen 
transformed to "z's," the distributions became more sym-
metrical in form. A statistical test of the homogeneity 
of the reliability coefficients indicated that on the 
basis of the obtained probability values, six .permitted 
acceptance of the hypothesis of homogeneity at the .01 
level, while seven indicated a rejection of the hypothesis. 
\Vhen deviate cases beyond three standard deviations were 
eliminated from consideration, one additional distribution 
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Figure 3-2. Bivariate Distributions of Intact Classroom 
"z-Transformed Reliability Coefficients" vs. 
Class Sizes 
• ! 
was found to be homogeneous. Thus, in general, no con-
sistency of distribution homogeneity was found to exist. 
An application of the chi-square test of goodness of fit 
to the distributions of "z's" indicated that it was per-
missible to accept an hypothesis at· the • 01 level that all 
13 distributions were not significantly different from 
normal distributions having the same mean, standard devi-
tion, and number of cases. In addition, each distribution 
was found to be unbiased with respect to skewness and 
kurtosis. No predictable relationship was found to exist 
between size of intact classroom group and magnitude of 
the reliability coefficient. 
The range of standard errors of measurement of intact 
classroom groups.-- Standard errors of measurement were 
calculated for the 892 intact classroom groups repre-
senting the 12 standardized tests included in this study. 
Although standard errors of measurement expressed in terms 
of raw score units are not directly comparable from one 
standardized test to another, it is of interest to note 
that the maximum range over which the standard errors of I 
measurement varied, when all distributions were considered,
1 
was 3.5 raw score points. The minimum range was 1.7 
points; the median range was 2.7 points. In no case for 
all 13 distributions was a standard error of measurement 
less than 1.3 points nor more than 6.1 points. Table 15 
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Table 15. Range, Median, Mean, and Standard Deviation 
Values of Obtained Distributions of Standard 
Errors of Measurement for Intact Classroom 
Groups 
Brief Gro-
Name of Test Items ups Range Median Mean () 
Durost-Center 100 73 3.0-6.0 4.1 4.2 .7 
I 
Durost-Center 100 73 2.6-6.1 3.9 4.0 .7 
II 
Crary 90 86 2.4-5.1 3•8 3.8 .6 
Cummings 80 71 2.9-5.1 3.6 3.7 .6 
Davis 80 67 2.3-4.8 3.5 3.6 .5 
Dunning 75 35 2.1-4.5 3.4 3.4 .6 
Nelson 75 98 . 2.2-5.0 3.4 3.4 .6 
Read 75 95 2.1-5.2 3.5 3.6 .6 
Snader 65 59 1.9-4.6 3.1 3.1 .4 
Shaycoft 60 50 2.1-4.7 2.9 3.0 .5 
Lankton 55 72 1.3-4.0 2.9 2.9 .s 
Seattle Alg. 47 100 2.0-3.7 2.7 2.7 .4 
Seattle Geom. 45 86 1.5-4.6 2.5 2.5 .5 
summarizes the characteristics of range for each test 
distribution with respect to the standard error of measure- I 
ment. 
Percentage frequency histograms showing the obtained 
distributions of the standard errors of measurement are 
shown in Figure 4. An inspection of these histograms 
indicates that the distributions of standard errors of 
measurement were generally continuous, were not character-
ized by extreme deviate cases, and appeared to possess a 
symmetrical form. 
The median and the mean standard errors of measure-
~--- Median and mean standard errors of measurement for 
each test distribution are summarized in Table 15. Mean 
standard errors of measurement of the test distributions, 
when rounded off to integral raw score points, were three 
and four raw score points. The same integral values were 
true of the median standard errors of measurement; in 
fact, mean and median standard errors of measurement for 
any individual test did not differ by more than one tenth 
of one raw score point. The arrangement of data in Table 
15 in descending order of number of test items indicates 
a direct relationship between nurnber of test items and 
magnitude of standard error of measurement when the latter 
statistic is expressed to the nearest tenth of one raw 
score point. 
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Figure 4-1. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Crary American History Test 
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Figure 4-2. Percentage Frequency Distribution of 
Obtained Standard Errors of ~Ieasure­
ment for Intact Classroom Groups, 
Cummings World History Test 
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Figure 4-3. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Davis Test of Functional Competence 
in Iv"'J.B.thematics 
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Figure 4-4. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Dunning Physics Test 
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Figure 4-5. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Durost-Center Word Mastery Test, 
Part I 
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Figure 4-6. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Durost-Center Word Mastery Test, 
Part II 
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Figure 4-7. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Lankton First-Year Algebra Test 
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Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Nelson Biology Test 
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Figure 4-9. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Read General Science Test 
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Seattle Algebra Test 
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Figure 4-12. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment of Intact Classroom Groups, 
Shaycoft Plane Geometry Test 
1_54 
PER CENT 
6e f 5 lo 15 2o 
5.00-5.24 
4.75-4.99 
4.50-4.74 1 XX 
4.25-4.49 
4.00-4.24 
3.75-3.99 2 XXX 
3.50-3 ~ 74 4 xxxxxxx 
3.25-3.49 11 
3.00-3.24 15 
2. 75-2.9.9 13 
2.50-2.74 g xxxxxxxxxxxxxx 
2.25-2.49 4 xxxxxxx 
2.00-2~24 
1. 75-1 •. 99 1 XX 
1.50-1.74 
1.25-1.49 
1.00-1.24 
59 
Figure 4-13. Percentage Frequency Distribution of 
Obtained Standard Errors of Measure-
ment for Intact Classroom Groups, 
Snader General Mathematics Test 
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The empirical variability of the standard errors of 
measurement expressed in terms of distribution standard 
deviation.-- The empirical variability of the standard 
errors of measurement for intact classroom groups has been 
described in one way in terms of the range of the standard 
errors of measurement for each test distribution. Empiri-
cal variability in terms of distribution standard devi-
ation was obtained and is summarized in Table 15. An 
inspection of this table indicates that the standard devi-
ations of the distributions of standard errors of measure-
ment ranged from .4 to .7 raw score points, with a median 
of .6 points. In terms of a median distribution, this 
would mean that that 68.26 per cent of the standard error 
of measurement values were within .6 raw score points of 
the obtained distribution value. 
The variability of the distributions was expressed 
also in terms of standard error of measurement values one 
standard deviation to the right and to the left of the 
obtained distribution mean. These values are given for 
each distribution in Table 16; this table and Table 15 
indicate the extent of empirical variability of standard 
errors of measurement as determined in this study. 
Table 16 also summarizes similar variability data 
pertaining to the distributions of reliability coefficients : 
in order that an inspectional comparison may be made. I 
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Table 16. Variability of Intact Classroom Reliability 
Coefficients and Standard Errors of Measure-
ment within ':! C5 of Obtained IV!ean Distribution 
Value 
r 6e 
Brief Gro-
Name of Test Items ups -6 M +6 -6 M +Cf 
-
Crary 90 86 .80 .89 .94 3.3 3.8 4.4 
Cummings 80 71 .79 .88 .93 3.2 3.7 4.2 
Davis 80 67 .72 .84 .91 3.0 3.6 4.1 
Dunning 75 35 .77 • 87 .92 2.8 3.4 4.0 
Durost-Center 100 73 .74 .87 .94 3.5 4.2 4.9 
I 
Durost-Center 100 73 .90 .94 .96 3.3 4.0 4.7 
II 
Lankton 55 72 .75 .84 .90 2.4 2.9 3.3 
Nelson 75 98 .77 .86 .92 2.8 3.4 4.0 
Read 75 95 .73 .84 .91 3.0 3.6 4.2 
Seattle Alg. 47 100 .76 .85 .90 2.4 2.7 3.1 
Seattle Geom. 45 86 .69 .80 .87 2.1 2.5 3.0 
Shaycoft 60 50 .71 .82 .90 2.5 3.0 3.4 
Snader 65 59 .63 .78 .87 2.6 3.1 3.5 
!I 
In the absence of a suitable statistical method of 
comparing the variabilities of the reliability coefficient 
and the standard error of measurement with respect to each 
test and with respect to all the tests generally, one must 
resort to an inspection of the table itself. This would 
seem to lead one to conclude that on an empirical basis, 
the standard errors of measurement of the tests used in 
this study, being relatively stable from classroom group 
to classroom group, would be of the greater meaning to the , 
classroom teacher. 
Normality of the distributions of standard errors of 
measurement.-- A mathematical estimate of the closeness of 
agreement of each standard error of measurement distri-
bution with a normal distribution having the same mean, 
standard deviation, and number of cases was made by appli-
cation of the chi-square test of goodness of fit, mention-
ed earlier with respect to the distributions of Fisher's 
"z's." Since this test expresses its results in terms of 
a single statistic, supplementary description was obtained , 
following an analysis of the contributions to chi-square 
magnitude by the various parts of the distributions and 
following an inspection of the distributions themselves. 
Table 17 summarizes the results of an application of 
l/For a discussion of this point see Palmer 0. Johnson and 
Eobert W. B. Jackson, Introduction to Statistical Methods, 
Prentice-Hall, New York, 1953, p. 164. 
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Table 17. Normality of Intact Classroom Distributions 
of Standard Errors of Measurement in Terms 
of Probability 
Brief 
Name of Test Items Groups Probability 
Crary 90 86 .42 
Cummings 80 71 .12 
Davis so 67 .03 
Dunning 75 35 .41 
Durost-Center I 100 73 .05 
Durost-Center II 100 73 .02 
Lankton 55 72 .02 
Nelson 75 98 .43 
Read 75 95 . 32 
Seattle Algebra 47 100 .26 
Seattle Geometry 45 86 .02 
Shaycoft 60 50 .56 
Snader 65 59 .37 
the chi-square test of goodness of fit to the distributions 
of standard errors of measurement. These results are ex-
pressed in terms of the probability that on repetition of 
the experiment, a poorer agreement with the best-fitting 
normal curve would be obtained. Results of this study 
permitted acceptance of an hypothesis of agreement with 
the best-fitting normal curve at the .02 level of confi-
dence or above for all of the test distributions. Four 
distributions were found to have values of "P" which were 
less than .05. An inspection of the data indicated that 
these four distributions of standard errors of measurement , 
deviated somewhat from best-fitting normal curves because 
of one or more of the following factors: (1) an excessive 
I 
number of cases on one step interval of the distribution; I 
(2) a brief discontinuity of distribution; and (3) a cur- 1 
tailment of the distribution at the lower end. In general, ! 
however, at the .02 level of confidence, the distributions I 
I 
of the standard errors of measurement were considered to 
be normal distributions. 
Skewness and kurtosis of the distributions of standard 
errors of measurement.-- Skewness and kurtosis measures I 
obtained by the percentile method as previously described 
are summarized for each standard error of measurement 
distribution in Table lS. At the .05 level of confidence, 
which was the minimum value of "P" obtained, no distri-
160 
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Table 18. Skewness and Kurtosis Values of Intact 
Classroom Distributions of Standard 
Errors of Measurement 
Brief Skew- Proba- Kur- Proba-
Name of Test ~ bility to sis!/ bility 
Crary .07 .38 .297 .26 
Cummings .07 .44 .264 .98 
Davis .06 .51 .284 .54 
Dunning .11 .45 .220 .36 
Durost-Center I .20 .07 .260 .93 
Durost-Center II .16 .15 .328 .05 
Lankton -.04 .56 .327 .05 
Nelson .05 • 53 .222 .14 
Read .14 .08 .277 .63 
Seattle Algebra -.03 .55 .280 .54 
Seattle Geometry .08 .18 .204 .05 
Shaycoft .07 .32 .292 .46 
Snader -.03 .67 .270 .85 
!/A normal or mesokurtic distribution has a kurtosis of 
.263. A platykurtic distribution has a kurtosis greater 
than .263. A leptokurtic distribution has a kurtosis 
less than .263. 
-- -- --
bution differed significantly from normal with respect to 
skewness and kurtosis. 
Summary of the properties of the distributions of 
standard errors of measurement.-- In brief summary, the 
following properties of the distributions of standard 
errors of measurement of intact classroom groups have been 
observed. When arranged in frequency distributions for 
individual tests, the $92 standard errors of measurement 
were found to be spread over ranges of not less than 1.7 
raw score points nor more than 3.5 points. In no case was 
a standard error of measurement value less than 1.3 ·points 
nor more than 6.1 points. Standard deviations of the 
distributions ranged from .4 to .7 raw score points. With 
respect to form, the distributions were generally continu-
ous and were not characterized by extreme deviate cases. 
An application of the chi-square test of goodness of fit 
indicated that at the .02 level of confidence, no distri-
bution was significantly different from a normal distri-
bution having the same mean, standard deviation, and number! 
of cases. Each distribution of standard errors of ! 
measurement was found to be unbiased with respect to skew-
ness and kurtosis. 
In the sections immediately following, the empirical 
relationships between reliability measures and between 
reliability measures and other test parameters will be 
• 
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described. 
The empirical relationship of the reliability coef-
ficient and the standard error of measurement.-- The 
empirical relationship existing between reliability coef-
ficients and standard errors of measurement was investi-
gated in this study for each individual test distribution. 
Bivariate distributions involving these reliability 
measures are shown in Figure 5. An inspection of these 
bivariate distributions indicates in general that an in-
verse relationship appears to exist between these two 
parameters. As the reliability coefficient, expressed in 
terms of Fisher's "z," increases in value, the standard 
error of measurement decreases in value. 
:l63 
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Figure 5-2. Bivariate Distributions of Intact Classroom 
"z-Transformed Reliability Coefficients" vs. 
Standard Errors of Measurement 
The distributions of standard deviations.-- The 
purpose of this particular section of the investigation 
of classroom groups is to describe the obtained distri-
butions of standard deviations of the 12 standardized 
tests. Chapter sections immediately following will de-
scribe the empirical relationships found to exist between 
the intact classroom standard deviations and other test 
parametE~rs. 
Percentage frequency distributions of the intact 
classroom standard deviations are shown for each test in 
Figure 6. 
An unescapable observation concerning these distri-
butions was their generally common property of symmetry. 
The distributions were found to be typically continuous 
and to be free from extreme deviate cases. A considerable 1 
range of variability was characteristic of the intact 
classroom groups. 
Table 19 summarizes the range, mean, and standard 
deviation values of each empirical distribution of standard 
deviations. This table has been arranged in descending 
order of number of test items in order to illustrate a 
highly consistent empirical relationship between the size 
of the standard deviation and the number of test items. 
This latter relationship was, of course, to be expected 
on logical grounds. 
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Figure 6-1. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Crary 
American History Test 
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Figure 6-2. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Cummings 
World History Test 
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Figure 6-3. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Davis Test 
of Functional Competence in lf~the­
matics 
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Figure 6-4. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Dunning 
Physics Test 
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Figure 6-5. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Durost-Center 
Word Mastery Test, Part -I 
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Figure 6-6. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Durost-Center 
Word lf~stery Test, Part II 
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6.0-6.4 13 xxxxxxxxxxxxxxx 
5.5-5.9 3 xxxx 
5.0-5.4 4 xxxxx 
4.5-4.9 2 XX 
4.0-4.4 
3.5-3.9 
3.0-3.4 
2.5-2.9 
2.0-2.4 
72 
Figure 6-7. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Lankton 
First-Year Algebra Test 
:173 
PER CENT 
6 f 5 1o 15 2o 
20.0-20.9 
19.0-19.9 
1$.0-18.9 
17.0-1?.9 
16.0-16.9 
15.0-15.9 . 
14.0-14.9 
13.0-13.9 1 X 
12.0-12.9 1 X 
11.0-11.9 10 .xxxxxxxxxx 
10.0-10.9 23 xxxxxxxxx.xxxxxxxxxxxx.xx 
9.0-9.9 23 xxxxxxxxxxxxxxx.xxxx:x:xxx 
8.0-8.9 15 xxxxxxx.x.xxxxxxx 
?.0-7.9 16 xxx.xx.xxxxxxxxxxx 
6.0-6.9 5 xxxxx 
5.0-5.9 3 XXX 
4.0-4.9 1 X 
3.0-3.9 
2.0-2.9 
l.0-1.9 
98 
Figure 6-8. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Nelson 
Biology Test 
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PER CENT 
6 f 5 lo 15 2o 
20.0-20.9 
19.0-19.9 
18.0-18.9 
17.0-17.9 
16.0-16.9 
15.0-15.-9 
14.0-14.9 
13.0-13 .. 9 2 XX 
12.0-12.9 3 XXX 
11.0-11.9 5 xxxXx 
10.0-10.9 20 
9.0-9.9 22 
8.0-8.9 21 .xxxxxxxxxxxxxxxxxxxxxx 
7.0-7.9 14 xxx.x.xxxx.xxxx 
6.0-6.9 4 xxxx 
5.0-5.9 3 XXX 
4.0-4.9 1 X 
3.0-3.9 
2.0-2.9 
1.0-1.9 
95 
Figure 6-9. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Read General 
Science Test 
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PER CENT 
d f 5 1o 15 2o 
11.5-11.9 
11.0-11.4 
10.5-10.9 
10.0-10.4 
. 9. 5-9.9 
-9.0-9.4 3 XXX 
8.5-8.9 5 xxxxx 
8.0-8.4 10 xxx:xxxxxx.x 
. 7.5-7.9 11 xxxxxxx.xxxx 
7.0-7.4 20 
. 6. 5-6.9 18 
6.0 ... 6.4 15 xxxxxxxxxxxxxxx 
5.5-5·.9 10 xxxxxxx.xxx 
. 5.0~5.4 3 XXX 
4.5-4.9 3 XXX 
4.0~4.4 2. XX 
3-5-3.9 
3.0-3.4 
. 2. 5-2.9 
2.0~2.4 
100 
Figure 6-10. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Seattle 
Algebra Test 
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6 
10.5-10.9 
10.0-10.4 
9.5-9.9 
9.0-9.4 
8.5-8.9 
f 
8.0-8.4 1 X 
7.5-7.9 .1 X 
7.0-7.4 3 XXX 
PER CENT 
5 lo 15 2o 25 
6.5-6.9 8 xxxxxxxxx 
6.0-6.4 12 xxxxxxxxxxxxx 
5. 5-5. 9 26 xxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
5 • 0-5 • 4 21 XXXXXXXDCXX.XJO::XXJOO:XX:KXX 
4.5-4.9 9 xxxxxxxxxx 
4.0-4.4 3 XXX 
3.5-3.9 2 XX 
3.0-3.4 
.2. 5-2.9 
2.0-2.4 
1.5-1.9 
1.0-1.4 
86 
Figure 6-11; Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Seattle 
Plane Geometry Test 
1_7 7 
PER CENT 
6 f 5 lo 15 
20.0-20.9 
19.0-19.9 
18.0-18.9 
·17.0-17.9 
16.0-16.9 
15.0-15.9 
·14.0-14.9 
·13.0-13.9 
12.0-12.9 
·11.0-11.9 
10.0-10.9 
9.0-9.9 5 xxxxx 
8.0-8.9 13 xxxx.xxxxxxxxxxx 
7.0-7.9 11 xxxxxxxxxxxx 
6.0-6.9 12 xxxxxxxxxxxxx 
5.0-5.9 7 xx.xxxxxx 
4.0-4.9 1 X 
3.0-3.9 1 X 
2.0-2.9 
1.0-1.9 
86 
Figure 6-12. Percentage Frequency Distribution of 
Obtained Standard Deviations for 
Intact Classroom Groups, Shaycoft 
Plane Geometry Test 
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PER CENT 
6 f 5 lo 15 2o 25 
20.0-20.9 
19.0-19.9 
18.0-18.9 
17.0-17.9 
16.0-16.9 
15.0-15.9 
14.0-14.9 
13.0-13.9 
12.0-12.9 
11.0-11.9 
10.0-10.9 1 XX 
9.0-9.9 1 XX 
8.0-8.9 11 xxxxxxxxxxxxxxxxxxx 
7.0-7.9 9 xxxxx:x::xxxxxxxxx 
6.0-6.9 18. .xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
5.0-5.9 13 xxxxxxxxxx.xxxxxxxxxxxx 
4.0-4.9 6 xxxxxxxxxxx 
3.0-3.9 
2.0-2.9 
1.0-1.9 
59 
Figure 6-13. Percentage Frequency Distribution of 
Obtained Standard De.viations for 
Intact Classroom Groups, Snader 
General Mathematics Test 
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- =---=---=- =-==-= 
Table 19. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Standard Deviations 
for Intact Classroom Groups 
Brief Gro-
Name of Test Items ups Range ~Iean cr 
Durost-Center I 100 73 4.9-21.5 12.3 
Durost- Center II 100 73 9.8-21.4 16.0 
Crary 90 86 5.1-19.2 11.5 
Cummings 80 71 5.6-17.0 10.8 2.2 
Davis 80 67 4.7-14.7 2.2 
Dunning 75 35 5.8-13.4 2.0 
Nelson 75 98 4.6-13.2 9.2 
Read 75 95 4.9-13.7 1.7 
Snader 65 59 4.3-10.4 
Shaycoft 60 50 3.3-9.1 
Lankton 55 72 4.7-10.0 7.2 1.2 
Seattle Algebra 47 100 4.1-9.3 7.0 1.1 
.8 
1.80 
The empirical relationship of the reliability coef-
ficient and group variability.-- The empirical relation-
ship between the reliability coefficient, expressed in 
terms of Fisher's "z," and group variability was studied 
in bivariate distributions involving the reliability coef-
ficient and the standard deviation. These bivariate 
distributions are shown in Figure 7. On an inspectional 
basis one can see immediately an empirical trend toward 
the direct relationship that the larger the standard devi-
ation, the higher the reliability coefficient. 
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Figure 7-1. Bivariate Distributions of Intact Classroom 
"z-Transformed Reliability Coefficients" vs. 
Standard Deviations 
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Figure 7-2, Bivariate Distributions o£ Intact Classroom 
"z-Transformed Reliability Coefficients" vs. 
Standard Deviations 
The empirical relationship of the standard error of 
measurement and group variability.-- The empirical re-
lationship of the standard error of measurement and group 
variability was studied for each test distribution. Bi-
variate distributions indicating the obtained relationship 
between the standard error of measurement and the group 
standard deviation are given in Figure e. These distri-
butions indicate quite conclusively that with respect to 
groups for any single test, that is, when variability was 
due solely to sampling factors with the intrinsic relia-
bility of the test instrument a constant, one can detect 
no relationship between the two parameters. 
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Figure 8-1. Bivariate Distributions of Intact Classroom 
Standard Errors of Measurement vs. Standard 
Deviations 
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Shaycoft Plane Geometry 
Test 
Snader General Mathematics 
Test 
Figure 8-2. Bivariate Distributions of Intact Classroom 
Standard Errors of Measurement vs. Standard 
Deviations 
I 
The distributions of means.-- Percentage frequency 
distributions of the mean scores of the intact classroom 
groups are given for each test in Figure 9. An inspection 
of these distributions reveals a wide range of mean values, 
with a tendency toward the symmetrical form in a majority 
of the distributions. Table 20 summarizes the character-
istics of range, mean, and standard deviation values of 
the distributions of intact classroom group means. This 
table has been arranged in descending order of number of 
test items. 
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PER CENT 
M f 5 lo 15 2o 
66-68 
63-65 
60-62 
57-59 1 X 
54-56 3 XXX 
51-53 2 XX 
48-50 1 X 
45-47 11 xxxxxxxxxxxx 
42-44 19 
39-41 21 xxxx 
36-38 8 xxxxxxxxx 
33-35 14 xxxxxxxxxxxxxxx 
30-32 2 XX 
27-29 3 XXX 
24-26 
21-23 
18-20 1 X 
15-17 
12-14 
9-11 
86 
Figure 9-1. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Crary American History Test 
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PER CENT 
M f 5 lo 15 
54-55 
52-53 
50-51 
4$-49 2 XXX 
46-47 4 xxxxxx 
44-45 10 xxxxxxxxx:xxxxx 
42-43 10 xxxxxxxxxxxxxx 
40-41 7 xxxxxxxxxx 
J$-39 6 xxxxxxxx 
36-37 10 xxxxxxx.xxxxxxx 
34-35 9 xxxxxxxxxxxxx 
32-33 4 xxxxxx 
30-31 2 XXX 
2$-29 1 X 
26-27 3 xxxx 
24-25 2 XXX 
22-23 1 X 
20-21 
1$-19 
16-17 
71 
Figure 9-2. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Cummings World History Test 
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PER CENT 
M f 5 lo 15 2o 
63-65 
60-62 
57-59 
54-56 
51-53 1 X 
48-50 
45-47 1 X 
42-44 
39-41 4 xxxxx 
36-38 2 XX 
33-35 2 XX 
30-32 13 
27-29 11 xxxxxxxxxxxxxxx 
24-26 14 
21-23 15 
18-20 3 xxxx 
15-17 1 X 
12-14 
9-11 
6-8 
67 
Figure 9-3. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Davis Test of Functional 
Competence in Mathematics 
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PER CENT 
M f 5 lo 15 2o 25 
66-6$ 
63-65 
60-62 
57-59 
54-56 
51-53 1 XXX 
48-50 
45-47 
42-44 2 xxxxxx 
39-41 
36-38 3 xxx.xxxx:xx. 
33-35 7 
30-32 2 xxxxxx 
27-29 8 
24-26 10 
21-23 2 xxxxxx 
18-20 
15-17 
12-14 
9-11 
35 
Figure 9-4. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Dunning Physics Test 
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PER CENT 
M f 5 lo 15 2o 
87-89 
84-86 
81-83 
78-80 
75-77 
72-74 
69-71 l X 
66-68 
63-65 
60-62 
57-59 
54-56 
51-53 
48-50 
45-47 4 xxxxx 
42-44 5 .xxxxxxx 
39-41 10 xxxxxxxxxxxxxx 
36-38 12 xxxxxxxxxxxxxxx 
33-35 16 
30-32 7 xxx.xxxxxxx 
27-29 9 .xxxxxxxxxxxx 
24-26 7 .xxxxxxxxx.x 
21-23 l x : 
18-20 l X 
73 
Figure 9-5. ~ercentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Durost-Center Word Mastery 
Test, Part I 
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PER CENT 
M f 5 1o 15 2o 
87-89 1 X 
84-86 
81-83 
78-80 2. XXX 
75-77 1 X 
72-74 4 xx.x.xx 
69-71 6 xxxxxxxx 
66-68 8 xxxxxxxxxxx 
63-65 13 
60-62 11 xxxx.xxxx.xxxx. 
57-59 5 xxxxxxx 
54-56 8 xxxxxxxxxxx 
51-53 6 xx.x.xxxxx 
48-50 2 XXX 
45-47 2 XXX 
42-44 2 XXX 
39-41 1 X . 
36-38 1 X 
33-35 
30-32 
27-29 
24-26 
21-23 
18-20 
73 
Figure 9-6. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Durost-Center Word Mastery 
Test, Part II 
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PER CENT 
M f 5 lo 15 2o 
46-47 
44-45 
42-43 
40-41 
38-39 1 X 
36-37 1 X 
34-35 2 XX 
32-33 5 .xxxxxx 
30-31 11 :xxxxxxxxx.xxxx 
28-29 5 .xxxx.xx 
26-27 10 xxxxxxxxxxxx:x 
24-25 12 xxxxxxxxxxxxxxx 
22-23 15 .xx.xxxxxxxxxxxxxxxxx 
20-21 4 xxxxx 
18-19 3 .xx.xx 
16-17 3 x.xxx 
14-15 
12-13 
10-11 
8-9 
72 
Figure 9-7. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Lankton First-Year Al gebra 
Test 
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PER CENT 
M f 5 lo 15 2o 
54-55 
52-53 
50-51 1 X 
48-49 
46-47 
44-45 1 X 
42-43 2 XX 
40-41 8 xxxxxxxx 
38-39 13 xx.xxx.xxxxxxxx 
36-37 10 xxxxxxxxxx 
34-35 20 
32-33 14 xxxxxxxxxxxxxx 
30-31 11 x.xxxxxxxxxx 
28-29 7 xxxxxxx 
26-27 3 XXX 
24-25 5 xxxx.x 
22-23 2 XX 
20-21 1 X 
18-19 
16-17 
98 
Figure 9-8.. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Nelson Biology Test 
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PER CENT 
M f 5 lo 15 2o 
58-59 
56-57 
54-55 1 X 
52-53 
50-51 1 X 
48-49 1 X 
46-47 7 xx.xxxxx 
44-45 8 xxxxxxxx 
42-43 14 xxxxxxxxxxxxxx.x 
40-41 18 xxxx.xxx.xxxxxxxx 
38-39 16 xxxxxxxxx:xxxxxxxx 
36-37 12 xxxxxxxxxxxxx 
34-35 9 xxxxxxx.xx 
32-33 4 xxxx 
30-31 2 XX 
28-29 
26-27 1 X 
24-25 1 X 
22-23 
20-21 
95 
I Figure 9-9. Percentage Frequency Distribution of Obtained Means for Intact Classroom . ~ Groups, Read General Science Test 
I 
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PER CENT 
M f 5 lo 15 2Q 
44-45 
42-43 
40-41 
3$-39 1 X 
36-37 2 XX 
34-35 
32-33 5 xxxxx 
30-31 4 xxxx 
2$-29 8 xxxxxxxx 
26-27 14 xxxxxxxxxxxxxx 
24-25 16 xxxxxxxxxxxxxxxx 
22-23 17 xxxxxxxxxxx.xxx.xxx 
20-21 14 xxxxxxxxxxxxxx 
18-19 6 xxxxxx 
16-17 8 xxxxxxxx 
14-15 4 xxxx 
12-13 1 X 
10-11 
8-9 
6-7 
100 
Figure 9-10. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Seattle Algebra Test 
:197 
' 
PER CENT 
M f 5 lo 15 2o 
42-43 
40-41 
38-39 
36-37 
34-35 
32-33 4 xxxx 
30-31 16 Y' 
28-29 23 
26-27 18 :xxxxxxxxxx.xxxxxxxxxx 
24-25 10 xxxxxxxxxxx 
22-23 8 xxxxxxxxx 
20-21 2 XX 
18-19 4 xxxx 
16-17 
14-15 
12-13 1 X 
10-11 
8-9 
6-7 
4-5 
86 
Figure 9-11. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Seattle Plane Geometry Test 
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PER CENT 
M f 5 lo 15 2o 
54-55 
52-53 
50-51 
48-49 
46-47 
44-45 1 XX 
42-43 2 .xxxx 
40-41 7 x.xxxxxxxxxxx.x 
38-39 8 .xxxx.xx.xxxxxxxxxx 
36-37 9 xxxxxxxxx.xxxxxxx.x.x 
34-35 4 .xxx.x.xxxx 
32-33 4 .xxxx.xx.xx 
30-31 7 x.xxxxxxxxx.xxx 
28-29 3 .xx.xx.xx 
26-27 4 .xxxxxxxx 
24-25 1 XX 
22-23 
20-21 
18-19 
16-17 
50 
Figure 9-12. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Shaycoft Plane Geometry Test 
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PER CENT 
M f 5 lo 15 2o 
46-47 
44-45 
42-43 
40-41 
38-39 
36-37 1 XX 
34-35 2 XXX 
32-33 1 XX 
30-31 5 xxxx.xxxx 
28-29 7 xxxxx.xxxxxxx 
26-27 11 xxxx.xx.xxxxxxx.xx.xx.xx 
24-25 9 xxxxxxx.xxxxxxx.x 
22-23 11 xxxxx.xxxxxxxxxx.xxx.x 
20-21 7 x.xxxxx.xxxxxx 
18-19 5 xxxxxxxx 
16-17 
14-15 
12-13 
10-11 
8-9 
59 
Figure 9-13. Percentage Frequency Distribution of 
Obtained Means for Intact Classroom 
Groups, Snader General Mathematics 
Test 
2 0 0 
., 
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~r.ble --==- --~- - - - - - -- -=:........:::= -20. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Means for Intact 
Classroom Groups 
Brief Gro-
Name of Test Items ups Range Mean 6 
Durost-Center I 100 73 19.3-69.2 35.6 7.9 
Durost-Center II 100 73 37.6-89.1 61.7 11.8 
Crary 90 86 20.3-58.5 40.9 6.4 
Cummings 80 71 23.5-49.9 38.6 7.5 
Davis 80 67 17.2-52.7 28.3 6.6 
Dunning 75 35 23.1-52.5 31.0 6.5 
Nelson 75 98 22.0-50.5 34.4 5.2 
Read 75 95 25.5-54.7 40.1 4.8 
Snader 65 59 18.2-37.4 25.9 4.2 
Shaycoft 60 50 25.4-45.7 35.4 5.0 
Lankton 55 72 16.3-38.0 26.4 4.8 
Seattle Algebra 47 100 13.9-38.6 24.2 5.1 
Seattle Geometry 45 86 13.7-33.8 27.3 3.7 
- --====--
- --=---=---=--==- === 
2. Intact Community Groups 
Introduction.-- This part of Chapter IV is concerned 
principally with the empirical variability of reliability 
coefficients and standard errors of measurement based upon 
intact community groups. In a following chapter division, 
additional information will be provided pertaining to the 
empirical relationships found to exist between the relia-
bility measures of the intact community groups and their 
resp.ecti ve intact classroom groups. 
The intact community groups used in this part of the 
investigation were drawn from the 1950 standardization 
populations of the tests of the Evaluation and Adjustment 
Series, previously described in Chapter III. Intact 
community groups were defined as groups consisting of more 
than 35 pupils, and consisting of several classroom groups 
within a certain community. 
All community groups represented a single grade .range. 
There probably was no serious question of bias in the 
selection of cases· within a grade in a community; the 
communities cooperating in the national standardization 
program were requested to test every pupil in any grade in 
the subject in which testing was done, although this may 
not have been done in all cases. 
The total number of intact community groups used in 
this part of the investigation necessarily was less than 
205 
the total number of 892 intact classroom groups investi-
gated previously. Eleven test distributions were used, 
with a total of 175 intact community groups. The number 
of community groups per test distribution ranged from 13 
to 24. Sizes of these groups ranged from 36 to 355. 
The range of reliability coefficients of intact com-
munity groups.-- When arranged for each test in descending 
tabular distribution as indicated in Appendix B, the re-
liability coefficients of the intact community groups were 
found to be spread over a range which was less than the 
typical range (.98- .46) for that of intact classroom 
groups. 
~~ximum coefficients in the distributions approached 
.96, as in the case of the Durost-Center Word lfJ..astery Test, 
. I 
Parts I and II, and did not fall below .88, which lower I 
limit was that of the Snader General Mathematics Test. A 
median coefficient of .93 was descriptive of the upper 
limit of a composite of all the intact community relia-
bility coefficient distributions. Lower limits of the 
distributions ranged from .90 to .59, with a median value 
of .73. Deviate cases, that is, coefficients distant from 
the continuous distribution by more than .10, were found 
in three distributions of the eleven studied. 
When compared with the distributions of intact class-
room groups, the distributions of reliability coefficients 
206 
of intact community groups were less dispersed, having a 
median upper-limit coefficient (.93) somewhat lower and a 
median lower-limit coefficient (.73) somewhat higher than 
the corresponding measures (.96, .46) for intact class-
room groups. When the ranges of reliability coefficients 
for intact classroom and intact community groups were com-
pared with respect to individual tests, it was found in 
all cases that the range of coefficients for community 
groups was less. The curtailment of range was pronounced 
at the lower end of the distribution; for example, the 
ranges of reliability coefficients for intact classroom 
and intact community groups of the Nelson Biology Test 
were respectively, .96 to .47 and .91 to .78. 
Table 21 summarizes the range of intact community 
reliability coefficients for each test distribution. This 
table may be compared with Table 8 which summarizes simi-
lar information for intact classroom g~oups. 
The median and the mean reliability coefficients.--
The median reliability coefficients of intact community 
groups, obtained by taking the respective middle values 
of the distributions, varied from .94 to .77, which very 
nearly corresponded to that of similar measures for intact 
classroom groups (.94 to .78). Values of median relia-
bility coefficients are summarized in Table 21. 
Mean reliability coefficients for each test distri-
207 ·· 
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Table 21. Range, Median, and Mean Values of Obtained 
Distributions of Reliability Coefficients 
for Intact Community Groups 
Brief Gro- !I Name of Test Items ups Range Median Mean 
Crary 90 17 .95-.84 .90 .90 
Cummings 80 18 .95-.82 .91 .90 
Davis 80 13 .93-.71 .88 .88 
Durost-Center I 100 18 .95-.67 .91 .90 
Durost-Center II 100 18 .96-.90 .94 .94 
Lank ton 55 15 .93-.73 .85 .86 
Nelson 75 19 .91-.78 .87 .86 
Read 75 18 .90-.79 .86 .86 
Seattle Algebra 47 24 .90-.66 .85 .84 
Seattle Geometry 45 17 .91-.73 .81 .83 
Snader 65 16 .88-.59 .77 .78 
~Mean reliability coefficient obtained by Fisher's 
z-transformation" technique. 
bution, obtained by means of Fisher's "z-transformation" 
technique, varied similarly from .94 to .78. 
The difference between mean and median coefficient 
I I .209 
values for any single distribution, exceeded .01 in the 
case of only one distribution of reliability coefficients. i 
Mean reliability coefficients of intact classroom and 1 
intact communi~y groups, with respect to any single test, 
differed by not more than .04; the same statement was true , 
concerning median reliability coefficients. Mean relia-
bility coefficients for intact community groups were found 
to be higher than mean reliability coefficients for intact 
classroom groups in seven distributions, to be equal in 
three, and to be lower in one. In general it was found 
that these measures of central tendency did not differ 
markedly from intact classroom to intact community distri-
butions. 
Homogeneity of the distributions of "r's."-- Homo-
geneity of the distributions of "r's" of intact community 
groups was studied by means of the chi•square test de-
scribed earlier in the statistical treatment of the intact 
classroom groups. The purpose of this test was to de-
termine in terms of probability whether or not the relia-
bility coefficients of the individual distributions could 
have been drawn from the same statistical population. 
Results of the test, expressed in probability values, 
J -
are summarized in Table 22. An inspection of this table 
indicates a range of probability values reaching a maximum 
of .18. At the .01 level of confidence, the obtained 
probability values permitted acceptance of the hypothesis 
of homogeneity with respect to six distributions of relia-
bility coefficients; with respect to the remaining five 
distributions, the hypothesis of homogeneity was not tena-
ble. Hence the latter five distributions were considered 
to possess variability, with respect to reliability coef-
ficient, greater than chance would allow. 
In approximately one half of the tests, distributions 
of reliability coefficients were obtained for intact com-
munity groups, which did not differ from one another more 
than chance would allow, and in approximately one half of 
the tests, distributions of reliability coefficients were 
obtained within which variability existed to an extent 
greater than would be allowed by chance factors. No con-
sistent result was found to exist, therefore, with respect 
to the homogeneity of the distributions of reliability 
coefficients of intact community groups. 
The empirical variability of the reliability coef-
ficients expressed in terms of distribution standard 
deviation.-- The empirical variability of the reliability 
coefficients based upon intact community groups has been 
described for each test distribution in terms of the range 
210 
211 
- - --=--=-==--=..=... --
Table 22. Homogeneity of Intact Community Reliability 
Coefficients in Terms of Probability 
Brief 
Name of Test Items Groups Probability I 
Crary 90 17 <.Ol 
Cummings 80 18 .01 
Davis 80 13 <.Ol 
Durost-Center I 100 18 < .01 
Durost-Center II 100 18 .01 
Lankton 55 15 <.Ol 
Nelson 75 19 .16 
Read 75 18 .18 
Seattle Algebra 47 24 .08 
Seattle Geometry 45 17 .04 
Snader 65 16 <.Ol 
==-= ========================~ 
' I 
i 
1: of coefficients, and in terms of the homogeneity of the 
; distributions. Further description was obtained in terms 
of reliability coefficient values one standard deviation 
to the right and to the left of the mean of each relia-
bility coefficient distribution. This range between-H) 
and- (J indicates the limits within which 68.26 per cent of 
the cases fell. To derive these coefficient values, the 
standard deviation of each distribution of "z's" was com-
puted, and a transformation of the "z" values to the 
corresponding values for "r" was made. The variability of 
the reliability coefficients in terms of the t (J values are 
summarized in Table 24. 
The inter-sigma range varied from .03 for the Durost- I 
Center Word Mastery Test, Part II, to .19 for the Snader 
General ¥~thematics Test. When all distributions were 
considered, the median inter-sigma range was .07. 
When compared with similar data for intact classroom 
groups, it was evident that the variability of reliability 
coefficients of intact community groups was less than that 
of intact classroom groups. This was true for each indi-
vidual test distribution. Differences of coefficient 
variability from one test to another were characteristic 
of intact community groups as had been the case with intact! 
classroom groups. With respect to this characteristic, a 
consistency existed between the two types of groups; that 
212 
is, tests tending to be of high coefficient variability 
when studied for intact classroom groups were of high 
coefficient variability for intact community groups. The 
Durost-Center Word Mastery Test, Part II, and the Snader 
General Mathematics Test are illustrations of this par-
ticular empirical observation. 
An inspection of the reliability coefficient values 
provided in Table 24 would seem to indicate that. the 
empirical variability of reliability coefficients 'based 
upon intact community groups, while empirically less than 
that for intact classroom groups, can best be described in 
test manuals by the presentation of reliability data for 
several samples of a test population. 
The range of standard errors of measurement of intact 
community groups.-- Standard errors of measurement were 
calculated for the 175 intact community groups represent-
ing the 11 standardized test distributions included in the 
second part of the study. The maximum range over which 
the standard errors of measurement varied when all distri-
butions were considered, was 1.6 raw score points • . The 
minimum range was .7 raw score points; the median range 
was 1.2 raw score points. In no distribution was a 
standard error of measurement less than 2.1 points nor 
more than 4.9 points. 
When compared with the ranges of standard errors of 
213 
measurement for intact classroom groups, it was found that 
the ranges for intact community groups were less and that 
the extremes of the ranges of community groups were in-
cluded within the extreme values of the ranges of the 
standard errors of measurement for intact classroom groups. 
~linimum values of standard errors of measurement for in-
tact community and intact classroom groups with respect to 
a single distribution differed from .2 to 1.2 raw score 
points; maximum values ranged from .5 to 1.7 raw score 
points. In illu.stration of these observations, the 
standard errors of measurement of the Nelson Biology Test 
ranged £rom 2.2 to 5.0 for intact classroom groups and 
from 2.9 to 3.9 for intact community groups. 
Table 23 summarizes the range of standard errors of 
measurement for all test distributions. 
The median and the mean standard errors of measure-
' 
ment.-- Median and mean standard errors of measurement for 
each test distribution are summarized also in Table 23. 
Mean standard errors of measurement of the test distri-
butions, when rounded off to integral raw score points, 
were three and four raw score points, as was previously 
the case for intact classroom groups. With respect to any 
single test distribution, mean and median standard errors 
of measurement differed by not more than .1 raw score 
point. 
214 
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Table 23. Range, Median, Mean, and Standard Deviation 
Values of Obtained Distributions of Standard 
Errors of Measurement for Intact Community 
Groups 
Brief Gro-
Name of Test Items ups Range Median Mean () 
Durost-Center 100 18 3.3-4.9 4.2 4.2 .4 
I 
Durost-Center 100 18 3.4-4.9 4.1 4.0 
·3 II 
Crary 90 17 3.3-4.6 3.9 4.0 .3 
Cummings 80 18 3.1-4.4 3.6 3.7 
·3 
Davis 80 13 3.3-4.0 3.7 3.6 .2 
Nelson 75 19 2.9-3.9 3.4 3.4 .3 
Read 75 18 3.3-4.2 3.6 3.7 .3 
Snader 65 16 2.6-3.8 3.2 3.2 .4 
Lankton 55 15 2.2-3.5 2.9 2.9 .4 
Seattle Alg. 47 24 2.4-3.2 2.8 2.8 .2 
Seattle Geom. 45 17 2.1-2.9 2.6 2.5 .2 
= '*F ==='------===--= = = === 
II 
Mean standard error of measurement values for intact 
classroom and community groups with respect to individual 
test distributions differed by not more than .2 raw score 
point; the same statement was true for median standard 
error of measurement values. 
The arrangement of data in Table 23 in descending 
order of number of test items indicates a direct relation-
ship between number of test· items and magnitude of standard 
1 
i 
error of measurement when the latter statistic is express-
ed to the nearest tenth of one raw score point. 
The empirical variability of the standard errors of 
measurement expressed in terms of distribution standard 
deviation.-- The empirical variability of the standard 
error of measurement was e·xpressed in terms of the standard I 
deviation of each distribution, and is summarized in Table 
23. Standard deviation values of the distributions of 
standard errors of measurement ranged from .2 to .4 raw 
score points, with a median of ··3 point. These values may 
be compared with similar data for intact classroom groups 
in which the standard deviations of the distributions of 
standard errors of measurement ranged from .4 to .7 raw 
score points, with a median of .6 point. 
The variability of the standard error of measurement 
for intact community groups was expressed also, as shown 
in Table 24, in terms of standard error of measurement 
2_16 
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Table 24. Variability of Intact Community Reliability 
Coefficients and Standard Errors of Measure-
ment within ±0' of Obtained Mean Distribution 
Value 
r 6e Brief Gro-
Name of Test Items ups -6 M -+6 -6 M +6 
Crary 90 17 .87 .90 .93 3.6 4.0 4.3 
Cummings 80 18 .87 .90 
-93 3.4 3.7 4.0 
Davis 80 14 • 82 .88 .92 3.4 3.6 3.8 
Durost-Center 100 18 .86 .90 .93 3.8 4.2 4.6 
I 
Durost-Center 100 18 .93 .94 .96 3.7 4.0 4.3 
II 
Lankton 55 15 .80 .86 .90 2.6 2.9 3.3 
Nelson 75 .19 .82 .86 .89 3.1 3.4 3.7 
Read 75 18 .82 .86 .89 3.4 3.7 4.0 
Seattle Alg. 47 24 .78 .84 .88 2.6 2.8 3.0 
Seattle Geom. 45 17 .77 .83 .87 2.3 2.5 2.8 
Snader 65 16 .67 .78 .86 2.8 3.2 3.6 
values one standard deviation to the right and left of the 
obtained distribution mean. 
In comparison with intact classroom groups as shown 
in Table 16, the standard error of measurement based upon 
the intact community groups was found to be less variable 
with respect to all tests. In general, standard error of 
measurement values at the +C5 point were lower and at the 
-C5 point were higher for intact classroom groups. 
Table 24 summarizes the empirical variability · of re-
liability coefficients and standard errors of measurement 
for intact community groups. In the absence of a suitable 
statistical method of comparison of variabilities, one 
must resort to a study of the table itself. This would 
seem to lead one to conclude, as was the case with intact 
classroom groups, that the standard error of measurement 
for these tests possessed an empirical variability which 
would permit a relatively high dependence upon it as a 
means of test .reliability description. 
In the paragraphs and summary tables immediately 
following, the empirical distributions of intact community 
standard deviations and means are described and compared 
with the corresponding parameters of the intact classroom 
groups. 
The distributions of standard deviations.-- The 
range, mean, and variability of the obtained distributions 
218 
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of intact community standard deviations are summarized in 
Table 25. 
In all cases the ranges of obtained standard devi-
ations for the community groups were found to be less dis-
persed than those for intact classroom groups; the ranges 
for intact community groups were found to be included 
within the values of the ranges for intact classroom 
groups. The mean values of the distributions of standard 
deviations of community groups were found to be slightly 
higher than the mean values of classroom groups. The 
standard deviations of the intact community distributions 
in all instances were found to be lower than those of in-
tact classroom groups. 
In brief,. the distributions of standard deviations of 
intact community groups were found to have a lower varia-
bility and a higher mean value than similar distributions 
for intact classroom groups. 
The distributions of means.-- The range, mean, and 
variability of the distributions of means of intact com-
munity groups are summarized in Table 26. As with the 
obtained standard deviations, the ranges of means for the. 
community groups were found to be included within the 
ranges of means obtained for classroom groups. 
The means of the distributions for community and 
classroom groups were found to be very nearly equal. In 
2_19 
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Table 25. Range , Mean, and Standard Deviation Values of 
Obtained Distributions of Standard Deviations 
for Intact Community Groups 
Brief Gro-
Name of Test Items ups Range Mean cr 
Durost-Center I 100 18 8.0-16.6 13.7 2.0 
Durost-Center II . 100 18 13.7-19.8 17.5 1.6 
Crary 90 17 9.1-15.1 12.6 1.6 
Cummings 80 18 9.6-14.0 11.8 1.2 
Davis 80 13 7.5-13.7 10.5 1.7 
Nelson 75 19 7.1-11.4 9.7 1.0 
Read 75 18 8.4-11.4 10.0 .9 
Snader 65 16 5.0-8.4 6.9 .9 
Lankton 55 15 6.0-9.0 7.8 .8 
Seattle Algebra 47 24 4.7-8.8 7.1 .9 
Seattle Geometry 45 17 5.2-7.2 6.2 .6 
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Table 26. Range, Mean, and Standard Deviation Values of 
Obtained Distributions of Means for Intact 
Community Groups 
Brief Gro-
Name of Test Items ups Range Mean (j 
-
Durost-Center I 100 18 26.0-39.2 34.6 .3.7 
Durost-Center II 100 18 40.8-69.6 60.8 6.2 
Crary 90 17 36.2-49.1 ~2.2 3.4 
Cummings 80 18 28.6-47.4 39.3 4.2 
Davis 80 13 19.0-31.5 27.5 2.8 
Nelson 75 19 25.1-39.6 33.7 4.1 
Read 75 18 28.2-51.3 39.6 4.8 
Snader 65 16 19.9-34.8 25.3 3.9 
Lankton 55 15 20.5-34.2 26.5 .4.0 
Seattle Al gebra 47 24 15.3-37.2 23.6 4.9 
Seattle Geometry 45 17 22.7-30.9 28.1 2.1 
four distributions the means of community groups were 
found to be higher and in seven distributions to be lower 
than the means of intact classroom groups. Iri all cases 
the standard deviations of the distributions of means of 
the community groups were found to be lower than those of 
classroom groups. 
3. The Empirical Relationships o~ Reliability Measures 
of Intact Community Groups and their Respective 
Intact Classroom Groups 
In the preceding sections of Chapter IV, the relia~ 
bility characteristics of intact classroom groups and 
intact community groups were determined on an empirical 
basis. Certain statistical properties of these measures 
were identified and discussed. The purpose of this par-
ticular section is to present for further consideration a 
description of the empirical relationships which. were 
found to exist between the reliability measures of intact 
community groups and their respective intact classroom 
groups. 
In this part of the study, tabular distributions of 
reliability statistics and related parameters were made 
for the intact community groups. Within each community 
group, similar measures were placed in distribution for 
the intact classroom groups constituting the particular 
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community group. Thus it was possible to examine with 
respect to the several parameters, the empirical relation-
ships existing between the two types of groups. These 
distributions are given in Appendix c. 
With respect to reliability coefficients, two mutu-
ally exclusive empirical relationships were found to 
exist. In the more common of these, the reliability coef-
ficients of the intact classroom groups of a single intact 
community group were found to be spread over an appreci-
able range, with the value of the reliability coefficient 
for that intact community group assuming a t'mediann value 
within that range. An illustration of this particular 
relationship is the tabular distribution for the community 
of Scottsbluff, Nebraska, shown in Table 27. 
The second empirical relationship, by far the less 
common, was characteristic of intact community groups 
within which the classroom groups varied considerably 
with respect to group mean score. In this situation wide 
difference in group mean apparently produced an effect of 
heterogeneity within the combined intact community group, 
thereby producing a reliability coefficient for the 
combined group, which was higher than the reliability 
coefficient values for the individual intact classroom 
groups. There were 15 cases of this kind in 175 community 
groups. An illustration of this type of relationship is 
------ ~~======~-~==~====~----
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Table 27. The Empirical Relationships of Reliability 
Measures of Intact Community Groups and 
Their Respective Classroom Groups as 
Illustrated by the Test Parameters of Two 
Selected Samples from the Standardization 
Population of the Crary American History 
Test 
Scottsbluff, Nebraska 
N M cr ere rli 
29 47.24 13.89 3.18 .95 
34 46.18 15.31 3.76 .94 
32 40.47 12.52 3.41 
-93 21 47.00 12.53 3.48 .92 
25 41.12 11.26 4.34 .85 
31 37.06 9.25 3.94 .82 
Total 172 43.02 13.27 3.71 .92 
Barrington, Rhode Island 
N M 6 ere rli 
31 37.42 12.41 3.12 .94 
17 5tL53 12.22 4.49 .87 
Total 4$ 44.90 13.65 3.68 .95 
the community of Barrington, Rhode Island, also shown in 
Table 27. 
In both illustrations of Table 27, and true of all 
communities, the standard error of measurement for the 
community group was found to be a "median" value of the 
range of standard errors of measurement of the respective. 
intact classroom groups. 
Standard deviations of intact community groups were 
"mediann or higher values than intact classroom values, 
depending upon the dispersion of classroom mean scores. 
Of potential interest to the task of reliability 
description were the following observations made in this 
particular part of the study. First, the reliability 
coefficients of intact classroom groups within a single 
community were found to vary over an appreciable range; 
second, the reliability coefficients of the intact com-
munity groups were foUIJ.d in most cases to be "median" 
values of the coefficients of single classroom groups; 
and third, the standard errors of measurement of community 
groups were found in all instances to be "median" values 
of the standard errors of measurement of the classroom 
groups within a single community. 
Conclusion.-- The purpose of this chapter was to 
present an empirical description of reliability coef-
ficients and standard errors of measurement for intact 
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classroom groups and intact community groups. These re-
liability measures have. been described on inspectional 
and statistical bases. Of paramount interest and emphasis 
in this study has been the empirical variability of re-
liability coefficients and standard errors of measurement. 
In the following chapter, an attempt will be made 
to summarize the procedures and the findings of this study 
and to base upon this research and analysis certain con-
clusions and implications pertaining to test reliability 
description. 
CHAPTER V 
SUMMARY AND CONCLUSIONS 
The problem and the method of the investigation.--
With the exception of test validity, the most important 
quality of a test to be evaluated by the test user is the 
reliability of the instrument. Information pertaining to 
the reliability of a test is necessary in order to select 
tests intelligently and in order to interpret the results 
of testing with confidence. 
At the present time, methods of reporting test relia-
bility vary considerably from one test manual to another. 
The most common method used is the reporting of split-half 
reliability coefficients; the standard error of measure-
ment is provided in approximately 50 per cent of test 
manuals. 
Reliability coefficients are ' known to vary from one 
sample of a test population to another. Because of this 
variability, a problem necessarily arises concerning the 
significance of reliability description both for the dlass-
room teacher and for the local director of research, who 
are possibly the principal users of standardized tests 
throughout the country. The purpose of this study was to 
_j 
investigate the reliability characteristics of a large 
number of intact classroom and intact community groups in 
order to determine the empirical variability of relia-
bility coefficients and standard errors of measurement. 
The 1950 national standardization populations of 12 
secondary-school achievement tests of the Evaluation and 
Adjustment Series, published by World Book Company, were 
used in this investigation. The test populations studied 
included g92 intact classroom groups and 175 intact com-
munity groups. Intact classroom groups ranged in size 
from 15 to 35 pupils and involved a total of 21,924 indi-
vidual test answer sheets. The number of classroom groups 
per test distribution ranged from 35 to 100. Intact com-
munity groups ranged in size from 36 to 355. The number 
of community groups per test distribution ranged from 13 
to 24. The classroom and community groups represented 
secondary schools of many different communities in from 
12 to 20 different states per test. 
Split-half reliability coefficients and standard 
errors of measurement were computed for each classroom 
and community group in each test population. The subtests 
used in the split-half method of reliability determination 
were formed by a logical pairing of items in each test on 
the basis of homogeneity of content and difficulty value 
in order to obtain pairs of subtests as closely equivalent 
as possible. 
The statistical properties of the distributions of 
the split-half reliability coefficients and standard 
errors of measurement were determined and analyzed. 
Summary of the findings for intact classroom groups.--
The reliability coefficients of intact classroom groups of 
each of the 12 tests included in this study were found to 
be distributed over a relatively wide range. The various 
levels of reliability were found to merge gradually and 
to elude sharp differentiation. The most typical distri-
bution extended from a maximum reliability coefficient of 
.96 to a lower limit of .46. Typically, most distri-
butions rose rather steeply at the high end to a mean in 
the .80's and were skewed toward the low end, terminating 
in a long tail. A small number of rather widely separated 
deviate cases were characteristic of some distributions, 
extending in some instances to reliability coefficient 
values as low as .18 and .03. The mean reliability coef-
ficients, obtained by Fisher's "z-transformation" tech-
nique, varied from .94 to .79. Mean and median coef-
ficients for the individual test distributions differed 
by not more than .01. 
In further study of the properties of the intact 
classroom reliability coefficient distributions, each re-
liability coefficient was transformed to Fisher's "z" 
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statistic. A statistical test of the homogeneity of the 
intact classroom reliability coefficients indicated that 
when the .01 level of confidence was adopted, seven of 
1/ 
the 13 - distributions showed greater variability than 
could be anticipated as a result of chance variations, 
the remaining falling within the limits of chance fluctu-
ations. 
With respect to further measures of variability, the 
standard deviation of each "z" distribution was obtained, 
and the reliability coefficients at the plus and minus 
sigma points were determined. The inter-sigma ranges for 
the 13 distributions varied from .06 to .24 with a median 
value of .15. A typical illustration is the Nelson Bi-
ology Test; the total range of reliability coefficients 
was from .96 to .4?; the inter-sigma range was from .92 
to .??; the mean {and median) reliability coefficient was 
.86. 
Variability ranges for all tests have been summa-
rized in Table 8 and Table 16; having been derived from 
normally distributed "z" functions, and including as they 
do both the total range and also the range of the middle 
68.26 per cent of the cases, these values afford a de-
scription of the empirical variability of reliability 
1/The Durost-Center Word Mastery Test consists of two 
separately scored parts. 
--~--= 
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coefficients as determined in this study. 
In further statistical description, all 13 distri-
butions of Fisher's "z's" were found not significantly 
different from normal distributions having the same mean, 
standard deviation, and number of cases. Each distri-
bution was found to be unbiased with respect to skewness 
and kurtosis. No predictable relationship was found to 
exist between the size of intact classroom group and the 
magnitude of the reliability coefficient. 
The standard errors of measurement of the 892 intact 
classroom groups were arranged in frequency distribution 
for each test. Although standard .errors of measurement 
are not comparable strictly from one test to another, the 
following generalizations will be of descriptive value. 
In no case with respect to the 12 tests was a standard 
error of measurement less than 1.3 points nor more than 
6.1 points. The maximum range over which these measures 
varied for any test was 3.5 raw score points. Mean and 
median standard errors of measurement with respect to any 
single test distribution, differed by not more than .1. 
The standard deviations of the distributions of 
standard errors of measurement varied from .4 to .7 raw 
score points, with a median of .6 points. The median 
inter-sigma range when all distributions were considered, 
was 1.1 raw score points. 
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A typical illustration of standard error of measure-
ment variability in this study may be given with respect 
to the Nelson Biology Test of 75 items; the total range of 
98 standard errors of measurement was from 2.2 to 5.0 
points; the inter-sigma range was from 2.8 to 4.0 points; 
and the mean (and median) standard error of measurement 
was 3.4 points. 
The variability ranges of standard errors of measure-
ment for all tests have been summarized in Table 15 and 
Table 16; these tables represent the empirical variability 
of the standard errors of measurement of intact classroom 
groups as determined in this study. 
With respect to each distribution of standard errors 
of measurement, an hypothesis of normality of distribution 
was found tenable at the .02 level of confidence or above. 
Each distribution was found to be unbiased with respect 
to skewness and kurtosis. 
The empirical relationship between the reliability 
coefficient and the standard error of measurement as de-
termined in bivariate distributions involving these two 
parameters indicated in general an inverse relationship. 
Related test parameters, such as the standard devi-
ations and the means of the intact classroom groups, were 
analyzed. The distributions of standard deviations were 
found to possess a symmetrical form, to be continuous, 
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and to be free from extreme deviate cases. A direct re-
I • lationship was found to exist between the reliability 
coefficient and the standard deviation. 
A study of the relationship of the standard error of 
measurement to group variability indicated that with 
respect to groups for any single test, that is, when vari-
ability was due to sampling factors with the intrinsic 
reliability of the test instrument a constant, the standard 
error of measurement was independent of the variability of 
the intact classroom groups. 
Distributions of classroom group means were found in 
general to be distributed symmetrically. No predictable 
relationship was found to exist between the group mean 
score and the standard error of measurement. 
Summary of the findings for intact community groups.--
The reliability coefficients of intact community groups 
for each of 10 tests were found to be spread over a range 
somewhat less than the typical range (.98-.46) for intact 
classroom groups. The typical distribution of coef-
ficients for community groups ranged from a maximum coef-
ficient of .93 to a lower limit of .73. In individual 
distributions, coefficients as high as .96 and as low as 
.59 were found. In all cases with respect to individual 
tests, the range of community reliability coefficients 
was less than that for classroom groups. 
2:13 
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Mean reliability coefficients of the distributions of 
community groups ranged from .94 to .78, as compared with 
a range of .94 to .79 for intact classroom groups. 1ean 
reliability coefficients of classroom and community groups, 
with respect to a single test, differed by not more than 
.04. 
Variability of the distributions of intact community 
reliability coefficients was expressed also in terms of 
coefficient values at ! <r of each distribution mean. T.he 
inter-sigma ranges for the 11 distributions varied from 
.03 to .19 with a median of .07. In specific illustration 
of this obtained variability, the reliability coefficients 
of the Nelson Biology Test extended over a total range 
from .91 to .78; the inter-sigma range was from .89 to 
.82; and the mean reliability coefficient was .86. Vari-
ability ranges have been summarized for all tests in Table 
21 and Table 24; these tables summarize the empirical 
variability of 175 community reliability coefficients as 
determined in this study. 
' A statistical test of the homogeneity of the intact 
community reliability coefficients indicated that when 
the .01 level was adopted, six of the 11 distributions 
showed greater variability than could be anticipated as 
a result of chance variations, the remaining falling 
within the limits of chance fluctuations. 
- - - -=- - --=--=-
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Standard errors of measurement of the 175 intact 
community groups were found to be less dispersed than 
similar measures for intact classroom groups. The maximum 
range over which the standard errors of measurement varied 
when all distributions were considered, was 1.6 raw score 
points; the minimum range was .7 points; and the median 
range was 1.2 points. In no distribution was a standard 
error of measurement less than 2.1 points nor more than 
4.9 points. In individual tests, ranges of standard 
errors of measurement of community groups were found to 
be included within ranges of classroom groups. 
In further description of variability, standard devi-
ations of the distributions of standard errors of measure-
ment ranged from .2 to .4 raw score points, with a median 
of .3 points. Based upon these standard deviation values, 
the variability of the standard error of measurement was 
expressed for each test in terms of values at distances 
of :t 6 of the obtained mean value. For example, the inter-
sigma range of the standard errors of measurement for the 
19 communities of the Nelson Biology Test was from 3.1 to 
3.7 points; the total range was from 2.9 to 3.9 points. 
These variability ranges have 'been summarized for all 
tests in Table 23 and Table 24; these tables summarize 
the empirical variability of community standard errors of 
measurement as determined in this study. 
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With regard to related test parameters of community 
groups, it was found that the distributions of standard 
deviations possessed a lower variability and a higher mean 
value than for classroom groups. Community group means 
were found to be of lower variability, with mean values 
approximately equal when compared with classroom groups. 
Vlhen the reliability coefficients of intact community 
groups were studied in relation to the reliability coef-
ficients of their respective classroom groups, it was 
found that in most cases the community reliability coef-
ficients assumed "median" values within the ranges of 
coefficients of the respective classroom groups. · In 15 
cases of 175, in situations where classroom groups varied 
considerably with respect to group mean, a higher com-
munity reliability coefficient resulted. In all instances, 
however, the standard errors of measurement of community 
groups were found to assume "median" values within the 
ranges of standard errors of measurement of the respective 
classroom groups. 
The conclusions and the implications.-- The major 
findings of this study have concerned the empirical vari-
ability of reliability coefficients and standard errors 
of measurement based upon 892 intact classroom groups and 
175 intact community groups drawn from the national 
standardization populations of 12 varied tests of the 
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Evaluation and Adjustment Series. The major conclusions 
and implications of this study, in light of the obtained 
empirical variability, are rel ated to the value of the 
reliability coefficient and the standard error of measure-
ment as a means of providing in the test manual, infor-
mation of significance to the situation of tl1e test user. 
Four empirical observations and concomitant impli-
cations of this study seem conclusive and pertinent to the 
task of test reliability description. 
First, as would be expected on logical grounds, the 
distributions of the reliability coefficients and the 
standard errors of measur~1ent were found to be continu-
ous, with the variability of these parameters apparently 
arising from the sampling of many school groups. Distri-
butions of reliability coefficients for classroom groups 
rose steeply at the high end to a mean in the .SO's and 
were skewed toward the low end, terminating in a long 
tail. 1f/hen transformed to "z' s," these distributions were 
found to be normally distributed, and unbiased with re-
spect to skevmess and kurtosis. The distributions of 
standard errors of measurement for intact classroom groups 
were found to be no1~ally distributed and unbiased with 
respect to skewness and kurtosis. 
Second, the typical reliability coefficient and the 
typical standard error of measurement for a particular 
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test varied from corresponding values for another test due 
spparently to factors intrinsic to the instrument such as 
the homogeneity of items, the difficulty of content, and 
undoubtedly the quality of the items themselves. This was 
particularly noticeable with respect to the Durost-Center 
Word !Vlastery Test, Part II, with a mean "r" of .94, and 
the Snader General Mathematics Test, with a mean "r" of 
.7$. 
Third, in the case of both intact classroom and com-
munity groups, the variability of the reliability coef-
ficients was so great for any particular test as to demon-
strate beyond question that a test publisher has a re-
sponsibility for reporting a distribution of reliability 
coefficients rather than a single value. 
The empirical variability of reliability coefficients 
of intact classroom groups was greater than that for com-
munity groups. Illustration may be given of the varia-
bility of this measure by recalling the specific varia-
bility of reliability coefficients of a typical test used 
in this study. Intact classroom reliability coefficients 
of the Nelson Biology Test ranged from .96 to .47, with 
the middle 6$.26 per cent of the classroom groups varying 
from .92 to .77; intact community reliability coefficients 
for the same test ranged from .91 to .7$, with an inter-
sigma range of .$9 to .$2. 
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Since the standard error of measurement did not 
assume a constant value for all samples in any test distri-
bution, the same implication would apply to this relia-
bility measure, although, of course, not to as great an 
extent. For the Nelson Biology Test, the total range of 
1 standard errors of measurement for intact classroom groups 
was 2.2 t o 5.0 raw score points; the middle 68.26 per cent 
of the cases ranged from 2.8 to 4.0 points. For intact 
community groups the standard error of measurement ex-
tended over a total range of 2.9 to 3.9 raw score points 
with an inter-sigma range of 3.1 to 3.7 points. 
Fourth, if a test publisher is limited to the report-
ing of reliability for a single sample of a population, 
it is imperative that the standard error of measurement 
be given since the variability of this measure is less, 
and the value obtained for any sample would more likely 
tend to be a truer indicator of test reliability than the 
reliability coefficient. In this study the standard devi-
ation of the standard error of measurement in no case 
amounted to more than .1 raw score points. As was to be 
expected, the magnitude of the standard error of measure-
ment varied from test to test. For any single test, no 
relationship was found to exist between the standard 
error of measurement and group variability. 
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A further recommendation.-- The empirical findings 
and the conclusions of this study have implied a justifia-
ble use of and dependency upon the standard error of 
measurement in test reliability description. 
In connection with the use of the standard error of 
measurement in test reliability description, it is ap-
propriate to suggest that the presentation of the standard 
error of measurement in test manuals be accompanied by a 
clear interpretation of its meaning to the test user. 
Such an interpretation might include the following spe-
cific elements: 
1. The test results of an individual student fluctu-
ate from one testing to another. 
2. If tested many times, the observed test results 
of an individual student will be distributed 
about a central value which rep~esents the indi-
vidual's "true score" on the test. 
3. The error made in recording an observed score 
for this true score is an error of measurement. 
4. The standard err or of measurement is a statisti-
cal estimate of the amount by which any indi-
vidual's obtained score is likely to vary from 
his hypothetical true score. 
5. With respect to a particular test we may say 
that there are two chances in three that an 
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individual's score on the test will not differ 
by more than "n" points from this hypothetical 
true score. 
6. Errors of measurement must be considered in the 
interpretation of test scores and in the in-
terpretation of differences between scores of 
any two tests. 
To illuminate such interpretation, simple graphic devices 
or other illustrative applications might be utilized in 
order to convey as efficiently as possible the definite-
ness of meaning of the standard error of measurement 
concept. 
Limitations of the study and suggestions for further 
study.-- The empirical variability of reliability coef-
ficients and standard errors of measurement in this study 
was limited to the split-half method of determining test 
reliability. This experimental technique is one of three 
described earlier, in Chapter II; the others are the inter-
form and the test-retest methods. Some empirical studies 
have been made of the relationship of these methods to 
the split-half technique. An empirical study of the vari-
ability of alternate-form and test-retest reliability 
coefficients and s~andard errors of measurement would be 
recommended as a worthwhile contribution to educational 
measurement. In addition, similar studies concerned with 
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test materials by nature different from that of achieve-
..... 
ment tests would furnish supplementary and valuable 
contribution. 
This study has been concerned principally with the 
effect of population parameters on test reliability. A 
suggestion worthy of the serious consideration of workers 
in the measurement field is made here relative to an 
experiment to determine the extent to which test relia-
bility is a function of quality of test construction and 
of difficulty of test content. To pursue this suggestion 
further, the design of the experiment might involve the 
construction of teacher-made tests in the classroom situ-
ation, the subsequent editing of these same tests by 
professional test writers, and a comparison of the relia-
bilities of the original teacher-made and the final 
professionally-edited instruments. Properly designed, 
this experiment would provide a measure of the effect of 
quality of construction upon test reliability. Including 
within its scope tests of different types and diffi-
culties, would add further breadth of implication for 
test reliability procedures. 
The following suggestion, pertaining to a much needed 
improvement with respect to the standard error of measure-
ment, has been made by Dr. Walter N. Durost. 
A recognized deficiency of the standard error of 
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measurement is the limitation that it is not generally 
comparable from one test to another. For example, in . 
Table 16, the standard error of measurement from one test 
to another varies from 2.5 raw score points for the 
Seattle Plane Geometry Test ("r'' • .80), to 4.2 raw. score 
points for the Durost-Center Word Mastery Test, Part I, 
( "r" = • 87) • 
To investigate what might be done to make the 
standard error of measurement more comparable from test 
to test, split-half raw scores of one sample in the popu~ 
lation of the Durost-Center Word Mastery Test were trans-
formed to standard scores with a mean of 25 and a standard 
deviation of 5. It was found that the standard deviation 
of total scores became 10 and the mean of total scores 
became 50. The reliability coefficients computed for both 
raw scores and standard scores did not differ more (.01) 
than would be accounted for by the process of mathematical 
transformation. From this technique it would appear that 
one could approximately transfer the standard errors of 
measurement to comparable terms by substituting a standard 
deviation of 10 in the formula 6;_ = o -1 I - A, 1I. • This 
was done for the tests reported in Table 16; the results 
may be interpreted as follows: " When these standard 
errors of measurement are expressed in terms of standard 
scores with a mean of 50 and a standard deviation of 10, 
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the differences in the standard errors of measurement may 
be considered to be independent of the units of measure-
ment. Looked at in this light, the most reliable test 
would be the Durost-Center Word Mastery Test, Part II, 
("r" • .94, 6e • 2.45), and the least reliable would be 
the Snader General Mathematics Test, ("r" • .78, 6e • 
4. 69). 
Subject to further investigation, the tentative 
recommendation would be made that the standard error of 
measurement be reported both in terms of raw score points 
and in terms of transformed scores with a standard devi-
ation of 10. 
A battery of comprehensive experiments involving the 
empirical relationships of split-half, alternate-form, 
test-retest, and Kuder-Richardson reliability measures 
would provide a needed empirical foundation to analytical 
discussions of these various experimental methods. 
Studies involving item reliability and techniques of 
selecting the most reliable items from a pool of items 
would be of aid to test construction methodology. 
Although considerable research and analysis of both 
theoretical and empirical nature has been done in the 
field o£ test reliability, the sum total of investigation 
has by no means approached in scope or depth, the blue-
print of completely definitive study. Considerable work 
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remains to be done. Those given above are but a few 
suggestions for further study in the area of test relia-
bility; some of these studies presently may be in process 
of thought, in design, or in actual progress. 
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Split-Half Reliability Coefficients and Standard 
Errors. of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Crary American History Test (Am) 
Community N !! .2: .2:e 
.t1r 
-
1. Newman Grove, Neb. 24 42.67 12.83 2.66 .96 · 
2. Oxford, Ind. 16 43.75 17 •. 09 3.30 .96 
3. Sheffield, Ala. 25 43.68 14.63 3.07 .96 
4. Benton, La. 19 41.32 10.66 2.38 .95 
5. Charleston, s. c. 25 46.36 14.12. 3.29 .95 
6. Elmira Heights, N. Y. 27 34.70 15.31 3.60 .95 
7. Elmira Heights, N. Y. 16 34.38 14.52 3.33 .95 
8. Granville, Ill • . 16 41.44 19.23 4.15 .95 
9. Kennewick, Wash. 34 41.-76 15.91 3.73 .95 
10. Kennewick, Wash. 18 36.22 17.67 3.99 .95 
11. Scottsbluff, Neb. 29 47.24 13.89 . 3.18 .95 
12. Shippensburg, Pa. 31 35.03 14.62 3.40 .95 
13. Barrington, R. I. 31 37.42 12.41 3.12 .94 
14. Erie, Pa. 21 41.71 12.66 3.04 .94 
15. Granger, Wash. 22 40.18 11.42 2.76 .94 
16. Lemay, Mo. 15 47.53 12.79 3.07 .94 
17. Scottsbluff, N.eb. 34 46.18 15.31 3.76 .94 
18. Depew, Okla. 21 44.10 13.49 3.53 .93 
19. Erie, Pa. 18 39.89 9.95 2.62 .93 
20. Martinsville, Va. 29 42.62 13.37 3.51 .93 
21. Scottsbluff, Neb. 32 40.47 12.52 3.41 .93 
22. Sheffield, Ala. 26 53.35 13.74 3.65 .93 
23. Townsend, Mont. 30 34.97 12.70 3.39 .93 
24. Chicago Heights, Ill. 30 42.60 12.61 3.52 . • 92 
25. Elmira Heights, N. Y. 28 37.11 13.08 3.79 .92 
26. Erie, Pa. 22 43.45 11.63 3.36 .92 
27. Erie, Pa. 18 40.67 13.42 3.76 .92 
28. Scottsbluff, Neb. 21 47.00 12.53 3.48 .92 
29. Sheffield, Ala. 20 38.30 14.27 3.96 .92: 
30. Shippensburg, Pa. 31 41.55 11.72 3.39 •. 92 
31. Sutton, Neb. 19 45.58 10.61 3.01 .92 
32. Waterloo, N •. Y. 19 54.79 12.06 3.48 .92 
33. Boone Trail, N. c. 20 20~25 10.21 3.15 .91 
34. Elmira Heights, N. Y. 33 38.64 11.85 3.53 .91 
35. Erie, Pa. 28 44.96 12.78 3.85 .91 
36. Martinsville, Va. 25 35.68 12.02 3.54 .91 
37. Plain Dealing, La. 32 38.34 10.65 3.14 .91 
I 
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Community !! M ~ 6 e !:li 
38. Axtell, Kan. 19 39.42 13.26 4.26 .90 " 
39. Sutton, Neb. 24 39.33 10.75 3.45 .90 
40. Harrisville, R. I. 32 42.47 12.33 4.05 .89 
41. Columbus, N.eb. 23 48.87 13.45 4.41 .89 
42. Houghton, La. 29 29.62 11.40 3.86 .89 
43. Indianapolis, Ind. 35 45.20 12.25 4.14 .89 
44. Weyers Cave, Va. 20 33.55 10.35 3.40 .89 
45. Chicag.o Heights, Ill. 27 44.67 10.80 3.76 .as 
46. Chicago Heights, Ill. 25 44.00 12.60 4.45 .as 
47. Martinsville, Va. 22 40~91 11.31 3.86 .as 
48. Barrington, R. I. 17 58.53 12.22 4.49 .87 
49. Elmira Heights, .N. Y. 32 41.78 13.36 4.78 .87 
50. Indianapolis, Ind. 25 42.40 12.61 4.52 .87 
51. Little Compton, R. I. 16 30.13 10 •. 17 3.66 .. 87 
52. So. Lyon, Mich. 24 33.04 . 7.58 2.75 .87 
53. Buies Creek, N. c. 19 40.26 10.75 4.01 .86 
54. Harrisville, R. I. 30 39 •. 90 9.68 3.69 .86 
55. Charlestown, Ind. 34 41.47 11 •. 06 4.16 .86 
56. Chicago Heights, Ill. 26 41.85 11.38 4.33 .86 
57. Chicago Heights, Ill. 31 46.39 11 •. 57 4.34 .86 
58. Erie, P~. 27 47.59 11.44 4.35 ' .86 
59. Lemay, Mo. 30 35.30 9.85 3.74 .86 60. Chicago Heights, Ill. 29 27.72 9.17 3.61 .85 
61. Columbus, Neb. 31 52.45 11.90 4.64 .85 
62. Forrest, Ill. 31 42.42 11.22 4.35 .85 
63. Scottsbluff, Neb. 25 41.12 11.26 4.34 .85 
64. Shippensburg, Pa. 32 34.00 9.41 3.60 .85 
65. Harrisville, R. I. 26 40.46 10.94 4.39 .84 66. Coats, N .. c. 28 34.50 8.-27 3.33 .84 67. Columbus, Neb. 21 56.14 10.08 4.05 .84 68. Erie, Pa. 21 43.86 9.20 3.91 •. 82 
69. Kennewick, Wash. 26 41.00 9 •. 80 4.16 .82 
70. Milford, Pa. 22 42.27 11.07 4.53 .82 
71. Scottsbluff, Neb. 31 37.06 9.25 3.94 .82 
72. Columbus, Neb. 21 42.62 9.89 4.40 .8o 
73. Nunda, N. Y. 23 55~91 9.92 4.39 .so 
74. Harrisville, R. I. 24 33.63 9.75 4.59 .78 
75. Craigsville, Va .• 24 28.79 8.27 3.85 .78 
76. Chicago Heights, Ill. 26 47.27 10.60 5.09 .77 
77. Valley Falls, R. I. 16 43.56 9.60 4.61 .77 
78. Rumford,. Me. 19 35.05 7.67 3.69 .77 
79. Valley Falls, R. I. 28 38.82 8.38 4.07 .76 
80. Erie, Pa. 24 46~92 9.75 4.97 .74 
81. Nunda, N. Y. 19 39.11 7.95 4.12 .73 
---
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Crary American History Test (Am) 
Community N !1 -£ ~e J:1r 
-
82. Lemay, Mo •. 33 44.18 8.51 4.54 .72 . 
83. Martinsville, Va. 31 33~65 6.71 3.74 .69 
84. Waterloo, N. Y. 21 30.33 8.01 4.80 .64 
85. C.olumbus, Neb. 24 44.25 5.18 3.36 .58 
86. Shippensburg, Pa. 28 33.96 6•06 4.11 .54 
Split-Hal£ Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Classroom ~Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Cummings World History Test (Am) 
Community 
1.- Granville, Ill. 
2. Erie, Pa. 
3. Scottsbluff, Neb. 
4. Waterloo, N. Y. 
5. Erie, Pa. 
6. Erie, Pa. 
?. Blue Island, Ill. 
8. Middleville, Mich. 
9. Broken Bow, Neb. 
10. C.olumbus, Neb. 
11. Kennewick, Wash. 
12. Kennewick, Wash. 
13. Blue Island, Ill. 
14. Champaign, Ill. 
15. Chicago Heights, Ill. 
16. Valley Falls, R. I. 
17. Newman Grove, Neb. 
18~ Rumford, Me. 
19. Scottsbluff, Neb. 
20. Blue Island, Ill. 
21. Chicago Heights, Ill. 
22. Scottsbluff, Neb • . 
23. Scottsbluff, Neb. 
24. Shippensburg, Pa. 
25. Blue Island, Ill. 
26. Broken Bow, Neb. 
27. Gothenburg, Neb. 
28. Waterloo, N. Y •. 
29. Shippensburg., Pa; 
30. Barrington, R. I. 
31. Chicago Heights, Ill. 
32.. Chicago H~dghts, Ill. 
33. Chicago Heights, Ill~ 
34. Valley Falls, R. I. 
35. ElmiraHeights, N.Y. 
36. Shippensburg, Pa. 
37. ijarrisville, R. I. 
22 
29 
25 
24 
24 
27 
32 
23 
19 
31 
. 21 
27 
23 
25 
25 
23 
31 
22 
25 
23 
25 
27 
27 
28 
33 
18 
26 
17 
22 
16 
27 
24 
29 
21 
23 
29 
32 
M (J 
- -
45.05 16.38 
45.79 13.54 
41~96 . 14.46 
40.67 13.53 
45.75 14.07 
42.26 14.24 
46.13 11.54 
36.35 17 •. 03 
36.47 12.91 
44.61 13.16 
43.67 11.51 
49.89 11.55 
43.61 13.17 
43.96 13.75 
40.08 12.11 
36.13 13.41 
39.42 11.74 
36.36 10.95 
38.96 11.07 
43.43 11.50 
;6.76 10.84 
45.37 12.02 
36.26 11.61 
25.11 10.93 
45.03 12.50 
42.-50 12.57 
36~81 11.11 
34.47 11 •. 22 
37.64 13.00 
37.69 11.47 
47.41 10.55 
38.67 10.45 
34.93 10.61 
41.19 9.85 
40.43 9.86 
27.07 9.97 
49.00 9.6? 
6 
_ e.. 
2.90 
2.81 
3.02 
2.88 
3.24 
3.35 
2.88 
4.20 
3.44 
3.58 
3.06 
3.17 
;.69 
3.81 
3.35 
3.91 
3-35 3.02 
3.14 
3-37 3.28 
;.68 
;. 53 
3.24 
;.87 
3.92 ).53 
3.56 
4.22 
3.74 
3.56 
3.55 
3-47 3.29 
3.28 
3.3? 
3.31 
£1I 
.97 
.96 
.96 
.96 
.95 
.95 
.94 
.94 
.93 
.93 
.93 
.93 
.92 
.92 
.92 
.92 
.92 
.92 
.92 
.91 
.91 
.91 
.91 
.91 
.90 
.90 
.90 
.90 
.90 
~89 
.89 
.89 
.89 
.89 
.89 
.. 89 
.88 
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Community N M ~- ~e !:11 
- -
38. Elmira Heights, N. Y. 23 46.70 8.56 2.95 .88 · 
39. Prince Frederick, Md. 30 44.37 9.06 3.16 .88 
40. Prince Frederick, Md. 20 31.85 9~89 3.53 .87 
41. Townsend, Mont. 24 44.29 9.,.88 3.51 .87 
42. Craigsville, Va. 24 23.50 ' 8~: 51 3.18 .86 
43. Elmira. Heights, N. Y. 28 44.25 10•84 4.06 .$6 
44. Scottsbluff, Neb •. 31 40~-94 10~41 3.87 .86 
45. Waterloo, N. Y. 23 38.00 . 10.03 3.7ID 89 . . 
46. Axtell, Kan. 23 35.43 9~64 3.70 .85 
47. Harrisville, R. I. 25 38.04 9.75 3.77 .85' 
48. Harrisville, a. I. 26 31.15 9 •. 89 3.81 .85 
49. ·Champaign, Ill. 30 42.87 11.04 4.-27 .85 
50. Lemay, Mo. 24 42.54 8.94 3.46 •. 85 
51. Rumford, Me. 18 33.50 10.63 4 •. 09 .85~ 
52. Shippensburg, Pa • . 30 26.;77 8.31 3.28 .85 
53. Barrington, R • .. I. 27 41.85 10 .. 91 4.30 .84 
54. Charleston, Ind. 28 32.29 11.43 4.54 .84 
55. Blue I 'sland, . Ill. 33 39.45 11.73 4.80 .8·3 
56. Boulder, Mont. 20 44.50 10.56 4.42 .83 
57. Harrisville, R. I. 32 32.84 10.79 4 .. 47 .83 
58. Charleston, s. c. 20 34.45 10.58 4.47 .. 82 
59. Scottsbluff, Neb. 27 47 •. 85 9.46 4.06 .82 60. Columbus, Neb. 23 36.96 8.10 3 •. 50 .81 
61. Scottsbluff, N.eb. 27 32.33 8.19 3.56 .81 
62 .• Scottsbluff, Neb .. 25 25.80 6.20 2.75 ..80 
63. Post Falls, Idaho 31 34.68 9.93 4.50 .79 
64. Lemay,. Mo. 29 34 .. 69 8.22 3.87 .78 
65. Prince Frederick, Md. 33 26.79 6.76 3~18 .-78 66. Lemay, Mo. 26 35.96 8 .. 46 . 4 •. 06 .77 
67. Lemay, Mo. 18 43.89 9 .. 94 4.97 .75 
68. Depew, Okla. 24 35.67 9 .. 22 5 •. 06 .70 
69. Sutton., . Neb •. 18 35.00 7.89 4.70 .65 
70 .. Nunda, N. Y. 18 42.50 7.34 4.62 .60 
71. Gothenburg, N.eb. 19 28.37 5.55 4.34 .39 
Split-Half Reliability Coefficients and Standard 
~rrors of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Davis Test of Functional Competence in Mathematics (Am) 
Community N. M S! 2.e £1I 
- -
1. Axtell, Kan. 18 29~67 10.33 2.27 . • 95 
2. Union City, N. J. 34 30.50 14.71 3.35 .95 
3. Charleston, s. c •.. 23 26.00 11.22 2.95 .93 
4. Charleston, s. ,c. 27 32 •. 41 12.01 3.15 .93 
5. Charleston, s. c. 31 38.06 13.05 3.52 .93 
6. Granger, Wa.sh. 22 30 .. 32 12.83 3.37 .93 
7. Kennewick, Wash. 32 34.50 13.04 3-37 .93 
8. Kennewick, Wash. 25 28~68 11.58 3.18 .93 
9. Union City, N. J. 31 34.65 13.21 3.45 .93 
10. Harrisville, R • . I. 34 45.74 12.13 3-37 .92 
11. Scottdale, Pa. 33 28.39 11.26 3.17 • .92 
12. Shippensburg, Pa. 33 21~24 8.58 2.63 .91 
13. Union City, N • . J. 31 28.74 1.3.32 4.08 ..91 
14. Shippensburg, Pa. 21 40.81 10 • .)4 3.28 .90 
15. Townsend, Mont. 21 32~48 12.11 3.91 .90 
16. Waterloo, N. Y. 20 39.55 10.60 3.42 ~90 
17. Kennewick, Wash. 18 23.17 7.50 2.50 .89 
18. Little Compton, R. I. 25 29~16 10.42 3.45 .89 
19. Union. City, N. J. 27 41.70 10.92 3.61 .89 
20. Barnes, Kan. 18 . 30.89 9.45 3.27 .88 
21. Little Compton, R. I. 24 23 •. 79 9.14 3.21 .88 
22. Shippensburg, Pa. 20 27.4.5 8.55 2.94 .88 
23. Kennewick, Wash. 24 21~13 9.17 3.30 .87 
24. Union City, N. J. 32 23.34 7.81 2.82 .87 
25. Charlestown, Ind. 22 23.45 7.75 2.92 .86 
26. Fredericksburg, Va. 16 39.06 10.77 4.01 .86 
27. Granger, Wash. 19 24.47 7.88 2.97 .86 
28. Kennewick, Wash. 16 26.75 7.35 2.75 . • 86 
29. Scottdale, Pa. 31 24.87 9.43 3.53 .86 
30·. Harrisville, R. I. 30 31.27 10.41 4.09 .85 
31. Harrisville, R. I. 35 21~51 7~06 2.73 .85 
32. Deming, N .. M. 17 52.71 9.93 3.81 .85 
33· Kennewick, Wash. 32 25.53 8.31 3.22 .85 
34. Kennewick, Wash. 35 29.74 9.42 3.63 .85 
35. Shippensburg, Pa. 31 23.23 7.56 2.98 .85 
36. Townsend, Mont. 22 26.82 8.16 3.13 .85 
37. Kennewick, Wash. 25 29 • .)6 10.38 4.15 .84 
-------
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Community N M ~ ~e. 
.!:1I 
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38. Harrisville, R. I. 25 31.52 10.63 4.42 .83 . 
39. Kennewick, Wash. 35 32.46 9.26 3.84 .83 
40. Oxford, Ind. 20 29.10 10.18 4.20 .83 
41. Martinsville, Va. 18 37.94 9.92 4.24 .82 
42. Shippensburg, Pa. 31 23.74 7.67 3.27 .82 
43. Shippensburg, Pa. 28 26.00 9.13 3.89 .82 
44. Charlestown, Ind. 29 32.24 9.81 4.40 .81 
45. Scottdale, Pa. 34 31.12 9-35 4.03 .81 
46. Waterloo, N. Y. 24 23.17 8.96 3.95 .81 
47~ Waterloo, N. Y. 21 21.90 7.90 3.45 .81 
48. Harrisville, R. I. 33 31.64 7.91 3.51 .80 
49. Scottdale, Pa. 35 31.00 7.32 3.29 .80 
50. Granger, Wash. 28 24.36 7.26 3.36 .79 
51. Post Falls, Idaho 33 28.76 9.59 4.35 .79 52. Kennewick, Wash. 16 24.50 9.62 4.58 .77 
53. Mt. Solon, va. 31 20.61 8.75 4.20 .77 
54. Shippensburg, Pa. 32 24.38 7.24 3.44 .77 
55. Charleston, s. c. 26 25.65 6.97 3.42 .?6 
56. Harrisville, R. I. 24 20.54 6.87 3.41 .?5 
57. Shippensburg, Pa. 17 26.59 6.91 3.51 .74 
58. Townsend, Mont. 27 24.37 ?.45 3.77 .?4 
59. Axtell, Kan. 23 27.22 8.08 4.46 .70 
60. Shippensburg, Pa. 25 32.04 7.43 4.17 .69 
61. ~unda, N. Y. 18 26.72 8.30 4.81 .66 
62. Scottdale, Pa. 31 22.42 6.82 4.08 .64 
63. Scottdale, Pa. 35 23.29 6.74 4.05 .64 
64. Kennewick, Wash. 15 22.80 5.74 3.72 .58 
65. Harrisville, R. ~. 33 22.79 5.46 3.65 .55 
66. Mt. Solon, Va. . 29 17.24 5.32 3.76 .50 
67. Martinsville, va. 17 19.76 4.65 4.20 .18 
253 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Dunning Physi<(S Test {Am) 
Community N k1 ~ ~e 
.!:li -
1. Sutton, Neb. 21 26.67 9.29 2.08 .95 
2. Wooster, Ohio 30 43.57 12.23 3.11 .94 
3. Bangor, Me. 23 33~17 9.59 2.63 .93 
4. Little Falls, N. Y. 15 52.53 9.46 2.59 .93 
5. New Bedford, Mass. 18 33.72 . 12,81 3.47 .93 
6. Brentwood, Pa. 23 36.61 12,97 3.71 .92 
7. Kennewick, Wash •. 20 38.00 9.78 2.76 .92 
8. New Bedford, Mass. 25 24.52 8.02 2.34 .92 
9. New Bedford, Mass. 25 34.48 11.92 3.33 .92 
10. Chula Vista, Calif. 18 37.67 10.54 3.18 .91 
11. Rumford, Me. ;: 20 43~20 13.39 4.01 .91 
12. Union City, N. J. 23 24.09 8.23 2.-51 .91 
13. Lincoln1, Neb. 33 31.61 12.36 4.00 .90 
14. ~~ddleville, Mich. 18 24~78 8.57 2.78 .90 
15. Barrington, R. I. 17 33.53 9.51 3.25 .88 
16. New Bedford, Mass. 21 23.14 9.57 3.39 .88 
17, N.ew Bedford, Mass. 20 27.20 8.65 3.06 .88 
18. New Bedford, Mass. 22 28.00 10.23 3. 53 .88 
19. Shelbyville, Ill. 16 28.00 11.06 3,81 .88 
20. Augusta, Kan • . 33 34.88 11.23 4.06 .87 
21. Chula Vista, Calif. 20 35.85 .9.03 3.42 .86 
22~ Union City, N. J. 32 33.88 7.96 3.03 .86 
23. Lebanon, Mo. 19 28.00 8.34 3'!23 .85 
24. Martinsville, Va. 15 26.93 7.34 2.82 .85 
25. Harrisville, R. I. 25 27.72 8.35 3.58 .82 
26. Houtzdale, Pa. 16 25.31 6.74 2.88 .82 
27. Oxford, Ohio 15 28.60 10.06 4.31 .82 
28. Union City, N. J. 24 24.38 8.01 3.36 .82 
29. Broken Bow, Neb. 16 29.00 10.37 4.53 .81 
30. Wickf'ord, R. I. 18 25.39 7.57 3.39 .eo 
31. Scottdale, .Pa. 22 23.45 7.18 3.28 .79 
32. So. Lyon, Mich. 28 25.29 7.91 3· 59 .79 
33. National City, Calif. 25 31.84 7.28 3.55 .76 
34. New Bedford, Mass. 23 24.65 6.21 4.51 .47 
35. Scottsburg, Ind. 15 27.53 5.78 4.26 .46 
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Split-Half Reliability Coefficients and Standard Errors of 
Measurement together with Related Statistical Constants for 
Intact Classroom Groups, 1950 Standardization Population, 
Evaluation and Adjustment Series 
Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N M 6 sz. ~ l 2 1 2 1 2 
1. Rumford., Me. 17 41~}5 70.41 21.50 19.08 3.36 3.17 
2. Charleston, s. C. 25 43.44 . 65.20 15.98 20.57 3.09 4.78 
3. Wi9kford, R. I. 33 34.67 63.15 15.54 17.40 .3.16 4.05 
4. Charlestown, Ind. 20 39.30 66.35 17~63 19 •. 12 4.00 3.69 
5. Eden, N. Y. 31 37.10 63.74 17.69 19.30 3.81 4-34 6. Elmira Heights, N. Y. 20 3_8.10 67.90 16.37 18.50 3.66 3.37 
7. Kennewick, Wash. 29 37.52 63. 72. 13.-71 16.25 3.18 3.98 
8. Kennewick, Wash. 34 37.85 65.76 18.79 19.19 4.08 3.45 
9. Martinsville, Va. 20 41.35 68.20 18.91 16.55 4.23 2.56 
10. Scottdale, Pa. 35 44.74 76.80 17.58 12.87 4.08 4 •. 21 
11." Kennewick; Wash. · 28 37 ~ 11 70.04 14.82 17.30 3.72 3.-37 
12. Plymouth, N. H. 22 36.86 67.27 15.96 17.56 3.83 3.26 
. 13. Sheffield, Ala. 22 46.59 79.27 14.19 11.35 3.37 3--54 
14. Sheffield, Ala. 22 37~41 64~84 15.45 14.93 3.92 3.21 
15.· Deming, · N~ M. ·19 · 26.63 49.21 11.10 15.80 3.02 3.28 
16. Kennewick, Wash. 27 37•78 63.22 16.56 19.69 4.48 3.89 
17. Lebanon, Mo •. 23 35.52 62.91 13.52 21.44 3.60 3.36 
18 •. Harris.vil;le., . R. I. 35 ' 34.86 62.20 16.11 18.90 4.44 3.60 
19. Monticello, Ill • . 17 41.47 54.12 12.57 16.09 3.57 5.88 
20. Monticello, Ill. 20 40~35 65.95 16.25 17.96 4.57 3.23 
21 •. Plymouth, < N. -H. 28 43.89 70.93 . 17.80 15.51 5.02 3.97 
22. :Rumford, Me. 15 45.40 74.47 14.48 17.02 4.10 4.51 
Eli 1 2 
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.95 .94 
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.94 .95 
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.93 .98 
.92 .96 
.92 .87 
.92 .97 
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.92 .93 
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Durost-Center Word Mastery Test (Am), Parts 1 and 2 
II 
I Community N M ~ 6e £li 1 2 1 2 1 2 1 2 
23. Waterloo, N. Y. 27 33~44 65.07 14.14 16.35 4.10 3.43 .92 .94 
24. Wickford, R. I. 30 31.47 60.50 11.77 14.62 3.44 3.71 .92 .94 
25. Elmira Heights, N. Y. 28 33.75 60.89 12.94 14.17 3.80 5.72 .91 .84 
26. Granger, Wash. 28 40.61 54.89 12.45 15.09 3.74 3.89 .91 .93 
27. Deming, N. M. 21 47.62 78.14 16.94 17.41 5.31 4.07 .90 .95 I 28. Dwight, Ill.. 28 41.75 71.07 13.00 15 .. 20 4.16 4.31 .90 .92 
I 
29. Elmira Heights, N. Y. 21 33.24 62.52 11.48 16,35 3.68 4.60 .90 .92 
30, Kennewick, Wash. 29 43.38 70.86 14.57 13.80 4.66 4.53 .90 .89 
' 31. Martinsville, Va. 26 36.31 67.73 14.80 16.23 4.62 4~41 .90 .93 
32. Deming, N. M. 28 38,21 72.00 11.58 10.47 3.90 3.73 .89 .87 
33. Lebanon, Mo. 35 32.37 61.57 10.56 15.05 3.45 3.63 -.89, .94 
34. Martinsville, Va. 22 31.86 58.82 11.02 20.27 3,67 6.08 !89 .91 
35. Sheffield, Ala. 3D 38.00 62.37 14.07 17.58 4,68 3.73 .89 .96 
36. Depew, Okla. 17 39.06 67,35 11,51 17.~0 3.96 3.79 .88 .95 
37. Kennewick, Wash. 26 34.00 59.54 14.28 19.38 4.89 3.00 .88 .98 
11 38. Kennewick,. Wash. 35 45.31 74.86 16,61 17.29 5.86 3.99 .88 .95 
39. Nebraska CJ.ty, Neb. 23 27.70 45.70 10.04 14.30 3.52 4.28 .88 .91 
40, Shippensburg, Pa. 31 30.55 58.26 12.20 18.20 4.19 3~51 .88 .96 
41. Axtell, Kansas 18 43~72 65.28 10.50 15.48 3.86 3.91 .87 .94 
42, Eden, N. Y. 30 32~00 64.40 12.46 16.80 4.50 3 ~ 68 .87 .95 
43. Little Compton, R. I. 22 37.05 66.36 12 •. 54 16.37 4.53 3.45 .87 .96 
44. Scottdale, Pa. 35 29~37 57.11 9.36 16.09 3.37 4.44 :87 .92 
45. Waterloo, N. Y. 24 33.92 64.33 12.01 11.03 4.37 3:52 .87 .90 
46. Lebanon, Mo. 32 34.56 61.72 11.97 10.82 4.53 3.88 .86 :96 
47, Nebraska City, Neb. 15 69.20 89.07 15.72 11.76 5.91 2.95 .86 .94 
48. Shippensburg, P~. 25 27~48 55.88 10.76 15.59 4.00 3.57 ~86 .95 
49. Valley Falls, R. I. 21 34.00 60.48 10.19 17.74 3.84 4.71 .86 .93 
50. Valley Falls, R. I. 26 31.00 58.50 8.19 12.10 3.19 4.62 .85 .85 
~ 
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Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N M 6 2: e 1 rli2 - 1 2 1 2 1 . 2 
51. Martinsville, Va. 24 35.00 62.00 10.95 18.48 4•48 5.54 .83 .91 
52. Dwight, Ill. 25 35.24 67.92 9.00 11.34 3~98 3.32 .81 .91 
53. Monticello, Ill. 23 32.70 60.65 13.11 17.45 5.72 3.87 .81 .95 
54. Mt. Sidney, Va. 23 39.70 56.00 9.13 17.01 4.02 4.48 .81 .93 
55. Eden, N. Y. 17 28.1S 52.1S 9.S4 15.93 4.42 3.16 .so .96 
56. Elmira Heights, N. Y. 29 33.97 56.97 11.36 19.18 5.0S J.SO .so .96 
57. Shippensburg, Pa. 27 25.7S 51.Sl S.lS 13.99 3.68 5.61 .so .S4 
58. Plymouth, N.H • . 25 28.68 55.04 11.09 16.51 ·5.14 4.96 .79 .91 
59. Post Falls, Idaho 19 35.95 70.26 12.S6 12.72 5.97 3. 59 .79 .92 
60. Harrisville, .R. I. 33 24.36 53.27 7.82 14.53 3.75 4.7S .• 77 .89 
61. Churchville, Va. 27 28.07 56.26 9.09 15.13 4.56 5.41 .75 .87 
62. North River, Va. 19 24.95 37.63 8.37 17.23 4.20 4.08 .75 .94 
63. Shippensburg, Pa. 30 19.33 42.87 7.21 13.49 3.76 3.21 .73 .94 
64. Scottdale, Pa. 28 26.36 45.64 7.11 17.57 3.90 3.38 .70 .95 
65. Harrisville, R. I. 33 29.33 55.24 9.22 15.56 5.13 4.26 .69 .93 66. Shippensburg, Pa. 2S 2S.32 53.82 8.38 14.82 4.68 4.08 .69 .92 
67. Scottdale, Pa. 31 26.06 51.26 7.13 ' 12.97 4.05 4 •. 92 .68 .s6 
68. North River, Va. 23 26~83 43.J9 7.61 14.55 4~87 4.31 • 59 .91 
69. Deming, N. M. 27 2S.59 53.44 S.23 14.48 5.65 3. 56 • 53 .94 
70. Nebraska City, Neb. 20 40.00 72.05 7.32 9 •. 79 5.12 2.75 .51 .92 
71. Nebraska City, Neb. 23 33~7S 50._83 7.26 14.43 5.14 . 4.33 .50 .91 
72. Deming, N. M. 21 23.-43 40.71 5.63 12 •. 68 4.06 4.00 .48 .90 
73. Nebraska City, Neb. 17 34.29 63.00 4.87 10.71 3.57 4.24 . •46 .84 
~ 
Cll 
0') 
Split-Half Reliability Coefficients and Standard 
Errors of Measure~ent togethe~ with Related · 
Statistical Constants for Intact Classroom Groups, 
1950 Stand~rdization Population, Evaluation and 
Adjustment Series .. 
Lankton First-Year Algebra Test (Am). 
CommUnity 
1. Scottsburg., Ind. 
2. Scottsburg, Ind. 
3. Granville, Ill •. 
4. Barnes, Kan. 
5. Columbus., N:eb. 
6. Depew, Okla .• 
7. Basehor-, Kan. 
8. Gouveneur:, N.. Y .. 
9. Sheffield, Ala •. 
10. Bluff City, Kan. 
11. Milford, Pa. 
12. Sheffield, Ala. 
13. Sutton, Neb. 
14. Townsend, MOnt. 
15. AxLel~, Kan. 
16. Harrisville, R. I. 
17. Columbus, Neb. 
18. Fredericksburg, Va. 
19. Union City, N. J. 
20. Dubach, La. 
21. Martinsville, Va. 
22. Sheffield, Ala. 
23. Union City, N. J. 
24. Union City, N. J. 
25. Waterloo, N. Y. 
26. Bailey, N. c. 
27. Harrisville, R. I. 
28. Charleston, S. c. 
29. Clayton, N. Y. 
30. Deming., N. Y. 
31. Elmira Heights, N:. Y. 
32. Elmira Heights, N. Y. 
33. Gouveneur, N. Y. 
34. Kennewick, Wash. 
35. Scottsburg, _Ind. 
36. Lemay, Mo. 
37. Sheffield, Ala. 
N M 
- -
28 23.04 
24 22.21 
16 29.13 
21 25.71 
29 24.76 
19 31.63 
21 34~24 . 
22 36.91 
23 30.30 
22 27.14 
23 32.52 
29 28.31 
29 22.45 
22 25.68 
23 27.00 
34 21 •. 26 
26 29.81 
30 32~63 
30 23.47 
22 29 .. 82 
23 27.-48 
21 26~.48 
19 23~32 
25 20~00 
25 26~72' 
19 17.95 
34 21.15 
25 23.32 
32 33~38 
22 30~41 
20 22~45 
32 20~28 
18 30.89 
35 23.20 
23 24.26 
35 26.54 
34 30.65 
7.27 1.29 
8.88 2.02 
8 .. 51 2.32 
10.02 2 •. 79 
9.21 2.68 
8.oo · 2.26 
7~99 2.45 
7.87 2.39 
8.03 2.38 
9.71 3.29 
7.29 2.45 
9.42 3.02 
8.84 2.92 
8.92 3 •. oo 
7.71 2.62 
7.70 2.63 
8.21 2.86 
9.15 3.13 
6 .. 53 2.26 
6.43 2.33 
6.93 2.53 
7.29 2.59 
7.00 2.55 
6.49 . 2.30 
7.78 2.85 
5.37 2 .. 04 
6.55 2.45 
8.20 3.03 
7.23 2.68 
8.80 3.34 
5.68 2.13 
6.82 2.53 
8.38 3.10 
7.49 2.78 
7.97 2.99 
8.80 3.39 
8.45 3.24 
!:1r 
.97 
.95 
.93 
.92. 
.92 
.92 
.91 
.91 
.91 
•. 89 
.89 
.89 
.89 
.89 
.88 
.88 
.88 
.88 
.88 
.87 
.87 
.87 
.87 
.87 
•. 87 
.86 
.86 
.86 
.86 
.86 
.86 
.86 
.86 
.86 
.86 
.85 
.85 
257 
258 
-- ----· 
--
Lankton First-Year Algebra Test {Aml 
Community If M & 6 I 
-
- -e. £1I 
38. Union City, N. J. 22 38.00 5.86 2.2-9 .as · 
39. Boulder, Mont. 16 27.63 9.08 3.67 .84 
40. Charlestown., Ind. 22 25.23 8.57 3.43 .84. 
41. Columbus, Neb. 25 31.84 6.08. 2.45 .84. 
42. Indianapolis, Ind. 27 24;.4.4. 6.06 2.44 .84. 
43. U~ion City, N • . J. 18 24.17 7.37 2.91 .84 
44. Martinsville, Va. 25 30.32 5.81 2.42 .83 
45. No. Kingston, R. I. 22 22.50 7 •. 23 2.95 .83 
46. Gracemont, Okla. 22 18.95 6.87 2.90 .82 
4.7. Charlestown, Ind. 23 24.48 6.60 2.90 .81 
4.8. Goldendale, Wash. 25 33.16 7.38 3.20 .81 
49. Indianapolis, Ind. 29 25.72 7.60 2.25 .81 
50. Lemay, Mo. 30 26 •. 63 7.25 3.15 .81 51. Harrisville, R. I. 30 18.83 6.99 3.10 .80 
52. Indianapolis, .Ind. 27 23~41 7.84 3.47 .so 
53. Nunda, N. Y. 25 2?.48 6 •. 43 3.01 .?8 
54. Kennewick, Wash. 25 18.44 6.35 3.06 .?? 
55. Houtzdale , P.a. 18 30 •. 11 6.36 3.16 .?6 
56. Indianapoli$, Ind. 29 24.72 6.17 3.05 .?6 
57. Kennewick, Wash. 26 22.92 6.83 3.35 .?6 58. Augusta, Kan. 32 31.50 6.95 3.47 ··75 59. Peming, N.. M. 21 32.43 6.50· 3.25 .?5 60. Lemay, Mo. 30 22.70 ?.35 3.67 .?5 61. Sheffield, Ala. 24. 31~21 ?.88 3.98 .75 
62. 'lTnion City, N. J. 25 23.44 6.34 3.17' .?5 
63. Columbus, lite b. 19 34.05 6.14 3.12. .?4 
64 •. No .. Kingston, R. I. 22 24.14 6.33 3.32 .73 
65. Martinsville, va • . 21 28.24 4.72- 2.49 .?2 
66. Kennewick, Wash. 18 16.33 4.93 2.64 .?1 
6?. Nashville, N. C. 25 31~96 6.40 3.47 .?1 
68. N'ashville, N-. C. 28 26.54 6.03 3-33 .69 69. Prosser, Wash. 20 25.50 6.?0 3.74 .69 
70. Simsboro, .La ... 17 17.76 5.23 2.93 .69 
71. Fredericksburg, va. 18 23.94 5.18' 3 .. 00 .66 
72. Kennewick, Wash. 31 23.00 5.08 3.10 .63 
- - - ==--==-=------'= 
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38. 
39. 
40. 
41. 
42. 
43. 
44. 
45. 
46. 
47. 
48. 
49. 
50. 
51. 
52. 
53. 
54. 
55. 
56. 
57. 
58. 
59. 
60. 
61. 
62. 
63. 
64. 
65. 
66. 
67. 
68. 
69. 
70. 
71. 
72. 
73. 
74. 
75. 
76. 
77. 
78. 
79. 
80. 
81. 
Nelson Biology Test (Am) 
Community 
Union City, N .. J. 
Union City, N. J. 
Elmira Heights, N. Y. 
New Bedford, Mass. 
Valley Falls, R. I. 
Union City, N. J. 
Charlestown, Ind. 
Chula Vista, Calif. 
Deming, N. M. 
Indianapolis, Ind. 
Indianapolis, Ind. 
Angier., N. C. 
Deming, N. M. 
Gothenburg, Neb. 
Kennewick, Wash. 
Kennewick, Wash. 
Union City, .N. J. 
Union City, N. J. 
Union City, N. J. 
Buies Creek, N. c. 
Kennewick, Wash. 
Lemay, Mo. 
National City, Calif. 
New Bedford, Mass. 
Valley Falls, R. I. 
Axtell, Kan. 
Boulder, _ Mont. 
Deming, N. M. 
Kennewick, Wash. 
Lebanon, Mo.: 
Post Falls, Idaho 
Scottsdale, Pa. 
Indianapolis, Ind. 
Ryegate, Mont • . 
Milford, Pa. 
Scottsdale, Pa. 
Shippensburg, Pa. 
Waterloo, N. Y. 
Brentwood, Pa. 
Mamers, N. c. 
National City, Calif. 
Harrisville, R. I. 
Shippensburg, Pa. 
Sutton, Neb. 
M 
-
23 34.70 . 
23 39.96 
u~ 39.17 
26 39.88 
23 34.57 
27 41.93 
23 29.65 
27 33.04 
23 36.35 
29 34.83 
25 36.52 
21 28~19 
21 28.71 
23 34.17 
27 43.33 
18 42~22 
22 39.32 
19 30~53 
25 33~64 
18 32.67 
21 33.86 
28 38 .. 82 
24 32.38 
29 38.-34 
15 35.53 
17 38.47 
17 35~71 
23 30.35 
29 30.69 
25 32.24 
20 40.65 
24 31.17 
25 27.76 
20 38.35 
25 36.48 
25 34.20 
28 24.39 
31 38.16 
35 41~94 
33 25.24 
22 34.36 
22 25.64 
28 34.54 
18 27 .J9 
9.70 
8.33 
9.66 
10.78 
9.03 
8.79 
10 •. 93 
10 .. 43 
6 •. 76 
10.16 
11.28 
8~.64 
7.54 
10.11 
9.13 
9.78 
9.51 
7.35 
9.52 
10.71 
9.26 
9.14 
10.36 
8.97 
8.25 
10.18 
7.17 
9.05 
9.20 
8.46 
8.19 
7.67 
9.66 
9.60 
8.19 
9.98 
7.52 
8.67 
7.41 
7.60 
10.20 
7.92 
7.58 
7.46 
!:rr 
.89 
.89 
.88 
.88 
.88 
.88 
.87 
.87 
.87 
.87 
.87 
•. 86 
.86 
.86 
.86 
.86 
.86 
.86 
.86 
.85 
.85 
.85 
.85 
.85 
.85 
.84 
.84 
.84 
.84 
.84 
.84 
.84 
.83 
.83 
.82 
.82 
.82 
.82 
.81 
.81 
.81 
.80 
.80 
.80 
260 
·261 
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Nelson Biology Test (Am) 
Community N 
-
M 6 6 e_ !:li 
82. Union City, N .• J. 26 40.92 9.77 4.36 .eo· 
83. Harrisville, R. I. 22 33~86 8.64 3.99 .79 
84. Angier, N. C. 23 22.35 4.62 2.19 .78 
85. New Bedford, Mass. 27 34.63 7.71 3.60 .78 
86. Shippensburg, Pa. 28 25.14 6.88 3.23 .78 
87. Newman Grove, Mo. 16 41.06 9.76 4.68 .77 
88. Union City, N. J. 20 33.95 7.07 3.41 .77 
89. Prince Frederick, Md. 20 30.15 7.09 3.45 .76 
90. \veyers Cave, Va. 20 28.55 7.37 3.85 .73 
91. Prince Frederick, Md. 30 34.00 5. 57 2.94 .72 
92. Spotswood, Va. 17 28.35 8.01 4.28 .72 
93. Kennewick, Wash. 25 40.76 . 9.27 5.24 .68 
94. Little Compton, R. I. 20 30.05 6.81 4.14 .63 
95. N'ew Bedford, Mass. . 22 32.23 6.66 4.28 • 59 
96. Prince Frederick, Md. 33 25.00 5.31 3-39 .59 
97. Deming, .. N. M. 19 33.16 6.72 4.79 •49 98. Charlestown, Ind. 24 21.96 5.10 3.72 .47 
262 
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Split-Half Reliability Coefficients and Standard 
Errors. of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Read General Science Test {Am) 
Community ! M ~ 6 rli 
-
_ e 
1. Elmira Heights, N. Y. 19 42.16 1).68 2.61 .96 " 
2. Deming, N. M. 24 41.17 13.73 ) • .)9 .94 
J. Martinsville, va. 23 39.70 8.91 2.10 .94 
4. Granville, Ill. 25 40.16 12.)0 3.19 .93 
5. Lemay, Mo. 29 43.72 11.41 3.13 .93 
6. Lincoln, Neb. 29 44.41 12.84 3.40 .93 
7. Townsend, Mont. 25 44.36 10 •. 68 2.90 .93 
8. Shippensburg, Pa. 32 35.34 10.47 2.92 .92 
9. Wakefield, R. I. 18 44.89 10.52 2.90 .92 I 10. Axtell, Kan .• 18 47.17 9.12 2.73 .91 
11. Clarenc;e, N. Y. 31 41.74 10.28 3.18 .91' 
12. Columbus, Neb. 29 48.86 9.48 2.8) .91 
13. Fredericksburg, Va. 30 46.07 8 •. 29 2.56 ·-91 
14. Gothenburg, Neb. 27 40.85 9.68 2.96 .91 
15. Nestor, Calif. 19 )6.74 10.33 ).18 .91 
16. Harrisville, R. I. 24 36.00 10.07 ).12 .90 
17. Chula Vista, Calif. 28 45.50 12.13 3.79 .90 
18. ~artinsville, Va. 18 38.72 10.58 3.28 .90 
19. Chula Vista, Calif. 35 42.97 9.40 3.14 .89 
20. Gracemont, Okla. 32 34.75 9.95 3.33 .89 
21. Martinsville, Va. 23 35.83 9.93 ).33 •. 89 
22. Shippensburg, Pa. 32 36.)8 10.83 3.52 .89 
2). White Plains, N. y • 23 37.65 9.24 3.01 .89 
24. White Plains, N. Y. 26 39.62 10.)8 3.44 .89 
25. Elmira Heights, N. Y. 27 39.52 9.88 3.48 .88 
26. National City, Calif. 33 37.00 11.75 4.01 .88 
27. Petersburg, Va. 25 31.32 10.88 3.73 .88 
28. :Sluff City, Kan. 25 43.24 10.03 ).56 .87 
29. Broken Bow, Neb. 32 38.69 10.92 3.98 .87 
30. Columbus, Neb. 28 50.29 9.83 J.-52 .S? 
Jl •. Columbus, Neb. 28 54.68 9.35 3-33 .87 32. Kennewick, Wash. 27 41.93 10.35 3.76 .87 
33. Scottdale, Pa. 35 34.46 8.-58 ).04 .87 
34. Shippensburg, Pa. 23 37.17 9.11 3.44 .87 
35. Union City, N. J. 29 36~52 9.85 3.51 .87 I 36. Waterloo, N. Y. 32 42.41 9~37 3.45 .87 
~ 37. 8arrington, R. I. 20 42.25 10.22 ).86 .86 - ~ =--- --=--- ~ -=- -=-~====--- ~-- --= - ----=--~--
I 
263 
-
-- ------- --- -- --- ---- ·-- ---
Read General Science Test (Am) 
Community N M ~ ,g:e. 
.!:1I 
-
38. Deming, N. M. 27 38.89 9.-41 3.54 .86 
39. Kennewick, Wash. 22 41.55 11.14 4.12 .86 
40. Martinsville, Va. 18 36.06 8.61 3.23 .86 
41. New Bed.ford, Mass. 20 34.95 8.39 3.11 .86 
42. Scottdale, Pa. 35 46.17 9.18 3.49 .86 
43. Shelbyville, Ill. 25 41.44 9.01 3.-42 .86 
44. Union City, N. J •. 18 46.67 8.30 3.13 .s6 
45. Valley Falls, R. I. 2S 33.S9 8.S9 3.49 .85 
46. Deming, N. M. 16 40.31 10 .. 36 4.08 .85 
47. Deming, N. M .. 27 33.74 10.17 3.93 .S5 
4S •. E. Canton, Ohio 29 42.93 9.63 3.76 .85 
49. Elmira Heights, N. Y. 24 44.17 7 .. 69 2 .. 97 .S5 
50. Kennewick, Wash. 35 36.97 9.32 3.65 .S5 
51. Kennewick, Wash. 25 37.56 11.67 4.49 .85 
52. Harrisville, R. I •. 23 39.30 S.59 3.41 .84 
53. Kennewick, Wash • . 34 40.41 10.S3 4.36 .S4 
54. Union City, N. J •· 20 42 •. 40 7.62 3 •. 07 .S4 
55. Weyers Cave, Va. 25 41~52 10.01 4.06 .84 
56. White Plains, N. Y. 24 41.96 10 •. 93 4.-32 .S4 
57. Harrisville, R. I. - 32 35.72 S.71 3 •. 61 .83 
58. Valley Falls, R • . I. 20 44.30 s.so 3.66 .S3 
59. Denton, .Kan. 20 41 •. 65 7-94 3.2S .S3 60. Little Compton, R. I. 22 37.68 S.94 3.69 .S3 
61. Post Falls, Idaho 28 39.1S s.25 3~45 .S3 
62. Scottdale, Pa. 28 25~50 7.41 3.08 .S3 
63. Clarence, N. Y. 34 43.26 8 .. 45 3 •. 63 .s2 
64. Wickford, R. I. 34 43.15 S.77 3--77 .S2 65. Clarence, N. Y. 22 46.45 9.25 4.05 .Sl 
66. New Be.dford, Mass. 25 38.2S 7.56 3.32 .Sl 
67. New Bedford, Mass. 22 34.77 9.45 4.12 ..Sl 
6S. $hippensburg, Pa. 30 34~73 10.00 4.3S .81 
69. Andover, N. Y. 23 44.52 7-93 3.51 .so 
70. Charleston, s. c. 24 42.00 11.60 5.19 .so 
71. Waterloo, N. Y. 24 33.29 6.80 3.03 .so 
' 72. Newman Grove, Neb. lS 43.44 9 .. 96 4.07 .79 
73. Prosser, Wa~h. 35 47~23 7.S5 3.-54 .79 
74. Union City, N. J. 27 38.52 7 .. 52 3.47 .79 
75. Depew, Okla. lS 41.06 7.31 3.43 .7S 
76. Martinsville, Va. 25 41~48 S.33 3.S9 .7S 
77. Waterloo, N. Y. 2S 41.36 7.13 3.33 .7S 
7S. New Bedford, Mass. 19 38~6S 7 .. 85 3.-SO .77 
79. Union City, N. J. 21 39.19 s.82 4.24 .. 77 
so. Spotswood, Va. 18 26~89 5.13 2. 51 .76 
Sl. Union City, N. J • 30 39.07 7.92 3.87 .. 76 
- =- .::_;:.~-=-=- = - --- ----
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Read General Science Test (Am) 
Community N M 6 ~e. 
.!:li 
- -
82. Valley Falls, R. I. 19 33.26 8.78 4.39 .75 . 
83. Union City, N. J. 21 39.90 8.11 4.06 .75 
84. Lemay, Mo. 28 46~64 6.76 3.44 .74 
85. Bolivar, N. Y. 18 41.56 8.13 4.20 .73 86. Scottdale, Pa. 31 31.23 6.41 3.41 .72 
87. Shelbyville, Ill. 19 44.68 9.44 5.03 .72 
88. Elmira Heights, N. Y. 22 43.00 8.19 4.42 .71 
89. National City, Calif. 20 42.30 8.88 3-93 .70 90. Sutton, Neb. 24 39.04 7.21 4.20 .66 
91. New Bedford, Mass. 20 40.60 7.16 4.42 .62 
92. E. Canton, Ohio 26 36.96 6.88 4-39 .59 
93. Valley Falls, R. I. 20 34.30 5.94 4.47 .44 
94. Bolivar, N. Y. 15 38.73 ' 5.64 4.72 .30 
95. Columbus, Neb. 20 41.65 4.94 4.86 ;OJ 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Seattle Algebra Test . (Am) 
Community 
1. Clinton, Mass. 
2. Cornwall, Pa. 
3. Portland, Ore. 
4. Boothwyn, Pa. 
5. Eddyville, Ore • . 
6. Mill Valley, Calif. 
7. Taft, Ore. 
8. Topeka, Kan. 
9. Clinton, . Miss. 
10. Otis, Ore. 
11. Seattle, Wash. 
12. Seattle, Wash. 
13. So. Sioux City, Neb. 
14. Waldport, Ore. 
15. Clinton, Miss. 
16. Dayton, Ohio 
17. ¥dll Valley, Calif. 
18. Norwalk, Ohio 
19. Norwalk, Ohio 
20. Piqua, Ohio 
21. Richmond, Te~ 
22. Beckley, W. Va. 
23. Chicago, Ill. 
24. Groton, Conn. 
25. Toledo, Ore~ 
26. Wells, Me. 
27. Westbury, N. Y. 
28. Woodland, Calif. 
29. Euckley, W. Va. 
30. Margaretville, N. Y. 
31. No. Tarrytown, N. Y. 
32. Rosenberg, Tex. 
33. Waldport, Ore. 
34. Woodland, Calif. 
35. Yonkers, N. Y. 
36. Clinton, Mass. 
37. las Cruces, N. M. 
N M 
- -
26 27.92 
29 25.03 
31 31.55 
31 25 •. 03 
22 26.05 
28 26.07 
32 20.09 
33 27.45 
30 25.13 
22 21.45 
32 31.31 
29 28.41 
35 26.54 
27 21.26 
33 23.88 
24 25.04 
23 25.48 
25 24.44 
27 25.22 
31 26.55 
24 23.63 
23 29.22 
35 23.46 
25 20.08 
26 25.73 
17 30~12 
24 22.13 
30 24.17 
21 25 ~48 
16 24~ 75 
21 26.67 
30 26.77 
24 20.63 
26 28~27 
19 17.11 
25 23~76 
22:~ 21.82 
6 
7.76 
8.58 
7.97 
7.31 
8.37 
8.21 
7.46 
7.21 
7.81 
9.04 
7.74 
8.97 
8.95 
9.25 
7.17 
8.22 
7.13 
7.62 
8.29 
9.14 
7.47 
7.83 
7.23 
6.34 
8.73 
6.83 
7.37 
7.34 
7.31 
6.99 
8.19 
7.30 
8.29 
7.81 
6.40 
7~22 
8.27 
(f 
- e 
1.98 
2.20 
2.03 
2.03 
2.40 
2.26 
2.08 . 
2.00 
2~35 
2.79 
2.40 
2.75 
2.69 
2.82 
2.31 
2.66 
2.22 
2.40 
2.67 
2.94 
2.40 
2.63 
2.41 
2.12 
2.88 
2.26 
2.46 
2.44 
2.50 
2.47 
2.88 
2.53 
2.77 
2.74 
2.21 
2.64 
2.94 
='-41=- =-= ===-== --=- -- = -= - ...:_ -=-=- --'=--====-
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.94 · 
.94 
.94 
.92 
.92 
.92 
.92 
.92 
.91 
.91 
.91 
.91 
.91 
.91 
.90 
•. 90 
.90 
.90 
.90 
.90 
.90 
.89 
.89 
.89 
.89 
.89 
.89 
.89 
.88 
.88 
.88 
.88 
.88 
.88 
.88 
.87 
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Seattle Algebra Test (Am) 
Community N M c5 6 e. !:1r 
- -
38. Galt, Calif. 29 24.93 6.67 2.44 .87 
39. Reading, Pa. 30 28.47 6.99 2.56 .87 
40. Rosenberg, Tex. 22 26.86 7.78 2.77 .87 
41. So •. Sioux City, Neb. 35 27.91 8.40 3.02 .87 
42. So. Sioux City, Neb. 25 22.64 8.09 2.91 .87 
43. Albany, N. Y. 23 32.52 6.72 2.49 .86 
44. Dayton, Ohio 23 22.39 7.01 2.64 .86 
45. Dayton, Ohio 23 20.57 6.77 2 •. 52 .86 
46. Grafton, W. Va. 26 20~92 6.67 2.47 .86 
47. Las Cruces, N. M. 29 22.38 6.78 2.55 .86 
48. Newport, . Ore. 23 19.09 7.52 2.82 .86 
49. Sharon Hill, Pa. 30 21.97 7.65 2.91 .86 
50. Chatham, N. Y. 19 20.89 7.32 2.84 .85 
51. Lego, w. Va. 35 15.40 7.11 2.71 .85 
52. Newton Square, Pa. 30 26.43 7.21 2.83 .85 
53. Shillington, Pa. 28 19.50 8.02 3.09 .85 
54. St. Augustine, Fla. 20 37.40 6.18 2.31 .85 
55. Annville, Pa. 35 32.14 7.02 2.82 .84 
56. Fredericksburg, Ya. 19 18.63 6.84 2.70 .84 
57. Seattle, Wash. 29 21.62 6.73 2.66 .84 
58. Topeka, Kan. 34 29.50 5.52 2.19 .84 
59. Topeka, Kan. 34 29.56 6.36 2.53 .84 
60. Yonkers, . N. Y. 24 19.63 8.66 3.42 .84 -
61. Elgin, Okla. 18 28.06 7.68 3.22 .83 
62. Portland, Ore. 28 32.14 7.30 3.01 .83 
63. Portland, Ore. 27 26.59 5.82 2.37 .83 
64. St. Augustine, Fla. 28 36~18 5.75 2.38 .83 
65. Westbury, N. Y • . 29 22.24 5.74 2.38 .83 
66. C.oronado, Calif. 29 23.52 6.63 2.85 .82 
67. Newport, Ore. 26 18.65 6.96 2.99 .82 
68. Wells, Me. 20 23.40 6.24 2.66 .82 
69. Mill Valley, Calif. 34 25.29 6.39 2.77 .81 
70. Clinton, Mass. 19 22.16 6.52 2.82 .81 
71. Lebanon, Pa. 33 21.12 6.43 2.84 .81 
72. Mill Valley, Calif. 31 33.26 6.24 2.72 .81 
73. Clinton, Mass. 21 21.00 6.45 2.89 .so 
74. Groton, Conn. 27 17.63 6.33 2.82 .80 
75· Topeka, Kanl 28 26.07 7.06 3.13 .so 76. Beckley, W. Va. 18 33~06 6.58 3.00 .79 
77. Chatham, N. Y. 20 16.05 5.07 2.36 .79 
78. Coronado, Calif. 29 27.03 6.19 2.83 .79 
79. Elgin, Okla. 32 22.97 6.59 3.03 .79 
80. Mill Valley, Calif. 34 24.47 7.34 3.33 .79 
81. Jonestown, Pa. 31 16.90 6.47 3.04 .78 
--=---=- --- ---- -- -- ---
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Seattle Algebra Test (Am) 
Community N M 
-
6 
.2: e. !:1I 
82. Topeka, Kan. 21 29.10 6.91 3.24 .78 
83. Albany, N. Y. 20 30~20 6.07 2.90 .77 
84. No. Tarrytown, N. Y. 17 16.29 5.43 2.59 .77 
85. Portland, Ore. 25 25.80 5.88 2.83 .77 
86. Chicago, Ill. 34 16~85 5.64 2.81 .75 
87. No. Tarrytown, N. Y. 27 15.37 6.08 3.06 .75 
88. Rosenberg, Tex. 24 23.38 5.92 3.07 .74 
89. Galt, Calif. 19 22.84 5.71 2.97 • 73 
90. Las Cruces, N. M. 20 22.65 5.62 2.99 .72 
91. Monroe, Wash. 21 17.57 4.89 2.57 .72 
92. Grafton, W. Va. 26 17.88 6.20 3.42 .70 
93. Dayton, Ohio 23 22~04 6.25 3.52 .68 
94. Westbury, N. Y .• 29 24~31 6.59 3.72 .68 
95. Y:onkers, N. Y. 21 15.05 5.31 3.01 .68 
96. Monroe, Wash. 30 18.27 4.64 2.69 .64 
97. Seattle, Wash. 25 20.84 5.55 3.33 .64 
98. St. Augustine, Fla. 17 38.59 -4.60 3.06 .56 
99. Chicago, Ill. 27 13.93 4.26 2.88 • 54 
100. Lego, w. Va. 15 15.13 4.05 3.15 .39 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Seattle Geometry Te.st (Am) 
Community 
1. Albany, N. Y. 
2. Portland, Ore. 
3. Albany, N. Y. 
4. Myerstown, Pa. 
5. Seattle, Wash. 
6. Elgin, Okla. 
7. Clinton, Miss. 
8. Dayton, Ohio 
9. Las Cruces, N. M. 
10. St. Augustine, Fla. 
11. Atlanta, Ga. 
12. Coronado, Calif. 
13. Massillon, Ohio 
14. Massillon, Ohio 
15. Middletown, Pa. 
16. Nevada, Mo. 
17. Portland, Ore. 
18. Fairburn, Ga. 
19. Larchmont, Pa. 
20. Seattle, Wash. 
21. Tarrytown, N. Y. 
22. Woodland, Cali£. 
23. Yonkers, N. Y. 
24. Coronado, Calif •. 
25. Dayton, Ohio 
26. La£ayette, Calif. 
27. Woodland, Calif. 
28. Atlanta, Ga. 
29. Lafayette, La. 
30. La.fayette, La. 
31. Massillon, Ohio 
32. Massillon, Ohio 
33. Munroe, Wash. 
34. Yonkers, N. Y. 
35. Yonkers, N. Y~ 
36. Seattle, Wash. 
37. Seattle, Wash. 
N M 
-
16 31.38 
30 31~60 
16 28.13 
16 28.88 
23 31.35 
20 33.10 
22 30.18 
25 29.04 
25 29.36 
35 30.06 
24 29.71 
23 26.39 
24 27•92 
22 25.00 
24 29.54 
21 28.00 
27 25.37 
19 27.21 
28 22.21 
24 29.88 
21 28.90 
26 26.04 
29 28.76 
25 33.76 
16 30.44 
28 29.61 
22 26.45 
31 22.42 
24 24.21 
28 24.79 
25 28.04 
24 28.33 
16 26~56 
29 29.86 
27 ' 29.52 
25 30.68 
24 28.50 
cs 
7.03 
6.71 
7.19 
6.70 
5.89 
6.29 
5.92 
6.04 
6.93 
5.67 
6.14 
6.20 
6.70 
5.30 
5.08 
6.71 
6.74 
5.83 
5.75 
7.80 
5.85 
6.79 
6.18 
5.89 
5.34 
6.87 
6.10 
6.26 
5.89 
5.94 
5.81 
5.97 
6.42 
5.57 
6.16 
6.49 
5 •. 99 
2 e. 
1.62 
1.46 
2.11 
2.14 
1.83 
2.05 
2.03 
2.06 
2.41 
1.96 
2.19 
2.28 
2.43 
1.88 
1.84 
2.44 
2.44 
2.15 · 
2.12 
2.88 
2.23 
2.51 
2.36 
2.34 
2.14 
2.74 
2.42 ' 
2.58 
2.44 
2.43 
2.42 
2.46 
2.68 
2.29 
2. 52 
2.74 
2.52 
rli 
.95 • 
.95 
.91 
.90 
.90 
.89 
.88 
.88 
.88 
.88 
.87 
.87 
.87 
.87 
.87 
.87 
.87 
.86 
.86 
.86 
.86 
.86 
.85 
.84 
.84 
.84 
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.83 
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Seattle Geometry Test (Am) 
Community N M ~ 6 e. !:1r -
38. Yonkers., N, Y. 27 29.22 5.79 2.48 .82 
39. Albany, N. Y. 17 30.65 5.23 2.28 .81 
40. Massillon, Ohio 23 23.70 5.77 2.48 .81 
41. Sharon Hill, Pa. 18 26~83 5.71 2.50 .81 
42. Las Cruces, N. M. 23 27.52 5.31 2.38 .so 
43. Margaretville, N. Y. 15 28.87 5.64 2.55 .so 
44. Groton, Conn. 32 31.97 4-97 2.27 .79 
45. Lafayette, Calif •. 26 27.04 5.94 2•70 .79 
46. Massillon, Ohio 22 25.55 6.35 2.93 .79 
47. Portland, Ore. 24 24.33 7.09 3.22 .79 48 •. Martinsville., Va. 15 26.40 5.28 2.46 .78 
49. Middletown, Pa. 24 23.92 5.21 2.45 .78 
50. Reading, Pa. 15 30.27 5.77 2.73 .78 
51. Clinton, Miss. 32 25.31 6.03 2.89 .77 52. Galt, Calif. 30 27.10 4.89 2.36 .77 
53. Lafayette, Calif. 24 31~71 4.79 2.32 .77 
54. Westbury, N. Y. 23 29~09 4.78 2.27 
-77 55. C_hatham, N. Y .. 20 25.55 4.08 1.98 .76 
56. Lafayette, Ala. 22 24.05 5.91 2.87 .76' 
57. Martinsville, Va. 25 27.88 5.04 2.48 ·-76 58. Newmanstown, Pa. 28 18.07 5.17 2.56 .76 
59. Reading, Pa. 19 27.84 5·32 2.60 .76 60. Lafayette, Calif .. 28 31.29 5.24 2.61 .75 61. Portland, Ore. 25 30.92 4.87 2.44 .75 62. St. Augustine, Fla. 27 29.26 5.16 2. 59 .75 
63. Lafayette, La. 29 18.86 5.07 2.65 .73 
64. Seattle, Wash. 28 27·54 5.07 2.64 .73 
65. Seattle, Wash. 26 30.12 5.82 3.01 .73 66. So. Sioux City, Neb. 31 18.13 4.70 2.46 .73 
67. Grafton, W. Va. 17 22.76 5.14 2.71 .72 
68. Las Cruces, N. M. 18 23.89 5.52 2.94 .72 
69. Lego, W. Va. 24 18.04 4.88 2.57 .72 
70. Yonkers, N. Y .. 30 29.60 5.60 2.98 .72 
71. Las Cruces, N. M. 18 27~06 5.-96 3.18 .71 
72. Westbury, N. Y .. 29 30.55 8.49 4. 59 .71 
73. C_oronado, Calif. 21 32.57 4.95 2.69 .70 
74. Duson, La. 22 21.95 5.48 3.02 .70 
75. Youngsville, La. 26 20~08 5-33 2.98 .69 
76. Yonkers, N. Y. 31 25.19 5.81 3.29 .68 
77. Palmyra, Pa. 28 23.86 4.16 2.98 .67 
78. Norwalk, Ohio 33 28~97 5.47 3.20 .66 
79. Las Cruces, N. M. 20 26.40 5.10 3.12 .63 
so. Massillon, Ohio 28 27.29 5 .. 60 3.40 .63 
81. Seattle, Wash. 22 31.55 5·13 3.19 .61 
- - --- === 
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Seattle Geometry Test (Am) 
Community N_ M ~ 6 e 
.£11 
- -
82. Lafayette, La. 17 23.71 5~15 3.25 .60 
83. Seattle, Wash. 22 26.45 3~97 2.52 .60 
84. AnnvilLe, Pa. 18 29.83 4.94 3.26 !57 
85. St. Augustine, Fla. 17 32.24 4.01 2.68 .55 
86. East Point, Ga. 17 13.71 3.85 2.,68 • 51 
2'71_. 
-- - -Split-Half Reliabilit~ Coefficients and Standard~ 
Errors of Measurement together with Related · 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Shaycoft Plane Geometry Test (Am) 
Community N M &. 6 !:1r 
-- --
_ _ e.
l. ~ Broken Bow, Neb. 24 39.17 7.95 2.05 .94 ' 
2. Rumf'ord., Me. -- 23 37.48 9.97 2.77 .92 
3. So. Lyon, Mich. 32 32~03 8.81 2.54 ·.92 
4. Bolivar, N. Y. 19 40.53 8.33 2.51 .91 
5. Valley Falls, R. I. 25 36.32 8.05 2.36 .91 
6. Martinsville, Va. 23 36.57 8. 56 . 2.61 .. 91 
7. Post Falls, Idaho 16 35.56 7.86 2.32 .91 
8. Augusta, Kan. 35 45.71 8.19 2.65 ~90 
9. Goldendale, Wash. 16 36.56 8.12 2.54 .90 
10. Gracemont, Okla. 21 27.43 6.98 2.22 .90 
11. Scottsburg, Ind. 15 36.53 9.31 J 2.91 .90 
12. Barrington, R. I. 30 40.40 9.06 3.02 .89 
13. Broken Bow, Neb. 30 39.43 9.94 2 •. 73 .89 
14. Charleston, s. c. 22 35.59 8.94 3.00 .89 
15. Benton, La. 15 34~67 6.90 2.36 .88 
16. Elmira Heights, N. Y. 21 40.76 7.84 2.73 .88 
17. Rumford, Me. 19 38.84 8.63 2.99 .88 
18. Charlestown, Ind. 22 40.82 8.80 3.27 .86 
19. Kennewick, Wash. 26 30.50 8.07 2.99 .86 
20. Kennewick, Wa~h. 35 31.94 8.94 3.42 .85 
21. Newman Grove, Mo. 15 40.33 7.74 3.05 .85 
22. Nunda, N. Y. 26 39.35 7.47 2.88 .85 
23. Sheffield, Ala. 18 36.61 8.86 3-39 .85 
24. Waterloo, N. Y. 25 42~00 7.72 3.01 .85 
25. Deming, N. M. 27 43.22 6.56 2.70 .83 
26. Harrisville, R. I. 33 29.82 6.65 2.77' .83 
27. Kennewick, Wash. 35 30~34 6.61 3.33 .83 
28. Plymouth, N. H. 21 38.43 7.81 3.21 .83 
29. Ryegate, Mont. 25 28.00 7.32 3.04 .83 
30. Shef'f'ield, Ala. 23 33.22 7-49 3.11 .83 
31 .. Valley Falls, ·R. I. 15 35.27 8.61 2.50 .82 
32. Red Oak, N. C .. 15 41.67 5.97 2.55 .82 
33. Columbus, Neb. 28 4Q.75 6.95 3.0S .so 
34. E. Canton, Ohio 15 3 ·· . 67 5.64 2.53 .so 
35. Fredericksburg, Va. 1S 32.89 7.39 3.-27 .80 
36. Kennewick, Wash. 19 30.05 6.25 2.78 .so 
37. Lebanon, Mo. 23 37.13 6.77 3.00 .so 
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Shaycoft Plane Geometry Test (Am) 
Community N M 6 ~e.. !:1I 
38. Lemay, Mo. 19 30.26 6.37 2.99 .78 
39. Lemay, Mo. 17 32.88 9.89 4.68 .78 
40. Boulder, Mont. 15 31.80 7.00 3.45 .76 
41. Nashville, N. c. 19 38.42 6.28 3.15 .75 
42. Columbus, Neb. 30 36.90 5.47 2.80 .74 
43. Harrisville, R. I. 28 26.68 5.04 2.57 .74 
44. Kennewick, Wash. 33 29.61 6.62 3.59 .71 
45. Harrisville,. R. I. 30 25.40 5.25 2.87 .70 
46. Axtell, Kan. 16 36.25 5.20 2.93 .68 
47. Harrisville, R. I. 26 26.15 6.33 3.91 .61 
48. Middleville, Mich. 15 38~73 5.60 3.63 .58 
49. Spring Hope, N. C. 21 31.90 4.51 3.30 .47 
50. Choudrant, La. 17 26.12 3.31 2.53 .41 
= 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Snader General Mathematics Test (Am) 
Community 
1. Newman Grove, Neb. 
2. Valley Falls, R. I. 
3. White Plains, N. Y. 
4. Axtell, Kan •. 
5. Middlesex, N. C. 
6. Red Oak, N. C. 
7. Simsboro, La. 
8. Red Oak, N. C. 
9. Sutton, Neb. 
10. Waterloo, N. Y. 
11. White Plains, N. Y. 
12. Bangor, Me. 
13. Harrisville, R. I. 
14. Sutton, Neb. 
15. Sutton, Neb. 
16. Harrisville, R. I. 
17. Newman Grove, Neb. 
18. Bangor, Me. 
19. Churchville, Va. 
20. Middlesex, N. C. 
21. Spring Hope, N. c. 
22. Benevue, N. C. 
23. Deming, N. M. 
24. Indianapolis, Ind. 
25. Fulford, Pa. 
26. Indianapolis, Ind. 
27. Nashville, N. C. 
28. Union City, N. J. 
29. White Plains, N. Y. 
30. Sailey~ N. c. 
31. Bangor, Me. 
32. E. Canton, Ohio 
33. Rumford, Me. 
34. Bangor, Me. 
35. Depew, Okla. 
36. Grang.er, Wash. 
37. Granville, Ill •. 
28 34.93 
29 37~38 
24 21.71 
32 30.84 
21 23.81 
17 26.59 
15 27~80 
22 28.95 
19 29.00 
27 30.15 
16 20.88 
25 31.52 
32 30.94 
18 26.17 
24 28.83 
27 23.81 
25 34.72 
30 28.93 
31 19.32 
26 29.92 
30 24.50 
32 23~50 
21 25.86 
26 25.54 
16 29.50 
21 27~52 
31 25~00 
17 23.71 
20 18~20 
20 22.65 
23 33.00 
28 24.79 
28 23.39 
25 29 •. 48 
19 27.84 
19 29.63 
18 19.44 
7.10 1 •. 86 
8.99 2.66 
8.16 2.54 
10.43 3.42 
8.21 2.79 
8.01 2.63 
6.85 2.26 
8.60 . 3.03 
. 8.16 2.84 
8.27 2.83 
7.82 2.68 
8.02 2.92 
8.16 2.98 
9.05 3.29 
7.86 2.97 
6.35 2.46 
8.59 3.30 
8.10 3.21 
6.94 2.77 
6.35 2.54 
7.97 3.19 
7.34 3.14 
6.85 2 •. 94 
6.79 2.97 
5.99 2.61 
6.28 2.83 
7.17 3.20 
5.17 2 • .)5 
7.74 2.60 
7.17 3.37 
5.63 2.65 
5.67 2.79 
6.26 3.08 
5.71 2.89 
7.71 3.97 
6.40 3.25 
5.74 2.92 
!:1I 
.93 
.91 
.90 
.89 
.89 
.89 
.89 
.88 
.88 
.88 
.88 
.87 
.87 
.87 
.86 
.85 
.85 
.84 
.84 
.84 
.84 
.82 
.82 
.81 
.81 
.80 
.80 
.79 
.79 
.78 
.78 
.76 
.76 
-74 
.74 
.74 
.74 
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Snader General Mathematics Test (Am) 
Community N M 0 6 . 
- e.. rli 
38. Indianapolis, Ind. 21 27~05 6.65 3-39 .74 ' 
39. White Plains,_ N. Y. 20 21.80 6.62 3.38 ·-74 
40. Broken Bow, Neb. 20 26.26 6.79 3.36 .73 
41. Charlestown, Ind. 31 21.32 6.23 3.25 .73 
42. Rumford, Me. 23 23.57 6.02 3.15 .73 
43. Fredericksburg, Va. 17 23.71 4.61 2.49 .71 
44. So. Lyon, Mich. 32 21~97 5".68 3.11 .70 
45. Deming, N. M. 19 24.00 5.54 3.13 .68 
46. Deming, N. M. 30 26.27 5.70 3.21 .68 
47. Granger, Wash. 26 23.19 6,50 3.68 .68 
48. Martinsville, Va. 27 25~59 6,97 3,95 .68 
49. Deming, N. M • . 27 25~78 5.65 3.28 .66 
50. Nashville, N. c. 20 26~65 6.16 3,60 .66 
51. White Plains, N. y • 21 24.48 5.28 3,10 .66 
52. Dwight, Ill. 20 30.55 6.02 3.61 .64 
53. Lemay, Mo. _ 20 19,75 4.-97 3.06 .62 
54. Lemay, Mo. 19 20.00 4.95 3.18 .59 
55. Townsend, Mont. 23 26~00 4.55 3, 17 .52 
56. Bailey, N. C. 17 22,76 5.93 3.16 • 51 
57. Martinsville, Va. 18 26.17 4.28 3.25 .42 
58. Choudrant, La. 15 24.40 4.56 3,63 
-37 
59. Benevue, N. -C. 24 23.42 5.23 4.56 .24 
I 
I 
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Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Crary American History Test (Am) 
Community N M 
.Q: 6 
- e £1I 
1. Barrington, R. I. 48 44.90 13.65 3.68 .95 
2. Sheffield, Ala • . 71 45.70 15.05 3.67 .94 
3. Kennewick, Wash. 116 40.41 14.27 3.63 .93 
4. Waterloo, N. Y. 74 45.39 15.10 4.00 .93 
5. Elmira Heights, N. Y. 136 37.78 13.69 3.87 .92 
6. Scottsbluff, Neb. 172 43.02 13.27 3.71 .92 
7. Sutton, Neb. 43 42.09 11.13 3.27 .91 
a. ~artinsville, Va. 107 38.05 11.65 3.76 .90 
9. Shippensburg, Pa. 122 36.17 11.44 3.63 .90 
10. Chicago Heights, Ill. 355 42.85 12.82 4.27 .89 
11. Erie, Pa. 179 43.98 11.76 3.94 .89 
12. Indianapolis, Ind •. 116 42.27 12.66 4.14 .89 . 
13. Nunda, N. Y. 42 48.31 12.35 4.27 .88 
14. Lemay, Mo. 78 41.41 11.14 4.03 .87 
15. Harrisville, R. I. 112 39.42 11.26 4.32 .85 
16. Columbus, Neb. 120 49.05 11.63 4.60 .84 
17 .• Valley Falls, R. I. 79 40.28 9.76 3.95 .84 
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Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Cummings World History Test {Am} 
Community N M c5 6e rll 
- -
1. Erie, Pa. 80 44.59 14.04 3.18 .95 
2. Kennewick, Wash. 107 47.42 12.44 3.15 .94 
3. Broken Bow, Neb. 37 39.41 13.09 3.68 .92 
4. Prince Frederick, Md. 83 34.36 11.48 3.31 .92 
5. Scottsbluff, Neb. 214 38.82 12.54 3.58 .92 
6. Waterloo, N. Y. 64 38.06 12.01 3.38 .92 
?. Chicago Heights, Ill. 130 39.55 11.76 4.42 .91 
8. Columbus, Neb. 54 41.35 11.98 3.55 .91 
9. Valley Falls, R. I. 44 38.55 12.11 3.64 .91 
.10. Blue Island, Ill. 144 43.51 12.31 3.84 .90 
ll.~Harrisville, R. I. 163 39.74 11.85 3.74 .90 
12. Shippensburg, Pa. 109 28.61 11.46 3~53 .90 
13. Champaign, Ill. 55 43.36 12.35 4.14 .89 
14. Elmira Heights, N. Y. 74 43.82 10.18 3. 53 .88 
15. Rumford, Me. 40 35.08 10.90 3.78 .88 
16. Barrington, R. I. 43 40.30 10.13 3.59 .87 
17. Gothenburg, Neb. 45 33.24 10.08 3.89 .85 
18. Lemay, Mo. 97 38.68 9.64 4.13 .82 
~==~==================================~=== =~====;~====~--
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Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Davis Test of Functional Competence in Mathematics (Am) 
Community 
1. Charleston, S. c. 
2. Union City, N. J. 
3. Harrisville, R. I. 
4. Waterloo, N. Y. 
5. Granger, Wash. 
6. Little Compton, R. I. 
7. Kennewick, Wash~ 
8. Shippensburg, Pa. 
9. Townsend, Mont. 
10. Charlestown, Ind. 
11. Axtell, Kan. 
12. Scottdale, Pa. 
13. Mt. Solon, Va .• 
N 
107 
155 
214 
65 
69 
49 
273 
238 
70 
51 
41 
199 
60 
M 
31.03 
31.45 
29.55 
27.80 
26.29 
26.53 
27.97 
26.57 
27.57 
28.45 
28.29 
26.94 
18.98 
6 
12.32 
13.67 
12.22 
12.08 
9.92 
10.17 
10.53 
9.75 
9.88 
9.98 
9.12 
9.32 
7.49 
rii 
.93 ' 
.93 
.91 
..91 
.89 
.89 
.88 
.·88 
.86 
.85 
.84 
.83 
.71 
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Split-Half Reliability Coefficients and Standard Errors of 
Measurement together with Related Statistical Constants for 
Intact Community Groups, 1950 Standardization Population, 
Evaluation and Adjustment Series 
Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N. M 0 6'12. 1 l:li2 1 2 1 2 1 2 
1. Sheffield, Ala. 125 38.75 65.78 14.83 17.25 3.30 3.38 .95 .96 
2. Wickford, R. I. 63 33.14 61.89 13.95 16.19 3.30 3.98 .94 .94 
3. Plymouth, N. H. 75 36.76 64.56 16.58 17.85 4.43 4.21 .93 .94 
4. Eden, N. Y. 78 33.19 61.47 14.74 18.33 4.23 3.86 .92 .96 
I 5. Kennewick, Wash. 208 39.24 67.19 16.31 18.-32 4.55 3.88 .92 .96 
II 
II 
6. Martinsville, Va. I 135 37.36 65.74 15.11 18.15 4.19 4.60 .92 .94 
7. Scottdale, Pa. 129 32.09 58.56 13.86 19.04 3.89 4.39 .92 .95 
8. Harrisville, R. I. 138 32.39 60.96 14.32 18.42 4.39 4.09 .91 .95 
.II 9. Lebanon, Mo. 162 35.73 62.54 13.86 18.99 4.18 3.75 .91 .96 
I! 
10. Nebraska City, Neb. 98 39.13 61.92 16.40 19.55 4.87 3.88 .91 .96 
11. Deming, N. M. 116 33.10 59.-40 14.11 19.76 4.62 3.85 .89 .96 
II 
12. Elmira Heights, N. Y. 98 34.59 61.51 13.12 17.55 4.31 4. 59 .89 .93 
13. Monticello, Ill. . '60 34.90 60.57 14.62 17.86 4.85 4.33 .89 .94 
14. Valley Falls, R. I. 103 34.11 59.83 12.63 15.33 4.21 4.44 .89 .92 
I 
15. Waterloo, N. Y. 87 34.23 64 .• 45 12.55 . 14.83 4.12 4.33 .89 .92 
16. ·Dwight, Ill. 53 38.68 69.58 . 11.75 13.74 4.09 3.90 ·.sa .92 
li 
17. Shippensburg, Pa. 141 26.26 52.45 10.32 16.29 4.08 4.10 .84 .94 
18. North River, Va. 42 25.98 40.79 8.02 16.07 4.59 4.46 .67 .92 
II 
1. 
1 
II 
'I ~ 
11 
~ 
II 
rJj 
1. 
2. 
J. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
Split-Half Reliability Co.efficl.ents and St"andard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950. Standardization Population,. Evaluation and 
Adjustment Series-
Lankton First·- Year Algebra Test · (Am) 
Community 
Scottsburg, Ind. 
Union City, N. J. 
Gouveneur, N. Y. 
Columbus, Neb. 
Harrisville, R. I. 
Fredericksburg, Va. 
Elmira Heights, N. Y. 
Sheffield, Ala. 
Kennewick, Wash. 
Charlestown, Ind. 
Indianapolis, Ind. 
Lemay, Mo. 
Deming., N. Ivi. 
Martinsville, Va. 
Nashville, N. c. 
I • 
N 
-
75 
139 
40 
99 
134 
48 
66 
131 
171 
45 
112 
95 
43 
69 
··· 53 
M 
-
23.15 
25.21 
34.20 
29~66 
21.07 
29~38 
20.30 
29.50 
21.83 
24.84 
24.60 
25~36 
31.40 
28.74 
29.09 
cr 
8.07 
8.81 
8.64 
8.43 
7-74 
8.95 
6.67 
8.45 
7.29 
7.63 
7.01 
8.02 
7.83 
6.04 
6.77 
ere.. 
2.20 
2.65 
2.75 
2.78· 
2.59 
3.15 
2.51 
3.32-
2.96 
3.18 
2.87 
3-33 
. 3.32 
2.66 
3-54 
279 
280 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants .for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Nelson Biology Test (Am) 
Community N M () () e.. £1I 
1. Brentwood, Pa. 100 .38~52 10 • .3.3 .3.07 .91 
2. Elmira Heights, N. Y. 40 .38.40 9.61 2.86 .91 
). Chula Vista, Calif. 182 .3.3 ! 55 10.88 3 • .38 .90 
4. Valley Falls, R. I. 63 35.05 9.6.3 2.99 .. 90 
5. Martinsville, Va • . 77 .39.60 11.44 .3.60 .90 
6. Sutton, Neb. 36 .30.78 10.50 .3 • .37 . • 90 
7. Indianapolis, Ind. 140 .34.28 10.92 .3.71 .89 
8. Lebanon, Mo. 70 .35 • .3.3 10.54 .3.46 : .89 
9. Lemay, Mo. 57 37.93 9.49 .3.26 .88 
10. National City, Calif. 110 .30.86 10.1.3 .3.70 .87 
11. New Bedford, Mass. 199 .36 ~ .3.3 9.98 .3. 57 .87 
12. Union City, N. J. 201 .37.0.3 9.57 .3.40 .87 
1.3. Charlestown, Ind. 71 26.96 9.76 .3.72 .86 
14. Kennewick, Wash. 14.3 .37~25 10.67 .3.9.3 .86 
15. Angier, N. C. 44 25.14 7.44 2.92 .85 
16. Shippensburg, Pa. 84 28~02 8.66 .3 • .3.3 .85 
17. Deming, N. M. 86 .32.17 8.47 .3.52 .83 
18. Scottdale, Pa • . 49 .32.71 9.05 3.81 .82 
19. Prince Frederick, Md. 8.3 29.49 7.08 .3 • .31 .78 
l==c=#===-"== -- -- -
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Read General Science Test (Am) 
Community 
1. Scottdale, Pa. 
2. Chula Vista, Calif. 
3. Columbus, Neb. 
4. Deming, N. M. 
5. Elmira Heights, N. Y. 
6. l'-1artinsvil1e, Va. 
7. Shippensburg, Pa. 
8. Lemay, Mo. 
9. National City, ~Calif. 
10. Clarence, N. Y. 
11. Harrisville, R. I. 
12. Kennewick, Wash. 
13. Shelbyville, Ill. 
14. Waterloo, N. Y. 
15. Union City, N. J. 
16. Valley Falls, R. I. 
17. New Bedford, Mass. 
18. E. Canton, Ohio 
1===11 --- ----
N 
129 
63 
85 
94 
92 
107 
117 
88 
90 
87 
117 
181 
99 
84 
166 
87 
106 
55 
M 
34.91 
44.10 
51.25 
28.23 
42.11 
38.50 
35.83 
44.72 
40.97 
43.53 
35.47 
39.84 
40.54 
39~45 
39.88 
36.24 
37.43 
40.11 
11.03 
10.77 
9.87 
11.41 
10.10 
9.52 
10.23 
9.50 
11.09 
9.51 
9.65 
11.00 
10.82 
8.89 
8.85 
9.36 
8.42 
8.92 
3.54 
3.54 
3.32 
3.80 
3.53 
3.31 
3.59 
3.47 
3 • .95 ).61 
).64 
4.10 
4.07 
3.31 ).71 
4.08 
3.82 
4.13 
.!:li 
.90 -
.89 
.89 
.89 
.88 
.88 
.88 
.87 
.87 
.86 
.86 
.86 
~86 
.86 
.83 
.81 ' 
.80 
.79 
28:1 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Seattle Algebra Test (Am) 
Community 
1. Clinton, Miss. 
2. Norwalk, Ohio 
3. Waldport, Ore. 
4. S. Sioux City, Neb. 
5. Wells, 1-'Ie. 
6. Woodland, Calif. 
7. Clinton, Mass. 
8. N. Tarrytown, N. Y. 
9. Beckley, W. Va. 
10. ~lill Valley, Calif. 
11. Topeka, Kans. 
12. Rosenberg, Tex. 
13. Chatham, N. Y. 
14. Groton, Conn. 
15. Newport, Ore. 
16. Las Cruces, N. M. 
17. Coronado, Calif. 
18. Elgin, Okla. 
19. Galt, Calif. 
20. Grafton, W. Va. 
21 •. Lego, W. V.a. 
22. Westbury, .N. Y. 
23. St. Augustine, Fla •. 
24. Munroe, Wash. 
N 
-
63 
52 
51 
95 
37 
56 
91 
65 62 . 
150 
150 
76 
39 
52 
49 
71 
58 
50 
48 
52 
50 
82 
65 
51 
M 
24.48 
24.85 
20.96 
26.02 
26.49 
. 26.07 
23~98 
19.26 
29.06 
26.93 
28.37 
25.72 
18.41 
1'8.81 
18.86 
22.28 
25.28 
24.80 
24.10 
19.40 
15~32 
22.94 
37.18 
17.98 
6 
7. 51 
7.98 
8.82 
8.78 
7-33 
7.84 
7.56 
8.43 
7.90 
7.79 
6.74 
7.22 
6.72 
6.45 
7.23 
7.00 
6.65 
?.42 
6.39 . 
6.62 
6.35 
6.53 
5.70 
4.66 
6 
- e. 
2.35 
2.57 
2.81 
2.90 
2.49 
2.65 
2.58 
2.98 
2.87 
2.78 
2.61 
2.77 
2.67 
2.53 
2.94 
2.86 
2.84 
3.17 
2.68 
2.99 
2.89 
3 •. 02 
2.66 
2.74 
rli 
.90 
.90 
.90 
.89 
.89 
.89 
.88 
.88 
.87 
.87 
.85 
.85 
.84 
.84 
.84 
.83 
.82 
.82 
.82 
.eo 
.?,9 
.79 
.78 
.66 
282 
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Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Seattle Geometry Test (Am) 
Community !! M c5 c5e. rli 
-
1. Albany, N. Y. 49 )0.06 6.67 2.06 .91 
2. Portland, Ore. 106 28.21 7 .. 19 2.42 .89 
). Atlanta, Ga. 55 25.60 7.18 2.64 .87 
4. Coronado, Calif •. 69 30.94 6.59 2.50 .86 
5. Dayton, Ohio 41 25.59 5.81 2.16 .86 
6. Middletown, Pa. 48 26.75 5.86 2.19 .86 
7. Woodland, Calif. 48 26.23 6.48 2.60 .84 
8. Clinton, Miss. 54 27.30 6.45 2.63 .83 
9. Lafayette, Calif. 106 29.90 6.07 2.67 .81 
10. Massillon, Ohio 168 26~ 69 6.19 2.72 .81 
11. Seattle, Wash. 194 29.48 6.13 2.77 .80 
12. Yonkers, N. Y. 173 28.64 6.08 2-.72 .80 
13. St. Augustine, Fla. 79 30.25 5.29 2.42 •79 
14. Lafayette, La. 98 22.70 6.09 2.88 .• 78 
15. Las Cruces, N. M. 104 27.04 6.11 2.94 .77 
16. Martinsville, Va. 40 27.33 5.18 2.47 .77 
17· •. Westbury, N. Y. 52 29.90 5.28 2.74 -.73 
·1==--==-
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Split-Half Reliability Coefficients ·and Stan~ard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Snader General Mathematics Test (Am) 
Community N M §. 2 e. rli 
- -
1. Middlesex, N. c. 47 21.66 7.49 2.62 .88 
2, Red Oak, N. c. 39 27.92 8.43 2.88 .88 
3. Harrisville, R. I. 59 27.68 8.23 2.96 .87 
4. Newman Grove, Neb. 53 34.83 7.84 2.79 .87 
5. Sutton, Neb. 43 28.91 7.99 2.98 .86 6. White Plains, N. Y. 101 21.48 7.48 2.96 .84 
7. Bangor, Me. 103 30.60 7.23 2.97 .83 
8. Indianapolis, Ind. 68 26.62 6.65 3.20 .77 
9. Granger, Wash. 45 25.91 7.20 3.54 .76 
10. Nashville, N. c. 51 25.65 6.84 3-37 .76 11. Rumford, Me. 51 23.47 6.15 3.14 
-74 12. Deming, N. M. 97 25.60 5.98 3.21 .71 · 
13. Ba~ley, N. c. 37 22.70 6.63 3.81 .67 
14. Benevue, N. c, 56 23.46 6.52 3.83 .66 
15. Martinsville, Va. 45 22.82 6.04 3.71 .62 
16. Lemay, Mo. 39 19~87 4.97 3.19 • 59 . 
1 
I 
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Split-Half Reliability Coefficients and Standard . . 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups 
and Their Respective Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Crary American History Test (Am) 
Community N M 6 6e !:li 
-
1. Barrington, R. I. 31 37-42 12.41 3.12 .94 
17 58.53 12.22 4.49 .87 
48* 44.90 13.65 3.68 .95 
2. Sheffield, Ala. 25 43.68 14.63 3.07 .96 
26 53.35 13.74 3.65 .93 
20 38.30 14.27 3.96 .92 
71* 45.70 15.05 3.67 .94 
3. Kennewick, Wash. 18 36.22 17.67 3.99 .95 
34 41.76 15.91 3.73 .95 
38 40.76 13.09 3.21 .94 
26 41.00 9.80 4.16 .82 
116* 40.41 14.27 3 •. 63 .93 
4. Waterloo, N. Y. 19 54.79 12.06 3.48 .92 
34 49.44 13.01 3.65 . 92 
21 30.33 8.01 4.80 .64 
74* 45.39 15.10 4.00 .93 
5. Elmira Heights, N. Y. 16 34.38 14.52 3.33 .95 
27 34.70 15.31 3.60 .95 
28 37.11 13.08 3.79 .92 
33 38.64 11.85 3.53 .91 
32 41.78 13.36 4~78 .87 
136* 37.78 13.69 3.87 .92 
6. Scottsbluff, Neb. 29 47.24 13.89 3.18 .95 
34 46.18 15.31 3.76 .94 
*Statistics for total community group. 
Cra~ American Risto~ Test (Am} 
. -, 
Community N M 6 ~ .!:1r -
Scottsbluff, Neb. 32 40.47 12.52 3.41 .93 " (continued) 21 47.00 12.53 3.48 .92 
25 41.12 11.26 4.34 .85 
31 37.06 9.25 3.94 .82 
172* 43.02 13.27 3.71 .92 
7. Sutton, Neb. 19 45.58 10.61 3.01 .92 
24 39.33 10.75 3.45 .90 
43* 42.09 11.13 3·~7 .91 
8. Martinsville, Va. 29 42.62 13.37 3.51 .93 
25 35.68 12.02 3.54 .91 
22 40.91 11.31 3.86 .88 
31 33.65 6.71 3.74 .69 
107* 38.05 11.65 3.76 .90 
9. Shippensburg, Pa. 31 35.03 14.62 3.40 .95 
31 41.55 11.72 3.39 .92 
32 34.00 9 •. 41 3.60 .85 
28 33.96 6.06 4.11 .54 
122* 36.17 11.44 3.63 .90 
10. Chicago Heights, Ill. 30 42.60 12.61 3.52 .92 
20 41.40 11.48 3.33 .92 
27 43.30 9.86 3.29 .89 
34 47.35 15.50 5.18 .89 
27 44.67 10.80 3.76 .88 
25 44.00 12.60 4.45 .88 
29 50.10 10.78 3.83 .87 
26 41.85 11.38 4-33 .86 
31 46.39 11.57 4.34 .86 
29 43.72 11.74 4.42 .86 
29 27.72 9.17 3.61 .85 
26 47.27 10.60 5.09 .77 
22 33.68 6.65 3.90 .66 
355* 42.85 12.82 4.27 .89 
11. Erie, Pa. 21 41.74 12.66 3.04 .94 
18 39.89 9.95 2.62 .93 
2R7 
Crary American History Test {Am) 
Community N M 6 ~ £1r 
Erie, Pa. 18 40.67 13.42 3.76 .92 • (continued) 22 43.45 11.63 3.36 .92 
28 44.96 12.78 3.85 .91 
27 47.59 11.44 4.35 .86 
21 43.86 9.20 3.91 .82 
24 46.92 9.75 4.97 .74 
179* 43.98 11.76 3.94 .89 
12. Indianapolis, Ind. 35 45.20 12.25 4.14 .89 
56 40.46 12.59 4.15 .89 
25 42.20 12.61 4.52 .87 
116* 42.27 12.66 4.14 .. 89 
13. Nunda, N. Y. 23 55.91 9.92 4.39 .80 
19 39.11 7.95 4.12 .73 
42* 48.31 12.35 4.27 .88 
14. Lemay, Mo. 15 47.53 12.79 3.07 .94 
30 35 . 30 9.85 3.74 .86 
33 44.18 8.51 4.54 .72 
78* 41.41 11.14 4.03 .87 
15. Harrisville, R. I. 32 42.47 12.35 4.05 .89 
30 39.90 9.68 3.69 .86 
26 40.46 10.94 4.39 .84 
24 33.63 9.75 4. 59 .78 
112* 39.42 11.26 4.32 .85 
16. Columbus, Neb. 23 48.87 13.45 4.41 .89 
31 52.45 11.90 4.64 .85 
21 56 . 14 10.08 4.05 .84 
21 42.62 9.89 4.40 .80 
24 44.25 5.18 3.36 .58 
120* 49.05 11.63 4 ~ 60 .84 
17. Valley Falls, R. I. 35 39~94 10.48 3.43 .89 
16 43.56 9.60 4.61 .77 
28 38.82 8.38 4.07 .76 
79* 40.28 9.76 3·95 : s4 
I 
I 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups 
and Their Respective Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Cummings World History Test (Am) 
Community N M 6 6e 
-
1. Erie, Pa •. 29 45 . 79 13.54 2.81 
27 42.26 14.24 3.35 
24 45 . 75 14.07 3.24 
80* 44.59 14.04 3.18 
2. Kennewick, Wash. 34 48.47 15.91 2.84 
25 46.48 12.63 3.36 
21 43.67 11.51 3.06 
27 49 . 89 11.55 3.17 
107* 47.42 12.44 3.15 
3. Broken Bow, Neb. 19 36.47 12.91 3.44 
18 42.50 12.57 3.92 
37* 39.41 13.09 3.68 
4. Prince Frederick, Md. 30 44.37 9.06 3.16 
20 31.85 9.89 3.53 
33 26.79 6.76 3.18 
83* 34.36 11.48 3.31 
5. Scottsbluff, Neb. 25 41.96 14.46 3.02 
25 38.96 11.07 3.14 
27 45-37 12.02 3.68 
27 36 •. 26 11.61 3.53 
31 40.94 10.41 3.87 
27 47.85 9.46 4.06 
27 32.33 8.19 3.56 
25 25.80 6.20 2.75 
214* 38.82 12.54 3.58 
2RR 
rli 
.96 -
.95 
.95 
.95 
.97 
.93 
.93 
.93 
.94 
.93 
.90 
.92 
.88 
•. 87 
.78 
.92 
.96 
.92' 
.91 
.91 
.86 
.82 
.81 
.80 
.92 
~ 289 
Cummings World History Test (Am) 
Community N M (J 6 
-.e rli 
6. Waterloo, N. Y. 24 40.67 13.53 2.88 .96 
17 34.47 11.22 3.56 .90 
23 38.00 10.03 3.71 .86 
64* 38.06 12.01 3.38 .92 
7. Chicago Heights, Ill. 25 40.08 12.11 3.35 .92 
25 36.76 10.84 3.28 .91 
29 34.93 10.61 3.47 .89 
27 47.41 10.55 3.56 .89 
24 38.67 10.45 3.55 .89 
130* 39.55 11.76 4.42 .91 
8. Columbus, Neb. 31 44.61 13.16 3.58 .93 
23 36.96 8.10 3.50 .81 
54* 41.35 11.98 3-55 .91 
9. Valley Falls, R. I. 23 36.13 13.41 3.91 .92 
21 41.19 9.85 3.29 .89 
44* 38.55 12.11 3.64 .91 
10. Blue Island, Ill. 32 46.13 11.54 2.88 .94 
23 43.61 13.17 3 •. 69 .92 
23 43.43 11.50 3-37 .91 
33 45.03 12.50 3.87 .90 
33 39.45 11.73 4.80 .83 
144* 43.51 12.31 3.84 .90 
11. Harrisville, R. I. 32 49.00 9.67 3.31 .88 
48 34.31 8.51 3.24 .86 
25 38.04 9.75 3.77 .85 
26 31.15 9.89 3.81 .85 
32 32.84 10.79 4.47 .83 
163* 39.74 11.85 3.74 .90 
12. Shippensburg, Pa. 28 25.11 10.93 3.24 .91 
22 37.64 13.00 4.22 .90 
29 27.07 9.97 3-37 .89 30 ·26. 77 8.31 ).28 .85 
290 
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Cummings World History Test (Am) 
Community N M 6 ~ rli 
Shippensburg, Pa. 109* 28.61 11.46 3.53 .90 (continued} 
13. Champaign, Ill. 25 43.96 13.75 3.81 .92 
30 42.87 11.04 4.27 .85 
55* 43.36 12.35 4.14 .89 
14. Elmira Heights, N. Y. 23 40.43 9.86 3.28 .89 
23 46.70 8.56 2.95 .88 
28 44.25 10.84 4.06 .86 
74* 43.82 10.18 3.53 .88 
15. Rumford, Me. 22 36.36 10.95 3.02 .92 
18 33-50 10.63 4.09 .85 
40* 35.08 10.90 3.78 .88 
16. Barrington, R. I. 16 37.69 11.47 3.74 .89 
27 41.85 10.91 4.30 .84 
43* 40.30 10.13 3. 59 .87 
17. Gothenburg, Neb. 26 36.81 11.11 3.53 .90 
19 28.37 5.55 4.34 .39 
45* 33.24 10.08 3.89 .85 
18. Lemay, Mo. 24 42.54 8.94 3.46 .85 
29 34.69 8.22 3.87 .78 
26 35.96 8.46 4.06 
-77 18 43.89 9-94 4.97 -75 
97* 38.68 . 9.64 4.13 .82 
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Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups 
and Their Respective Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Davis Test of Functional Com:eetence in Mathematics ~Aml 
·-
Community N M- 6 ~ · !:1I 
-
' 
1. Charleston, s. c. 31 3$.06 13.05 3.52 .93 
27 32.41 12.01 3.15 .93 
23 26.00 11.22 2.95 .93 
26 25.65 6.97 3.42 .76 
107* 31.03 12.32 3.34 .93 
2. Union City, N. J. 34 30.50 14.71 3.35 .95 
31 34.65 13.21 3.45 .93 
31 2$.74 13.32 4.0$ .91 
27 41.70 10.92 3.61 .89 
32 23.34 7.81 2.82 .87 
155* 31.45 13.67 3.6$ .93 
3. Harrisville, R. I. 34 45.74 12.13 3.37 .92 
35 21.51 7.06 2.73 .85 
30 31.27 10.41 4.09 .85 
25 31.52 10.63 4.42 .83 
33 31.64 7.91 3.51 .so 
24 20.54 6.87 3.41 .75 
33 22.79 5.46 3.65 .55 
214* 29.55 12.22 3.61 .91 
4. Waterloo, N. Y. 20 39.55 10.60 3.42 .90 
21 21.90 7.90 3.45 .81 
24 23.17 8.96 3.95 .81 
65* 27.80 12.0$ 3.71 •. 91 
5. Granger, Wash. 22 30.32 12.83 3.37 .93 
19 24.47 7.$$ 2.97 .$6 
2$ 24.36 7.26 3.36 .79 
69* 26.29 9.92 3.26 .$9 
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Davis Test of Functional Competence in Mathematics (Am) 
Community N M 6 6 
-e rli 
6. Little Compton, R. I. 25 . 29.16 10.42 3.45 .89 · 
24 23.79 9.14 3.21 .88 
49* 26.53 10.17 3.34 .89 
7. Kennewick, Wash. 32 34.50 13.04 3.37 .93 
25 28.68 11.58 3.18 
-93 18 23.17 7.50 2.50 .89 
24 21.13 9.17 3.30 .87 
16 26.75 7.35 4.75 .86 
32 25.53 8.31 3.22 .85 
35 29.74 9.42 3.63 .• 85 
25 29.36 10.38 4.15 .84 
35 32.46 9.26 3.84 .83 
16 24.50 9.62 4.58 
-77 
15 22.80 5.74 3.72 .58 
273* 27.97 10.53 3.64 .88 
8. Shippensburg, Pa. 33 21.24 8.58 2.63 •. 91 
21 40.81 10.34 3.28 .90 
20 27.45 8.55 2.94 .88 
31 23.23 7.56 2.'98 .85 
28 26.00 9.13 3.89 .82 
31 23.74 7.67 3.27 .82 
32 24.38 7.24 3.44 .77 
17 26.59 6.91 3.51 .74 
25 32.04 7-43 4.17 .69 
. 
238* 26.57 9.75 3.44 .88 
9. Townsend, Mont. 21 32.48 12.11 3.91 .90 
22 26.82 8.16 3.13 .85 
27 24.37 7-45 3.77 .74 
-
70* 27.57 9.88 3.71 .86 
10. Charlestown, Ind. 22 23.45 7-75 2.92 .86 
29 32.24 9.81 4.40 .81 
51* 28.45 9.98 3.84 .85 
11. Axtell, Kan. 18 29.67 10.33 2.27 .95 
293 
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/ 
Community N M 6 6e rli 
Axtell, Kan. 23 27.22 8.08 4.46 .70 ' (continued) 
41* 28.29 9.12 3.66 .84 
12. Scottdale, Pa. 33 28.39 11.26 3.17 .92 
31 24.87 9.43 3.53 .86 
34 31.12 9.35 4.03 .81 
35 31.00 7.32 3.29 .80 
35 23.?9 6.74 4.05 .64 
31 22.42 6.82 4.08 .64 
199* 26.94 9.32 3.82 .83 
13. Mt. Solon, Va. 31 20.61 8.75 4.20 .77 
29 17.24 5.32 3.76 • 50 
60* 18.98 7-49 4.00 .71 
Split-Half Reliability Coefficients and Standard Errors of 
Measurement together with Related Statistical Constants for 
Intact Community Groups and Their Respective Intact Class-
room Groups, 1950 Standardization Population, Evaluation 
and Adjustment Series 
Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N M 6 ~ r 1 2 1 2 1 2 1 -:-1I2 
1. Sheffield, Ala. 22 46.59 79.27 14.19 11.35 3.37 3.54 .94 .90 
32 37.41 64.84 15.45 14.93 3.92 3.21 .94 .95 
41 36.15 61.76 13.78 17.73 3.83 2.97 .92 .97 
30 38.00 62.37 14.07 17.58 4.68 3.73 .89 .96 
125* 38.75 65.78 14.83 17.25 3.30 3.38 .95 .96 
2. Wickford, R. I. 33 34.67 63.15 15.54 17.40 3.16 4.05 .96 .95 
30 31.47 60.50 11.77 14.62 3.44 3.71 .92 .94 
63* 33.14 61.89 13.95 16.19 3.30 3.98 .94 .94 
3. Plymouth, N. H. 22 36.86 67.27 15.96 17.56 3.83 3.26 .94 .97 
28 43.89 70.93" 17.80 15.51 . 5.02 3.97 .92 .93 
25 28.68 55.04 11.09 16.51 5.14 4.96 .79 .91 
75* 36.76 64. 56. 16.58 17 •. 85 4-43 4.21 . • 93 .94 
4. Eden, N. Y. 31 37.10 63.74 17.69 19.30 3.81 4.34 .95 .95 
30 32.00 64.40 12.46 16.80 4.50 3.68 • 87 .95 
17 28.18 52.18 9.84 15.93 4.42 3.16 .80 .96 
78* 33.19 61.47 14.74 18.33 4.23 3.86 .92 .96 
tV 
~ 
~ 
Durost-Center Word Masterz Test {Aml 1 Parts 1 and 2 
Community N M ($ ~ 1 2 1 2 1 
5. Kennewick, Wash. 34 37.85 65.76 18.79 19.19 4.08 
29 37-52 63.72 13.71 16.25 3.18 
28 37.52 70.04 14.82 17.30 3.72 
27 37.78 63.22 16.56 19.69 4.48 
29 43.38 70.86 14.57 13.80 4.66 
35 45.31 74.86 16.61 17.29 5~86 
26 34.00 59.54 ~4.28 19.38 4.89 
208* 39.24 67.19 16.31 18.32 4.55 
6. Martinsville, Va. 20 41.35 68.20 18.91 16.55 4.23 
43 40.26 69.02 15.92 17.29 3.63 
26 36.31 67.73 14.80 16.23 4.62 
22 31.86 58.82 11.02 20.27 3.67 
24 35.00 62.00 10.95 18.48 4.48 
135* 37-36 65.74 15.11 18.15 4.19 
7. Scottdale, Pa. 35 44.74 76.80 17.58 12.87 4.08 
35 29.37 57.11 9.36 16.09 3-37 28 26.36 45.64 7.11 17.57 3.90 
31 26.06 51.26 7.13 12.97 4.05 
129* 32.09 58.56 13.86 19.04 3.89 
8. Harrisville, R. I. 37 39.95 71.73 16.15 18.00 3.85 
35 34.86 62.20 16.11 18.90 4.44 
33 24.36 53.27 7.82 14.53 3-75 
.. 
2 
3.45 
3.98 
3-37 
3.89 
4. 53 
3.99 
3.00 
3.88 
2.56 
3.72 
4.41 
6.08 
5.54 
4.60 
4.21 
4.44 
3.38 
4.92 
4.39 
3-37 3.60 
4.78 
r 
1 ~112 
.95 .97 
.95 .94 
.94 .96 
.93 .96 
.90 .89 
.88 .95 
.88 .98 
.92 .96 
.95 .98 
.95 .95 
.90 .93 
.89 .91 
.83 .91 . 
.92 .94 
.95 .89 
.87 .92 
.70 .95 
.68 .86 
.92 .95 
.94 .97 
.92 .96 
.77 .89 
~ 
~ 
C/l . 
Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N M 6 ~ 1 2 1 2 1 
Harrisville, R. I. 33 29.33 55.24 9.22 15.56 5.13 (continued) 
138* 32.39 60.96 14.32 18.42 4.39 
9 •. Lebanon, Mo. 23 35.52 62.91 13.52 21.44 3.60 
36 43.64 70.44 17.69 16.72 4.66 
35 32.37 61.57 10.56 15.05 3.45 
32 34.56 61.72 11.97 19.82 4.53 
36 32.28 56.08 10.60 19.38 4.19 
162* 35.73 62.54 13.86 18.99 4.18 
10. Nebraska City, Neb. 23 27.70 45.70 10.04 14.30 3.52 
15 69.20 89.07 15.72 11.76 5.91 
20 40.00 72.05 7.32 9.79 5.12 
23 33.78 50.83 7.26 14.43 5.14 
17 34.29 63.00 4.87 10.71 3.57 
98* 39.13 61.92 16.40 19.55 4.87 
11. Deming, N. M. 19 26.63 49.21 11.10 15.80 3.02 
21 47.62 78.14 16.94 17.41 5.31 
28 38.21 72.00 11.58 10.47 3.90 
27 28.59 53.44 8.23 14.48 5.65 
21 23.43 40.71 5.63 12.68 4.06 
116* 33.10 59.40 14.11 19.76 4.62 
2 
4.26 
4.09 
3.36 
3.28 
3.63 
3.88 
3.82 
3.75 
4.28 
2:95 
2.75 
4.33 
4.24 
3.88 
3.28 
4.07 
3.73 
3.;56 
4.00 
3.85 
r 1 -liz 
.69 .93 
.91 .95 
.93 .98 
.93 .. 96 
.89 .94 
.86 .96 
.84 .96 
.91 .96 
.88 .91 
.86 .94 
• 51 .92 
• 50 .91 
.46 .84 
.91 .96 
.93 .96 
.90 .95 
.89 .87 
• 53 .. • 94 
.48 .90 
.89 .96 
~ 
CD 
0) 
Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N M 6 ~ 
-1 2 1 2 1 
12. Elmira He.ights, N.Y. 20 )8.10 67.90 16.37 18.50 ).66 
28 33.75 60.89 12.94 14.17 ).80 
21 33.24 65.52 11.48 16.35 3.68 
29 33.97 56.97 11.36 . 19.18 5.08 
98* 34.59 61.51 13.12 17.55 4.31 
13. Monticello, Ill. 20 40.35 65.95 16.25 17.96 4.57 
17 41.47 54.12 12.57 16.09 ).57 
23 32.70 60.65 13.11 17.45 5.72 
60* 34.90 60.57 14.62 17.86 4.85 
14. Valley Falls, R. I. 56 35.59 60.21 14.72 15.88 4.68 
21 34.00 60.48 10.19 17.74 ).84 
26 31.00 58.50 8.19 12.10 3.19 
103* 34.11 59.83 12.63 15.33 4.21 
15. Waterloo, N. Y. 27 33.44 65.07 14.14 16.35 4.10 
36 35.03 64.17 11.54 13.64 . ). 79 
24 33.92 64.33 12.01 11.03 4-37 
87* 34.23 64.45 12.55 14.83 4.12 
16. Dwight, Ill. 28 41.75 71.07 13.00 15.20 4.16 
25 35.24 67.92 9.00 11.34 3.98 
53* 38.68 69.58 11.75 13.74 4.09 
2 
).37 
5.72 
4.60 
3.80 
4. 59 
3.23 
5.88 ).87 
4.33 
4.14 
4.71 
4.62 
4-44 
3-43 
4.16 ).52 
4.33 
4 •. )1 
).)2 
3.90 
r 1 -liz 
.95 .97 
.91 .84 
.90 .92 
.so .96 
• ~9 .93 
.92 .97 
.92 .87 
.81 .95 
.89 .94 
.90 .93 
.86 .9~ 
.85 .85 
.89 .92 
.92 .94 
.89 .91 
.87 .90 
.89 .92 
.90 .92 
.81 .91 
.88 .92 
~ 
~ 
~ 
Durost-Center Word Mastery Test (Am), Parts 1 and 2 
Community N M 6 ~ 1 2 1 2 1 
17. Shippensburg, Pa. 31 30.55 58.26 12.20 18.20 4.19 
25 27.48 55.88 10.76 15.59 4.00 
27 25.78 51.81 8.18 13.99 3.68 
30 19.33 42.87 7.21 13.49 3.76 
28 28.32 53.82 8.38 14.82 4.68 
141* 26.26 52.45 10.32 16.29 4.08 
18. North River, Va. 19 24.95 ' 37.63 8.37 17.23 4.20 
23 26.83 43.39 7.61 14.55 4.87 
42* 25.98 40.79 8.02 16.07 4.59 
2 
3.51 
3.57 
5.61 
3.21 
4.08 
4.10 
4.08 
4.31 
4.46 
r 
1 - 112 
. 
• 88 .96 
.86 .95 
.80 .84 
.73 .94 
.69 .92 
.84 .94 
.75 .94 
.59 .91 
.67 .92 
~ 
~ 
CIJ 
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. -
Lankton First-Year Algebra Test (Am) 
Community N M 6 ~e rli 
-
1. Scottsburg, Ind. 28 23.04 7.27 1.29 ~97 
24 22.21 8.88 2.02 .95 
23 24.26 7-97 2.99 .86 
75* 23.15 8.07 2.20 
-93 
2. Union City, N. J ; 30 23.47 6.53 2.26 .88 
19 23.32 7.00 2.55 .87 
25 20.00 6.49 2.30 .87 
22 38.00 5.86 2.29 .85 
18 24.17 7-37 2.91 .84 
25 23.44 6.34 3.17 
-75 
139* 25.21 8.81 2 •. 65 .91 
3. Gouveneur, N. Y. 22 36.91 7.87 2.39 ~91 
18 30.89 8.38 3.10 .86 
40* 34.20 8.64 2.75 .90 
4. Columbus, Neb. 29 24.76 9.21 2.68 .92 
26 29.81 8.21 2.86 .88 
25 31.84 6.08 2.45 .84 
19 34.05 6.14 3.12 
-74 
99* 29.66 8.43 2.78 .89 
5. Harrisville, R. I. 36 22.69 9.99 2.42 .94 
34 21.26 7.70 2 •. 63 .88 
34 21.15 6.55 2.45 .86 
30 18.83 6.99 3.10 .80 
134* 21.07 7-74 2.59 .89 
_j 
300 
Lankton First-Year Algebra Test (Am} 
Community N M 6 ~ r 
-li 
6. Fredericksburg, Va. 30 32.63 9.15 3.13 .ss 
lS 23.94 5.1S 3.00 .66 
4S* 29.38 8.95 3.15 .88 
7. Elmira Heights, N. Y. 32 20.28 6.82 2. 53 .86 
20 22.45 5.68 2.13 .86 
14 17.29 6.43 2.67 .83 
66* 20.30 6.67 2.51 .86 
S. Sheffield, Ala. 23 30.30 S.03 2.3S .91 
29 2S.31 9.42 3.02 .S9 
21 26.4S 7.29 2.59 .87 
34 30.65 S.45 3.24 .S5 
24 31.21 7.8S 3.9S .75 
131* 29.50 8.45 3.32 .S5 
9. Kennewick, Wash. 36 23.S1 S.43 2.41 .91 
35 23.20 7-49 2.78 .86 
25 18.44 6.35 3.06 .77 
26 22.92 6.S3 3.35 .76 
18 16.33 4-93 2.64 .71 
31 23.00 5.0S 3.10 .63 
171* 2l.S3 7.29 2.96 .S4 
10. Charlestown, Ind. 22 25.23 8.57 3.43 .84 
23 24.4S 6.60 2.90 .Sl 
45* 24.84 7.63 3.18 .83 
11. Indianapolis, Ind. 27 24.44 6.06 2.44 .84 
29 25.72 7.60 2.25 .81 
27 23.41 7.84 3.47 .80 
29 24.72 6.17 3.05 .?6 
112* 24.60 7.01 2.87 .83 
12. Lemay, Mo. 35 26.54 s.so 3.39 .85 
30 26.63 7.25 3.15 .81 
30 22.70 7.35 3.67 .75 
95* 25.36 S.02 3.33 .S3 
301_ 
Lankton First-Year Algebra Test (Am) 
Community N M 6 ~ !:1! 
13. Deming, N. M. 22 30.41 8.80 3.34 .86 
21 32.43 6.50 3~25 .75 
43* 31.40 7.83 3.32 .82 
14. Martinsville, Va. 23 27.48 6.93 2.53 .87 
25 30.32 5.81 2.42 .83 
21 28.24 4 •. 72 2.49 .72 
. 
69* 28.74 6.04 2·.66 .81 
15. Nashville, N. C. 25 31.96 6.40 3.47 .71 
28 26.54 6.03 3.33 .69 
53* 29.09 6.77 3.54 .73 
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Nelson Biology Test (Am) 
Community N M 6 ~ !:1r 
-
1. Brentwood, Pa. 35 36.57 11.52 3.13 .93 
30 36.80 10.76 2.97 .92 
35 41.94 7.41 3.25 .81 
100* 38.52 10.33 3,.07 .91 
2. Elmira Heights, N. y • 22 37.77 9.52 2.42 .94 
18 39.17 9.66 3.31 .88 
40* 38.40 9.61 2.86 .91 
3. Chula Vista, Calif. ?3 . 35.74 10.67 2.22 .96 
30 33.63 10.27 3.13 .91 
28 34.00 10.55 3.23 .91 
22 31.95 10.51 3.40 .90 
27 32.07 11.94 3.76 .90 
25 34-.48 11.25 3.59 .90 
27 33.04 10.43 3.70 .87 
182* 33.55 10.88 3.38 .90 
4. Valley Falls, R. I. 25 35.20 10.84 2.75 .94 
23 34.57 9.03 3.09 .88 
15 35.53 8.25 3.19 .85 
63* 35.05 9.63 2.99 .90 
5. Martinsville, Va. 20 41.00 11.85 3.36 .92 
17 44.82 10.28 3.47 .89 
21 36.90 9.69 3.29 .89 
19 38.44 12.46 4.23 .89 
77* 39.60 11.44 3.60 .90 
303 
Nelson Biology Test (Am) 
Community N M 6 2e !:1r 
6. Sutton, Neb. 18 34.17 11.90 3.39 .92 • 
18 27.39 7.46 3-35 .so 
36* 30.78 10.50 3-37 .90 
7. Indianapolis, Ind. 29 36.93 11.23 2.36 .96 
32 34.72 9.88 3.21 .90 
29 34.83 10.16 3.65 .87 
25 36.52 11.28 4.13 .87 
25 27.76 9.66 3.95 .83 
140* 34.28 10.92 3.71 .89 
8. Lebanon, Mo. 18 32.56 11.54 3.57 .90 
27 40.04 9 •. 83 3.25 .89 
25 32.24 8.46 3.44 .84 
70* 35.33 10.54 3.46 .89 
9. Lemay, Mo. 29 37.07 9.74 2.91 .91 
28 38.82 9.14 3.55 .85 
57* 37.93 9.49 3.26 .88 
10. National City, Calif. 25 28.92 8 .• 49 2.24 .93 
18 30.78 8.61 2.75 .90 
21 27.86 11.31 3.55 .90 
24 32.38 10.36 3.98 .85 
22 34.36 10.20 4.42 .81 
110* 30.86 10 .. 13 3.70 .• 87 
11. New Bedford, Mass. 26 36.42 9.01 2.62 .92 
24 34.25 10.13 2.93 .92 
21 38.48 10.43 3.24 .90 
24 35.79 13.22 4.35 .89 26 39.88 10.78 3.52 .88 
29 38.34 8.97 3.45 .85 
27 34.63 7.71 3.60 .78 
22 32.23 6.66 4.28 • 59 
199* 36.33 9.98 3.57 .87 
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Nelson Biology Test (Am) 
Community N M 6 ~ rli 
12. Union City, N. J • 16 35.38 7.91 2.54 .90 
23 34.70 9.70 3.29 .89 
23 39.96 8.33 2.83 .89 
27 41.93 8.79 3.08 .88 
22 39.32 9.51 3.52 .86 
19 30.53 7.35 2.79 .86 
25 33.64 9.52 3. 53 .86 
26 40.92 9.77 4.36 .80 
20 33.95 7.07 3.41 .77 
201* 37.03 9.57 3.40 .87 
13. Charlestown, Ind. 24 29.38 10.17 3.41 .89 
23 29.65 10.93 3.92 .87 
24 21.96 5.10 3.72 .47 
71* 26.96 9.76 3.72 .86 
14. Kennewick, Wash. 23 33.78 10.18 3.26 .90 
27 43.33 9.13 3.48 .86 
18 42.22 9.78 3.69 .86 
21 33.86 9.26 3.62 .85 
29 30.69 9.20 3.72 .84 
25 40.76 9.27 5.24 .68 
143* 37.25 10.67 3.93 .86 
15. Angier, N. c. 21 28.19 8.64 3.24 .86 
23 22.35 4.62 2.19 .78 
44* 25.14 7.44 2. 92 ' • 85 
16. Shippensburg, Pa. 28 24.39 7. 52 3.22 .82 
28 34.54 7.58 3.43 .80 
28 25.14 6.88 3.23 .78 
84* 28.02 8.66 3-33 .85 
17. Deming, N. M. 23 36.3 5· 6.76 2.43 .87 
21 28.71 7.54 2.87 .86 
23 30.35 9.05 3.63 .84 
19 33.16 6.72 4.79 .49 
86* 32.17 8.47 3. 52 .83 
I "l 
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Nelson Biology Test (Am) 
Community N M 6 6 rli 
-
-e · 
18. Scottdale, Pa. 24 31.17 7.67 3.10 .84 · 
25 34.20 9.98 4.29 .82 
49* 32.71 9.05 3.81 .82 
19. Prince Frederick, Md. 20 30.15 7.09 3.45 .76 
30 34.00 5.57 2.94 .72 
33 25.00 5.31 3.39 • 59 
83* 29.49 7.08 3.31 .78 
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Read General Science Test (Am) 
Community N M 6 6 ~ !:li 
1. Scottdale, Pa. 35 34.46 8.58 3.04 .87 
35 46.17 9.18 3-49 .86 28 25.50 7.41 3.08 .83 
31 31.23 6.41 3.41 .. 72 
129* 34.91 11.03 3.54 .90 
2. Chula Vista, Calif. 28 45.50 12.13 3.79 .90 
35 42.97 9.40 3.14 .89 
63* 44.10 10.77 3.54 .89 
). Columbus, Neb. 29 48.86 9.48 2.83 .91 
28 54.68 9.35 3.33 .87 
28 50.29 9.83 3.-52 .87 
85* 51.25 9.87 3.32 .89 
4. Deming, N. M. 24 41.17 13.73 3.39 .94 
27 38.89 9.41 3.54 .86 
16 40.31 10.36 4.08 .85 
27 33.74 10.17 3.93 .85 
94* 28.23 11.41 3.80 .89 
5. Elmira Heights, N. Y. 19 42.16 13.68 2.61 .96 
27 39.52 9.88 3.48 .88 
24 44.17 7.69 2.97 .85 
22 43.00 8.19 4.42 .71 
92* 42.11 10.10 3. 53 .88 
6. Martinsville, Va. 23 39.70 8.91 2.10 .94 
18 38.72 10.58 3.28 .90 
23 35.83 9.93 3.33 .89 
18 36.06 8.61 3.23 .86 
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Read General Science Test (Am) 
Community N M 6 2e !:li 
Martinsville, Va. 25 41.48 8.33 3.89 ·-78 {continued) 
107* 38.50 9.52 3.31 .88 
7. Shippensburg, Pa. 32 35.34 10.47 2.92 .92 
32 36.38 10.83 3.52 .89 
23 37.17 9.11 3.44 .87 
30 . 34.73 10.00 4.38 .81 
117* 35.83 10.23 3.59 .88 
8. Lemay, Mo. 29 43.72 11.41 3.13 ·-93 31 43.90 9.38 3.37 .87 
28 46.64 6.76 3.44 .74 
88* 44.72 9.50 3.47 .87 
9. National City, Calif. 33 37.00 11.75 4.01 .88 
37 43.78 10.50 3.58 .88 
20 42.30 8.88 3.93 .70 
90* 40.97 11.09 3.95 .87 
10. Clarence, N. Y. 31 41.74 10.28 3.18 .91 
34 43.26 8.45 3.63 .82 
22 46.45 9.25 4.05 .81 
87* 43.53 9.51 3.61 .86 
11. Harrisville, R. I. 24 36.00 10.07 3.12 .90 
23 39.30 8.59 3.41 .84 
38 32.61 9.82 3.97 •. 84 
32 35.-72 8.71 3.61 .83 
117* 35.47 9.65 3.64 .86 
12. Kennewick, Wash. 38 41.00 11.70 3.-91 .89 
27 41.93 10.35 3.76 .87 
22 41.55 11.14 4.12 .86 
35 36.97 9.32 3.65 .85 
25 37.56 11.67 4.49 .85 
34 40.41 10 •. 83 4.36 .84 
181* 39.84 11.00 4.10 .86 
~ ~~---- --
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Statistical Constants for Intact Community Groups 
and Their Respective Intact Classroom Groups, 
1950 Standardization Population, Evaluation and 
Adjustment Series 
Seattle Algebra Test {Am) 
N M 6 6 
-e 
Community 
30 25.13 7.81 2.35 
33 23.88 7.17 2.31 
1. Clinton, Miss. 
63*. 24.48 7.51 2.35 
25 24.44 7.62 2.40 
27 25.22 8.29 2.67 
2. Norwalk, Ohio 
-52* 24.85 7.98 2.57 
27 21.26 9.25 2.$2 
24 20.63 8.29 2.77 
3. Waldport, Ore. 
51* 20.96 8.82 2.81 
35 26.54 8.95 2.69 
25 22.64 8.09 2.91 
4. s. Sioux City, Neb. 
35 27.91 8.40 3.02 
95* 26.02 8.78 2.90 
17 30.12 6.83 2.26 
20 23.40 6.24 2.66 
5. Wells, Me. 
37* 26.49 7.33 2.49 
. 
30 24.17 7.34 2.44 
26 28.27 7.81 2.74 
6. Woodland, Calif. 
56* 26.07 7.84 2.65 
26 27.92 7.76 1.98 
25 23.76 7.22 2.64 
7. Clinton, Mass. 
19 22.16 6.52 2.82 
21 21.00 6.45 2.89 
91* 23.98 7.56 2.58 
-'---'! - -- -~-
1 
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.91 
.90 
.90 
.90 
.90 
.90 
.91 
.88 
.90 
.91 
.87 
.87 
.89 
.89 
.82 
.89 
.89 
.88 
.89 
.94 
.87 
.81 
.80 
.88 
-=- --=- --
31 
Seattle Algebra Test {Am) 
Community N M 6 6e !:1r 
8. N. Tarrytown, N. Y. 21 26.67 8.19 2.88 .88 
17 16.29 5.43 2.59 .77 
27 15.37 6.08 3.06 .75 
65* 19.26 8.43 2.98 .88 
9. Beckley, W. Va. 23 29.22 7.83 2.63 .89 
' 21 25.48 7.31 2.50 .88 
18 33.06 6.58 3.00 .. 79 
62.* 29.06 7.90 2.87 .87 
10. Mill Valley, Calif. 28 26.07 8.21 2.26 .92 
23 25.48 7.13 2.22 .90 
31 33.26 6.24 2.72 .81 
34 25.29 6.39 2.77 .81 
34 24.47 7.34 3.33 .79 
150* 26.93 7.79 2.78 .87 
11. Topeka, Kan. 33 27.45 7.21 2.00 .92 
34 29.56 6.36 2. 53 .84 
34 .29.50 5.52 2.19 .84 
28 26.07 7.06 3.13 .80 
21 29.10 6.91 3.24 .78 
150* 28.37 6.74 2.61 .85 
12. Rosenberg, Tex. 30 26.77 7.30 2. 53 .88 
22 26.86 7.78 2.77 .87 
24 23.38 5.92 3.07 .74 
76* 25.72 7.22 2. 77 . .85 
13. Chatham, N. Y. 19 20.89 7.32 2.84 .85 
20 16.05 5.07 2.36 .79 
39* 18.41 6.72 2.67 .84 
14. Groton, Conn. 25 20.08 6.34 2.12 .89 
27 17.63 6.33 2.·82 .80 
52* 18.81 6.45 2. 53 .84 
--- --- ----- --
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Seattle Algebra Test (Am) 
Community N M 6 6e £1! 
15. Newport, Ore. 23 19.09 7.52 2.82 .86 
26 18.65 6.96 2.99 .82 
49* 18.86 7.23 2.94 .84 
. 
16. Las Cruces, N. M. 22 21.82 8.27 2.94 .87 
29 22.38 6.78 2.55 .86 
20 22.65 5.62 2.99 .72 
. 
71* 22.28 7.00 2.86 .83 
17. Coronado, Calif. 29 23.52 6.63 2.85 .82 
29 27.03 6.19 2.83 .79 
5B* 25.28 6.65 2.84 .82 
lB. Elgin, Okla. 18 28.06 7.68 3.22 .83 
32 22.97 6.59 3.03 .79 
-
50* 24.80 7.42 3.17 .82 
19. Galt, Calif. 29 24.93 6.67 2.-44 .87 
19 22.84 5.71 2.97 .73 
48* 24.10 6.39 2.68 .82 
20. Grafton, W. Va. 26 20.92 6.67 2.47 .86 
26 17.88 6.20 3~42 .70 
52.* 19.40 6.62 2.99 .80 
21. Lego, w. Va. 35 15.40 7.11 2.71 .85 
15 15.13 4.05 3.15 .39 
50* 15.32 6.35 2.89 .79 
- -
22. Westbury, N. Y. 24 22.13 7-37 2.46 .89 
29 22.24 5.74 2.38 .83 
29 24.31 6.59 3.72 .68 
82* 22.94 6.53 3.02 .79 
3:12 
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Seattle Algebra Test (Am) 
Community N M ($ ere rli 
-
23. St. Augustine, Fla. 20 37-40 6.18 2.31 .85 
28 36.18 5.75 2.38 .83 
17 38.59 4.60 3.06 .56 
65* 37.18 5.70 2.66 .78 
24. Munroe, Wash. 21 17.57 4.89 2.57 .72 
30 18.27 4.64 2.69 .64 
51* 17.98 4.66 2.74 .66 
31_3 
Split-Half Reliability Coefficients and Standard 
Errors of Measurement together with Related 
Statistical Constants for Intact Community Groups 
and their Respective Intact Classroom Groups, 
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Seattle Plane Geometry Test (Am) 
, Community N M 6 
.Q.e !:1I 
1. Albany, N. Y. 16 31.38 7.03 1.62 .95 
16 28.13 7.19 2.11 .91 
17 30.65 5.23 2.28 .81 
49* 30.06 6.67 2.06 .91 
2. Portland, Ore. 30 31.60 6.71 1.46 .95 
27 25.37 6.74 2.44 .87 
24 24.33 7.09 3.22 .79 
25 30.92 4.87 2.44 .75 
106* 28.21 7.19 2.42 .89 
3. Atlanta, Ga. 24 29.71 6.14 2.19 .87 
31 22.42 6.26 2 •. 58 .83 
55* 25.60 7.18 2.64 .87 
4. Coronado, Calif. 23 26.39 6.20 2.28 .87 
25 33.76 5.89 2.34 .84 
21 32.57 4.95 2.69 .70 
69* 30.94 6.59 2.50 .86 
5. Dayton, Ohio 25 29.04 6.04 2.06 .88 
16 30.44 5.34 2.14 .84 
41* 25.59 5.81 2.16 .86 
6. Vdddletown, Pa. 24 29.54 5.08 1.84 .87 
24 23.92 5.21 2.45 .78 
48* 26.75 5.86 2.19 .86 
7. Woodland, Calif. 26 26.04 6.79 2.51 .86 
22 26.45 6.10 2.42 .84 
----·-· 
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I Seattle Plane Geometry Test (Am} 
I 
II Community N 
-
11 6 6e rli 
Woodland, Calif. (continued) 4S* 26.23 6.48 2.60 .S4 
s. Clinton, Miss. 22 30.1S 5.92 2.03 .ss 
32 25.31 6.03 2. S9 .77 
54* 27.30 6.45 2.63 .S3 
9. Lafayette, Calif. 2S 29.61 6.S7 2.74 .S4 26 27.04 5.94 2.70 .79 24 31.71 4.79 2.32 .77 2S 31.29 5.24 2.61 .75 
106* 29.90 6.07 2.67 .Sl 
10. ~~ssillon, Ohio 22 25.00 5.30 l.SS .S7 
24 27.92 6.70 2.43 .S7 
24 2S.33 5.97 2.46 .S3 
25 28.04 5.Sl 2.42 .83 
23 23.70 5.77 2.4S .81 
22 25.55 6.35 2.93 .79 
28 27.29 5.60 3.40 .63 
16S* 26.69 6.19 2.72 .Sl 
11. Seattle, Wash. 23 31.35 5.S9 1.S3 .90 24 29.S8 7.80 2.S8 .S6 
24 28.50 5.99 2.52 .82 
25 30.68 6.49 2.74 .82 
26 30.12 6.01 3.01 .75 
28 27.54 5.07 2.64 .73 
22 31.55 5.13 3.19 .61 
22 26.45 3.97 2.52 .60 
194* 29.48 6.13 2.77 .80 
12. Yonkers, N. Y. 29 2S.76 6.18 2.36 .85 27 29.52 6.16 2.52 .S3 
29 29.86 5.57 2.29 • 83 
27 29.22 5.79 2.48 .82 
30 29.60 5.60 2.98 .72 
31 25.19 5.Sl 3.29 .68 
< 
173* 28.64 6.08 2.72 .so 
-
-= 
'~ 
\I 
I 
I 
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Seattle Plane Geometry Test 
Community N M 
13. St. Augustine, Fla. 35 30.06 
27 29.26 
17 32.24 
79* 30.25 
14. Lafayette, La. 28 24.79 
24 24.21 
29 18.86 
17 23.71 
98* 22.70 
• 
15. Las Cruces, N. M. 25 29.36 
23 27.52 
18 23.89 
18 27.06 
20 26.40 
104* 27.04 
16. Martinsville, Va. 15 26 .. 40 25 27.88 
40* 27.33 
17. Westbury, N. Y. 23 29.09 29 30.55 
52* 29.90 
3:t5 
----
(Am) 
6 6e rli 
5.67 1.96 .88 
5.16 2.59 
-75 4.01 2.68 .55 
5.29 2.42 .79 
5.94 2.43 • 83 
5.89 2.44 .83 
5.07 2.65 .73 
5.15 3.25 .60 
6.09 2.88 .78 
6.93 2.41 .88 
5.31 2.38 .80 
5.52 2.94 .72 
5.96 3.18 .71 
5.10 3.12 .63 
6 •. 11 2.94 .77 
5.28 2.46 .78 
5.04 2.48 .76 
5.18 2.47 .77 
4.78 2.27 .77 
8.49 4. 59 .71 
5.28 2.74 .73 
3:16 
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Snader General I~thematics Test {Am} 
Community N M 6 ~ r 
-1I 
1. Middlesex, N. C. 21 23.81 8.21 2.79 .89 
26 19.92 6.35 2.54 .84 
47* 21.66 7.49 2.62 .88 
2. Red Oak, N. C. 17 26.59 8.01 2.63 .89 
22 28.95 8.60 3.03 .88 
39* 27.92 8.43 2.88 .88 
. 
3. Harrisville, R. I. 32 30.94 8.16 2.98 .87 
27 23.81 6.35 2.46 .85 
59* 27.68 8.23 2.96 .87 
4. Newman Grove, Neb. 28 34.93 7.10 1.86 .93 
25 34.72 8.59 3.30 .85 
53* 34.83 7.84 2.79 .87 
5. Sutton, Neb. 19 29.00 8.16 2.84 .88 
24 28.83 7.86 2.97 .86 
43* 28.91 7.99 2.98 .86 
6. vfuite Plains, N. Y. 24 21.71 8.16 2.54 .90 
16 20.88 7.82 2.68 .88 
20 18.20 7.74 2.60 .79 
20 21.80 6.62 3.38 .74 
21 24.48 5.28 3.10 .66 
101* 21.48 7.48 2.96 .84 
7. Bangor, Me. 25 31.52 8.02 2.92 .87 
30 28.93 . 8.10 3.21 .84 
-
t 
I 
,--
1 
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Snader General Mathematics Test (Am) 
Community N M 6 
Bangor, Me. 23 33.00 5.63 {continued) 25 29.48 5.71 
103* 30.60 7.23 
8. Indianapolis, Ind. 26 25.54 6.79 
21 27.52 6.28 
21 27.05 6.65 
68* 26.62 6.65 
9. Granger, Wash. 19 29.63 6.40 
26 23.19 6.50 
45* 25.91 7.20 
10. Nashville, N. C. 31 25.00 7.17 
20 26.65 6.16 
51* 25.65 6.84 
11. Rumford, Me. 28 23.39 6.26 
23 23.57 6.02 
51* 23.47 6.15 
12. Deming, N. M. 21 25.86 6.85 
19 24.00 5.54 
30 26.27 5.70 
27 25.78 5.65 
97* 25.60 5.98 
13. Bailey, N. C. 20 22.65 7.17 
17 22.76 5.93 
37* 22.70 6.63 
14. Benevue, N. C. 32 23.50 7.34 
24 23.42 5.23 
56* 23.46 6.52 
317 
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I 
II. 
!2:e rli 
2.65 .78 
2.89 .74 
2.97 • 83 
2.97 .81 
2.83 .80 
3.39 •. 74 
3.20 .77 
3.25 .74 
3.68 .68 
3.54 .76 
3.20 .80 
3.60 .66 
3.37 •. 76 
3.08 .76 
3.15 .73 
3.14 .74. 
2.94 .82 
3.13 .68 
3.21 .68 
3.44 .66 
3.21 .71 
3-37 .78 
3 •. 16 .51 
3.81 .67 
3.14 .82 
4.56 .24 
3 •. 83 .66 
318 
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Snader General Mathematics Test (Am) 
Community N M (5 ~e 
.!:11 
15. Martinsville, Va. 27 25.59 6~97 3.95 .68 
18 26.17 4.28 3.25 .42 
45* 22.82 6.04 3.71 .62 
20 19.75 4.99 3.06 .62 
19 20.00 4.95 3.18 • 59 
16. LelJlay, Mo. 
39* 19.87 4.97 3.19 • 59 
-- -~ 
BIBLIOGRAPHY 
__l_ --:r --
BIBLIOGRAPHY 
1. American Psychological Association Committee on Test 
Standards, "Technical Recommendations for Psycho-
logical Test and Diagnostic Techniques: Prelimi-
nary Proposal," The American Psychologist (August, 
1952), 7:461-475. 
2. Anastasi, A., "Influence of Practice on Test Relia-
bility," Journal of Educational Psychology (May, 
1934), 25:321-335. 
3. Brown, vlilliam, "Some Experimental Results in the 
Correlation -of Mental Abilities," British Journal 
of Psychology (October, 1910}, 3:296-322. 
4. Brownell, W. A., "On the Accuracy with which Relia-
bility May Be Measured by Correlating Test 
Halves," Journal of Experimental Education (March, 
1933), 1:204-215. 
5. Courtis, S. A., "The Validation of Statistical Pro-
cedure,'' Journal of Educational Research (June, 
1925), 12:31-40. . . 
6. Cronbach, 1. J., "On Estimates of Test Reliability," 
Journal of Educational Psychology (November, . 
1943), 34:485-494. 
7. Cronbach, 1. J., "A Case Study of the Split-Half Re-
liability Coefficient," Journal of Educational 
Psychology (November, 1946), 37:473-480. 
8. Cronbach, 1. J., "Test 'Reliability': Its Meaning and 
Determination," Psychometrika (March, 1947}, 12: 
1-16. -
9. Cureton, E. E., "Errors of Measurement and Corre-
lation," Archives of Psychology (May, 1931), 19, 
Number 125. 
10. Davis, F. B., "A Note on Correcting Reliability Coef-
ficients for Range, tt Journal of Educational Psy-
chology (November, 1944), 35:500-502. 
31_9 
11. Dickey, J. W., "On Estimating the Reliability Coef-
ficient," Journal of Applied Psychology {January, 
1934), 18:103-115. 
12. Dressel, Paul 1., "Some Remarks on the Kuder-Richardson 
Coefficient," Psychometrika (December, 1940), 5: 
305-310. 
13. Dunlap, J. \v., "Comparable Tests and Reliability," 
Journal of -Educational Psychology (September, 
1933), 24:442-463. 
14. Durost, Walter N., The Measurement Notebook. Boston 
University School ·Of Education, Boston, 1950. 
15. Edgerton, Harold A., and Kenneth F. Thomson, "Test 
Scores Examined with the Lexis Ratio," Psycho-
metrika (December, 1942), 7:281-288 . . 
16. Edwards, A. 1., Statistical Analysis for Students in 
Psychology and Education. Rinehart and Company, 
New York, 1946. 
17. Fattu, Nicholas A., "Test Development: Statistical 
Aspects," Review of Educational Research (De-
cember, 1942), 12:542-549. . 
18. Fisher, R. A., Statistical Methods for Research 
Workers. Oliver and Boyd, London, 1936. 
19. Foran, T. G., "A Note on Methods of Measuring Relia-
bility," Journal of Educational Psychology (May, 
1931), 22:383-387. 
20. Franzen, R., and M. Derryberry, "Note on Reliability 
Coefficients," Journal of Educational Psychology 
{October, 1932), 23:559-560. 
21. Froehlich, G. J., "A Simple Index of Test Reliability," 
Journal of Educational Psychology (May, 1941), , 
32:381-385. 
22. Gage, N. 1., and Dora E. Damrin, "Reliability, Homo-
geneity, and Number of Choices," Journal of Edu-
cational Psychology (November, 1950), 41:385-404. 
23. Gastonguay, .Marie-Louise R., The Reliability Coef-
ficient from the Test User's Point of View. Un-
published Master's Thesis, ·Boston University, 
II 320 
1949. 
24. Goodenough, F. 1., "Critical Note on the Use of the 
Term Reliability in. Mental Measurement~" Journal 
of Educational Psychology (March, 1936J, 27: 
173-178. 
25. Gulliksen, H., Theory of Mental Tests. John v'liley and 
Sons, New York, 1950. 
26. Guttman, Louis, "A Basis for Analyzing Test-Retest 
Reliability," Psychometrika (December, 1945), 
10:255-282. . . 
27. Holzinger, K. J., "An Analysis of the Errors in Mental 
J,1easurement," .. Journal of Educational Psychology 
(~~y, 1923), -14:278-288. . . 
28. Holzinger, K. J., "Note on the Use of Spearman's 
Prophecy Formula for Reliability," Journal of 
Educational Psychology (May, 1923), .14:302-305 1 
30. 
Holzinger, K. J., and Blythe Clayton, "Further Ex-
periments in the Application of Spearman's 
Prophecy Formula," Journal of Educational Psy-
chology (May, 1925), 16:289-299. 
Hovis, R. s., An Evaluation and Comparison of Two 
Formulae for Correcting Coefficients of Corre-
lation -for Homogeneit~. Unpublished Master's 
Thesis, Pennsylvania tate College, 1935. · 
31. Hoyt, Cyril, "Test Reliability Obtained by Analysis 
of Variance," Psychometrika (June, .1941), 6: 
153-160. 
32. Jackson, Robert W. B., "Reliability of Mental Tests," 
British Journal of -Psychology (January, 1939), 
29:267-287. 
33. Jackson, Robert W. B., Application of the Analysis of 
Variance and Covariance Method to Educational 
Problems, Bulletin, 1941, Number 11, Department 
of -Educational Research, University of Toronto, 
Toronto, Canada. 
34. Jackson, Robert W. B., "Note on the Relationship be-
tween Internal Consistency and ·Test-Retest 
Estimates of the Reliability of a Test," 
321 
322 
---'====~-=-- ----
Psychometrika (September, 1942), .7:157-164. 
35. Jackson, Robert W. B., and G. A. Ferguson, Studies on 
the Reliability of Tests, Bulletin, 1941, Number 
12, Department of Educational Research, Universi-
ty of Toronto, Toronto, Canada. 
36. Johnson, Palmero., Statistical Methods in Research. 
Prentice-Hall Inc., New York, 1949. 
37. Johnson, Palmer 0., and Robert W. B. Jackson, Intro-
duction to Statistical Methods. Prentice-Hall 
Inc., New York, 1953. 
38. Jordan, R. c., "An Empirical Study of the Reliability 
Coefficient," Journal of Educational Psychology 
(September, 1935), 26:416-426. 
39. Kaitz, H. B., "A Comment on the Correcting of Relia-
bility Coefficients for Restriction of Range," 
Journal of Educational Psychology (November, . 
1945), 36:510-512. 
40. Kaitz 1 H. B., "A Note on Reliability," Psychometrika 
. \June, 1945), 10:127-131. . . . 
41. Kelley, Truman L., "The Reliability of Test Scores," 
Journal of Educational Research {May, 1921), . 
3:370-379. 
42. Kelley, Truman L., "Note on the Reliability of a 
Test~" Journal .of Educational Psychology (April, 
1924J, 15:193-204. . . . . -
43. Kelley, Truman L., "The Application of the Spearman-
Brown Formula for the Measurement of Reliabili-
ty," Journal of Educational Psychology {May, 
1925), 16:300-303. . 
44. Kelley, Truman L., Interaretation of Educational 
Measurements. Worl Book Company, New York, 
1927. 
45. Kelley, Truman L., "The Reliability Coefficient," 
Psychometrika (June, 1942), 7:75-83. 
46. Kuder, G. F., and M. Vl. Richardson, "The Theory of 
the Estimation of Test Reliability," Psycho-
metrika {September, 1937), 2:151-160. 
--~-=-==--=----
47. Lanier, Lyle H., "Prediction of the Reliability of 
Nental Tests and Tests of Special Abilities," 
Journal of Experimental Psychology (April, 1927), 
10:69-113. 
48. Loevinger, Jane, "A Systematic Approach to the Con-
struction and Evaluation of Tests of Ability," 
Psychological Monographs, 1947, 61, Number 285. 
49. Mollenkopf, W. G., "Variation of the Standard Error 
of Measurement," Psychometrika (September, 1949), 
14:189-229. 
50. Muenzinger, K. F., "6ritical Note on the Reliability 
of a Test," Journal of Educational Psychology 
(September, 1927), 18:424-428. 
51. Peters, Charles C., and Walter R. Van Voorhis,~­
tistical Procedures and Their Mathematical Bases. 
McGraw-Hill Book Company, New York, 1940. 
52. Rao, c. R., Advanced Statistical Methods in Biometric 
Research. John Wiley and Sons, New York, 1952. 
53. Read, C. B., "A Note on Reliability by Chance Halves 
Method,n Journal of Educational Psychology 
(December, 1939), 30:703-704. 
54. Remmers, H. H., N. V:l . Shock, and E. L. Kelly, "An 
Empirical Study of the Validity of the Spearman-
Brown Formula as Applied to the Purdue Rating 
Scale," Journal of Educational Psychology 
(W~rch, 1927), 18:187-195. 
55. Remmers, H. H., and L. \Vb.isler, "Test Reliability as 
a Function of Method of Computation," Journal of 
Educational Psychology (February, 1938), 29:81-92. 
56. Richardson, M. W.-, and G. F. Kuder, "The Calculation 
of Test Reliability Coefficients Based on the 
Method of Rational Eguivalence," Journal of Edu-
cational Psychology (December, 1939), 30:681-687. 
57. Ruch, G. M., and G. D. Stoddard, "Comparative Relia-
bilities of Five Types of Objective Examinations," 
Journal of Educational Psychology (February, .. 
1925), 16:89-103. 
- --=- ~ 
5EL Ruch, G. M., 1ut.ton Ackerson, and Jesse D. Jackson, 
"An Empirical Study of the Spearman~Brown Formu-
la as Applied to Educational Test Material," 
Journal of Educational Psychology (I~y, 1926}, 
17:309-313. . 
59. Rulon, P. J., "A Simplified Procedure for Determining 
the Reliability of a Test by Split-Halves " 
Harvard Educational Review {January, 1939~, 
9:99-103. 
60. Slocombe, C. s., "The Spearman Prophecy Formula," 
Journal of Educational Psychology (February, 
1927), 18:125-126. 
61. Slocombe, c. S., "A Further Note on the Spearman 
Prophecy Formula; A Correction " Journal of Edu-
cational Psychology ( ~lay, 1927~, 18:347-348 • .. 
62. Spearman, Charles, "The Proof and Measurement of 
Association Between Two Things," American Journal 
of Psychology (January, 1904), 15:72-lOl. 
63. Spearman, Charles, "Correlation Calculated with Faulty 
Data~" British Journal of Psychology (October, 
1910), 3:271-295. 
64. Stephenson, William, "Factorizing the Reliability 
Coefficient," British Journal of Psychology 
(October, 1934), 25:211-216. 
65. Symonds, Percival M., "A Study of Extreme Cases of 
Unreliability," Journal of Educational Psychology 
(February, 1924}, 15:99-106. . 
66. Symonds, Percival M., "Factors Influencing Test Relia-
bility," Journal of Educational Psychology (Janu-
ary, 1928), 19:73-87. · 
67 ~ Thorndike, Robert 1., Personnel Selection. John Wiley 
and Sons, New York, 1949. 
68. Thorndike, Robert 1., "Reliability," in E. F. 
quist (Editor), Educational Measurement. 
can Council on Education, Washington, D. 
1951. 
1ind-
Ameri-
c., 
69. Thurstone, 1. 1., "A Note on the Spearman-Brown Formu-
la," Journal of Experimental Psychology (Febru-
=- -=--
I 
II 
•==iF=-=~=---=~~-~ ----~-'==== 
ary, 1928), 11:62-63. 
70. Walker, Helen M., Elementary Statistical Methods. 
Henry Holt, New York, 1943. 
71. Waugh, Albert E~, Elements of Statistical Method. 
McGraw-Hill Book Company, New York, 1943. 
72. Wood, B. D., '"Studies of Achievement Tests, Part III," 
Journal of Educational Psychology (April, 1926), .. 
17:263-269. 
73. Vloodrow, H., "Quotidian Variability," Psychological 
Review (March, 1932), 39:245-256. 
3 .25 
=:It== =====-==============-~=============i-=--== 
