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Abstract: With the apperance of cloud computing, users receive computing resources according 
to pay as you go of cloud service provider. An optimized scheduling approach for mapping all 
the tasks to the resources is an essential problem due to the limitations and dynamics of resources 
for requests which vary during the time. This solution may lead to improvement of system's 
efficiency. There are different methods for cloud computing scheduling with different parameters 
such as response time, makespan, waiting time, energy consumption, cost, utilization rate, and 
load balancing. But many of these methods are not suitable for improving scheduling 
performance in a condition that users requests change during the time. So in this thesis a 
scheduling method based on reinforcement learning is proposed. Adopting with environment 
conditions and responding to unsteady requests, reinforcement learning can cause a long-term 
increase in system's performance. The results show that this proposed method can not only 
reduce the response time and makespan but also increase resource efficiency as a minor goal. 
Our proposed illustrates improvements in response time for 49.52%, 46.03%, 43.99%, 43.53% 
and 38.68% over Random, Mix, FIFO, Greedy and Q-sch algorithms, respectively.   
Keywords: Cloud computing, Task scheduling, Reinforcement learning, Foresighted task 
scheduling, Response time 
 
1-Introduction: Cloud environment makes it possible to access different resources based on 
user’s requirements and users can use them flexibly and in an elastic way. The number of users 
using cloud services is increasing daily. So, based on users’ dynamic demands, it is essential to 
have an effective and efficient scheduling algorithm which is responsible for assigning 
appropriate task allocation to resources and increasing system performance[1]. Scheduling refers 
to mapping tasks to special resources to improve system performance and service quality which 
considers different parameters such as minimum makespan, protecting service level agreements, 
cost, security and reliability. Accessing desirable service quality is one of the challenging topics 
of scheduling methods. Nowadays different heuristic and meta-heuristic algorithms have been 
offered which could eliminate problems to some extent, but they don’t necessarily lead to 
improvement in system performance in a long term. Article [2] presents a model of optimal 
scheduling based on reinforcement learning method by dividing the problem into sub models and 
queue theory. In this method, by using Q-learning strategy task transmitter makes proper task 
attribution which results to response time improvements in allocating tasks to resources. 
Moreover, to get over the problem of state increasing, state aggregation method has been used 
which increases program convergence speed. Although this article decreases the response time, 
the lake of right understanding of the environment will lead to inaccessibility to the minimum 
response time for dynamic tasks. In order to support program scalability in cloud, Article [3] 
uses reinforcement learning method for optimal resource attribution. This scheduling leads the 
agent to learning optimal policies for task attribution in cloud infrastructure while it doesn’t have 
any understanding of the environment. Algorithm presents scheduling despite users’ different 
requests and unreliability of system proper performance which decreases the time to reach 
desirable policy by paralleling learning process. Nevertheless, a higher level of learning is 
required to solve scalability to support the performance of the system such as program response 
time. Article [4] introduces a task scheduling scenario based on an economic property called 
utility which describes and initializes the tasks based on utility by a function. This algorithm 
models resources scheduling process by considering failure rate and recovery rate and it can 
consider system state in future by using reinforcement learning method. The results reveal that 
this scheduling algorithm which is based on reinforcement learning method is efficient and very 
constructive and leads to optimizing system efficiency by considering reliable parameters. This 
article investigates only efficiency parameter and ignores other service quality parameters such 
as response time and makespan. Optimization of energy efficiency is the other challenging 
scheduling method. Article [5] effectively models an effective energy management framework 
according to reinforcement learning methods by taking into account the heterogeneity in 
resources and variety of users’ requests. It also makes a proper mapping of resources with 
different capacities to do tasks, considering different task demands to resources and their 
priorities by using task grouping technique. The method decreases energy management 
scheduling effectively and leads to better response time.  Nowadays, there are a lot of requests 
for distributed systems such as grade and cloud whereas these systems provide high computing 
power, but the reliability guarantee is very hard in them. Article [6] presents a new scheduling 
method based on reinforcement learning with the purpose of providing a reliable service which 
focuses on improving performance time with low computational complexity. Using 
reinforcement learning approach in resource management makes it possible for scheduler that 
plays the role of an agent in learning adapts itself with environment dynamic changes, 
considering variety of resources and tasks. This method approaches to optimizing solution by 
knowledge of resource availability and receiving feedback from the environment. Every 
scheduling algorithm takes into account different criteria, such as response time, makespan, 
energy, load balance, cost and reliability which could improve them to some extent, but due to 
limited accessibility to information about tasks, they don’t necessarily result in improvement of 
response time and makespan along with increasing utilization in long term. In this article, by 
using reinforcement learning method, we are looking for foresighted strategies which can 
maximize benefits of cloud computing system in a long term based on dynamic environment due 
to variable and different time oriented requests. Its main goal is to decrease response time and 
makespan and increase system utilization rate.  In a range with of a lot of tasks, proposed method 
by maximum decreasing waiting time in virtual machines buffer queues could improve response 
time 40 percent, makespan 20 percent on average compared to other classic scheduling 
algorithms (Random- Mix- FIFO- Greedy). 
2-System model 
In this section, a new task scheduling plan will be presented based on reinforcement learning. 
The task transmitter or scheduler plays the role of an agent by experiencing interacting with the 
environment. By learning, the scheduler can make better decisions and achieve the goals which 
are hard to be optimized directly. By getting rewards and retributions during the program and 
maximization of the expected collected rewards during the time, the scheduler succeeds proper 
task allocation to virtual machines and finally it will lead to decreasing the response time and 
makespan and increasing system utilization rate. Based on figure 1, system model includes 3 
parts: task transmission, task allocation and task execution. 
 In transmission part, the scheduler allocates users’ tasks from global queue to one of the sub 
queues of the virtual machine. Global queue accepts users’ different demands and queue them in 
a way that the first input request is the first output request and chooses them for processing. 
Every VM has a buffer queue with a stable capacity. Task transmitter knows buffer capacity of 
every VM when allocating the tasks to the machines. If the number of VM equals K and buffer 
capacity of every VM equals N then occupied capacity will be determined by S, so the total 
capacity for scheduler equals: 
 
 
Based on figure 1, the scheduler firstly chooses tasks from the global queue. By choosing each 
task, the scheduler observes the state of the environment and by being in this state chooses one of 
virtual machines for task mapping randomly or epsilon greedy using q-learning method (a 
reinforcement learning method). By mapping every request to VM, it gets reward for doing a 
chosen task (choosing one of VMs) and computes its action value based on its state and reward. 
After each task allocation to virtual machine, the buffer capacity of the machines will be 
updated. By arriving next request, scheduler meets a new state of the environment and the 
previous phases are done frequently until scheduler ensures that all the tasks have been allocated 
to VM in the best way. Finally, by a proper mapping of tasks, it sends them to the next queue 
(allocation queue) to be executed. The queue is an array that its indexes are task number and its 
value is the allocated number of VM to which the task is going to be allocated. This array reveals 
which task belongs to which virtual machine so that the requests can sustain the minimum 
waiting time in buffer queue leading to decreasing response time. 
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3-Theoretical history of reinforcement learning 
Since the background of the theory of the proposed scheduling method is based on reinforcement 
learning, reinforcement learning problems will be studied in this section. Reinforcement learning 
is one of machine learning algorithms with the purpose of letting the agent to learn how to 
behave in an unknown environment and chooses the appropriate performance among a set of 
allowed actions based on the state and the feedback taken from environment (this feedback 
includes a scalar reward or retribution). Mapping the state to the action should be in a way that 
maximizes reward in a long term. In fact, the agent finds its way to the goal without previous 
learning and only with getting experience in surrounding environment. Reinforcement learning is 
learning what the agent is going to do and how states are going to be mapped into the actions in a 
way that  the scalar signal  of the reward maximizes in a long term. In spite of most learning 
methods, the learner doesn’t have any former knowledge about choosing tasks in this method, 
but it should discover that choosing which action will result in the maximum reward during the 
time. These actions affect not only its reward that the agent gets from the environment, but also 
affect next state reward and the following rewards [7]. In addition to agent and environment, four 
main elements of reinforcement learning system are: policy, reward function, value function and 
an optional model of environment. In the standard model of the reinforcement learning, the agent 
communicates with the environment by the actions and the perceptions in a sequence of discrete 
time steps. As it is revealed in figure 2[8], agent B has a function I which receives the current 
environment state as input 𝑆𝑡 from the environment and determines how the agent has observed 
environment state. The current state is shown by  𝑠𝑡 ∈ 𝑆 . S shows all the possible states. In this 
state, the agent chooses an action 𝑎𝑡 ∈ 𝐴(𝑆𝑡) out of the possible actions in this state and by 
choosing action 𝑎𝑡 it goes to next state 𝑆𝑡+1 and immediately gets the reward 𝑟𝑡+1 ∈ 𝑅 from the 
environment by function R. The value of transferring this state depends on the scalar signal r. 
Generally, the agent should choose an action which will lead to increasing reinforcement signal 
and it learns it by trial and error during the time. Policy is shown by 𝜋: 𝑆 → 𝐴 in which 𝜋 
includes mapping (s) to (a) in a way that 𝜋𝑡 (s, a) is the possibility of choosing action (a) in state 
Figure 1: system model 
(s) in time step (t) . In episodic problems, the final state is defined as an absorbing state which 
demonstrates a state that agent meets during the time step (t) so that it can preserve itself by 
doing every action and getting a reward equals zero. 
 
Figure 2: standard model of reinforcement learning 
 
Markov’s property in reinforcement learning points to the memoryless property in random 
processes. When state gives the agent all required information for choosing action in a way that 
agent gets a summary of past and agent future decisions depend on current state, this state has 
Markov’s property as for 𝑠𝑡 , 𝑎𝑡 , r , s' we have: 
(2)  1 1  , | ,r t t t tP s s r r s a    
In this case, we can forecast next state and expected reward according to the current state and the 
specified action. If reinforcement learning problem has Markov’s property, it can be considered a 
Markov decision process (MDP). MDP purpose is making an appropriate policy for choosing an 
action so that it can maximize function  𝑅𝑡 , which is the reward mathematical expectation, (total 
rewards starting from time t to reaching final state).  
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γ is reduction or discount factor which highlights the importance of future rewards and helps the 
convergence of function value. This factor can get a value between zero-one.(0 < 𝛾 < 1). In 
Markov decision process in spite of every state of (s) and its action of (a), transmission 
probability to state (s’) equals the value of reward that it receives and then is defined by equation 
4: 
(4)   1, ( |  , )a r t t tP s s P s s s s a a      
In addition, the expected value of next reward is shown by equation 5: 
(5)    1 1, |  ,  , a t t t tR s s E r s s a a s s      
Equation 5 reveals independency of the expected reward of the next state to the previous actions 
and the states and it only depends on current state of (s) and  the next state of (s’). Using two 
equations 4 and 5, the environment for agent is recognized. 
3-1-Q-learning method 
Q-learning method is one of the most important achievements of reinforcement learning and 
developed from of temporal difference learning which is used for making proper policy 
regarding inaccessibility to the complete model of the environment. Since Q-learning algorithm 
is a method without a model and tries to maximize the collected rewards in long term instead of 
increasing the immediate reward and it can adapt itself with a dynamic and complicated 
environment, Q-learning method has been used in the proposed method. This algorithm estimates 
the value of the action (a) in the state (s) after each time step whenever meets a state of the 
environment if it is not the final state which is shown by 𝑄𝜋(s, a). This method uses 𝜀-greeedy 
policy for decision making in choosing actions in the special state. In most cases, this leads to the 
agent choosing of an action which receives the maximum reward. The value of action 𝑄𝜋(s, a) 
for the state-action pair will be saved in a table. The table usually marked with a Q. The agent 
has the goal of maximizing its reward in long term, although in most cases it loses short-term 
benefits to achieve long-term benefits [8]. Equation 6 shows updating method of action value for 
Q-learning algorithm. 
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4-Proposed method 
Task scheduling problem can be considered as a Markov decision process with the state space 
(s), a set of actions (A) and immediate reward function r(s, a). Environment specifications of the 
proposed method are investigated here: 
State space: Every state in scheduling problem can be defined as every VM occupied capacity 
and the total length of assigned tasks to VMs. If 𝑆𝑘 shows virtual machine’s buffer occupied 
capacity and 𝑇𝑘 shows allocated the length of the tasks to 𝑘(𝑡ℎ) virtual machine, state space in 
cloud platform can be defined as a vector according to equation 7: 
(7)  1 2 1 2, , , , , , ,k k kS S S T T TVM    
State space reduction: In Q-learning algorithm, the state space grows exponentially by adding 
states and actions, so saving them is very difficult and reduces learning speed and creates the 
program non-convergence. One of the methods for reducing the state space is using fuzzy logic 
for the discretization of the continuous state space. In the proposed method, since the length of 
the tasks can get different values and considering all of them will lead to lack of meeting some 
states by scheduler, fuzzy logic has been used for discretization continuous state space and the 
reduction of the state space to speed up learning process. Equation 8 is used for discretization the 
length of the tasks, so in this case 𝐿𝑇𝑖 is 𝑖(𝑡ℎ) task length and Range is fixed and also it’s the 
optional value for determining the length of the tasks. 
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Set of actions: At every state, the agent can choose an available virtual machine and allocate the 
users’ request to the machine. For instance, if there are 3 VMs, the agent can choose one of the 
numbers one to three VMs, so the action space is a discrete space. In this case, the agent’s next 
state will be determined according to the current state and the agent action. Also, the amount of 
reward that agent receives for choosing VM in every time step is different and if it estimates 
reward in the past, its estimation is unreliable and it should be updated frequently, so we face an 
absolute but dynamic environment. Our goal in this problem is allocating proper tasks to VMs so 
that we can decrease the average response time. To get this goal, the agent should do a set of 
actions to achieve it and the error in choosing an action will result in the agent’s inaccessibility 
to the goal. For this reason, this problem is an associative problem and the proposed method is a 
sequential problem because choosing an action by the agent will affect the other actions. 
Immediate reward: It reveals the reaction that the agent receives according to its state and its 
action so that it can be aware of its action and finally reaches to the goal. The reward that agent 
receives in choosing action time is defined by equation 9: 
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If the user’s request is allocated to a machine with minimum total task length compared to other 
machines, the agent will receive reward +1 , but if it is allocated to a machine with maximum 
total task length, it will receive -1 and in other cases, the agent will get 0 (zero) for reward. 
Proposed method procedure is that table Q is set first with initial value of zero. In this method, 
it’s imagined that the scheduler doesn’t have any knowledge. All virtual machines are 
homogenous and their buffer sizes are stable. If the number of VMs equals 3, the initial state of 
𝑉𝑀3 = (0,0,0,0,0,0) is met. The first 3 parameters shows buffer occupied capacity for every VM 
and the next 3 parameters show total task length in each VM. By observing an environment state, 
scheduler chooses one of available actions A= {1, 2, 3} with 𝜀-greedy policy. (At first, it works 
randomly because the action value for all states is zero). However, in the proposed method, by 
making some changes in choosing epsilon, it has been tried to have more exploration in the 
initial stages and algorithm can gradually decide greedily and operate by using experiences taken 
from previous learning. In choosing 𝜀-method, at first a value is considered between 0-1 then 
according to the required cycles for converging the problem (threshold), the amount of each 
epsilon will be changed in every episode by equation 10: 
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The total cycle is the number of all needed cycles for convergence and cycle number is the 
number of cycle. This way of determining epsilon makes the epsilon converged to zero over time 
and algorithm works greedier. Choosing every action, the scheduler allocates user’s task to that 
related VM and according to reward function, it receives immediate reward for task allocation to 
VM. Immediate reward is computed in this way: if the task is transferred to a VM queue which 
has the shortest queue length among other VMs, it gets reward +1 but in the other way around, it 
gets reward -1 and in other states it gets 0 (zero). This reward function allocates each action to a 
queue with minimum total length which leads to proper task allocation to virtual machines in 
every VM, decreasing task waiting time in buffer queue and task response time in a long term. 
Scheduler updates action value function after each receiving reward using equation 6, then 
observes next state space by changing virtual machine’s buffer occupied state space and total 
task length. This trend repeats to the end of tasks and at the end of each stage, convergence 
condition will be investigated. This method can converge to optimal function, under 2 
conditions: most of state-action pairs are met (The program will be tested up to a threshold.) and 
choosing the best actions doesn’t differ from previous stages. In the case of lack of convergence, 
all the stages will be repeated frequently and scheduler finally converges to a unique value to 
trust on achieved results. 
4-1-Proposed method pseudo code 
As it was explained about proposed method, proposed method pseudo code for task scheduling 
on virtual machines is shown in figure 3 by Q-learning algorithm. 
 
Figure 3: proposed method pseudo code 
According to figure 3, proposed method pseudo code can be explained as following: 
1) Table Q is initialized for each state-action pair (usually zero) 
2) A counter called repeater for determining threshold for meeting all states and an array called 
best action for choosing the best actions is defined in each stage which is initialized by zero. It is 
worth mentioning, these two variables are used for investigating problem convergence. 
3) It repeats in every episode. 
4) Current state of state space is observed. 
5) It repeats to meet final state. 
6) Action (a) is chosen by 𝜀-greedy policy, considering system current state. 
7) Action (𝑎𝑡) is done, reward r and system’s next state will be observed. 
8) Amount of Q is updated for state (𝑠𝑡) and action (𝑎𝑡). 
9) New state of (𝑠𝑡+1) is considered as a new state of system. 
10) Repeat stages 6 to 9 to meet final state. 
11) Repeater adds one unit. 
12) Repeater and best action will be investigated for choosing the best actions and also the 
number of required cycles for meeting the most states. 
13) Finish the program as far as the best action doesn’t change and repeater is more than 
threshold. 
5-Evaluating the result 
In this article cloudsim simulator has been used for validation and efficiency of proposed 
method. At first the convergence of proposed method is investigated then two scenarios are 
plotted and in each scenario, waiting time, response time and makespan in proposed method and 
other classical scheduling methods are compared, then utilization rate will be investigated in 
each scenario. Finally the value of buffer capacity increase in proposed method and scheduling 
algorithms will be analyzed. In this simulator, following scheduling algorithms for comparing 
have been used: 
1) Proposed scheduling method is determined by Q-learning because using reinforcement 
learning method will lead to optimal task scheduling in virtual machines. In this method, tasks 
are scheduled by 𝜀-greedy method according to Q-learning algorithm mentioned in the previous 
section. 
2) Random scheduling method is shown by the word “Random” which puts users’ tasks 
randomly on virtual machines. If buffer remaining capacity of virtual machine is empty, tasks are 
scheduled again and randomly put on other virtual machines that their capacities haven’t been 
filled. 
3) Order scheduling method is shown by FIFO. This method is the simplest scheduling method 
which allocates users’ tasks respectively to virtual machines. FIFO algorithm has the best 
performance if the tasks enter in an ascending way and has the worst performance if the tasks 
enter in a descending way. 
4) Mix scheduling method is shown by Mix which at first allocates users’ requests to virtual 
machines randomly, but if the buffer remaining capacity of virtual machine is empty, the tasks 
will be scheduled again and among the virtual machines, they will be allocated to the virtual 
machine with the most buffer empty capacity.  
5) Greedy scheduling method is shown by Greedy which allocates every request to the best 
virtual machine according to buffer remaining capacity. Although this method is different from 
FIFO method, it looks like that in some ways because it allocates tasks respectively to machines 
according to lower occupied capacity. 
5-1-Investigating proposed algorithm convergence 
In proposed method, the scheduler gains experiences by sending tasks to machines is every stage 
until algorithm converges to a unique value. In each cycle, the scheduler observes a set of state 
space and computes value function for every state until reaches the final state, then value 
function will be updated for all states. After meeting final state, all operations will be done for 
computing the amount of changes in value function and this updating will be continued until the 
algorithm observes enough states space and converges to a unique value. We have computed the 
average response time for 50 tasks. According to figure 4, when the number of cycles is between 
1000 to 4000, the algorithm doesn’t send back a proper answer and average response time is 
about 1820 seconds but more than 5000 cycles, algorithm is converged to optimal response and 
average response time decrease to 1730 seconds and doesn’t have significant change, so that the 
algorithm can be reliable. In proposed method, in addition to the number of required cycles for 
meeting more states space, comparing best actions after each cycle is required. This condition 
computes whether the best chosen actions in this learning cycle equals with the last stage or not. 
It’s worth mentioning that this necessity is going to be used along with the number of required 
cycles. It means, the number of cycles should be more than threshold, for instance, more than 
5000 and the best chosen actions are the same as pervious stage. According to the result, after 
6000 cycles, we reach a response near the response of proposed method algorithm and it reveals 
that algorithm is converged to a unique value. 
 Figure 4: investigating proposed method convergence 
5-2-Evaluation scenarios 
In this article, we do two scenarios for investigation of task method. In the first scenario, the rate 
of tasks entering is between 10-20 tasks, the specifications of simulation parameters in this 
scenario are in table 1. In second scenario, the rate of tasks entering is between 20-100 tasks. In 
second scenario most of the tasks have much less length compared to first scenario, the 
specifications are in table 2. In simulation, one or two independent hosts have been used which 
include some virtual machines with stable buffer size. Virtual machines are considered to be 
homogenous and tasks will enter the system based on a real dataset. The range of tasks selection 
is random and the tasks are scattered in terms of length. For fair analyses, in each scenario, each 
scheduling method repeats a few times and averages the results. 
 
 
In scheduling methods, different factors are important, such as response time, makespan, 
execution time, cost, utilization rate, load balance, etc. In this article, we have considered 
important factors of response time, waiting time and makespan. Also utilization rate and 
values parameters 
5000-200000 million 
instructions 
Length of job 
20  Total number of jobs 
3 Total number of VMs 
1000 million 
Instructions per second 
VM frequency 
1740 mega byte VM memory(RAM) 
1000 mega byte per 
Second 
VM bandwidth 
5-15 Number of VM buffer 
1 Number of PEs 
1 Number of Datacenters 
1 Number of hosts 
values parameters 
100-400000 million 
instructions 
Length of job 
100 Total number of jobs 
3 Total number of VMs 
1000 million 
Instructions per second 
VM frequency 
1740 mega byte VM memory(RAM) 
1000 mega byte per 
second 
VM bandwidth 
5-50 Number of VM buffer 
5 Number of PEs 
1 Number of Datacenters 
2 Number of hosts 
Table1: first scenario parameters Table2: second scenario parameters 
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distribution of workload will be investigated. Response time is the time that lasts from sending a 
task to finishing it. Waiting time is the time that tasks are waiting in buffer queue in virtual 
machines to start execution time. Makespan is the period of time that all tasks are done and it is 
computed by the time of finishing the last task. For computing response time, makespan and 
waiting time, equation 11, 12 and 13 are used. 
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According to above equations 𝐹𝑇𝑖 is makespan, 𝑆𝑇𝑖 is sending task time, 𝐸𝑇𝑖 is task execution 
time, 𝑀𝑇𝑖 is task completing time, n is the number of all tasks and Tasks is a set of input 
requests. 
5-3-Average makespan  
Makespan is the maximum time difference between the start and end of a range of tasks after 
completing the last task. In most algorithms, one of the most important factors in optimal 
scheduling is small makespan time because the lower the time is, the higher the quality would be 
from system manager’s point of view. Also the manager can service more users. The proposed 
method makes it possible that tasks with less length don’t wait for the ones with more length by 
proper mapping from tasks to resources, so that makespan will be decreased. According to the 
results of table 3, proposed algorithm has had lower makespan compared to other scheduling 
methods. By increasing the number of tasks, makespan has increased. This algorithm decreases 
makespan even in stages that ordering tasks is in such a way that FIFO and Greedy algorithms 
have good performances (tasks enter in an ascending way), for instance when the number of 
tasks are 10-20 it reduces makespan as far as possible which the reduction amount is less, but in 
other stages it has significant reduction. 
 
 
  Task number 
Algorithm 
 
10 12 14 16 18 20 
Random 256 396 300 386 405 516 
Mix 213 338 344 347 374 424 
FIFO 193 273 273 283 293 374 
Greedy 190 233 260 243 251 366 
Q-learning 173 173 183 184 196 351 
Table3: average makespan in first scenario (second) 
Figure 5: average makespan in first scenario 
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In table 4, results difference of different algorithm has been compared with proposed method in 
first scenario and improvement percentage has been computed. According to the results 
makespan in proposed method in every stage, has been better than all other scheduling methods. 
Proposed method has had the best improvement of about 40-50 percent compared to Random 
and Mix algorithms and about 20-30 percent to FIFO and Greedy algorithms. It is worth to 
mention that although proposed algorithm has had lower improvement compared to other stages, 
it has the most appropriate task allocation and more improvement under this condition is 
impossible. 
 
 
 
 
 
For more tasks, compared to first scenario, proposed algorithm in second scenario has the lowest 
makespan compared to other algorithms. In this scenario, most of the tasks have much lower 
length compared to the first scenario. For example, according to table 5 if the number of tasks is 
20, average makespan in proposed algorithm is about 432 seconds and average makespan in 
Random algorithm is about 450 seconds which has the worst allocation compared to other 
algorithms. So it can be concluded that task length is very small and it is a significant decrease. 
According to figure 6, by increasing the number of tasks, proposed method could improve 
average makespan compared to low tasks number, so the proposed method can be used in many 
more tasks.  
 
 
 
          Task number 
Algorithm 
10 12 14 16 18 20 
Random 32.42 56.31 39 52.33 51.60 31.97 
Mix 18.77 48.81 46.80 46.97 47.59 17.21 
FIFO 10.36 36.63 32.96 34.98 33.10 6.14 
Greedy 8.94 25.75 29.61 24.27 21.91 4.09 
      Task number 
Algorithm 
20 40 60 80 100 
Random 450 635 775 1313 1114 
Mix 446 603 677 1097 1097 
FIFO 443 539 698 1073 1086 
Greedy 441 542 646 1059 966 
Q-learning 432 432 466 820 821 
Table4: proposed method average makespan 
improvement in first scenario (percent) 
Table5: average makespan in second scenario (second) 
Figure 6: average makespan in second scenario  
According to table 6, it can be reasoned that proposed method can improve average makespan 
not only for low tasks number but also for high tasks number. So that in range of 100 tasks, 
proposed method could improve average makespan about 15 percent compared to Greedy 
method, 24 percent compared to FIFO, 25 and 26 percent compared to Mix and Random 
methods respectively. Based on table 6, proposed method has had the lowest percent of 
improvement of average makespan compared to Greedy algorithm by difference of 2/04 percent 
for 20 tasks. 
 
 
 
 
 
 
5-4-Average response time 
Response time is the total required time for responding users. It also can be defined as total task 
service time and waiting time. Response time is one of the most important quality factors 
because it’s very important in users’ service satisfaction. Since proposed scheduling method 
considers the length of current tasks on virtual machines, it can find the optimal solution to 
minimizing response time. The results of the average response time in first scenario are shown in 
table 7. As is clear, the response time in each scheduling method has increased with an increase 
in the arrival rate.  
 
 
Task number   
 
Algorithm 
20 40 60 80 100 
Random 4 31.96 39.87 37.54 26.30 
Mix 3.13 28.35 31.16 25.25 25.15 
FIFO 2.48 19.85 33.23 23.57 24.40 
Greedy 2.04 20.29 27.86 22.56 15.01 
        Task number 
Algorithm 
 
10 12 14 16 18 20 
Random 162 177 174 186 197 205 
Mix 143 160 185 175 184 190 
FIFO 137 141 139 152 155 170 
Greedy 130 141 143 147 155 171 
Q-learning 75 83 97 107 108 140 
Table6: proposed method average makespan 
improvement in second scenario (percent) 
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Table7: average response time in first scenario (second) 
Figure7: average response time in first scenario  
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Proposed scheduling method has effectively decreased response time compared to other 
methods. Random scheduling by random allocation tasks on virtual machines, regardless of the 
workload of machines, makes the longest response time. Max scheduling method usually 
improves Random scheduling method. FIFO algorithm doesn’t have a good performance due to 
the scattering of tasks of length. Greedy algorithm and FIFO algorithm have similar 
performances. According to the results in table 8 proposed method has improved 45 percent 
compared to Random method and 40 percent compared to Mix method and 32 and 31 percent 
compared to FIFO and Greedy methods respectively. As a result proposed method has decreased 
significantly in all stages compared to other algorithms in first scenario. 
 
 
  
 
 
Due to increasing tasks number, in second scenario, proposed algorithm has had the best 
performance among other algorithms. As it reveals in table 9, response time has increased with 
increasing number of tasks, but in proposed method it has increased so lightly. Although in 
makespan, for small task length, proposed method in second scenario couldn’t make a good 
difference with other algorithms but the difference is significant in response time because among 
most of small tasks a task with high length enters the system and improper allocation leads to 
increasing response time. For this, proposed algorithm prevents this problem and doesn’t let 
small tasks being sacrificed for tasks with high length. 
 
 
 
 
 
 
 
  
Task number     
Algorithm 
10 12 14 16 18 20 
Random 53.70 53.10 44.25 42.47 45.17 31.70 
Mix 47.55 48.12 47.56 38.85 41.30 26.31 
FIFO 45.25 41.13 30.21 29.60 30.32 17.64 
Greedy 42.30 41.13 32.16 27.21 30.32 18.12 
Task number         
 
Algorithm 
20 40 60 80 100 
Random 183 203 298 371 446 
Mix 161 191 250 364 440 
FIFO 134 172 254 353 429 
Greedy 130 171 254 348 427 
Q-learning 28 60 172 267 347 
Table8: proposed method average response time 
improvement in first scenario (percent) 
Table9: average response time in second scenario 
(second) 
Figure8: average response time in second scenario  
Based on table 10, proposed method in second scenario could improve average response time 
about 70 to 80 percent in best state compared to average response time in other algorithms. The 
lowest improvement is when the number of tasks is 100 and improvement is about 18 percent 
Compared to Greedy algorithm. In this case, improvement is very effective under that 
experiment condition because proposed algorithm could decrease average response time as far as 
possible. According to table 10, at all stages of the experiment, among the competing algorithms, 
Random algorithm has had the worst and Greedy algorithm the best performance compared to 
other methods. 
 
 
 
 
 
5-5-Average waiting time 
Waiting time is the period of time that a task waits to run in the queue of each allocated virtual 
machine. Most of scheduling algorithms try to decrease waiting time to improve service quality 
and increase customer satisfaction. For achieving optimal response time, it is necessary to have 
low waiting time. As it can be seen in table 11 and figure 9, since proposed algorithm don’t wait 
short tasks for long tasks and also allocates every task to a queue with shortest executing time, 
reduces the waiting time of the tasks in the virtual machines’ buffer queue. By maximum 
decrease of average waiting time, proposed method could have the best performance compared 
to other scheduling methods. As a result, in all stages, it has minimum waiting time compared to 
other scheduling methods and it preserved the process by increasing tasks number. 
 
 
 
Task number      
 
Algorithm 
20 40 60 80 100 
Random 84.69 70.44 42.28 28.03 22.19 
Mix 82.60 68.58 31.20 26.64 21.13 
FIFO 79.10 65.11 32.28 24.36 19.11 
Greedy 78.46 64.91 32.28 23.27 18.73 
      Task number 
 
Algorithm 
10 12 14 16 18 20 
Random 120 135 136 151 166 160 
Mix 101 117 147 141 153 158 
FIFO 95 98 101 118 124 125 
Greedy 88 98 106 113 124 126 
Q-learning 33 40 59 73 77 95 
Table10: proposed method average response time 
improvement in second scenario (percent) 
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Table11: average waiting time in first scenario (second) 
Figure9: average waiting time in first scenario  
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According to table 12, in first scenario, proposed method is in the best case compared to Random 
and Mix algorithms about 70 percent and in the worst case about 40 percent improvement. Also 
it has had 20-60 percent improvement compared to FIFO and Greedy methods. As it is clear, 
proposed method has had the highest average waiting time improvement compared to response 
time and makespan. Among other algorithms, Random and Mix haven’t had good performance. 
FIFO and Greedy methods have performed better compared to Random and Mix methods in this 
scenario, these two methods have had the same performance on average. Proposed method has 
had the best improvement compared to Random method, about 72 percent with 10 tasks and the 
worst improvement compared to FIFO method, about 24 percent with 20 tasks. Generally, 
improvement of waiting time in proposed method compared to other methods is significant and it 
reveals proposed method excellent performance.  
 
 
 
 
 
Average waiting time in second scenario has been shown in table 13. In this scenario despite 
more tasks, proposed algorithm has had the best performance compared to other methods. 
Despite increasing tasks, it has maintained reducing waiting time. So that according to table 13, 
for 20 tasks, proposed method has decreased average waiting time from 160 seconds to 4 
seconds. It also has decreased average waiting time from 424 to 324 when the number of tasks 
increased. 
 
 
 
 
     فیاظودادعت 
متیروگلا 
10 12 14 16 18 20 
Random 72.50 70.37 56.61 51.65 53.61 40.62 
Mix 67.32 65.81 59.86 48.22 49.67 39.87 
FIFO 65.26 59.18 41.58 38.13 37.90 24 
Greedy 62.50 59.18 44.33 35.39 37.90 24.60 
Task number 
 
Algorithm 
20 40 60 80 100 
Random 160 177 275 344 424 
Mix 138 166 227 337 417 
FIFO 111 147 231 326 406 
Greedy 107 146 231 320 404 
Q-learning 4 35 148 239 324 
Table12: proposed method average waiting time 
improvement in first scenario (percent) 
Table13: average waiting time in second scenario 
(second) 
Figure10: average waiting time in second scenario  
According to table 14, proposed method has decreased average waiting time about 90 percent 
compared to other methods. So, it can be concluded that by maximum decreasing the waiting 
time of tasks in buffer queue, proposed method can perform very good in high tasks number and 
preserves its performance even with high tasks number. 
 
 
 
 
 
 
5-6-Average utilization rate and distribution of workload 
In the first scenario, average utilization rate and workload distribution on existing virtual 
machines from 0 to 2 in first scenario for 20 tasks have been computed for proposed method and 
other methods and due to figure 11 and 12, the results are as below: 
FIFO algorithm enters tasks respectively and leads to balanced workload distribution on 
resources, but since short tasks wait for long tasks, it is not fair and it will reduce resource 
utilization. Greedy algorithm has similar performance to FIFO algorithm. Results reveal that not 
only it distributes workload fairly on resources, but also it has a better utilization rate compared 
to FIFO algorithm. Mix and Random algorithms don’t have proper workload distribution and 
utilization rate because of random virtual machine selection for doing tasks. Although proposed 
method doesn’t distribute workload as well as FIFO and Greedy algorithms, it has better 
utilization rate compared to other scheduling algorithms. Figure 11 shows average utilization rate 
and figure 12 shows the average workload distribution on the machines in the first scenario. As it 
reveals, for virtual machine number zero, FIFO algorithm has had the best utilization about 373 
units. Proposed method is the next one with 308 units. Also the most utilization on machine 
number 1 belongs to Greedy and proposed method with 274 and 270 units respectively. The 
highest utilization on machine number 2 is for Random algorithm with 347 and proposed 
algorithm with 318 units. Among other method, proposed method hasn’t had the highest 
utilization rate but, average utilization rate for proposed method is 299/244, Greedy method is 
293/900, FIFO method is 171/198 , Mix and Random method are 189/1 and 296/59 respectively. 
So it can be concluded that the proposed algorithm as the main objective not only improves 
average response time, waiting time and makespan, but it also has higher average utilization rate 
compared to other scheduling algorithms. 
 
  Task number 
 
Algorithm 
20 40 60 80 100 
Random 97.50 80.22 46.18 30.52 23.58 
Mix 97.10 78.91 34.80 29.08 22.30 
FIFO 96.39 76.19 35.93 26.68 20.19 
Greedy 96.26 76.02 35.93 25.13 19.80 
Table14: proposed method average waiting time 
improvement in second scenario (percent) 
 
 
In the first scenario, the average utilization rate has been computed for every machine separately 
in proposed method and other scheduling methods. In the second scenario average utilization rate 
will be analyzed compared to all virtual machines for 20, 40, 60, 80 and 100 tasks in proposed 
method and other methods. As it reveals in figure 13, by increasing users’ requests proposed 
method has the highest average utilization rate compared to other methods. It has to be noted that 
the tasks in this scenario have small length and the little difference in average utilization rate 
among proposed method and other algorithms is very important. 
5-7-The effect of increasing buffer capacity on average response time 
In this part, proposed method has been compared to 3 algorithms: Random, Mix and FIFO under 
40 tasks with 3 virtual machines with different buffer capacities. As it reveals in figure 14 by 
increasing buffer capacity average response time increases in Random and Mix algorithms. FIFO 
algorithm is not sensitive to increasing buffer capacity and it has the same average response time 
in all stages. Proposed method is sensitive to increasing buffer capacity at first, but its sensitive 
decreases by increasing buffer capacity and more than a special capacity, it has no effect on 
average response time. By increasing buffer capacity, this algorithm decreases response time in 
contrast to other algorithms. The average response time in proposed algorithm is much lower 
than other methods even in stages which are sensitive to increasing buffer capacity, such as 16, 
18 and 20. As it’s clear in table 15, when buffer capacity is 16, average response time in 
proposed method is 112 second, while it is 183 for FIFO, 172 for Mix and 185 second for 
Random algorithm.   
 
 
 
 
Buffer size 
 
Algorithm 
16 18 20 22 24 26 28 30 
Random 185 176 174 169 175 199 198 212 
Mix 172 167 178 183 174 166 187 200 
FIFO 173 173 173 173 173 173 173 173 
Q-learning 112 78 76 64 62 64 60 62 
Figure11: average utilization rate in first scenario  Figure12: average workload distribution in first scenario  
Table 15: average response time due to increase buffer capacity (s)  
  
 
 
 
 
 
 
 
 
6-Conclusion 
Since cloud environment is a dynamic environment and users’ demands change during the time, 
we need an optimal scheduling which can process more demands in less time. Reinforcement 
learning can adopt with this environment and make the best task mapping to resources and 
schedule tasks efficiently due to learning. Therefore, a new scheduling method was presented 
which is based on Q-learning method that is one of the most useful reinforcement learning 
methods. This proposed method was analyzed and compared to other 4 scheduling methods 
(Greedy- FIFO- Random and Mix) in cloudsim simulator environment. Tests results in different 
intervals show better performance and service quality increase in proposed method compared to 
other methods which will lead to minimizing waiting time, response time, makespan and 
increasing utilization rate. Simulation results shows that proposed method can improve response 
time 40 percent, waiting time 50 percent and makespan 20 percent compared to other algorithms 
within the range of high tasks number. It also has a higher average utilization rate at each stage 
compared to other scheduling methods. 
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Figure 14: average response time due to increase buffer capacity  
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Figure 13: average utilization rate in the second scenario with the number of tasks from 20 to 100 
