Abstract. Geophysical methods are widely used to investigate the influence of climate change on alpine permafrost. Methods sensitive to the electrical properties, such as electrical resistivity tomography (ERT), are the 10 most popular in permafrost investigations. However, the necessity to have a good galvanic contact between the electrodes and the ground in order to inject high current densities is a main limitation of ERT. Several studies have demonstrated the potential of refraction seismic tomography (RST) to overcome the limitations of ERT and to monitor permafrost processes. Seismic methods are sensitive to contrasts in the seismic velocities of unfrozen and frozen media and thus, RST has been successfully applied to monitor seasonal variations in the active layer. 15
Introduction
Permafrost denotes subsurface areas with temperatures remaining at or below 0 °C for at least two consecutive years (Harris et al., 1988 ) and thus, is particularly vulnerable to climate change (Haeberli et al., 2010) . The Alps are especially sensitive to increasing air temperatures and decreasing solid precipitation in mountainous regions (Gobiet et al., 2014) causing the degradation of alpine permafrost (Noetzli and Gruber, 2009; Keiler et al., 2010) . 5
Understanding permafrost degradation is critical to prevent associated geohazards, such as rockfalls (Phillips et al. 2017; Ravanel et al., 2017) and rock avalanches (Deline et al., 2013; Coe et al., 2018) , as well as floods caused by the impact of rock masses into lakes (Haeberli et al., 2016) . Furthermore, slope instabilities due to retreating permafrost pose a threat to infrastructure in alpine regions (Harris et al., 2009; Keuschnig et al., 2017) .
Thus, delineating the spatial distribution of alpine permafrost as well as the quantification of temporal changes 10 are essential for the evaluation of climate change in natural environments, the assessment of present and future hazards (Haeberli et al., 2016) and the planning of engineering projects in alpine regions (Harris et al., 2009; Bommer et al., 2010) . Direct methods in permafrost investigations refer to surface measurements using ground surface temperature, or bottom temperature of the snow cover; while temperature sensors placed in boreholes (Biskaborn et al., 2015) can be used to gain information on the subsurface thermal conditions (e.g., PERMOS, 15 2016 ). However, the spatial resolution of these methods is limited to the locations of the sampling points.
Moreover, due to difficult site accessibility for deep drilling and financial reasons, increasing the number of measurement points in alpine regions is possible to a limited extent only. Hence, information with high spatiotemporal resolution is required for a better assessment of the influence of climate change.
Geophysical methods offer opportunities for permafrost investigations with high resolution, and in a non -20 invasive manner, complementing the thermal monitoring of permafrost evolution (Beniston et al., 2018) .
Methods sensitive to electrical properties are the most popular for permafrost investigations due to the contrasting electrical resistivity corresponding to lithological media (commonly related to moderate values), water (highly conductive) and ice (which is assumed to be an electrical insulator). Hence, electrical resistivity tomography (ERT) and ground penetrating radar (GPR) are widely used in permafrost studies (Hinkel et al., 25 2001; Berthling et al., 2008; Hilbich et al., 2008; Krautblatter et al., 2010; Schöner et al., 2012a; Kneisel et al., 2014; Supper et al., 2014; Kellerer-Pirklbauer and Kaufmann, 2017; Rogger et al., 2017) . The main limitation in ERT refers to the necessity of the electrodes to have a good galvanic contact with the ground (Hauck, 2013; Supper et al., 2014) , as required to inject high current densities and warrant an adequate signal strength. This could be especially challenging in winter periods, when the surface is covered by snow and ice (Hilbich et al., 30 2009 ). GPR overcomes the necessity of maintaining a galvanic contact to the ground; yet, the interpretation of The Cryosphere Discuss., https://doi.org /10.5194/tc-2019-52 Manuscript under review for journal The Cryosphere Discussion started: 27 March 2019 c Author(s) 2019. CC BY 4.0 License.
GPR data is subjective and qualitative. Moreover, high scattering of the electromagnetic waves in highly fractured media negatively affects the signal-to-noise ratio and the interpretation of the radargrams.
Several studies have investigated the applicability of the refraction seismic tomography (RST) method to monitor permafrost processes such as seasonal variations in the thickness of the active layer (e.g., Hilbich, 2010; Rogger et al., 2017) and to overcome the limitations of ERT (Hilbich, 2010; Hauck et al., 2011; Draebing and 5 Krautblatter, 2012) . For a detailed review of the application of refraction seismic in permafrost studies, we refer to Draebing (2016) . The nonuniqueness of the solution of the inverse problem underlying the RST requires the combination of different methods to minimize the uncertainties in the interpretation. For the interpretation of seismic signatures, the joint interpretation of geophysical and direct information (e.g., temperature) is commonly applied in periglacial studies (e.g., Hauck et al., 2004; Hausmann et al., 2007; Schöner et al., 2012a; Stiegler et 10 al., 2014) . Here, the geometry of lithological units and the active layer, for instance, are defined based on the correlation between geophysical (e.g., seismic) and available ground truth data (e.g., temperature). However, differences in the accuracy and resolution of the geophysical models and the direct measurements can yield ambiguous interpretations (Doetsch et al., 2012) . To overcome such problems, different strategies have been suggested for data fusion: (i) statistical analysis and weighting of data obtained through different methods to 15 compute a single model (e.g., Travelletti et al., 2009) ; (ii) the joint inversion of different data sets (Gallardo and Meju, 2003; Linde et al., 2008; Hellman et al., 2017; Ronczka et al., 2017) ; (iii) a constrained inversion incorporating structural information obtained through other geophysical or direct methods (e.g., Doetsch et al., 2012; Bergmann et al., 2016) . Statistical analysis of the data may be affected by the same limitations as joint interpretation, e.g. ambiguous results due to discrepancies in the underlying models (Doetsch et al, 2012; 20 Hellmann et al., 2017) . The petrophysical joint inversion may be limited due to the lack of proper petrophysical models linking subsurface properties and geophysical parameters. Further, the mutual structurally coupled joint inversion may not be applicable due to the inherent properties of the different data sets, such as resolution, signal-to-noise ratio and sensitivity to lithological structures. Accordingly, the incorporation of structural information from unconnected yet structurally similar data sets in the inversion offers clear advantages 25 permitting to produce reliable geophysical models.
In this study, we review the existing literature regarding refraction seismic investigations in alpine permafrost.
Based on information from laboratory and field studies, we design conceptual models illustrating different subsurface conditions associated to seasonal variations. Using these conceptual models, we perform a careful numerical analysis to evaluate the reconstruction capabilities of different inversion approaches for refraction 30 seismic data. In particular, we investigate the uncertainties in the resolved models, for example underestimated velocities, which can lead to wrong estimates of the ice content. For our analysis we use the open-source python Rücker et al., 2017) , which permits to develop processing workflows reproducible for other seismic data acquired in permafrost environments. Moreover, we demonstrate an improved ability of the constrained inversion approach to reliably resolve for the actual geometry of the subsurface units and their corresponding seismic velocities. Furthermore, we present the application of constrained inversion approaches for the inversion of real seismic refraction data acquired at the summit of 5
Hoher Sonnblick (Austria).
Materials and Methods

Constrained inversion of RST data
The inversion scheme minimizes the objective function = + with the regularization parameter balancing the data misfit and the model roughness (Bergmann et al., 2014; . 10
The data misfit is defined by
(1) with , and denoting the data, the forward operator and the modeled data, respectively; further, the elements of = diag(1/ ) represent the error-derived data weights (Bergmann et al., 2014) . Important data fit measures are the root-mean square (RMS) and the error-weighted chi-square fit (Günther et al., 2006) 
where 2 = 1 means a perfect fit .
The inversion of geophysical data is an ill-posed problem with its solution being non-unique (e.g., Gallardo and Meju, 2003) and strongly dependent on the initial model used for the inversion. For the RST, initial models in which the seismic velocities increase gradually with depth in an isotropic manner are most commonly used. Such 20 initial models are applicable in case of RST surveys in areas with no important topographic features. However, this approach can be strongly limited for alpine investigations, where topography might change dramatically. To better illustrate this problem, we present a gradient initial model applied on a rough topography (Fig. 1a) . As the computation of the initial seismic velocities depends only on the general slope of the surface, it results in the generation of a physically implausible model. In this study, we compute initial seismic velocities based on the 25 minimum distance to the surface by means of linear interpolation in order to create more realistic initial models.
The initial model created for the rough topography example using the minimum-distance approach is shown in 
5
Besides the standard inversion using an initial model defined by an isotropic increase in the seismic velocity with depth, we propose the structurally constrained inversion of RST data. The second term of the objective function , the model roughness , is defined by
with and representing the modeled data and the initial data, respectively (Bergmann et al., 2014) . Further, 10 denotes the model control matrix, the constraint weight matrix and the constraint matrix that describes the degree of interdependence between neighboring model cells (Günther et al., 2006; Bergmann et al., 2014) .
Hence, the term permits to incorporate structural information from unconnected yet structurally related data sets as constraints in the inversion of RST data. 
We present here an implementation of the constrained inversion approach permitting (1) to incorporate an unlimited number of constraints in the inversion of RST data based on existing information ( Numerical simulations and the inversion of synthetic and real RST data in this study were performed using the pyGIMLi framework .
Study area
The study area is located on the south-facing debris-covered slope of the summit of Hoher Sonnblick shown in were drilled on the south-facing slope of the Hoher Sonnblick summit (Schöner et al., 2012a) . Temperature sensors installed in the boreholes provide data about the thermal state of the subsurface. However, due to the 15 lack of data regarding the saturation of the subsurface materials, the temperature data are of limited use for the modeling and the interpretation of refraction seismic data.
Collection of RST and GPR data at Hoher Sonnblick summit
On 17 May 2017, we conducted RST and GPR measurements at Hoher Sonnblick summit to get information about the subsurface conditions at the end of the freezing period. Both datasets were acquired along a profile 20 stretching from the observatory building to the snowfield next to the glacier flanking the summit; the orientation of the profile is shown in Fig. 3 by the seismic shot points (yellow stars). Refraction seismic data were recorded using two units of the DMT Summit acquisition system permitting to use 48 geophones (corner frequency 30 Hz). We deployed the geophones with a separation of 2 m and firmly installed those at the snow cover to enhance the contact with the ground. A sledgehammer (7.5 kg) was used to generate elastic waves by performing 25 hammer blows on a massive plastic plate. 
5
For the GPR data acquisition we used a SIR-3000 unit with a 200 MHz antenna in common offset configuration.
We acquired GPR data with high spatial resolution by slowly moving the antenna downhill and operating the SIR-3000 unit in the continuous recording mode. The modeling of the GPR data permitted the delineation of subsurface structures and their corresponding electrical properties. To achieve this, numerous synthetic models 10 were performed, in which the geometry and properties (σ and ε, the electrical conductivity and dielectric constant respectively) of subsurface structure were varied to compute a synthetic radargram and compare it with the actually measured data (Maierhofer, 2018) . The geometry and electrical properties found by the best-fit model were used to create a schematic representation of the subsurface conditions at the RST profile (as presented in Fig. 4) . Strong reflections at the interface between the snow cover and the ground surface 
Conceptual subsurface models and their corresponding seismic velocities
To perform our RST numerical study, we developed conceptual models corresponding to subsurface conditions 10 expected at the slope of Hoher Sonnblick summit. These models are presented in Fig. 5 and consider (1) the known lithology, (2) the thermal state of the subsurface and seasonal variations, and (3) variations in the depth to the groundwater level (i.e., ice layer). As illustrated in Fig. 5 , the lithology is mainly characterized by three layers: a shallow debris unit, an intermediate layer of fractured (i.e., weathered) granite gneiss, and the bedrock at the bottom. To illustrate the thermal status, we use five different models, which can be divided in two sets 15 corresponding to freezing (F) and thawing (T) periods.
Model F1 illustrates a fully saturated frozen slope at the end of winter; thus besides the lithology it is necessary to include an extra layer on the top corresponding to the snow cover. Accordingly, below the snow cover all voids are assumed to be filled with ice. In model F2, we assume lower water and ice contents at the end of the winter period. Hence, our model includes an additional interface within the debris cover to represent an upper unit with snow and air filled voids and an underlying unit consisting of ice-filled voids within the debris layer.
The bottom layers are not changed between F1 and F2.
For the thawing period representing the subsurface at the end of the summer we do not consider the snow cover. 5
Regarding the model T1, the debris is again divided in two layers representing air-and water-filled voids on the top and bottom respectively. Accordingly, fractures and cracks in the upper part of the fractured rock are assumed to be filled with water; whereas at the bottom of this layer we assume ice-filled fractures, to better represent the changes in thermal status. The bedrock represents the bottom layer, which we assume have the same seismic properties as in models F1 and F2. Model T2 is similar to T1, yet we assume lower water 10 saturation, i.e., a larger depth to groundwater table. Model T3 represents a deeper groundwater level, where the debris is fully unsaturated and the fractured material is then divided in two units: a water-filled unit on the top, and an ice-filled one at the bottom. Similar to the previous models the undermost layer represents the bedrock.
The velocities summarized in Table 1 
Results and Discussion
Numerical study
For the numerical study all synthetic data sets were subjected to Additive Gaussian White Noise (AGWN) of 0.5 ms. Figure 6 presents the numerical models and the computed inversion results as obtained following the three approaches investigated here: (a) standard inversion using a gradient initial model; (b) constrained inversion 5 using a gradient initial model; and (c) extended constrained inversion using a constrained initial model (constant initial layer velocities). Additionally, we present in Fig. 7 the 1D-velocity curves resolved for the different models and inversion strategies. To this end, ten equidistantly spaced 1D-velocity curves were extracted along the flat part of the profile and averaged subsequently. To facilitate the evaluation of the different inversion approaches, the gray areas in Fig. 7 illustrate the velocity structure of the true models. 10
The velocity information obtained from the standard inversion using a gradient initial model are depicted as green lines. The true velocities are properly resolved in a depth of 3 to 5 m and in the deep-seated layers, while the estimated velocities within the intermediate layers are too low compared to the real model. Hence, our results demonstrate that the inversion with a gradient initial model yields underestimated seismic velocities for the given synthetic data. Furthermore, in case of models F1 and F2, the default inversion approach is not able to detect the 15 known layer boundaries. Although the green 1D velocity curves reflect the known velocity structure of models T1, T2 and T3, the interface depths of the real models are not resolved accurately.
Applying the constrained inversion approach based on a gradient initial model yields the blue 1D velocity curves shown in Fig. 7 . As expected, incorporating structural constraints permits to resolve the layer boundaries and to obtain good estimates of the interface depths, although the associated velocity contrasts are not estimated 20 correctly. With regard to the estimated velocities, the performance of the constrained inversion is similar to the standard inversion approach. Especially in the near surface the results do not differ substantially from the default inversion results and velocities at depth are also underestimated by the inversion with structural constraints.
The black lines in Fig. 7 illustrate the results of the constrained inversion based on initial models with constant layer velocities (constrained initial models). Our results demonstrate that constrained initial models permit to 25 accurately estimate the velocity structure of the synthetic models and to precisely resolve the interface depths.
Moreover, in case of conceptual model F2, the incorporation of complementary data in the inversion permits to detect the velocity reversal between the snow cover and the underlying debris layer. 
5
Based on conceptual model F2 we investigate the sensitivity of the extended constrained inversion approach to erroneous initial models. Therefore, we separately alter the initial velocity of each layer by ± 20 % and ± 50 % resulting in 24 initial models. To enhance the interpretability of the inversion results, we convert the 2D tomography to averaged 1D velocity curves as presented in Fig. 8 . As reference, the black lines illustrate the result based on the correct initial model (presented in Fig. 7) . In general, the influence of an erroneous initial 10 model is negligible in the near surface layer (up to 4 m depth), whereas the estimated velocities at depth are more sensitive to errors in the initial layer velocities. In case of changing the initial layer velocity by ± 20 % the constrained inversion is still able to estimate physically plausible seismic velocities corresponding to the velocity structure of the synthetic model. Changes in the initial layer velocities of ± 50 % reveal that the inversion results are less affected by the absolute errors, but instead are more sensitive to velocity contrasts caused by the 15 erroneous initial layer velocities. However, our results demonstrate that applying an extended constrained 
Field study
To evaluate the applicability of the constrained inversion for real seismic data and the influence of constant initial layer velocities, we use the refraction seismic data set acquired on 17 May 2017 at Hoher Sonnblick summit. For seismic data processing and picking of first break travel times we use the SeisSpace ProMAX 10 seismic processing software. For the inversion of the first break travel times we consider three different inversion approaches: (1) standard inversion based on a gradient initial model, (2) constrained inversion using a gradient initial model, and (3) extended constrained inversion based on a constrained initial model. The initial models used for the inversions mainly rely on information from geological maps and the structural information and bulk electrical properties obtained from the modeling of GPR signatures. The regularization parameter (λ) and relative 15 horizontal smoothing (zWeight) used for each inversion approach are summarized in Table 2 .
The Cryosphere Discuss., https://doi.org/10.5194/tc-2019-52 Manuscript under review for journal The Cryosphere Discussion started: 27 March 2019 c Author(s) 2019. CC BY 4.0 License. Figure 9a illustrates the result obtained by means of standard inversion based on a gradient initial model defined by a minimum velocity of 700 m s -1 at the surface and a maximum velocity of 5000 m s -1 at the bottom of the 5 model. Although the standard approach resolves the strong velocity contrast between the snow cover and the frozen compacted rocks at depth, the distinctive interface between the snow cover and the underlying debris layer as detected in the GPR data cannot be delineated. Furthermore, considering the GPR-based depth of the debris-bedrock interface, we observed a possible underestimation of the seismic velocities, in accordance with the synthetic data simulations presented above. Hence, we incorporate the GPR-derived structural information as 10 constraints in the inversion and based on a gradient initial model we obtain the result shown in Fig. 9b The quantitative interpretation of the inversion results requires taking into account the data-misfit of the different inversion approaches (convergence parameters summarized in Table 2 ). While for each approach the inversion of the data takes three iterations to reach the data fit criterion (χ 2 misfit ≤ 1), the values of the RMS and the χ 2 misfits increase when constraints are imposed on the inversion. However, even for the extended constrained inversion approach (structural constraints and a constrained initial model) we obtain a χ 2 value lower than 1 and 5 an RMS of less than 1 ms indicating an adequate data fit. Hence, we use the inversion result shown in Fig. 9c 
Conclusions 20
In this study, we presented a revision of the literature regarding seismic velocities in alpine permafrost (for laboratory and field experiments). Based on this revision we proposed a series of conceptual models and their corresponding seismic velocities illustrating different conditions in a permafrost environment. In a second step, we investigated the possibility to improve the quantitative inversion of refraction seismic data through the incorporation of complementary data permitting (1) the constrained inversion based on a gradient initial model 25 and (2) the extended constrained inversion based on a constrained initial model with constant layer velocities.
Using the proposed conceptual models, we conducted a detailed numerical study to evaluate the performance of the standard, the constrained and the extended constrained inversion approach. Our results demonstrate the potential of the extended constrained inversion to resolve the shortcomings of the standard inversion, namely, the underestimation of seismic velocities and the imperfect layer boundary delineation. Furthermore, we investigated 30
The Cryosphere Discuss., https://doi.org/10.5194/tc-2019-52 Manuscript under review for journal The Cryosphere Discussion started: 27 March 2019 c Author(s) 2019. CC BY 4.0 License. the sensitivity of the extended constrained inversion to erroneous initial models. For this purpose, the initial velocity of each layer was distorted individually while those of the other layers were held constant. Thus, we were thereby able to show the robustness of the extended constrained inversion in case of errors in the initial model.
Besides the numerical study, we presented the successful application of the extended constrained inversion on a 5 real seismic data set acquired at the Hoher Sonnblick summit. We showed that a collocated GPR data set provides sufficient information to constrain the inversion of the seismic refraction data. Our results permitted to resolve (1) a snow cover with varying thickness along the profile, (2) a layer consisting of debris and fractured rocks with ice-filled voids, and (3) a deep-seated granite gneiss bedrock layer at the bottom, which is in accordance with the results from a previous study. 10 The results in this study suggest that the presented extended constrained inversion approach could help to obtain enhanced subsurface images, especially for alpine areas, where, for example, no borehole data are available or electrical data cannot be acquired due to bad galvanic contact between the electrodes and the ground. Hence, we believe that data from other electromagnetic geophysical methods, such as low-induction number and transient electromagnetic induction, could also be valuable supplements to refraction seismic data in the context of multi-15 method permafrost characterization.
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