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Abstract
The Bayesian nonparametric inference and Dirichlet process are popular tools in
Bayesian statistical methodologies. In this paper, we employ the Dirichlet process in
a hypothesis testing to propose a Bayesian nonparametric chi-squared goodness-of-fit
test. In our new Bayesian nonparametric approach, we consider the Dirichlet process as
the prior for the distribution of the data and carry out the test based on the Kullback-
Leibler distance between the updated Dirichlet process and the hypothesized distribu-
tion. We prove that this distance asymptotically converges to the same chi-squared
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distribution as the classical frequentist’s chi-squared test does. Moreover, a Bayesian
nonparametric chi-squared test of independence for a contingency table is described.
In addition, by computing the Kullback-Leibler distance between the Dirichlet process
and the hypothesized distribution, a method to obtain an appropriate concentration
parameter for the Dirichlet process is presented.
Keywords: Bayesian nonparametric inference, Dirichlet process, Pearson’s chi-squared test,
chi-squared test of independence, goodness-of-fit test, Brownian bridge, Kullback-Leibler
distance.
MSC 2010: Primary 62G20; secondary 62G10.
1 Introduction
The Bayesian nonparametric plays a crucial role in statistical inference. The Dirichlet pro-
cess perhaps is the most popular prior in Bayesian nonparametric statistics and it has been
applied in many different areas of statistical inference. The most common applications of
Dirichlet process are in density estimation and clustering via mixture models. See for in-
stance, Neal [31], Lo [27] and Escobar and West [12]. In this paper, we suggest a Bayesian
nonparametric chi-squared goodness-of-fit test based on the Kullback-Leibler distance be-
tween the posterior Dirichlet process and the hypothesized distribution.
There are many one-sample and two-sample parametric goodness-of-fit tests in the liter-
ature. See for example, D’Agostino [10] for a review. The chi-squared test examines whether
the data has a specified distribution F0, i.e., the null hypothesis is given as H0 : F = F0
where F0 is the true distribution for the observed data. Some extensions of chi-squared
goodness-of-fit test to Bayesian model assessment where the test statistic is based on the
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posterior distribution, are described by Johnson [23] and Johnson [24].
In Bayesian nonparametric inference, there are two strategies of goodness-of-fit test.
The first strategy considers a prior for the true distribution of data and constructs the
test based on the distance between the posterior distribution and the proposed one. For
example, Muliere and Tardella [30], Swartz [33], Al Labadi and Zarepour [3, 4] considered
the Dirichlet process prior and the Kolmogorov distance. Al Labadi and Zarepour [4] and
Al Labadi et al. [2] carried out a goodness-of-fit test and a two-sample goodness-of-fit test,
respectively by considering the Dirichlet process as a prior and the test statistic based on the
Kolmogorov distance. Viele [36] used the Dirichlet process and the Kullback-Leibler distance
for testing the discrete distributions. Hsieh [20] considered the Polya tree model as the prior
and measured the Kullback-Leibler distance for testing the continuous distributions.
The second strategy is conducted by embedding the hypothesized model H0 in an alter-
native model H1 and placing a prior on that. To examine the hypothesized model, the Bayes
factor is used as a measure of evidence against the hypothesized model. For example, Carota
and Parmigiani [9] and Florens et al. [15] used a Dirichlet process prior for the alternative
model. Tokdar and Martin [34] carried out a Bayesian test for normality by considering
a Dirichlet process mixture for the alternative model. Some authors used other Bayesian
nonparametric priors. For instance, Holmes et al. [19] described a Bayesian nonparametric
two sample hypothesis testing based on a Polya tree prior. In order to test for the normal
distribution, Berger and Guglielmi [5] considered a mixture of Polya trees for the alternative
model distribution, while Verdinelli and Wasserman [35] suggested a mixture of Gaussian
processes.
Our new proposed chi-squared goodness of fit test is based on the first approach dis-
cussed above. We consider a Dirichlet process prior for the distribution of the observed data
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and define the chi-squared test statistic based on the Kullback-Leibler distance between the
Dirichlet process posterior and the hypothesized distribution. In fact, in our Bayesian non-
parametric approach, the test proceeds by constructing the chi-squared test statistic based on
the distance between the observed probabilities obtained by the Dirichlet process posterior
and the expected probabilities. Indeed, instead of counting the observed frequencies in each
bin, we place a prior on the distribution of the data. The probability of each bin is obtained
by the exact posterior probability of that bin. Then, our new test statistic compares the
posterior probabilities with the probabilities under the null hypothesis. In this procedure,
based on the suggested Dirichlet prior, we know the exact distribution of the test statistic.
Using a similar approach, we also determine an appropriate concentration parameter for the
Dirichlet process which is required to decide on an appropriate prior.
The outline of the paper is organized as follows. In Section 2, we give an essential back-
ground on Dirichlet process and its properties. In Section 3, we briefly review the definition
of the Kullback-Leibler divergence. Following this, we obtain the Kullback-Leibler distance
between the Dirichlet process and a continuous distribution and compute its mean and vari-
ance. Section 4 discusses a Bayesian nonparametric chi-squared goodness-of-fit test based on
the Kullback-Leibler distance between the Dirichlet process posterior and the hypothesized
distribution. In Section 5, we extend our suggested chi-squared test to present a Bayesian
nonparametric chi-squared test of independence of two random variables. We also describe
a method to obtain an appropriate concentration parameter based on the Kullback-Leibler
distance between the Dirichlet process and the proposed distribution. Simulation studies of
the tests with a data illustration appear in Section 6. In the final section, we conclude with
a brief discussion and the Appendix contains the theoretical results.
4
2 Dirichlet Process
In this section, we review the construction, various properties and some series representations
of the Dirichlet process. The Dirichlet process was initially formalized by Ferguson [13] for
general Bayesian statistical modeling as a distribution over probability distributions.
Definition 2.1. (Ferguson [13]) Let X be a set, A be a σ−field of subsets of X , H be
a probability measure on (X ,A ) and α > 0. A random probability measure P with pa-
rameters α and H is called a Dirichlet process (denoted by P ∼ DP (αH) ) on (X ,A )
if for any finite measurable partition {A1, . . . , Ak} of X , the joint distribution of the ran-
dom variables P (A1), . . . , P (Ak) is a k-dimensional Dirichlet distribution with parameters
αH(A1), . . . , αH(Ak), where k ≥ 2.
We assume that if H(Ak) = 0, then P (Ak) = 0 with probability one. Then, a Dirichlet
process is parameterized by α and H which are called the concentration parameter and
the base distribution, respectively. The base distribution is also the mean of the Dirichlet
process, i.e., for any measurable set A ⊂X , E (P (A)) = H(A). One of the most remarkable
properties of the Dirichlet process is that it satisfies the conjugacy property. Let X1, . . . , Xm
be an i.i.d. sample from P ∼ DP (αH). The posterior distribution of P given X1, . . . , Xm is
a Dirichlet process with parameters
α∗m = α +m and H
∗
m =
α
α +m
H +
m
α +m
∑m
i=1 δXi
m
(2.1)
and denoted by P ∗m = (P | X1, . . . , Xm) ∼ DP (α∗mH∗m), where δX(·) is the Dirac measure,
i.e., δX(A) = 1 if X ∈ A and 0 otherwise.
As it is seen in (2.1), the posterior base distribution H∗m is a weighted average of H and
5
the empirical distribution Fm =
∑m
i=1 δXi
m
. Thus, for large values of α, H∗m
a.s.→ H. On the
other hand, as α → 0 or as the number of observations m grows large, H∗m becomes non-
informative in the sense that H∗m is just given by the empirical distribution and is a close
approximation of the true underlying distribution of Xi, i = 1, . . . ,m. This confirms the
consistency property of the Dirichlet process, i.e., the posterior Dirichlet process approaches
the true underlying distribution. For a discussion about the consistency property of Dirichlet
process, see Ghosal [16] and James [22].
A sum representation of Dirichlet process is presented by Ferguson [13] based on the work
of Ferguson and Klass [14]. Specifically, let (θi)i≥1 be a sequence of i.i.d. random variables
with common distribution H and (Ek)k≥1 be a sequence of i.i.d. random variables from the
exponential distribution with mean 1. If Γi = E1 + · · ·+Ei and (Γi)i≥1 are independent from
(θi)i≥1, then,
P =
∞∑
i=1
L−1(Γi)
∞∑
i=1
L−1(Γi)
δθi =
∞∑
i=1
piδθi (2.2)
is a Dirichlet process with parameters α and H where L(x) = α
∫∞
x
t−1e−tdt, x > 0 and
L−1(y) = inf{x > 0 : L(x) ≥ y}. Ishwaran and Zarepour [21] introduced a finite sum
approximation for the Dirichlet process which is easier to work with. Let p = (p1,n, . . . , pn,n)
has a Dirichlet distribution with parameters (α/n, . . . , α/n) denoted by Dir(α/n, . . . , α/n)
and (θi)1≤i≤n be a sequence of i.i.d. random variables with distribution H and independent of
(pi,n)1≤i≤n. Also, let (Gi,n)1≤i≤n be i.i.d. random variables from Gamma(α/n, 1) distribution
and pi,n = Gi,n/Gn, where Gn = G1,n + · · ·+ Gn,n. Then,
Pn =
n∑
i=1
pi,nδθi =
n∑
i=1
Gi,n
Gn δθi (2.3)
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is called a finite-dimensional Dirichlet process and approximates the Ferguson’s Dirichlet
process weakly. Another finite sum representation of the Dirichlet process with monotonically
decreasing weights is presented in Zarepour and Al Labadi [39]. Specifically, let (θi)1≤i≤n
be a sequence of i.i.d. random variables with values in X and common distribution H and
independent of (Γi)1≤i≤n+1. Let Xn ∼ Gamma(α/n, 1) and define
Gn(x) = Pr(Xn > x) =
1
Γ(α/n)
∫ ∞
x
t(α/n)−1e−tdt
and
G−1n (y) = inf{x : Gn(x) ≥ y}.
Then, as n→∞,
Pn =
n∑
i=1
G−1n (
Γi
Γn+1
)
n∑
i=1
G−1n (
Γi
Γn+1
)
δθi
a.s.→ P =
∞∑
i=1
L−1(Γi)
∞∑
i=1
L−1(Γi)
δθi . (2.4)
If we define
pi,n =
G−1n (
Γi
Γn+1
)
n∑
i=1
G−1n (
Γi
Γn+1
)
, (2.5)
then, Pn can be written as
Pn =
n∑
i=1
pi,nδθi . (2.6)
This finite sum representation converges almost surely to Ferguson’s representation and
empirically converges faster than the other representations. For other sum representations of
Dirichlet process, see for example, ? ] and Bondesson [8]. In the next section, we will discuss
computing the Kullback-Leibler distance between the Dirichlet process and a continuous
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distribution and its mean and variance.
3 Kullback-Leibler distance between the Dirichlet pro-
cess and a continuous distribution
The Kullback-Leibler distance that measures the distance between two distributions intro-
duced by Kullback and Leibler [26]. Suppose P and Q are two probability measures for
discrete random variables on a measurable space (Ω,F). The Kullback-Leibler divergence
between P and Q is defined as
DKL(P ‖ Q) =
∑
i
P(i) log
(P(i)
Q(i)
)
. (3.1)
For continuous probability measures P and Q with P absolutely continuous with respect to
Q, the Kullback-Leibler distance is written as
DKL(P ‖ Q) =
∫
log
(
dP
dQ
)
dP
where dP
dQ is the Radon-Nikodym derivative of P with respect to Q. Let P  λ and Q  λ
where λ is the Lebesgue measure. If the densities of P and Q with respect to Lebesgue
measure are denoted by p(x) and q(x), respectively, then the Kullback-Leibler distance is
written as
DKL(P ‖ Q) =
∫
R
p(x) log
(
p(x)
q(x)
)
dx. (3.2)
We compute the distance between the random distribution P from a Dirichlet process
DP (αH) and a continuous distribution F with density f(x). Since P is a discrete mea-
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sure and F is continuous, we estimate the density f(x) by its histogram estimator on a
partitioned space. Also, since the Kullback-Leibler distance is not symmetric, we compute
both distances DKL(P ‖ F ) and DKL(F ‖ P ).
Lemma 3.1. Let H and F be two distributions defined on the same space X and Pn =∑n
i=1 pi,nδθi be a random distribution as defined in (2.3), i.e., θ1, . . . , θn are i.i.d. generated
from H with corresponding order statistics θ(1), . . . , θ(n). We have
DKL(Pn ‖ F ) = −H(p)−
n∑
i=1
pi,n log(qi) (3.3)
and
DKL(F ‖ Pn) = −H(q)−
n∑
i=1
qi log(pi,n) (3.4)
where H(p) = −
n∑
i=1
pi,n log(pi,n) is the entropy of Pn and H(q) = −
n∑
i=1
qi log(qi) with qi =
4F (xi)
4xi .
Proof. See the Appendix.
The mean and the variance of the Kullback-Leibler divergences (3.3) and (3.4) are given
in the following Proposition and Remark.
Proposition 3.1. Let H and F be distributions defined on the same space X and Pn =∑n
i=1 pi,nδθi be a random distribution as defined in (2.3), i.e., θ1, . . . , θn are i.i.d. generated
from H with corresponding order statistics θ(1), . . . , θ(n). Then, the mean and the variance
of the Kullback-Leibler divergence (3.3) are given as
E(DKL(Pn ‖ F )) = n
(
ψ
(α
n
+ 1
)
− ψ(α + 1)
)
− 1
n
n∑
i=1
log(qi) (3.5)
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and
V ar(DKL(Pn ‖ F )) =
n∑
i=1
{
V ar (pi,n log(pi,n)) + (log(qi))
2 V ar(pi,n)
}
−2
n∑
i=1
{log(qi)Cov (pi,n log(pi,n), pi,n)}
+2
∑
i<j
{Cov (pi,n log(pi,n), pj,n log(pj,n)) + log(qi) log(qj)Cov (pi,n, pj,n)}
−4
∑
i<j
{log(qi)Cov (pi,n log(pi,n), pj,n)} , (3.6)
respectively, where
V ar(pi,n) =
n− 1
n2(α+ 1)
,
Cov (pi,n, pj,n) =
−1
n2(α+ 1)
,
V ar (pi,n log(pi,n)) =
(α/n) + 1
n(α+ 1)
(
ψ1
(α
n
+ 2
)
− ψ1(α+ 2) +
[
ψ
(α
n
+ 2
)
− ψ(α+ 2)
]2)
−
(
ψ(
α
n
+ 1)− ψ(α+ 1)
)2
,
Cov (pi,n log(pi,n), pi,n) =
(α/n) + 1
n(α+ 1)
(
ψ
(α
n
+ 2
)
− ψ(α+ 2)
)
− 1
n
(
ψ
(α
n
+ 1
)
− ψ(α+ 1)
)
,
Cov (pi,n log(pi,n), pj,n) =
α
n2(α+ 1)
(
ψ
(α
n
+ 1
)
− ψ(α+ 2)
)
− 1
n
(
ψ
(α
n
+ 1
)
− ψ(α+ 1)
)
,
Cov (pi,n log(pi,n), pj,n log(pj,n)) =
α
n2(α+ 1)
{(
ψ
(α
n
+ 1
)
− ψ(α+ 2)
)2
− αψ1(α+ 2)
n2(α+ 1)
}
−
(
ψ
(α
n
+ 1
)
− ψ(α+ 1)
)2
and ψ(α) = d ln(Γ(α))
dα
and ψ1(α) = d
2 ln(Γ(α))
dα2
= dψ(α)
dα
are called digamma and trigamma
functions, respectively.
Proof. The proof is given in Appendix.
Remark 3.1. Let H and F be two distributions defined on the same space X and Pn =
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∑n
i=1 pi,nδθi be the finite dimensional distribution as defined in (2.3), in which θ1, . . . , θn are
i.i.d. generated from H with corresponding order statistics θ(1), . . . , θ(n). The mean and the
variance of the Kullback-Leibler divergence (3.4) can be obtained as
E(DKL(F ‖ Pn)) = −H(q)−
(
ψ
(α
n
)
− ψ(α)
)
(3.7)
and
V ar(DKL(F ‖ Pn)) =
n∑
i=1
q2iψ1
(α
n
)
− ψ1(α), (3.8)
respectively.
Proof. The proof is given in Appendix.
4 Bayesian nonparametric chi-squared goodness-of-fit test
The null hypothesis of the goodness-of-fit test is given as H0 : F = F0 where F is the
true underlying distribution of the observed data and F0 is some specified distribution.
Pearson’s chi-squared goodness of fit test proceeds by partitioning the sample space into k
non-overlapping bins and comparing the observed counts with the expected counts under the
null hypothesis for each bin. Suppose X1, . . . , Xm is a sample of size m from the distribution
F . Let Oi and Ei, i = 1, . . . , k denote the observed counts and the expected counts under
the hypothesized distribution F0 for bin k, respectively. The Pearson’s goodness-of-fit test
statistic is defined as
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X2 =
k∑
i=1
(Oi − Ei)2
Ei
(4.1)
and X2 asymptotically converges to a chi-squared distribution with k−1 degrees of freedom.
To derive a counter part Bayesian nonparametric test statistic similar to X2, we consider
a Dirichlet process with parameters α and H = F0 as a prior for the true distribution of
data, i.e., X1, . . . , Xm ∼ P where P ∼ DP (αH). Then, given X1, . . . , Xm, the posterior
distribution of P is a Dirichlet process P ∗m = (P | X1, . . . , Xm) ∼ DP (α∗mH∗m) where α∗m
and H∗m are as given in (2.1). We carry out the test based on the chi-squared distance
between the posterior Dirichlet process P ∗m and the hypothesized distribution F0. Note
that for the large sample size, both the Pearson’s goodness-of-fit test and the likelihood
ratio test (the Kullback-Leibler distance) are asymptotically equivalent. For simplicity, we
only consider Pearson’s goodness-of-fit test. Theorem 4.1 describes this connection and the
asymptotic distribution for the law of the posterior distance for large sample size which
is equivalent to the frequentist’s chi-squared test. This result follows from Al Labadi [1]
and Lo [28], but we include a simple calculation to show the asymptotic distribution of
Dαm(A) =
√
m(P ∗m(A)−H∗m(A)) where A ∈ X . Notice that by having the partition {A,Ac}
and the definition of Dirichlet process,
P ∗m(A) ∼ Beta (α∗mH∗m(A), α∗mH∗m(Ac)) .
Set Y = P ∗m(A) and v = H∗m(A) where P ∗m and H∗m are defined in (2.1). Then, for 0 < y < 1,
the random variable Y has the probability density function
f(y) =
Γ(m)
Γ(mv)Γ(m(1− v))y
α∗mv−1(1− y)α∗m(1−v)−1.
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Thus, the probability density function of Z =
√
m(Y − v) in its support is
fZ(z) =
Γ(m)
Γ(mv)Γ(m(1− v))
(
z√
m
+ v
)α∗mv−1(
1− z√
m
− v
)α∗m(1−v)−1
. (4.2)
By Scheffé’s theorem (Billingsley [7], page 29), we need to show that
fZ(z)→ 1√
2piσ2
exp
{
− z
2
2σ2
}
,
where σ2 = F (A)(1− F (A)). By Stirling’s formula, we have
Γ (x) ≈
√
2pixx−
1
2 e−x as x→∞,
where we use the notation f(x) ≈ g(x) as x → ∞ if lim
x→∞
f(x)
g(x)
= 1. From (2.1), as m → ∞,
H∗m
a.s.→ F and α∗m = α +m ≈ m. Then, the equation (4.2) can be rewritten as
fZ(z) =
Γ (m)
Γ (mv) Γ (m (1− v))
(
z√
m
+ v
)mv−1(
1− z√
m
− v
)m(1−v)−1
,
where v = F (A). Then,
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lim
m→∞
fZ(z) =
1√
2pi
lim
m→∞

(
z√
m
+ v
)mv−1 (
1− z√
m
− v
)m(1−v)−1
vmv−
1
2 (1− v)m(1−v)− 12

=
1√
2piv(1− v) limm→∞

(
z√
m
+ v
)mv−1 (
1− z√
m
− v
)m(1−v)−1
vmv−1(1− v)m(1−v)−1

=
1√
2piv(1− v) limm→∞
{(
1 +
z√
mv
)mv−1(
1− z√
m(1− v)
)m(1−v)−1}
=
1√
2piv(1− v) exp
{
lim
m→∞
m ln (ηm)
}
, (4.3)
where
ηm =
(
1 +
z√
mv
)v (
1− z√
m(1− v)
)1−v
.
Therefore,
lim
m→∞
m ln (ηm) = lim
m→∞
1
1/m
{
v ln
(
1 +
z√
mv
)
+ (1− v) ln
(
1− z√
m(1− v)
)}
.
By applying the L’Hospital’s rule, we obtain
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lim
m→∞
m ln (ηm) = lim
m→∞
(−m2)
 − vz2vm3/2(1 + z√
mv
) + (1−v)z2(1−v)m3/2(
1− z√
m(1−v)
)

= lim
m→∞
m
2
{
vz√
mv + z
− (1− v)z√
m(1− v)− z
}
= lim
m→∞
m
2
{ −z2
(
√
mv + z)(
√
m(1− v)− z)
}
=
−z2
2v(1− v) . (4.4)
Substituting (4.4) in (4.3) completes the proof of normality of Dαm(A) =
√
m(P ∗m(A) −
H∗m(A)). A similar method proves that as m → ∞, for any partition {A1, . . . , Ak} of the
space X ,
(Dαm(A1), Dαm(A2), . . . , Dαm(Ak))
d→ (BF (A1), BF (A2), . . . , BF (Ak)),
where BF is the Brownian bridge.
Remark 4.1. A Gaussian process {BF (A), A ∈ X} is called a Brownian bridge if E(BF (A)) =
0 and Cov(BF (Ai), BF (Aj)) = F (Ai ∩Aj)−F (Ai)∩F (Aj), where Ai, Aj ∈ X . Now we can
imply the following Lemma.
Lemma 4.1. Let X1, . . . , Xm be a random sample from the distribution H. If P ∗m is the
Dirichlet process posterior given X1, . . . , Xm. Then, as m→∞,
Dαm(·) =
√
m(P ∗m(·)−H∗m(·)) d→ BF (·).
For a detailed proof similar to what we presented here, see Al Labadi [1]. Also, see James
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[22], Ghosal [16] and Lo [28]. Al Labadi [1] proved that as α → ∞, Dα(·) =
√
α(P (·) −
H(·)) d→ BH(·). Theorem 4.1 describes the asymptotic distribution of the posterior distance
for a large sample size.
Theorem 4.1. Suppose X1, . . . , Xm is a random sample from a distribution F on sample
space X . Let P ∼ DP (αH) and P ∗m = (P | X1, . . . , Xm) ∼ DP (α∗mH∗m), where α∗m = α +m
and H∗m =
α
α+m
H + m
α+m
∑m
i=1 δXi
m
. Let DKL(P ∗m ‖ H∗m) denotes the Kullback-Leibler distance
between P ∗m and H∗m. For any finite partition {A1, . . . , Ak} of X , define
D(P ∗m, H∗m) := α∗m
k∑
i=1
(P ∗m(Ai)−H∗m(Ai))2
H∗m(Ai)
. (4.5)
Then, as m→∞, we have
2α∗mDKL(P
∗
m ‖ H∗m) ' D(P ∗m, H∗m) d→ χ2(k−1).
Proof. See the Appendix.
Note that as the sample size m increases, H∗m
a.s.→ F and therefore the posterior Dirichlet
process P ∗m converges to the true underlying distribution F of the observed data X1, . . . , Xm.
In our methodology, we compute the observed probability for bin Ai, i = 1, . . . , k of the
partition {A1, . . . , Ak} by calculating the posterior probability P ∗m(Ai), i = 1, . . . , k. Notice
that in our Bayesian paradigm, we need to embed our prior information in our test statistic.
In other words, the base distribution and the concentration parameter plays the role of the
prior knowledge. Moreover, we do not count the observed frequencies in each bin. Instead,
we calculate the exact posterior probability for each bin. Then, the X2 distance in (4.5)
compares the posterior probabilities with the hypothesized ones. Additionally, there is no
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need to apply the asymptotic distribution as we know the exact distribution of the X2
distance via a Monte Carlo simulation. Also, There are many discussions for choosing the
number of bins in the literature and different criterion are suggested by various authors.
See, for example, Koehler and Gan [25], Mann and Wald [29], Williams Jr [38], Watson
[37], Hamdan [18], Dahiya and Gurland [11], ? ], Best and Rayner [6], Quine and Robinson
[32] and Johnson [23]. In the following subsections, we first use the distance (4.5) to find
an appropriate concentration parameter for the Dirichlet process. Then, we carry out a
Bayesian nonparametric chi-squared goodness-of-fit test. We also extend our method to
present a Bayesian nonparametric test of independence. The described methods will be
illustrated by some examples in Section 6.
4.1 Selection of the concentration parameter of Dirichlet process
A challenging question in Bayesian nonparametric is to determine α, the concentration pa-
rameter of the prior. To suggest an appropriate concentration parameter α, fix c and q such
that
Pr(D(P, F0) ≤ c) = q, (4.6)
where
D = D(P, F0) = α
k∑
i=1
(P (Ai)− F0(Ai))2
F0(Ai)
.
Throughout this paper, D = D(P, F0) denotes the prior distance. Also, let D∗ = D(P ∗m, F0)
stands for the posterior distance as given in (4.5), replacing H∗m by F0. We can approximate
the distribution of the prior distance D = D(P, F0) by the empirical distribution of N
randomly generated values from D. Thus, (4.6) can be approximated by the proportion of
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D values that are less than or equal to c. We start with an initial value of α and then we
compute the probability (4.6). If the probability is close to the value of q, we choose α,
otherwise, we repeat this procedure by increasing or decreasing the value of α to reach the
value of q. The results of a simulation study for an illustrated example are summarized in
Table 1 in Section 6.
4.2 Goodness-of-fit test
Suppose X1, . . . , Xm is a random sample from a distribution F . In order to test the null
hypothesis H0 : F = F0, we place the Dirichlet process prior with parameters α and F0 on
F . Then, since under the null hypothesis, the true distribution of data is F0, we calculate
the distance between the Dirichlet process prior and F0. The appropriate concentration
parameter α of the Dirichlet process can be calculated by the method explained in Subsection
4.1. We follow the approach of Swartz [33]. That is, for a fixed value of q and c, we obtain α by
(4.6). Having α, we generate a random sample of size N from the Dirichlet process posterior
with parameters α∗m and H∗m as given earlier to get N random samples of D∗ = D(P ∗m, F0) as
given in Theorem 4.1. The distribution of D∗ can be estimated by the empirical distribution
of D∗ values. Hence, the posterior probability Pr(D(P ∗m, F0) ≤ c) can be estimated by the
proportion of D∗ which are less than or equal to c. Here, our decision making is based on
the comparison of the posterior probability and the prior probability q, where q represents
the prior belief that the underlying distribution F is practically equivalent to F0. Usually
q = 0.5 is considered. If the empirical posterior probability Pr(D(P ∗m, F0) ≤ c) is less than
q, we reject the null hypothesis, otherwise there is no evidence to reject the null hypothesis.
Similar to the frequentist’s chi-squared goodness-of-fit test, we can also generalized the
test to a family of distributions. Now, consider the null hypothesis H0 : F = Fθ for some
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θ ∈ Θ. Therefore, the true underlying distribution F is a member of a family of distributions
indexed by the parameter θ. Our approach for this case is similar to the simple hypothesis
with the addition of a prior distribution pi(θ) on θ. Thus, the distance D(P ∗m, Fθ) depends on
the unknown parameter θ. In order to conduct the test, we first generate a random sample
from the posterior distribution of θ given X1, . . . , Xm that is given as
g(θ | X1, . . . , Xm) ∝
(
m∏
i=1
fθ(xi)
)
pi(θ), (4.7)
where fθ(x) is the density function corresponding to Fθ. By having a specified c and q, we
find the parameter α such that Pr(D(P, Fθ̂) ≤ c) = q, where θ̂ = E(θ). Then, we generate
a random sample θ∗i , i = 1, . . . ,M from the posterior distribution g(θ | X1, . . . , Xm). We
obtain θMin = arg min
θ∗i
D(P ∗m, Fθ∗i ), i = 1, . . . ,M , where P
∗
m is the posterior Dirichlet process
with the base distribution H∗θ∗i as given in (2.1) with H replaced by Hθ∗i . We then generate a
sample of size N from D(P ∗m, FθMin). Similar to the case of testing for the simple hypothesis,
the decision is made by comparing the posterior probability Pr(D(P ∗m, FθMin) ≤ c) and q.
Note that in the case of a non-standard distribution in (4.7), in order to sample from the
posterior distribution, we need to apply some specialized techniques such as Metropolis-
Hastings algorithm. In Section 6, some examples with simulation study are illustrated for
the simple hypothesis H0 : F = N(0, 1) and the null hypothesis H0 : F = exp(θ) with a
Gamma (1.7, 2550) prior distribution for θ.
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5 Bayesian nonparametric chi-squared test of indepen-
dence
Here, we describe a Bayesian nonparametric chi-squared test of independence of two random
variables. The null hypothesis of the chi-squared test of independence is given as H0 :
FX,Y (x, y) = FX(x)FY (y) against the alternative H0 : FX,Y (x, y) 6= FX(x)FY (y) and hence
it examines whether there is a significant relationship between two random variables X
and Y . Suppose {Aj}j=1,...,r is a partition of the space X of the random variable X and
{Bk}k=1,...,s is a partition of the space Y of the random variable Y , i.e., X =
r∪
j=1
Aj and
Y = s∪
k=1
Bk. Let (Xl, Yl)
i.i.d∼ F (x, y), l = 1, . . . ,m be the sample data and H be a bivariate
distribution. Then, the Dirichlet process posterior with parameters H∗m and α∗m is written as
P ∗m =
∞∑
i=1
p
(m)
i δ(X∗i ,Y ∗i ), where p
(m)
i is as given in (2.2), α is replaced by α∗m and (X∗i , Y ∗i ), i =
1, . . . , n are generated fromH∗m =
α
α+m
H+ m
α+m
∑m
i=1 δ(Xi,Yi)
m
. In our new approach, we compute
the observed probability at level j of the random variable X and at level k of the random
variable Y by P ∗m(Aj × Bk) and the corresponding expected probability is computed as
P ∗m(Aj × Y)P ∗m(X ×Bk), where
P ∗m(Aj ×Bk) =
∞∑
i=1
p
(m)
i δ(X∗i ,Y ∗i )(Aj ×Bk) (5.1)
and
P ∗m(Aj × Y) =
∞∑
i=1
p
(m)
i δ(X∗i ,Y ∗i )(Aj × Y) =
∞∑
i=1
p
(m)
i δX∗i (Aj)
P ∗m(X ×Bk) =
∞∑
i=1
p
(m)
i δ(X∗i ,Y ∗i )(X ×Bk) =
∞∑
i=1
p
(m)
i δY ∗i (Bk). (5.2)
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Then, test statistic is given as
D∗ = α∗m
s∑
k=1
r∑
j=1
(P ∗m(Aj ×Bk)− P ∗m(Aj × Y)P ∗m(X ×Bk))2
P ∗m(Aj × Y)P ∗m(X ×Bk)
(5.3)
which asymptotically converges to χ2(r−1)×(s−1). In order to carry out the test, we proceed a
similar process as explained in Section 4 for the goodness-of-fit test. We generate a random
sample of size N from the prior distance D, where D is computed by (5.3) replacing α∗m by
α and the Dirichlet process posterior P ∗m by the Dirichlet process prior P . By having a fixed
value c and a fixed probability q, an appropriate concentration parameter α is obtained by
the equation Pr(D ≤ c) = q. Then, by generating a sample of size N from D∗, we can
approximate the distribution of D∗ by the empirical distribution of D∗ values. Our decision
is made by comparing the probabilities Pr(D∗ ≤ c) and q and we reject the null hypothesis
if Pr(D∗ ≤ c) is less than q. An illustrative example with a simulation study is discussed in
Section 6.
6 Simulation study
This section provides some examples with simulation studies for the Bayesian nonparametric
tests described in Section 4 and 5. For all the simulations, we use the finite sum representation
to approximate the Dirichlet process as given in (2.6).
Example 6.1. We consider a Dirichlet process with the base distribution H = N(0, 1) and
n = 2000 terms in the finite sum representation (2.6). We partition the space into k = 7 bins.
Table 1 represents the probability (4.6) when F0 = N(0, 1). The probabilities are computed
for various values of α and c and for a simulation of size N = 2000. As the Table 1 shows,
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for example, if we set q = 0.48 and c = 3, α = 10 is an appropriate concentration parameter.
Pr(D(P, F0) < c)
α c = 1 c = 2 c = 3 c = 4 c = 5 c = 6
1 0.298 0.745 0.812 0.857 0.893 0.933
10 0.068 0.273 0.480 0.624 0.717 0.781
50 0.029 0.143 0.311 0.474 0.612 0.696
100 0.027 0.116 0.258 0.409 0.540 0.648
200 0.020 0.094 0.219 0.353 0.492 0.595
300 0.011 0.073 0.179 0.297 0.432 0.542
500 0.009 0.057 0.150 0.263 0.368 0.484
Table 1: The computed the probability Pr (D(P, F0) < c) for different choices of α and c in Example
6.1.
Example 6.2. Suppose X1, . . . , X150 is a random sample from a standard Cauchy distribu-
tion. We want to test the null hypothesis H0 : F = N(0, 1). We divide the sample space into
k = 7 bins Ai, i = 1, . . . , 7 as given in Table 2 and Pr(Ai) shows the observed probability of
each bin. . We consider H = N(0, 1) as the base measure and n = 2000 terms in the finite
sum representation of Dirichlet process as given in (2.6). Then, an appropriate concentration
parameter α = 100 is obtained when q = 0.54 and c = 5. By sampling N = 2000 times
from the Dirichlet process posterior P ∗m and then N = 2000 realizations of D∗, we obtain
Pr(D(P ∗m, F0) ≤ c) = 0. Thus, we reject the normality hypothesis of the data. Our decision
is consistent with the classical chi-squared test which gives a p-value of 2.2×10−16. Also, our
decision is consistent with other choices of the base measure H, since the Dirichlet process
posterior converges to the true underlying distribution as the data size increases. Table 2
illustrates the observed probabilities obtained by counting the data points in each bin and
the corresponding probabilities computed by the Dirichlet process posterior.
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XA1 = (−∞,−2] A1 = (−2,−1] A2 = (−1, 0] A3 = (0, 1] A4 = (1, 2] A5 = (2, 3] A5 = (3,∞)
Pr(Ai) 0.133 0.100 0.313 0.240 0.060 0.067 0.087
P ∗m(Ai) 0.072 0.131 0.342 0.310 0.069 0.030 0.046
F0(Ai) 0.023 0.136 0.341 0.341 0.136 0.022 0.001
Table 2: The computed probabilities Pr(Ai), P ∗m(Ai) and F0(Ai) where Pr(Ai) is the observed
probability obtained by counting the data points in ith bin, P ∗m(Ai) is the corresponding probability
computed by the Dirichlet process posterior for one simulation and F0(Ai) shows the corresponding
expected probability under the null hypothesis.
Figure 7.1 shows the Q-Q plot, the empirical distribution and the histogram of N = 2000
randomly generated from the prior distance D = D(P, F0) compared with a χ2(4) distribution,
respectively.
Example 6.3. (Example 3.6. Hamada et al. [17]) Suppose we have an observed data of
size m = 31 for the lifetime of the liquid crystal display (LCD) projector lamps. We want
to test if the lifetime distribution of the liquid crystal display (LCD) projector lamps is an
Exponential distribution with parameter θ > 0. That is, we want to test the null hypoth-
esis H0 : Fθ = Exp(θ), where θ has a Gamma (1.7, 2550) prior distribution. Hence, the
posterior distribution of θ given data is a Gamma (32.7, 20457) distribution. We consider
k = 4 bins. By specifying the values q = 0.51 and c = 3, the appropriate α = 100 is
obtained. We obtain θ∗1, . . . , θ∗M as realizations from the distribution of (θ | X1, . . . , X31) and
we get θMin = 0.00136. By generating N = 2000 times from D∗ = D(P ∗m, FθMin), we obtain
Pr(D(P ∗m, FθMin) ≤ c) = 0.71. Hence, there is no evidence to reject the null hypothesis.
Example 6.4. Suppose we have a random sample (Xi, Yi), i = 1, . . . , 150 from a bivariate
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normal distribution F = N2(µ,Σ) where µ =
 0
0
 and Σ =
 10 3
3 2
 . We consider five
levels of variable X and four levels of variable Y as given in Table 3. We want to test the
null hypothesis of independence as given in Section 5. Consider a Dirichlet process prior
with base distribution H = N(µ1,Σ1) where µ1 =
 0
0
 and Σ1 =
 1 0
0 1
 . For q = 0.5
and c = 20, by generating N = 2000 times from D and solving the equation Pr(D < c) = q,
we obtain an appropriate concentration parameter α = 100. By generating a sample of
size N = 2000 from the posterior distance D∗, we have Pr(D∗ < c) = 0. Therefore, we
reject the null hypothesis of independence. The p-value of 8.34 × 10−6 obtained by the
classical chi-squared test of independence results in the same conclusion. Table 3 represents
the probability of each category calculated by the Dirichlet process posterior.
X
A1 = (−∞,−1] A2 = (−1, 0] A3 = (0, 1] A4 = (1, 2] A5 = (2,∞)
Y
B1 = (−∞,−1] 0.076 0.069 0.005 0.066 0.000
B2 = (−1, 0] 0.075 0.031 0.086 0.063 0.006
B3 = (0, 1] 0.072 0.047 0.045 0.048 0.043
B4 = (1,∞) 0.014 0.061 0.044 0.025 0.125
Table 3: A sample table of probabilities computed by the Dirichlet process posterior in Example
6.4.
7 Discussion
In this paper, we proposed a Bayesian nonparametric chi-squared goodness of fit test based on
the Kullback-Leibler distance between the Dirichlet process posterior and the hypothesized
distribution. Our method proceeds by placing a Dirichlet process prior on the distribution of
observed data and computing the probability of each bin of the partition from the Dirichlet
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process posterior. The suggested method is in contrast with the frequentist’s Pearson’s
chi-squared goodness of fit test which is based on counting the observations in each bin
of the partition. We also extended our method to present a Bayesian nonparametric test
of independence. Like the classical chi-squared test, we can generalize our goodness-of-fit
test to several variables. For categorical observations with finite many categories, placing
a Dirichlet distribution prior on the probabilities of categories and deriving the posterior
Dirichlet distribution can establish similar tests. For example, the test of independence and
conditional independence of qualitative observations follow easily.
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Appendix - Proofs of Theoretical Results
Proof of Lemma 3.1:
Suppose that the sample space is partitioned as x(1) < · · · < x(n+1) such that x(i) < θ(i) <
x(i+1), i = 1, . . . , n. By definition of the Kullback-Leibler distance, we have
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DKL(Pn ‖ F ) =
n∑
i=1
4Pn(xi) log
( 4Pn(xi)
4F (xi)/4xi
)
=
n∑
i=1
4Pn(xi) log(4Pn(xi))−
n∑
i=1
4Pn(xi) log
(4F (xi)
4xi
)
=
n∑
i=1
pi,n log(pi,n)−
n∑
i=1
pi,n log
(4F (xi)
4xi
)
= −H(p)−
n∑
i=1
pi,n log
(4F (xi)
4xi
)
, (7.1)
where 4F (xi) = F (x(i+1))− F (x(i)),4xi = x(i+1) − x(i),
pi,n = Pn(x(i+1))− Pn(x(i)) = Pn(θ(i)) and H(p) = −
n∑
i=1
pi,n log(pi,n) is the entropy of Pn.
Similarly, we get
DKL(F ‖ Pn) = −H(q)−
n∑
i=1
qi log(pi,n), (7.2)
where qi = 4F (xi)4xi and H(q) = −
n∑
i=1
qi log qi.
Proof of Theorem 3.1 and Remark 3.1:
We have (p1,n, . . . , pn,n) ∼ Dir(α/n, . . . , α/n). Thus, pi,n ∼ Beta(αn , α(1− 1n)), i = 1, . . . , n
and all computations for the mean and variance simply follow.
Proof of Theorem 4.1:
We basically mimic the proof for the asymptotic frequentist’s chi-squared goodness-of-fit
test. Define
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D∗ = (α +m)
k∑
i=1
(P ∗m(Ai)−H∗m(Ai))2
H∗m(Ai)
. (7.3)
Let YTm = (Y1,m, . . . , Yk,m) = (P ∗m(A1), . . . , P ∗m(Ak)) and
vTm = (v1,m, . . . , vk,m) = (H
∗
m(A1), . . . , H
∗
m(Ak)). By Lemma 4.1, as m→∞,
√
α +m(Ym − vm)T d→ Nk(0,Σ). (7.4)
In here, Σ = (σij)k×k is the covariance matrix with σ
2
ii = var(Yi,m) = F (Ai)(1− F (Ai)), i =
1, . . . , k and σij = cov(Yi,m, Yj,m) = −F (Ai)F (Aj). Then, (7.3) can be written as
D∗ = (α +m)(Ym − vm)TΣ−1(Ym − vm). (7.5)
Note that the sum of the jth column of Σ is F (Aj)−F (Aj)(F (A1) + · · ·+ F (Ak)) = 0, that
implies the sum of the rows of Σ is the zero vector, therefore Σ is not invertible. To avoid
dealing with this singular matrix, we define Y∗Tm = (Y1,m, . . . , Yk−1,m). Let Y∗m be the vector
consisting of the first k − 1 components of Ym. Then, the covariance matrix of Y∗m is the
upper-left (k − 1) × (k − 1) sub-matrix of Σ which is denoted by Σ∗. Similarly, let v∗Tm
denotes the vector v∗Tm = (v1,m, . . . , vk−1,m). It can be verified simply that Σ∗ is invertible.
Furthermore, (7.5) can be rewritten as
D∗ = (α +m)(Y∗m − v∗m)T (Σ∗)−1(Y∗m − v∗m). (7.6)
Define
ZTm =
√
α +m(Σ∗)−1/2(Y∗m − v∗m)T .
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The central limit theorem implies ZTm
d→ Nk−1(0, I). By definition, the χ2(k−1) distribution
is the distribution of the sum of the squares of k−1 independent standard normal random
variables. Therefore,
D∗ = ZTmZm d→ χ2(k−1).
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Figure 7.1: (Left) The Q-Q plot of N = 2000 realizations of D = D(P,H) with α = 100,
H = N(0, 1), k = 5 and n = 3000 versus a χ2(4) distribution. (Middle) The empirical
distribution function of D values and the cdf of a χ2(4) distribution. (Right) The histogram
of D values and the pdf of a χ2(4) distribution.
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