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BREGMAN SUPERQUANTILES. ESTIMATION METHODS AND
APPLICATIONS
T. LABOPIN-RICHARD, F. GAMBOA, A. GARIVIER, AND B. IOOSS
Abstract. In this work, we extend some parameters built on a probability distri-
bution introduced before to the case where the proximity between real numbers is
measured by using a Bregman divergence. This leads to the definition of the Bregman
superquantile (that we can connect with several works in economy, see for example [18]
or [9]). Axioms of a coherent measure of risk discussed previously (see [31] or [3]) are
studied in the case of Bregman superquantile. Furthermore, we deal with asymptotic
properties of a Monte Carlo estimator of the Bregman superquantile. Several numer-
ical tests confirm the theoretical results and an application illustrates the potential
interests of the Bregman superquantile.
1. Introduction
1.1. Aim and scope. The aim of this article is to define and to study properties and
estimation procedures for Bregman extension of the superquantile defined in [34] or in
[38] (see also [29], [32] and references therein). In the introduction we first recall the
necessary conditions for a measure of risk to be coherent. Further in Section 2 we present
the superquantile as a partial response to this problem. We also introduce the Bregman
superquantile and study axioms of a coherent measure of risk for this quantity. In Section
3 we seek to estimate this Bregman superquantile, we introduce a plug-in estimator and
study its convergence and its asymptotic normality. Some numerical simulations are
shown in Section 4. An application on real data of radiological exposure is given in
Section 5. All the proofs are postponed to Section 6.
1.2. Coherent measures of risk. Let X be a real-valued random variable and let FX
be its cumulative distribution function. We define for u ∈]0, 1[, the quantile function
F−1X (u) := inf{x : FX(x) ≥ u}.
A usual way to quantify the risk associated with X is to consider, for a given number
α ∈]0, 1[ close to 1, its lower quantile qXα := F−1X (α).
Nevertheless, the quantile is not a subadditive function of X, a major property in
some applications (e.g. finance, see [3]). Moreover, the quantile does not give any
information about what is happening in the distribution-tail above the quantile (which
can be dangerous when we deal with insurance premiums for example). In [31] a new
quantity called superquantile satisfying the property of subadditivity and giving more
information about the distribution-tail is introduced. The superquantile is defined by
Date: September 28, 2018.
1
ar
X
iv
:1
40
5.
66
77
v4
  [
ma
th.
ST
]  
6 J
an
 20
16
2 T. LABOPIN-RICHARD, F. GAMBOA, A. GARIVIER, AND B. IOOSS
Qα := Qα(X) = E(X|X ≥ qXα ) = E(X|X ≥ F−1X (α))
We can notice that Qα is always well defined as an element of R¯ = R∪{+∞}. Indeed,
if the expectation is not finite we may set it to +∞. We indeed have
Qα =
E
(
X1X≥F−1X (α)
)
P
(
X ≥ F−1X (α)
) ≥ F−1X (α) E
(
1X≥F−1X (α)
)
P
(
X ≥ F−1X (α)
) = F−1X (α).
Remark 1.1. In particular, when FX
(
F−1X (α)
)
= α, the Bayes formula gives us
Qα = E
(
X|X ≥ F−1X (α)
)
= E
(
X1X≥F−1X (α)
1− α
)
.
From now, we always deal with random variables X which distribution are continuous
(that is FX is continuous and then FX
(
F−1X (α)
)
= α).
Notice that this quantity is also called conditional value at risk in other references
([34], [33], [32]). Further, (when F is conitnuous), it is also a distortion measure of risk
studied for example in [1], [41], [22], [23], [24], [38], [40], [39] and [42]. In these papers,
a distortion measure of risk is the quantity
ρg(X) := −
∫
R
xdg (FX(x)) ,
where g, called the distortion function, is a map from [0, 1] to [0, 1]. g is assumed to
be nondecreasing and such that g(0) = 0 and g(1) = 1. Then, taking
g(x) = α
(x
α
∧ 1
)
,
we get
ρg(X) = αQ1−α(−X).
Sub-additivity is not the sole interesting property for a measure of risk (for example
for financial applications). Following [31] we define:
Definition 1.1. Let R be a measure of risk that is a numerical function defined on
random variables. Let X and X ′ be two real-valued random variables. We say that R is
coherent if, and only if, it satisfies the five following properties :
i) Constant invariance : let C ∈ R, if X = C (a.s.) then R(C) = C.
ii) Positive homogeneity : ∀λ > 0, R(λX) = λR(X).
iii) Subaddidivity : R(X +X ′) ≤ R(X) +R(X ′).
iv) Monotonicity : If X ≤ X ′ (a.s.) then R(X) ≤ R(X ′).
v) Closeness : Let (Xh)h∈R be a collection of random variables.
If R(Xh) ≤ 0 and lim
h→0
||Xh −X||2 = 0 then R(X) ≤ 0.
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The superquantile is a coherent measure of risk (see [28], [27], [2] for direct proofs).
More generally, Wang and Dhaene show in [39] that a distortion risk measure is coherent
if and only if the distortion function is concave (which holds in our case).
Remark 1.2. In the litterature, alternative set of axioms for coherent measure of risks
have been considered (in [35], [39] or [3] for example, additivity for a particular class
of risk (comonotonic risks) is also studied). In this paper we will only focus on the
Rockafellar’s definition of a coherent measure of risk (see [31]).
Besides, theoretical results have also been shown for coherent measures of risk. These
measures can indeed be represented by suprema of linear functionals (see for example
[26] for the Kusuoka representation or [3] for the scenarios set representation). We will
not be interested in such representations here.
2. Bregman superquantiles
In this section the aim is to build a general measure of risk that satisfies some of
the regularity axioms stated in Definition 1.1. These quantities will be built by using a
dissimilarity measure beetween real numbers, the Bregman divergence (see [7]).
2.1. Bregman divergence, mean and superquantile. In this section we first recall
the definition of the Bregman mean of a probability measure µ (see [5]) and define
the measure of risk that we will study. To begin with, we recall the definition of the
Bregman divergence that will be used to build the Bregman mean. Let γ be a strictly
convex function, R-valued on R. As usual we set
domγ := {x ∈ R : γ(x) < +∞}.
For sake of simplicity we assume that domγ is a non empty open set and that γ is a closed
proper differentiable function on the interior of domγ (see [30]). From now we always
consider function γ satisfying this assumption. The Bregman divergence dγ associated
to γ (see [7]) is a function defined on domγ ×domγ by
dγ(x, x
′) := γ(x)− γ(x′)− γ′(x′)(x− x′) , (x, x′ ∈ domγ).
The Bregman divergence is not a distance as it is not symmetric. Nevertheless, as it is
non negative and vanishes, if and only if, the two arguments are equal, it quantifies the
proximity of points in domγ . Let us recall some classical examples of such a divergence.
• Euclidean. γ(x) = x2 on R, we obviously obtain, for x, x′ ∈ R,
dγ(x, x
′) = (x− x′)2.
• Geometric. γ(x) = x ln(x)− x+ 1 on R∗+ we obtain, for x, x′ ∈ R∗+,
dγ(x, x
′) = x ln
x
x′
+ x′ − x.
• Harmonic. γ(x) = − ln(x) + x− 1 on R∗+ we obtain, for x, x′ ∈ R∗+,
dγ(x, x
′) = − ln x
x′
+
x
x′
− 1.
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Let µ be a probability measure whose support is included in domγ and that does not
weight the boundary of domγ . Assume further that γ
′ is integrable with respect to µ.
Following [5], we first define the Bregman mean as the unique point b in the support of
µ satisfying
(1)
∫
dγ(b, x)µ(dx) = min
m∈domγ
∫
dγ(m,x)µ(dx).
In fact, we replace the L2 minimization in the definition of the mathematical classical
expectation by the minimization of the Bregman divergence. Existence and unique-
ness come from the convexity properties of dγ with respect to its first argument. By
differentiating it is easy to see that
b = γ
′−1
[∫
γ′(x)µ(dx)
]
.
Hence, coming back to our three previous examples, we obtain the classical mean in the
first example (Euclidean case), the geometric mean (exp
∫
ln(x)µ(dx)), in the second one
and the harmonic mean ([
∫
x−1µ(dx)]−1), in the third one. Notice that, as the Bregman
divergence is not symmetric, we have to pay attention to the definition of the Bregman
mean. Indeed, we have∫
dγ(x,E(X))µ(dx) = min
m∈domγ
∫
dγ(x,m)µ(dx).
We turn now to the definition of our new measure of risk.
Definition 2.1. Let α ∈]0, 1[, the Bregman superquantile Qdγα is defined by
Q
dγ
α := γ
′−1
(
E(γ′(X)|X ≥ F−1X (α))
)
= γ′−1
[
E
(
γ′(X)1X≥F−1X (α)
1− α
)]
where the second egality holds because FX is continuous. In words Q
dγ
α satisfies (1)
taking for µ the distribution of X conditionally to
X ≥ F−1X (α). We now denote Qdγα the Bregman superquantile of the random variable
X when there is no ambiguity and Qdγα (X) if we need to distinguish Bregman superquan-
tile of different distributions.
For the same reasons as before, the Bregman superquantile is always well-defined as an
element of R¯. Moreover, we can already see an advantage of the Bregman superquantile
over the classical superquantile. Indeed, some real random variables are not integrable
(and so the superquantile is egal to +∞), but thanks to a choice of a very regular
function γ, the Bregman superquantile can be finite. For example, let us introduce X
from the one side Cauchy distribution, that is having density function
f(x) =
2
pi(1 + x2)
1x≥0.
Since X is not integrable, its classical superquantile is egal to +∞. Nevertheless,
considering the Bregman superquantile associated to the strictly convex fonction
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γ(x) = x ln(x)− x+ 1, we have
E
(
γ′(X)1X≥F−1X (α)
)
< +∞
because the function x 7→ ln(x)
1+x2
is integrable on [0,+∞[.
Interpretation of the Bregman superquantile : As a matter of fact we have
(2) Qdγα (X) = γ
′−1 (Qα(γ′(X)) .
Indeed, denoting Z = γ′(X), as γ′
(
F−1X (α)
)
= F−1Z (α), so that
E
(
γ′(X)|X > F−1X (α)
)
= E
(
Z|Z > F−1Z (α)
)
.
Thus, the Bregman superquantile can be interpreted in the same way that a su-
perquantile under a change of scale. In other words : fix a threshold α and compute
the corresponding quantile. Further, change the scale X 7→ γ′(X) and compute the
corresponding mean. At last, apply the inverse change of scale to come back to the true
space.
This natural idea has already been used in economy. For example, noticing that the
classical Gini index does not satisfy properties that are essential to ensure a reliable
modelisation, Satya et al. introduced in [9] generalized Gini index thanks to a similar
change of scale allowing the index to satisfy these properties.
In our case, the main interest of this new measure of risk is also in the change of scale.
Indeed, choosing a slowing varying convex function γ leads to a more robust risk allowing
a statistical esimation with better statistical properties (we show for example in Section
3 that empirical estimator for classical superquantile is not always consistent when X
has a Pareto distribution, whereas it is always the case with the Bregman superquantile).
Remark 2.1. The Bregman superquantile has a close link with the weighted allocation
functional in the capital allocation fields. Indeed, in [18], this quantity is defined as :
Aw[U, V ] :=
E(Uw(V ))
w(V )
where U and V are two real random variables and w is a given map from R+ to R+.
Choosing U = X, V = γ′(X) and w(V ) = 1V≥QVα , we obtain
Aw[X, γ
′(X)] = γ′
(
Qdγα (X)
)
.
2.2. Coherence of Bregman superquantile. The following proposition gives some
conditions under which the Bregman superquantile is a coherent measure of risk.
Proposition 2.1. Fix α in ]0, 1[.
i) Any Bregman superquantile always satisfies the properties of constant invariance
and monotonicity.
6 T. LABOPIN-RICHARD, F. GAMBOA, A. GARIVIER, AND B. IOOSS
ii) The Bregman superquantile associated to the function γ is homogeneous, if and
only if,
γ′′(x) = βxδ for some real numbers β > 0 and δ (as γ is convex, if the support
of γ is strictly included in R+∗ :=]0,+∞[ there is no condition on δ but if not, δ
is an even number).
iii) If γ′ is concave and sub-additive, then subadditivity and closeness axioms both
hold.
The proof of this proposition, like all the others, is differed to Section 5.
To conclude, under some regularity assumptions on γ, the Bregman superquantile is
a coherent measure of risk. Let us take some examples.
2.2.1. Examples and counter-examples.
• Example 1 : x 7→ x2 satisfies all the hypothesis but it is already known that
the classical superquantile is subaddtive.
• Example 2 : The Bregman geometric and harmonic functions satisfies the
assumptions i) and ii). Moreover, their derivatives are, respectively, x 7→ γ′(x) =
ln(x) and x 7→ γ′(x) = x−1x which are concave but subadditive only on [1,+∞[.
Then the harmonic and geometric functions satisfy iii) not for all pairs of random
variables but only for pairs (X,X ′) such that, denoting Z := X +X ′ we have
min
(
qXα (α), q
X′
α (α), q
Z
α (α)
)
> 1.
• Example 3 : A classical strictly convex function in economy (for example for
the computations of the extended Gini index in [9]) is the function γ(x) = xα
with α > 1 when considering random variables which support is included in
R+ := [0,+∞[. This convex function satisfies axiom ii) of our proposition, so
the associated Bregman superquantile is homogeneous. Moreover, γ′(x) = αxα−1
is concave if, and only if, α < 2. In this case, it is subadditive on [0,+∞[ as
a concave function such that f(0) ≥ 0. Finally, the Bregman superquantile
associated to the function γ(x) = xα, 1 < α < 2 is a coherent measure of risk
when considering non-negativ random variables.
• Counter-example 4 : The subadditivity is not true in the general case. Indeed,
let γ(x) = exp(x) and assume that X ∼ U ([0, 1]).
E
(
γ′(X)1X≥F−1X (α)
)
=
∫ 1
α
exp(x)dx = e− exp(α).
Then, denoting R(V ) = Qdγα (V ) for V a random variable, we get
R(X) = ln
(
e− exp(α)
1− α
)
.
Moreover,
R(λX) = ln
(∫ 1
α
exp(λx)dx
)
= ln
(
exp(λ)− exp((α)λ)
λ(1− α)
)
.
For α = 0.95 and λ = 2, we obtain
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R(2X)− 2R(X) = R(X +X)− (R(X) +R(X)) = 0.000107 > 0,
and subadditivity fails.
We can also notice that for λ = 4
R(4X)
4R(X) = 1, 000321,
and the positive homogeneity is not true which is coherent with the Proposition
2.1 since the derivative of γ does not fulfill the assumption.
2.3. Remarks toward other natural properties. We study the Bregman superquan-
tile as a measure of risk. It is then natural to wonder if other classical properties of
measure of risk are satisfied by this new quantity. Let us make some remarks.
1) First, we can study the continuity of the Bregman superquantile. A condition
for classical superquantile to be continuous, that is to have
Xn −→
a.s
X ⇒ Qα(Xn)→ Qα(Xn)
is that the sequence (Xn) is equi-integrable. Then the continuity of the Breg-
man superquantile is true when the sequence (γ′(Xn))n is equi-integrable.
We thus put forward an other advantage of the Bregman superquantile over the
classical superquantile, because the transformation throught γ can regularized
the sequence and make it equi-integrable. Indeed, let us consider a sample (Xn)
of independent copies of X where X has the truncated Cauchy distribution.
We have already seen that X it not integrable. Then the sequence (Xn) is
not bounded in L1 and so not equi-integrable. But, with the function γ(x) =
x ln(x)− x+ 1, the random variable γ′(X) is integrable. Then the independent
sample (γ′(Xn))n is equi-integrable.
2) The relation exhibited in Equation (2) allows us to deduce some properties for
the Bregman superquantile from the classical superquantile. For example, Gneit-
ing et al. show in [19] that the classical superquantile is not elicitable (notion
introduced in [43]). Then, an easy proof by reduction show that, the Bregman
superquantile is not elicitable. Likewise, Cont et al. show in [14] that the classical
superquantile is not robust (in particular because it is not subadditive). A direct
consequence (because the fonction γ′ is continuous and the Levy distance is the
distance associated to the weak convergence) is that the Bregman superquantile
is not robust either. The Bregman superquantile is another example of what
Cont et al. calls the conflict between subadditivity and robustness.
3. Estimation of the Bregman superquantile
In this section the aim is to estimate the Bregman superquantile from a sample. We
introduce a Monte Carlo estimator and study its asymptotics properties. Under regu-
larity assumptions on the functions γ and F−1X , the Bregman superquantile is consistent
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and asymptotically Gaussian. All along this section, we consider a function γ satisfy-
ing our usual properties and a real-valued random variable X such that γ′(X)1X≥0 is
integrable.
3.1. Monte Carlo estimator. Assume that we have at hand (X1, . . . , Xn) an i.i.d
sample with same distribution as X. If we wish to estimate Q
dγ
α , we may use the
following empirical estimator :
(3) Q̂
dγ
α = γ
′−1
 1
1− α
 1
n
n∑
i=bnαc+1
γ′(X(i))
 ,
where X(1) ≤ X(2) ≤ · · · ≤ X(n) is the re-ordered sample built with (X1, . . . , Xn).
3.2. Asymptotics. We give a theorem which gives the asymptotic behaviour of the
Bregman superquantile. The following assumptions are usefull for our next theorem.
H1) The function γ′ ◦F−1X is of class C1 on ]0, 1[ and its derivative that we denote by
lγ satisfies lγ(t) = O
(
(1− t)−2+lγ ) for an lγ > 0 when t goes to 1−.
H2) The function γ′ ◦ F−1X is of class C2 on ]0, 1[ and its second derivative that we
denote by Lγ satisfies Lγ(t) = O
(
(1− t)− 52+Lγ
)
for an Lγ > 0 when t goes to
1−.
Remark 3.1. Assumption H1 implies that X is absolutely continuous of density
fX which is continuous and positive and that γ is of class C2. It also implies that
lγ = o
(
(1− t)−2) around 1. Assumption H2 implies that fX is also of class C1
and γ of class C3. It also implies that Lγ(t) = o
(
(1− t)− 52
)
.
Theorem 3.1. Let 12 < α < 1 and X be a real-valued random variable. Let (X1, . . . Xn)
be an independent sample with the same distribution as X.
i) Under assumption H1, the estimator Q̂
dγ
α is consistent in probability :
Q̂
dγ
α
P−→
n→+∞ Q
dγ
α .
ii) Under assumption H2, the estimator Q̂
dγ
α is asymptotically normal :
√
n
(
Q̂
dγ
α −Qdγα
)
=⇒
n→∞ N
0, σ2γ(
γ′′
(
Qdγα (X)
))2
(1− α)2
 ,
where
σ2γ :=
∫ 1
α
∫ 1
α
(min(x, y)− xy)
fZ(F
−1
Z (x))fZ(F
−1
Z (y))
dxdy.
and Z := γ′(X).
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Remark 3.2. Easy calculations show that we have the following equalities
lγ :=
γ′′ ◦ F−1X
fX ◦ F−1X
,
Lγ :=
(
γ′′′ ◦ F−1X )×
(
fX ◦ F−1X
)− (f ′X ◦ F−1X )× (γ′′ ◦ F−1X )(
fX ◦ F−1X
)3
and
fZ =
fX ◦ γ′−1
γ′′ ◦ γ′−1 .
Remark 3.3. The second part of the theorem shows the asymptotic normality of the
Bregman superquantile empirical estimator. We can then use the Slutsky’s lemma to
find confidence intervals. Indeed, since our estimator (3) is consistent, we also have
√
n(
γ′′ ◦ Q̂dγα
) (Q̂dγα −Qdγα (X)) =⇒ N
(
0,
σ2γ
(1− α)
)
.
To prove Theorem 3.1 we use the following results on the asymptotic properties of
the superquantile (which is equivalent to deal with the Bregman superquantile when
the function γ equals to identity), thanks to the link established in Equation (2). As-
ymptotic behaviour of plug-in estimator for general distortion risk measure has already
been studied (see for example [42] for strong consistency and [6] for a central limit the-
orem). Nevertheless, for sake of completeness we propose in this paper a simpler and
self-contained proof of these results for the particular case of the superquantile. Further,
our proof also allows to exhibit the explicit asymptotic variance which makes the study
of Bregman superquantile estimator easier. Indeed, we can then apply these results to
the sample (Z1, . . . , Zn) where Zi := γ
′(Xi). We conclude by applying the continuous
mapping theorem with γ′−1 which is continuous thanks to assumption H1 for the con-
sistency, and by applying the delta-method (see for example [37]), with the function
γ′−1 which is differentiable thanks to assumption H2 and of positive derivative since γ
is strictly convex.
Then, let us consider a real valued random variable X such that X1X≥0 is integrable.
With the previous notations, if we wish to estimate the classical superquantile Qα we
may use the following empirical estimator
(4) Qα :=
1
(1− α)n
n∑
i=bnαc
X(i)
For the next proposition we need the two following assumptions.
H3) The quantile function F−1X is of class C1 on ]0, 1[ and its derivative, denoting l,
satisfies l = O((1− t)−2+l) for an l > 0 when t goes to 1−.
H4) The quantile function is C2 on ]0, 1[ and its second derivative that we denote L
satisfies L = O
(
(1− t)− 52+L
)
for an L > 0 when t goes to 1
−.
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Proposition 3.1. Let 12 < α < 1, and X be a real-valued random variable. Let
(X1, . . . Xn) be an independent sample with the same distribution as X.
i) Under H3, the empirical estimator (4) is consistent in probability
Q̂α
P−→
n→+∞ Qα.
ii) Under H4, the empirical estimator (4) is asymptotically Gaussian
√
n
 1
n(1− α)
n∑
i=bnαc+1
X(i) −Qα
 =⇒ N (0, σ2
(1− α)2
)
,
where
σ2 :=
∫ 1
α
∫ 1
α
(min(x, y)− xy)
f(F−1(x))f(F−1(y))
.
Remark 3.4. Remark 3.1 still holds for l instead of lγ and L instead of Lγ.
3.3. Examples of asymptotic behaviors for the classical superquantile. Our
assumptions are easy to check in practice. Let us show some examples of the asymptotic
behaviour of the estimateur of the superquantile (4) by using the exponential distribution
of parameter 1 and the Pareto distribution.
3.3.1. Exponential distribution. In this case, we have on R+∗ f(t) = exp(−t),
F (t) = 1− exp(−x). Then F−1(t) = − ln(1− t).
• Consistency :
l(t) = (1 − t)−1 = O
(
(1− t)−2+ 12
)
(when t 7→ 1−) so that the estimator (4)
is consistent.
• Asymptotic normality :
L(t) = (1 − t)−2 = O
(
(1− t)− 52+ 13
)
(when t 7→ 1−). So the estimator (4) is
asymptotically Gaussian.
3.3.2. Pareto distribution. Here, we consider the Pareto distribution of parameter a > 0
: on R+∗ ,
F (t) = 1− x−a, f(t) = ax−a−1, and F−1(t) = (1− t)−1a .
• Consistency :
l(t) = (a(1 − t)−1− 1a ) thus, l(t) = O ((1− t)−2+l) (when t 7→ 1−) as soon as
a > 1 (for exemple for l =
1− 1
a
2 ). The consistency for estimator (4) is true.• Asymptotic normality :
L(t) = C(a)(1− x)− 1a−2 thus, as soon as a > 2, L(t) = O
(
(1− t)− 52+L
)
(for
example L =
1
2
− 1
a
2 ), when t 7→ 1−. The estimator (4) is asymptotically gaussian
if and only if a > 2.
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3.4. Examples of asymptotic behaviour of the Bregman superquantile. Let us
now study the same examples in the case of the Bregman superquantile and its empirical
estimator (3). For the exponential distribution, the conclusion is the same as in the
previous case of classical superquantile. However, for the Pareto distribution, we can
find a function γ such that the estimator of the Bregman superquantile is asymptotically
normal without any condition on the exponent a involved in the distribution. So, the
Bregman superquantile is more interesting than the superquantile in this example.
3.4.1. Exponential distribution. Let us show the example of the exponential distribution
(for X) and the harmonic Bregman function (for γ). We have γ′(x) = (x − 1)x−1 and
F−1X (t) = − ln(1− t). So that, denoting Z = γ′(X) as in Theorem 3.1,
F−1Z (t) = 1 +
1
ln(1− t) ,
• Consistency. In this case, we have,
lγ(t) =
1
(1− t)(ln(1− t))2 .
So, lγ is a O
(
(1− t)−2+ 12
)
(when t 7→ 1−). The estimator (3) is consistent.
• Asymptotical normality.
Lγ(t) =
(ln(1− t))2 + 2 ln(1− t)
(1− t)2(ln(1− t))4 ,
Then Lγ is O
(
(1− t)− 52+ 13
)
(when t 7→ 1−). The estimator (3) is asymptotically
Gaussian.
3.4.2. Pareto distribution. Let us now study the case of the Pareto distribution with the
geometric Bregman function. We have F−1X (t) = (1− t)
−1
a and γ′(t) = ln(t). Then
F−1Z (t) = −
1
a
ln(1− t).
• Consistency.
lγ(t) =
1
a
1
1− t = O
(
1
(1− t)2− 12
)
,
and the monotonicity is true. The estimator (3) is consistent.
• Asymptotic normality.
Lγ(t) =
1
a
1
(1− t)2 = O
(
(1− t)− 52+ 13
)
.
The estimator (3) is consistent and asymptotically gaussian for every a > 0.
See next part for an illustration of these results by simulations and a summary.
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4. Numerical simulations
In our numerical tests we simulate values from a known theoretical distribution and
computing the 0.95-quantiles and superquantiles. For each estimated quantity, the ref-
erence value is given via a 106-size random sample and a convergence study is performed
from a 1000-size sample to a 105 size sample (with a step of 500). In order to annihilate
the effect of randomness, 50 repetitions of each numerical experiment are made. Then,
we compute
• The mean value of the 50 estimations to be compared to the reference value,
• The standard deviation of the 50 estimations. It allows to compute an experi-
mental 95%-confidence interval (CI) to be compared to the theoretical 95%-CI
(given by the central limit theorem).
Each is composed of four plots of convergence for the following quantities: quantile (up
left), classical superquantile (up right), geometrical superquantile (bottom left) and har-
monic superquantile (bottom right). Each superquantile convergence plot is composed
of the following curves: Reference value (dotted black line), mean estimated values (red
circles), theoretical 95%-CI (dashed black line) and experimental 95%-CI (solid blue
line).
Figure 1 gives the results for an exponential distribution of parameter λ = 1. As
predicted by the theory (see Section 3.3), for the three different superquantiles, the
consistency is verified while the experimental CI perfectly fits the theoretical CI (given
by the central limit theorem).
Figure 1. Numerical convergence test for the exponential distribution.
We then test the Pareto distribution (see Section 3.3) with three different shape pa-
rameters: a = 0.5, a = 1.5 and a = 2.5. Figures 2 (a = 0.5), 3 (a = 1.5) and 4 (a = 2.5)
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give the convergence results. For the geometrical and harmonic superquantiles, as pre-
dicted by the theory (see Section 3.3), the consistency of the Monte Carlo estimation is
verified while the experimental CI perfectly fits the theoretical CI (asymptotic normal-
ity). For the classical superquantile, we distinguish three different behaviors:
• No consistency for a = 0.5 (Figure 2) (theory predicts consistency only if a > 1),
• Consistency but no asymptotic normality for a = 1.5 (Figure 3) (theory predicts
asymptotic normality only if a > 2),
• Consistency and asymptotic normality for a = 2.5 (Figure 4),
Figure 2. Numerical convergence test for the Pareto distribution (a = 0.5).
To sum up the two previous parts, the plug in estimators (4) and (3) seem to have
the same asymptotic behaviour when considering distribution with not too heavy tail-
distribution, like the exponential distribution. Nevertheless, the estimator of the Breg-
man superquantile (3) has better statistical properties when we deal with heavy tail-
distribution. A typical example is the Pareto distribution. Indeed, with Parato distri-
bution of parameter a > 2, the tail is not too heavy and the both estimator have good
asymptotic properties. This not the case any more when we choose parameter a < 2.
When 1 < a < 2, the estimator of the classical superquantile (4) is no more asymptot-
ically gaussian and when 0 < a < 1 it is even not consistent, whereas the estimator for
Bregman superquantile (3) keeps good asymptotic properties in each case.
5. Applications to a nuclear safety exercise
GASCON is a software developed by CEA (French Atomic Energy Commission) to
study the potential chronological atmospheric releases and dosimetric impact for nuclear
facilities safety assessment [20]. It evaluates, from a fictitious radioactive release, the
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Figure 3. Numerical convergence test for the Pareto distribution (a = 1.5).
Figure 4. Numerical convergence test for the Pareto distribution (a = 2.5).
doses received by a population exposed to the cloud of radionuclides and through the
food chains. It takes into account the interactions that exist between humans, plants
and animals, the different pathways of transfer (wind, rain, . . . ), the distance between
emission and observation, and the time from emission.
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As GASCON is relatively costly in computational time, in [20], the authors have built
metamodels (of polynomial form) of GASCON outputs in order to perform uncertainty
and sensitivity analysis. As in [21], we focus on one output of GASCON, the annual
effective dose in 129I received in one year by an adult who lives in the neighborhood
of a particular nuclear facility. Instead of the GASCON software, we will use here the
metamodel of this output which depends on 10 input variables, each one modelled by
a log-uniform random variable (bounds are defined in [20]). The range of the model
output stands on several decades (10−14 to 10−11 Sv/year) as shown by Figure 5 which
represents the histogram (in logarithmic scale) of 106 simulated values.
Figure 5. Distribution of the GASCON output variable.
For this kind of numerical simulation exercises, we can be typically interested by safety
criteria as 95%-quantile and its associated superquantiles. The idea is to compare these
values to regulatory limits or to results coming from other scenarios or from other tools.
In practice, the number of simulations performed with the GASCON model is several
hundreds. Table 1 gives the estimated values of the quantile and superquantiles for
1000 metamodel simulations. Figure 6 shows the relative errors (computed by averaging
1000 different estimations) which are made when estimating the superquantiles using
3 different Bregman divergences and with different sampling sizes. We observe that
geometrical and harmonic superquantiles are clearly more precise than the classical one.
Using such measures is therefore more relevant when performing comparisons.
6. Proofs
6.1. Proof of the Proposition 2.1 : coherence of the Bregman superquantile.
Proof. Proof of i) :
First we obviously have Qdγα (C) = γ′−1(γ′(C)) = C.
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Table 1. Estimated values of 95%-quantile and 95%-superquantiles for
1000 simulations.
Quantile Classical Geometrical Harmonic
superquantile superquantile superquantile
1.304× 10−13 4.769× 10−13 3.316× 10−13 2.637× 10−13
Figure 6. Evolution of the relative errors (mean square error divided
by the reference value) on the estimated superquantiles in function of
the sample size. In black: classical superquantile; in red: geometrical
superquantile; in blue: harmonic superquantile. The reference value has
been calculated with 107 simulations.
The monotonicity property is well-known for the superquantile (see for example [28],
[27] or [2]). Then, (2) and the monotonicity of γ′−1 and γ′ (since γ is strictly convex,
its derivative γ′ is strictly non-decreasing and so is its inverse function γ′−1) allow us to
conclude.
Proof of ii) :
Let us reformulate the problem. For every (measurable) function f and for every
random variable X, we denote
Eα[f(X)] = E[f(X)|X ≥ F−1X (α)].
Let X and X ′ be two real-valued random variable. The Bregman superquantile of X
associated to γ is
γ′−1
(
Eα[γ′(X)]
)
.
According to Definition 1.1, the Bregman superquantile associated γ is homogeneous if,
for every random variable X and every λ > 0,
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(5) γ′−1
(
Eα[γ′(λX)]
)
= λγ′−1
(
Eα[γ′(X)]
)
As γ′ and x 7→ (γ′(x) − γ′(1))/γ′′(1) yield the same superquantiles, one may assume
without loss of generality that γ′(1) = 0 and that γ′′(1) = 1
First, it is easy to check that the condition given is sufficient. For simplicity, we write
φ = γ′. Let us show that (5) holds for each possible form of Φ given in the proposition.
If φ(x) = (xβ − 1)/β, then φ−1(y) = (1 + βy)1/β and
φ−1 (Eα[φ(λX)]) =
(
1 + βEα
[
(λX)β − 1
β
]) 1
β
= λ
(
Eα
[
Xβ
])1/β
= λ
(
1 + βEα
[
Xβ − 1
β
]) 1
β
= λφ−1 (Eα[φ(X)]) .
If φ(x) = ln(x), then φ−1(y) = exp(y) and
φ−1 (Eα[φ(λX)]) = exp (Eα (ln(λX)))
= exp (Eα (ln(λ)) + Eα (ln(X)))
= λ exp (Eα (ln(X)))
= λφ−1 (Eα[φ(X)]) .
Let us now show that the condition on Φ is necessary for (5) holds. Let y > 0.
Let γ be a strictly convex function such that its associated Bregman superquantile is
positively homogeneous : for avery random variable X and for every λ > 0, 5 holds. In
particular, let Y be a random variable with distribution P such that, denoting a = y∧1,
P(du) = αa−11[0,a](u)du + (1 − α)pδy + (1 − α)(1 − p)δ1. Its quantile of order α is
F−1Y (α) = a. The conditional distribution of Y given Y ≥ F−1Y (α) is (1 − p)δ1 + pδy,
and Eα[φ(Y )] = (1 − p)φ(1) + pφ(y). The positive homogeneity property (5) and the
assumption φ(1) = 0 imply that
φ−1 ((1− p)φ(λ) + pφ(λy)) = λφ−1 (pφ(y)) .
By assumption, the expressions on both sides are smooth in p and y. Taking the deriv-
ative in p at p = 0 yields
φ(λy)− φ(λ)
φ′(λ)
= λ
φ(y)
φ′(1)
,
and hence, as φ′(1) = 1,
φ(λy)− φ(λ) = λφ′(λ)φ(y) .
By differentiating with respect to y, one gets
(6) φ′(λy) = φ′(λ)φ′(y) .
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Let ψ be defined on R by ψ(z) = ln (φ′(exp(z))). One readily checks that Equation (6)
yields
ψ (ln(y) + ln(λ)) = ψ (ln(y)) + ψ (ln(λ)) .
This equation holds for every y, λ > 0. This is well known to imply the linearity of ψ:
there exists a real number β (which will be positive since γ is convex) such that for all
z ∈ R,
ln
(
φ′(exp(z))
)
= ψ(z) = βz .
Thus, φ′(exp(z)) = exp(βz), that is φ′(y) = yβ for all y > 0. For β = −1, one obtains
φ(y) = ln(y). Otherwise, taking into account the constraint φ(1) = 0, this yields
φ(y) =
y1+β − 1
1 + β
.
Proof of iii) :
Let X and X ′ be two real-valued random variable. Still denoting, R(x) = Qdγα (X),
we want to show that
R(X +X ′) ≤ R(X) +R(X ′).
Since γ is convex, γ′ is non-decreasing and this is the same thing to show that
γ′
(R(X +X ′)
2
)
≤ γ′
(R(X) +R(X ′)
2
)
.
We set S := X +X ′. Using the concavity of γ, we have
γ′
(R(X) +R(X ′)
2
)
≤ 1
2
[
γ′
(
R(X)
)
+ γ′
(R(X ′))]
=
1
2(1− α)E
(
γ′(X)1X≥qXα + γ
′(X ′)1X′≥qX′α
)
where we still denote R(V ) = Qdγα (V ) when V is a random variable. But
γ′
(R(S)
2
)
=
1
2(1− α)E
(
γ′(S)1S≥qSα
)
.
So we want to show that
E
(
γ′(X)1X≥qXα + γ
′(X ′)1X′≥qX′α − γ
′(S)1S≥qSα
)
≥ 0.
The sud-additivity hypothesis on γ allows us to use the same argument as in [3] for
the classical superquantile :
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E
(
γ′(X)1X≥qXα + γ
′(X ′)1X′≥qX′α − γ
′(S)1S≥qSα
)
≥ E
(
γ′(X)1X≥qXα + γ
′(X ′)1X′≥qX′α − γ
′(X)1S≥qSα − γ′(X ′)1S≥qSα
)
≥ γ′(qXα )E
(
1X≥qXα − 1S≥qSα
)
+ γ′(qX
′
α )E
(
1X′≥qX′α − 1S≥qSα
)
= 0.
Finally, we show the closeness under the same assumption as just before. Let be
(Xh)h>0 satisfying the hypothesis. By subadditivity we have
R(X) ≤ R(Xh) +R(Xh −X) ≤ 0 +R(Xh −X).
Then denoting Yh = Xh −X, it is enough to show that
Yh −→
L2, n→+∞
0 =⇒ R(Yh) −→
n→+∞ 0
to conclude. Thanks to the concavity of γ′ we can use Jensen inequality for conditional
expectation
γ′−1
[
E
(
γ′(Yh)|Yh ≥ F−1Yh (α)
)]
≤ E
(
Yh|Yh ≥ F−1Yh (α)
)
.
We conclude with Cauchy-Schwartz inequality
E
(
Yh1Yh≥F−1Yh (α)
)
1− α ≤ E((Yh)
2)
1
2
E
(
12Yh≥FY−1
h
(α)
) 1
2
1− α = ||Yh||
2
√
1− α −→
h→0
0.

6.2. Proof of Proposition 3.1 : asymptotic behavior of the plug-in estimator
of the superquantile.
6.3. Mathematical tools. We first give some technical or classical results that we will
use in the forthcoming proofs.
6.3.1. Ordered statistics and Beta function. Let us recall some results on ordered sta-
tistics (see [15]). First of all, let (Ui)i=1...n be an independant sample from the uniform
distribution on [0, 1]. Then,
(7) U(n) −→a.s 1.
and
(8) n
(
1− U(n)
) −→
L
W
where W has an exponential distribution of parameter 1.
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Let now (Yi)i=1...n+1 be an independent sample from the standard exponential distri-
bution. It’s well known that
(9) U(i) :=
i∑
j=1
Yj
n+1∑
j=1
Yj
−1
has the same distribution as the ith ordered statistics of an i.i.d sample of size n
uniformly distributed on [0, 1], that is Beta distribution of parameters i and n − i + 1
denoted B(i, n− i+ 1).
It is also known that when (Xi)1≤i≤n is a sample of cumulative distribution FX , this
equality in law holds
(10) X(i)
L
= F−1X (U(i)).
Recall that B(a, b) distribution has the following density
fB(a,b)(x) =
xa−1(1− x)b−1
B(α, β)
1x∈[0,1], a, b > 0
where
(11) B(a, b) =
∫ 1
0
ta−1(1− t)b−1dt = Γ(a)Γ(b)
Γ(a+ b)
.
A classical property of the Beta function is
(12) ∀(x, y) ∈ R+, B(x+ 1, y) = x
x+ y
B(x, y).
Generalizing the definition of the factorials, we set for n ∈ N∗(
n− 1
2
)
! :=
(
n− 1
2
)(
n− 1− 1
2
)
. . .
(
1
2
)
,
we have for i ∈ N∗, n ≥ i+ 2
(13) B
(
i, n− i− 5
2
+ 1
)
=
(i− 1)! (n− i− 2− 12)!(
n− 2− 12
)
!
,
(14)
(
n− 1
2
)
! =
(2n)!
(2n)2n!
.
Indeed, Equation (13) comes directly from the Definition (11) and to see Equation
(14), we fix k = 12 and notice that
2n(n− k)! = (2n− 1)(2n− 3) . . . 3× 1 = (2n)!
2n(2n− 2) . . . 6× 4× 2 =
(2n)!
2nn!
.
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Moreover, the cumulative distribution function of the Beta distribution is the regular-
ized incomplete Beta function Ix(a, b). This function satisfies, when a and b are positive
integers
Ix(a, b) = P (B(a+ b− 1, x) ≥ a)
and then, Bernstein inequality for Bernoulli distribution (see for example Theorem
8.2 of [17]) gives
(15) Ix(α, β) ≤ exp
(
−3
8
(a+ b− 1)x
)
as soon as an ≥ 2x.
6.3.2. Technical lemma.
Lemma 6.1. Let δ > 1 and β ∈]0, 1[. Then n−1
n−1∑
i=bnβc
(
1− i
n+ 1
)−δ
= O (√n) if and
only if δ ≤ 32 .
Proof. Let δ > 1. We have to characterize the δ for which
n−
3
2
n−1∑
i=bnβc
(
1− i
n+ 1
)−δ
is bounded when n goes to infinity. Let us make the index
change j := n+ 1− i. Those sums become
n−
3
2
n+1−bnβc∑
j=2
(
1− n+ 1− j
n+ 1
)−δ
=
n
−3
2
(n+ 1)−δ
n+1−bnβc∑
j=2
1
jδ
∼
n→+∞ n
δ− 3
2 (ζ(δ)− 1) ,
where ζ denote the Zeta function. Then, if δ > 32 , ζ(δ) is finite and the behaviour
of the sum is the same as the one of n−
3
2
+δ which diverges to +∞. On the contrary, if
1 < δ ≤ 32 , ζ(δ) is still finite but n−
3
2
+δ is bounded and so does the sum. 
6.3.3. A corollary of Lindenberg-Feller theorem. To prove the asymptotic normality, we
use a central limit theorem which is a corollary of the Lindeberg-Feller theorem (see
lemma 1 in [11]).
Proposition 6.1. Let (Y1, . . . , Yn) be an independent sample of exponential variables of
parameter 1 and (αj,n)j≤n, n≥2 be a triangle array of real numbers.
If Qn = n
−1
n∑
j=1
αj,n(Yj − 1) and σ2n = 1n
n∑
j=1
α2j,n, then
√
nQn
σn
=⇒ N (0, 1)
if and only if max1≤j≤n |αj,n| = o(n 12σn).
If furthermore σn converges in probability to σ then by Slutsky’s lemma
√
nQn =⇒ N (0, σ2).
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6.4. Proof of i) of Theorem 3.1 : consistency of the plug-in estimator (4).
Proof. We aim to show consistency of the estimator (4). Let us first notice that
Qα =
E
(
X1X≥F−1X (x)(α)
)
1− α =
∫
R x1X≥F−1X (α)fX(x)dx
1− α =
∫ 1
α F
−1
X (y)dy
1− α .
Thus, we need to show that
1
n
n∑
i=bnαc
X(i) −
∫ 1
α
F−1X (y)dy −→n→+∞ 0 a.s.
In the sequel we omit the index X in F−1X because there is no ambiguity. Let us introduce
the two following quantities and show their convergence to 0 in probability.
An =
1
n
n∑
i=bnαc
X(i) −
1
n
n∑
i=bnαc
F−1
(
i
n+ 1
)
,
and
Bn =
1
n
n∑
i=bnαc
F−1
(
i
n+ 1
)
−
∫ 1
α
F−1(y)dy.
Let us first deal with An.
We know by (10) that X(i) ∼ F−1X
(
U(i)
)
where U(i) is distributed like the i
th ordered
statistic of a uniform sample. Thus, defining U(i) with distribution B(i, n + 1 − i), it
holds that,
An =
1
n
n∑
i=bnαc
(
F−1
(
U(i)
)− F−1( i
n+ 1
))
.
We now need to split the sum in two parts. First, let us deal with the last term in the
sum (which gives actually the biggest contribution). By the mean value theorem, there
exists wn ∈
[
U(n),
n
n+1
]
(where we use non-oriented interval) such that
1
n
(
F−1(U(n))− F−1
(
n
n+ 1
))
=
1
n
(
U(n) −
n
n+ 1
)
l(wn).
Since (7) holds, and thanks to assumption H3, there exists a constant C1 such that
for n big enough
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(16)∣∣∣∣ 1n
(
F−1(U(n))− F−1
(
n
n+ 1
))∣∣∣∣ ≤ C1n 1(1− wn)2−l
∣∣∣∣U(n) − nn+ 1
∣∣∣∣
≤ 1
n
C1(
1− nn+1
)2−l
∣∣∣∣U(n) − nn+ 1
∣∣∣∣+ 1n C1(1− U(n))2−l
∣∣∣∣U(n) − nn+ 1
∣∣∣∣
≤ C1
n
(n+ 1)2−l |U(n) − 1|+
C1
n
(n+ 1)2−
∣∣∣∣ nn+ 1 − 1
∣∣∣∣
+
C1
n
1(
1− U(n)
)2−l ∣∣U(n) − 1∣∣+ C1n 1(1− U(n))2−l
∣∣∣∣ nn+ 1 − 1
∣∣∣∣
≤ C1Wn (n+ 1)
2−l
n2
+ C1
(n+ 1)2−l
n(n+ 1)
+
C1
W 1−ln nl
+
C1
W 2−ln
n1−l
n+ 1
where Wn = n
(
1− U(n)
)
. Thanks to (8) and the Slutsky lemma, we have shown the
convergence in probability to 0 of this term. Terms for i = n− 1 and i = n− 2 can be
treated exactlty in the same way.
Let us now deal with the remaining sum (for i from bnαc to n−3) that we still denote
An. By the mean value theorem, we will upper-bound An by a quantity depending on
l. Since we know the behaviour of l on every compact set and in the neighborhood of 1,
we begin by showing that when n becomes big enough, U(bnαc) is far away from 0. Let
α
2 ≥  > 0 be a positive real number. We have,
An = An1U(bnαc)< +An1U(bnαc)≥.
Then, for η′ > 0, thanks to (15) of recallings and because for n big enough bnαcn ≥
α
2 ≥ , we get
(17) P(An1U(bnαc)< > η
′) ≤ P(U(bnαc) < ) ≤ exp
(
−3n
8
)
.
Then, it is enough to show the convergence to 0 in probability of A′n := An1U(bnαc)≥.
Let us show its converges to 0 in L1.
By the mean value theorem, we know that there exists wi ∈]U(i), in+1 [ (we do not
know if U(i) is smaller or bigger than
i
n+1 but in the sequel we still denote the segment
bewteen U(i) and
i
n+1 in this way) such that
E(|A′n|) ≤
1
n
n∑
i=bn−3αc
E
[∣∣∣U(i) − in+ 1 ∣∣∣l(wi)1U(bnαc)≥
]
.
But, for all i ∈ {bnαc, . . . , n − 3}, we get U(i) ≥ U(bnαc) ≥ . Moreover, for n big
enough, we get, in+1 ≥ bnαcn+1 ≥ α2 ≥ . Then,
∀i ∈ {bnαc, . . . , n− 3}, wi ∈ [, 1[.
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Then, according to H3 and Remark 3.4 (here since we do not deal with biggest terms
in the sum we only need a weaker assumption than H3), we get
• for any arbitrary η > 0, there exists ξη > 0 such that
∀t ∈]1− ξη, 1[, l(t) ≤ η
(1− t)2
• because l is continuous, there exists a constant C such that
∀t ∈ [, 1− ξη], l(t) ≤ C.
Let us then look at the sum on two differents events.
E(|A′n|) ≤
1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣l(wi)1U(bnαc)≥1wi>1−ξη
]
+
1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣l(wi)1U(bnαc)≥1wi≤1−ξη
]
:= T 1n + T
2
n
But,
T 1n ≤
1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣l(wi)1≤wi≤1−ξη
]
≤ 1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣C
]
≤ 1
n
n−3∑
i=bnαc
C
√
Var(U(i))
≤ 1
n
n−3∑
i=bnαc
C
√
i(n− i+ 1)
(n+ 1)2(n+ 2)
∼ 1√
n
1
n
n−3∑
i=bnαc
C
√
i
n
(
1− i
n
)
= O
(
1√
n
)
.
thanks to convergence of Rieman’s sum of the continuous function x 7→√x(1− x) on
[α, 1]. Then, this terms goes to 0. Let us conclude by dealing with the last term.
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(18)
T 2n ≤
1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣l(wi)1wi>1−ξη
]
≤ 1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣ η(1− wi)2
]
≤ 1
n
n−3∑
i=bnαc
E
[∣∣∣U(i) − in+ 1 ∣∣∣max
(
η
(1− U(i))2
,
η
(1− in+1)2
)]
.
But, by the Cauchy-Schwartz inequality,
1
n
n−3∑
i=bnαc
E
[∣∣U(i) − in+ 1 ∣∣∣ η(1− U(i))2
]
≤ η
n
n−3∑
i=bnαc
√
Var(U(i))E
(
1
(1− U(i))4
)
Since i < n − 2, all the terms of the sum can be expressed using Beta functions and
then the expectation is finite (and this is for this reason that we ca not include biggest
terms i = n, i = n− 1 and i = n− 2 in this reasonning). Indeed,
η
n
n−3∑
i=bnαc
√
Var(U(i))E
(
1
(1− U(i))4
)
≤ η
n
n−3∑
i=bnαc
√
i(n− i+ 1)
(n+ 1)2(n+ 2)
√
B(i, n+ 1− i)∫ 1
0
xi−1(1− x)n+1−i−4dx
=
η
n
n−3∑
i=bnαc
√
i(n− i+ 1)
(n+ 1)2(n+ 2)
√
B(i, n+ 1− i− 3)
B(i, n+ 1− i)
=
η
n
n−3∑
i=bnαc
√
n(n− 1)(n− 2)
(n+ 1)2(n+ 2)
i(n− i+ 1)
(n− i)(n− 1− i)(n− 2− i)
where we used recallings on Beta function. The final term has the same behaviour
when n goes to +∞ that
η
1
n
3
2
n−3∑
i=bnαc
1(
1− in
) 3
2
:= η × Vn
Since Lemma 6.1 implies that Vn is bounded independently of η and because η is
arbitrary small, we have shown the converge to 0. Then the term in U(i) on the maximum
of Equation (18) converges to 0. The second term can be computed in the same way
η
n
n−3∑
i=bnαc
√√√√Var(U(i))E
(
1
(1− in+1)4
)
∼ 1√
n
η
n
n−3∑
i=bnαc
1(
1− in+1
) 3
2
.
which also converges to 0 thanks to Lemma 6.1. Finally, A′n converges to 0 in L1 and
so in probability. So is An.
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Let us now study the term
Bn =
1
n
n∑
i=bnαc
F−1
(
i
n+ 1
)
−
∫ 1
α
F−1(y)dy.
We will show that this term converges to 0 thanks to a generalized Riemann sum con-
vergence due to the monotonicity of F−1.
Remark 6.1. To begin with, for  > 0 it is easy to show that
Bn =
1
n
bn(1−)c∑
i=bnαc
F−1
(
i
n+ 1
)
−
∫ 1−
α
F−1(y)dy
converges to 0. Indeed, it is the convergence of the Riemann sum for the continuous
function F−1.
Let us fix  > 0. According to the previous remark, we split the forthcoming sum in
two parts.
Bn =
1
n+ 1
bn(1−)c∑
i=bnαc
F−1
(
i
n+ 1
)
+
1
n+ 1
n−1∑
bn(1−)c+1
F−1
(
i
n+ 1
)
:= S1n + S
2
n.
Since the quantile function is non-decreasing on [α, 1], we have :
∫ bn(1−)c
n+1
bnαc−1
n+1
F−1(t)dt+
∫ n−1
n+1
bn(1−)c
n+1
F−1(t)dt := C1n + C
2
n
≤ 1
n+ 1
bn(1−)c∑
i=bnαc
F−1
(
i
n+ 1
)
+
1
n+ 1
n−1∑
bn(1−)c+1
F−1
(
i
n+ 1
)
:= S1n + S
2
n
≤
∫ bn(1−)c
n+1
bnαc
n+1
F−1(t)dt+
∫ n
n+1
bn(1−)c
n+1
F−1(t)dt := D1n +D
2
n.
Then, we have :
(C1n − S1n) + (C2n −D2n) ≤ (S2n −D2n) ≤ (D1n − S1n)
If we show that C2n −D2n converge to 0, we can conclude using comparison theorem,
beacause the convergence of D1n − S1n and C1n − S1n to 0 is true thanks to the Remark
6.1. Let us then show this convergence
As in the neighborhood of 1, l(t) = o
(
(1− t)−2) (Remark 3.4), we also have F−1(t) =
o
(
(1− t)−1) .
Then, for  > 0, there exist N such that for n ≥ N :
C2n −D2n = −
∫ n
n+1
n−1
n+1
F−1(t)dt ≤ 
∫ n
n+1
n−1
n+1
1
1− tdt =  ln (2) .
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Finally, S2n −D2n converges to 0 a.s. So that, the same holds for Bn.
We have shown that An + Bn converge to 0 in probability. So under our hypothesis,
the superquantile is consistent in probability.
Remark 6.2. Using the same arguments, we can show that under stronger hypothesis
on the quantile function F−1(t) = o
(
1
(1−t) 12
)
(that is the case in ii) of Proposition 3.1),
we have
−
∫ n
n+1
n−1
n+1
F−1(t)dt ≤ 
∫ n
n+1
n−1
n+1
1
(1− t) 12
dt = − 2(1−
√
2)
1√
n
.
Then
√
n
 1
n
n∑
i=bnαc
F−1(
i
n+ 1
)−
∫ 1
α
F−1(y)dy
 −→
n→+∞ 0.
We will use this result in the next part.

6.4.1. Proof of ii) of Proposition 3.1 : asymptotic normality of the plug-in estimator (4).
Let us prove the asymptotic normality of the estimator of the superquantile. To begin
with, we can make some technical remarks.
Remark 6.3. The assumption on L implies that there exists l > 0 and F−1 > 0 such
that l(t) = O
(
(1− t)− 32+l
)
, and F−1(t) = O
(
(1− t)− 12+F−1
)
. It also implies that in
the neighborhood of 1, L(t) = o
(
(1− t)− 52
)
.
Proof. The proof stands in three steps. First we reformulate and simplify the problem
and apply the Taylor Lagrange formula. Then, we show that the second order term
converges to 0 in probability. In the third step, we identify the limit of the first order
term.
Step 1 : Taylor-Lagrange formula
Let us first omit α−1. We have to study the convergence in distribution of
√
n
 1
n
n∑
i=bnαc
X(i) −
∫ 1
α
F−1(y)dy
 .
We have already noticed (Remarks 6.2 and 6.3) that
√
n
 1
n
n∑
i=bnαc
F−1
(
i
n+ 1
)
−
∫ 1
α
F−1(y)dy
 −→
n→+∞ 0.
Thus, Slutsky’s lemma, allows us to study only the convergence in law of
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√
n
 1
n
n∑
i=bnαc
X(i) −
1
n
n∑
i=bnαc
F−1
(
i
n+ 1
) .
The quantile function F−1 is two times differentiable so that we may apply the first
order Taylor-Lagrange formula. Using the same argument as in the proof of i), we
introduce U(i) a random variable distributed as a B(i, n+1− i). Considering an equality
in law we then have
√
n
 1
n
n∑
i=bnαc+1
[
X(i) − F−1
(
i
n+ 1
)] L= √n
 1
n
n∑
i=bnαc+1
(
U(i) −
i
n+ 1
)
1
f
(
F−1( in+1)
)

+
1√
n
n∑
i=bnαc+1
[∫ U(i)
i
n+1
f ′(F−1(t))
[f(F−1(t))]3
(
U(i) − t
)
dt
]
.
Let us call
√
nQn the first-order term and Rn the second-order one.
Step 2 : The second-order term converges to 0 in probability
Let us show that Rn converges to 0 in probability. We will use the same decomposition
as for An. First, we deal with the last term : i = n. Still using (7) and H3 we have the
existence of a constant C2 such that for n big enough,
∣∣∣∣∣ 1√n
∫ U(n)
n
n+1
L(t)
(
U(n) − t
)
dt
∣∣∣∣∣ ≤ 1√n max
 C2(
1− U(n)
) 5
2−L
,
C2(
1− nn+1
) 5
2−L

(
U(n) − nn+1
)2
2
=
1√
n
(
U(n) − nn+1
)2
2
C2(
1− U(n)
) 5
2−L
+
1√
n
(
U(n) − nn+1
)2
2
C2(
1− nn+1
) 5
2−L
which converges to 0 in probability exactly as in (16) thanks to (8) and Slutsky lemma.
This is the same idea for the term i = n− 1.
Let us now deal with the remaining sum (for i from bnαc to n−2) that we still denote
Rn. We use same kind of reasonning that for An. First, we still have for
α
2 ≥  > 0,
Rn = Rn1U(bnαc)< +Rn1U(bnαc)≥
The first term converges in probability to 0 using the same argument as in (17). Let
us then deal with the second term that we denote R′n and show its convergence in L1.
Since H4 gives also informations on a neighborhood of 1 and on every compact set, we
will use the same kind of argument as before (and so Remark 3.4). For η > 0, there
exists, thanks to H4, a real number ξη such that
• ∀t ∈]1− ξη, 1[, |L(t)| ≤ η
(1−t) 52
.
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• On [, 1 − ξη] which is a compact set, the function L is bounded by a constant
C3.
Moreover, since U(bnαc) ≥ , we have already seen that
]U(i),
i
n+ 1
[⊂ [, 1[, (i = bnαc, bnαc+ 1, . . . n).
Finally, we get, by denoting mi = min
(
U(i),
i
n+1
)
and Mi = max
(
U(i),
i
n+1
)
, (i =
bnαc, bnαc+ 1, . . . n),
E(|R′n|) ≤
1√
n
n−2∑
i=bnαc
E
(∣∣∣ ∫ in+1
U(i)
(
U(i) − t
)
L(t)dt
∣∣∣)
≤ 1√
n
n−2∑
i=bnαc
E
(∫ 1−ξη
mi
∣∣∣U(i) − t∣∣∣|L(t)|dt
)
+
1√
n
n−2∑
i=bnαc
E
(∫ Mi
1−ξη
∣∣∣U(i) − t∣∣∣|L(t)|dt
)
≤ 1√
n
n−2∑
i=bnαc
C3E

(
U(i) − in+1
)2
2
+ 1√
n
n−2∑
i=bnαc
E
max
 η(
1− U(i)
) 5
2
,
η(
1− in+1
) 5
2

(
U(i) − in+1
)2
2

≤ 1√
n
C3
2(n+ 2)
n−2∑
i=bnαc
i
n+ 1
(
1− i
n+ 1
+
1
n+ 1
)
:= S1n
+
1√
n
n∑
i=bnαc
E
 η(
1− U(i)
) 5
2
(
U(i) − in+1
)2
2
 := S2n
+
1√
n
n−2∑
i=bnαc
E
 η(
1− in+1
) 5
2
(
U(i) − in+1
)2
2
 := S3n.
S1n converges to 0 as the Riemann sum of the continuous function x 7→ x(1 − x)
multiplied by n−
1
2 . We have also
S3n =
1√
n
n−2∑
i=bnαc
η(
1− in+1
) 5
2
i(n+ 1− i)
(n+ 2)(n+ 1)2
which has the same behaviour when n goes to +∞ that
η
1√
n
3
2
n−2∑
i=bnαc
1(
1− in
) 3
2
:= ηVn
which goes to 0 because thanks to Lemma 6.1, Vn is bounded independently of η and
because η is arbitrary small. Finally, to study the converges to 0 of S2n, we have to
compute
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E

(
U(i) − in+1
)2
(
U(i) − 1
) 5
2
 = 1
B(i, n+ 1− i)
∫ 1
0
xi−1(1− x)n−i− 52
(
x− i
n+ 1
)2
dx
=
1
B(i, n+ 1− i)
(∫ 1
0
xi+1(1− x)n−i− 52dx− 2 i
n+ 1
∫ 1
0
xi(1− x)n−i− 52dx
+
(
i
n+ 1
)2 ∫ 1
0
xi−1(1− x)n−i− 52
)
.
Let us call this last quantity Iin. For i < n− 1,
Iin =
1
B(i, n+ 1− i)
[
B
(
i+ 2, n− i− 5
2
+ 1
)
− 2 i
n+ 1
B
(
i+ 1, n− i− 5
2
+ 1
)
+
(
i
n+ 1
)2
B
(
i, n− i− 5
2
+ 1
)]
.
So that using (12) we obtain
Iin =
B
(
i, n− i− 52 + 1
)
B(i, n+ 1− i)
[
i(i+ 1)(
n− 52 + 2
) (
n− 52 + 1
)
− 2 i
2(
n− 52 + 1
)
(n+ 1)
i(i+ 1)(
n− 52 + 2
) (
n− 52 + 1
) + ( i
n+ 1
)2 i(i+ 1)(
n− 52 + 2
) (
n− 52 + 1
)] .
Let Ein be such that I
i
n =
B(i,n−i− 5
2
+1)
B(i,n+1−i) E
i
n. Expanding E
n
i gives when n goes to infinity
Eni ∼
1
n
i
n+ 1
(
1− i
n+ 1
)
.
Let us study the term
B(i,n−i− 52+1)
B(i,n+1−i) . Using (11) and (14), we obtain
B
(
i, n− i− 52 + 1
)
B(i, n+ 1− i) =
n!(
n− 2− 12
)
!
(
n− i− 2− 12
)
!
(n− i)!
=
n(n− 1)
(n− i− 1)(n− i)
(2(n− i− 2))!((n− 2)!)222i
((n− i− 2)!)2(2(n− 2))!
Since each i can be written as i = bnβc with β < 1, n− i goes to infinity when n goes
to infinity and we can apply the Stirling formula:
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(2(n− i− 2))!
((n− i− 2)!)2 ∼n→+∞
√
2(n− i− 2)2pi
(
2(n−i−2)
e
)2(n−i−2)
2pi(n− i− 2) (n−i−2e )n−i−2 ∼n→+∞
22(n−i−2)√
pi(n− i− 2) .
Likewise,
(2(n− 2))!
((n− 2)!)2 ∼n→+∞
22(n−2)√
pi(n− 2) .
Then, when n goes to infinity
B
(
i, n− i− 52 + 1
)
B(i, n+ 1− i) ∼n→+∞
1
(1− in+1)
5
2
.
Hence, we obtain
Ini =
B
(
i, n− i− 52 + 1
)
B(i, n+ 1− i) E
n
i ∼n→+∞
1
n
i
n+1
(1− in+1)
3
2
.
Finally,
Ini ≤
2
n
i
n+1
(1− in+1)
3
2
.
and
η√
n
n−2∑
i=bnαc
E
∣∣L(U(i))∣∣
(
U(i) − in+1
)2
2
 ≤ η
2
√
n
n−2∑
i=bnαc
E
(U(i) − in+1)2(
U(i) − 1
) 5
2

≤ η√
n
1
n
n−2∑
i=bnαc
i
n+1(
1− in+1
) 3
2
∼ η 1
n
3
2
n−2∑
i=bnαc
1(
1− in
) 3
2
.
Finally, R′n converges in L1 to 0 and so in probability. Hence, Rn converges to 0 in
probability.
Step 3 : Identification of the limit
Our goal is to find the limit of
√
nQn. Let us reorganize the expression of Qn to have
a more classical form (sum of independent random variables) and to allow the use of the
Proposition 6.1.
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Denoting by
Y¯ =
n+1∑
j=1
Yj
n+ 1
,
we have thanks to (9)
Qn =
1
n
n∑
i=bnαc+1

i∑
j=1
Yj
n+1∑
k=1
Yk
− i
n+ 1
 l
(
i
n+ 1
)
=
1
n
n∑
j=1

 Yjn+1∑
k=1
Yk
− 1
n+ 1

n∑
i=sup(bnαc+1,j)
l
(
i
n+ 1
)
=
n+ 1
n+1∑
k=1
Yk
1
n(n+ 1)
bnαc+1∑
j=1
(Yj − Y¯ ) n∑
i=bnαc+1
l
(
i
n+ 1
)+ n∑
j=bnαc+2
(Yj − Y¯ ) n∑
i=j
l
(
i
n+ 1
) .
where we have permuted the two sums. The law of large numbers gives that Y¯
converges a.s to 1 when n goes to infinity. Then, thanks to Slutsky’s lemma, we only
need to study
1
n(n+ 1)
bnαc+1∑
j=1
(Yj − Y¯ ) n∑
i=bnαc+1
l
(
i
n+ 1
)+ n∑
j=bnαc+2
(Yj − Y¯ ) n∑
i=j
l
(
i
n+ 1
) .
We set ∀j ≤ n, Gnj :=
n∑
i=j
l
(
i
n+ 1
)
, Gnn+1 := 0, H
n :=
n∑
j=bnαc+2
Gj . Then
Qn =
1
n(n+ 1)
bnαc+1∑
j=1
(
(n− bnαc)Gnbnαc+1 −Hn
n+ 1
)
Yj +
n+1∑
bnαc+2
(
Gnj −
Hn
n+ 1
+Gnbnαc+1
−1− bnαc
n+ 1
)
Yj

=
1
n(n+ 1)
[ bnαc+1∑
j=1
(
(n− bnαc)Gnbnαc+1 −Hn
n+ 1
)
(Yj − 1)
+
n+1∑
bnαc+2
(
Gnj −
Hn
n+ 1
+Gnbnαc+1
−1− bnαc
n+ 1
)
(Yj − 1)
]
,
because
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1
n(n+ 1)
bnαc+1∑
j=1
(
n− bnαc)Gnbnαc+1 −Hn
n+ 1
)
+
n+1∑
bnαc+2
(
Gnj −
Hn
n+ 1
+Gnbnαc+1
−1− bnαc
n+ 1
)
=
1
n(n+ 1)
[(
Gnbnαc(n− bnαc)−Hn
n+ 1
)
(bnαc+ 1)
+
(
Gnbnαc(−1− bnαc)
n+ 1
(n− bnαc)− H
n
n+ 1
(n− bnαc) +Hn
)]
= 0.
Finally, we obtain
Qn =
1
n(n+ 1)
[ bnαc+1∑
j=1
(
(n− bnαc)Gnbnαc+1 −Hn
n+ 1
)
(Yj − 1) +
n+1∑
bnαc+2
(
Gnj −
Hn
n+ 1
+Gnbnαc+1
−1− bnαc
n+ 1
)
(Yj − 1)
]
=
1
n+ 1
n+1∑
j=1
αj,n(Yj − 1),
where
αj,n =
(
(n− bnαc)Gnbnαc+1 −Hn
n(n+ 1)
)
, ∀j ≤ bnαc+ 1
and
αj,n =
(
Gnj (n+ 1)−Hn −Gnbnαc+1(1 + bnαc)
n(n+ 1)
)
, ∀j ≥ bnαc+ 2.
Let us check the assumptions of the Proposition 6.1. To begin with, let us show that
σ2n converges. We have
σ2n =
1
n+ 1
n+1∑
j=1
α2j,n
=
bnαc+ 1
n+ 1
[
(n− bnαc)Gnbnαc+1 −Hn
n(n+ 1)
]2
+
1
n+ 1
n+1∑
j=bnαc+2
(
Gnj (n+ 1)
n(n+ 1)
)2
+ 2
1
n+ 1
n+1∑
j=bnαc+2
Gnj (n+ 1)(−Hn −Gnbnαc+1(1 + bnαc))
n2(n+ 1)2
+
1
n+ 1
n+1∑
j=bnαc+2
(−Hn −Gnbnαc+1(1 + bnαc)
n(n+ 1)
)2
.
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Let us work with the two terms which depend on Gnj . The first term can be expanded
as
1
n+ 1
n+1∑
j=bnαc+2
(
Gnj (n+ 1)
n(n+ 1)
)2
=
1
n2(n+ 1)
n+1∑
j=bnαc+2
(
Gnj
)2
=
1
n2(n+ 1)
n+1∑
j=bnαc+2
 n∑
i=j
l
(
i
n+ 1
)2
=
1
n(n+ 1)
n+1∑
i1=bnαc+2
n+1∑
i2=bnαc+2
(−1 + (i1 ∧ i2)− bnαc
n+ 1
)
l
(
i1
n+ 1
)
l
(
i2
n+ 1
)
.
The second term may be rewritten as
2
1
n+ 1
n+1∑
j=bnαc+2
Gnj (n+ 1)(−Hn −Gnbnαc+1(1 + bnαc))
n2(n+ 1)2
= −2 (H
n)2
n2(n+ 1)2
−2(1 + bnαc)
(n+ 1)2n2
HnGnbnαc+1.
Finally,
σ2n =
bnαc+ 1
n+ 1
[
(n− bnαc)Gnbnαc+1 −Hn
n(n+ 1)
]2
+
1
n(n+ 1)
n+1∑
i1=bnαc+2
n+1∑
i2=bnαc+2
( −1
n+ 1
+
min(i1, i2)
n+ 1
− bnαc
n+ 1
)
l(
i1
n+ 1
)l(
i2
n+ 1
)
− 2 (H
n)2
n2(n+ 1)2
− 2(1 + bnαc)
(n+ 1)3n2
HnGnbnαc+1 +
n− bnαc − 1
n+ 1
(
Hn +Gnbnαc+1(1 + bnαc)
n(n+ 1)
)2
.
Let us first notice that, if we denote
Kn =
n+1∑
i1=bnαc+2
n+1∑
i2=bnαc+2
min(i1, i2)
n+ 1
l
(
i1
n+ 1
)
l
(
i2
n+ 1
)
and
Tn =
n∑
i=bnαc
i
n
l
(
i
n+ 1
)
then
Hn = nTn − (bnαc+ 1)Gnbnαc+1.
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So that
σ2n ∼n→+∞ α
(Gnbnαc+1 − Tn)2
n2
+
Kn − α(Gnbnαc+1)2
n2
−
−2(Tn − αGnbnαc+1)2
n2
− 2
α(Gnbnαc+1Tn − α(Gnbnαc+1)2)
n2
+
(1− α)(Tn)2
n2
∼
n→+∞
Kn − (Tn)2
n2
.
Let us show that this last quantity converges to σ2 =
∫ 1
α
∫ 1
α
min(x,y)−xy
f(F−1(x))f(F−1(y)) < ∞.
Indeed it is a generalized Rieman sum. First, we show that the function
g : (x, y) 7→ min(x, y)− xy
f(F−1(x))f(F−1(y))
is integrable on ]α, 1[×]α, 1[. Indeed, around 1,
g(x, y) = O
(
min(x, y)− xy
(1− x) 32−l(1− y) 32−l
)
which is integrable on this domain because for β close to 1∫ β
α
∫ β
α
min(x, y)− xy
(1− x) 32−l(1− y) 32−l
dxdy ∼ C(α)β(1− β)2l .
and l > 0 (here again we see that we really need this L > 0).
As we have already seen, the results on Riemann’s sum in dimension 2, give by the
continuity of the function (x, y) 7→ min(x,y)−xy
f(F−1(x))f(F−1(y)) that for all α < β < 1 :
σ2n,β :=
1
n2
bnβc∑
i1=bnαc
bnβc∑
i1=bnαc
min(i1,i2)
n − i1i2n2
f
(
F−1
(
i1
n+1
))
f
(
F−1
(
i2
n+1
)) −→ ∫ β
α
∫ β
α
min(x, y)− xy
f(F−1(x))f(F−1(y))
dxdy.
We have to study the remaining part of the sum to conclude. Let us fix β close to 1
and deal with
r2n,β :=
1
n2
n∑
i1=bnβc
n∑
i1=bnβc
min(i1,i2)
n − i1i2n2
f
(
F−1
(
i1
n+1
))
f
(
F−1
(
i2
n+1
)) .
First of all, let us notice that
r2n,β =
∫ 1
β
∫ 1
β
g
(bnxc
n
,
bnyc
n
)
dxdy.
We want to show that
lim
n→+∞ r
2
n,β =
∫ 1
β
∫ 1
β
g(x, y)dxdy.
Let us first show that, using Lebesgue theorem, we can permute the limit in n and
the double integrale, in this way
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lim
n→+∞ r
2
n,β =
∫ 1
β
∫ 1
β
lim
n→+∞ g
(bnxc
n
,
bnyc
n
)
.
1) Let (x, y) be fixed in [β, 1[×[β, 1[ and n. Then
g
(bnxc
n
,
bnyc
n
)
−→ g(x, y)
by continuity. And g is integrable on [β, 1[×[β, 1[ as we saw before.
2) Let (x, y) be fixed in [β, 1[×[β, 1[ and n. Let us denote xn = bnxcn and yn = bnycn .
By hypothesis
g
(bnxc
n
,
bnyc
n
)
≤ C min(xn, yn)− xnyn
(1− xn) 32−l(1− yn) 32−l
.
By separating the two cases and using monotony we obtain that
g
(bnxc
n
,
bnyc
n
)
≤ Ch(x, y)
where
h : (x, y) 7→ min(x, y)
(1−min(x, y)) 32−l
(
1−max(x, y) 32−l−1
)
is integrable on [β, 1[×[β, 1[.
Then, the Lebesgue theorem allows us to permute integration and limit so that, we
have shown that σ2n −→ σ2and the first assumption of Proposition 6.1 holds.
Let us now deal with the second assumption of Proposotion 6.1 about the maximum
of the αi,n.
For j ≤ bnαc+ 1, we have
αj,n =
(n− bnαc+ 1)Gnbnαc+1 −Hn
n(n+ 1)
.
Using the previous computations, for n large enough we have
(αj,n)
2
nσ2n
∼
n→+∞
(Gnbnαc+1 − T
n
n )
2
Kn − T 2nn2
1
n
,
But the convergence(
Kn − (Tnn ))2
n4
−→
n→+∞
∫ 1
α
∫ 1
α
(min(x, y)− xy)l(x)l(y)dxdy
implies the convergence
(Gnbnαc+1 − T
n
n )
2
n4
−→
n→+∞
∫ 1
α
(1− x)l(x)dx.
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Indeed
∫ 1
α
∫ 1
α
(min(x, y)−xy)l(x)l(y)dxdy =
∫ 1
α
∫ 1
α
(y(1−x))l(x)l(y)dxdy+
∫ 1
α
xl(x)
∫ 1
x
(1−y)l(y)dydx.
So that,
(αj,n)
2
nσ2n
∼
n→+∞
C
n
−→
n→+∞ 0
when n goes to infinity. If j ≥ bnαc+ 2 the same property holds as
αj,n =
(n+ 1)Gnj −Hn −Gnbnαc(bnαc+ 1)
n(n+ 1)
∼
n→+∞
(n+ 1)Gjn − Tn
n2
.
Hence, we may apply Proposition 6.1 and conclude that
√
nQn =⇒ N (O, σ2).
where σ2 =
∫ 1
α
∫ 1
α (min(x, y)− xy)l(x)l(y)dxdy. Finally, just multiply by (1− α)−1 to
get the final result.
Step 4 : Conclusion
The Slutsky lemma allows to conclude using the results of steps 1 and 3.

7. Conclusion
The superquantile was introduced because the usual quantile was not subadditive and
does not give enough information on what was happening in the tail-distribution. This
quantity is interesting because it satisfies the axioms of a coherent measure of risk. In this
paper, we have introduced a new coherent measure of risk with the help of the Bregman
divergence associated to a strictly convex function γ. They are rich tools because of
the diversity of the functions γ that can be chosen according to the problem we study.
We shown throught different examples that a judicious choice for the function γ can
make the Bregman superquantile a more interesting measure of risk than the classical
superquantile (Bregman superquantile can be finite even in infinite mean model, it is
continous in more cases, more robust etc...). Moreover, we have introduced a Monte
Carlo estimator of the Bregman superquantile which is statistically powerful thanks to
the strictly convex (and so settling) function γ.
The theoretical properties obtained in this paper are confirmed on several numerical
test cases. More precisely, geometrical and harmonic superquantiles are more robust
than the classical superquantile. This robustness is particularly important in in finance
and risk assessment studies. For instance, in risk assessment, when dealing with real
data, geometrical and harmonic statistics have been proved to be more relevant than
classical statistics. For example [10] prove the usefulness of the geometrical mean and
variance for the analysis of air quality measurements. As an illustration, we have applied
the geometrical and harmonic superquantiles on real data coming from a radiological
impact code used in the nuclear industry.
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Further studies will try to apply these criteria in probabilistic assessment of physi-
cal components reliability using numerical simulation codes [16]. However, Monte Carlo
estimators are no longer applicable in this context and efficient estimators have to be de-
veloped. Ideas involving response surface technique should be developed (see for example
[8] for quantile estimation and [4] for rare event probability estimation).
Finally those Bregman superquantiles are interesting because they can be linked with
several previous works in economy. There is for example a strong link between capital
allocations and Bregman superquantile. It would be interesting to apply our results on
this economic theory in a future work.
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