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LENSES IN SKEW BROWNIAN FLOW
By Krzysztof Burdzy1 and Haya Kaspi2
University of Washington and Technion Institute
We consider a stochastic flow in which individual particles fol-
low skew Brownian motions, with each one of these processes driven
by the same Brownian motion. One does not have uniqueness for
the solutions of the corresponding stochastic differential equation si-
multaneously for all real initial conditions. Due to this lack of the
simultaneous strong uniqueness for the whole system of stochastic
differential equations, the flow contains lenses, that is, pairs of skew
Brownian motions which start at the same point, bifurcate, and then
coalesce in a finite time. The paper contains qualitative and quanti-
tative (distributional) results on the geometry of the flow and lenses.
1. Introduction and main results. The present paper is a continuation
of [1] and [4] where an investigation of a stochastic flow of skew Brownian
motions driven by a single Brownian motion was initiated. We will study
multiple strong solutions to the stochastic differential equation defining the
skew Brownian motion. For a fixed starting point, the strong solution to
that equation is unique. However, there exist exceptional times (“bifurca-
tion times”) when multiple solutions start. We will call pairs of such solutions
“lenses” and we will study their properties. Our paper is devoted to a de-
tailed study of a model that belongs to a family of processes analyzed in a
series of recent interesting papers by Le Jan and Raimond [9, 10, 11, 12].
We will explain how our model fits into that more general framework at the
end of the Introduction.
A skew Brownian motion is a process that satisfies the stochastic differ-
ential equation
Xt =Bt + βLt,(1.1)
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2 K. BURDZY AND H. KASPI
where Bt is a given Brownian motion, β ∈ [−1,1] is a fixed constant and Lt
is the symmetric local time of Xt at 0, that is,
Lt = lim
ε→0
1
2ε
∫ t
0
1(−ε,ε)(Xs)ds.(1.2)
The existence and uniqueness of a strong solution to (1.1) and (1.2) was
proved by Harrison and Shepp [5]. In the special case of β = 1, the solution
to (1.1) is the reflected Brownian motion. The case β = 0 is trivial. From now
on we will restrict our attention to |β| ∈ (0,1). An alternative way to define
the skew Brownian motion is the following. Consider the case β > 0. Take
a standard Brownian motion B′t and flip every excursion of B
′
t below 0 to
the positive side with probability β, independent of what happens to other
excursions. The resulting process has the same distribution as Xt defined
by (1.1) (see [6] and [18] for more details).
The following is a straightforward generalization of (1.1). Suppose that
{Bt, t ∈ R} is a Brownian motion on the real line, that is, {Bt, t ≥ 0} and
{B−t, t≥ 0} are two independent Brownian motions starting from 0. With
probability 1, for all rational s and x simultaneously, the equations
Xs,xt = x+Bt −Bs + βLs,xt , t≥ s,(1.3)
have unique strong solutions, where
Ls,xt = lim
ε→0
1
2ε
∫ t
s
1(−ε,ε)(X
s,x
u )du.(1.4)
For s,x, t ∈R, t≥ s, let
Xs,x−t = sup
u,y∈Q
u<s
Xu,ys <x
Xu,yt ,(1.5)
Ls,x−t = sup
u,y∈Q
u<s
Xu,ys <x
Lu,yt ,(1.6)
Xs,x+t = inf
u,y∈Q
u<s
Xu,ys >x
Xu,yt ,(1.7)
Ls,x+t = inf
u,y∈Q
u<s
Xu,ys >x
Lu,yt .(1.8)
Proposition 1.1. (i) Xs,x−s = X
s,x+
s = x and X
s,x−
t ≤ Xs,x+t for all
s,x ∈R and t≥ s, a.s.
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(ii) The processes t→Xs,x−t and t→Xs,x+t are Ho¨lder continuous, for
all s,x ∈R, a.s.
(iii) With probability 1, for all s,x ∈ R simultaneously, the pairs of pro-
cesses (Xs,x−
·
,Ls,x−
·
) and (Xs,x+
·
,Ls,x+
·
) satisfy (1.3), and Ls,x−
·
and Ls,x+
·
satisfy (1.4).
For a fixed “typical” ω and a “typical” pair (s,x) ∈ R2, Xs,x−t =Xs,x+t ,
for all t≥ s. This follows easily from the strong uniqueness for a fixed pair
(s,x) and the Fubini theorem. Note that the solutions to (1.3) are consistent
in the sense that if Xs,x−
·
≡Xs,x+
·
and Xu,y−
·
≡Xu,y+
·
for some u < s, and
Xu,y−s = x, then X
u,y−
t =X
s,x−
t for all t≥ s.
This paper is devoted mostly to those (s,x) for which the processes Xs,x−t
and Xs,x+t are not identical. We will later show that even if X
s,x−
t and X
s,x+
t
are not identical, there exists some t1 = t1(s,x) <∞ such that Xs,x−t =
Xs,x+t for t≥ t1.
Definition 1.2. (i) We will say that {(Xs,x−t ,Xs,x+t ), t ∈ [s,u]}, is a
lens with endpoints s and u if s < u, Xs,x−u = X
s,x+
u and X
s,x−
t 6= Xs,x+t
for t ∈ (s,u). If {(Xs,x−t ,Xs,x+t ), t ∈ [s,u]}, is a lens, then s will be called a
bifurcation time.
(ii) We will call a bifurcation time s semi-flat if for some s1 > s, either
Ls,x−t = L
s,x−
s = 0 for all t ∈ [s, s1] or Ls,x+t = Ls,x+s = 0 for all t ∈ [s, s1].
A bifurcation time which is not semi-flat will be called ordinary.
It is easy to see that if {(Xs,x−t ,Xs,x+t ), t ∈ [s,u]}, is a lens, then x= 0.
Hence, we will use the term “bifurcation time s” rather than “bifurcation
point (s,x).” A similar remark applies to the lens endpoint u, that is, for
every lens Xs,x−u =X
s,x+
u = 0.
Theorem 1.3. (i) With probability 1, the family of all lens endpoints,
that is, u ∈ R such that for some s,x ∈ R, u is the endpoint of a lens
{(Xs,x−t ,Xs,x+t ), t ∈ [s,u]}, is infinite and countable.
(ii) There exist uncountably many bifurcation times, a.s.
Part (i) of Theorem 1.3 should be clear in view of the following assertion
which appears in the next section as Lemma 2.3(i). For any rational times
s1 < s2, with probability 1, the range of Q ∋ x→Xs1,xs2 consists of two semi-
infinite “intervals” (−∞, y1] ∩Q and [y2,∞) ∩Q, and a countable set S ⊂
(y1, y2) which does not have accumulation points inside (y1, y2).
Theorem 1.4. (i) If |β| ∈ (13 ,1), then semi-flat bifurcation times exist,
a.s.
(ii) If |β| ∈ (0, 13), then there are no semi-flat bifurcation times, a.s.
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The critical exponent 13 appeared in Corollary 1.5 of [4], which says that
there exist random times t when βL0,0t = sups≤tBs if and only if β >
1
3 .
It would be interesting to find a direct link between that result and The-
orem 1.4 above, for example, via a time reversal argument; so far, we are
unable to provide such a direct link.
The next result is concerned with solutions to (1.3). For a deterministic
function t→Bt, the pair of equations (1.3) and (1.2) have a clear meaning,
not depending on any probabilistic concepts (but that does not mean that
a solution must exist for every deterministic Bt). Hence, for any “fixed”
Brownian paths Bt, we can consider all solutions to (1.3) and (1.2) with a
given initial condition (s,x).
Theorem 1.5. (i) With probability 1, there exist (s,x) ∈R2 where three
distinct solutions to (1.3) start.
(ii) There are no (s,x) where four distinct solutions start.
We believe that “ordinary” bifurcation times are typical and “semi-flat”
bifurcation times are less typical. This informal claim is supported by Theo-
rems 1.3(ii) and 1.4(ii). One can probably formalize the claim by computing
the Hausdorff dimensions of ordinary and semi-flat bifurcation times for
various values of β. We will not do this in the present paper. Instead, we
will focus on a subfamily of bifurcation times and the corresponding lenses
because we can give several fairly explicit formulas in this special case.
We will write Xx−t instead of X
0,x−
t and, similarly, X
x+
t = X
0,x+
t . The
corresponding local times will be denoted Lx−t and L
x+
t . Recall that X
0,x
t ,
x ∈ Q, denotes the family of unique strong solutions to (1.3). For rational
x, we will write Xxt =X
0,x
t and L
x
t = L
0,x
t . We will call a bifurcation time
s anticipated if it corresponds to a lens {(Xs,0−t ,Xs,0+t ), t ∈ [s,u]}, and for
some y ∈R, we have Xy+s = 0 and Xy−s = 0. In other words, an anticipated
bifurcation point may appear only on the trajectory of one of the processes
Xy−t or X
y+
t for some real y. Note that X
0−
t ≡X0+t , a.s., and that for every
x 6= 0, there exists a random t1 > 0 such that Lx−t =Lx+t = 0 for all t ∈ [0, t1].
If s is a bifurcation time, Us will denote the lens {(Xs,0−t ,Xs,0+t ), t ∈ [s,u]},
shifted to 0, that is,
Us = {(Xs,0−s+t ,Xs,0+s+t ), t ∈ [0, u− s)}.
We let Us(t) = ∆, a cemetery state, for t ≥ u− s. Let L̂st = Ls,0−t + Ls,0+t ,
σt = inf{u : L̂su > t}, and Zst = β|Ls,0−σt − Ls,0+σt |. In other words, Zst is the
distance between Xs,0−t and X
s,0+
t on the time scale defined by the local
time clock. Let ℓs = inf{t > 0 :Xs,0−t =Xs,0+t } and ℓsZ = inf{t > 0 :Zst = 0}.
Brownian motion is continuous so Ls,0−t and L
s,0+
t increase on disjoint
intervals for t ∈ (s, ℓs), whose endpoints have no accumulation points inside
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(s, ℓs). This and the definition of Zst show that on some intervals Z
s
t increases
at the rate β and on some other intervals it decreases at the rate β. In
other words, it is a piecewise linear function with the slope β or −β almost
everywhere, on the interval [0, ℓsZ ]. Let J
s
t = 0, if at time σt, X
s,0−
t is at 0,
and Jst = 1, if at time σt, X
s,0+
t is at 0. If β > 0, then J
s
t is the indicator
function of the intervals where Zst is increasing.
Let Qx,y denote the distribution of {(X0,xt ,X0,yt ), t≥ 0} killed at the time
ζ = inf{t > 0 :X0,xt =X0,yt }. Note that ζ <∞, a.s., by the result in [1]. Al-
though we have defined X0,xt and X
0,y
t for rational x and y only, it is clear
that the definition of the distribution Qx,y applies to any real x and y.
The next theorem involves a σ-finite measure Q on C[0,∞)2. We will
now introduce some notation related to this measure. The measure Q is
supported on pairs of trajectories, say, ({Xt, t≥ 0},{X˜t, t≥ 0}). There exists
a process {Bt, t≥ 0} (whose trajectories have Brownian path properties away
from t= 0), and
Xt =Bt + βLt, X˜t =Bt + βL˜t,
where
Lt = lim
ε→0
1
2ε
∫ t
0
1(−ε,ε)(Xs)ds, L˜t = lim
ε→0
1
2ε
∫ t
0
1(−ε,ε)(X˜s)ds.
We write L̂t = Lt + L˜t, σ̂t = inf{s : L̂s > t}, and Zt = β|Lσ̂t − L˜σ̂t |. Hence,
Zt is the distance between the two components of the Q-lens on the time
scale defined by the local time clock. Finally, we let ℓ= inf{t≥ 0 :Xt = X˜t}
and ℓZ = inf{t≥ 0 :Zt = 0}.
Theorem 1.6. (i) Let G denote the set of all anticipated bifurcation
times. With probability 1, all anticipated bifurcation times are times when
the Brownian motion Bt attains its running extremum, that is, if s ∈ G,
then Bs = supt≤sBt or Bs = inft≤sBt. The set G is countable.
(ii) There exists a unique (up to a multiplicative constant) σ-finite mea-
sure Q on C[0,∞)2 which is Markov on every interval (s,∞), s > 0, with the
transition probabilities Qx,y, and such that both paths start from 0, Q-a.e.
We have limy↓0(1/y)Q
−y,0 = cQ, for a constant c. We will normalize Q so
that c= 1 in the last formula.
(iii) Let |C| denote the Lebesgue measure of C ⊂ R. For a suitable nor-
malization of Q, (nonrandom) Borel sets A ⊂ R and bounded continuous
functions f :C[0,∞)2→R,
E
∑
s∈G
1A(Bs)f(Us) =
(
1− β
1 + β
|A∩ (−∞,0]|+ |A∩ (0,∞)|
)∫
f dQ.(1.9)
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(iv) Let B be the collection of pairs (Bs,Us) in R×C[0,∞)2 for all s ∈G.
The point process B is not Poisson.
(v) Let QZ,J be the Q-distribution of the process (Zt, Jt). Assume that
β > 0 and let A be the collection of all pairs (Bs,{(Zst , Jst ), t ∈ [0, ℓsZ ]}), where
s ∈ G. Let D be the space of cadlag functions mapping a finite or infinite
interval [0, ζ] to [0,∞)×{0,1}. Then A is a Poisson point process on R×D
with intensity measure
1(−∞,0](x)dx×
1− β
1 + β
QZ,J + 1(0,∞)(x)dx×QZ,J .
An analogous result holds in the case β < 0, by symmetry.
(vi) For any fixed b > 0, the QZ,J -distributions of {Zt, t ∈ [0, ℓZ ]} and
{ZℓZ−t, t ∈ [0, ℓZ ]}, conditional on {supt≥0Zt = b}, are identical.
(vii) For any fixed b > 0, the Q-distributions of processes {(Xt, X˜t), t ∈
[0, ℓ]} and {(Xℓ−t, X˜ℓ−t), t ∈ [0, ℓ]}, conditional on {supt≥0Zt = b}, are dif-
ferent.
The measure Q is the “distribution” of a lens Us. Theorem 1.6 shows that
the point process of lenses has only some of the properties of the familiar
excursion processes. It is not a Poisson point process, but one can find a
Poisson point structure by restricting attention to a functional of a lens,
namely, (Zst , J
s
t ). The point process of lenses does satisfy a Maisonneuve-
type formula (1.9) (cf. [13]). A similar remark applies to the “lens law” Q.
The lens law Q is not invariant under time-reversal, but the functional Zt
of a lens is invariant under this transformation.
As a byproduct of the proof of Theorem 1.6, we obtain the following
Williams-type decomposition of Zt under Q [see the remark before the proof
of Theorem 1.6(vi) for an alternative presentation]. The process Zt is piece-
wise linear on every closed interval contained in (0, ℓZ). The slope of Zt is
either β or −β, at almost every t. Suppose that β > 0, condition the process
Zt on {supt≥0Zt = b} and let ν be such that Zν = b. For t < ν, the process
Zt changes the slope from β to −β at the rate (1− β)/(2Zt), and from −β
to β at the rate (1 + β)/(2Zt). By Theorem 1.6(vi), the evolution of Zt for
t > ν, may be described using time-reversal. Moreover, {Zt, t ∈ [0, ν]} and
{ZℓZ−t, t ∈ [ν, ℓZ ]} are independent under Q given {supt≥0Zt = b}.
The rest of the paper contains some additional results and the proofs of the
main theorems; it is divided into two more sections. The next section deals
with the definition and properties of the flow and the existence of ordinary
and semi-flat bifurcation times. The last section is devoted to anticipated
bifurcation times and their distributions.
We will now explain how some of our results can be derived from those
of [9, 10, 11, 12], although we will use our own elementary methods in the
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formal proofs to keep our paper self-contained. The semigroup corresponding
to the skew Brownian motion is symmetric. By [9], it is possible to construct
a coalescing flow ϕs,t such that for every function f in the domain of the
generator of skew Brownian motion, for all x and s < t,
f(ϕs,t(x)) = f(x) +
∫ t
s
f ′(ϕs,u(x))dBu +
1
2
∫ t
s
f ′′(ϕs,u(x))du.
This shows that ϕs,t(x) = x+Bt−Bs+βLs,xt , a property analogous to (1.3).
For s= 0, any n≥ 1, and any x1, x2, . . . , xn, one can solve (1.3) simultane-
ously for all initial conditions x1, x2, . . . , xn. One can show that this n-point
motion is Feller and then one can apply a result from [10] to prove that there
exists a unique, up to a modification, coalescing flow solving (1.3). Our pro-
cesses Xs,x−t and X
s,x+
t are cadlag and caglad modifications of the flow,
in the space variable. Lemma 2.2 can be deduced from the flow property.
Lemma 2.5 follows from the fact that the flow is coalescing.
2. Skew Brownian motion flow. We fix some β ∈ (−1,0) ∪ (0,1) in this
section, until stated otherwise.
Recall the notation and definitions from Section 1. The modulus of con-
tinuity δ[a,b](r) of the Brownian path on the interval [a, b] is defined by
δ[a,b](r) = sup{|Bt −Bs| : s, t ∈ [a, b], |s− t| ≤ r}.
Note that r→ δ[a,b](r) is nondecreasing.
Proposition 2.1. With probability 1, for all rational s,x with s ≤ a,
and all u, v ∈ [a, b],
|Xs,xu −Xs,xv | ≤ 2δ[a,b](|u− v|).
Proof. Since rationals are countable, it is enough to prove the propo-
sition for fixed s and x. Let Xs,xt and L
s,x
t be as in (1.3). For any t > 0,
let g(t) = inf{u :Ls,xu = Ls,xt } and d(t) = sup{u :Ls,xu = Ls,xt }. We will ar-
gue that Xs,xg(t) = 0. Suppose otherwise. Then for some ε > 0, X
s,x
t 6= 0 for
all u ∈ (g(t) − ε, g(t) + ε). It follows from (1.2) that Ls,xu = Ls,xg(t) for all
u ∈ (g(t)− ε/2, g(t) + ε/2), and this contradicts the definition of g(t). Simi-
larly, Xs,xd(t) = 0, a.s. We have X
s,x
g(t) = 0 and X
s,x
d(t) = 0 for all rational t simul-
taneously, a.s. Then it is easy to see that, in fact, Xs,xg(t) = 0 and X
s,x
d(t) = 0
for all real t≥ 0 simultaneously, a.s. Consider u, v ∈ [a, b], and assume with-
out loss of generality that u < v. If d(u) ≥ g(v), then |βLs,xu − βLs,xv | = 0.
Otherwise, |d(u)− g(v)| ≤ |u− v| and
|βLs,xu − βLs,xv |= |βLs,xd(u) − βLs,xg(v)|= |Bd(u) −Bg(v)|
≤ δ[a,b](|d(u)− g(v)|)≤ δ[a,b](|u− v|).
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Hence, βLs,xt has the same modulus of continuity as Bt on [a, b], or smaller
one. Since Xs,x
·
is the sum of two functions x + B
·
− Bs and βLs,x· with
the modulus of continuity bounded by δ[a,b](·), its modulus of continuity is
bounded by 2δ[a,b](·).

Since for every α < 12 the Brownian motion is α-Ho¨lder continuous, the
same is true for Xs,xt , for all rational s and x simultaneously.
Lemma 2.2. With probability 1, for all rational s1, s2, x1, x2 simultane-
ously, if s1 ≤ s2, then either Xs1,x1t ≤Xs2,x2t for all t≥ s2 or Xs1,x1t ≥Xs2,x2t
for all t≥ s2.
Proof. The claim is a part of Proposition 1.7 of [4]. 
Proof of Proposition 1.1(i) and (ii). Fix some real s and x and an
arbitrarily small ε > 0. Find γ > 0 so small that δ[s−γ,s](γ) < ε, a rational
u ∈ [s − γ, s], and a rational y ∈ [x − 3ε,x − 2ε]. It follows from Proposi-
tion 2.1 that Xu,ys ∈ (x − 4ε,x). Since ε > 0 is arbitrarily small, it follows
from definition (1.5) that Xs,x−s = x. Similarly, X
s,x+
s = x.
Lemma 2.2 and definitions (1.5) and (1.7) easily imply that a.s. for all
s,x ∈R and t≥ s simultaneously, Xs,x+t ≥Xs,x−t .
It is an elementary fact that if all elements of an arbitrary family of
functions have moduli of continuity bounded by 2δ[a,b](·), then so does the
supremum of the functions in the family. This, definitions (1.5) and (1.7)
and the remark following Proposition 2.1 imply that all processes Xs,x−t and
Xs,x+t are Ho¨lder continuous, for all real s and x simultaneously. 
Lemma 2.3. (i) For any rational times s1 < s2, with probability 1, the
range of Q ∋ x→Xs1,xs2 consists of two semi-infinite “intervals” (−∞, y1]∩Q
and [y2,∞)∩Q, and a countable set S ⊂ (y1, y2) which does not have accu-
mulation points inside (y1, y2). If x ∈Q and Xs1,xs2 /∈ (y1, y2), then Ls1,xs2 = 0.
(ii) Fix any rational times s1 < s2 and let Λ = {Xu,xs1 :u ∈ Q, u ≤ s1, x ∈
Q}. With probability 1, {Xu,xs2 :u ∈ Q, u ≤ s1, x ∈ Q} consists of two semi-
infinite “intervals” (−∞, y1] ∩ Λ and [y2,∞) ∩ Λ, and a countable set S ⊂
(y1, y2) which does not have accumulation points inside (y1, y2). If u,x ∈Q,
u≤ s1, and Xu,xs2 /∈ (y1, y2), then Lu,xs2 −Lu,xs1 = 0.
Proof. (i) Standard arguments can be used to derive (i) from Theo-
rem 1.2 of [4]. (ii) The argument proving (i) does not depend on the as-
sumption that x’s are rational numbers but on the fact that rationals are
countable. Since Λ is countable, the same argument applies. 
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Lemma 2.4. With probability 1, s is not a bifurcation time for any s
which is a local extremum of Bt.
Proof. Consider the stochastic differential equation (1.3) with s = 0,
rational x 6= 0, driven by a three-dimensional Bessel process Bt in place of the
Brownian motion. Recall that the path properties of the three-dimensional
Bessel process are the same as those of the Brownian motion on any fixed
time interval [s1, s2], with 0< s1 < s2 <∞, by the Cameron–Martin–Girsanov
formula ([7], Section 3.5). For every x 6= 0, there exists (random) s3 > 0 such
that Bt 6=−x for all t≤ s3. Hence, we have strong existence and uniqueness
for solutions to (1.3) with s= 0, simultaneously for all rational x 6= 0, driven
by a three-dimensional Bessel process Bt, on every interval [s1, s2]⊂ (0,∞)
and, in fact, on the whole interval [0,∞).
Since the three-dimensional Bessel process is transient, it is easy to see
that P (L0,−1∞ <∞) = p > 0. Hence, P (L0,−1∞ ≤ b) = p1 > 0 for some b <∞.
By scaling, P (L0,−x∞ ≤ xb) = p1 for rational x > 0. Hence, for every ε > 0,
P
( ⋃
x∈Q,x∈(0,ε)
{L0,−x∞ ≤ xb}
)
≥ p1,
and so
P
( ⋂
ε>0
⋃
x∈Q,x∈(0,ε)
{L0,−x∞ ≤ xb}
)
≥ p1.
This and the definition of X0,x−t and L
0,x−
t show that L
0,0−
t = 0 for all t≥ 0
with probability greater than or equal to p1. The event A=
⋃
s>0{L0,0−t =
0, t ∈ [0, s]} belongs to the germ σ-field F0+ and its probability is bounded
below by p1 > 0 so P (A) = 1, by Blumenthal’s 0–1 law. If A occurs, we must
have L0,0−∞ = 0, because the three-dimensional Bessel process never returns
to 0 a.s. This proves that P (L0,0−∞ = 0) = 1 a.s.
Now we go back to solutions of (1.3) driven by a Brownian motion Bt.
Suppose β ≤ 0, consider any rational numbers 0 ≤ r1 < r2 <∞ and let s
denote the unique time when Bt attains its minimum on [r1, r2]. Note that
s < r2 a.s. It is well known that {Bt+s − Bs, t ∈ [0, r2 − s]} has the same
path properties as the three-dimensional Bessel process (this follows, e.g.,
from Williams’ decomposition, see [15], Section VII.4). Hence, Ls,0−t = 0 for
t ∈ [0, r2 − s]. We obviously have Ls,0+t = 0 for t ∈ [0, r2 − s], so s is not
a bifurcation time. It is easy to see that s is not a bifurcation time when
β > 0. Every local minimum of Bt is the global minimum over some interval
[r1, r2] with rational endpoints, so our argument holds for all local minima
simultaneously. The local maxima can be dealt with in an analogous way.

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Proof of Proposition 1.1(iii). Fix arbitrary real s and x. Let s1
be the smallest time greater than or equal to s with the property that
Bs1 =−x+Bs and Bs1 is not a local extremum of Bt. All local extrema of
Bt occur at different levels so there is at most one local extremum s2 ∈ [s, s1)
with the property that Bs2 =−x+Bs.
Consider Xs,x−t and first suppose that L
s,x−
s1 = 0. Then, clearly, X
s,x−
t =
x+Bt −Bs and Ls,x−t satisfy (1.3) on [s, s1]. If there is no s2 as described
above, then obviously Ls,x−t satisfies (1.2) on [s, s1]. Next assume that there
exists a unique extremum s2 ∈ [s, s1) with Bs2 = −x + Bs. By Trotter’s
theorem on the joint continuity of Brownian local time ([8], Section 5.1),
the local time of Bt at the level −x+Bs does not increase between times s
and s1. Hence, again L
s,x−
t satisfies (1.2) on [s, s1].
Next we will keep the assumption that Ls,x−s1 = 0 and consider X
s,x−
t for
t > s1. Fix any rational s3 > s1. Recall that s1 is not a local extremum. Since
Brownian motion does not have points of increase, the range {Bt, t ∈ [s1, s3]}
contains an interval of length ε > 0 centered at Bs1 . It follows from Lemma
2.3 that
{Xu,ys3 :Xu,ys1 ∈ [x+Bs1 −Bs − ε/2, x+Bs1 −Bs + ε/2], u, y ∈Q, u≤ s}
is a finite set. This and the definition of Xs,x−t and L
s,x−
t imply that X
s,x−
t =
Xu,yt and L
s,x−
t = L
u,y
t for some u, y ∈ Q and all t ≥ s3. Hence, Xs,x−t and
Ls,x−t satisfy (1.2) and (1.3) on [s3,∞). Since s3 > s1 is arbitrarily close to s1,
the conditions (1.2) and (1.3) are satisfied on (s1,∞). We will now consider
the case when Ls,x−s1 > 0. It is easy to see that if there is no s2 as defined at
the beginning of the proof, then we must have Ls,x−s1 = 0. Similarly, it is easy
to see that Ls,x−s2 = 0. Moreover, inf{t :Ls,x−t > 0} = s2, because otherwise
Ls,x−t would have been zero on the whole interval [s, s1].
It is easy to see that s2 cannot be a local maximum of Bt. If it is, the
Brownian motion Bt has to stay below −x+Bs for t ∈ [s, s2) in view of the
definition of s2. It follows that for any t1 ∈ (s, s1), there exists z1 < x such
that for z ∈ (z1, x), the Brownian motion Bt does not hit −z + Bs in the
interval [s, t1). This implies that L
s,x−
s1 = 0, a contradiction.
We will now assume that s2 is a local minimum of Bt. If β > 0, the defini-
tion of Xs,x−t implies that it is the sum of x+Bt−Bs and a nondecreasing
process. Hence, it stays above 0 on some interval (s2, t2] with t2 > s2. This
and the definition of Xs,x−t imply that for every t3 ∈ (s2, t2), there exists
z2 < x such that for all u, z ∈ Q with u < s and Xu,zs ∈ (z2, x), the process
Xu,zt stays above 0 on the interval [t3, t2]. Hence, L
u,z
t does not increase on
this interval and so the same can be said about Ls,x−t . Since t3 is arbitrarily
close to s2, we see that L
s,x−
t does not increase on [s2, t2]—this contradicts
the fact that inf{t :Ls,x−t > 0}= s2.
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Let us assume that β < 0. Suppose that for some s4 > s2 and all t ∈ [s2, s4],
we have −βLs,x−t = infu∈[t,s4]Bu−Bs2 . Let s5 be the minimum of Bt on some
interval (s6, s4) with the property that s5 6= s6, s4 and s6 ∈ (s2, s4). Then
−βLs5,X
s,x−
s5
−
t ≥−β(Ls,x−t −Ls,x−s5 ) for t ∈ [s5, s4] and L
s5,X
s,x−
s5
+
s4 = 0. Thus,
s5 is a bifurcation point, but this contradicts Lemma 2.4. We conclude that in
every right neighborhood of s2 there exists t with −βLs,x−t > infu∈[t,s4]Bu−
Bs2 .
Consider s7 > s2, arbitrarily close to s2, and find s8 ∈ (s2, s7) satisfying
−βLs,x−s8 > infu∈[s8,s7]Bu −Bs2 . Let s9 > s8 be the smallest time such that
Bs9 = Bs2 − βLs,x−s8 and s9 is not a local extremum of Bt. Then we can
repeat the argument applied above to s1 and s3 to see that X
s,x−
t =X
u,y
t
and Ls,x−t = L
u,y
t for some u, y ∈Q and all t≥ s10, for every s10 > s9. By the
uniform continuity of all processes L and X [Proposition 1.1(ii)], s9→ s2 as
s7→ s2, so (1.2) and (1.3) hold for Xs,x−t and Ls,x−t on [s2, s1].
The same proof applies to Xs,x+t and L
s,x+
t by symmetry. 
Lemma 2.5. With probability 1, for all s1, s2, x1, x2 ∈R simultaneously,
Xs1,x1−t =X
s1,x1+
t =X
s2,x2−
t =X
s2,x2+
t
for t≥ t1, where t1 <∞ depends on s1, s2, x1, x2.
Proof. Consider any rational s3 <min(s1, s2) and note that, for suf-
ficiently large K <∞ and all rationals x with |x| > K, Ls3,xs1 = Ls3,xs2 = 0.
Choose rational x3 and x4 with the property that X
s3,x3
s1 < x1, X
s3,x3
s2 < x2,
Xs3,x4s1 > x1, and X
s3,x4
s2 > x2. By a theorem from [1], with probability 1,
Xs3,x3t =X
s3,x4
t for t≥ t1, where t1 = t1(s3, x3, x4)<∞. Note that this claim
holds for all rational s3, x3 and x4 simultaneously, a.s. The lemma now fol-
lows from Xs3,x3t1 = X
s3,x4
t1 and the definitions of X
s1,x1−
t ,X
s1,x1+
t ,X
s2,x2−
t
and Xs2,x2+t . 
Lemma 2.6. With probability 1, for all pairs s, s1 ∈R simultaneously, if
s < s1, then the set {x ∈R :Xs,x−s1 6=Xs,x+s1 } is countable.
Proof. This follows easily from Lemma 2.3. 
Lemma 2.7. With probability 1, for any s,x∈R and t1 > s, there exist
s1, x1 ∈Q, such that Xs,x−t =Xs1,x1t for t≥ t1, unless Ls,xt1 = 0, and a similar
statement holds for Xs,x+t .
Proof. This follows from the argument given in the proof of Proposi-
tion 1.1(iii). 
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Suppose s1, s2 ∈Q, s1 < s2, and consider points y1 and y2 in {Xs1,xs2 , x ∈
Q}, such that y1 < y2 and (y1, y2) ∩ {Xs1,xs2 , x ∈ Q} = ∅. Points y1 and y2
with these properties exist by the results of [4] (see Lemma 2.3 above).
The results of [4] show in addition that the sets {x ∈ Q :Xs1,xs2 = y1} and{x ∈Q :Xs1,xs2 = y2} are intervals in Q with a common endpoint z. It follows
easily that y1 =X
s1,z−
s2 < X
s1,z+
s2 = y2. Hence, we see that we cannot have
strong uniqueness of solutions to (1.3) simultaneously for all s,x∈R, and so
bifurcation times exist. Note that for a fixed s1, typically there are many z’s
with Xs1,z−s2 <X
s1,z+
s2 . For all z 6= 0, in this family we have Xs1,z−t =Xs1,z+t
for t ∈ [s1, s3] and some s3 = s3(z)> s1.
Recall that if {(Xs,x−t ,Xs,x+t ), t ∈ [s,u]} is a lens, then x=Xs,x−u =Xs,x+u =
0.
Proof of Theorem 1.3(i). Consider any lens {(Xs,0−t ,Xs,0+t ), t ∈ [s,u]}
and note that by Lemma 2.7, for some s1, s2, x1, x2 ∈Q and u1 ∈ (s,u), we
have Xs,0−t =X
s1,x1
t andX
s,0+
t =X
s2,x2
t for all t ∈ [u1, u]. Hence, (u,Xs1,x1u ) =
(u,0) is a point in space-time where the processes Xs1,x1
·
and Xs2,x2
·
coa-
lesce, for some rational s1, s2, x1, x2 ∈Q. The set of such points is countable.
It is easy to see that it is also infinite. 
Note that in the next two lemmas T1 denotes a bifurcation time.
Lemma 2.8. The following holds with probability 1 for all s, t1, x ∈ R
simultaneously. Suppose that s < t1 and X
s,x−
t1 < X
s,x+
t1 . Let T1 = inf{t ≥
s :Xs,x−t 6=Xs,x+t } and T2 = sup{t≥ s :Ls,x−t ∨Ls,x+t = 0}. Then T1 = T2.
Proof. Clearly, T1 ≥ T2. Suppose that T1 > T2, note that t1 ≥ T1 and
let t2 ∈ (T2, T1). Then, by Lemma 2.7, there exist s1, s2, x1, x2 ∈Q such that
Xs,x−t =X
s1,x1
t and X
s,x+
t =X
s2,x2
t for t≥ t2. By the strong uniqueness of
solutions to (1.3) for rational s and x, Xs,x−t =X
s1,x1
t =X
s2,x2
t =X
s,x+
t for
t≥ t2. This contradicts the assumption that Xs,x−t1 <Xs,x+t1 and so T1 = T2.

Lemma 2.9. With probability 1, the following holds for all s,x ∈ R.
Suppose that Xs,x−t1 < X
s,x+
t1 for some t1 > s and x ∈ R. Let T1 = inf{t ≥
s :Xs,x−t <X
s,x+
t }. If x 6= 0, then T1 > s and T1 is not a semi-flat bifurca-
tion time.
Proof. It is obvious that x 6= 0 implies T1 > s. By Lemma 2.4, the
bifurcation time T1 is not a local extremum of Bt. Let y = Bs − x. Note
that BT1 = y and either Bt > y for all t ∈ [s,T1) or Bt < y for t ∈ [s,T1).
Since Brownian motion does not have points of increase (or decrease) and
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T1 is not a local extremum, it follows that Bt crosses the level y infinitely
often in every interval (T1, T1+ δ), δ > 0. By Lemma 2.8, L
s,x−
T1
= Ls,x+T1 = 0.
Suppose that T1 is a semi-flat bifurcation time. Then for some s1 >T1, either
Ls,x−s1 = 0 or L
s,x+
s1 = 0. Assume without loss of generality that L
s,x−
s1 = 0.
Since the Brownian motion Bt crosses the level y repeatedly between times
T1 and s1, it accumulates some local time at this level (by Trotter and
Ray–Knight theorems, [8], Sections 5.1 and 5.3), and so the process Xs,x−s1
accumulates some local time at 0. This contradicts the assumption that
Ls,x−s1 = 0. 
Proof of Theorem 1.3(ii). Recall that we call a bifurcation time
ordinary if it is not semi-flat. First, we are going to show that if s is an or-
dinary bifurcation time and s1 > s is such that X
s,0−
s1 6= Xs,0+s1 , then for
every ε > 0, there exists an ordinary bifurcation time s2 ∈ (s, s1 ∧ (s +
ε/2)) such that Xs,0−s2 < 0 < X
s,0+
s2 , X
s2,0−
s1 6= Xs2,0+s1 , Ls,0−s+2(s2−s) < L
s,0−
s+ε ,
and Ls,0+s+2(s2−s) <L
s,0+
s+ε . Since s is an ordinary bifurcation time, we can find
s3 ∈ (s, s1 ∧ (s + ε/2)) such that both processes Xs,0−· and Xs,0+· cross 0
in the interval (s3, s1 ∧ (s+ ε/2)). This and Lemma 2.3 imply that the set
{Xt,ys1 , t ≤ s3,Xt,ys3 ∈ [Xs,0−s3 ,Xs,0+s3 ], t, y ∈ Q} is finite; let x1 be the second
largest element of this set and denote x2 =X
s,0+
s1 , that is, the largest ele-
ment of the set. For t < s1, let Γt = inf{y ∈Q :Xt,ys1 =Xs,0+s1 } and note that
Γt is not constantly equal to 0 on any interval (s, s + δ) because s is an
ordinary bifurcation time. Let s4 ∈ (s, s+ (s3 − s)/2) be so close to s that
Xs,x−
·
and Xs,x+
·
cross 0 in the interval (s4, s + (s3 − s)/2), and Γs4 6= 0.
Note that X
s4,Γs4−
s1 ≤ x1 <x2 ≤Xs4,Γs4+s1 and let s2 = inf{t≥ s4 :Xs4,Γs4−t <
X
s4,Γs4+
t }. By Lemma 2.9, s2 is an ordinary bifurcation time. Note that
s2 ≤ s + (s3 − s)/2 ≤ s1 ∧ (s + ε/2) because Xs,0−· and Xs,0+· cross 0 in
the interval (s4, s + (s3 − s)/2). Moreover, Xs2,0−s1 = X
s4,Γs4−
s1 ≤ x1 < x2 ≤
X
s4,Γs4+
s1 =X
s2,0+
s1 . We have L
s,0−
s+2(s2−s)
< Ls,0−s+ε , and L
s,0+
s+2(s2−s)
< Ls,0+s+ε be-
cause Xs,0−
·
and Xs,0+
·
cross 0 in the interval (s3, s1∧ (s+ε/2)). It is easy to
see that Xs,0−s2 ≤ 0≤Xs,0+s2 . The inequalities are, in fact, sharp because on
every interval (s5,∞) with s5 > s, Xs,0−· agrees with some Xu,z· with ratio-
nal u and z, and the last process does not pass through bifurcation points,
a.s., and the same holds for Xs,0+
·
. This completes the proof of our claim.
Recall that s is an ordinary bifurcation time and s1 > s is such that
Xs,0−s1 6=Xs,0+s1 . We will construct a family of ordinary bifurcation times u
with u ∈ [s, ((s+ s1)/2) ∧ s3) in the following inductive way. Start with an
ordinary bifurcation time s0 such that s0 ∈ (s, (s+(s+ s1)/2)∧ s3), Xs,0−s0 <
0 < Xs,0+s0 , X
s0,0−
s1 ≤ x1, Xs0,0+s1 ≥ x2, Ls,0−s+2(s0−s) < L
s,0−
s+1 , and L
s,0+
s+2(s0−s)
<
Ls,0+s+1 . Then find ordinary bifurcation times s00 and s01 such that s0 <
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s00 < s01 < (s+ 2
−1) ∧ s3, Xs0,0−s00 < 0<Xs0,0+s00 , Xs00,0−s1 ≤ x1, Xs00,0+s1 ≥ x2,
Ls0,0−s0+2(s00−s0) <L
s0,0−
s+2−1 , L
s0,0+
s0+2(s00−s0)
<Ls0,0+s+2−1 ,X
s0,0−
s01 < 0<X
s0,0+
s01 ,X
s01,0−
s1 ≤
x1, X
s01,0+
s1 ≥ x2, Ls0,0−s0+2(s01−s0) <L
s0,0−
s+2−1 , and L
s0,0+
s0+2(s01−s0)
<Ls0,0+s+2−1 .
We can find inductively ordinary bifurcation times s0k1k2...kn for all n≥ 2,
with kj = 0,1, with the following properties. Suppose that s0k1k2...kn have
been defined for n ≤m and let δm be the minimum of distances between
distinct elements of {s0k1k2...kn , n ≤ m,kj = 0,1}. Then for any kj = 0,1,
j = 1,2, . . . ,m, find ordinary bifurcation times s0k1k2...km0 and s0k1k2...km1
with
s0k1k2...km < s0k1k2...km0 < s0k1k2...km1
< (s0k1k2...km + (δm/10) ∧ 2−m+1)∧ s3,
X
s0k1k2...km ,0−
s0k1k2...km0
< 0<X
s0k1k2...km ,0+
s0k1k2...km0
,
X
s0k1k2...km0,0−
s1 ≤ x1,
X
s0k1k2...km0,0+
s1 ≥ x2,
vm0 = s0k1k2...km + 2(s0k1k2...km0 − s0k1k2...km),
L
s0k1k2...km ,0−
vm0 < L
s0k1k2...km ,0−
s+2−m ,
L
s0k1k2...km ,0+
vm0 < L
s0k1k2...km ,0+
s+2−m ,
X
s0k1k2...km ,0−
s0k1k2...km1
< 0<X
s0k1k2...km ,0+
s0k1k2...km1
,(2.1)
X
s0k1k2...km1,0−
s1 ≤ x1,
X
s0k1k2...km1,0+
s1 ≥ x2,
vm1 = s0k1k2...km + 2(s0k1k2...km1 − s0k1k2...km),
L
s0k1k2...km ,0−
vm1 < L
s0k1k2...km ,0−
s+2−m ,
L
s0k1k2...km ,0+
vm1 < L
s0k1k2...km ,0+
s+2−m .
It follows from (2.1) that the sequence (s0k1 , s0k1k2 , s0k1k2k3 , . . .) converges
for any choice of 0, k1, k2, k3, . . . The family S of limit points is uncount-
able. We will show that every element of S is a bifurcation time. Fix any
u ∈ S and any u1 ∈ (u, s1). Find 0, k1, k2, k3, . . . such that s0,k1,k2,k3,...,km ↑ u.
By construction, X
s0k1k2...km ,0−
·
≤ Xs0k1k2...kmkm+1 ,0−
·
and X
s0k1k2...km ,0+
·
≥
X
s0k1k2...kmkm+1 ,0+
·
on the interval (s0k1k2...kmkm+1 ,∞). Passing to the limit
and using the fact thatX
s0k1k2...km ,0−
s0k1k2...km0
< 0<X
s0k1k2...km ,0+
s0k1k2...km0
andX
s0k1k2...km ,0−
s0k1k2...km1
<
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0<X
s0k1k2...km ,0+
s0k1k2...km1
, we see that X
s0k1k2...km ,0−
u ≤ 0≤Xs0k1k2...km ,0+u . For suffi-
ciently large m, we have L
s0k1k2...km ,0−
u <L
s0k1k2...km ,0−
u1 and L
s0k1k2...km ,0+
u <
L
s0k1k2...km ,0+
u1 . This implies that L
u,0+
·
and Lu,0−
·
increase on the interval
(u,u1). Hence, for every u2 >u, X
u,0+
·
agrees with some Xv,x
·
with rational
v and x on the interval (u2,∞), and the same remark applies to Xu,0−· .
Since Xv,x
·
does not pass through any bifurcation points, either u is a bi-
furcation time or Xu,0−t =X
u,0+
t for all t≥ u. Our construction implies that
Xu,0−s1 ≤ x1 < x2 ≤Xu,0+s1 so u must be a bifurcation time. 
We will use excursion theory in the next proof and the proof of The-
orem 1.6. Various accounts of excursion theory may be found in [2, 15],
Chapter XII, and [16], Chapter 8. Some of the most relevant material is
contained in [13]. We will use Proposition 4.1 and Theorem 5.1 of [3].
Proof of Theorem 1.4. (i) We will use the method of Watanabe [19].
First we will construct a family of “excursions” whose starting points are
semi-flat bifurcation points. Then we will assemble these excursion into a
Brownian motion, as in [19].
Assume without loss of generality that β ∈ (−1,−13) and fix a largeK <∞
whose value will be specified later. Let B˜1t , B˜
2
t , . . . be independent Brownian
motions starting from 0 and let Bkt = B˜
k
t − β2−k . Define processes Xkt by
equations analogous to (1.3) and (1.2):
Xkt =B
k
t + βL
k
t , t≥ 0,
Lkt = 2
−k + lim
ε→0
1
2ε
∫ t
0
1(−ε,ε)(X
k
s )ds.
Let
T1 = inf{t > 0 :B1t = 0 or X1t ≥−KβL1t},
Tk = inf{t > 0 :Bkt = 0 or Lkt = 2−k+1 or Xkt ≥−KβLkt }, k ≥ 2,
Sk,n = Tk + Tk−1+ · · ·+ Tn+1, n= 0,1, . . . , k− 1,
Y kt =

Xkt , for t ∈ [0, Tk);
Xnt−Sk,n , for t ∈ [Sk,n, Sk,n−1), 1≤ n≤ k− 1,
if BmTm > 0 and X
m
Tm
<−KβLmTm for all m<n;
0, for t ∈ [Sk,n, Sk,n−1), 1≤ n≤ k− 1,
if BmTm = 0 or X
m
Tm =−KβLmTm for some m<n;
0, for t≥ Sk,0,
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Akt =

Bkt , for t ∈ [0, Tk);
Bnt−Sk,n , for t ∈ [Sk,n, Sk,n−1), 1≤ n≤ k− 1,
if BmTm > 0 and X
m
Tm
<−KβLmTm for all m<n;
0, for t ∈ [Sk,n, Sk,n−1), 1≤ n≤ k− 1,
if BmTm = 0 or X
m
Tm
=−KβLmTm for some m<n;
0, for t≥ Sk,0.
In other words, Y kt is a process assembled from X
k
t ,X
k−1
t , . . . ,X
1
t and A
k
t
is a Brownian motion assembled from Bkt ,B
k−1
t , . . . ,B
1
t . The processes Y
k
t
and Akt are sent to 0 at the time
Sk = inf{t > 0 :Akt = 0 or Y kt ≥−KβL̂kt },
where
L̂kt = 2
−k + lim
ε→0
1
2ε
∫ t
0
1(−ε,ε)(Y
k
s )ds.
It is elementary to check that the processes Y kt and A
k
t satisfy the equation
analogous to that for Xkt and B
k
t :
Y kt =A
k
t + βL̂
k
t , 0≤ t≤ Sk.
Let Qk denote the distribution of Akt and let α=
β−1
2β − 1+β2Kβ . We will argue
that limk→∞ 2
αkQk exists and defines an excursion law H for Brownian
motion.
Let Uk = inf{t > 0 : L̂kt ≥ 2−k+1}. The event {Uk < Sk} is the same as
the first excursion of Y kt above 0 of height greater than −KβL̂kt and the
first excursion of Y kt below 0 which reaches the level βL̂
k
t occuring after
L̂kt increases by 2
−k. According to the excursion theory, on the time scale
corresponding to the local time L̂kt , the point process of arrivals of excursions
of Y kt above 0 with height greater than −KβL̂kt is a Poisson point process
with the variable intensity, equal to f1(s) =−(1 + β)/(2Kβ(s+ 2−k)). The
intensity for the analogous point process of arrivals of excursions of Y kt
below 0 which hit βL̂kt is equal to f2(s) = −(1− β)/(2β(s + 2−k)). Hence,
the probability that none of these excursions occurs before L̂kt increases by
2−k is equal to
exp
(
−
∫ 2−k
0
( −(1 + β)
2Kβ(s+2−k)
+
β − 1
2β(s+2−k)
)
ds
)
.
Elementary calculations show that this is equal to 2−α. Let Unk = inf{t >
0 : L̂kt ≥ 2−n} for n < k. By induction and the strong Markov property,
P (Unk <Sk) = 2
−(k−n)α.(2.2)
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It follows that for every fixed n and all k > n, the measures 2αkQk give
the same mass to paths of Y kt in the set {Unk < Sk}. It is clear from the
construction of processes Y kt that for a fixed n, the conditional distribution
Fnk of U
n
k given {Unk < Sk} is nondecreasing in k, that is, the distribution
Fnk+1 is stochastically larger than F
n
k . If we show that the expectations of
Fnk are uniformly bounded in k, that will prove that the distributions F
n
k
converge as k→∞.
Let c1 be the expected lifetime of a Brownian excursion above 0 condi-
tioned on not hitting level 1. It is well known that c1 <∞. By scaling, the
expectation of excursion lifetime conditioned on not hitting level a is equal
to c1a
2. For k > n, the expectation of Fnk is equal to∫ 2−n
2−k
(
1 + β
2
c1(Kβs)
2 +
1− β
2
c1(βs)
2
)
ds≤ c22−3n,(2.3)
so Fnk ’s converge as k→∞. This and the strong Markov property applied
at Unk imply that the distributions of {Y kt , t ≥ Unk } under 2αkQk converge
as k→∞. Since {Akt ,0 ≤ t ≤ s} is a function of {Y kt ,0 ≤ t ≤ s}, we have
similar convergence for distributions of Akt ’s. The integer n is arbitrary, so
we conclude that H = limk→∞ 2
αkQk exists.
It is clear from the definition that H is a σ-finite measure which is the
“distribution” of a process {At,0≤ t≤ S} satisfying
Yt =At + βL̂t, 0≤ t≤ S,
L̂t = lim
ε→0
1
2ε
∫ t
0
1(−ε,ε)(Ys)ds,(2.4)
S = inf{t > 0 :At = 0 or Yt ≥−KβL̂t},
and such that for every s > 0, the distribution of {At, t ∈ [s,S]} given {S > s}
is a Brownian motion stopped at S.
By (2.3), the H-expectation of S ∧ inf{t > 0 : L̂t = 1} is bounded by∑
n≥0 c2 × 2−3n2nα <∞, assuming α < 3. Since the H-measure of {inf{t >
0 : L̂t = 1}< S} is finite, the H-measure of {S > s} is finite for every s > 0.
It follows from the definition of H and (2.2) that the H-measure of L̂-
paths hitting level 2−n is equal to 2nα. This and the easy fact that H has
the same space-time scaling properties as the Brownian motion imply that
H(S > s) = c3s
−α/2. Hence, the H-expectation of S on the set {S < 1} is
finite if α < 2. Recall that β ∈ (−1,−13) and note that we can choose K so
large that α< 2.
Now generate a Poisson point process of excursions on the product of
[0,∞) and the space of stopped continuous paths with intensity given by the
product of the Lebesgue measure and H . The excursions can be assembled
into a Brownian path, as in [19], because the H-expectation of S on the
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set {S < 1} is finite. The starting points of constituent excursions in this
Brownian path are semi-flat bifurcation points—this follows from (2.4) and
the fact that S > 0 for H-almost every path.
(ii) This part of the proof is based on a classical covering argument.
Suppose without loss of generality that β ∈ (−1/3,0) and let γ = (β −
1)/(2β). Then γ > 2. Let S = inf{t > 0 :L0,0t = 1} and Tε = inf{t > 0 :Bt =
−ε}, for ε > 0. The event {S < Tε} is the same as that the first excursion of
X0,0
·
below 0, starting at a time s, which hits the level −ε+βL0,0s occurring
after time S. We calculate the probability of this event using excursion
theory, as in part (i) of the proof,
P (S < T ) = exp
(
−
∫ 1
0
1− β
2(ε− βs) ds
)
= (1− β/ε)(1−β)/2β ≤ c1εγ .(2.5)
Let Ss,ε = inf{t > 0 :Ls,−εt = 1} and Ts,ε = inf{t > 0 :Xs,εt = 0}, for ε > 0.
Note that Ts,ε = inf{t > 0 :Bt −Bs =−ε}. By the strong Markov property
applied at inf{t > 0 :Xs,−εt = 0}, (2.5), scaling and shift invariance of Brow-
nian motion, we have
P (Ss,ε < Ts,ε)≤ c2εγ .(2.6)
Fix some n> 1 and α ∈ (2, γ), let ε= 1/n and sk = k/n, for k = 0,1, . . . , n.
Let Ak be the event that there exists a semi-flat bifurcation time u ∈
[sk−1, sk] with the following properties:X
u,0+
sk
,Xu,0−sk ∈ [−ε1/α, ε1/α] and inf{t >
0 :Lu,0−t = 1} < inf{t > 0 :Xu,0+t = 0}. Then Lemma 2.2 easily implies that
on Ak, Ssk,ε1/α <Tsk,ε1/α . By (2.6), P (Ak)≤ c2εγ/α and
P
( ⋃
1≤k≤n
Ak
)
≤ c2εγ/α−1.(2.7)
The following standard estimate for Brownian motion,
P
(
sup
t∈[sk−1,sk]
|Bt −Bsk−1 | ≥ ε1/α
)
≤ c3ε1/α−1/2 exp(−12ε2/α−1),(2.8)
applies also to all skew Brownian motions driven by Bt because of Proposi-
tion 2.1. Hence, if Ck denotes the event that there exists a semi-flat bifur-
cation time u ∈ [sk−1, sk] with inf{t > 0 :Lu,0−t = 1}< inf{t > 0 :Xu,0+t = 0},
then (2.7) and (2.8) yield
P
( ⋃
1≤k≤n
Ck
)
≤ c2εγ/α−1 + ε−1c3ε1/α−1/2 exp(−12ε2/α−1).
This goes to 0 as ε→ 0 so there are no semi-flat bifurcation times u ∈ [0,1]
with inf{t > 0 :Lu,0−t = 1} < inf{t > 0 :Xu,0+t = 0}. An analogous argument
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shows that for any integer m> 1, there are no semi-flat bifurcation times u ∈
[0,m] with inf{t > 0 :Lu,0−t = 1/m}< inf{t > 0 :Xu,0+t = 0}. Hence, there are
no semi-flat bifurcation times if |β|< 13 . 
Proof of Theorem 1.5(i). Note that the distribution of L0,0t does
not depend on β. Since for β = 0 this is the usual Brownian local time, L0,01
has a continuous density, for any β. An easy argument based on the strong
Markov property and scaling shows that for any x, the random variable
x+βL0,x1 has a continuous density on (x,∞). This clearly implies that with
probability 1, for all rational x simultaneously, x + βL0,x1 6= 0. Hence, by
Theorem 1.2 of [4], infx∈Q |x+ βL0,x1 | > 0, a.s. Let ρt = infx∈Q |x+ βL0,xt |.
By scaling, for t > 0, the distribution of ρt is the same as that of
√
tρ1, and it
is also the same as the distribution of infx∈Q |x+ βL1−t,x1 |. Hence, for every
a, p > 0, P (infx∈Q |x+ βL1−t,x1 | < a) < p, for sufficiently large t. Note that
the random set {x+βLt,x1 :x∈Q} is increasing in t. It follows that for every
a, p > 0, and sufficiently large t,
P
(
inf
x∈Q
inf
u>t
|x+ βL1−u,x1 |< a
)
< p.(2.9)
Let Γ = {X0,x1 :x ∈Q}, y1 =X0,01 , y2 = inf{y ∈ Γ :y > y1} and y3 = sup{y ∈
Γ :y < y1}. It follows from Theorem 1.2 of [4] that y1 is an isolated point in Γ,
so y3 < y1 < y2, a.s. Let Λt = {x ∈Q :Xt,x1 = y1} and s0 = inf{t :Λt 6=∅}. We
will prove that s0 >−∞ and then we will show that three distinct solutions
to (1.3) start at (s0,0).
Suppose that s0 =−∞ with positive probability. Find a, p1 > 0 such that
P (|y1|< a/2, s0 =−∞)> p1. According to (2.9), we can find t > 0 so large
that
P
(
inf
x∈Q
inf
u>t
|x+ βL1−u,x1 |< a
)
< p1/2.
Find t1 > t such that with probability greater than 1 − p1/4, there exists
t2 ∈ (t, t1), such that B1−t2 =B1. ThenX1−t2,x1 = x+βL1−t2,x1 for all rational
x, and, hence, s0 ≥ t2 > t1. We see that P (s0 < t1) < p1/2 + p1/4, which
contradicts the assumption that P (|y1|< a/2, s0 =−∞)> p1. It follows that
P (s0 >−∞) = 1.
Let λ−t = inf Λt, λ
+
t = supΛt, γ
− = lim inft↓s0 λ
−
t , and γ
+ = limsupt↓s0 λ
+
t .
We will first prove that γ− = γ+. Suppose that γ+ − γ− = b > 0 and find
s1 < s0 and s2 > s0 so close to s0 that supt,u∈[s1,s2] |Bt −Bu|< b/16. Then
supx∈Q |x−Xs1,xs2 |< b/8 and λ−s2 ≤ γ−+b/8< γ+−b/8≤ λ+s2 , by Proposition
2.1. Hence, λ+s2 − λ−s2 ≥ 3b/4 and it follows that for some x ∈ Q, Xs1,xs2 ∈
(λ−s2 , λ
+
s2). This implies that x ∈ Λs1 , so Λs1 6=∅ and inf{t :Λt 6=∅} ≤ s1 < s0,
a contradiction.
20 K. BURDZY AND H. KASPI
Note that we must have Xs0,0−1 ≤ y3 and Xs0,0+1 ≥ y2. Consider any
xn ∈ Λs0+1/n. For any fixed s3 > s0, and n so large that s0 + 1/n < s3,
the processes {Xs0+1/n,xnt , t ∈ [s3,1]} are equicontinuous by Proposition 2.1.
This implies that a subsequence converges on [s3,1]. Since this holds for any
s3 > s0, the diagonal argument can be applied to show that a subsequence
of {Xs0+1/n,xnt , t ∈ [s0,1]} converges to some function {Yt, t ∈ [s0,1]}. One
can show that this process solves (1.3) just like in the proof of Proposition
1.1(iii). The three solutions of (1.3) starting from (s0,0), X
s0,0−
t , Yt and
Xs0,0+t are distinct because X
s0,0−
1 ≤ y3 < y1 = Y1 < y2 ≤Xs0,0+1 . 
3. The lens law Q and anticipated bifurcation times. We will prove var-
ious parts of Theorem 1.6 in different order than stated in the theorem. We
will start with the construction and analysis of the “lens law” Q. Our first
result is a set of explicit formulas we will need in our arguments.
We recall the definition of Qx,y. Suppose x, y ∈ R, x < y. Then Qx,y de-
notes the distribution of {(X0,xt ,X0,yt ), t≥ 0} killed at the time ζ = inf{t >
0 :X0,xt = X
0,y
t }. Let L̂t = L0,xt + L0,yt , σt = inf{s : L̂s > t}, and Zt = |x +
βL0,xσt − y−βL0,yσt |. In other words, Zt is the distance between X0,xt and X0,yt
on the time scale defined by the local time clock. Let ℓ= inf{t≥ 0 :X0,xt =
X0,yt } and ℓZ = inf{t≥ 0 :Zt = 0}. Note that the initial values of X0,xt and
X0,yt (i.e., x and y) are not reflected in the notation for Zt—this is because
we will be mostly concerned with the transition probabilities of Zt. Recall
that Zt is a piecewise linear function with the slope β or −β almost every-
where, on the interval [0, ℓZ ]. We have defined Jt to be equal to 0, if at time
σt, X
0,x
t is at 0, and Jt = 1, if at time σt, X
0,y
t is at 0. If β > 0, then Jt is
the indicator function of the intervals where Zt is increasing.
Proposition 3.1. (i) The process (Zt, Jt) is Markov with the generator
Af(z,1) = β
∂
∂z
f(z,1)− 1 + β
2z
f(z,1) +
1+ β
2z
f(z,0),
Af(z,0) =−β ∂
∂z
f(z,0)− 1− β
2z
f(z,0) +
1− β
2z
f(z,1).
(ii) The potential density u((x, j), (z, k)) of (Zt, Jt) (i.e., the density of
the expectation of the occupation measure) is given by
u((x,0), (z,0)) =

1 + β
2β2
, z ≤ x,
1− β
2β2
x
z
, z > x,
(3.1)
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u((x,0), (z,1)) =

1− β
2β2
, z ≤ x,
1− β
2β2
x
z
, z > x,
(3.2)
u((x,1), (z,0)) =

1 + β
2β2
, z ≤ x,
1 + β
2β2
x
z
, z > x,
(3.3)
u((x,1), (z,1)) =

1− β
2β2
, z ≤ x,
1 + β
2β2
x
z
, z > x.
(3.4)
Proof. (i) The claim that (Zt, Jt) is a Markov process follows easily
from the classical Itoˆ excursion theory so we will only outline the evolution of
this process and its relationship with {(X0,xt ,X0,yt , ), t≥ 0}. Suppose J0 = 0.
As long as Jt = 0, only X
0,x
t visits 0. The excursions of X
0,x
t below 0 occur
at the rate (1−β)/2 and the excursions above 0 occur at the rate (1+β)/2,
on the local time scale, that is, on the same time scale as for the process
Zt. When an excursion on the negative side occurs, with the absolute height
exceeding Zt, then Jt jumps from 0 to 1 and the analogous process starts:
as long as Jt = 1, only X
0,y
t visits 0. The excursions of X
0,y
t below 0 occur at
the rate (1−β)/2 and the excursions above 0 occur at the rate (1+β)/2, on
the local time scale. When an excursion on the positive side occurs, with the
height exceeding Zt, then Jt jumps from 1 to 0. The excursions of X
0,x
t and
X0,yt are generated according to the same excursion law as for the standard
Brownian motion, only their rates are different.
Suppose that J0 = 0. The “probability” that a Brownian excursion has
an absolute height greater than x is 1/x, according to the usual excursion
law. It follows from the above that the arrival time of the first negative
excursion ofX0,xt , with the absolute height exceeding Zt, has the distribution
of the first jump arrival time in the Poisson process with variable intensity
(1 − β)/(2Zt), on the local time scale. This is the same as the jump rate
for Jt from 0 to 1. Similarly, the jump rate for Jt from 1 to 0 is the same
as the rate of arrival of the first jump in the Poisson process with variable
intensity (1 + β)/(2Zt). The formula for the generator follows directly from
our description of the (Zt, Jt) evolution.
(ii) It is elementary to check that the function
h(z,1) = z, h(z,0) =
1− β
1 + β
z,
is harmonic for the semigroup of (Zt, Jt), using the explicit formulas for the
generator given in part (i).
22 K. BURDZY AND H. KASPI
For v > 0, let Tv = inf{t :Zt ≥ v}. We will show that
Pz,0(Tv <∞) =

z
v
1− β
1 + β
, v > z,
1, v ≤ z,
(3.5)
Pz,1(Tv <∞) =
{ z
v
, v > z,
1, v ≤ z.
(3.6)
Since h is positive, it follows that Nt = h(Zt, Jt) is a positive martingale.
By the main result in [1], Zt→ 0, a.s., as t→∞, so Nt→ 0, a.s., as t→∞.
By the optional stopping theorem applied to Nt at time Tv ∧ t, we get, for
v > z,
1− β
1 + β
z =Ez,0(NTv∧t) = vPz,0(Tv ≤ t) +Ez,0(Nt1{Tv>t}).
Note that 0<Nt1{Tv>t} ≤ v1{Tv>t} and Nt1{Tv>t}→ 0 as t→∞. It follows
from the dominated convergence theorem that for v > z, 1−β1+β z = vPz,0(Tv <
∞). For v ≤ z, Tv = 0, P0,z-a.s., and this completes the proof of (3.5). We
obtain (3.6) in the same manner from
z =Ez,1(NTv∧t) = vPz,1(Tv ≤ t) +Ez,1(Nt1{Tv>t}).
Suppose that (Z0, J0) = (x,0) and let S be the time of the first jump of
Jt to 1. It follows easily from our description of the evolution of (Zt, Jt) in
part (i) of the proof (see also [1]) that
P (ZS/Z0 < z) = z
(1−β)/(2β), 0≤ z ≤ 1.
Hence, the density of ZS/Z0 is
1−β
2β z
(1−3β)/(2β) for z ∈ (0,1). By the strong
Markov property applied at S and (3.6), the probability that (Z0, J0) will
return to its starting point, that is, (x,0), is equal to∫ 1
0
1− β
2β
z(1−3β)/(2β) · z dz = 1− β
1 + β
.
Hence, the expected number of returns to (x,0) (including the starting time)
is (
1− 1− β
1 + β
)−1
=
1+ β
2β
.
Since the slope of Zt is β, the density of the expectation of the occupation
measure at (x,0) is equal to (1+β)/(2β2), as claimed in (3.1). Note that this
number does not depend on x, so by the strong Markov property applied
at the first hitting time of z < x, the same formula holds for all z ≤ x, as
stated in (3.1).
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If z > x, the probability that Zt will ever hit z is equal to (x/z) · (1 −
β)/(1+β), by (3.5). This combined with the strong Markov property at the
hitting time of z and the first part of (3.1) yields the second part of (3.1).
Formula (3.2) can be obtained from (3.1) by noting that for z > x, the
number of visits to (z,1) is the same as the number of visits to (z,0), a.s.
For z < x, the number of visits to (z,1) is one less than the number of visits
to (z,0).
The other two formulas can be obtained in a very similar manner so the
rest of the proof is left to the reader. 
We will give two constructions of Q. The first one, presented as a formal
proof of Theorem 1.6(ii), is based on an explicit representation of Q in
terms of h-processes. This construction is followed by a remark containing
the second construction, based on Maisonneuve’s ideas [13]. The second
construction is shorter and has a more abstract character.
Proof of Theorem 1.6. (i) The first assertion is a special case of
Lemma 2.8. It is easy to deduce that G is countable from Lemma 2.3(i).
(ii) Recall that the function h given by h(z,1) = z, h(z,0) = z(1−β)/(1+
β), is harmonic for (Zt, Jt). Let (Z
h
t , J
h
t ) be the Doob h-transform of (Zt, Jt).
The potential density uh for (Zht , J
h
t ) is given by
uh((x, j), (y, k)) =
h(y, k)u((x, j), (y, k))
h(x, j)
.
By Proposition 3.1(ii) , for y > x, we have uh((x, j), (y, k)) = c(j, k), where
c(j, k) depends only on β.
Let (Z
(0,1)
t , J
(0,1)
t ) denote the process (Zt, Jt) killed when Zt escapes from
(0,1), and let (Z
(0,1),h
t , J
(0,1),h
t ) stand for the process (Z
(0,1)
t , J
(0,1)
t ) trans-
formed by h. If the process (Zt, Jt) starts from (x, j) with x < 1 and if
Zt leaves (0,1) through 1 at time s, then, necessarily, Js = 1. Recall that
h(1,1) = 1 and limsupz→0 supj h(z, j) = 0. This implies that (Z
(0,1),h
t , J
(0,1),h
t )
is the same as the process (Zt, Jt) conditioned by the event that Zt hits 1
before 0.
Let u(0,1) be the potential density for (Z
(0,1)
t , J
(0,1)
t ) and let u
(0,1),h have
the similar meaning for (Z
(0,1),h
t , J
(0,1),h
t ). We obviously have u
(0,1) ≤ u and
so u(0,1),h ≤ uh. We have shown that uh is bounded by a constant, so the
same applies to u(0,1),h. It follows that
sup
x∈(0,1)
∑
k=0,1
∫ 1
0
u(0,1),h((x, j), (y, k)) dy <∞.
This shows that the point (0, ·) is an entrance point for (Z(0,1),ht , J (0,1),ht ) [it
makes no sense to specify Jh0 when Z
h
t starts from 0 because it is clear that
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Jht will have infinitely many jumps on every interval (0, ε), ε > 0]. For any
a > 0, we can construct in a similar way a process (Z
(0,a),h
t , J
(0,a),h
t ) starting
from (0, ·) and representing (Zt, Jt) conditioned by the event that Zt hits a
before 0.
On some measurable space define probability measures Q̂k with disjoint
supports, such that Q̂k is the distribution of the process (Z
k
t , J
k
t ) with the fol-
lowing properties. For an appropriate random variable Tk ∈ (0,∞), the pro-
cess {(Zkt , Jkt ), t ∈ [0, Tk]} has the distribution of (Z(0,2
−k),h
t , J
(0,2−k),h
t ) start-
ing from (0, ·). For k ≥ 1, the process {(Zkt , Jkt ), t≥ Tk} starts from (2−k,1),
has the transition probabilities of (Zt, Jt) conditioned not to hit (2
−k+1,1),
and is independent of {(Zkt , Jkt ), t ∈ [0, Tk]}. We do not have the conditioning
in the case k = 0, that is, {(Z0t , J0t ), t≥ T0} starts from (1,1), has the transi-
tion probabilities of (Zt, Jt), and is independent of {(Z0t , J0t ), t ∈ [0, T0]}. Let
Q̂=
∑
k≥0 2
kQ̂k. The weights for Q̂k’s in the sum have been chosen according
to (3.6), so that under Q̂, the process (ZQt , J
Q
t ) has the same transition prob-
abilities as (Zt, Jt) on (s,∞) for any s > 0. We add excursions to (ZQt , JQt ),
in the same manner as described in part (i) of the proof of Proposition 3.1,
to obtain a process {(XQ−t ,XQ+t ), t ≥ 0} with the transition probabilities
Qx,y on every interval (s,∞), s > 0. Its distribution will be denoted Q.
Next we will argue that Q is the unique measure (“lens law”) with the
transition probabilities Qx,y. Note that given the distribution of (ZQt , J
Q
t ),
an argument, as in part (i) of the proof of Proposition 3.1, shows that the
distribution of {(XQ−t ,XQ+t ), t ≥ 0} is uniquely defined because under Q,
the last process has transition probabilities Qx,y on (s,∞) for every s > 0.
Let TQa = inf{t :ZQt ≥ a}. The distribution of {(ZQt , JQt ), t≥ TQa } is uniquely
defined (up to a multiplicative constant) because under Q, the transition
probabilities for this process are the same as for (Zt, Jt). The distribution
of {(ZQt , JQt ), t ∈ [0, TQa ]} under Q, conditioned by {TQa <∞}, is that of
(Z
(0,a),h
t , J
(0,a),h
t ) starting from (0, · ). This concludes the proof of uniqueness
for Q.
It is clear from the construction of Q̂ and (3.5) that limy↓0(1/y)Q
−y,0 = cQ
for some constant c. Recall that we have chosen our normalization of Q so
that
lim
y↓0
(1/y)Q−y,0 =Q.(3.7)
In view of (3.5) and (3.6),
lim
y↓0
(1/y)Q0,y =
1− β
1 + β
Q.(3.8)
(iii) We will only outline the proof of (1.9) because the formula does not
require any independence of the lenses and so it is not very deep. Assume
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without loss of generality that β > 0. It is enough to prove the formula
for sets A of the form (a, b), with b < 0 or a > 0. Suppose that a > 0 and
fix some ε > 0. Let T1 be the infimum of times t such that for some lens
Us1 with s1 ∈ G and Bs1 ∈ (a, b), we have Ls1,0+t ≥ Ls1,0−t + ε. Note that
T1 is a stopping time. Clearly, {Us1(t), t≥ T1 − s1} has the same transition
probabilities as Q and its value at time T1 − s1 is (−ε,0). Similarly, let Tk
be the infimum of times t > Tk−1 such that for some lens Usk with sk ∈ G
and Bs1 ∈ (a, b), we have Lsk,0+t ≥ Lsk,0−t + ε. We see that Tk is a stopping
time and {Usk(t), t ≥ Tk − sk} has the same transition probabilities as Q.
Summing over all k and using (3.7), we obtain (1.9) for functions f which
depend only on the post-T process, where T is the infimum of times such
that Zt = ε. The general result is obtained by letting ε→ 0.
The case b < 0 requires an application of (3.8) instead of (3.7) because if we
follow an analogous argument, we have Us1(T1−s1) = (0, ε) and not Us1(T1−
s1) = (−ε,0). This explains the factor 1−β1+β on the left-hand side of (1.9).

Remark 3.1. We will now sketch an alternative construction of the
lens law Q. We need the usual general Markov process setup, with some
probability space (Ω,F , P ), filtration {Ft} and shift operators θt on Ω that
act on the Brownian motion Bt as usual, that is, Bs(θt) = Bs+t −Bt, and
on Xxt in the following manner: X
x
s (θt) =X
Xxt
s (θt). Consider the increasing
process
At =
∑
s∈G
s≤t
∫ L(θs)
0
e−u 12 (e
−|ℓ¯(u)| − e−|u¯(u)|)du,
where L is the length (in time units) of the lens, ℓ¯(u) is its lower limit at
time u and u¯(u) is its upper limit. Since
∫∞
t=0 e
−t 1
2
∫∞
−∞ e
−|x| dxdt = 1, and
in the half-plane R+ ×R, lenses do not intersect each other (although they
may touch), we see that
∫∞
0 e
−t dAt ≤ 1. It can be easily verified that At+s =
At+As ◦ θt. Thus, (At) is a raw additive functional of Ft, and since no (Ft)
stopping time passes through its jumps, its dual predictable projection(A˜t)
is a continuous additive functional of (Ft), which we shall call the lens local
time. The functional x→Xx
·
is monotone, in the usual sense of inequality
between functions. The family of such functionals is “good” so arguing as
in [13], we can prove that there exists a kernel QX· such that, for every
(Ft)-predictable V and F -measurable f ,
E
∑
s∈G
Vsf ◦ θs =E
∫ ∞
0
VsQ
Xs(·)(f)dA˜s.
Note further that the evolution of a lens (its width, the position of its upper
and lower parts during times between its formation and its coalescence, etc.)
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is independent of the value of the function X·s at time s when the lens starts.
It only depends on the Brownian motion (Bt ◦ θs)t≥0 and the fact that at
time s, Xxs = 0 for some x, and for a sequence xn increasing in n, with
Xxns < 0 for all n, X
xn
s increases to 0 as n→∞. All points s ∈G satisfy this
condition and, therefore, A˜ does not charge points for which X·s does not
satisfy this condition. In particular,
∫ L(θs)
0 e
−u 1
2(e
−|ℓ¯(u)|− e−u¯(u))du depends
only on (Bt ◦ θs)t≥0. It follows, as in the derivation of “exit systems” in [13],
that if f is a function of the lens only and is independent of the particular
form of X·
·
(θs), then Q
X·s(f) does not depend on X·s and we denote it Q(f).
The normalization given in Theorem 1.6(ii) corresponds to the following
normalization of A˜ and Q in the present context,
A˜t =
1− β
1 + β
(
−min
u≤t
Bu
)
+max
u≤t
Bu
and Q(l > v) = 1/v, where l is the maximal opening of the lens.
The Williams decomposition of the Brownian excursion can be presented
as follows. Fix some b > 0. Let R1t and R
2
t be two independent Brownian
motions starting from 0 and conditioned to go to infinity before returning
to 0 (i.e., they are three-dimensional Bessel processes). Kill R1t and R
2
t when
they hit b, call the resulting processes R˜1t and R˜
2
t , time-reverse R˜
2
t to obtain
R̂2t , and concatenate R˜
1
t and R̂
2
t . The result is a process with the same
distribution as the Brownian excursion conditioned to have height b. A very
similar construction of Zt under Q, conditioned to have height b, can be
given. The following is an informal version of the argument given in the next
proof, with minor changes. Let V 1t and V
2
t be two independent processes
with the same transition probabilities as those of Zt under Q
x,y, except
that |V 1t − V 2t | is conditioned to go to infinity before returning to 0, and
assume that V 1t and V
2
t start from 0. Kill V
1
t and V
2
t when |V 1t − V 2t |= b,
call the resulting processes V˜ 1t and V˜
2
t , time-reverse V˜
2
t to obtain V̂
2
t , and
concatenate V˜ 1t and V̂
2
t . This construction yields a process with the same
distribution as Zt under Q, conditioned to have height b.
Proof of Theorem 1.6. (vi) We will use Nagasawa’s theorem on time
reversal (see [14] or [17]). In order to do that, we need to calculate generators
and potentials for some processes and find a reference measure under which
the processes are dual.
Fix any b > 0, let Tb = inf{t :Zt = b}, and recall the generator A and a
harmonic function h from the statement of Proposition 3.1 and part (ii)
of its proof. Let (Z
(0,b)
t , J
(0,b)
t ) denote the process (Zt, Jt) killed when Zt
exits (0, b), and let (Z
(0,b),h
t , J
(0,b),h
t ) be (Z
(0,b)
t , J
(0,b)
t ) conditioned by h. The
process (Z
(0,b),h
t , J
(0,b),h
t ) is (Zt, Jt) conditioned by {Tb <∞}.
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Let h−(x,1) = 1− x/b, h−(x,0) = 1− (x/b)(1− β)/(1 + β) and note that
h− is harmonic for A, with the boundary value 0 at (b,1) and 1 at (0, j).
Let (Z
(0,b),h−
t , J
(0,b),h−
t ) be (Z
(0,b)
t , J
(0,b)
t ) conditioned by h
− and note that
(Z
(0,b),h−
t , J
(0,b),h−
t ) is (Zt, Jt) conditioned by {Tb =∞}.
Consider (Zt, Jt) under Q conditioned by {supt≥0Zt = b} and note that
the distribution of {(Zt, Jt), t ∈ [0, Tb]} under Q is the same as the distri-
bution of (Z
(0,b),h
t , J
(0,b),h
t ) starting from (0, · ), while the distribution of
{(Zt, Jt), t ∈ [Tb, T0]} is that of the process (Z(0,b),h
−
t , J
(0,b),h−
t ) starting from
(b,0). It will suffice to show that the time reversal of Z
(0,b),h−
t starting from
b is the same, in distribution, as Z
(0,b),h
t starting from 0.
By Proposition 3.1(i), and using conditioning by h, the generator of
(Z
(0,b),h
t , J
(0,b),h
t ) is equal to
Ahβf(z,1) = β
∂
∂z
f(z,1)− 1− β
2z
f(z,1) +
1− β
2z
f(z,0),(3.9)
Ahβf(z,0) =−β
∂
∂z
f(z,0)− 1 + β
2z
f(z,0) +
1+ β
2z
f(z,1).(3.10)
Consider a process (Zˆt, Jˆt) defined in the same manner as (Zt, Jt), except
that the skewness parameter should be −β instead of β. Recall that Jt is
the indicator function of the intervals where Zt is increasing. The process
Jˆt is the indicator function of the intervals where Zˆt is decreasing. We write
Aβ instead of A to emphasize the dependence of the generator A, defined in
Proposition 3.1, on the parameter β. By that result, Aˆ=A−β . The function
hˆ(z,0) = z, hˆ(z,1) = 1−β1+β z is harmonic for (Zˆt, Jˆt), and the generator Aˆ
hˆ
of the hˆ-transform (Zˆ hˆt , J
hˆ
t ) of (Zˆt, Jˆt) satisfies Aˆ
hˆ =Ah−β . This differs from
(3.9) and (3.10) only in that the roles of the states 0 and 1 of Jt have been
reversed. This means that the distribution of Z
(0,b),h
t starting from 0 and the
distribution of Zˆ hˆt starting from 0 and killed at b are identical. It remains
to show that the time reversal of Z
(0,b),h−
t starting from b has the same
distribution as Zˆ hˆt starting from 0 and killed at b.
In view of Proposition 3.1(i), the generator of (Z
(0,b),h−
t , J
(0,b),h−
t ) is equal
to
Ah
−
f(z,1) = β
∂
∂z
f(z,1)− 1
2z
(
1 + β
b+ z
b− z
)
f(z,1)
+
1
2z
(
1 + β
b+ z
b− z
)
f(z,0),
Ah
−
f(z,0) =−β ∂
∂z
f(z,0)− 1− β
2
2z
b− z
b− z + β(b+ z)f(z,0)
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+
1− β2
2z
b− z
b− z + β(b+ z)f(z,1).
Let m be defined by
m(dz,1) =
1− β
2β2
(
1− z
b
)
dz,
m(dz,0) =
(
1 + β
2β2
− 1− β
2β2
z
b
)
dz,
and (f, g)m =
∫
fg dm. Note that m depends on b. We want to show that
Aˆhˆ and Ah
−
are in duality with respect to m, that is,
(Aˆhˆg, f)m = (g,A
h−f)m,(3.11)
for all C1-functions f, g with compact support in (0, b). We omit tedious
but completely elementary calculations which show that the last formula is,
indeed, true.
Next we will show that the duality measure m is the potential of (Zˆ hˆt , Jˆ
hˆ
t )
starting at (0,0) (or rather when Zˆ hˆ0 = 0) and killed when Zˆ
hˆ
t exits (0, b).
Recall the function u defined in Proposition 3.1(ii). We will make its
dependence on β explicit by writing uβ . When we apply Proposition 3.1(ii)
with −β in place of β, we see that the potential density uˆ((x, j), (z, k)) of
(Zˆt, Jˆt) is given by uˆ = u−β . Since hˆ(z,0) = z, hˆ(z,1) =
1−β
1+β z, this implies
that the potential density uˆhˆ((x, j), (z, k)) of (Zˆ hˆt , Jˆ
hˆ
t ) is equal to
uˆhˆ((x,0), (z,0)) =

1− β
2β2
z
x
, z ≤ x,
1 + β
2β2
, z > x,
uˆhˆ((x,0), (z,1)) =

1− β
2β2
z
x
, z ≤ x,
1− β
2β2
, z > x,
uˆhˆ((x,1), (z,0)) =

1 + β
2β2
z
x
, z ≤ x,
1 + β
2β2
, z > x,
uˆhˆ((x,1), (z,1)) =

1 + β
2β2
z
x
, z ≤ x,
1− β
2β2
, z > x.
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Let (Zˆ
(0,b),hˆ
t , Jˆ
(0,b),hˆ
t ) denote the process (Zˆ
hˆ
t , Jˆ
hˆ
t ) killed when Zˆ
hˆ
t exits (0, b),
and let uˆ(0,b),hˆ((x, j), (z, k)) denote the corresponding potential density. For
x < b, the process (Zˆ hˆt , Jˆ
hˆ
t ) hits (b,1) with probability 1, so by the strong
Markov property applied at the hitting time of (b,1), for x, z ∈ (0, b),
uˆ(0,b),hˆ((x, j), (z, k)) = uˆhˆ((x, j), (z, k))− uˆhˆ((b,1), (z, k)).
It is now straightforward to verify that
m(dz,1) =
1− β
2β2
(
1− z
b
)
dz = uˆ(0,b),hˆ((0,0), (z,1)) dz,
m(dz,0) =
(
1 + β
2β2
− 1− β
2β2
z
b
)
dz = uˆ(0,b),hˆ((0,0), (z,0)) dz.
This completes the proof that the duality measure m is the potential of
(Zˆ
(0,b),hˆ
t , Jˆ
(0,b),hˆ
t ) starting at (0,0). We have already shown that Aˆ
hˆ and Ah
−
are dual [see (3.11)], so Nagasawa’s theorem implies that the time reversal of
Z
(0,b),h−
t starting from b has the same distribution as Zˆ
(0,b),hˆ
t starting from
0. We have already shown that the laws of Z
(0,b),h
t and of Zˆ
(0,b),hˆ
t are the
same. This completes the proof of part (vi) of Theorem 1.6.
(vii) Recall the argument in part (i) of the proof of Proposition 3.1 and the
notation in the paragraph following the statement of Theorem 1.6. Suppose
that Zt is increasing when Xt is hitting 0 (this depends on the sign of β).
After time reversal, Zt is decreasing when (the time-reversal of ) Xt is hitting
0. Since Z
L̂t
is adapted to the filtration generated by (Xt, X˜t), we see that
Q-lenses are not invariant under time reversal.
(v) We will discuss only the case β > 0. For x < y, let
V (x, y) = inf{z > y :x+ βLxt = y+ βLyt = z for some t}
and let Zx,yt be defined relative to X
x
t and X
y
t in the same way as Z
s
t in
Theorem 1.6. It has been shown in the proof of Theorem 1.1 in [4] that if
x < y < z, then V (x, y) is independent of V (y, z). The proof is based on the
following idea. The value of V (x, y) is determined by the excursions of Xyt
above 0, and the value of V (y, z) is determined by excursions of Xyt below
zero. The two excursion processes are independent, so V (x, y) and V (y, z) are
independent. The same argument shows that the processes Zx,y
·
and Zy,z
·
are
independent, for x < y < z, where Zx,y
·
is the process defined at the beginning
of the proof. We can generalize this as follows. If x1 < x2 < · · · < xn, then
the processes {Zxk,xk+1
·
}1≤k≤n−1 are jointly independent.
For any integer n, letAn be the collection of pairs (k2−n,{Zk2
−n,(k+1)2−n
·
})k∈Z.
The independence of Z
k2−n,(k+1)2−n
·
’s and (3.7) and (3.8) imply easily that
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the point processes An converge weakly to a Poisson point process on the
space R×C[0,∞) and intensity
1(−∞,0](x)dx×
1− β
1 + β
QZ + 1(0,∞)(x)dx×QZ ,(3.12)
where QZ is the Q-distribution of Z.
Let Cℓ[0,∞) be the set of functions f ∈C[0,∞) for which inf{t > 0 :f(t) =
0} ≥ ℓ. We will show that An’s converge almost surely on R×Cℓ[0,∞) for
every ℓ > 0. Let An(ℓ) be the number of points of An in [0,1)× Cℓ[0,∞).
It was noticed in [4] that for x < y < z, we have max(V (x, y), V (y, z)) =
V (x, z). This implies that An+1(ℓ− 2−n−1)≥An(ℓ) and so the limit A(ℓ) =
limn→∞An(ℓ+2−n) is well defined, a.s. We also have another monotonicity
property, namely, Z
2k2−n−1,(2k+1)2−n−1
t ≤ Zk2
−n,(k+1)2−n
t for all t and, sim-
ilarly, Z
(2k+1)2−n−1,(2k+2)2−n−1
t ≤ Zk2
−n,(k+1)2−n
t . It is not hard to deduce
from this that for some point process A, the processes An’s converge almost
surely to A on [0,1)×Cℓ[0,∞). Clearly, A is a Poisson point process whose
distribution is given by (3.12) restricted to [0,1)×Cℓ[0,∞). An extension to
[0,∞)×C[0,∞) is routine. The extra factor in the formula for the intensity
on (−∞,0]×C[0,∞) can be justified as in the proof of Theorem 1.6(iii) [see
(3.7) and (3.8)].
Recall that the equation (1.3) has unique strong solutions for all rational
s and x simultaneously, a.s. Hence, there are no anticipated bifurcation
times s with Bs rational. If x is irrational then for every n > 1, it belongs
to an interval (k2−n, (k + 1)2−n). It follows easily from the definition of a
bifurcation time and that of Z
k2−n,(k+1)2−n
t that there exists an anticipated
bifurcation time s with Bs = −x if and only if (x, f) ∈ A for some f ∈
Cℓ[0,∞) with ℓ > 0.
(iv) This part of the theorem is not much more than a “soft” remark so
we will only sketch the proof. The idea of the argument is that different
lenses corresponding to anticipated bifurcation times overlap on the time
scale and so they cannot be independent because Brownian paths generated
independently cannot have the same shape.
Recall that Bt denotes a one-dimensional Brownian motion. The three-
dimensional Brownian motion does not hit a fixed straight line, a.s. This and
standard arguments easily imply that for any fixed s1, s2 > 0 and x1, x2 ∈R,
there are no t1, t2, t3 ≥ 0 such that t2 − t1 = s1, t3 − t2 = s2, Bt2 − Bt1 =
x1, and Bt3 −Bt2 = x2. Let B′t be a Brownian motion independent of Bt.
It follows by conditioning on the values of B′t2 − B′t1 and B′t3 − B′t2 that
if t1, t2, t3 ≥ 0 are fixed, then with probability 1, there is no u such that
B′t2 −B′t1 =Bt2+u−Bt1+u and B′t3 −B′t2 =Bt3+u−Bt2+u. This holds for all
rational triplets t1, t2, t3 ≥ 0 simultaneously, a.s.
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Suppose that B is a Poisson process, that is, anticipated lenses are gener-
ated independently. It is easy to see that the upper part of some anticipated
lens agrees with the lower part of some other anticipated lens on a nonempty
open interval. Since such an interval contains a nonempty subinterval on
which neither process visits 0, we see that two Brownian paths generated
independently agree on a nondegenerate interval. This contradiction shows
that B is not Poisson. 
Proof of Theorem 1.5(ii). Fix an integer n > 1, let ε = 1/n and
sk = k/n for k = 0,1, . . . , n. Note that if four different solutions to (1.3)
start at (s,x), then necessarily x= 0. Fix α ∈ (2,3). Suppose without loss
of generality that β > 0 and for a lens {(Xs,0−t ,Xs,0+t ), t ∈ [s,u]}, let χ(s) =
βLs,0+u = βL
s,0−
u . Suppose that four distinct solutions start at a point (s,0).
We will write χ1(s) for the quantity analogous to χ(s), but defined relative to
the lowest two solutions starting at (s,0). Similarly, χ2(s) will correspond to
the middle two solutions, and χ3(s) to the upper two. Fix some integer k. Let
Ak be the event that four different solutions start at (s,0) with s ∈ [sk, sk+1)
and χj(s)> 1 for j = 1,2,3. We will partition Ak into two events, A
1
k and A
2
k.
The event A1k is when Ak occurs and supt∈[sk−1,sk] |Bt − Bsk−1 | ≥ ε1/α. By
(2.8),
P (A1k)≤ c3ε1/α−1/2 exp(−12ε2/α−1).(3.13)
We let A2k =Ak \A1k. Let x1, x2, x3 and x4 be the values of the four solutions
starting at (s,0), at the time sk+1. Since the points (sk+1, xj), j = 1,2,3,4, lie
on some solutions to (1.3), away from their starting points, they actually lie
on some solutions to (1.3) with rational coordinates of starting points. Hence,
X
sk+1,xj−
·
≡ Xsk+1,xj+
·
and we will denote these processes X
sk+1,xj
·
. If A2k
holds, then |xk| ≤ 2ε1/α for k = 1,2,3,4, by the definition of A1k and Propo-
sition 2.1. Recall from the proof of Proposition 2.1 that {βLt1,xu , t1 ≤ u≤ t2}
has the same modulus of continuity as {Bu, t1 ≤ u≤ t2}, for any t1 < t2. As-
sume that ε is so small that ε1/α < 14 . Since χj(s)> 1 for every j, it follows
that xj + βL
sk+1,xj
·
must increase by at least 12 before it meets any other
xm+βL
sk+1,xm
·
, m 6= j. Hence, there exist (at least) three anticipated bifur-
cation times with χ > 12 , relative to time sk+1 rather than time 0, that is, for
some y1 < y2 < y3, and every j = 1,2,3, we have inf{z : z = yj+βLsk+1,yj−t =
yj+βL
sk+1,yj+
t for some t} ≥ yj+ 12 . Theorem 1.6 can be applied to processes
starting from sk+1 by shift invariance of the Brownian motion. Note that
|yj | ≤ 2ε1/α, because a similar bound holds for xj ’s. We see that if A2k occurs,
then there are three anticipated bifurcation times corresponding to solutions
of (1.3), starting at time sk+1, at space points within 2ε
1/α of 0. It is easy to
see that Q(χ > 1)<∞. Note that χ is a function of Z, so by part (v) of Theo-
rem 1.6, the “χ” point process is Poisson and, therefore, the probability of A2k
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is bounded by c1(2ε
1/α)3. Hence, the probability of
⋃
0≤k≤n−1A
2
k is bounded
by c2(2ε
1/α)3ε−1 = c3ε
3/α−1. Since α ∈ (2,3), this goes to zero as ε→ 0. This
combined with (3.13) yields P (
⋃
0≤k≤n−1Ak)→ 0 as n= 1/ε→∞. We con-
clude that there are no s ∈ [0,1), where four different solutions start with
χj(s)> 1 for every j. The same argument shows that for every integer m≥ 1,
there are no s ∈ [−m,m), where four different solutions start with χj(s)>
1/m for every j, a.s. Since m is arbitrarily large, the proof is complete.

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