Introduction
The attractiveness of public transport depends on various factors such as price, travel time and quality. The literature is crowded with studies on the role of price and travel time in travel behaviour (Ben-Akiva and Lerman, 1985; Small, 1992; McCarthy, 2001 ), but much less is known about the role of quality. In utility-based travel models, the quality aspect is usually addressed by a modespecific constant, which means that its nature remains implicit. The development of adequate quality measures would be a first step towards a proper treatment of quality in research and policy. The present paper will focus on a bottleneck: quality measurement lagging behind because of data problems. Therefore, quality indicators are often used that have low data requirements, but these indicators tend to be biased. It will be demonstrated that there are various reasons why the quality of public transport as perceived by travellers is systematically different from what the supply-based quality indicators show.
The paper starts with some general reasons why measurements of public transport quality might differ. First, there are pragmatic differences in measurement methods between public transport companies and organizations of travellers. These differences have to do with issues such as exactly where-in which stations-measurements take place or whether a sample is taken versus all trips considered, etc. In these cases, the background of the differences is rather innocent: the parties in principle measure the same thing, but differences in measurement methods can lead to differences in outcomes. This is not really something to worry about since there are no systematic biases.
Another point of importance concerns the difference between objective measurements and the sentiments of the traveller. An elderly traveller for whom it is important that he/she obtains a seat on a bus or train will put a high priority that there are sufficient seats; even a small probability that no seats are available will be valued negatively. Another aspect is that travellers sometimes make errors in their judgements of probabilities of disturbances. Negative experiences make a bigger impression and tend to be remembered better. In addition, there appears to be a tendency that small errors tend to be overestimated (Tversky and Kahneman, 1992) . Thus, when people experience in one per ten times that the bus leaves early from the stop so that they miss their connection, there is a tendency that this probability of buses leaving early is perceived to be higher than 10%. In addition, media attention may lead to an overestimation of disturbances. The media by their very nature focus on events that are different from normal operations according to timetables. For public transport, this means that media attention might lead to overly pessimistic perceptions about the quality of service. This also holds true for road congestion. There is clear evidence that people overestimate probabilities of being affected by congestion problems (Rietveld and Verhoef, 1998) .
In addition to these two reasons, there is still a third reason why the two parties might have different images of quality. The problem is that public transport companies may use 'supply'-oriented quality indicators that give results that are different from the quality as perceived by travellers.
The paper will concentrate on these differences between supply-and demandoriented indicators and formulate the following proposition:
Supply-oriented measures of the quality of public transport services lead systematically to more favourable results than corresponding demandoriented measures.
This proposition means that supply-oriented measures give an excessively favourable impression of the quality of public transport services. The aim here is to explain the underlying mechanisms of why there are systematic differences so that the supplier methodically underestimates the problems perceived by travellers. Since it is the traveller who should be the frame of reference for suppliers, this should induce suppliers to use demand-oriented quality measures. It appears that the degree of sophistication in the use of quality indicators varies considerably between countries. For example, in the Netherlands, public transport companies tend to stick to supply-oriented indicators, whereas in the UK, the use of demand-oriented measures has become common practice in some fields.
Note that it is not claimed that the description of the underlying reasons of systematic differences between supply-and demand-oriented quality measures discussed below is original. They are well known to experts in the field, and they can easily be explained to the layman. The novelty is more in bringing together these various reasons in a unified context. 
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Examples of Systematic Differences between Supply and Demand-oriented Measures
Waiting Times at Stops
Consider a bus stop where according to the timetable there should be a bus every 10 minutes at regular intervals. The average waiting time between two successive buses then equals half the inter-arrival time of 5 minutes. Thus, one would be tempted to expect that with a frequency of six buses per hour, the average waiting time of passengers who arrive to the stop without consulting the timetable is 5 minutes. A closer inspection reveals that this only holds when the service is carried out with exact 10-minute inter-arrival times. Consider, for example, the extreme-but not unusual-case that there is no bus for 20 minutes and then suddenly two buses arrive at the same time. The second bus then has no value for the travellers and the average waiting time of those who enter one of these buses is 10 minutes: the second bus has no positive effect on waiting times. Standard theory on waiting times says that when the average inter-arrival time is 10 minutes and the inter-arrival times are exponentially distributed, the expected waiting time of travellers is twice the value one could have when the time intervals would be exactly 10 minutes (e.g. Wagner, 1975) . The intuition behind this result is that when the time between two consecutive buses increases, the number of passengers confronted with the delay also increases. Conversely, when there are two buses close to each other, there is almost nobody who benefits from this situation. Thus, a long inter-arrival time gets a higher weight than a short one.
It is concluded that the mean inter-arrival time between buses gives an overly favourable impression of the time that travellers have to wait at stops. As soon as there is unreliability, implying a certain variance in inter-arrival times, the mean waiting time is higher than half of the mean inter-arrival time of the buses.
In the Netherlands, this issue of supply versus demand-oriented measures is ignored, whereas in the UK, it is common to take it into account. For example, Wardman et al. (2004) indicate that the UK railway industry usually bases its travel demand models on generalized journey time, which depends among other things on service headway. The formulation used takes into account that an equal pattern of departures would reduce service headways (Association of Train Operating Companies, 2002) . Along similar lines, formulas have been used for service headways of buses in the UK that take into account the possibility of bunching of vehicle arrivals. The term 'excess waiting time' has been introduced for this purpose to indicate the difference between the waiting time one would have with equally spaced departures and the waiting times actually experienced by travellers (also Hickman, 2001) .
Seats in Trains
Suppose that the seats in a train have a mean occupancy rate of 50%. One would then expect that the mean traveller would be quite satisfied with the supplied capacity. However, the reality for travellers will usually be less attractive, as shown below.
Trajectory 1 compared with trajectory 2. Suppose trajectory 1 is very busy and has an occupancy rate of 90%, whereas trajectory 2 has a low occupancy rate of 10%. This indeed leads to a mean occupancy rate of 50%. However, from the perspective of the traveller, the situation is quite different. Suppose for ease of presentation that the travellers alight after trajectory 1, and that the trajectories have equal length. The low occupancy rate of 10% is only observed by 10% of the travellers, and the high occupancy rate by no less than 90% of them. The conclusion is that the average occupancy rate, as perceived by the travellers, equals 82% ([0.1 × 0.1] + [0.9 × 0.9]). So, high occupancy rates weigh more heavily. This is an explanation of the paradox that buses and trains often have an average occupancy rate during the morning peak that is below 50%, while at the same time there are complaints about crowded vehicles. The high occupancy rates are experienced on the lines to large cities, whereas in the opposite direction, the occupancy rates are low (Rietveld and Roson, 2002) .
Front versus back of a train.
A variant of this problem occurs when occupancy rates in various parts of the train are considered. When a train has an average occupancy rate of 100%, this may look just acceptable because in principle there is a place for everybody. However, suppose that when entering 55% of the passengers enter at the front and 45% at the back. Then the experienced occupancy rate is higher than 100%: ([0.55 × 1.1] + [0.45 × 0.9]). Finally, 5% of the travellers do not get a seat. The problem of the front versus the back of a train appears to depend on the type of railway station and the location of entrances with respect to the platforms. In particular, terminal stations appear to be vulnerable. Experienced users of the specific rail services will know the best place to enter the trains, which improves the position for travellers with less experience, but not always sufficiently.
Arriving in Time
The probability of delays is higher during peak hours. Buses and trains are fuller during these times. In addition, there is a tendency that during peak hours, travellers put a heavier weight on arriving in time at work or an appointment compared with outside the peak. Thus, the average probability of a delay of a bus or train indicates little of the number of passengers who are affected and the size of the effect. Suppose, for example, that 80% of the trains arrive in time and 20% are late. Suppose too that the number of users of the late trains is twice as large as in the trains that are on time. The reason is that during the peak, occupancy rates are higher, and besides trains are often longer during peak hours. Thus, from the perspective of the traveller, the share of the late arrivals is not 20%, but {(2 × 20)/ (80 + [2 × 20])} = 33%.
The extent to which operators are stimulated to take into account the number of passengers in these measures varies. For example, in the Netherlands, the Downloaded by [Vrije Universiteit Amsterdam] at 06:29 02 September 2011
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contract between the Ministry of Transport and the Netherlands Railways contains a standard on the number of trains being in time (with a 3-minute tolerance standard). Thus, the issue of the number of passengers affected is not covered here. In the UK, a public performance measure has been introduced in a similar way, in this case with a 5-minute tolerance standard (Department for Transport, 2002) . Therefore, here too the standard is in terms of the number of trains, not in terms of passengers.
2 However, the demand element is included to some extent in the incentive structure since train-operating companies that are under-performing in this respect are confronted with fines that depend on the time of day (peak versus off-peak).
Another aspect is that there may also be direct compensation to passengers given by train operators when the delay is longer than a certain standard. In the UK, travellers who experience delays longer than 60 minutes obtain a refund of 20% of the ticket price. In Germany, a similar measure has been proposed. In the Netherlands, the standard is stricter: after delays of more than 30 minutes, the passenger can claim compensation up to the full ticket price.
3 These approaches, which have become common in Europe, imply that the railway company has a direct interest to know how many passengers will be affected when trains are delayed. This would provide clear incentives to develop a system of travelleroriented performance measures. Data problems might be an explanation why developments of dedicated measures into this direction have been slow. 4 
Probability of Missing a Connection
The probability of disturbances is larger in the peak than in the off-peak times. Further, buses and trains are fuller in the peak than off-peak. The result is thatprecisely as above-the share of the travellers who miss their connection is larger than the percentage of trains that according to the timetable would have to give a connection.
Propagation of Delays in Multimodal Chains
Public transport passengers usually make trips where various modes are employed. For the passenger it is the quality of the entire chain that matters, not that of the individual elements of the chain. Supply-oriented indicators of service quality focus on the performance of one operator, whereas travellers usually face more than one operator. In many cases, the traveller him/herself takes care of access or egress, e.g. when they walk, cycle or use a car. In such cases, the multimodality usually does not aggravate quality problems. When the last part of the trip from the railway station to the final destination takes place by walking, the multimodality features do not lead to specific insights for the current discussion. Only in rather exceptional cases, multimodality might aggravate the effects of the delay. An example is that late train arrival may mean that the guarded bicycle shed at the station is already closed. Another example is that the delayed train leads to a pedestrian walking in the dark, so that people may feel unsafe.
In the case that access and egress are taken care of by other transport modes, quality problems of a more general nature may occur, because when a train arrives 5 minutes late, the traveller might miss the connecting bus, possibly leading to a much longer delay. This problem will be investigated here in more detail. A supplier-oriented quality measure would ignore the complexities for travellers who have to change from one operator to another, or from one mode to another. It is not necessarily so that travellers are always negatively affected in this context. A late arrival of the train may simply mean that the waiting time for the bus is shorter, so that the net effect on total travel time is zero. But when the connection is missed, there will be a large penalty. To see whether there is any systematic element in the effect of multimodality on late arrivals, one can compare the case where the egress mode is of a very high frequency. In that case, multimodality does not really matter: a metro leaving every 5 minutes from the railway station does not have a systematic aggravating effect on the total travel once the delay of the train is known.
However, in the case of a lowly frequent bus service bringing the passenger from the railway station to their final destination, the situation differs. Consider, for example, a train with a frequency of twice per hour and a connecting bus leaving once per hour. In this case, the traveller will choose the train that arrives closest to the departure time of the bus. When timetables of bus and train are not coordinated, this would imply a transfer time that is at most 30 minutes, the expected time being 15 minutes. Suppose for ease of calculation that the train's delay is uniformly distributed between 0 and 60 minutes, which implies an average delay of 30 minutes. In that case, there is a probability of 0.25 that the delay of the train is entirely absorbed by the waiting time for the bus, so that the traveller would be better off than the train statistics would suggest. On the other hand, there is a probability of 0.75 that the traveller is worse off because the delay of 15 minutes for the train becomes 60 minutes for the total trip. Thus, under these assumptions, the expected delay for the traveller's total trip becomes 45 minutes instead of the 30 minutes for the rail portion. Note that the result depends essentially on the frequencies of the modes. When the frequency of the bus and train are equal (or when the bus frequency is higher), the aggravation effect vanishes.
In addition, the assumption of a lack of timetable coordination has to be considered. Consider, for example, the case that the timetables of bus and train are coordinated. One can then assume that the bus will leave rather soon after the scheduled arrival of the train, say 5 minutes later. In this case, a uniform distribution of the delay of the train between 0 and 60 minutes would mean that the actual delay is zero minutes with a probability 5/60 and 60 minutes with probability 55/60. Therefore, in the case of the coordination of timetables, the aggravating effect of delays is even worse: it increases from 30 to 55 minutes.
5
In conclusion, problems of delays in a certain mode may lead to aggravation of the delay when another mode has to be used to bring the traveller to his/her final destination. The aggravation is substantial when one of the two following conditions apply: the final mode has a low frequency, and timetables of the two modes have been coordinated.
Walking Distance to the Bus Stop
The last example in this list of items is of a somewhat different nature. It extends the discussion from temporal aspects to spatial ones, while still using the same type of reasoning by comparing the supplier's perspective (spatial distance between stops) and the traveller's perspective (distance to be walked from their residence to a stop). Consider stop distances in public transport (e.g. 400 metres between bus stops). Then the maximum walking distance between two stops is 200 metres, and when passengers are distributed equally along the line, the average walking Downloaded by [Vrije Universiteit Amsterdam] at 06:29 02 September 2011 distance is 100 metres. First, note that the issue of stop distances and walking distances is the spatial equivalent of the issue of inter-arrival times and walking distances. Thus, the result obtained above, that mean inter-arrival time leads to underestimates of waiting times, also applies in this context. Consider, for example, three stops with distances 200 and 600 metres. The mean distance between stops is then 400 metres. However, when travellers are uniformly distributed between stops, the average walking distance is ([0.25 × 50] + [0.75 × 150]) = 125 instead of 100 metres, 6 which is consistent with the above results. However, there is another point to be made because there is a principal difference between space and time: time is one-dimensional whereas space is twodimensional. The above calculations only make sense when a population lives along a line. But how are the results affected when residential land use is accounted for in two-dimensional space. Consider, for example, the case of circular residential structures where along each stop, a circle filled with residences has been built. Figure 1 shows two stops A and B. Let the distance between the stops be 2r, and the radius of the circle be r, so that the various circles are just tangents to each other. The average distance of points in a circle with a radius r to the centre can be shown to be (2/3)r. One might think that it equals (1/2)r, which would be the average walking distance of all people living along a radius to the centre. The background of this result is that the outer end of the radius has a higher weight because there is more space for dwellings than when close to the centre. 7 The conclusion is that average stop distance underestimates the walking distance for residents to stops. To arrive at more precise measures, one would need data from planners on actual settlement patterns. For practical purposes, geographical information systems would be very helpful to compute the relevant distance. Another possibility would be to use data on access times as reported by travellers in national travel surveys, although these would probably only give an average and not a specific figure for individual lines due to insufficient coverage. Note that this entails the adoption of a user-oriented approach, because the focus is no longer on the distance of the stops offered by the supplier, but on the distances walked by the travellers. 
Discussion
In public transport, there are various reasons why disturbances (delays, reduced availability of seats, etc.) are more serious for travellers than might be inferred from supply-oriented indicators. A summary is given in Table 1 . The main reason for the systematic underestimate of quality problems as experienced by travellers when supply-oriented measures are used is that situations of bad quality tend to coincide with busy periods whereas good quality tends to coincide with quiet periods.
The discussion above emphasized the differences between the demand-and supply-oriented quality measures. Nevertheless, the two types of measures are obviously related: improving transport system performance according to a supply-oriented measure will usually also lead to a better score for the demandoriented measure. Therefore, one may wonder what is the damage when firms would stick to supply-oriented measures, all the more since the information systems of public transport companies are often not good enough to measure quality from the demand side.
The answer is that it remains important that suppliers try to measure the quality as perceived by customers. First, this is the best way to make the management and employees in the transport companies aware of quality problems as perceived by customers. It helps prevent the situation that firms are satisfied but travellers are not.
In this context, note that in many countries public transport companies carry out surveys on traveller satisfaction where respondents are asked to give their opinion on many quality aspects, e.g. by giving school report marks.
8 Especially when such attitudinal data are collected regularly and systematically, this is a praiseworthy activity that might yield many useful insights. However, it does not entirely solve the problem. For example, after disappointing experiences, travellers may apply downward adjustment of their aspirations so that the scores of satisfaction surveys may give a rosy view. Another problem is that travellers may drop out as customers of public transport because they are not satisfied at all, which means their views are not represented in the survey.
Transport companies that ignore demand-oriented quality measures have to face the problems following from this situation. This holds true, for example, for train-operating companies that give compensation to passengers who experience delays above a certain threshold. When these companies do not develop information systems on delays based on the number of passengers affected, they run the risk of unnecessary large amounts of compensation. And, since low service quality leads to a loss of customers, appropriate quality indicators should be included in transport demand models. The use of the excess travel time indicator in the UK demonstrates that this is well within reach. But there is still substantial scope for wider application of demand-oriented measures in the UK and more so in many other countries. An important feature of quality measures is that they tend to bring incentives with them. When supply-oriented criteria are used, there is a risk that efforts are focused on matters that are not the most effective way to make travellers experience better quality. In theory, it might even happen that measures to improve performance according to the supply perspective might have adverse effects on demand-oriented criteria. An example is what happened in the Netherlands where the punctuality of trains became the dominant evaluation criterion imposed by the government. Consequently, the railway company changed its routine that trains could wait a few additional minutes at a hub station in order to allow passengers from a slightly delayed train to catch their connection in order to reduce the risk that more trains would be delayed. However, the final effect for passengers might well be negative since it means that more travellers will miss a connecting train.
The problem that the present information systems are insufficient to measure demand-oriented criteria should be taken seriously. The main point is that public transport companies usually do not measure directly how many travellers there are in their vehicles. Such a measurement may indeed be very costly. Therefore, transport companies often use model-based approaches to estimate the actual number of travellers entering and alighting their vehicles at all stops. The quality of such models varies. One might wonder why governments in many countries are not keener in using demand-oriented quality measures in contracts with licensees. A possible explanation is that governments are reluctant because of measurement problems. Data on delayed trains might be easy to measure based on an independent actor such as rail traffic control. For demand-oriented measures, these data have to be complemented with data on the numbers of travellers per train. When these are to be generated by means of models developed by the transport companies, there is a risk of lengthy discussions on the validity of the model approaches. Governments might wish to avoid such difficulties by sticking to supply-oriented measures.
It is possible that future technological developments will have a major impact on this issue of quality indicators. Many countries are considering the introduction of chip cards in public transport in some form, and these will be a major step forward in the collection of data on passenger movements. But public transport companies do not have to wait for this to occur. There must also be other routes that enable them to mobilize information so that better quality measures are within reach. Notes 1. A typical example of the ways in which the excess waiting time is incorporated in quality reports is provided by Transport for London. For each route, the scheduled waiting time is given, based on timetables, complemented by excess waiting due to departures from the timetables. For buses, one gets values for scheduled waiting times ranging from 4.0 to 6.0 minutes, with corresponding excess waiting time values from 0.6 to 1.5 minutes. Note that there is a difference in the way bus and train are treated. For buses, excess waiting time incorporates both variations in scheduled headway (e.g. when several routes converge, even if each runs its own regular headway pattern) and day-to-day variations in running. For rail, the variations in service headways, as they are used in modelling work, tend to be based on scheduled service patterns. For the benchmarking of railway companies, the variations, however, are based on actual realisations of the timetable (see also the section 'Arriving in Time'). 2. The public performance measure is used among other measures for benchmarking purposes by comparing the various railway operators in the UK. 3. There are some limitations: below certain minimum fare levels (related to reduced fares and/or short distances), travellers will not get compensation. 4. A related reason might be that direct measurement of passenger flows is expensive, so that in many cases, model-based estimations have to be made about how many travellers would be in a specific train. 5. It might sound implausible that timetable coordination has an adverse effect on expected delay in this multimodal trip. The positive effect of the coordination is, of course, that the waiting time at the station in the case of certain arrivals and departures becomes lower. In the present example, it decreases from an expected 15 minutes to 5 minutes. Of course, when not only the timetables are coordinated, but also the actual operations, the adverse effect on delays may be mitigated: when the bus waits for the delayed train, the adverse effect on reliability will disappear. However, slack in timetables, in general, will not allow much flexibility in this respect. 6. A necessary nuance is that in space, travellers may not be uniformly distributed, so that in certain cases, irregular stop distances might have a favourable effect on walking distances to the stops. 7. Or put differently, the average distance of points in the circle with radius r to the centre is the weighted mean of the distances between 0 and r, where the weight is proportional to r since the length of a circle is proportional to r. Note that uniform density is assumed. 8. In some countries, such quality measurements by passengers are part of the contract between government and the transport company that obtained the license.
