Recent advances in the study of delay differential equations draw attention to the potential benefits of the interplay between random perturbations ('noise') and delay in neural control. The phenomena include transient stabilizations of unstable steady states by noise, control of fast movements using time-delayed feedback and the occurrence of long-lived delay-induced transients. In particular, this research suggests that the interplay between noise and delay necessitates the use of intermittent, discontinuous control strategies in which corrective movements are made only when controlled variables cross certain thresholds. A potential benefit of such strategies is that they may be optimal for minimizing energy expenditures associated with control. In this paper, the concepts are made accessible by introducing them through simple illustrative examples that can be readily reproduced using software packages, such as XPPAUT.
Introduction
The performance of motor tasks is enhanced by the presence of time-delayed sensory feedback [1, 2] . However, a fundamental and unresolved issue in neural motor control concerns the role played by time delays. These time delays arise because axonal conduction velocities and distances between neurons are finite. As a consequence of conduction and neural integration time delays, reaction times are surprisingly long (100s of milliseconds [3] ) and furthermore increase as the complexity of the voluntary task increases [4] . Should the effects of time delays be ignored? Does their presence necessitate the existence of compensatory mechanisms to lessen their effects [5, 6] ? Or has the nervous system learned through evolution to take advantage of time delays in some, as yet to be discovered, manner?
The neuroscience of motor control has a long tradition of borrowing concepts from engineering [7] . From this perspective, time delays present obstacles for the orderly control of voluntary movements. For example, long time delays are potentially destabilizing and represent a barrier for the control of movement on time scales shorter than the delay. In turn it is argued that these obstacles necessitate the requirement for anticipatory mechanisms that lessen the effects of delays [5, 6] , such as delay compensatory mechanisms based on forward models [8] and predictive mechanisms based on the concept of an internal inverse model [9] , or combinations thereof [10] [11] [12] . However, since these mechanisms are themselves implemented by populations of neurons, they must ultimately be understood in the context of delay differential equations (DDEs). Thus, the importance of an understanding of the effects of time delays on neural dynamics cannot be easily dismissed. In defense of delays, it is well known that the upright position of an inverted pendulum, an unstable fixed point, can be stabilized using time-delayed feedback [14] [15] [16] [17] . Moreover, the roles played by stable, non-stationary behaviors that frequently arise in the presence of delay when steady states become unstable on motor control have received little attention. Indeed, it is increasingly recognized that nonlinear dynamic phenomena, such as synchronization of oscillators [13, 18] , multistability [19] and critical phenomena [20] , are important aspects of neurodynamics. Even anticipatory control is possible using time-delayed feedback [21] [22] [23] .
The ability of a control strategy to stabilize an inverted pendulum is a widely used benchmark [24] : the better the performance, the more robust the control strategy. Recent experiments on human balancing of an inverted pendulum [25] [26] [27] suggest that noise and delay may actually have beneficial effects for neural control. Specifically, it has been argued that the interplay between noise and delay necessitates an intermittent control strategy in which active corrective movements are made only when necessary. Such strategies suggest that the nervous system ultimately chooses motor control strategies that minimize its energy expenditures [28, 29] .
Here I review the effects of the interplay between noise and delay on feedback control. An effort is made to present the material within a conceptual framework accessible to readers with minimal mathematical background through the use of examples that can be easily studied with a computer software package such as XPPAUT [30] . In section 2, a simple example of delayed feedback is used to illustrate the effects of delay, feedback gain and memory, and in section 3 the effects of noise are introduced. Section 4 draws attention to two scenarios that enable delay feedback mechanisms to provide 'fast control', and section 5 discusses transient behaviors unique to systems with delay.
Background
Mathematical models of neural feedback control take the form of DDEs. An example is the first-order DDĖ
where τ is the time delay, f is the feedback and x(t), x(t − τ ) are, respectively, the values of the state variables at times t, t − τ [14, [31] [32] [33] . The notationẋ denotes dx/dt. In order to specify a unique solution to (1), it is necessary to specify an initial function φ(s), s ∈ [t 0 − τ, t 0 ] ≡ . Over the last 10-15 years, there has been growing interest in the effects of time delays on neural control: control with two discrete time delays [34] or a distribution of time delays [35] , multistability [37] [38] [39] and chaos [40] [41] [42] and considerations of the dynamics of pulse-coupled neural networks [43, 44] . Moreover, it is quite likely that feedback includes the effects of terms related toẋ(t − τ ) andẍ(t − τ ) [36] , and possibly even higherorder derivatives [45] . Although contributions to feedback related toẍ can be estimated by peripheral mechanoreceptors, contributions related toẋ and higher-order derivatives likely require cortical processing [16] . Here we confine our attention to (1) in order to examine the effects of interplay between noise and the choice of on control. For a given choice of f , the dynamics of (1) depend on τ , feedback loop gain and . In order to appreciate the relative roles played by these factors, it is useful to consider the specific exampleẋ
where α is a constant and x(t) and x(t − τ ) are, respectively, the values of the state variable at times t and t − τ . This equation is sometimes referred to as the Wright equation [33, 46, 47] . The advantage of considering this equation is that a number of important concepts for the discussion that follows can be introduced using familiar techniques. When τ = 0, we havė
The fixed point, determined by settingẋ(t) = 0, is x * = 0. Making the usual Ansatz that solutions are of the form e λt , where λ is an eigenvalue, we obtain the characteristic equation
Hence, the condition for stability of the fixed point x * is α < 0. In order to uniquely determine a solution of (3), it is necessary to specify an initial condition x(t 0 ).
We can follow the same approach to investigate the behavior of (2) when τ > 0, obtaining the characteristic equation
which is a transcendental equation. Suppose that λ = γ + if is a complex eigenvalue. Then using Euler's relationship, we can write e −λτ = e −γ [cos f τ − i sin f τ ], and hence we see that (4) will have an infinite number of solutions. This means that we cannot specify a unique solution using an initial value; we need to specify an initial function, . Typically in software packages, such as XPPAUT, is defined in two parts: a value at t 0 , x(t 0 ), together with the function φ (s), s ∈ [t 0 − τ, t o ) (see, for example, the appendix in [48] ). This representation facilitates comparison with the case when τ = 0.
There are two real negative roots for 0 < α < 1/τ e. At α = 1/τ e, these roots merge to form a complex pair of eigenvalues with a negative real part. The real part of the eigenvalue pair is the first to become positive as τ increases. The condition for instability can be obtained by assuming that γ = 0. Using Euler's relationship, we can rewrite (4) as if
which can be solved by equating real and imaginary parts. The critical frequency, f c , and critical delay, τ c , for which instability occurs are, respectively, α and π/2α. Figure 1(a) shows the behavior of (2) for different choices of τ . For 0 < τ < 1/αe, the solutions of (2) decay monotonically, damped oscillations exist when 1/αe < τ < π/2α and diverging oscillations occur when τ > π/2α. What is the contribution of the remaining infinite number of complex conjugate pairs of eigenvalues to the behavior of (2)? The complex conjugate pairs of eigenvalues can be obtained by rewriting (4) as [49] ,
where s = −λτ and c = −ατ . One solution s = u + iv exists on each strip,
at the intersection of the appropriate branches of the curves v = ± c 2 e 2u − u 2 and
The real parts of these eigenvalue pairs increase from −∞ as τ increases from 0, and for arbitrarily small τ , the imaginary parts are arbitrarily large. As τ increases, the magnitude of the imaginary part decreases as the real part becomes more positive (see, for example, [47] ). As a consequence of the presence of the complex eigenvalues with negative real parts, the short term, or transient, behaviors of (2) are strongly dependent on . This is illustrated in figure 1(b) . This is true also at the point of instability and is the basis of the transient stabilization of an unstable fixed point in the presence of noise discussed below.
Delayed and noisy neural control
Humans live and function in an unpredictable environment. How does the nervous system learn to control movements in an unpredictable environment? Surprisingly, random perturbations (noise) may be a major part of the solution. Moreover, complex noise-like motions, referred to as microchaos, can be generated by the delayed control mechanism itself [50] [51] [52] . A starting point for considerations of the interplay between noise and delay is the delayed Langevin equation,ẋ
where ξ describes additive white noise of intensity σ 2 . The term 'additive' means that the effects of noise are independent of the state variable.
The mathematical analysis of (5) is quite difficult and is still a work in progress [47, [53] [54] [55] [56] . An important advance is the development of a delayed random walk (DRW) approximation that reproduces the statistical properties of (5) [57] [58] [59] . However, even in this case, solutions must be obtained using numerical methods. Formally, a DRW is a random walk in which the walker takes discrete steps of unit length per unit time in a direction determined by conditional probabilities that depend on the position of the walker at some time, τ , in the past. It is possible to formulate the conditional probabilities so that the results of the DRW are comparable to those of (5) [58, 59] . DRWs have been used to study the dynamics of human postural sway [57] , eye movements [60] , group delayed pursuit [61] and stochastic resonance-like phenomena [62] . The first application of a DRW to neural control involved the analysis of the fluctuations in the center of pressure (COP) recorded for humans standing quietly on a force platform with eyes closed [57] . In this application, the probability, p r (n), that the walker takes a step to the right is
where 0 < p < 1 and X denotes the position of the walker. The origin is attractive when p < 0.5. By symmetry with respect to the origin, we find that the average position of the walker, after a large number of steps, is at the origin. It is remarkable that this simple model can reproduce some of the statistical properties observed for human postural sway; in particular, the two-point correlation function (figure 2). 
Transient stabilization using noise and delay
When α > 0, the fixed point of (2) is unstable. We can repeat the analyses outlined in section 2 to show that when τ > 0, there is one real eigenvalue, λ r > 0, and an infinite number of complex pairs of λ that satisfy (4) . Surprisingly, the behavior of the real and complex λ is not the same as τ increases from 0. In particular, the magnitude of λ r decreases and the real parts of the complex λ arise from −∞ and become more positive as τ increases. At 3π/2α, the first real part of the complex λ becomes positive. Although on long time scales the fixed point is unstable, on short time scales of the order of τ it is possible that trajectories can be transiently confined near the fixed point. This is because the memory of the past provided through the initial function can act as feedback that pulls the systems back toward the fixed point [28] . Figure 3 (a) shows the effects of the choice of on the first passage times for (5) when α > 0. The first passage time is the time it takes the trajectories of the dynamical system starting at the fixed point to cross an arbitrarily established threshold. When represents noise with mean value equal to the fixed point or is equal to 0, the effect is to prolong the mean first passage time for the shorter τ . However, other choices of can shorten the mean first passage time. A manifestation of this stabilization phenomenon is that the distribution of first passage times becomes bimodal ( figure 3(b) ); the longer mode represents trajectories that remain confined near the fixed points; for example, they can encircle the fixed point many times before finally escaping. It is important to realize that this transient stabilization is not due to active feedback control but is due to the passive interplay between noise and delay. This observation supports the potential energy saving benefits of control strategies designed to use pulsatile perturbations to select slower pathways of escape.
Discontinuous control
Control theoretic arguments emphasize that the optimal strategy for control in the presence of random perturbations is to make corrections intermittently, i.e. corrections are made only when deviations become large enough to interfere with task performance [63] [64] [65] [66] [67] . Indeed, brief pulsatile corrective movements have been observed during the performance of visuomotor tracking tasks [68] [69] [70] , stick balancing at the fingertip [25] , the human inverted pendulum paradigm [71, 72] and for balancing on a rocker board (L Wang and J Milton, unpublished observations). A recent study suggests that intermittent control may be more efficient and more physiological than continuous control [73] . Two mechanisms have been proposed: (1) stochastic optimal control when time delays are sufficiently small that they can be compensated [74, 75] and (2) switch-like controllers when time delays are too large to be compensated [26, 27, 63, 65, 66, [76] [77] [78] . Unfortunately, there is no generally accepted reference point that makes it possible to determine whether, in the presence of noise, a given τ is large or small. For example, a condition for stability of an inverted pendulum is that the neural feedback latency be short compared to a critical time delay that depends on the physical dimension of the pendulum [14, 16] . However, the same neural time delay can be longer than characteristic neural time scales related to the average inter-spike interval (10-100 ms), a condition for multistability in delayed neural loops [38, 39] .
When τ is large enough so that it cannot be fully compensated, the control of noisy dynamics with time-delayed feedback becomes problematic since fluctuations that need to be acted upon by the controller cannot be readily distinguished from those that do not. Since noise is present, it is possible that a deviation away from the set point will be counterbalanced by one toward the set point just by chance. Responses made too quickly and imprudently lead to 'over control' and hence destabilization. Of course, waiting too long before exerting control may be disastrous. Discontinuoustype feedback control strategies overcome these problems by making corrective movements based on whether variables are larger ('actively correct') or smaller ('do not actively correct') than pre-set thresholds. These models arise naturally in physiological contexts since control typically involves multiple feedback loops [40] [41] [42] . Since detection thresholds differ for different sensory modalities, the network structure is a nested, or 'safety net' [79] , topology in which the feedback changes as the magnitude of deviations from the controlled point increases. An example is the ankle-hip-step strategy used by humans to maintain balance in response to increasingly large perturbations [80] .
Recent interest has focused on understanding the benefits of low-frequency, low-amplitude periodic vibration on human balancing tasks [27, 81, 82] . Surprisingly, many of the features of the experimental observations can be captured qualitatively by a simple mathematical model that incorporates an unstable equilibrium point, a time-delayed discontinuous feedback controller and periodic forcing, i.e. dx dt 
for details concerning parameters and construction of F (x(t − τ )).
where k is a constant, f is the frequency and F describes the switch-like feedback controller ( figure 4(a) ). This choice of F is motivated by observations based on stick balancing at the fingertip (see the appendix for details). The threshold for visual detection of the displacement angle [83] is smaller than that for detection using mechanoreceptors [84] . However, the visuomotor delay is ∼220 ms [12] , suggesting that the visuomotor feedback loop for maintaining stick balancing is unstable. Thus, when x(t − τ ) < θ 1 displacement increases, and when x(t − τ ) > θ 1 displacement decreases. The inclusion of a second threshold, θ 2 > θ 1 , takes into account the possibility that the effectiveness of the controller is finite, i.e. for sufficiently large displacements, it can fail. By analogy with an inverted pendulum [85] , the periodic forcing is state dependent; however, qualitatively similar results were obtained using state-independent forcing.
There are two cases of particular interest. First, figure 4(b) shows that when θ 2 θ 1 , periodic forcing causes a decrease in the amplitude of the fluctuations produced by (7) . This effect has been observed for both stick balancing at the fingertip [27] and human postural sway during quiet standing [81] . Second, when θ 2 > θ 1 , the solutions of (7) can be unstable. In figure 4(c) , when the periodic forcing is turned on, there is a decrease in the maximum amplitude of the fluctuations produced by (7) , and this reduction is sufficient to slightly prolong the survival time. This effect has been observed for stick balancing at the fingertip [27] .
Control of fast movements
A particularly troublesome issue in neural motor control concerns how fast voluntary movements can be controlled by a time-delayed nervous system. One would anticipate that the earliest that a correction could be delivered by a time-delayed feedback control mechanism would be τ seconds after the perturbation. Here we describe two scenarios that make it possible for time-delayed feedback to exert control on time scales shorter than τ .
Edge of stability
A mantra of dynamical systems theory is that complex dynamical systems, such as nervous systems, tend to selforganize in parameter space at, or near to, a stability boundary [86] . In this situation, a novel mechanism, namely onoff intermittency, utilizes stochastic parametric excitation to produce corrective movements that occur more frequently than τ [25] . An intuitive insight into this phenomenon can be obtained as follows. At a stability boundary, the real part of the eigenvalues(s) is, by definition, zero. Consequently, the dynamical system takes infinitely long to recover from a perturbation (since the real part of the eigenvalues is zero). However, the system also has the property that it responds infinitely quickly to the perturbation for the same reason. Suppose that a critical parameter is stochastically forced back and forth across the stability boundary. Then it is possible that the system can be statistically stabilized. This is because the fluctuations resemble a random walk for which the mean value of the controlled variable is approximately zero. and the dashed line indicates the visuomotor delay of ∼220 ms [12] . For more details, see [25] .
An example of fast control related to on-off intermittency occurs in stick balancing at the fingertip [25] . The observation that long sticks are easier to balance than short ones implies that the controlling feedback is time-delayed: once the stick length becomes sufficiently long, its movements become slow enough so that the nervous system can make corrective movements. However, the visuomotor time delay is long (∼220 ms [12] ) compared with a critical delay, τ c , that depends on the length of the stick [17] . This suggests that the upright position is not simply stabilized by time-delayed feedback. This paradox was resolved by using high-speed motion capture techniques. The controlled variable, namely the vertical displacement angle, undergoes rapid changes with variations in magnitude of intermittency. The time between successive corrective movements is called a laminar phase. Figure 5 shows a log-log plot of the normalized probability of having laminar phases of length δt, P (δt). The linearity of this plot suggests the presence of a −3/2-power law characteristic of on-off intermittency [25] . Importantly, >98% of the laminar phases are shorter than the visuomotor delay.
Anticipatory synchronization
The possible limitations of delayed feedback for fast control have prompted a search for anticipatory mechanisms [5, 6] . In the case of complex visuomotor tracking tasks, the required anticipatory mechanism can be provided, counter-intuitively, by the delayed feedback itself [21] [22] [23] . This can be seen if we interpret the performance of visuomotor tracking in terms of a synchronization of the movements of the hand with a target.
The most complex visuomotor tracking tasks are those that involve tracking of a target that moves chaotically [22] . Timedelayed feedback can drive near-identical chaotic systems in such a way that, counter-intuitively, the slave anticipates the master. This phenomenon, referred to as anticipatory synchronization, provides an important counter-example to the widely held view that the results of visuomotor tracking tasks demonstrate the existence of predictive strategies for the neural control of fast, voluntary movements [23] . Consider the master-slave system described bẏ
where f describe nonlinear feedback and K describes the coupling. The condition for synchronization, referred to as the synchronization manifold, requires that y(t) = x(t + τ ). This condition can be satisfied in two ways [21] . The first solution involves the complete replacement of the variables, i.e. y(t − τ ) is replaced by x(t) so that (8) becomeṡ
If we define the difference variable (t) = x(t) − y(t − τ ), then we see that˙
Hence, the synchronization manifold is stable for all α < 0, and the anticipation time is determined by the time delay in the master system. In fact, it is globally stable in the sense that anticipatory synchronization is observed for all choices of the initial functions φ(x) and φ(y). Figure 6 illustrates this form of anticipatory synchronization for the case where f is given by the Mackey-Glass equation (alternative choices are possible: Ikeda equation [21] , chaotic spring [22] ),
As can be seen, the response of the slave (dashed line) synchronizes, or anticipates, with the future of the master system (solid line) by an amount τ (in this case τ = 2).
The second possibility depends on introducing the delay into the coupling term rather than into the master equation. In this case, (8) becomeṡ
(slave), (13) where K is the coupling matrix and k is a constant. Again, the synchronization manifold is stable; however, in contrast to the first approach, this manifold is only locally stable. In other words, there are choices of the delay and the initial functions φ(x) and φ(y) for which anticipatory synchronization is not possible. The type of anticipatory synchronization is of particular interest given the ease with which a variable delay can be introduced into visuomotor tracking tasks [22, 40, 68] . Using this approach, it has been possible to demonstrate that humans are able to track targets that move in complex ways [68] , even those that move chaotically [22] , using delayed feedback. The conclusion that the tracking ability is related to anticipatory synchronization is supported by the observation that the dependence of tracking performance on the magnitude of the delay inserted into the coupling is the same as predicted theoretically [22] . Of course, anticipation of length τ into the future is already provided by the initial function, . This is because, by definition, x(t 0 + τ ) depends on x(t 0 ). Are predictions longer than τ into the future possible? Surprisingly, the answer is yes. Using suitable choices of K, it is possible to obtain maximum anticipatory times of the order of the characteristic period of the chaotic oscillations [87] .
Transient behaviors
The initial function, , effects the transient behaviors of time-delayed feedback control mechanisms.
It can happen, especially in time-delayed networks of neurons, that these transients are oscillatory and last so long as to be indistinguishable from sustained oscillations [88] . This phenomenon is referred to as delay-induced transient oscillations (DITOs) and is seen in delayed dynamical systems that exhibit bistability or, more generally, multistability [89] . It is easy to see why the dependence on the initial function, φ, becomes particularly complex in these situations. This is because can be chosen so that it straddles the boundary (separatrix) that separates the two basins of attraction: in a sense, the dynamical systems come under the influence of two (or more) attractors at the same time. An important point is that DITOs occur even in situations in which the coexistent attractors are fixed points.
An example of a situation in which DITOs can arise is a model of neural decision making that takes the form of two mutually inhibitory neurons [48] ,
where
where c, n, θ are positive constants. For appropriate choices of the parameters, three fixed points coexist (figure 7(a)): two of these are stable and they are separated by an unstable fixed point. It is helpful to think of the two stable fixed points as two decisions, A and B. Which of the attractors is attained depends on the choice of the initial functions, (x) and (y). When the functions lie within the basin of attraction of A, we get decision A ( figure 7(b) ), and when they lie in the basin of attraction of B, we get decision B ( figure 7(c) ). However, when (x) and (y) are chosen close to the unstable fixed point (U), we get a different and unexpected dynamical behavior, namely a DITO. The duration of the DITO scales exponentially with the delay [88] (for example, when τ = 8, the DITO duration is ∼1000τ [48] ) and is robust in the presence of noisy perturbations (A Quan, I Osorio and J Milton, unpublished observations). In the context of decision making, DITOs represent a decision maker who wavers between two decisions before making a decision.
These observations suggest that the nervous system is anticipated to be particularly susceptible to the generation of oscillatory transients at times when changes in state occur. This is because as one attractor forms while the other disappears, there is necessarily an interval in time when both attractors coexist. Moreover, as this process evolves, the trajectories are drawn toward the separatrix. It has been suggested that this mechanism might lie at the basis of seizure occurrence in patients with a rare familial form of epilepsy known as frontal lobe nocturnal epilepsy [90] . In these patients, seizures occur only when the subject is sleeping and are most common during the transition between stage I and stage II sleep.
Discussion
It is not possible to ignore the presence of a time delay. One cannot approximate the dynamics of an infinite-dimensional system by a low-dimensional system without losing potentially important information. A key point is that a time-delayed dynamical system has memory of its past. This memory enters the dynamics through the effects of the initial function, . Finally, for many choices of f , the dynamics of (1) evolve irreversibly in time when τ > 0 [33, 91] .
Transient dynamics are an important feature of timedelayed dynamical systems [48, 52, 88, 89] . Concepts of stability, the basic mathematical tool for the analysis of neural control mechanisms, emphasize the long time behavior of a dynamical system. However, the living nervous system is all about transients: attention abruptly shifts, people fidget, tremors wax and wane; even an epileptic seizure represents a transient event. Indeed, the only long-term persistent behavior of the nervous system is electro-cerebral silence. In engineering approaches to control, great use is made of techniques based on the Fourier integral transform [92, 93] . These approaches are not well suited to the study of the effects of . Although, in principle, the Laplace transform can take into account the effects of , computer algorithms analogous to the FFT for computing the inverse Laplace transform, especially in the presence of noise, are not yet available [94] . The study of the dependence of the dynamics of a time-delayed dynamical system on , both at the bench top and at the desk top, may provide an avenue to understand the nature of neural transient behaviors.
It is important to keep in mind that predictive motor control strategies also have limitations.
In particular, predictive control is not possible unless there exists an internal model upon which to base predictions [95] . For complex voluntary movements, the generation of an internal model requires a long history of repetition to both develop and maintain the internal model. Consequently, every day, humans perform voluntary motor tasks that are not well controlled predictively simply because an internal model has not yet been fully developed. Moreover, there may be voluntary motor tasks for which an internal model cannot be developed [86] . Thus any interpretation concerning control of complex voluntary movements must take into account the current skill level of the subject and the importance that the subject has attached to performing the skill well [103] .
Surprisingly, considerations of the effects of the interplay of noise and delay on neural control lead to issues related to energy budgets. It has been estimated that the human cortex consumes ∼10 21 ATP molecules per minute just to maintain baseline activities [96] , i.e. ∼20% of the total energy produced by the human body. Presumably motor control strategies that consume less energy are favored over those that do not. In other words, the more that a given voluntary task is repeated, the greater the impetus for the nervous system to develop better control strategies that consume less energy. An unsolved problem concerns how the nervous system learns to take advantage of the energy saving effects of through the development of discontinuous control strategies, such as drift and act. It is tempting to speculate that this may be a goal of predictive-type control strategies. Hence, a temporary increase in energy expenditure to use such models may be justified if the long-term goal is ultimately to reduce energy expenditures and 'free up' neural resources to learn new tasks. These suggestions are consistent with the observation that cortical activity is typically greater for novice subjects performing a complex motor task, such as the golf swing, than for expert golfers [97] . It is possible that this learning process is accomplished, at least in part, by tuning of thresholds and modification of conduction delays [98] [99] [100] mediated by changes in axonal myelination [101, 102] . Thus, an important problem will be to identify the nature of the cost functions that the nervous system uses to manage its resources.
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Appendix. Construction of discontinuous feedback
There are many ways in which F can be constructed. I chose to construct F using two sigmoid functions of the form 
