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MECHANISM DESIGN FOR INFORMATION AGGREGATION WITHIN THE
SMART GRID
by Harry Thomas Rose
The introduction of a smart electricity grid enables a greater amount of information
exchange between consumers and their suppliers. This can be exploited by novel ag-
gregation services to save money by more optimally purchasing electricity for those
consumers. Now, if the aggregation service pays consumers for said information, then
both parties could benet. However, any such payment mechanism must be carefully
designed to encourage the customers (say, home-owners) to exert eort in gathering
information and then to truthfully report it to the aggregator. This work develops a
model of the information aggregation problem where each home has an autonomous
home agent, which acts on its behalf to gather information and report it to the aggre-
gation agent. The aggregator has its own historical consumption information for each
house under its service, so it can make an imprecise estimate of the future aggregate
consumption of the houses for which it is responsible. However, it uses the information
sent by the home agents in order to make a more precise estimate and, in return, gives
each home agent a reward whose amount is determined by the payment mechanism in
use by the aggregator. There are three desirable properties of a mechanism that this
work considers: budget balance (the aggregator does not reward the agents more than it
saves), incentive compatibility (agents are encouraged to report truthfully), and nally
individual rationality (the payments to the home agents must outweigh their incurred
costs). In this thesis, mechanism design is used to develop and analyse two mechanisms.
The rst, named the uniform mechanism, divides the savings made by the aggregator
equally among the houses. This is both Nash incentive compatible, strongly budget
balanced and individually rational. However, the agents' rewards are not fair insofar as
each agent is rewarded equally irrespective of that agent's actual contribution to the sav-
ings. This results in a smaller incentive for agents to produce precise reports. Moreover,
it encourages undesirable behaviour from agents who are able to make the loads placed
upon the grid more volatile such that they are harder to predict. To resolve these issues,
a novel scoring rule-based mechanism named sum of others' plus max is developed,which uses the spherical scoring rule to more fairly distribute rewards to agents based on
the accuracy and precision of their individual reports. This mechanism is weakly budget
balanced, dominant strategy incentive compatible and individually rational. Moreover, it
encourages agents to make their loads less volatile, such that they are more predictable.
This has obvious advantages to the electricity grid. For example, the amount of spinning
reserve generation can be reduced, reducing the carbon output of the grid and the cost
per unit of electricity. This work makes use of both theoretical and empirical analysis in
order to evaluate the aforementioned mechanisms. Theoretical analysis is used in order
to prove budget balance, individual rationality and incentive compatibility. However,
theoretical evaluation of the equilibrium strategies within each of the mechanisms quickly
becomes intractable. Consequently, empirical evaluation is used to further analyse the
properties of the mechanisms. This analysis is rst performed in an environment in
which agents are able to manipulate their reports. However, further analysis is provided
which shows the behaviour of the agents when they are able to make themselves harder
to predict. Such a scenario has thus far not been discussed within mechanism design
literature. Empirical analysis shows the sum of others' plus max mechanism to provide
greater incentives for agents to make precise predictions. Furthermore, as a result of
this, the aggregator increases its utility through implementing the sum of others' plus
max mechanism over the uniform mechanism and over implementing no mechanism.
Moreover, in settings which allow agents to manipulate the volatility of their loads, it is
shown that the uniform mechanism causes the aggregator to lose utility in comparison
to using no mechanism, whereas in comparison to no mechanism, the sum of others' plus
max mechanism causes an increase in utility to the aggregator.Contents
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N The set of home agents N = f1; ;ng.
xi Agent i's real distribution.
^ xi Agent i's reported distribution.
xa;i The aggregator's prior belief of agent i's consumption.
i The mean of agent i's real distribution.
i The precision of agent i's real distribution.
^ i The mean of agent i's reported distribution.
^ i The precision of agent i's reported distribution.
a;i The mean of the aggregator's prior information regarding agent i's event.
a;i The precision of the aggregator's prior information regarding agent i's
event.
 !i The unmanipulated value of the event which agent i is trying to predict.
!i The realised (possibly manipulated) value of the event which agent i is
trying to predict.
x The vector of all of the agents' reported distributions.
xa The vector of the aggregator's priors for each agent.
! The vector of the agents' realised events.
f The forward market price.
b The system buy price delta.
s The system sell price delta.
fr The retail price per unit of electricity.
i The load variance manipulation factor for agent i.
;i The load variance manipulation cost coecient for agent i.
;i The precision cost coecient for agent i.
C (i;;i) The cost of performing load variance manipulation.
C (i;;i) The cost of generating a report of precision i.
max The maximum precision accepted by the sum of others' plus max mecha-
nism.
(x) The amount of electricity the aggregator must buy to minimise its exposure
to the balancing markets given a vector of beliefs, x.
;a Shorthand for (x) and (xa) respectively.
xixxx NOMENCLATURE
(;!) The cost of electricity given that  units were initially purchased but !
units were consumed.
(x;xa;!) The savings made by using the agents' reports instead of the aggregator's
priors.
 The fraction of the savings that should be distributed to the home agents
as rewards.
P The set of probability distributions.
R The set of real numbers.
Pi () The reward function for agent i.
P! (!i;  !i) The utility gained by an agent from consuming !i units of electricity when
it actually requires  !i units.
Ui () Agent i's utility function.
Ua () The aggregator's utility function.
 Ui () Agent i's expected utility function. The over-bar syntax is used throughout
the thesis to denote the `expected' variant of a function (e.g.  () refers to
the expected savings function).To my grandfather, Alan Norris.
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Introduction
Over the past decade, human-induced climate change has been thrust into the media
spotlight and numerous agreements have been signed in an international eort to cut
global greenhouse emissions. The current global targets, agreed to during the G8 sum-
mit in 2008, are to cut emissions by 50% compared to 1990 levels by the year 2050
(Department of Energy and Climate Change, 2009b), and as part of this eort, the UK
has committed to cutting emissions by 20% by 2020, and by 80% by 2050. It is estimated
that electricity generation contributed about 32% of the UK's total carbon emissions in
2007 (Department of Energy and Climate Change, 2009a, p. 125), and with the change
towards using electrically powered vehicles and the electrication of heating through the
use of heat pumps, the modernisation of the electricity grid is a key element of the UK
Low Carbon Transition Plan (Department of Energy and Climate Change, 2009b).
In order to meet these carbon targets, the use of renewable sources of generation will
become increasingly prevalent within the grid. However, these sources tend to be much
more stochastic in nature compared to traditional sources of generation such as coal or
gas (Varaiya et al., 2011). For example consider wind power, in the absence of storage,
the electrical output of a wind farm is roughly proportional to the wind speed. Conse-
quently, as wind-speed at any particular instant is dicult to predict, so is generation
output from wind farms. Predictability within the grid is important because there are
strict constraints on electricity networks stating that supply must always match de-
mand. If these constraints are not met, the stability of the grid as a whole is threatened,
with increased probability of transmission failure, brownouts (in which the voltage at
the consumer end is considerably lower than required) or even blackouts. Thus, the
unpredictability of renewable generators such as wind poses a considerable risk to the
grid. To mitigate this risk, generation is planned ahead of time. Generators must de-
clare the amount of electricity they are able to generate ahead of time, and these oers
are matched with bids for electricity from consumers. However, any imbalance between
what a generator commits to produce and the amount it actually produces must be rec-
tied in real time by the grid. This is done by way of a balancing mechanism in which
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the generators who under- or over-supplied are charged costly fees for their imbalance.
Therefore, there is clearly a need for generators to mitigate the risk they incur through
their unpredictability.
Similarly, the demand placed on the grid is itself stochastic. Electricity companies must
purchase sucient supply for their customers in advance, and to do this they make use of
statistical analysis plus some amount of `tweaking'. If their customers do not consume as
expected, thereby causing a surplus or decit in demand, the aforementioned balancing
mechanism is used to rectify the imbalance, and the electricity company is charged
accordingly.
In both of these cases, customers might mitigate their risk by banding together under
aggregation services. For example, in the case of wind farms, a number of geographically
diverse wind farms might join an aggregation service, which then trades electricity on
their behalf. Doing this reduces the risk of generators being unable to supply their
agreed amount, as if one wind farm is unable to provide electricity, another in a remote
location might be able to. Aggregation services will become particularly important due
to the increasing use of distributed small-scale generators. Individually, it is not feasible
for small generators to trade within the grid both due to the negligible amount of power
these generators can provide in comparison to the amount being traded within the
electricity markets, and due to computational constraints on the markets themselves
(Pudjianto et al., 2007). Consequently, to be eective within the electricity markets,
these small generators must be aggregated to form a virtual power plant in which an
aggregation service trades the capacity of the individual generators on the grid on their
behalf.
Further aggregation of suppliers is used to provide short term supplies of energy in order
to supply peak or unexpected demand. Such services already exist in the UK thanks
to the National Grid's (the system operator of the UK) short term operating reserve
(STOR) program { a balancing mechanism that makes use of demand response in order
to correct imbalance within the grid. Under demand response, loads placed by electricity
consumers are curtailed either automatically or through the use of price cues. Two such
examples are Flexitricity1 and UK Power Reserve2, which aggregate surplus generation
capacity from small generators such that when a decit of supply arises upon the grid,
the aggregated generation capacity can be deployed.
On the side of the consumers, aggregators so far have concentrated on demand response.
That is, they aggregate customers' ability to shed loads in the event of over-consumption
on the grid. There are quite a number of these aggregation services currently registered
1http://flexitricity.com
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with the National Grid { KiWiPower3, Open Energi4 and EnerNOC5 to name just a
few. However, these services tend to focus upon large consumers of electricity as it is
them who are often able to shed the most load.
Home consumers can also benet from aggregation by pooling their demand in much
the same way as small generators pool their supplies. Aggregating consumers has the
intrinsic benet of reducing risk because it increases the likelihood of two or more pre-
diction errors cancelling with one-another. However, further reduction of risk can be
achieved through aggregating more specic information regarding each consumer { a
problem on which this thesis focuses. This is made possible by the development of the
`traditional' electricity grid into a smart grid. The vision of the smart grid is a grid
not only of electricity, but also one of information (U.S. Department of Energy, 2003;
Electricity Networks Strategy Group, 2009). One key element in the vision of a smart
grid is smart meters, which will be used to allow companies to send real time price
signals to users to inuence the demand that these consumers place on the grid. Such
signals could be used, for example, to discourage users from placing a load on the grid
when demand is already high (as in the case of real-time pricing), or when the carbon
output is high (Ramchurn et al., 2011). However, crucially, this ow of information
can be bidirectional, allowing consumers to send information towards the suppliers. The
bidirectional ow of information oers opportunities for innovative, novel aggregation
services to act as intermediaries between consumers and the electricity markets. This
reduces the computational burden upon the markets as groups of consumers appear as
a single entity.
It is this demand prediction problem on which this thesis focuses. However, the work
within this thesis is equally applicable to supply prediction, or even the prediction of
a customer's ability to shed loads. In fact, the model presented in Chapter 3 is an
extension of the news vendor problem, in which a centre must predict the future demand
of a perishable product such that it can purchase the correct amount. Importantly, in
the newsvendor problem, the centre incurs cost penalties if it under or over-predicts.
Consequently, the work in this thesis will in fact generalise to any such news vendor
problem, or indeed, any problem in which a centre must perform some task whose
expected cost is dependent upon the precision of the prediction the centre has about a
future outcome. A more detailed discussion of the newsvendor problem is presented in
Section 2.3.2.
The model presented in this thesis, which is more fully described and formally dened
in Chapter 3, denes an aggregator and numerous homes represented by agents. Each
home agent must gather information which can be used to precisely predict that home's
future consumption. The aggregator then uses that information in order to predict the
3http://kiwipowered.com
4http://openenergi.com
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cumulative demand of all homes under its service. Of course, the aggregator has some
prior information regarding each home's expected consumption. This is the information
it would have used had no additional information been available from the agents. As
such, the aggregator is able to make some savings in using the agents' information over its
own. However, the home agents incur a cost in gathering information for the aggregator,
and therefore the aggregator must appropriately compensate them. Payments must be
carefully designed as agents will strategise over their actions in order to perform actions
that maximise their expected utility. Therefore, naive payments might cause agents
to behave in a manner detrimental to the aggregator. It is with the design of these
payments that this thesis is concerned.
1.1 Research Requirements
In line with the above discussion, the aim in this thesis is to develop an interaction
mechanism between individual homes and the aggregator which includes a payment
scheme that rewards individuals for sharing information with the aggregation service.
In so doing, from the scenario in the previous section, the following requirements must
be taken into account:
I Automated: The smart meter should use a piece of software to periodically
collect information from the user. This should be easy and quick to use, requiring
minimal eort from the user. Other than this interaction with the user, all other
behaviour with regards to processing the information and communicating it with
the supplier should be completely autonomous.
II Encourage participation: It must be protable for each of the parties (the
aggregator and the consumers) to purchase and sell electricity through this mech-
anism. In a branch of economics called game theory, individuals are assumed to
be rational, meaning they will only perform actions that maximise their expected
payo (John von Neumann and Morgenstern, 1944). Consequently, if an individ-
ual is better o through not participating in the mechanism, it won't participate.
Thus, in order to encourage individuals to use the mechanism, the savings made
through the use of the system must outweigh the costs incurred by the parties
from participating in it.
III Budget balance: The mechanism must not distribute more money to the home
agents than is saved by the aggregator in using their information. That is, when
savings are positive, the aggregator should never make a loss. Note that, assum-
ing the agents truthfully report more precise information to the aggregator, the
expected savings will be positive. However, there could be outlying occasions in
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held by the aggregator. That is, on rare occasions, the aggregator might pur-
chase an amount of electricity further from the actual amount consumed by the
agents when using the agents information over its own. In such situations, weak
budget balance will mean that the aggregator will make a loss (as the budget {
the savings { is negative). Consequently, weak budget balance relates to incentive
compatibility of the aggregator insofar as a weakly budget balanced mechanism is
ex ante incentive compatible to the aggregator (i.e. in expectation the aggregator
will make positive utility).
IV Make eective use of information: The aggregator will use the information
reported to it by agents in order to optimally purchase electricity for those agents.
Agents should therefore use all information that is available to them in order to
make their predictions.
V Increase the accuracy of predictions: Consumers should be incentivised to
produce accurate predictions of their future consumptions.
VI Discourage the misreporting of consumers' predictions: The aggregator
must use the agents' information in order to optimally purchase electricity for
them. Consequently, consumers should be encouraged to honestly report their
beliefs over what their consumption will be, as if the aggregator tries to optimise
over false information, the purchasing strategy it adopts is likely to be sub-optimal.
Truth-telling should be incentivised both in the short and the long term, i.e. a
consumer should not have a greater reward in the long term (say over a week) if
they lie about their beliefs tomorrow, but report honestly for the next 6 days.
VII Encourage consumers to report their condence in their predictions:
In order for the aggregator to judge the accuracy of the reported predictions, con-
sumers should also be encouraged to report their uncertainty in their beliefs. That
is, when reporting their prediction, rather than just reporting their expectation,
they should report their belief in the form of a probability distribution over their
consumption. In a scenario whereby the cost of punishment for over- and underes-
timating future consumption is not symmetric, simply reporting a weighted mean
of your estimated consumption is not sucient for the aggregator to optimally
purchase electricity. The aggregator must also be aware of the agent's condence
in its estimated mean { the variance of the agent's reported belief { in order to pur-
chase the amount that, given the agents' predicted error, minimises the expected
cost of the agents' electricity.
VIII Fairness: The rewards agents receive must reect the eort they put into generat-
ing their information. We assume that an agent's eort is reected in the precision
of its estimate. That is, if an agent puts a large amount of eort into producing
a precise estimate, it should be rewarded more greatly than an agent who put in
less of an e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IX Discourage inecient use of electricity: In order to reduce the carbon output
of the grid, electricity must be used eciently by consumers. The system should
penalise homes that wilfully waste electricity.
X Reduce the variance of demand on the grid: The grid is rarely operating
at maximum capacity, and variance in demand is often supplied for using standby
generators that output more carbon than the generators used to supply the base
load of the grid. By reducing the variance of demand on the grid, less standby
generation capacity is required. This reduces development and maintenance costs,
and allows cleaner sources to supply a greater percentage of the total electrical
demand as the base line accounts for a greater amount of the total demand on the
grid.
XI Compatible with existing markets: The model should not require a redesign
of the current electricity markets. The redesign of said markets without thorough
testing can lead to disastrous consequences (Borenstein, 2002). The model should
make use of the markets that already exist to trade electricity, allowing for easier
implementation and more immediate applicability.
The key requirement for the aggregator { who will ultimately implement this system {
is that, it will reduce its expenditure through implementing this mechanism over simply
using statistical methods over historical data.
1.2 Research Challenges
Given the requirements stated in Section 1.1, some key technologies and tools that will
be used throughout this thesis are identied.
Requirement I states that autonomy is required by the system, which suggests the use
of software agents. These are pieces of software which represent individual actors within
a system and exhibit autonomous, goal-driven behaviour (Wooldridge and Jennings,
1995; Castelfranchi, 1995). That is, they perform actions that they believe will bring
them closer to achieving some goal which they have been set. Agents are completely
autonomous and are able to communicate with one another, allowing the exchange of
information (for example, between homes and the aggregation service). Software agents
are typically assumed to be self-interested and rational and, as a result they only perform
tasks which they believe will benet themselves. A branch of economics named game
theory (Fudenberg, 1991) is used to understand the strategic behaviours each agent
exhibits.
Furthermore, the information about each home's predicted consumption is private to
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to elicit from said agents. Private, in this sense, refers to the fact that only one agent
knows the consumption for its home (as opposed to the information being condential).
This privacy occurs as a result of each agent gathering information independently to
construct an estimate it will report to the aggregator. If an agent's information is its
type, the problem can be thought of, in game theoretic terms, as a game of incomplete
information. A branch of game theory called mechanism design (Mas-Colell et al., 1995,
ch. 23) is particularly relevant to this problem, as it focusses on games in which agents'
types (in the scenario from this thesis, their predictions and costs) are private. In more
detail, mechanism design is a game theoretic tool with which a game can be designed
such that specic behaviours are elicited from the participating agents. In particular,
it introduces two key concepts { individual rationality and incentive compatibility. The
concept of individual rationality states that an agent always seeks to maximise its utility
and a mechanism that is said to be individually rational has the property that rational
agents will participate in it. A mechanism is said to be incentive compatible when the
reward received by an agent is maximised when that agent truthfully reports its beliefs.
An example of an incentive compatible mechanism through which agents' private types
are elicited is the Vickrey auction (Vickrey, 1961). This is a second price, sealed bid
auction in which a good is being sold to the agent who values that item the most.
However, the value an agent assigns to an item is private to that agent (i.e. it is not
known by the auctioneer or the other bidders). Therefore, the auctioneer must devise
a method of eliciting each agent's attributed value. The Vickrey auction does this by
decoupling the agent's individual bid from what that agent pays. Specically, an agent
pays the next highest price bid (if they win). This decouples the amount the agent pays
from the report it gives, thereby inducing incentive compatibility in the mechanism. For
example, consider an agent bidding in a Vickrey auction. If it misreports its value (i.e.
it bids a value other than its own true value), it will either decrease its probability of
winning the auction in the case of reporting a lower value, or increase the probability of
receiving a negative utility in the case of over reporting. Therefore, an agent's optimal
strategy is to bid its true value.
The problem addressed by the Vickrey auction has interesting parallels to the scenario
in which the aggregator tries to elicit the home agents' private information. However,
in that scenario, there is no item with denite value being sold and agents are not
bidding monetary values. Therefore, a typical auction mechanism cannot be applied
to the problem. Instead, the setting of eliciting predictive information is considered
and, in doing so, a closely related eld of research, scoring rules, is discussed, which are
often used in the evaluation of predictions to measure the quality of a prediction (Brier,
1950; Good, 1952; Savage, 1971; Gneiting and Raftery, 2007). One of the useful results
of scoring rules is that of propriety, which is analogous to incentive compatibility in
mechanism design. Specically, if a scoring rule is strictly proper then an agent's utility
is uniquely maximised when they truthfully reveal their types.8 Chapter 1 Introduction
The majority of the work done so far on scoring rules has developed rules that take into
account one distribution (the prediction). However, in order to address requirement IV,
the aggregator must score the agent based on how useful the agent's report was to the
aggregator. Scoring rules by Nau et al. (2007) take into account not only a distribution
representing the prediction to be scored, but also a distribution that represents the
aggregator's prior beliefs. This way, the score an agent achieves is based on the dierence
between its report and the aggregator's prior belief. However, this work cannot be
directly applied to the problem discussed in this paper as it suers from computational
issues when the centre believes an event to be highly improbable.
An additional challenge to using scoring rules in the problem within this thesis is that
mapping scores directly to payments in a manner is budget balanced (i.e. making the
agents' payment proportional to the score they receive such that the aggregator doesn't
make a loss) is non-trivial. This results from the fact that scoring rules are unbounded in
continuous settings. Furthermore, while proper scoring rules and their ane transforma-
tions are incentive compatible, no guarantees are made with regards to other dimensions
over which agents may strategise. For example, agents may be able to make themselves
harder or easier to predict, as well as being able to manipulate their actual consump-
tions to match their earlier predictions. However, without additional analysis and design
of the payment mechanisms, the behaviour of these agents is unknown. In fact, if an
agent's payment is directly proportional to its score, it is likely that the agent will have
incentive to waste energy in order to correctly meet its prediction, thereby violating
Requirement IX.
Against this, the next section discusses the contributions of this thesis to the state of
the art.
1.3 Research Contributions
The ultimate contribution of this work is the presentation and analysis of mechanisms
for use within the smart grid, which allow an aggregation service to more optimally pur-
chase electricity for a set of consumers. In doing this, mechanisms are presented which
encourage the generation and truthful transmission of precise predictions of future con-
sumptions by home agents. Moreover, this work presents mechanisms that encourage
agents to reduce the variability of their loads and actively discourages agents from wast-
ing energy in the event that they learn they will not consume as predicted. In doing this,
the work contributes the sum of others' plus max mechanism to the literature, which
makes direct use of scoring rules to assign payments to agents based upon a budget de-
termined by their own reports in a budget balanced manner that is incentive compatible
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of their loads. In addition, this report discusses methods of removing the sum of others'
plus max mechanism's incentive to waste.
As part of this discussion, this report discusses work presented in the following papers:
Rose, H., Rogers, A. and Gerding, E. H. (2011) Mechanism Design for Ag-
gregated Demand Prediction in the Smart Grid. In: AAAI Workshop on
Articial Intelligence and Smarter Living: The Conquest of Complexity, 7-8
August, San Francisco.
Rose, H., Rogers, A. and Gerding, E. H. (2012) A Scoring Rule-Based Mech-
anism for Aggregate Demand Prediction in the Smart Grid. In, The 11th
International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Valencia, Spain
In more detail, the work detailed in this report contributes to the state of the art in the
following ways:
 A new scoring rule-based mechanism named sum of others' plus max is presented,
which can be applied to the information aggregation problem. The mechanism
rewards agents using a budget determined by their own reports and takes into
account both the agents' reports and the centre's prior information.
 The mechanism is the rst to make direct use of agents' scores in continuous set-
tings in order to make payments towards agents that are both incentive compatible
and budget balanced.
 The mechanism is proven to be dominant strategy incentive compatible and ex
ante weakly budget balanced.
 Using a computational approach to nd equilibrium states, the mechanism is com-
pared to a benchmark mechanism in which rewards are divided uniformly between
agents, and another scenario in which agents' reports are not requested, and no
reward mechanism is in place.
 Empirical analysis of the mechanisms under a smart-grid simulation is presented
in order to show that the sum of others' plus max mechanism reduces the risk to
the centre, and increases the centre's expected utility.
 It is shown that sum of others' plus max provides incentives for agents to reduce
the volatility of their loads. Whereas the simpler, uniform mechanism provides the
opposite incentives.
 It is shown that while under the sum of others' plus max mechanism, agents
have incentive to waste electricity under certain conditions, the mechanism can be
adjusted such that there is no such incentive.10 Chapter 1 Introduction
With this in mind, the next section describes the structure of this thesis.
1.4 Thesis Structure
The remainder of this thesis is structured as follows:
Chapter 2 A review of the literature that is relevant to this thesis is presented. In
more detail, this chapter presents a review of the theoretical papers behind proper
scoring rules, as well as mechanism design papers relevant to the information elicitation
problem. The chapter also discusses electricity markets and the simulation of consumers
within the grid as well as the news vendor problem, and other models similar to the one
presented here.
Chapter 3 A scenario which describes the problem discussed within this paper is
presented. The scenario is that of a consumer within a smart grid setting purchasing
electricity through an aggregation service, whose job is to interact with the electricity
market on the consumer's behalf. The aggregator receives better rates when it precisely
predicts the future consumption of the customer, and is able to make some imprecise
prediction on its own. However, the customer is able to send more information regarding
their future behaviours in order to allow the aggregator to more precisely predict their
consumption. In return for this, the customer gets a rebate. The problem discussed
within this thesis is how this rebate is dened. After the scenario is presented, the
chapter goes on to formally present the problem and the model such that theoretical
and empirical analysis may be performed on it.
Chapter 4 The information aggregation problem in which customers may misreport
their information to the aggregator is discussed. This chapter discusses how payments
can be made to the agents such that this behaviour is discouraged, and in so doing
presents two such mechanisms. The payments discussed in this section are based upon
the savings made by the aggregator in using the agents' information over its own. To
this end, this chapter presents the uniform mechanism, which simply divides savings
equally amongst agents and shows these payments to be Nash incentive compatible and
budget balanced. Moreover, to obtain stricter incentive compatibility properties, the
chapter presents the sum of others' plus max mechanism, which is the rst mechanism
to make direct use of scoring rules under a continuous setting in order to make payments
to agents based upon the agents' reports in a way that is budget balanced and maintains
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Chapter 5 The uniform and sum of others' plus max mechanisms are discussed un-
der a setting that includes the ability for agents to adjust the predictability of their
events. An agent adjusting its predictability directly aects the amount of information
contained in the aggregator's information. When using budgets that are dependent on
the savings made by the aggregator when using the agents' information over its own
priors, it is possible for agents to increase these savings by making themselves harder
to predict. This chapter performs empirical analysis of the uniform and sum of others'
plus max mechanisms, discussing the equilibrium strategies of the agents and drawing
comparisons to the results from Chapter 4. As well as manipulating the predictability
of their consumptions, this chapter provides a theoretical analysis of agents' behaviours
when it is assumed that agents are able to continuously gather information regarding
their consumptions. Such an ability allows the agents to detect whether or not they
will in fact consume as they had originally predicted. In the event of an agent not
consuming as it had originally predicted, that agent is able to x its consumption by
`wasting' electricity. This shows that while the uniform mechanism doesn't provide any
incentive for agents to waste their electricity, the sum of others' plus max mechanism,
on the other hand, does. A method of removing this incentive is discussed.
Chapter 6 Finally, this chapter provides a summary of this thesis as well as a dis-
cussion of the conclusions that can be drawn from the results in the preceding chapters.
In addition, future extensions to this work are discussed, including further potential
analysis to the mechanisms provided within this paper and potential extensions to the
model presented within this thesis.Chapter 2
Background
Given the introduction and research requirements discussed in the previous chapter,
this chapter presents the background relevant to the work in this thesis. Additionally, it
discusses the current state-of-the-art and the limitations that restrict its applicability to
the problem described in Chapter 3. First, Section 2.1 presents a discussion of electricity
markets and consumer behaviour. Next, Section 2.2 presents a discussion of smart
grid technologies and how they enable the work within this thesis. Following that,
Section 2.3 discusses a relevant problem from the eld of inventory theory, namely that
of the newsvendor problem. Section 2.4 provides a brief discussion of the aspects of game
theory needed to understand this thesis. Then, Section 2.5 discusses relevant work in the
elds of mechanism design and information elicitation, followed by a discussion of scoring
rules in Section 2.6. Then, Section 2.7 discusses work surrounding coalition formation
in which groups of consumers or producers form coalitions to buy or sell electricity as
virtual power plants. Finally, Section 2.8 draws this chapter to a close by summarising
the limitations of the current state of the art.
2.1 Electricity Markets
The goal of the British Electricity Trading Transmission Arrangements (BETTA), for-
merly the New Electricity Trading Arrangements (NETA), is to trade electricity as
though it were any other resource, in as decentralised a manner as possible. This is
done through bilateral trading between generators and suppliers in the forward mar-
kets, and then using a centralised balancing market to match supply with demand in
real time.
The BETTA system splits the day into 48, half-hour trading slots in which electricity
for that specic half-an-hour can be bought and sold. The participants in the BETTA
system can be broadly split into two categories: generators and suppliers. In this case,
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generators are those who supply the grid with electricity, and suppliers those who supply
end consumers with electricity. Electricity suppliers must buy enough electricity to
meet their customers' demand at all times and, to do this, the electricity companies
must estimate the amount of electricity their customers will require for each of these
half hour slots. Ahead of time, electricity suppliers buy electricity in the form of long-
term contracts and spot markets. However, an hour ahead of any actual time slot,
gate closure occurs, meaning that electricity can no longer be purchased for this period
from the forward markets. After gate closure, any excess or shortfall in the amount of
electricity purchased for their customers, and the customers' demand must be balanced
through buying or selling the dierence in the balancing market.
During the balancing process, generators and electricity suppliers (from which the end
consumers purchase their electricity) oer bids to increase or reduce the amount of
electricity being generated or demanded in order to maintain the balance between supply
and demand of electricity on the grid. In the balancing market, electricity is traded at
two dierent prices: the system sell price (SSP), and the system buy price (SBP).
These prices are calculated as weighted means of the bids to either reduce generation, or
increase demand on the grid; or the bids to increase generation, or decrease the demand
on the grid (Dettmer, 2002).
In order to reduce the costs incurred through balancing errors, consumers can be com-
bined (aggregated) by novel aggregation services, which trade electricity for groups of
houses. These services can act within the current electricity markets without need for
any re-design of the existing trading mechanisms, thus they are readily applicable to
modern-day electricity markets (Requirement XI). The reasoning behind this is that
any redesign of markets must be thoroughly tested before their use. This is especially
true for electricity markets, which are particularly sensitive as a result of supply always
having to be matched with demand (Borenstein, 2002). Meanwhile, the BETTA markets
are already well established and have proven to be fairly robust to global economic is-
sues such as the 2001 Enron crisis (Hesmondhalgh, 2003). Therefore, this thesis develops
a mechanism that complements existing markets by allowing communication between
the aggregator and the homes of information that can be used by the aggregator in
order to more precisely predict the homes' future consumptions of electricity. Insofar
as the prediction of demand is currently concerned, thus far, electricity companies tend
to use relatively simple statistical modelling of consumers and some amount of human
input in order to predict future consumptions. There has been limited work on the
modelling of loads of individuals and groups of houses (Herman and Kritzinger, 1993;
Heunis and Herman, 2002; McQueen et al., 2004; Carpaneto and Chicco, 2008). Indeed,
the distribution of loads seems to be highly dependent on the individual consumers
themselves (Carpaneto and Chicco, 2008). However, gamma, beta, and log-normal dis-
tributions tend to be most often used to represent aggregate loads. Moreover, analysis
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to be the most appropriate for modelling residential loads. One key technology in en-
abling more precise predictions of future demand will be the intelligence built into the
smart grid, as discussed in the next section.
2.2 The Smart Grid
Modernising the electrical grid will be a large area of work over the coming years as
governments focus on attempting to increase the security and reliability of electricity
supply, whilst also reducing the carbon emissions of electricity production and consump-
tion (U.S. Department of Energy, 2003; Electricity Networks Strategy Group, 2009; De-
partment of Energy and Climate Change, 2009b). One large area of research is based
around implementing a smart grid, which comprises of nodes that are able to sense and
act upon various variables, as well as communicate this information to one another.
One such node is a smart meter, which is able to monitor and reect the amount of
electricity being consumed in real time. It then makes this information available both
to the consumer and the electricity supplier, and can also receive pricing information in
real time to allow real time pricing to be implemented, which is discussed next.
Various forms of feedback can be used to relay information to consumers. The most
eective form, in terms of percentage savings made by customers, is direct feedback
in which real-time price data is displayed clearly to a user (Darby, 2001, 2006). By
clearly displaying that the current price of electricity is more expensive than average,
consumers can decide whether or not they are able to `make do' without placing a load on
the grid. For example, a washing machine is not necessarily likely to have any imminent
deadlines for nishing, so can be turned on later, when electricity is cheaper. This is
called demand side management (as demand is shaped around the supply of electricity)
and contrasts with the system commonly used today whereby supply is constantly varied
to match demand in real time (Electricity Networks Strategy Group, 2009). These
demand side management services must make a prediction regarding their customers'
ability to shed loads. Moreover, prediction is required even in scenarios without demand
side management. For cleaner fuels, such as nuclear power, it is costly to vary output
levels in real time. However, through the use of accurate predictions of future demand,
preparations can be made to slowly ramp them to a minimum base-load such that a
large percentage of electricity being generated is done so with minimum carbon-output.
When combined with demand side management, the carbon output of the grid should
be greatly reduced.
To further reduce the carbon and monetary cost of electricity consumption, aggregation
can be performed within the home. In the HomeBots system, each electrical device is
represented by an agent whose task it is to minimise the cost of running that device
(Ygge and Akkermans, 1996; Ygge et al., 1999). This is an example of how demand-side16 Chapter 2 Background
0 5 10 15 20
0
2
4
6
8
Time
C
o
n
s
u
m
p
t
i
o
n
0 5 10 15 20
0
2
4
6
8
Time
C
o
n
s
u
m
p
t
i
o
n
Figure 2.1: A pictorial example of how reducing variance in demand reduces the
carbon output of the grid. The black line represents the demand being placed on the
grid. The red area is electricity being supplied by more carbon-producing generators,
whereas the green area is being supplied by more carbon-neutral generators.
management can be applied within a home in order to smooth the load placed on the
grid by that home over time. This smoothing reduces carbon output. As a result, they
tend only to be used to supply the guaranteed base load on the grid (as in Figure 2.1),
whereas other, less carbon-neutral supplies are used to ll the gaps.
In the HomeBots system, load-smoothing is achieved by allowing device agents to bid
for a time slot in which their device will consume power, and as part of this process, the
system makes the important distinction between loads that are controllable and, those
that are uncontrollable. Controllable loads are those which do not aect the resident of
the property if they are interrupted or delayed, whereas uncontrollable loads are those
that are provided on demand to the user, such as, a television or a desktop computer.
Although the work presented in this thesis does not look at demand management within
houses (and indeed, the mechanisms designed in this work are aimed to be relevant to
all aggregation services in the smart grid), the HomeBots system complements the work
in this thesis, whereby tiers of aggregators are employed. For example, an aggregator
could be placed at the home-level (the home agent), followed by an aggregator at the
street or substation level. By distributing the aggregators in such a way, it is possible to
achieve more precise predictions while reducing the computational load concentrated at
any one point. In this system, individual appliances would know their load proles and
their function. The home agent could then use this information from the appliances,
combined with other information that is available, in order to predict the load prole of
the house.
The ability to accurately predict future consumptions and apply demand side manage-
ment to the load on the grid helps to smooth the demand of electricity on the grid.
However, it should be noted that some degree of exibility is still required on the supply
side of electricity generation. For example, simply relying on a large number of nuclear
power stations to provide enough generation for the UK does not allow enough exibilityChapter 2 Background 17
to cope with unexpected demand uctuations. In the case that a sudden demand in-
crease occurs, and there are insucient `exible' power stations to supply it, brownouts1
could occur, which can aect the stability of the grid as a whole. One of the contributing
factors in the Californian energy markets in the early 2000s was the lack of exibility in
both the supply and demand side of the energy markets (Borenstein, 2002).
Furthermore, problems with inexibility of supply are likely to be exacerbated in the
future with the rise of microgrids. There are two main visions of the future electric-
ity grid { a trans-European super-grid, and a grid of smaller (e.g. town-sized) smart
grids each with their own means of storage and generation (European Commission and
Directorate-General for Mobility and Transport, 2008; Galvin and Yeager, 2008). It is
the latter, smaller grids, which are termed microgrids. With regards to these microgrids,
the vision is of grids with many distributed sources of generation, mainly consisting of
renewables. Renewables are inherently inexible and therefore must be combined with
electrical storage technologies. However, this inexibility and lack of capacity gives rise
to planning problems. For example, it must be ensured that at no point does con-
sumption outweigh available generation capacity. In order to do this, accurate forecasts
of consumptions must be used in order to source electricity from other connected mi-
crogrids for large demands that cannot be met solely by local generators. Therefore,
demand-side management will be especially important in microgrids, as the supply side
will be much less exible in meeting uctuating demand (Rahman et al., 2007). The
work in this thesis is therefore particularly suited to micro-grids, with little exibility in
their generation capacity.
As far as electricity companies are concerned, deciding an optimal amount of electricity
to purchase given a prediction of future demand is not a new problem. In fact, it is a
similar problem to the problem faced by shops and commerce worldwide: the problem of
inventory management, to which an entire eld of theory is dedicated. The next section
discusses aspects of inventory theory that are relevant to the smart grid model proposed
in Chapter 3.
2.3 Inventory Theory
Inventory theory originates from the eld of operations research. This theory deals with
the problems faced by a centre who, given some demand for a product, must decide
how much of that product to stock given certain costs (Hillier and Lieberman, 2005,
ch. 18). The problem faced by the aggregator in the work presented in this thesis is
an example of an inventory management problem, specically, the newsvendor problem,
discussed in Section 2.3.2. However, rst, Section 2.3.1, discusses the relevant concepts
and terminology from the eld of inventory theory.
1A brownout is a drop in grid voltage that causes the grid to destabilise.18 Chapter 2 Background
2.3.1 Terminology and Concepts of Inventory Theory
The eld of inventory theory was developed to allow a centre to adequately cater for
future demands. Broadly speaking, demand can be split into two classes. The rst and
simplest is deterministic or known demand. Under such a model, the centre knows the
exact future demand that will occur for the product. The more interesting and, as far
as this thesis is concerned, by far more relevant class of demand is that of stochastic
demand. This model assumes that demand cannot be precisely known, but instead is
randomly distributed. When modelling electricity markets, demand is assumed to be
stochastic. Moreover, as discussed in Section 2.1, the demand placed on the grid tends
to be best modelled by either log-normal distributions or gamma-based distributions.
When ordering an amount of product to supply future expected demand, the centre
must take into account a number of costs. Those particularly relevant to the smart-grid
model are: the cost of ordering, which corresponds to the cost per unit of electricity the
centre incurs when purchasing electricity from the forward markets; the shortage cost,
which is incurred when the demand is greater than the amount of product stocked (i.e.
consumers have placed a load on the grid that is greater than the amount of electricity
bought in the forward market); and the salvage value, which corresponds to the system
buy price (i.e. the amount of money the centre can regain by selling excess electricity
back to the grid).
Of course, dependent on the longevity of the product in question, the salvage value might
never need to be taken into account by the centre. Products that are ever-lasting and
for which there will forever be demand will never be sold at salvage value. These types
of products are said to be stable. On the other hand, perishable products have a nite
life-span, or will not be in demand after a certain period. Electricity is an example of a
perishable product as any amount purchased must be either consumed by customers, or
sold back to the grid (salvaged) in real time such that supply and demand are constantly
equal. Models of such situations, in which all of a stocked product must be either sold
or salvaged, are known as single period models. Consequently, the problem faced by the
centre is one of a single-period model with stochastic demand, and perishable products.
Such a problem has received a lot of attention among the inventory theory literature,
and is commonly referred to as the newsvendor problem.
2.3.2 The Newsvendor Problem
The newsvendor problem is a wide-ranging problem in which a newsvendor must deter-
mine the number of newspapers to purchase given that he is unsure of what the demand
for that paper will be.
The newsvendor incurs various costs dependent on how the quantity he orders matches
the realised demand. Specically, if the newsvendor orders too few newspapers, heChapter 2 Background 19
incurs a shortage cost, which can represent either the loss in business as a result of
the lack of newspapers, or conceivably the higher cost of procuring extra newspapers
in short notice. Conversely, if he orders too many newspapers, he can scrap them in
order to get some salvage cost, which may be zero (i.e. the papers have no value). In
the newsvendor problem, a newsvendor is tasked with buying a quantity of newspapers
for a stochastic future demand. Furthermore, the newspapers are said to be perishable
as there is only demand for them on the day for which they were published. More
formally, the newsvendor must choose a number of newspapers to purchase, S, given
some probabilistic demand, D, whose probability density function is denoted by f (x).
Given this, the cost of purchase, c, the shortage cost, p, and the holding cost (the cost
of storage minus the papers' scrap value), h, the newsvendor's expected cost is given by
(Hillier and Lieberman, 2005):
C(S) = cS +
Z 1
S
p(x   S)f (x)dx +
Z S
0
h(S   x)f (x)dx (2.1)
That is, the newsvendor's expected cost is the cost of the initial purchase, plus the
amount of money he expects to lose due to shortage, plus the cost he incurs for holding
any unsold papers. This equation can be easily adapted to give the costs incurred by an
aggregator within the smart grid, as is seen later in Chapter 3 (specically, Equations 3.1
and 3.3). Furthermore, it lends credence to the argument about the wide applicability
of the work within this thesis, as the model presented within Chapter 3 consists of the
newsvendor problem imbued with the ability to elicit information from the newsvendor's
customers; methods for this are discussed next.
2.4 Game Theory
Requirement I states that the system developed as part of this thesis must be au-
tonomous. Given this, agent-based game theoretic modelling is used in order to simulate
individual actors within the system. Moreover, an agent-based model is developed in
which each house is represented by an autonomous, intelligent piece of software named
an agent. Each agent is said to be self-interested, and chooses its actions based upon
what it expects will maximise its reward for performing those actions (Wooldridge, 1999;
Wooldridge and Jennings, 1995). Given this, the analysis within this thesis uses a branch
of economics called game theory, which studies how such parties strategically interact
with one another within a system (John von Neumann and Morgenstern, 1944). This
section will introduce the core concepts of game theory, which are used throughout this
thesis.20 Chapter 2 Background
2.4.1 Concepts in Game Theory
Game theory can be divided into two broad sections { cooperative and non-cooperative
game theory. The work in this thesis will look at non-cooperative game theory in order
to model the interactions between the individual consumers and the aggregator. There-
fore, discussion is restricted to non-cooperative game theory. First, games of complete
information are discussed. This introduces key concepts of game theory including some
concepts that are also used in studying games of incomplete information, which are
discussed afterwards.
2.4.1.1 Games of Complete Information
In general, game theory models interactions between a set of agents (or players) N =
f1; ;ng as a game,  . In this game, each agent, i, can perform some action ai 2
Ai, and has a set of preferences over all agents' actions, which are dened by that
agent's utility function. Each agent chooses a strategy i 2 i, where i is the set of
all probability distributions over all actions the agent can perform, PAi, denoting the
probability with which agent i will perform that action. The utility function is dened
for each agent i as
Ui :  ! R;
where
 =
Y
j2N
j
Therefore, the set  holds all possible combinations of strategies for all agents where
each combination is referred to as a strategy prole. An agent is said to prefer a strategy
prole i over 0
i i U (i) > U (0
i), where, i;0
i 2 i, and a self-interested rational
agent, i, is able to strategise over i in order to choose a strategy i 2 i that maximises
its utility. Formally the agent chooses i given:
i = argmax
0
i2i
Ui
 
0
i   i

where
 i =
Y
j2Nnfig
j
If a strategy, i for agent i species that it will play a particular action with probability
1, that strategy is termed a pure strategy. Otherwise, that strategy is referred to as a
mixed strategy. Given these elements, a strategic form game is dened as:
  = hN; = fij8i 2 Ng;U = fUij8i 2 Ngi:Chapter 2 Background 21
P2
D S
P
1 D -1,-1 0,-2
S -2,0 -0.5,-0.5
Table 2.1: Payo matrix for the prisoners' dilemma where each agent can choose to
either defect (i.e. implicate the other prisoner), D, or to remain silent, S.
Attention is now turned to a game named the prisoners' dilemma. This game is described
by the normal form representation shown in Table 2.1, and consists of two agents N =
f1;2g, both arrested by the police. They are taken to separate rooms such that they are
unable to collaborate with one-another and each prisoner is oered a choice { to remain
silent, S; or to defect and implicate the other prisoner, D.2 If one prisoner defects
while the other remains silent, the silent prisoner will receive a two year sentence, while
the defecting prisoner will go free. Alternatively, if both prisoners remain silent, the
police will only be able to prosecute them on a lesser oence, resulting in each prisoner
receiving a half-year sentence. Finally, if both agents defect, the police will prosecute
both prisoners, and they will share the two year sentence, receiving one year each. This
is described in Table 2.1.
This is a game of complete information and as such, each prisoner knows the possible
strategies and preferences of the other prisoner. Given this, each prisoner can analyse
the game to decide on the strategy he will play. From prisoner one's perspective, it can
be seen that for both of prisoner two's strategies, agent one will maximise his utility by
choosing to defect. Therefore, it is said that for prisoner one, D is a dominant strategy,
as it maximises his utility regardless of his opponent's strategy. Formally, for an agent,
i, with a strategy space of i, a strategy i 2 i is dominant if
Ui (i)  Ui
 
0
i

; 80
i 2 i n fig
and that the strategy is strictly dominant if the inequality is strict. Looking from
prisoner two's perspective, it can be seen that the same holds { defecting is a dominant
strategy. Thus, assuming both prisoners are rational, they will therefore always choose
to implicate the other prisoner (defect). It is said that the strategy (D;D) is a dominant
strategy equilibrium as no agent has an incentive to deviate (to choose to play a dierent
strategy) regardless of the other agents' adopted strategies. Interestingly, both agents
can gain a better utility by both remaining silent (receiving a utility of  0:5 each rather
than  1). However, this is not a Nash equilibrium as from the (S;S) strategy prole
each agent is able to unilaterally deviate to D in order to gain a higher reward (i.e. a
utility of 0 rather than  0:5).
Consider now a dierent game named the battle of the sexes. This game consists of two
agents, N = f1;2g, who are unable to communicate with one-another and must meet
2Therefore, in this case A = f(D;D);(D;S);(S;D);(S;S)g22 Chapter 2 Background
P2
O R
P
1 O 3,1 0,0
R 0,0 1,3
Table 2.2: Payo matrix for the battle of the sexes game where each agent can choose
to attend either the opera, O or a rock concert, R.
each other at one of two events { the opera, O; or a rock concert, R. Agent 1 prefers
O whereas Agent 2 prefers R. However, no matter which event they attend, they prefer
to be together than to be apart. This game is described in Table 2.2.
Nash (1950, 1951) states that any nite game is guaranteed to have at least one mixed
strategy Nash equilibrium. A Nash equilibrium is a strategy prole from which no one
agent is incentivised to deviate. The game in Table 2.2 has three Nash equilibria { two
pure strategy Nash equilibria and a single mixed strategy Nash equilibrium. The two
pure strategy equilibria, which are underlined in Table 2.2, are (O;O) and (R;R).
To nd the mixed strategy Nash equilibrium in this game, the agents' expected utilities
must be analysed. Let 1 = (1;1   1). That is, agent 1 will play O with probability
1 and R with probability 1   1. In the same way, let agent 2's strategy be 2 =
(2;1   2). Agent 1 therefore gains the utility:
U1 (O;2) = U1 (O;O)  2
U1 (R;2) = U1 (R;R)  (1   2)
In a mixed strategy equilibrium, each agent must be indierent between the utilities of
the two actions given the other agents' strategy, so U1 (O;2) = U1 (R;2). Now, with
this in mind and given the utilities in Table 2.2, agent 2 is able to compute the mixed
strategy it should adopt:
32 = 1   2
) 2 =
1
4
Therefore, agent 2 must play the strategy 2 = (0:25;0:75), and it can be similarly
determined that agent 1 plays 1 = (0:75;0:25).
These games are termed games of complete information. That is, at the rst point the
agents calculate the strategies they will adopt, all agents know the strategies open to all
other agents and the utilities obtained by all agents for every outcome. If this assumption
is relaxed and it is said that the agents do not know their opponents' preferences at the
rst point at which they begin to strategise against one-another, the game becomes one
of incomplete information, which is discussed next.Chapter 2 Background 23
2.4.1.2 Games of Incomplete Information
The games that have been described so far are examples of games of complete infor-
mation. In these games, agents know all information there is to know about the game
before they strategise against each other. This section describes games in which agents
hold some private information regarding the game { games of incomplete information.
In such games, any private information an agent has at the beginning of the game is
referred to as its type (Myerson, 1991).
In discussing games of incomplete information, Harsanyi (1967) describes three general
cases in which agents can be ignorant of information given in the normal form represen-
tation of games given in the previous section:
1 Agents do not know the physical outcomes of the game.
2 Agents do not know either their own utility function or the utility functions of the
other agents.
3 Agents do not know the strategy spaces of either themselves or of the other agents.
Furthermore, it is argued that the cases 1 and 3 can both be generalised to case 2
whereby agents are unaware of the utility functions of the other agents in the game.
Therefore, games of incomplete information can be generally dened as games in which
agents do not know the other agents' utility functions (Harsanyi, 1967).
In games of incomplete information (also referred to as Bayesian games), agents are
unable to play against their opponents' types as they did in the games discussed earlier.
Instead, they must play against probabilistic beliefs of what their opponents' types are.
Bayesian games are therefore dened as follows (Myerson, 1991):
 b = hN;;T;P;Ui
where Ti is the set of possible types of agent i and,
T =
Y
i2N
Ti
and where, Pi 2 P, and Pi : T i ! R is the probability agent i has assigned to agent  i
(i.e. agent i's opponent) being of a given type, t i 2 T i, given its own type, ti, such
that:
0  Pi ()  1
and X
tj2T i
Pi (tjjti) = 124 Chapter 2 Background
Given this information, agents strategise using their expected utility, which is given by
the function:
 Ui (ijti;T i;Pi) =
Z
tj2T i
Pi (tjjti)  Ui (ijti;tj)
and agent i will choose a strategy i such that:
i = argmax
0
i2i
 Ui
 
0
ijti;T i;Pi

where the overbar syntax of  U () is used throughout this thesis to denote the expected
value of a function.
As in games with complete information, Bayesian games also have equilibria termed
Bayes or Bayes-Nash equilibria (Harsanyi, 1968). These equilibrium positions occur
when each agent, i, is playing its best response to every other agents' strategy given its
own type, ti, and its own beliefs Pi about the other agents types, T i.
A classic example of a Bayesian game is an auction in which an object is being sold
to which the buyers attribute a certain private value determined by that agent's type.
Consider a rst price sealed bid auction between two agents N = f1;2g, each agent
i 2 N attributes a value ti 2 R to the object, which that agent keeps private to itself.
Each agent must write a given bid amount ai 2 R on a piece of paper, which he will pay
to the auctioneer if, after both agents have submitted their bids, his bid is the highest.
The utility function for each agent i is given by:
Ui (aijti) =
8
<
:
ti   ai; if ai > aj, 8j 2 N n fig
0; otherwise
Let the item being sold be a rare, antique vase. The bidding agents can be of two types:
a collector, C, and a shopkeeper, S, who is interested in reselling the vase at a prot.
That is, Ti = fC;Sg. The two bidders never meet one-another and so do not know each
other's types when they make their bids. However, they each know their own type ti,
and therefore agent 1 knows that t1 = C and agent 2 knows t2 = S. Collectors do not
wish to make prot on their purchases (as they do not plan to resell them), therefore the
value that agent 1 has attributed to the vase is represented by the normal distribution
C = N (10;5). Shop keepers, on the other hand, must make a prot and therefore
agent 2's value for the vase is S = N (5;3). The strategy space each agent, i, is able to
strategise over is i = PR+, where i 2 i is the amount that agent i will bid for the
vase.
The agents know that Pi (tj = Cjti = C) = 0:2 and Pi (tj = Sjti = S) = 0:6, and therefore
are able to strategise over the amount they bid for the item. If the agents were to assume
that the other agents bid truthfully (which will soon be seen to be a false assumption),Chapter 2 Background 25
Figure 2.2: The expected utility for each agent assuming the other agent bids truth-
fully but when each agent is unaware of the other agents' realised type. The dashed
line represents the agents' true mean value for the item.
the expected utilities for each agent i for each bid amount ai can be seen in Figure 2.2.
It can be seen that in this case, agent 1, whose type was C would in fact bid 5:8 as this
maximises his expected utility, whereas agent 2, whose type is S would bid 3:1. The
fact that both agents can maximise their expected utility by bidding a value other than
their true private value shows this auction does not encourage truthful behaviour from
agents, which is a concept that is discussed in more detail in Section 2.5.
2.5 Information Elicitation
Often, when designing markets and systems through which agents interact with one-
another, the designer would like to guarantee certain properties of the system. For
example, in order to make best use of the information available to the home agents,
the aggregator must encourage the home agents to report that information truthfully
(Requirement VI). Alternatively, a commonly used example is that of an auctioneer
who would like to sell an object of unknown value. The auctioneer's goal is to eciently
allocate some goods to a set of bidders, which, in the case of a single item, means
giving the good to the bidder who values the item the most. Therefore, the auctioneer
must ascertain the value each bidder attributes to the item. In order to maximise the
eciency of the allocation he chooses, the auctioneer requires each bidder to report their
true value (that way he can allocate the vase to the bidder who values it the most). The
eld of mechanism design provides the tools to construct Bayesian games which exhibit
given properties, and as such is used extensively throughout this thesis. Therefore, this
section introduces key concepts from mechanism design, and discusses relevant literature
from the eld.26 Chapter 2 Background
In mechanism design, it is said that there is a Bayesian game containing a set of n agents,
N, and for each agent, i, a utility function Ui, and a set of possible types Ti. Each agent,
i, also has a dened set of actions, Ai, from which, when asked by the centre, he can
choose to perform some action ai 2 Ai. Additionally, a mechanism denes an outcome
space, 
, which represents the set of actions the mechanism can perform. The mechanism
chooses an outcome ! 2 
 using a social choice function F : A1    An ! 
. From
this outcome, each agent obtains a certain value dened by the function vi : 
 ! R.
The mechanism designer must design a set of payments Pi : A1    An ! R, such
that the desired set of actions are performed by the agents. Commonly, for example, a
mechanism designer may want to design payments such that the agents truthfully reveal
a piece of information to the centre.
Mechanism design can be thought of in three steps (Fudenberg, 1991):
1 The principal designs a mechanism that it expects will elicit specic behaviours
from the agents.
2 The agents accept or reject the proposed mechanism. This occurs in one simulta-
neous move { i.e. agents have no information with regards to whether their peers
have accepted/rejected { although they can speculate. At this point, agents who
reject obtain a base utility.
3 The agents who accepted play the game specied by the mechanism and are re-
warded with the base utility plus whatever utility they obtain from the result of
the game.
Mechanism design introduces some key concepts such as individual rationality, being
budget balanced and incentive compatibility, which are dened as follows:
Individual Rationality A mechanism exhibits individual rationality if it encourages
rational agents to participate. That is, if an agent can choose between the strategies
 = fa;bg, where a is to participate, and b is not to participate in the mechanism, a
mechanism is individually rational if  U (a) >  U (b).
Budget Balanced A mechanism that is budget balanced will never make a decit.
For example, if a mechanism must distribute a certain amount of money 	 to n agents
such that each agent, i, receives  i, a mechanism is said to be weakly budget balanced
if 	 
P
8i  i, and strongly budget balanced if the inequality is strict. Similarly, a
mechanism can be ex ante or budget balanced in expectation if the above holds for
expected payments { i.e. on average the above inequality holds.Chapter 2 Background 27
Figure 2.3: Agents' expected utilities versus their bid price under the Vickrey auction.
It can be seen that the agents' utilities are maximised when they truthfully report their
values to the auctioneer.
Incentive Compatibility A mechanism is said to be incentive compatible if there
exists a Nash equilibrium for the strategy set whereby all agents report truthfully. Taking
the auction example from the introduction to this section, the auctioneer would like all
agents to truthfully report their value of the item being sold such that the item will be
sold to the agent who values it the most. In this case, each agent i must report its true
type ti, and the mechanism is said to be incentive compatible if  Ui (ti) >  Ui
 
^ ti

; 8^ ti 2
Ti n ftig.
There are two broad categories of mechanisms { indirect mechanisms whereby agents'
messages are unrestricted; and direct mechanisms in which each agent, i's messages
are restricted to reporting his set of types, Ti, to the centre. In mechanism design,
often information elicitation is discussed in terms of agents revealing their types, rather
than their private values, or their preferences. Moreover, an important result from the
mechanism design literature is that of the revelation principle (Dasgupta et al., 1979;
Myerson, 1979). This states that if an indirect mechanism can achieve an outcome in
Bayes-Nash equilibria, there exists an equivalent, incentive compatible, direct mechanism
in which that outcome is a Bayesian equilibrium. This way, attention can be restricted to
only direct mechanisms (provided the possible types of each agent is common knowledge).
A solution to the auctioneer's problem from the beginning of this chapter was presented
by Vickrey (1961). It was shown that by using a second price, sealed bid auction, agents
would maximise their expected utility by truthfully reporting their types. This works
by disassociating the agents' report from the amount it pays. It can be seen that each
agent's expected utility is maximised when they report their true private value. At28 Chapter 2 Background
any bid price over their opponents, they still pay the same amount (the value of the
next highest bidder's bid), but, if they bid lower than their true value, they reduce the
probability that they are the highest bidder and therefore the winner. Of course, if they
bid higher than their true private value, they improve their chances of winning the item,
but also increase the probability of having to pay an amount higher than their true
valuation of the object.
A similar application of mechanism design was used in Papakonstantinou et al. (2008,
2009), whereby an agent (whom is termed the centre) would like to obtain information
from a set of sensory agents but does not know the cost of obtaining that information
from those agents. Furthermore, the centre does not know the capabilities of the sensory
agents and thus they might not be able to individually supply information of a high
enough precision for the centre. In this case, in order to get an overall estimate with the
required precision, 0, the centre will have to purchase information from multiple agents
and then fuse those pieces of information. These works develop two-stage mechanisms,
of which the rst stage is discussed in this section and the second stage in Section 2.6.
In the case that the centre must only obtain information from one user (Papakonstanti-
nou et al., 2008), it was demonstrated that a reverse second-price auction could be used
in order to get the sensory agents to truthfully reveal their costs to the centre such that
it can select the agent who will provide the information at the lowest cost. In this mech-
anism, the winning agent (the lowest bidder) would be paid the next highest amount
over its own bid price, thus decoupling the agents' bid from its utility in the same way as
the Vickrey auction. Papakonstantinou et al. (2009) then extends that work to address
the issue whereby information must be sought from multiple agents. In this work, the
centre asks n of the agents in N, where n  2, to report their cost information so that
it can select the m cheapest agents of those and discard the rest. The amount each of
the m agents will be paid by the centre is the m+1th cost, i.e. the next highest price in
the set of n agents after the highest price quoted in that group of m. That is, if there
are n = 5 agents, and each agent 1; ;5 quotes the prices 1;2;3;4;5 respectively, if the
centre chooses the m = 3 cheapest agents (those with costs 1;2;3), each of the m agents
will be paid 4 { the next lowest bid price outside of the m selected agents.
Note that although these auction-based mechanisms are commonly used in type-elicitation,
they are unable to be applied to the smart grid scenario presented in Chapter 3 for nu-
merous reasons. Foremost, the model here has only one agent who collects information
regarding each home, whereas auction mechanisms rely on there being at least two.
The mechanism in Papakonstantinou et al. (2009) also relies on fusing the information
reported by the agents. However, this is not possible in the problem here as the infor-
mation reported by the agents is additive { the aggregator would like to know the total
consumption of all agents in the system.Chapter 2 Background 29
Mechanism design has also been applied to situations whereby the information being
elicited from the agents is not their costs, but rather the value of some variable to which
they have access (for example, in the scenario presented in Section 3.1, this could be
the consumption of the houses). Work has ranged from rating service providers, such as
sellers on online auction sites (Miller et al., 2005; Gerding et al., 2009) to getting specic
information regarding measured values (Chalkiadakis et al., 2011; Papakonstantinou,
2010; Zohar and Rosenschein, 2008, to name a few). Many of these solutions employ
functions named scoring rules in order to achieve incentive compatibility, which are
discussed in the next section.
2.6 Scoring Rules
In Section 1.2, it was stated that the mechanisms designed in this work must encourage
agents to truthfully report their information about future energy consumptions (Require-
ment VI). Furthermore it was stated that the agents should report their condence in
their estimates (Requirement VII). Therefore, agents must report a distribution. Proper
scoring rules take agents' probabilistic reports and a realised event and award them a
score based on how closely their report predicted the realised event. These scores are
maximised in expectation when agents report their belief truthfully and therefore, are of-
ten used in achieving incentive compatibility. Furthermore, they can be used to increase
the fairness of rewards (Requirement VIII), as they can be used to individually reward
agents based upon the precision and accuracy of their predictions (thereby also satisfy-
ing Requirement V). Scoring rules are functions that map an event and distribution to
a real number (the score). More formally, a scoring rule is dened as S : P  
 ! R
where 
 is the set of possible events and P is the set of all probability distributions over

. A scoring rule is (strictly) proper if it is maximised in expectation (only) when the
agent truthfully reports its beliefs. That is, if an agent holds a belief r, a scoring rule,
S, is proper if:
 S (r)   S (^ r); where r 6= ^ r
where  S(r) is the expected score an agent will receive for reporting r. Furthermore, S
is termed strictly proper if the above inequality is strict.
2.6.1 Scoring Rules for Discrete Distributions
Scoring rules have been applied to information elicitation scenarios for decades. They
were rst used in meteorology, where it was noted that if forecasters were to report
their predictions as probabilistic distributions and then to be rewarded through the
application of a scoring rule to their report, they would maximise their expected reward
only if they truthfully reported their forecast (Brier, 1950). The scoring rule used by30 Chapter 2 Background
r Expected Score
rain :rain Brier Score Log Score Spherical Score
0.1 0.9 -0.14 -1.64342 0.375467
0.2 0.8 0.08 -1.19355 0.460818
0.3 0.7 0.26 -0.949783 0.551487
0.4 0.6 0.4 -0.794651 0.637905
0.5 0.5 0.5 -0.693147 0.707107
0.6 0.4 0.56 -0.632465 0.748845
0.7 0.3 0.58 -0.610864 0.761577
0.8 0.2 0.56 -0.639032 0.75186
0.9 0.1 0.5 -0.764528 0.728848
1 0 0.4 -1 0.7
Table 2.3: The expected scores achieved by a forecaster when he believes prain = 0:7
but reports r. Note the peak score is at rrain = 0:7.
Brier has come to be known as the Brier score, and is dened as follows:
S(r;!) = 2r(!)  
X
!02

r
 
!02 (2.2)
where 
 refers to the set of events that can occur, r is the discrete probability distribution
reported by the forecaster, and ! is the realised event that occurred. As an example
of its use, imagine the scenario in which a town would like to know whether or not it
will rain tomorrow. There are two possible events that can occur, 
 = frain;:raing.
The town enlists the help of their local weather forecaster, who they will pay an amount
proportional to his Brier score for his report. The local weather forecaster predicts that
tomorrow there is a 70% chance of rain. That is, p = f0:7;0:3g. However, he strategises
over what he actually reports to the town, r, in order to maximise his expected earnings,
which he calculates using:
 S(rjp) =
X
!2

p(!)  S(r;!) (2.3)
The scores the forecaster expects to receive for various values of his report, r, are given
in Table 2.3. It can be seen that the forecaster maximises his score when he reports
r = p, and thus to maximise his reward, he should report his beliefs truthfully. The
Brier score is an example of an strictly proper scoring rule. That is, in expectation
an agent will maximise his score only when it reports its beliefs truthfully. A weaker
notion is that of proper scoring rules, which are maximised when reporting truthfully,
but can also be maximised by misreporting, making agents indierent between reporting
truthfully or misreporting.
The Brier score is synonymous with the quadratic scoring rule (which it will henceforth
be called), and is one of three main scoring rules extensively studied throughout the
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are the other two that have received much focus in the literature and are described by
Equations 2.4 and 2.5 below.
Log : S(rj!) = log(r(!)) (2.4)
Spherical : S(rj!) =
r(!)
p
r  r
(2.5)
2.6.1.1 The Characterisation of Discrete Scoring Rules
Discrete proper scoring rules were rst formally characterised by Savage (1971), Mc-
Carthy (1956) and Schervish (1989). They state that given a convex cost function
G : P ! R, where P  [0;1]n is the set of all possible probability distributions over a set
of n possible outcomes, 
, a scoring rule, S : P  
 ! R is proper i:
S(p;!) = G(p)  


G0(p);p

+ G0
i(p) 8i 2 f1; ;ng (2.6)
where the term hG0(p);pi represents the dot product of the sub-derivative of G with
respect to p, G0(p), and p, and G0
i(p) is the value of G0(p) at event i.
It is shown in Theorem 2.1 that P is convex, and therefore, for G to be convex, it is
sucient to show that (R. Tyrrell Rockafellar, 1970):
G(x + (1   )y)  G(x) + (1   )G(y); 8x;y 2 P; 8 2 [0;1]
Theorem 2.1. The set of discrete probability distributions over n mutually exclusive
outcomes, P  [0;1]
n is convex.
Proof. As stated in R. Tyrrell Rockafellar (1970), a set, G, is convex if
8 2 [0;1]
x 2 G ^ y 2 G ) (x + (1   )y) 2 G
(2.7)
Furthermore, a property of valid probability distributions p 2 P states that
p 2 P ,
n X
i=1
pi = 1
Thus, for P to be convex, it must be shown that Equation 2.7 holds for x;y 2 P, or:
n X
i=1
(xi + (1   )yi) = 132 Chapter 2 Background
 
"
n X
i=1
xi
#
+ (1   ) 
"
n X
i=1
yi
#
= 1
where, due to the constraint above, the sums are equal to one. Thus, the above equation
simplies to
 + (1   ) = 1
which is clearly true. Therefore,
Pn
i=1 (xi + (1   )yi) 2 P and thus P is convex.
Therefore, a proper scoring rule can use any convex cost function, G, that maps an
entire distribution to a single real value. One such example is that of the spherical rule,
whose cost function is
G(p) =
0
@
n X
j=1
p2
j
1
A
1
2
(2.8)
and therefore
G0(p) =
Pn
j=1 pj
Pm
j=1 p2
j
 1
2
(2.9)
From this, the spherical scoring rule can be derived by applying these functions to
Equation 2.6, to get
S(p;!) =
 
n X
i=1
p2
i
! 1
2
  p 
 
n X
i=1
pi
!

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i=1
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i
!  1
2
+ p! 
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i
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2
=
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(2.10)
The derivation of the logarithmic and quadratic scoring rules from their respective cost
functions is discussed in Appendix A. Further characterisations of these rules in terms
of their properties have been provided by a number of authors, as is discussed next.Chapter 2 Background 33
2.6.1.2 Properties of Discrete Scoring Rules
Although all of the above rules are strictly proper, they each provide diering incentives
to agents. For example, in terms of fairness and rationality, the logarithmic scoring
rule has no lower bound; the scores it awards agents are in the range ( 1;0]. This
complicates matters when implementing a mechanism based upon scoring rules. As
discussed earlier, agents must expect to prot through participation in a mechanism for
it to be classed as individually rational. If there is no lower bound on the score awarded
by the logarithmic scoring rule, ensuring positive payments to the players is non-trivial.
On the other hand, the quadratic and spherical rules award scores with the bounds
[ 1;1] and [0;1] respectively (Bickel, 2007). Furthermore, the logarithmic score is said
to exhibit locality. That is, the score rewarded by the logarithmic rule depends only
on the precision allocated to the event that occurred. For example, take two reports
forecasting the probability of three events, a = [0:7;0:3;0], and b = [0:7;0:1;0:2], if event
1 were to occur, both agents would receive the same logarithmic score, log(0:7), despite
the fact they both reported two dierent distributions. The quadratic and spherical
rules, on the other hand, exhibit a property known as monotonicity, whereby the agent
receives a higher expected score for reporting a distribution that more closely matches
the real distribution being predicted. These rules are said to be eective and encourage
forecasters not only to report their beliefs truthfully but to generate forecasts that match
the distribution of the event in question (Friedman, 1983). The range of scores awarded
by the spherical rule when event ! has occurred and was predicted to occur with p(!)
probability is much wider than the range of scores awarded by the quadratic rule under
the same conditions (Bickel, 2007).
The rules thus far, although commonly used throughout the literature, make one limiting
assumption { that no prior information is held by the person who requests the forecast.
All reports are scored against a uniform baseline belief, and as such, actual skill and eort
employed by the forecaster might not be taken into account by the score (Winkler, 1994).
For example, consider the situation in which a commuter would like to get a prediction of
whether or not a train will arrive within a given 10 minute period. Given the timetable
and the train's history of being on time, the person knows there is a 70% chance of the
train arriving within that 10 minute period. If the forecaster were simply to generate
its prediction using this same information and therefore report the same probability
to the commuter, that information will have no value to the commuter. However, if
the forecaster were to gather other information, for example timing information from
checkpoints along the train's route, and use that information to determine and report
that there is in fact a 97% chance of the train arriving within that 10 minute period,
this information has a much greater value to the commuter.
One scoring rule that has been used in meteorology to address this issue is the skill
score, which is dened as:34 Chapter 2 Background
S (p;qj!) =
T (pj!)   T (qj!)
T (f!gj!)   T (qj!)
(2.11)
for a strictly proper scoring rule T (), reported belief p, event ! and, crucially, a base
distribution q. The term T(f!gj!) refers to the score obtained when the forecast is
exactly correct { i.e. the forecaster predicted a 100% chance of rain and the event
! = rain. Now, it can be seen, that the skill score is the ratio of the dierence between
the score obtained using the reported belief p and the baseline distribution q, to the
dierence between the score obtained when the reported belief is 100% accurate, and
the baseline distribution. However, the skill score is not proper (Murphy, 1973), and
therefore does not incentivise the forecaster to report their honest beliefs in all cases.
Work done in Winkler (1994) discusses the application of asymmetric scoring rules,
which score a report against some base distribution. This work was extended by Nau
et al. (2007) in order to develop a set of scoring rules named weighted scoring rules,
which are based upon the generalised quadratic and spherical scoring rules. With these
rules, given in equations 2.12 and 2.13, a forecaster's report p is scored against a realised
event i and a base distribution q.
Weighted Spherical: S (p;!jq) =
1
   1
0
B
@
0
@ p(!)=q (!)
Ep

(p=q)
 1

  1
1
A
 1
  1
1
C
A (2.12)
Weighted Quadratic: S (p;!jq) =
(p(!)=q (!))
 1   1
   1
 
Ep

(p=q)
 1

  1

(2.13)
With these rules, a forecaster's score is reduced not only in the case that he misreports,
but also when he reports information already known by the centre. Consequently, the
forecaster is incentivised to gather information to make p more precise than the infor-
mation held by the centre. However, computing the weighted score is problematic and
results in a score that is unbounded. For example, consider the situation in which a
forecaster believes there is a 20% chance of rain, but the scorer believes there to be a
0% chance of rain, it can be seen that if ! = rain, then p(!)=q (!) = 1.
The early applications of scoring rules were mainly in domains with discrete outcomes.
For example, weather forecasting where either it will rain or not rain. However, work
has been done to adapt these rules for continuous domains (Winkler, 1967; Matheson
and Winkler, 1976), as is discussed in the next section.
2.6.2 Scoring Rules for Continuous Distributions
As was discussed in the previous section, the preliminary work on scoring rules tended to
study their application to discrete domains. However, recently much work has been doneChapter 2 Background 35
Logarithmic Quadratic Spherical
log

N

!; ^ x; ^ 

2  N

!; ^ ; ^ 

 
R 1
 1 N

x; ^ ; ^ 
2
dx
N(!;^ ;^ ) qR 1
 1 N(x;^ ;^ )
2
dx
Table 2.4: The logarithmic, quadratic and spherical scoring rules applied to a belief,
^ x, with mean, ^ , and precision, ^ , when the actual event, ! occurs.
regarding their application to continuous domains. This section discusses how discrete
scoring rules can be adapted such that they can be used in continuous domains and the
continuous variants of the logarithmic, quadratic and spherical rules discussed earlier
are presented along with some other useful scoring rules.
Given a discrete proper scoring rule for a binary outcome S (), it was shown by Winkler
(1967) that this rule can be used to score a forecaster in a continuous setting by setting a
random threshold on the score obtained by the agent for a given outcome. For example,
consider that:
S(^ r) =
8
<
:
S1; if ^ r occurs
S2; otherwise
By randomly partitioning the continuous outcome space, 
, at a point u, proper scoring
rules designed for binary domains can be adapted to a continuous scoring rule S (),
where
S (xj!) =
8
<
:
S1; if sign(!   u) = sign(x   u)
S2; otherwise
and where x is a point estimate provided by the forecaster and ! is the realised outcome
(Winkler, 1967). However, in order to maintain incentive compatibility, it is imperative
that u is unknown by the forecaster. To alleviate this problem, the work in Winkler
(1967) was extended by Matheson and Winkler (1976) whereby u is integrated over

 to produce a scoring rule that scores an agent based upon its reported continuous
probability distribution with cumulative distribution function, r, over 
, against an
outcome ! 2 
.
S (^ rj!) =
Z !
 1
S2 (^ r(u))du +
Z 1
!
S1 (^ r(u))du
This method relieves the partition selection problem in Winkler (1967), but also uses
the entire distribution reported by the agent whereas previously only a point estimate
was used. The discrete quadratic, logarithmic and spherical scoring rules described in
Equations 2.2, 2.4 and 2.5 respectively, have also been adjusted to work in continuous
domains. These are summarised in Table 2.4.
2.6.2.1 The Characterisation of Continuous Scoring Rules
The characterisation of continuous scoring rules, as provided by McCarthy (1956), Hen-
drickson and Buehler (1971), and restated in Gneiting and Raftery (2007), is very similar36 Chapter 2 Background
to that provided by Savage (1971) for discrete scoring rules. Again, it relies on the con-
vexity of the scoring rule's associated cost function. Consequently, an adaptation of
Theorem 2.1 stating the convexity of the space of discrete distributions, P, is adapted
for continuous distributions in Theorem 2.2.
Theorem 2.2. The set of continuous probability distributions over an interval [a;b], P
is convex.
Proof. The proof follows much the same lines as that of Theorem 2.1, and therefore will
not be restated in full here. The proof for continuous distributions uses the property:
p 2 P ,
Z b
a
p(x)dx = 1
and therefore
p;q 2 P;  2 [0;1]

Z b
a
p(x)dx + (1   )
Z b
a
q(x)dx = 1
) (p + (1   )q) 2 P
Given the convex set of probability distributions, P, the convex cost function G : P ! R,
satises (R. Tyrrell Rockafellar, 1970):
8 x;y 2 P; 8  2 [0;1] (2.14)
G(x + (1   )y)  G(x) + (1   )G(y) (2.15)
Furthermore, given the convex function, G : P ! R, the subderivative of G, is G :
P  
 ! R such that:
G(y)   G(x) 
Z
!2

G(x;!)d(y   x)(!)
which can be derived from the standard form of a subderivative function (R. Tyrrell
Rockafellar 1970, pp. 242;Gneiting and Raftery 2007). For a dierentiable function G,
the subderivative G can simply be the rst derivative of G with respect to P { the use
of subderivatives simply allows for non-continuous cost functions.
A scoring rule, S : P  
 ! R, is proper i S is of the form:
S (p;!) = G(p)  
Z
G (p;!)dp(!) + G (p;!)Chapter 2 Background 37
Given this characterisation, the quadratic scoring rule can be derived using the cost
function
G(p) =
Z
p(!)
2 d!
taking the derivative with respect to p, gives
G (p) =
Z
2p(!)d!
thus, giving the score
S (p;!) =
Z
p
 
!02 d!0  
Z
2p
 
!02 d!0 + 2p(!) (2.16)
S (p;!) = 2p(!)  
Z
p
 
!02 d!0 (2.17)
Further derivations of the logarithmic and spherical scoring rules can be found in Ap-
pendix A.
2.6.2.2 The Continuous Ranked Probability Score
Matheson and Winkler (1976) and Gneiting and Raftery (2007) argue that the rules
presented so far are not sensitive to distance { that is, they do not award high scores
to forecasters that assign high probabilities to events close to the measured outcome
but not identical to it. To this end, Matheson and Winkler (1976) propose a scoring
rule named the continuous ranked probability score (CRPS), where given a reported
distribution with cumulative distribution function F, and an outcome !, the forecaster
receives the score:
S(F;!) =  
Z 1
 1
(F (x)   1(x  !))
2 dx (2.18)
where
1(predicate) =
8
<
:
1; if predicate is true
0; otherwise
However, through the use of entire continuous distributions reported by the forecasters,
many of the rules that have been discussed so far are in fact sensitive to distance insofar
as the denition above describes. To reiterate, a scoring rule is said to be sensitive if it
assigns high scores to forecasts that assign high probabilities to events close to the event
that occurred (Matheson and Winkler, 1976; Sta el von Holstein, 1970). It can be seen
that in the discrete sense, with an outcome space of 
 = fsun;rain;thunderg, a forecast
that reports r1 = f0:7;0:2;0:1g will receive the same score under the logarithmic rule38 Chapter 2 Background
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Figure 2.4: The logarithmic scores forecasters would receive for their predictions of
how much rain will fall, r1 = N (0:1;0:3) and r2 = N (0:6;0:3). The dashed line shows
the actual measured rainfall, and the intersection of that line with the curves is the
score each forecast receives.
(for example) as a report that states r2 = f0:2;0:7;0:1g when thunder occurs despite the
fact that one report (giving a higher probability of rain) clearly is more accurate than
the other. The logarithmic rule, therefore is clearly not sensitive to distance. However,
in a continuous domain, when the forecaster is asked to give a Gaussian (for example)
distribution of how much rain he believes will fall in a given day, it can be seen from
Figure 2.4 that when two forecasts are given r1 = N (10;0:3) and r2 = N (60;0:3) and
the actual measured amount of rain is 70mm, it is the `closer' forecast that is more
greatly awarded. Note that the logarithmic rule is still insensitive to distance, this is
simply an outcome of using a distribution with a continuously dierentiable probability
density function.
It can also be seen in Figure 2.4 that forecasts receive a score greater than the upper
bound of the logarithmic scoring rule that was specied in Section 2.6.1. As is the case
with the quadratic and spherical rules, the translation of the logarithmic rule to the
continuous domain destroys the boundedness of the rule. The problem arises due to
the range of the continuous probability density function that describes the distribution
being reported by the forecaster. There are methods that can be employed in order to
scale the scores awarded by proper scoring rules. However, as is discussed in the next
section, this is not always a trivial matter.Chapter 2 Background 39
2.6.3 The Transformation of Scoring Rules
It is commonly accepted within the eld of scoring rules that the ane transformation
of proper scoring rules maintains their propriety. That is, given a strictly proper scoring
rule S (), the transformation S () +  is also strictly proper, for any positive linear
, and . This is a property that has been routinely exploited by mechanism designers
in order to develop scoring rule-based mechanisms that exhibit other properties as well
as incentive compatibility. For example, in Miller et al. (2005) this technique is used to
scale payments to the forecasters such that they will report a prediction with a given
precision  { an approach which is further developed by Papakonstantinou et al. (2008)
from which the following explanation is adapted. In Miller et al. and Papakonstantinou
et al.'s work, the agent's expected utility for reporting an estimate of precision, , at
a cost, c(), is  U () =  S () +    c(). In order to encourage agents to report an
estimate of a given required precision 0,  must be carefully selected such that  U is
maximised when an agent reports  = 0. This is done by solving dU=dj0 = 0, resulting
in:
 =
c0 (0)
 S (0)
In order to satisfy Requirements II, III and IV { that agents are encouraged to partic-
ipate, the aggregator does not lose money, and agents are incentivised to report their
information truthfully { any payments made to the agents based upon scoring rules will
likely have to be scaled similarly to above. However, the works in Miller et al. (2005)
and Papakonstantinou et al. (2008) cannot be directly applied to the problem in this
thesis as they make a limiting assumption that the payments to the forecasting agents
are independent of their reports, and that multiple agents are reporting information on
a common event.
It should be noted that arbitrary transformations are not guaranteed to maintain incen-
tive compatibility. Any transformation of a scoring rule in eect creates a new scoring
rule, which must still obey the characterisation discussed in Section 2.6.2.1 in order to
be proper. However, even strictly proper scoring rules only provide guarantees regard-
ing the truthfulness of agents' reports. Agents may well be able to strategise over other
parameters, resulting in behaviours that, while still truthful, are detrimental to the sys-
tem. A recent body of work has focussed on designing scoring rules that discourage
these behaviours, as is discussed next.
2.6.4 Scoring Rules That Discourage Undesirable Actions
A common assumption among the scoring rule and information elicitation literature is
that an agent is unable to inuence the event which it is predicting. However, if this
assumption is relaxed, as it is in the problem described in Chapter 3, interesting new
incentives are introduced. In more detail, an agent who is able to predict the value of40 Chapter 2 Background
! p(!) SL (p;!) Bonus
October 0.2 -0.699 $1.
November 0.8 -0.0969 $3.
Table 2.5: Scores and bonuses (taken as

10  SL (p;!) + 10

 c) awarded to a
software developer who predicts a p(!) chance of software being ready to ship in
! 2 fOctober;Novemberg.
an event and knows its reward will be maximised in the case that it is correct may have
incentive to manipulate its event such that it matches the agent's report, if the agent
were to discover that its initial estimate was false. This is more concretely described in
the following example.
Consider, for example, a software rm that would like to determine when the next
release of their product will be ready for shipping. To do this, they request a prediction
from their software developers as to whether the product will be available in ! 2 
 =
fOctober;Novemberg. For simplicity in this example, let the software developers receive
a bonus based on some ane transformation of the logarithmic scoring rule { taken in
this case to be
 
10  SL (p;!) + 10

c, for some constant, c. An example of the bonuses
the software developer receives on predicting a 0:2 probability of the software being ready
in October is shown in Table 2.5. It can be seen, unsurprisingly, that the bonus received
by the developer is maximised if his prediction is correct. Now, imagine that after the
developer has reported his belief, he nds that software development is progressing much
faster than expected, and he is almost certain that, if progress continues at the current
rate, the software will be ready in October. Furthermore, he knows that if this is the
case, he will receive only $1 instead of $3 as his bonus. Therefore, he stalls development
of his part of the software such that it is guaranteed to be complete in November, thereby
increasing his expected reward.
Clearly, in this situation, this type of behaviour from the agent is undesirable. However,
it should be noted, that under some circumstances this is not the case. For example, in
the event that the developer discovers that he is working too slowly and so speeds up his
development in order to ensure the software is delivered at the time that he estimated.
Scoring rules that discourage this type of behaviour are termed principally aligned (Shi
et al., 2009). That is, the scores assigned by the scoring rule are aligned with the utility
function of the principal agent. Thus for the agent to maximise its own score, it must
act to maximise the utility of the principal. In their paper, Shi et al. (2009) provide a
characterisation of principal aligned scoring rules, and discusses their use in prediction
markets.
Further work along these lines was presented by Bacon et al. (2012) wherein a model was
developed in which a worker must send information to a manager about the expected
time it will take to complete a given task. The manager has prior information, which it
fuses with the information from the worker in order to make a prediction as to when aChapter 2 Background 41
task will be completed. This prediction is then submitted to the company, who will then
reward both the manager and the worker proportionally according to a set of scoring
rules Sm and Sw respectively. It is assumed that there is a maximum amount of eort
that can be attained by the worker, and in exerting this eort, the task will be completed
in some time, x. By denition, a worker cannot exert more than maximum eort, and
therefore x represents the shortest amount of time in which the task can be completed.
The authors provide a characterisation of a set of scoring rules that incentivise the worker
to work at best eort, and truthfully report its information regarding the estimated
completion time to its manager. The scoring rules further provide incentives for the
manager to use all information available to it (including the information reported by the
worker) in order to generate its own estimate as to when a project will be completed,
and then to truthfully report that mean time to the company.
However, this assumes no cost of eort on the part of the worker, who, in absence of a
reward mechanism, is indierent between exerting minimal and best eort. Moreover,
no thought is given to the rewards that are generated under such a mechanism { just
that they are distributed in such a way that agents are incentivised to maximise their
score. Splitting the reward between the worker and the agents proportionally based upon
their score is likely to be non-trivial as the worker is able to manipulate the manager's
estimate through manipulation of the information sent by the worker to the manager.
An interesting situation that might arise in the scenarios discussed in this thesis occurs
when agents speculate as to the action that is to be chosen by the centre, and how that
action will aect the agent's utility. This problem is eectively side-stepped by assuming
that agents' utilities are independent of the actual action chosen by the centre, provided
the centre acts optimally according to the information it holds. That is, using the
electricity domain as an example, a customer is indierent between the centre purchasing
ten units or twenty units of electricity provided whichever amount the centre chooses
to buy minimises the total cost of electricity to the customer. However, it has been
shown that when agents receive additional utility dependent on the actual action chosen
by the centre { e.g. when the customer in the previous example receives some sort of
commission from the provider from which the centre buys its electricity { the centre
must provide additional reward { compensation { to the home agent in order to ensure
truthful reporting of beliefs (Boutilier, 2012).
2.7 Aggregation of Loads and Coalition Formation
Recently, work done in Chalkiadakis et al. (2011) employed coalition formation in order
to eectively aggregate small energy generators, such as wind farms or solar arrays,
known as distributed energy resources (DERs), in order to form a collective known as a
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of electricity it expects to generate in the future, and then to generate and provide that
electricity to the grid when the time arises. In return, after the time in question has
passed, the coalition is paid an amount by the grid that:
VG;C =
1
1 + j^ xC   xCj
  log(xC)    xC
where ^ xC is the amount of electricity the coalition claimed it would generate, xC is the
actual amount generated by the coalition, and  is the price per unit of electricity as
set by the grid operator. They show that for the coalition, this method of payment is
incentive compatible. That is, as a whole, the coalition's report of ^ xC should be equal
to xC. However, the payments made to individuals within the coalition must be made
carefully such that the mechanism is individually incentive compatible. The payment
mechanism they use to pay each agent i within the coalition is given as follows:
VC;i =
z
1 + j^ xi   xij
 
xi
xC
 VG;C
where ^ xi is the amount of electricity agent i claimed it would generate, and xi is the
actual amount it generated. This mechanism is individually incentive compatible. That
is, individually, each agent will maximise its reward if it reports its expected generation
capacity truthfully. The cited work, however, does not take into account the variance
of the agent's belief that it will produce ^ xi units of electricity, and as such, only works
in situations whereby the cost of error is symmetric (which generally is not the case
in electricity markets). Further work, in Robu et al. (2012), which was performed in
parallel with the work in this thesis, builds upon Chalkiadakis et al. (2011) by looking
at a situation in which penalties are asymmetric, and therefore the variance of each
agents' belief is actually utilised by the coalition. In this work, the continuous ranked
probability score (given in Equation 2.18) is used in order to determine the amount to
be given to the coalition, and again to determine the amount given to each individual
within the coalition. In this adapted mechanism, the amount paid to the coalition by
the grid for the energy produced by that coalition is given by:
VG;C =
CRPS
 
N
 
C;2
C

;xC

+ xC
xC
 log(xC)    xC (2.19)
where C and 2
C are respectively the mean and variance of the distribution reported by
the coalition describing how much electricity it estimated it would be able to generate.
The payments to individuals within the coalition then becomes:
VC;i =
CRPS
 
N
 
i;2
i

;xi

+ xi
8j2C

CRPS

N

j;2
j

;xj

+ xj
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However, a disadvantage to this system is that it requires a redesign of the electric-
ity markets currently in use (and therefore breaks Requirement XI). The equation in
Equation 2.19 shows the amount that the grid would pay each the coalition for the
electricity they supply. However, this does not reect the current payment system in
use, as discussed in Section 2.1. A mechanism that is more immediately applicable to
the electricity market should be able to t into the current system, without redesigning
the market, which, without thorough testing can have costly consequences (Borenstein,
2002).
2.8 Summary
To summarise, this chapter has presented the required background to understand the
remainder of this thesis. In addition, the current state of the art in terms of mechanism
design and information elicitation has been discussed. It was shown that while much
work has been done on eliciting information from agents, certain limitations reduce its
applicability to the scenario presented in this thesis. Namely, these limitations are:
 Work thus far has not taken into account forms of manipulation possible within the
model from Chapter 3. In particular, no consideration has been made to providing
incentives for agents who have the ability to make themselves harder to predict.
 Mechanisms presented so far in literature do not take into account agents' in-
centives to x their events when they have discovered they have reported a false
prediction and agents incur a cost of eort. Whereas Bacon et al. (2012) provides
incentives for agents not to x their outcomes, they make the assumption that
an agent is indierent between working at best eort in order to achieve their
outcome, or working at some other rate, less than best eort. In the demand
prediction problem, the home agents incur a cost in consuming electricity, thus
it is not clear that the rules in Bacon et al. (2012) are applicable to the demand
prediction scenario.
 Furthermore, work which makes use of scoring rules in order to allocate rewards
does not take into account budget balance. That is, payments towards agents based
upon their scores may result in the centre making a loss. In some cases, payments
themselves are not discussed at all, but instead are assumed to be allocated in
such a way that agents are incentivised to maximise their score. The work in this
thesis allocates payments to agents based upon the agents' scores in a way that is
budget balanced, meaning the centre does not make a loss through payments.
 Mechanisms so far tend not to take into account prior information held by the
centre. Consequently, the centre may pay agents for information it already holds.44 Chapter 2 Background
The mechanisms in this thesis are designed such that the centre only pays agents
who report more information than is currently held by the centre.
 Many information elicitation mechanisms rely on the fact that there are a number
of agents from whom the centre is able to request information. They then make use
of this fact by scoring agents by comparing their reports to one-another, or fusing
information in order to get a precise report. In the demand prediction problem, it
is assumed that the overall outcome is dependent on a set of events, information
of which is private to each agent. Therefore, only a single agent is able to provide
information regarding each event and no agents are able to provide information
on the overall outcome.
 Mechanisms for information elicitation tend to use xed budgets. However, the
mechanisms in this thesis use a budget that is itself dependent upon the agents'
reports. This makes the allocation of rewards even less trivial, as agents may
be able to either collude with one-another or manipulate their consumptions or
reports in order to gain a greater payment.
Given these limitations and the background presented within this chapter, the remainder
of this thesis is dedicated to the presentation of the model of the problem on which this
thesis focuses and the design and analysis of the mechanisms that achieve the properties
described in Section 1.1.Chapter 3
Information Aggregation in the
Smart Grid
This chapter discusses the model of the information aggregation problem studied in this
thesis. The basic model is that of the newsvendor problem discussed in Section 2.3.2,
extended with the ability for the newsvendor to gather information from its clients
regarding their future behaviours. This chapter begins with a scenario in which an
electricity company must purchase electricity for a consumer. The aim is to provide the
reader with a concrete example on which to ground the more abstract discussions later in
this thesis, such that concepts may more easily be understood. Following the scenario,
Section 3.2 provides a formal model of the information aggregation problem. Then,
Section 3.3 discusses ways in which agents my attempt to game the system through ma-
nipulation in order to gain higher rewards. Section 3.4 discusses the home agents' types
and strategies, followed by a discussion of theirs and the aggregator's utility functions
in Section 3.5. Finally, Section 3.6 discusses computational aspects of the model, which
must be taken into account during empirical evaluation of the solutions presented in
later chapters.
3.1 Scenario
Alice has recently moved house and has joined a new electricity aggregator who will buy
electricity from the grid and supply it to her, charging a xed rate of 13p per kWh. The
electricity company buys a day's worth of electricity at a time for Alice. In the day ahead,
it buys the electricity from the `forward market', whose prices are set at 7p per kWh to buy
and sell electricity. Should Alice consume more energy than was initially bought for her
from the grid, the electricity company must buy more electricity to top up the dierence.
As the aggregator now has to buy this electricity in `real-time', it must do so from a
balancing market. To encourage better planning of electricity purchasing, the balancing
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market's rates are set by the grid operator to 10p for one kWh of electricity. Likewise,
should Alice consume less energy than was bought for her, any unused electricity must
be sold back to the grid. This energy must also be sold through the balancing market,
and it is done so at the rate of only 4p per kWh.
In order to minimise the cost of electricity, the company must buy exactly the required
electricity a day in advance. The electricity company can reduce the net error of the
amount of energy they predict to be consumed by simply purchasing energy for more
houses. This strategy reduces the total error in the amount of electricity that will be
consumed due to numerous errors in individuals' predictions cancelling each other out.
For example take Alice, who is predicted to use 10kWh; Bob, who is predicted to use
5kWh; and Claire, who is also predicted to use 10kWh. All 25 kWh of electricity has
been bought by the electricity company 24 hours in advance, but the reported predictions
were not accurate. On the day, Alice used 7kWh, Bob used 10kWh and Claire used 5kWh.
Had they bought their electricity individually, Alice would have paid 8.2p per kWh, Bob
8.5p per kWh and Claire 10p per kWh. By aggregating, the company buys 25kWh, but
only uses 22 kWh. It can be clearly seen in this example that Bob and Claire's net error
is zero, meaning the overall error is only 3 kWh resulting in a net cost of 7.4p per kWh.
The aggregation service can gather consumption information about the homes for which
it is responsible, which it can use to make predictions about future energy consumption.
The fact that Alice has only just joined this aggregation service means that they have
no data on her past consumption, and so they are not able to accurately predict the
amount of electricity she will use. Alice, however, knows her own comfort preferences
and schedule, and has been provided with a smart meter to which she can supply this
information. By using this information, as well as information about the devices in her
property, software running on Alice's smart meter is able to predict to within a reduced
margin of error the amount of energy she will use 24 hours in advance. For example,
it knows that tomorrow Alice has a day o work, which she will be spending at home.
It knows that, as it is the middle of winter and Alice likes to keep her home at around
21C, her electric heating is likely to consume a lot of power compared to when she is out
of her house. The smart meter can then tell the aggregator how much energy Alice will
use and if it is accurate (i.e. after the time for which she has predicted her consumption,
her real consumption closely matches her prediction), Alice will be rewarded by being
charged a reduced cost of electricity per unit by the aggregator.
One month later, Alice's electricity provider is better able to predict the amount of elec-
tricity she will consume in a day by comparing against her previous consumption. If
Alice's meter simply reports the amount of electricity she uses based on what she has
used before, then the electricity company will not gain anything by using Alice's informa-
tion over their own. However, Alice will always have more specic information about her
consumption than the aggregator does. This information exists in many forms such as
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to her smart meter, she can still benet from a reduced electricity cost. For example,
if from tomorrow Alice will be on holiday for a week, her consumption for this period
will be minimal - 2kWh for a day. The aggregator is expecting Alice to use 10kWh, and
so knowing that Alice will only use 2kWh rather than 10kWh will save the aggregator
money as they won't have to sell the excess 8kWh of electricity back to the grid at a loss.
Once Alice returns from her holiday, she invites her friends over for a party on the week-
end. Her meter then knows that she is going to use a lot of electricity, but it does not
know the exact gure that she will consume. Therefore when it reports Alice's expected
consumption to the electricity company, it reports that there is a 25% chance she will
consume 15{18kWh of electricity, 50% chance that she will consume 12{15kWh, a 20%
chance that she will use 10{12 kWh, and a 5% chance that she will use less than 10kWh
of electricity. The aggregator encourages consumers to report their uncertainty and uses
this information in calculating their rewards after the event. In fact, the consumers
must report their uncertainty in order to be rewarded by the mechanism. After receiving
the above distribution of Alice's meter's beliefs, the aggregator does some processing and
determines that the expected amount of electricity Alice will consume is 14.9kWh, which
it then buys for her. When the amount Alice consumed during that period is actually
measured, the total comes to only 12kWh, and therefore Alice does not receive as great
a reward as she would have done if she had used exactly 14.9kWh. The reward Alice
receives is carefully calculated to discourage her from upwardly adjusting her consump-
tion to match an earlier prediction which proved to be too high. However, Alice has
noticed that as time progresses the reward she receives is reduced because the aggregator
is learning more about her consumption and as such her reports are becoming less useful
to it. To avoid this, she tries to make her consumption harder to predict such that her
information is more valuable to the aggregator.
3.2 Formalised Model
Given the scenario in the previous section, let there be a single aggregator agent, a,
whose job it is to purchase electricity for n homes, each represented by an individual
home agent. Let the set of all home agents be N = f1; ;ng. The aggregator must
choose an amount of electricity to buy, , for a future time such that the expected cost
of that electricity is minimised. To do this, the aggregator can make use of the forward
market, in which electricity is bought and sold at a price of f per unit. However, the
centre is only able to use this market ahead of time. Any imbalance between the amount
of electricity the consumers use and the amount of electricity bought for them by the
aggregator must be rectied in real time in the balancing market. The costs in the
balancing markets penalise the aggregator for imbalance by forcing the aggregator to
purchase extra electricity at the system sell price, f +s, or to sell back excess electricity
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Each home agent, i, represents a home, and requires to place some stochastic load,  !i
upon the grid. However, agents are able to strategise over the amount of electricity they
consume, and therefore the load actually placed on the grid by that home is !i. Let the
vector of the agents' consumptions be ! = f!1; ;!ng and let the sum of all agents'
consumptions in ! be !.
Given this, if the aggregator purchases  units of electricity from the forward market,
and the consumers use in total ! units of electricity, the total cost of the electricity is:
(;!) = f   + (!   ) 
8
<
:
(f + s) if ! > 
 
f   b
otherwise
(3.1)
In order to determine the optimal amount of electricity to purchase for the home agents,
the aggregator must make a prediction of the agents' future consumptions. It is able
to do this based upon historical records of each agent's electricity use. Let (a;i) be
some generic probabilistic distribution with information a;i, representing the amount of
information held by the aggregator about agent i's future consumption. The aggregator
therefore has a set of beliefs about each agent's future consumptions:
xa = fxa;1; ;xa;ng
where
xa;i  (a;i)
Given these beliefs, the aggregator is able to make a prediction about the total con-
sumption of the agents. Let x+
a be the aggregator's prediction of the total consumption
of the home agents, with information, +
a . Furthermore, let (+
a ) be some distribution,
which is not necessarily the same as for individual agents1. With this, the aggregator is
able to calculate the optimal amount of electricity to buy for the home agents (i.e. the
amount of electricity to purchase that minimises the aggregator's expected cost):
(xa) = argmin
x
Z
(x;!)  
 
!;+
a

d! (3.2)
where (!;+
a ) is the probability density at ! of a generic distribution with information,
+
a .
For the sake of further discussion, let us assume a Gaussian distribution with mean +
and precision +, where precision is one over the variance of the distribution. In this way,
the precision is analogous to the Fisher information of the distribution (Savage, 1976).
Now, let the expected cost given some distribution, x  N (+;+) and an amount to
1The distribution of the total consumption of all agents is in fact the convolution of the probability
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buy in the forward market, , be
 (;x) = f    
Z 
 1
N
 
!;+;+
(   !) 

f   b

d!
+
Z 1

N
 
!;+;+
(!   )  (f + s) d!
(3.3)
It can be seen from Equation 3.3, that the expected cost of electricity can be reduced by
increasing the amount of information contained within the distribution. However, the
aggregator only has access to a limited amount of information based upon each home's
historical consumption. Conversely, each house has a wealth of information within it
that can be used to make predictions. Consequently, if the aggregator were to use the
home's information, it would be able to make some savings in the cost of electricity.
The aggregator is able to obtain this information by requesting predictions from each
home agent about that individual home's future consumption. Each home agent is then
able to generate a prediction, xi  (i), where i represents the amount of information
held by the agent. Home agents have access to their historical information as well as
other, more detailed information within their respective homes. Consequently, it can be
assumed that i  a;i. However, while maintaining historical information is assumed to
be free, gathering more specic information is costly for the home agents. With this in
mind, it is reasonable to assume that agent's costs are in some way proportional to the
amount of extra information they provide over their historical estimates. That is, given
an agent's information cost coecient, ;i, which represents the diering costs of eort
exerted by the agents, an agent incurs the cost:
C (i;;i) = ;i  (i   a;i); i > a;i (3.4)
These costs can arise from a number of sources. For example, the cost of precision might
be incurred through the cost of purchasing sensors to detect environmental variables
within the property. Alternatively, the costs could arise from powering the extra sensory
equipment required by the home agent. However, these costs are likely to be relatively
small compared to the cost per unit of electricity, as the hardware costs will be constant
with respect to the number of units of electricity the home consumes. Therefore, these
costs will be divided across all units of electricity consumed by the house. Moreover,
the cost of powering such sensor nodes will likely be small in comparison to the cost of
electricity, as the hardware should be designed to consume as little power as possible.
When reporting their predictions to the aggregator, as is discussed in more detail in
Section 3.3.1, each home agent reports a belief, ^ xi, which is not necessarily equal to xi.
Crucially, this means that an agent's reported belief may either have a false expected
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The aggregator builds an aggregate belief vector, x = f^ x1; ; ^ xng and then uses the
convolution of these beliefs in order to determine the amount to buy, as in Equation 3.2.
As with the aggregated priors, let ^ + represent the total information held by the aggre-
gate belief vector. In doing this, the aggregator makes some savings compared to the
amount it would have spent if it had used only xa, which is calculated as follows:
(;a;!) = (a;!)   (;!) (3.5)
where
 = argmin
x
Z
(x;!)  
 
!;+
d! (3.6)
a = argmin
x
Z
(x;!)  
 
!;+
a

d! (3.7)
For their information, the agents are paid some reward by the aggregator. This is in part
to encourage them to make predictions, as the agents are assumed to be rational, and in
addition, to encourage desirable behaviour from the agents. That is, the agents receive
a payment, P : P (Pn)  Pn  
 ! R. However, if this reward is not carefully designed,
home agents may be able to manipulate either their reports, or their consumptions in
order to gain extra money from the aggregator.
3.3 Manipulation within the Model
While the previous section discussed the basic model that underlies the problem focused
upon within this thesis, the real problem to be solved is how to design payments such
that the home agents behave in a manner benecial to the aggregator. In this sense,
naively designed payments may encourage agents to misreport their beliefs, increase the
volatility of their loads, or even waste electricity. This section discusses these methods
of manipulation in detail, beginning rst with how agents may misreport their beliefs.
3.3.1 Misreporting
The simplest form of manipulation, and the one most commonly studied among mecha-
nism design literature is to misreport the information held by the agent. Any payment
mechanism that ensures agents report their information truthfully (their type, to use
terminology from mechanism design) is said to be incentive compatible.
Careful design is required to design incentive compatible mechanisms as agents are able
to misreport their information at no extra cost. Consider, for example, a naive rewardChapter 3 Information Aggregation in the Smart Grid 51
mechanism, which pays agents for the amount of information they report. That is,
P (x;xa;!) = ^ i:
Clearly, under such a mechanism, an agent can claim its report contains more informa-
tion in order to get a larger payment. Moreover, as the realised outcome is not taken
into account, such a payment mechanism makes agents indierent between reporting the
expected value of their distribution truthfully or misreporting it.
However, even mechanisms that take into account the realised outcome of an event are
not guaranteed to be incentive compatible. Take, for example, the mechanism that pays
agents based upon the squared error between their report and their realised outcome:
P (x;xa;!) = k   (!i   E(^ xi))
2
where E(^ xi) represents the expected value of the distribution ^ xi. This mechanism en-
courages truthful reporting of the expected value of the agent's information. However,
the agent is now indierent regarding the truthful reporting of i.
3.3.2 Load Variance Manipulation
Further to misreporting their information, agents may also attempt to game the system
by making themselves harder to predict. They achieve this by making their loads more
variable over time, and thus this type of manipulation is termed load variance manip-
ulation. Let the variance of an agent's load in the absence of manipulation be termed
it's natural load variance, or 2
nat;i. An agent is able to strategise over its load variance
manipulation factor, i, which aects the information contained within the aggregator's
priors as follows:
a;i =
1
2
nat;i

8
<
:
(1 + i)
 1 if i > 0
(1   i) otherwise.
(3.8)
Note that load variance manipulation does not constitute misreporting. The agents
physically manipulate their loads in order to make themselves harder to predict. Thus,
applying load variance manipulation directly aects the amount of information held in
the aggregator's priors. Moreover, this gives rise to relatively high costs (in comparison
to the cost of gathering information of a given precision) for the agents. This cost may,
for example, arise from the inconvenience of the home-owners having to modify their
behaviour to achieve the more, or less volatile load. Each agent, i, has a load variance
manipulation cost coecient, ;i, and incurs the cost:
C (i;;i) = ;i  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Mechanisms that pay agents based upon the additional information they provide, in-
cluding the mechanisms discussed later in this thesis, must pay careful attention to this
form of manipulation. Agents may be able to increase their reward by making themselves
harder to predict, which in turn increases the dierence in the amount of information
they provide compared to the historical information held by the aggregator. Although
it should be noted that, given Equations 3.4 and 3.8, an agent making itself harder to
predict also increases the amount of eort it requires in order to gather its own precise
information. Nevertheless, if the relative cost of gathering information is small, agents
may still have an incentive to manipulate.
Given that agents are able to control their loads, it is reasonable to assume that they
will not only manipulate the variance of their loads, but they will also actively x the
amount they consume in order to meet their predictions, as is discussed next.
3.3.3 Load Fixing
Most often, in mechanism design it is assumed that an agent's type is xed or that there
is a single period in which an agent can learn its type. However, in the case of the home
agents presented here, agents are assumed to be able to continually gather information
regarding their future consumptions, even once they have reported their information
to the aggregator. Nonetheless, there is only a single opportunity for the agents to
report the information they have to the aggregator. Consequently, an agent might learn
that it is not going to consume as it had originally predicted, and will therefore, if
the mechanism species, incur some penalty. For example, consider a mechanism that
rewards agents based upon the score they receive:
P (x;xa;!) = S (xi;!i):
An agent will maximise its score if it consumes the expected value of xi. Therefore, if it
learns that !i < E(xi), it is potentially in the agent's interest to waste electricity such
that !i = E(xi). Of course, in reality, the agent's updated belief given new information
will itself be a distribution over 
 rather than the point estimate, !i. However, for the
purpose of analysis, the situation in which an agent provides a point estimate represents
that of an agent being certain of its future consumption, and therefore is useful for
observing the worst-case behaviour of agents.
It is assumed that when wasting electricity, the only cost incurred by agents is that of
the extra electricity consumed. This seems a reasonable assumption as home-owners are
unlikely to be inconvenienced by an appliance running when it would otherwise not.
Load xing is not always undesirable. Consider the situation in which an agent learns
it will over-consume. Assuming a green agenda on behalf of the aggregator (or at least
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to shed loads upon learning that they will consume more than predicted. In this sense,
mechanisms designed for the smart grid should encourage the ecient use of electricity;
penalising over-consumption but not under-consumption on the part of the home agents.
3.4 The Home Agents' Strategies and Types
In terms of agents' strategies, agents may choose to vary the amount of eort they
place in gathering information, which in turn varies the informational content of their
reports, i 2 R+. In addition, agents may choose to misreport their information, thereby
reporting to the centre some value, ^ xi = Gi (xi), where Gi : P ! P, and G 2 G.
Moreover, agents are able to make themselves harder or easier to predict by changing
their load variance manipulation factor, i 2 R, and are able to directly manipulate
the amount of electricity they consume, !i 2 
, but not the amount of electricity they
require,  !i. Thus, the set of strategies for agents is given by:
 = R+  G  R  
 (3.10)
The agents' types are dependent on the amount of electricity they require,  !i 2 
 the
costs they incur for gathering information, ;i 2 R+ and manipulating their events,
;i 2 R+. That is:
T = 
  R+  R+
It is important to note that in terms of incentive compatibility, load variance manipu-
lation and load xing are not examples of misreporting. Thus, although a mechanism
might be incentive compatible, agents may still perform these types of manipulation in
order to gain extra utility. The agents' behaviours are dependent on the payment func-
tions implemented by the mechanism as well as the individual agents' utility functions,
which are discussed next.
3.5 The Home Agents' and Aggregator's Utility Functions
Given the underlying model described in Section 3.2 and the forms of manipulation
discussed in Section 3.3, this section now presents the utility functions of the aggregator
and home agents within the model.
3.5.1 The Aggregator's Utility Function
The aggregator gains utility from selling electricity to the home agents, which it does at
a cost (known as the retail price) of fr per unit consumed. Conversely, the aggregator54 Chapter 3 Information Aggregation in the Smart Grid
loses utility by rewarding the agents for their information and purchasing the required
amount of electricity from the markets. Formally, the aggregator's utility function is:
Ua (x;xa;!) =
"
n X
i=1
(fr  !i   Pi (x;xa;!))
#
  ((x);!) (3.11)
3.5.2 The Home Agents' Utility Functions
The home agents' utility functions are more complex due to their ability to strategise. An
agent gains utility from its reward and consuming electricity up to the amount required
by the residents of the home, but it loses utility through payment for the electricity it
consumes, eort exerted in gathering information and eort exerted in manipulating the
volatility of its loads.
In addition, in the case of load xing, it is necessary to model the utility gained by an
agent in consuming each unit of electricity. If this was not taken into account in the
agents' utility function, when performing analysis, home agents would simply choose
to always consume zero units of electricity, as this minimises their costs. Therefore, to
take this into account, it is assumed that each agent, i, requires a certain amount of
electricity,  !i, and the utility it gains for consuming !i is given by:
P! (!i;  !i) =
8
<
:
fr  !i if !i   !i
fr   !i otherwise
(3.12)
That is, while an agent is consuming less than or equal to the amount it requires, it gains
utility that is equivalent to that electricity's cost. However, once an agent consumes the
amount it requires, it gains no extra utility in consuming more. This seems a logical
assumption to make. In essence, the required electricity is the load that the residents
of the home place on the grid. Equation 3.12 makes the assumption that the humans
believe placing their load upon the grid is worth the cost of that load, and therefore that
fr   !i = fr !i. However, if the agent were to choose to put an extra load on the grid in
order to x their consumption, the humans would gain no extra utility from that load,
and therefore nor should the home agent.
Each agent, i's utility is therefore given by:
Ui (x;xa;!;  !) = Pi (x;xa;!)+P! (!i;  !i) fr !i  C (i;;i) C (i;;i) (3.13)
where  ! is the vector of all agents' required loads.
Given these utility functions and the model presented in earlier sections, it is now possible
to design mechanisms that elicit the desired behaviour from home agents. Analysis of
the mechanisms presented in this thesis is both analytical and empirical. However, forChapter 3 Information Aggregation in the Smart Grid 55
empirical analysis, certain computational considerations must be taken into account, as
is discussed next.
3.6 Computational Evaluation of the Model
While the above discussion presents the mathematical framework for the problem faced
in this thesis which is sucient for analytical analysis, empirical analysis must be per-
formed through simulation on a computer. However, many aspects of the problem are
computationally hard. For example, nding equilibrium strategies in games is known to
be NP hard for normal form games (Conitzer and Sandholm, 2008), whereas in general,
for games of over 4 players, nding optimal Nash equilibria is in the PPAD2 class of
problems (Daskalakis et al., 2006). Consequently, for computational simulation to be
feasible over the large strategy space described in Equation 3.10, certain approximations
and computational methods must be used. Thus, Section 3.6.1 describes a method of
nding a (potentially non-optimal) Nash equilibrium known as iterated best response,
and Section 3.6.2 discusses an approximation that allows for ecient computation of the
sum of n log-normal distributions.
3.6.1 Finding Equilibria
It is not always possible to analytically nd equilibria in games. As such, it is neces-
sary when simulating games in computer systems to provide agents with a method for
computationally nding equilibria within the game such that they are able to eectively
strategise against one another. The problem of nding optimal equilibria within games
is computationally hard (Daskalakis et al., 2006; Conitzer and Sandholm, 2008). There-
fore, this section discusses a computational method for nding equilibria (which is not
guaranteed to be optimal) { iterated best response. While, when iterated best response
converges, it does so to a Bayes-Nash equilibrium, it is not guaranteed to converge to
an equilibrium at all (Naroditskiy and Greenwald, 2007; Fudenberg, 1991).
The general algorithm for iterated best response is shown in Algorithm 1. In each round,
k, each agent, i, knows what every other agent,  i, did in the previous round, which
is represented by ~ k 1
i . Given this, each agent chooses a strategy that maximises its
expected utility given ~ k 1
i to play in this round. This is done using the optimisation
algorithm described in Appendix D . At the end of every round, each agent's strategy
is revealed to all agents, and the process is repeated until the strategies chosen by the
agents converge to an equilibrium. This is equivalent to Cournot adjustment (Fudenberg
and Levine, 1998). However it can result in cycles in which the strategies of agents do not
2Problems within PPAD are believed to be in NP, and therefore hard to compute (Daskalakis et al.,
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Algorithm 1 Pseudo-code for the iterated best response algorithm
~ 0
i  
n
~ 0
j
 
j 2 N n fig
o
8i 2 N fInitialise the agents' strategy belief vector for all
agents.g
 0  

~ 0
i = 0
 8i 2 N
	
fA vector of agents' chosen strategies in the superscripted
roundg
k   0
while   not converged do
k   k + 1
for i 2 N do
 k
i = argmax0
i2i
 U

0
i

 ~ k 1
 i

fAgents choose their best response to their op-
ponents strategies in the previous roundg
end for
~ k
i  
n
 k
j
 
8j 2 N n fig
o
8i 2 N fAgents are now able to see what each agent did
in this roundg
end while
The converged value of   (if any) is a Bayes-Nash equilibrium.
converge to a single strategy but rather a repeating sequence of strategies. To alleviate
this problem, a technique called partial best response can be used whereby at any one
time only a subset of all agents update their strategies based on previous iterations.
However it was found that partial best response was unnecessary for the simulations
within this thesis as iterated best response quickly converged successfully to equilibria.
3.6.2 Ecient Calculation of the Aggregate Belief
The general solution to the sum of a number of random variables is the convolution of
those variables' probability density functions. However, this is computationally hard to
compute, and as such, for the purpose of computational simulation, an approximation
must be used. As the homes' consumptions are assumed to be log-normally distributed,
constraints can be placed on their distributions stating that individual houses' expected
consumptions are suciently far from zero, which allows one to use the approximate
solution to the sum of their reports through using Gaussian distributions. Consequently,
under empirical analysis, the aggregator calculates the aggregate consumption to be:
x+  N
 
+;+
where
+ =
n X
i=1
E(xi)Chapter 3 Information Aggregation in the Smart Grid 57
and
+ =
"
n X
i=1
1
i
# 1
Thus, with discussion of the model and the above computational methods complete, the
next section will summarise what has been said and the remaining chapters will discuss
the main contributions of the work in this thesis.
3.7 Summary
This chapter has provided an example scenario and a formalisation of the problem
discussed within this thesis. Electricity market costs incurred by the aggregator were
discussed in Section 3.2, along with how the aggregator's and home agents' beliefs are
formed and how the aggregator determines the amount of electricity to purchase for
the home agents. Section 3.3 discussed how agents may attempt to game the system,
followed by a formal denition of agents' types and strategies in Section 3.4. Further-
more, the utility functions of both the aggregator and the home agents were discussed
in Section 3.5. Finally, computational aspects of evaluating the model and any proposed
mechanisms is discussed in Section 3.6.
The denition of the reward functions to be used by the mechanism is left to the next
chapter. Specically, Chapters 4 and 5 develop and provide both theoretical and empir-
ical analysis of the uniform and sum of others' plus max mechanisms under the model
described above.Chapter 4
Mechanism Design for Scenarios
with Report Manipulation
The model introduced in the previous chapter requires a payment function, Pi, which
describes the amount to pay each agent based upon all agents' reports, the aggregator's
priors, and the actual amount of electricity consumed by each agent. There are a num-
ber of ways of designing such a payment function. However, designing payments that
elicit specic behaviours from agents in a way that is budget balanced is non-trivial.
This chapter presents three payment mechanisms and discusses their theoretical prop-
erties. First, Section 4.1 presents the uniform mechanism; a Nash incentive compatible
mechanism in which all agents are rewarded equally. Next, Section 4.2 introduces the
percentage contribution mechanism. This mechanism, while being budget balanced, is
in fact not incentive compatible { that is, agents are able to misreport in order to gain
extra reward. Then, Section 4.3 discusses the sum of others' plus max mechanism; a
dominant strategy incentive compatible mechanism which makes use of scoring rules to
reward agents for their information in a way that is weakly budget balanced.
While sections 4.1|4.3 discuss the theoretical properties of the mechanisms presented
in this chapter, empirical analysis is still required in order to determine the home agents'
equilibrium behaviour under each of these mechanisms. That is, although it is known
that agents will report truthfully under the uniform and sum of others' plus max mech-
anisms, agents are still able to strategise over the actual amount of eort they invest in
building their estimates to report to the aggregator. Consequently, Section 4.4 analy-
ses the empirical results in order to discuss how agents behave in equilibrium. Finally,
Section 4.5 summarises the ndings of this chapter.
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4.1 The Uniform Mechanism
The simplest mechanism presented in this thesis is named the uniform mechanism and
it simply divides the savings made by the aggregator equally amongst the agents. In
this case, the reward given to each agent is:
PU
i (x;xa;!;n) =
1
n
   (x;xa;!) (4.1)
The uniform mechanism is budget balanced, as stated in Theorem 4.1 without the trivial
proof. Moreover, the mechanism is Nash incentive compatible. That is, if an agent
believes that all other agents will report truthfully, it will not gain a greater utility by
misreporting. Theorem 4.2 provides a proof of Nash incentive compatibility.
Theorem 4.1. The uniform mechanism is strictly budget balanced.
Theorem 4.2. The uniform mechanism is Nash incentive compatible, i.e. in terms of
determining whether to misreport, for each agent i 2 N, reporting ^ xi = xi is a Nash
equilibrium.
Proof. When misreporting, the agents incur no other costs. Therefore, the agents' util-
ities are aected only by the reward they receive from the aggregator (as all other costs
are `sunk' { the cost of gathering the information to report to the aggregator has already
been incurred by the agent). Therefore, each agent's expected reward is:
E
 
PU
i (xa;x)

=
1
n
    (xa;x)
in which
xa = x i;a [ fxi;ag
x = x i [ f^ xig
The expected savings function, derived from Equation 3.5, is taken to be the expected
cost of the electricity given the aggregator's prior belief,  (xa), minus the expected cost
of the electricity given the agents' reports,  (x), or:
 (xa;x) =  (xa)    (x)
From the agents' perspective,  (xa) is constant. Furthermore, as a result of Equa-
tions 3.1 and 3.2 (that the aggregator purchases an amount which minimises the ex-
pected cost of electricity given the set of beliefs), the expected cost of electricity,  (x),
is convex with respect to x. Consequently, any change in x from its true value (for
example, from agent i misreporting ^ xi) will increase  (x), thereby decreasing savings
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truthfully, each agent maximises its utility by reporting truthfully, and any agent who
unilaterally misreports will decrease its own reward. Therefore, truth telling is a Nash
equilibrium.
There is no guarantee that only one Nash equilibrium is present within a game. Indeed,
under the uniform mechanism, not only is it a Nash equilibrium to report truthfully
if all other agents do the same, it is also a Nash equilibrium to misreport if the other
agents are expected to misreport themselves. This is shown in Theorem 4.3.
Theorem 4.3. Under the uniform mechanism, misreporting is a Nash equilibrium.
Proof. This proof follows a similar structure to that of Theorem 4.2. However it relies
on the fact that:
 (x)   
 
+;+
where
+ =
X
xi2x
i
+ =
"
X
xi2x
1
i
# 1
Let + and + be the respective aggregate mean and precision of the agents' true
beliefs. Therefore, an aggregate belief of h+;+i will maximise each agent's reward,
as the aggregator purchases the amount of electricity that in expectation minimises the
costs of electricity given h+;+i (Equation 3.2). Now, suppose agent i reports a mean
^ i = i + "i, resulting in an aggregate belief of
D
^ +; ^ +
E
, where ^ + = + + "i. It is
now in the other agents' interest to misreport, in order to counteract the eect of agent
i's misreport, and to thereby ensure that
D
^ +; ^ +
E
= h+;+i. Thus, agent j reports a
belief with mean ^ j = j   "i. The aggregate belief is now equal to the true belief, and
thus all agents maximise their reward, and no single agent has an incentive to deviate.
Hence, misreporting is a Nash equilibrium.
The fact that misreporting is a Nash equilibrium is of course a huge disadvantage to
the uniform mechanism { if an agent were to believe that its neighbours were to mis-
report, it will maximise its own reward by also misreporting. It could be argued that
this form of `counter-reporting' is advantageous to the system, or at least, provided the
nal aggregate belief is the same, it makes no dierence to the system. However, com-
putationally this is an undesirable situation as, for one, the agents have a larger state
space over which to search for their optimal strategy. Furthermore, the agents may
converge on a misreporting equilibrium, requiring extra computation in order to track62 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
the reports and expectations of other homes. This highlights another potential problem
in the uniform mechanism, i.e. agents may be able to prot by their monitoring of one
another. In many situations this may be acceptable, but within the smart grid domain
this translates to neighbours gathering information on one-another's activities, which is
clearly unacceptable.
These properties arise due to the fact that, using this mechanism, all agents are rewarded
equally irrespective of their actual contribution. An ideal mechanism would reward the
agents more fairly, by making greater payments to those agents whose estimates made
the most signicant increase in the aggregator's savings. A better solution would be
a mechanism that is dominant strategy incentive compatible. That is, a mechanism
wherein an agent's utility is maximised when reporting truthfully regardless of its belief
of the other agents' actions. In the following sections, we demonstrate how this can be
achieved using scoring rules. Scoring rules are specically designed to rate predictors,
as was discussed in Section 2.6. With this in mind, a scoring rule-based mechanism is
developed in which an agent's reward is proportional to its score. However, in order to
maintain budget balance, the scores received by the agents must somehow be scaled. As
is shown in the next section, this is not trivial, as even an intuitively correct technique
results in scores that are not incentive compatible.
4.2 The Percentage Contribution Mechanism
As was discussed in Section 2.6, scoring rules award a score to agents according to how
well their prediction matches a given outcome. This makes scoring rules a natural tool
for use in a mechanism which distributes payments based upon predictive information
supplied by agents. Furthermore, given the requirement for fair distribution of the
rewards to agents, it seems natural to distribute rewards proportionally to the amount
they actually contributed to the overall result. The percentage contribution mechanism
uses as a metric the ratio of the agent's score to the sum of all agents' scores within the
system, as can be seen in Equation 4.2:
PP
i (x;xa;!) =
S

!i; ^ i; ^ i

P
xj2x S

!j; ^ j; ^ j
  (x;xa;!) (4.2)
Insofar as the requirement for budget balance is concerned, Theorem 4.4 shows that the
percentage contribution mechanism is strictly budget balanced. However, the mechanism
is not incentive compatible, as discussed in Theorem 4.5.
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Proof. The total amount of savings distributed is:
  (x;xa;!) 
X
i2N
S

!i; ^ i; ^ i

P
xj2x S

!j; ^ j; ^ j

where the budget is   (x;xa;!). Thus it is sucient to prove that the sum of the
fraction is equal to one:
X
i2N
S

!i; ^ i; ^ i

P
xj2x S

!j; ^ j; ^ j
 
1
P
xj2x S

!i; ^ i; ^ i

X
i2N
S

!i; ^ i; ^ i

 1
Theorem 4.5. The percentage contribution mechanism is not incentive compatible.
Proof. This is shown by counter-example. Figure 4.1 shows an agent's expected score
when using the percentage contribution method of scaling with the spherical scoring
rule. Specically, Figure 4.1 shows an agent's expected score when it reports a belief
with a scaled mean or variance. For each line, the other parameter is set to the agent's
true value. For example, for the ^ 2
i = k  2
i line, the line shows the expected score for
reporting ^ xi =


i;k  2
i

. Thus, it can be seen from Figure 4.1 that the agent is able
to increase its expected score by misreporting its precision. Therefore, the percentage
contribution mechanism is not incentive compatible.
Incentive compatibility is lost in the percentage contribution mechanism due to the
interplay between agent i's score in the numerator and denominator of the fraction
destroying the convexity of the expected score function. To address this issue, the
sum of others' plus max mechanism was developed, which provides dominant strategy
incentive compatibility. This mechanism and its theoretical properties are discussed in
the next section.
4.3 The Sum of Others' plus Max Mechanism
As was discussed in the previous section, naively scaling scoring rules can lead to loss
of incentive compatibility. However, this section presents a new scoring rule named sum
of others' plus max which scales the scores received by agents such that they are still
incentive compatible, and weakly budget balanced. This mechanism takes into account
not only the spherical score achieved by the agent (dened in Table 4.1), but also those
achieved by the other agents in the system. In the sum of others' plus max mechanism,64 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.1: The expected score received by an agent who misreports its beliefs under
the percentage contribution rule by scaling one parameter (either the mean or variance
of their true belief) while reporting the other parameter truthfully.
payments are determined by multiplying the agents' scaled scores by the savings made
by the aggregator when using the reports from the other agents in the system. This
is necessary in order to preserve incentive compatibility. Furthermore, to ensure the
agents' payments never outweigh the savings made by the aggregator, it is necessary to
set a bound on the scores that are achievable by the home agents. A method of achieving
this is discussed in the next section.
4.3.1 Bounding the Maximum Score
In order to use the sum of others' plus max mechanism, the scores achieved by the
agents must be bounded. The logarithmic, quadratic and spherical rules are displayed
in Table 4.1 in order to aid discussion.
The stationary points in Table 4.1 all represent points at which the score is maximised.
It can be seen that the upper bound of these scores are all determined by the probability
density function of the belief which they are scoring. Consequently, in order to place an
upper bound on the scores assigned by these rules, constraints must be placed upon the
acceptable beliefs. This section discusses the methods of achieving this for the commonly
used Gaussian distribution, and the log-normal distribution, which is used by the agents
in the simulations within this thesis.Chapter 4 Mechanism Design for Scenarios with Report Manipulation 65
Logarithmic Rule Quadratic Rule Spherical Rule
S(x;!)= log(x(!)) 2x(!)  
Z
x
 
!02 d!0 x(!)
qR
x(!0)
2 d!0
d
d!
S(x;!)=
dx(!)
d!

1
x(!)
2 
dx(!)
d!
dx(!)
d!

1
qR
x(!0)
2 d!0
SPs:
dx(!)
d!
= 0; x(!) = 1
dx(!)
d!
= 0
dx(!)
d!
= 0
Table 4.1: A comparison of three major scoring rules within the literature showing
their rst derivatives and stationary points (SPs) with respect to the realised event, !.
The term, x(!), represents the probability density at event !.
4.3.1.1 Gaussian Distributions
The Gaussian distribution is fairly simple to bound. Given a mean, , and standard
deviation, , the maximum probability density, max (;), can be calculated using:
max (;) = N (!;;)
where
! = argmax
!
N (!;;) (4.3)
thus
! =  (4.4)
max (;) =
1

p
2
(4.5)
Equation 4.5 is also plotted in Figure 4.2. Both Figure 4.2 and Equation 4.5 show
that, in order to restrict the upper bound of the probability density of an event, the
standard deviation must itself have an lower bound enforced. Recall that precision of
a distribution is one over its variance. Thus, placing a lower bound on the standard
deviation is equivalent to placing an upper bound on precision.
Thus, in order to use the sum of others' plus max mechanism with Gaussian distribu-
tions, the precision of the agents' reports must be bounded. This seems counter intuitive
as the aggregator benets from more precise estimates. However, in reality, the bound on
precision can be set arbitrarily high. For example, the aggregator may set the precision66 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.2: The maximum probability density given by the Gaussian probability
density function for means, , between zero and four, and standard deviations, ,
between zero and one.
to a value so high that it is unlikely any of the home agents' reports will be restricted
by it.
While this discussion provides an example of restricting the probability density of the
home agents' beliefs, assuming those beliefs are Gaussian, in the simulations presented
within this work, log-normal distributions are used. Constraining the probability density
follows a similar procedure as shown in this section and it is shown that once again,
constraining the variance is sucient to place an upper bound.
4.3.1.2 Log-Normal Distributions
Unlike Gaussian distributions, the peak probability density of a log-normal distribu-
tion does not necessarily occur at the distribution's expected value. In fact, the peak
probability density occurs at:
! (;) = argmax
!
logN (!;;)
or
! (;) = e 2
(4.6)
Furthermore, by substituting Equation 4.6 into the probability density function for the
log-normal distribution, the upper bound on the probability density function given anyChapter 4 Mechanism Design for Scenarios with Report Manipulation 67
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Figure 4.3: The maximum probability density given by the log-normal probability
density function for means, , between 0 and 1, and standard deviations, , between 0
and 5  10 3.
mean,  and standard deviation,  can be found by1:
max (;) = logN (! (;);;)
=
e + 2
2
p
2
(4.7)
Equation 4.7 is plotted in Figure 4.3, which shows that the probability density of a
log-normal distribution only becomes large as both the mean and standard deviation
approach zero. In fact, as  ! 0, the maximum probability density becomes dependent
on the standard deviation. Furthermore, as is the case with the Gaussian distribution,
taking the limit of Equation 4.7 as  ! 0 results in innity. That is:
lim
!0
e + 2
2
p
2
=
e
2
2
p
2
and:
lim
!0
e + 2
2
p
2
= 1
Consequently, in order to constrain the maximum probability density of any particular
event in a log-normal distribution, it is necessary only to bound the standard deviation,
1Although the log-normal distribution isn't strictly parameterised by its mean and standard deviation,
it is possible to use them through mapping them to the actual parameters using equations 4.10 and 4.11.68 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
or precision, as was the case with the Gaussian distribution.
4.3.2 Properties of the Sum of Others' plus Max Mechanism
Given the discussion in the previous section, an upper bound is placed upon the precision
of the reports on which the home agents will be scored. Let this maximum precision
be denoted by max. If any agent reports a precision ^ i > max, their spherical score
will be calculated as though ^ i = max. Formally, with this substitution performed, the
payment agent i obtains, given all agents' estimates is given by:
PS
i (x;xa;!) =
S

!i; ^ i; ^ i

   (x i [ fxa;ig;xa;!)
S (!j;!j;max) +
P
xj2x i S

!j; ^ j; ^ j
 (4.8)
Here, assuming a Gaussian distribution, the S (!j;!j;max) term represents the maxi-
mum score that can be achieved by an agent { the score achieved when reporting the
maximum possible precision, max, and reporting an estimate with mean !j when !j
actually does occur. It can be seen that, by using only the savings made by the other
agents, the only term that is dependent on the report from the agent being rewarded is
the scoring rule. Moreover, the spherical scoring rule was specically chosen due to its
strict propriety, and therefore these payments are incentive compatible, as is shown in
Theorem 4.6.
Theorem 4.6. The sum of others' plus max mechanism is strictly dominant strategy
incentive compatible, while i < max, for any strictly proper scoring rule, S. i.e. truth
telling is a strictly dominant strategy.
Proof. The maximum score is a constant value set by the mechanism designer. Fur-
thermore, the agent's report is excluded from the calculation of the savings made. This
results in the agent being unable to aect the savings made by the other agents. Con-
sequently, the savings made by the other agents are in eect a constant. Given this,
sum of others' plus max is simply an ane transformation of the spherical scoring rule,
which maintains strict propriety and therefore incentive compatibility. The fact that
the score is strictly proper means that the expected score has a unique maximum where
an agent reports truthfully. Therefore, the expected reward an agent receives is also a
unique maximum when the agent reports truthfully, and thus the mechanism is strictly
dominant incentive compatible.
In addition to truth telling being a strictly dominant strategy, the rewards to agents
using this rule are fairer than those of the uniform mechanism in that the agents are
rewarded based upon their own reports. Consequently, an agent who puts in a small
amount of eort to generate a low precision estimate will expect to receive a small rewardChapter 4 Mechanism Design for Scenarios with Report Manipulation 69
whereas if the agent were to put in a large amount of eort, the agent would score more
highly and therefore receive a larger reward.
In order to maintain weak budget balance, it is essential to divide the agent's spherical
score by the sum of the other agents' prescaled scores plus the maximum score. This
ensures that the fraction is always less than one, and always sums to at most one. This
fact is used in Theorem 4.7, which provides a proof of the fact that sum of others' plus
max is ex ante weakly budget balanced.
Theorem 4.7. The sum of others' plus max mechanism is ex ante weakly budget bal-
anced.
Proof. Let each agent, i, obtain the score Si, and let  () be the expected savings
made when the agents' reports produce an aggregate precision of . Under sum of
others' plus max, when each agent, i, generates information of precision i, the total
expected payment is:
X
8i2N
Si
Smax +
P
8j2Nnfig Sj
    
0
@
0
@
X
8j2Nnfig
1
j
+
1
a;i
1
A
 11
A
and the aggregator's total expected savings that is allocated for rewarding the agents is
   
0
@
 
X
8i2N
1
i
! 11
A
The sum of the fraction of scores is  1, and  () is strictly increasing with . Therefore,
it is sucient to prove:
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Start with the fact from Section 3.2 that the aggregator's precision is less than or equal
to the agent's:
a;i  i
Adding ia;i > 0 to both sides gives:
a;i + ia;i  i + ia;i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Which factorises to give:
a;i (i + 1)  i (a;i + 1)
The bracketed expressions are strictly positive. Therefore, it can be simplied to give:
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That is, the precision of the aggregate report made by the aggregator when using its
own information in place of agent i's is less than the precision of using all agents reports,
when each agent reports a precision greater than or equal to the aggregator's precision.
Combined with the fact that the expected savings are strictly increasing with precision,
and the sum of fractions of the budget allocated to each agent is less than or equal
to one, this shows the sum of others' plus max mechanism is ex ante weakly budget
balanced.
There are numerous advantages to using sum of others' plus max over the simple uniform
mechanism presented earlier. Firstly, truth telling strictly dominates all other strategies.
As a result, reporting truthfully will always maximise the agent's expected reward,
regardless of the other agents' actions. This is not the case in the uniform mechanism
wherein truth telling is only a Nash equilibrium. For example, if an agent learns that
its neighbour is to misreport its estimate, it too could misreport in order to oset the
other agent. However, a disadvantage of sum of others' plus max compared to the
uniform mechanism is that it is only ex ante weakly budget balanced { a weaker concept
than the ex post strict budget balance exhibited by the uniform mechanism. This is
further explained with the aid of empirical evidence in Section 4.4.6. The home agents,
might also make small losses when the other agents' predictions are poor. However, in
expectation, home agents' utilities will always be positive as they are able to strategise
over the precision the generate in order to maximise their utility.
4.4 Empirical Evaluation of the Mechanisms
The previous sections discussed the theoretical properties of the mechanisms presented
within this thesis. In doing so, the behaviours adopted by agents have only been dis-
cussed in terms of truth telling. However, it is not clear what the precision of the reportsChapter 4 Mechanism Design for Scenarios with Report Manipulation 71
Symbol Description Value
| Trials 1000
n Number of agents 2{16
max Maximum scored precision 1500
 Fraction of savings to distribute 0:5
f Forward market price 100
b System buy price delta 50
s System sell price delta 70
fr Retail price per unit of electricity that the agents
must pay to the aggregator
150
;i Agent i's precision cost coecient i=100
;i Agent i's load variance manipulation cost coef-
cient (Not applicable to this scenario)
|
Table 4.2: The values of parameters used by the simulation for Chapter 4.
generated by those agents will be, and their eect on the utility to the aggregator. To
address this issue, this section presents an empirical analysis of the mechanisms. In
more detail, the equilibrium strategies under each mechanism is found using the process
of iterated best response described in Section 3.6.1. Using simulation, these strategies
are evaluated to determine, the utilities to the agents and aggregator.
The remainder of this section is structured as follows: Section 4.4.1 discusses the con-
guration of the simulation; Section 4.4.3 discusses on the agents' behaviour under `no
mechanism', i.e. when the aggregator uses its priors and does not request information
from the home agents nor reward them; Section 4.4.4 discusses the precision of reports of-
fered by the home agents under the mechanisms presented above; Section 4.4.5 discusses
the utility obtained by the agents and aggregator in using the uniform and sum of others'
plus max mechanisms over using no mechanism; Section 4.4.6 presents the risk to the
aggregator under these various mechanisms and, nally Section 4.4.7 presents a related
discussion on the improvement of social welfare through the use of the mechanisms.
4.4.1 Simulation Setup
This section provides a description of the setup of the simulations run in order to provide
the empirical results that are analysed within this chapter. For quick reference, Table 4.2
provides an overview of the values of the various model parameters as used in the
simulations.
4.4.1.1 UK Residential Consumption Data
The consumptions of homes within the simulations are not sampled from arbitrary dis-
tributions. Rather, they are based on real consumption data from residential properties72 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.4: Examples of the distribution of daily consumptions from two of the houses
used within the simulations in this thesis. Histograms of the raw data are shown in
black, with a red line representing the scaled probability density function of a tted
log-normal distribution.
within the UK, which was obtained from a Hampshire-based smart metering company.
The data contains half-hourly consumptions for a set of homes within the UK. However,
almost all homes contain missing data. To resolve this, houses with large numbers of
missing data points are rejected. From the remaining houses, for each house contain-
ing missing data points, a log-normal distribution is tted to the existing data for that
house, and the missing points were sampled from the resulting distribution.
The half-hourly data points correspond to the consumption of each property within
each half-hour trading slot within the electricity market. However, in order to ensure
the house consumptions are far from zero (as per the discussion in Section 3.6.2), the
half-hourly data points were summed to calculate the total consumption for each house
over 24 hour periods. This results in a total of 80 data points per house. Therefore,
houses within the simulation are, in eect, asked to predict their daily consumption. It
should be noted that this does not aect the generality of the results in this thesis. The
mechanism simply requires the home agents to make predictions for a specied time
period and is indierent as to the period's actual length. Examples of the resulting
distributions of houses consumptions are shown in Figure 4.4.
As can be seen from Figure 4.4, log-normal distributions appear to t the data fairly
well. Furthermore, log-normal distributions implicitly represent the fact that the homes'
consumptions must be strictly positive whilst still allowing beliefs of low precision with
expected values close to zero. If the more mathematically convenient Gaussian distri-
bution were used, care would have had to be given to ensure that the distributions'
expected values were suciently far from zero such that the tail of the distribution that
resided in negative space would contribute a negligible amount to any calculations. Of
course, Figure 4.4 shows just 2 of the 16 total homes used within this thesis. Plots of all
16 homes' consumptions can be seen in Appendix C. Given this data, the next section
describes how agents' reports are generated.74 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.6: System buy and sell prices for the 22nd January 2013 to the 28th January
2013 inclusive.
4.4.1.3 Market Parameters and Agents' Costs
The values for market prices are set such that it is more expensive for an agent to over-
consume than to under-consume. This represents the fact that extra generation would
have to be supplied to ll the unexpected demand, and encourages more conservative use
of electricity. Due to the unit-agnostic approach taken to the simulations here, a central
price of 100 was chosen as the forward market price, f. Heavy penalties are imposed on
over-consuming, with a system sell price delta, s = 70. Lower penalties are imposed
on those under-consuming, setting the system buy price delta, b = 50. Given these
penalties, the aggregator sells the electricity to the consumers at a price of fr = 150.
It is dicult to measure how realistic these parameters are. For one, the analysis per-
formed in this thesis is unit agnostic in that there is no specic unit of currency, and the
forward market is simply set to a central price of 100. Moreover, the mechanism here is
concerned only with a single timeslot, and consequently uses the xed values discussed
above. However, in real life, the balancing prices are heavily inuenced by the overall
demand on the grid and vary constantly over time. As an example, Figure 4.6 shows
the real balancing market prices for a week between the 22nd January 2013 to the 28th
January 2013 inclusive.
Furthermore, it is dicult to ascertain how realistic the balancing market prices are
with respect to the forward market prices. While in real life the balancing market prices
are dependent upon the spot-market prices, electricity companies are able to procure
electricity in the form of long-term contracts which will aect the exact cost per kilowatt
hour that the electricity companies incur. With this in mind, the empirical results within
this thesis should not be read in order to determine absolute values of utility. Instead,Chapter 4 Mechanism Design for Scenarios with Report Manipulation 75
they should be used only to compare the various mechanisms that are tested. That is,
it should be said that one mechanism performs better than the other rather than that
under one mechanism the aggregator makes $x whereas under the other mechanism the
aggregator makes $y.
In terms of the home agents, the cost of generating a report of a given precision can
arise from many factors. For example, in order to make more precise information, the
home owners have to invest more time in adding data-sources to their smart meters, or
extra computational power might be used in generating these reports. However, these
costs are typically relatively small when compared to the cost of electricity per unit (not
least because the total cost is divided over all units of electricity purchased). Moreover,
it is likely that dierent homes have dierent costs. For example, the occupants of one
house might value their time more highly than their neighbours. Alternatively, diering
hardware can result in dierent costs. For example, the sensors in one home might be
more modern and less power-hungry than the sensors in another home. Consequently,
even assuming the same amount of computational eort2 in generating the information
for the aggregator, the house with the older sensors will consume more electricity when
generating their information. Thus, with this in mind each agent i's precision coecient
(the cost per precision, i, that agent i incurs) is taken to be an arbitrarily small value,
;i = i=100.
Now that the basic setup of the simulations has been described, all that remains is to de-
scribe a benchmark against which the uniform and sum of others' plus max mechanisms
will be compared. This is the scenario in which agents do not report any information
and the aggregator must rely on its own priors. This is referred to as the `no mechanism'
scenario, which is discussed in more detail next.
4.4.1.4 The Allocation of the Budget
The aggregator does not necessarily distribute all of the savings it makes by using
the agents' information. The  parameter determines the portion of the savings the
aggregator actually allocates to the agents. The actual value of this parameter aects
how the agents behave as well as the utility to the home agents. Figure 4.7(a) shows
the aggregator's expected utility (minus the money made by selling the electricity to
the agents) for diering  in a system of 20 agents, when the parameters are set as
described in Table 4.2. It can be seen that for  = 0 the aggregator's expected utility is
zero (within errors). This comes about due to the fact that even when lambda is zero,
and consequently the aggregator is not distributing any money to the home agents, still
sometimes the aggregator might make a loss due to its own prediction error. It can be
seen that setting  = 0:2 gives a much higher utility for the aggregator, as agents are
2Of course, the more modern sensor might have optimised hardware which allows it to more compu-
tationally eciently generate the information.76 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.7: The eect of varying the fraction of savings to reward agents,  on: (a),
the aggregator's expected utility; (b) on the home agents' expected utility for 20 agents
encouraged to make predictions for the aggregator. Furthermore, it can be seen that as
 ! 1, the utility of the aggregator gradually reduces as the aggregator is giving away
more of its savings.
Interestingly, it can be seen that at  = 1, the aggregator still makes a positive utility
from the sum of others' plus max mechanism whereas under the uniform mechanism, the
aggregator gains zero utility. This is due to the weakly budget balanced nature of sum of
others' plus max versus the strict budget balanced nature of the uniform mechanism. At
 = 1, under the uniform mechanism, the aggregator gives away all of the savings made
by the agents. Consequently, the aggregator gains no extra utility. However, under sum
of others' plus max, when  = 1 the aggregator gives away at most all of its savings. The
remaining undistributed savings are kept by the aggregator, giving it positive utility.
Conversely, it can be seen that the home agent's utilities, the sum of which is shown in
Figure 4.7(b), increases as  ! 1. It can be seen that at  = 0 the home agents gain no
utility. This is of course because there is no budget for allocating a reward to the home
agents. More importantly, it can be seen that when  = 0, the agents do not make a
loss. This shows that when  is low, agents choose not to invest any eort in generating
reports, as doing so would not be rational.
Against this, for the simulations in the remainder of this chapter, which test the equilib-
rium strategies of the home agents against the number of home agents, the value  = 0:5
is used. Due to the fact that the aggregator loses utility as  ! 1 and the home agents
lose utility as  ! 0, this seems like a reasonable compromise such that exactly half of
the savings are allocated to the budget for rewarding the agents and half is guaranteed
to be retained by the aggregator.Chapter 4 Mechanism Design for Scenarios with Report Manipulation 77
4.4.2 Simulation Methodology
Each simulation performs 1000 repeats of an entire game. That is, each agent's consump-
tion is randomly selected from that agent's data (discussed above in Section 4.4.1.1),
their initial strategies are randomised and then iterated best response is performed in
order to nd each agent's equilibrium strategy, as was discussed in Section 3.6.1. Ran-
domising the starting strategies in this way means that, if multiple equilibria exist, they
are more likely to be found. However, as can be seen later on when discussing the
agents' precisions, even when the agents' starting strategies are randomised, iterated
best response converged to the same equilibrium strategies.
Once the equilibrium strategies are found, the process of generating the agents' reports,
reporting them to the aggregator and then the aggregator purchasing electricity and
rewarding the agents is performed. The strategies and resulting utilities of the home
agents and the aggregator are stored for each of the 1000 repeats. This raw data is then
used to generate the plots shown in the upcoming sections. The means shown in these
plots are taken over the 1000 repeats, and error bars show standard error calculated as
p
1000=2, where 2 is the variance of the raw data being plotted.
4.4.3 The `No Mechanism' Scenario
Many of the results in the following sections are compared to a situation in which no
mechanism is implemented by the aggregator. This corresponds to the current situation
within the electricity markets. That is, the aggregator must purchase electricity for
the consumers using only its prior information. Therefore, under such a situation,
home agents do not gather any information and nor do they incur any costs. Nor do
agents receive any payment from the aggregator. Consequently, this scenario represents
a natural benchmark on which to compare the mechanisms developed in this thesis.
In particular, the aggregator's expected utility should be greater under the developed
mechanisms than in the no mechanism case. If this is not the case, it is not rational
for the aggregator to implement the given mechanism as doing so will damage its own
utility.
Moreover, home agents should receive a higher utility under the mechanisms developed
within this thesis than they would under then `no mechanism' scenario. In the contrast-
ing case, in which the mechanism is not individually rational, the agents will simply
choose not to perform any data collection and not to report any information to the
aggregator. Consequently, a non-individually rational mechanism will result in agents
behaving as though there is no mechanism, thereby not incurring any costs. However,
by the agents exhibiting this behaviour, the aggregator gains no extra utility by imple-
menting the non-individually rational mechanism and thus may as well implement the
`no mechanism' scenario.78 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.8: A gure showing the precision of the aggregate belief used by the aggre-
gator in buying electricity for the homes.
Ideally, a mechanism will give agents positive utility such that they are encouraged to
make precise reports. The exact precision of the reports generated by the agents under
the uniform and sum of others' plus max mechanisms are discussed in the next section.
4.4.4 Precision of Reports
An important property of the mechanisms implemented by the aggregator is that they
encourage precise prediction of consumptions from the home agents. Increasing the
precision of predictions from the home agents will allow for more precise prediction of
the aggregate consumption, more ecient scheduling of generation, and a reduced cost
of electricity to the aggregator. This section discusses the precision of the aggregate
report used by the aggregator in order to purchase electricity under the `no mechanism'
scenario, the uniform mechanism and the sum of others' plus max mechanism.
The `no mechanism' plot from Figure 4.8 represents the precision of the aggregate belief
when using only the aggregator's priors. Thus, it can be seen that both the uniform
and the sum of others' plus max mechanisms encourage agents to provide reports with
greater precision than the aggregator's priors. It can be seen that the prior information
held by the aggregator is imprecise in comparison to the information received from the
agents in the uniform and sum of others' plus max mechanism. However, note that
this value is not zero. It can be seen that the sum of others' plus max mechanism
oers the best increase in the aggregate precision. Furthermore, it can be seen that
as the number of agents increases, the agents' aggregate precision decays towards that
of the aggregator's prior information. This is due to a number of factors. Primarily,
as the number of agents increases, the savings made by the aggregator decreases. ThisChapter 4 Mechanism Design for Scenarios with Report Manipulation 79
results from the fact that prediction errors are more likely to be cancelled by an error
in the opposite direction for another home for larger numbers of homes. As such, the
cost of electricity when using the aggregator's priors decreases as the number of homes
increases. Consequently, the savings decreases.
These precisions come about not due to the absolute value of the rewards the agents
receive but rather the gradient of the rewards with respect to i. That is, each agent
i chooses its precision, i by solving the rst derivative of its utility function (from
Equation 3.13) for:
d
di
Ui (x;xa;!;  !) = 0 (4.12)
or
d
di
Pi (x;xa;!) = ;i: (4.13)
The only time the absolute reward is of importance is in determining whether a rational
agent would make a report or not. It can be seen in the next section that while the
agents in the sum of others' plus max mechanism invest a greater utility in generating
their reports from the sum of others' plus max mechanism, they gain a smaller amount
of utility than they do in the uniform mechanism; further evidence that it is the gradient
of the agents' utility that is important rather than the absolute value of utility.
4.4.5 Utility to the Home Agents
While the home agents have no choice in the mechanism being used, it is still benecial
to analyse the utility received by the agents under equilibrium. In particular, the mech-
anisms should be individually rational. That is, the home agents should not expect to
receive negative utility.
Figure 4.9 shows how the average utility per agent changes as the number of agents
increases. The fact that both the uniform and sum of others' plus max lines are positive
shows that the mechanism is individually rational for the home agents (that is, agents
expect to make a positive utility). However, it shows that in terms of the home agents'
utility, the uniform mechanism outperforms the sum of others' plus max mechanism.
This is due to the fact that the home agents are investing a far greater amount of eort
in the sum of others' plus max mechanism (as can be seen from Figure 4.8), combined
with the fact that the sum of others' plus max is weakly budget balanced and thus not
all of the allotted budget is rewarded to the home agents.
While giving a large amount of utility to the home agents is by no means a bad thing,
the actual amount the aggregator pays to the home agents is not necessarily of large
importance provided that the agents receive positive utility. That is, the fact that the80 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.9: The additional utility received by the home agents under the uniform and
sum of others' plus max mechanisms.
uniform mechanism here provides a greater amount of utility to the home agents than
does the sum of others' plus max mechanism should not discourage the aggregator from
implementing the latter mechanism. What is more important to the aggregator is the
amount of utility it gains by implementing a given mechanism over using no mechanism.
Empirical analysis of the aggregator's utility and risk is presented in the next section.
4.4.6 Risk and Utility to the Aggregator
Although Section 4.4.5 has shown that both the sum of others' plus max and the uni-
form mechanism are individually rational with respect to the home agents, individual
rationality must also be shown from the perspective of the aggregator, which is itself a
rational agent. This property of individual rationality for the aggregator corresponds
to that of budget balance. The aggregator will make some savings through using the
home agents' information, a portion of which it allocates as the budget for rewarding
the home agents. Consequently, a weakly budget balanced mechanism will distribute at
most all of the allocated budget and result in a positive utility for the aggregator as it
has made some savings through using the mechanism in comparison to using only its
priors. This is important because while for the purpose of this analysis it is assumed that
the aggregator must somehow participate in the electricity markets, the aggregator is
free to implement whichever mechanism gives it the greatest utility. Consequently, this
section analyses the dierence in utility the aggregator receives when using the uniform
and sum of others' plus max mechanisms in comparison to using no mechanism.Chapter 4 Mechanism Design for Scenarios with Report Manipulation 81
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Figure 4.10: The average utility received by the aggregator under the uniform and
sum of others' plus max mechanisms, with comparison to the aggregator's utility under
no mechanism.
Figure 4.10 shows the additional utility gained by the aggregator when it uses the uni-
form or sum of others' plus max mechanisms compared to using no mechanism. As can
be seen, the aggregator benets from using either mechanism instead of no mechanism.
This is fairly intuitive, as it can be seen from Section 4.4.4 that both of the mecha-
nisms encourage agents to make precise predictions. Thus, the aggregator makes some
amount of savings, only half of which it allocates to the reward of agents (as  = 0:5,
see Table 4.2 for an overview of the parameters). Furthermore, it can be seen that the
sum of others' plus max mechanism provides greater additional utility to the aggregator
than does the uniform mechanism. Again, taking into account the analysis of agents'
precisions in Section 4.4.4, this is not surprising. However, even if all agents were to
adopt the same strategies under both mechanisms, the aggregator would still obtain a
greater utility from the sum of others' plus max mechanism. This is due to the fact that,
whereas the uniform mechanism is strictly budget balanced (Theorem 4.1), the sum of
others' plus max mechanism is weakly budget balanced (Theorem 4.7). Consequently,
the uniform mechanism would distribute all of its allocated savings, whereas the sum of
others' plus max mechanism would distribute at most all of its allocated savings.
In addition to absolute utility, it is interesting to analyse the risk to the aggregator. Risk
is an important metric as it shows the possible worst case utilities for the aggregator. In
particular, the metric used here is aggregator's utility ve percent value at risk, which
measures the upper bound on the ve percent worst utilities that the aggregator receives.
To calculate the ve percent value at risk, the aggregator's utilities for all 1000 samples
are sorted, and the 50th lowest value is taken. Thus, in expectation, the aggregator82 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
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Figure 4.11: The value at ve percent risk of the aggregator's utility for the uniform,
sum of others' plus max, and no mechanism simulations.
should receive a utility greater than the ve percent value at risk ninety-ve percent of
the time, and therefore an increased value at risk represents an reduction in risk.
Figure 4.11 shows the dierence in the value of the aggregator's utility at ve percent
risk for the sum of others' plus max and the uniform mechanisms in comparison to
that when simply using the aggregator's priors. Given this, it can be seen that the
sum of others' plus max mechanism oers the aggregator a greater reduction in risk
than the uniform mechanism when compared with using no mechanism. The gradient
of Figure 4.11 is slightly misleading. The negative gradient does not represent the fact
that the risk is increasing for the aggregator. This actually occurs because the risk is
being reduced by the increased numbers (as was discussed in Section 4.4.4). Therefore,
the ve percent value at risk for no mechanism is increasing.
It is helpful here to discuss the source of the risk to the aggregator. Risk is an inherent
feature of any mechanism in which a cost is incurred due to imprecision in the prediction
of a future event. In terms of the aggregation scenario presented here, the aggregator's
risk arises due to the fact that it will be penalised for over- or under-purchasing. Con-
sequently, while the aggregator has an imprecise prediction { that is one that has nite
precision { the aggregator will always expect to make some loss. This is the risk shown
in Figure 4.11. Indeed, looking at the points representing the same numbers of agents,
it can be seen that the mechanism that encourages the most precise predictions in Fig-
ure 4.8 (i.e. sum of others' plus max) is also the mechanism that gives the greatest
reduction in the aggregator's risk. However, the aggregator will only be penalised if the
amount it buys based upon the aggregate belief is dierent from the amount consumed.
Furthermore, the distribution of the agents' consumptions is two-tailed (i.e. agents mayChapter 4 Mechanism Design for Scenarios with Report Manipulation 83
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Figure 4.12: The additional utility received by the home agents under the uniform
and sum of others' plus max mechanisms.
consume more or less than expected). Consequently, as the number of agents increases,
so does the probability that two or more agents' errors may cancel one-another out.
Thus, there is an inherent reduction in risk by increasing the number of agents over
which the aggregator is aggregating.
Having discussed both the home agents' utility in Section 4.4.5 and the aggregator's util-
ity here, it is now possible to discuss the social welfare that arises due to the equilibrium
strategies in each of the mechanisms. This is discussed in the next section.
4.4.7 Social Welfare
The social welfare of each mechanism is taken to be the sum of the aggregator's and the
home agents' utilities:
Usw = Ua (x;xa;!) +
X
i2N
Ui (x;xa;!)
Looking at the denitions of Ua and Ui in Equations 3.11 and 3.13 respectively, it can be
seen that this interpretation of the social welfare is in fact equivalent to the amount of
money made by the aggregator in selling electricity to the home agents, minus the cost
of purchasing that electricity from the markets, minus the cost incurred by the agents
resulting from their chosen strategies.
Figure 4.12 shows the change in social welfare when using either the sum of others' plus
max, or the uniform mechanisms compared to using no mechanism. It can be seen that84 Chapter 4 Mechanism Design for Scenarios with Report Manipulation
for low numbers of homes, the two mechanisms are roughly equivalent. However, as
the number of homes increases, the sum of others' plus max mechanism becomes more
benecial in terms of social welfare.
This is an interesting result because, as can be seen in Figure 4.8, the sum of others'
plus max mechanism in fact encourages much more precise predictions from agents.
Consequently, larger savings would be made by the sum of others' plus max mechanism.
However, such precision is very costly to the home agents, and thus the home agents
lose a large amount of utility in comparison the uniform mechanism (as can be seen in
Figure 4.9).
4.5 Conclusions from this chapter
This chapter presented the uniform and sum of others' plus max mechanisms. The
theoretical properties of both mechanisms were discussed along with proofs that the
uniform mechanism is strictly budget balanced, and Nash incentive compatible, as well
as proofs stating that the sum of others' plus max mechanism is weakly budget balanced,
and dominant strategy incentive compatible. In addition to the theoretical properties of
the mechanisms, this chapter furthermore analysed properties that emerged during the
equilibrium points that developed as a result of the mechanisms. Due to the complexity
of solving this analytically, computational simulation was used. It was shown that the
sum of others' plus max mechanism encouraged home agents to make more precise
predictions than under the uniform mechanism, which in turn increased social welfare
and prot for the aggregator. However, it was shown that home agents gained a smaller
amount of utility from the sum of others' plus max mechanism than they did from the
uniform mechanism. Even so, both the uniform and sum of others' plus max mechanism
were shown to be ex ante individually rational to both the home agents and to the
aggregator. Furthermore, it was shown that the sum of others' plus max mechanism
reduced the aggregator's risk.
Thus, under the scenario in which agents may manipulate their reports, it was shown that
the sum of others' plus max mechanism improved upon the simpler uniform mechanism.
The next chapter extends this analysis by relaxing the assumption that the agents'
events are xed. In it, the incentives provided by the mechanisms are analysed under
the assumption that agents are able to make themselves harder or easier to predict.Chapter 5
Mechanism Design for Scenarios
with Load Manipulation
The previous chapter analysed the incentives provided by the uniform and sum of others'
plus max mechanisms when the home agents are able to misreport their beliefs. How-
ever, it was assumed that the agents' associated events (i.e. !i for each agent i) are xed.
In reality, this assumption does not necessarily hold. Home agents and their respective
home owners have control over their electricity consuming devices. Thus, they may also
manipulate their consumptions in order to maximise their utility, in particular, they
may manipulate their consumption such that the centre has a less accurate estimate of
future consumptions compared to their own (as described in Section 3.3.2), or they may
choose to waste electricity such that they always consume the amount they reported to
the aggregator (see Section 3.3.3). This chapter investigates the incentives for agents to
manipulate their loads. In doing so, Section 5.1 rst analyses the incentive for agents
to manipulate the predictability of their consumption, which the agents change by in-
creasing or decreasing the variance of their loads. Since the agents manipulate their
predictability by increasing or decreasing the variance of the loads they place on the
grid, this form of manipulation is known as load variance manipulation. Following that,
Section 5.2 analyses the incentive for agents to waste electricity such that they consume
precisely what they predicted.
5.1 Load Variance Manipulation
To begin with, this chapter analyses the incentive for agents to make themselves easier
or harder to predict by applying load variance manipulation. In essence, this scenario
diers from that of the previous chapter in that agents are able to, at a cost, manipulate
the aggregator's priors. From the perspective of a mechanism, it should be noted that
incentivising this form of manipulation does not violate incentive compatibility. That
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Symbol Description Value
| Trials 1000
n Number of agents 2{10
max Maximum scored precision 1500
 Fraction of savings to distribute 0:5
f Forward market price 100
b System buy price delta 50
s System sell price delta 70
fr Retail price per unit of electricity that the agents
must pay to the aggregator
150
;i Agent i's precision cost coecient i=100
;i Agent i's load variance manipulation cost coef-
cient
i=10
Table 5.1: The values of parameters used by the simulation for Chapter 5.
is, a mechanism might well still be truth-revealing and therefore incentive compatible
but it might at the same time encourage agents to manipulate their consumptions such
that they are easier or harder to predict.
The remainder of this section is structured as follows: First, Section 5.1.1 discusses the
conguration of additional parameters used in simulations within this section. Then,
Section 5.1.3 discusses the theoretical incentives for agents to manipulate their consump-
tions. Next, Section 5.1.4 provides a discussion of the equilibrium strategies that are
encountered under each of the mechanisms.
5.1.1 Simulation Setup
For the most part, the method used to obtain the empirical results within this chapter is
the same as that from Chapter 4. Consequently, it is not discussed here and the reader
is encouraged to see Section 4.4.1 for further information. All parameters, described in
Table 5.1, are the same as those used in Chapter 4 with the exception of the numbers of
agents, which has been reduced for computational reasons and an additional parameter
denoting the agents' incurred costs for applying load variance manipulation, ;i, which
is discussed below.
5.1.2 The Cost of Load Variance Manipulation
Similar to the precision costs of Chapter 4, diering costs of load variance manipulations
among agents are represented by individual cost coecients proportional to each agent's
number. That is, each agent, i, has a load variance manipulation cost coecient of
;i = i=10. Load variance manipulation is therefore more costly than creating precise
predictions in that increasing the amount of load variance manipulation by one costs
ten times as much as increasing the precision of an agent's report.Chapter 5 Mechanism Design for Scenarios with Load Manipulation 87
This seems to be a valid assumption as manipulation of load variance will conceivably
require much more computation. This is because in order to achieve load variance
manipulation, the home agent must schedule loads such that they are more or less
predictable while not aecting the occupants of the house. In terms of demand response,
this would require the home agent to dierentiate between deferrable and non-deferrable
loads. Moreover, the agent would need to ensure that the utility of the electricity used
by the home-owners is not decreased. A step toward ensuring this is by guaranteeing
that electricity-consuming tasks are still completed within deadlines imposed by the
home-owners. For example, if a home owner were to put on their washing machine to be
completed by the following morning. In this way, the cost of using more or less electricity
will still be amortised by the utility of consuming that electricity. Furthermore, given
this, analysis needs only to take into account the load variance manipulation costs,
dened by Equation 3.9, and does not need to account for lost utility due to diering
electrical consumption. This is because under load variance manipulation, the average
consumption is unaected and the home owners' loads are still all placed on the grid. It
is just assumed that the home agent is able to shift loads such that they are harder or
easier to predict while maintaining the home owner's utility from that load.
Given these costs and the additional utility gained by potentially increased rewards,
agents will strategise over the amount of load variance manipulation they apply. The
incentives for agents to manipulate their load variance is analysed in the next section.
5.1.3 Incentives to Manipulate
As previously stated, the aim of this chapter is to investigate the behaviours of agents
under the uniform and sum of others' plus max mechanisms when agents are able to make
themselves harder to predict. Given this, this section provides an analytical discussion
of the incentives for agents to manipulate the predictability of their consumptions. This
is done through the plotting and analysis of the agents' utility functions with respect
to both their load variance manipulation i and their precision of reports, i. Through
this, the behaviour of a single agent with respect to a set of opponents with a xed
strategy can be analysed. This is useful in order to understand the equilibria that are
computed in Section 5.1.4.
It is assumed that even under no mechanism, the agents are able to manipulate their
consumptions. Thus, this section begins by a discussion of the agents' incentives to
perform load variance manipulation under the `no mechanism' case. Following that,
the agents' incentives under the uniform mechanism are discussed. Then, the section
concludes with a discussion of the agents' incentives under the sum of others' plus max
mechanism, before discussion turns to empirical analysis of these mechanisms in the
next section.88 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.1: The expected utility gained by an agent by performing varying amounts
of load variance manipulation, 1, in the `no mechanism' scenario.
5.1.3.1 No Mechanism
The incentive for agents to manipulate the predictability of their loads comes from the
fact that the savings, which determines the budget for rewarding agents, is dependent
on the improvement in precision between the agents' beliefs and the aggregator's priors.
That is, if the agents can make the aggregator's priors less precise while maintaining the
precision of their own belief, the agents will increase the budget from which they are
rewarded, thereby increasing their reward.
Of course, in the `no mechanism' scenario, agents are not rewarded at all. Thus, manip-
ulating their predictability makes no dierence to their utility other than a decrease due
to the cost incurred through manipulation. This can be seen in Figure 5.1, which shows
agent 1's expected utility from deviating from its equilibrium strategy (found using iter-
ated best response, as discussed in Section 3.6.1). It can be seen that any manipulation
of the agent's predictability causes a loss to that agent, as was discussed previously.
However, this is not the case for all mechanisms. For example, the uniform mechanism,
which is discussed next, encourages agents to make themselves harder to predict.
5.1.3.2 Uniform
Unlike the `no mechanism' scenario, under the uniform mechanism, agents are paid
based upon the improvement they make to the aggregate belief when compared to the
aggregator's priors. The uniform mechanism, as described by Equation 4.1, denesChapter 5 Mechanism Design for Scenarios with Load Manipulation 89
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Figure 5.2: The expected utility gained under the uniform mechanism by agent 1
when reporting a precision of 1, while applying 1 load variance manipulation.
payments which are directly proportional to the savings. Therefore, if agents are able to
increase the savings made by the aggregator, they will receive a higher reward.
Under this model, there are two methods of achieving this increase in savings: increasing
the precision of the agents' reports, or decreasing the precision of the aggregator's priors.
However, as discussed in Section 3.2, Section 3.3.2 and Section 5.1.2, there are various
costs involved in both of these methods. Therefore, an agent must strategise in order to
choose a precision-load-variance-manipulation pair that maximises its utility.
The plots in Figure 5.2 show agent 1's utility function for applying varying degrees of load
variance manipulation, i. It can be seen that the utility gained by applying positive load
variance manipulation far outweighs the costs incurred. Thus, agents choose to apply
a large amount of manipulation, thereby making the aggregator increasingly imprecise.
Of course, the exact amount of load variance manipulation applied by the agents is
dependent upon their costs. Thus, for agents with high costs this eect will be far less
pronounced, with the optimal i approaching zero as ;i increases.
5.1.3.3 Sum of Others' plus Max
While the uniform mechanism, as discussed previously, encourages agents to make them-
selves harder to predict, this is not the case for the sum of others' plus max mechanism.
Figure 5.3 shows agent 1's expected utility for applying load variance manipulation, 1
while reporting information of precision, 1. It can be seen that under sum of others' plus
max, with the parameters described in Table 5.1, agents have an incentive to manipulate
their load variance such that they are easier to predict.
This comes about due to the fact that the aggregator's prior for the agent being rewarded,
i, is actually substituted in place of agent i's. Recall from Equation 4.8, that the savings90 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.3: The expected utility gained under the sum of others' plus max mech-
anism by agent 1 when reporting a precision of 1, while applying 1 load variance
manipulation.
used to determine the budget are in fact:
  (x i [ fxa;ig;xa;!)
Thus, if an agent applies positive load variance manipulation, it will in fact decrease the
precision of the aggregate belief used to calculate the savings made by the aggregator
(i.e. x i [ fxa;ig). However, because its own report is substituted by the aggregator's
prior, by making itself easier to predict, the agent also increases the precision of the
aggregate belief. In this manner, an agent making itself easier to predict will increase
the budget from which it is rewarded and as a consequence, with all other variables
remaining the same, it will increase its reward. This behaviour is of great advantage
to the grid as it reduces the amount of standby generation that is required and allows
planners to make more optimal decisions regarding the use of grid hardware.
While it is known now that agents will make themselves harder to predict in the uniform
mechanism and easier to predict under sum of others' plus max, it is not known precisely
how agents will behave with regards to the amount of load variance manipulation and
the precision of the agents' reports. Moreover, it is not known how these behaviours will
aect the precise utility of the aggregator and the home agents. Consequently, the next
section is devoted to empirical analysis of the mechanisms under the scenario with load
variance manipulation.
5.1.4 Empirical Evaluation of the Mechanisms
Having looked at the analytical properties of the mechanisms in the previous section,
and having discussed the fact that agents will make themselves easier to predict under
the uniform mechanism and harder to predict under sum of others' plus max, this sec-
tion discusses the empirical analysis of the equilibria that arise under these mechanisms.Chapter 5 Mechanism Design for Scenarios with Load Manipulation 91
Specically, this section begins with a brief discussion regarding the calculation of sav-
ings and how they no longer necessarily relate to the benet the agents provide to the
aggregator. Next, the load variance manipulation applied by the agents and its eect
on the aggregator's priors is discussed. Following that, the precision of reports from the
home agents is discussed. Then, there is a discussion of the utility of the home agents
under the mechanisms, as well as the utility and risk to the aggregator. Finally, the
section ends with the analysis of the social welfare achieved by the mechanisms.
5.1.4.1 A Discussion regarding Savings
The use of savings within the mechanisms presented in this thesis was rst proposed
due to the fact that savings seemed to clearly indicate the benet an agent made to the
aggregator. That is, if the cost of electricity is ten when the aggregator uses its prior
information but the cost of the same electricity is ve when using the agents' information,
the agents obviously caused a benet to the aggregator of value ve. However, this is not
true for the scenario presented in this chapter. Agents are able to increase the perceived
savings by making themselves harder to predict. Thus, a large amount of savings can
come about not only through actions which benet the aggregator (i.e. providing high
precision estimates), but also actions which damage the aggregator (making the agents
harder to predict). Furthermore, an agent making itself easier to predict in fact reduces
the cost of electricity for the aggregator when using its priors. In turn, this reduces the
perceived savings made by the aggregator.
The reason for this is as follows: When deciding the optimal amount to buy, it is assumed
that the aggregator has no information regarding the maximum consumption of a given
home. This results in an unbounded amount of savings as i ! 1. When purchasing
electricity, the aggregator will in fact purchase an amount of +" where " is some oset
that minimises the expected cost of electricity. Due to the fact that the system sell
price delta is greater than the system buy price delta, this results in " being positive.
That is, the aggregator chooses to purchase excess electricity as it knows that buying
more electricity in the balancing market is more costly than the loss made by buying
excess units in the forward market and selling them back to the grid in the balancing
market. However, with no information regarding the maximum consumption of a home,
the aggregator will potentially buy an unbounded amount of electricity for the homes.
Consequently, as the aggregator's priors tend to zero precision, so the amount to buy
increases. This results in large amounts of savings when compared to the use of the home
agents' reports, which results in the aggregator purchasing an amount of electricity much
closer to the realised event.
It is this peculiarity that determines how agents behave with regards to their predictabil-
ity. Indeed, it has already been discussed how this fact encourages agents under the92 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.4: The dierence in historical load precision between agents' unmanipulated
consumptions and their historical loads after manipulation.
uniform mechanism to make themselves harder to predict. This is important to remem-
ber when interpreting the upcoming empirical results, as it shows how under certain
conditions, the aggregator is able to make a loss in comparison to the `no mechanism'
scenario { something which would not be possible with budget balanced mechanisms
and no load variance manipulation.
Discussion of the empirical results begins in the next section with a discussion of how
agents exploit this subtlety in the perceived savings through load variance manipulation.
5.1.4.2 Load Variance Manipulation
Under the model described in Section 3.2 and Section 3.3.2, agents may apply a form of
manipulation known as load variance manipulation. As dened in Equation 3.8, applying
positive load variance manipulation, (i.e. i > 0) results in agents making themselves
harder to predict { they increase the variance of their loads. Conversely, agents applying
negative load variance manipulation make themselves easier to predict. This in turn
aects the aggregator's priors in the same manner.
As was discussed in Section 5.1.3, the uniform mechanism encourages agents to make
themselves harder to predict as doing so increases the budget from which they are
rewarded, and thus increases their reward. However, as has been discussed, the sum of
others' plus max mechanism encourages agents to make themselves more predictable.
Figure 5.4 shows the change in the aggregate historical precision due to load variance
manipulation. Positive numbers represent agents making themselves more predictable
whereas negative numbers indicate that agents are making themselves harder to predict.Chapter 5 Mechanism Design for Scenarios with Load Manipulation 93
Therefore, it can be seen that empirical analysis corroborates the theoretical discussion
of Section 5.1.3 in that under the uniform mechanism agents make themselves harder
to predict, whereas under sum of others' plus max, agents make themselves easier to
predict.
A key advantage to the behaviour of the home agents under sum of others' plus max
is that, reducing agents' load variance implies less volatility of demand within the grid.
This volatility, as was discussed in Section 2.2, is the cause of a large amount of ex-
penditure and carbon output in energy production. Consequently, while simply making
accurate predictions allows for a reduction of `spinning reserve' energy, a lower volatility
of demand allows for a lower peak capacity to be supported within the grid. This is
important as for the majority of the time, the full capacity of the grid is unused. Thus
this capability is being maintained only for use a small amount of the time. Lowering
this peak capacity will reduce overheads in maintaining this capability, and thus will
further reduce electrical cost, and may even reduce the carbon output of the grid.
However, while negative load variance manipulation is advantageous to the grid, the key
to ensuring a low price of electricity for the aggregator is to reduce its exposure to the
balancing markets. This occurs through using precise predictions from the home agents
themselves, and the precision of those beliefs under equilibrium are discussed next.
5.1.4.3 Precision of Reports
Figure 5.5 shows the precision of the aggregate belief used by the aggregator under the
uniform and sum of others' plus max mechanisms as well as under no mechanism. It is
important to note that due to the fact that the aggregator does have prior information,
the red, `no mechanism' line is in fact greater than zero. However, the precision of the
aggregate belief under `no mechanism' is dwarfed by the aggregate precision under the
uniform and sum of others' plus max mechanisms.
The results from Figure 5.5 show that for the most part, the sum of others' plus max
mechanism outperforms the uniform mechanism in terms of the aggregate precision.
However, for the two agent scenario, the uniform mechanism vastly outperforms sum of
others' plus max.
At rst glance this seems to be an interesting result as under the uniform mechanism,
agents seem to be placing their eorts into opposing forces. That is, on the one hand,
the agents are making themselves harder to predict, whilst they are themselves providing
precise estimates. In fact, this behaviour arises due to the agents' incentive to increase
the perceived savings made by the aggregator. By making themselves harder to predict,
the home agents make electricity much more expensive for the aggregator to purchase
using only its priors. Then, by themselves giving a high precision estimate, they make94 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.5: The precision of the aggregate belief used by the aggregator in order to
purchase electricity under the uniform and sum of others' plus max mechanisms as well
as under no mechanism.
the amount of money actually spent by the aggregator using their beliefs smaller. Thus,
the savings are increased, and consequently so are the agents' utilities.
Under sum of others' plus max, the agents choose to make themselves easier to predict.
However, they still provide a precise estimate of their future demand, albeit less precise
than the uniform mechanism for numbers of agents less than four. The agents' behaviour
regarding predictability has been discussed already in Section 5.1.3. However, the agents'
incentive to provide estimates is not dependent on increasing the savings made by the
aggregator. Instead, it is dependent on maximising the score the agent will receive given
the cost they incur due to their precision. Furthermore, as dened in Equation 3.4, as
agents increase their predictability, the cost of producing an estimate of a given precision
reduces. Consequently, the precision of reports generated by the home agents remains
relatively high, even when savings are being divided among increasing numbers of agents.
It can be seen that this is not the case for the uniform mechanism due to rewards being
diluted among the agents.
Even so, as is discussed in the next section, the agents' strategies under the uniform
mechanism can be incredibly protable for them. Although, as is discussed afterwards,
this is to the detriment of the aggregator.
5.1.4.4 Utility to the Home Agents
It has already been discussed that under the uniform mechanism, home agents seek to
maximise the savings made by the aggregator by making themselves harder to predict.
It can be seen from Figure 5.6 that this is incredibly protable for the home agents, whoChapter 5 Mechanism Design for Scenarios with Load Manipulation 95
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Figure 5.6: A comparison of the increase in utility to the home agents by making
themselves harder to predict under the sum of others' plus max mechanism and the
uniform mechanism over using no mechanism.
receive a utility of up to the order 103. Of course, as was the case in the no manipulation
scenario of Chapter 4, the utility per agent decreases as the number of agents increases.
It should be noted that the sum of others' plus max mechanism does result in positive
utility for the home agents. However, the utility gained by the home agents is much
lower, in the order of 10.
Initially, the increase in utility received by the home agents in the uniform mechanism
might appear to be a good thing. However, this increase in utility does not simply come
from agents supplying improved predictions. Indeed, it can be seen from Figure 5.5
that for the most part, the precision of the home agents' reports under the uniform
mechanism is far below the precision of the home agents under the sum of others'
plus max mechanism. In fact, this extra utility comes from the agents' load variance
manipulation, damaging the aggregator's priors by making themselves harder to predict.
This incentive is precisely the opposite to the one desired. Furthermore, the next section
shows that the home agents' behaviour under the uniform mechanism causes a huge loss
in utility to the aggregator compared to if the aggregator were to simply have used its
priors.
5.1.4.5 Risk and Utility to the Aggregator
While the previous section showed that under the uniform mechanism the utility to the
home agents is high, this section will show that this comes at the expense of the aggre-
gator. It is shown that the aggregator fares much worse under the uniform mechanism96 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.7: The change in the aggregator's utility from using the uniform or sum of
others' plus max mechanisms rather than using no mechanism.
than under the sum of others' plus max mechanism, eectively writing o the uniform
mechanism as a viable mechanism for use in scenarios with load variance manipulation.
Figure 5.7 shows the dierence in utility received by the aggregator when using the
sum of others' plus max and the uniform mechanisms compared to if it were to use
no mechanism. That is, the dierence in using the agents' information with load vari-
ance manipulation in comparison to using the aggregator's priors with no load variance
manipulation (as was discussed in Section 5.1.3). It can be seen that the aggregator
loses a large amount of utility under the uniform mechanism. As the number of agents
increases, this utility increases. However, while there is positive load variance manipula-
tion within a mechanism, the aggregator will always lose utility in comparison to using
no mechanism. This is because the agents are actively crippling the aggregator's priors.
Consequently, using only the aggregator's priors, the cost of electricity is much greater
and, as the agents' rewards are proportional to the dierence in the cost of purchasing
electricity using the priors and the agents' reports, the aggregator pays out a larger
amount of money to the agents.
Figure 5.8 shows the worst case dierence in utility (at ve percent risk) between the
aggregator using no mechanism and the aggregator using the uniform and sum of others'
plus max mechanisms. It can be seen that under the uniform mechanism, this dierence
in worst-case utility is large, whereas under sum of others' plus max, the worst-case
dierence is very small (approaching zero for larger numbers of agents). Regardless of
the mechanism used, there will always be individual instances in which the aggregator's
utility is negative due to the fact that while the precision of the reports used to purchase
electricity is nite, there will always be rare occasions in which the prior information
held by the aggregator was more accurate (i.e. closer to the realised consumption) thanChapter 5 Mechanism Design for Scenarios with Load Manipulation 97
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Figure 5.8: The change in the aggregator's utility at ve percent risk when using the
uniform and sum of otters' plus max mechanisms rather than using no mechanism.
the agents reports. Therefore, this shows that the sum of others' plus max mechanism
is of far less risk to the aggregator than the uniform mechanism; Even in outlying events
in which the centre's prior information is more accurate than the agents' reports (which
becomes increasingly less likely as the precision of the agents' reports increases) the
aggregator's loss is greatly reduced.
Clearly then, a rational aggregator would choose to implement the sum of others' plus
max mechanism as it guarantees the aggregator not to make a loss in expectation. This
occurs due to the fact that agents' incentives are towards making themselves easier to
predict, reducing the cost to the aggregator. Furthermore, as the home agents' utility
and the aggregator's expected utilities are always positive, using sum of others' plus
max also increases social welfare, as is discussed next.
5.1.4.6 Social Welfare
It has already been discussed how the uniform mechanism is detrimental to the aggre-
gator's utility whereas the sum of others' plus max mechanism improves it. However, it
has also been discussed that performance in terms of the home agents' utility is greatly
improved in the uniform mechanism compared to the sum of others plus max. Thus
it is interesting to analyse the social welfare aorded by the two mechanisms under
equilibrium, a plot of which is shown in Figure 5.9.
It can be seen from Figure 5.9 that the sum of others' plus max mechanism improves
the social welfare compared to the uniform mechanism. Moreover, Figure 5.9 shows the
uniform mechanism to actually be detrimental to social welfare for numbers of agents
less than 8. Thus, the sum of others' plus max mechanism provides a marked benet to98 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.9: The change in social welfare from using the uniform and sum of others'
plus max mechanisms over using no mechanism.
the entire community of agents, although that dierence can be seen to be reduced as
the numbers of agents increases.
Of course, this discussion is fairly academic as a rational prot driven aggregator would
implement the sum of others' plus max mechanism regardless. However, this discussion
shows that even if an aggregator wanted to maximise social welfare regardless of its own
prot, it would still choose the sum of others' plus max mechanism over the uniform
mechanism.
5.2 Incentives to Waste
So far in this chapter, discussion regarding the manipulation of loads has been restricted
to agents making themselves harder or easier to predict. Of course, as well as manipu-
lating their predictability, an agent that is able to manipulate its realised consumption
might also be able to waste electricity in order to ensure its consumption matches its pre-
diction. This form of manipulation is formalised in Chapter 3, specically Section 3.3.3.
The remainder of this section continues as follows: Firstly, Section 5.2.1 discusses the
theory regarding why the incentive to waste exists. Next, Section 5.2.2 discusses the
incentive to waste electricity under the uniform mechanism. Then Section 5.2.3 dis-
cusses the incentive to waste electricity under the sum of others' plus max mechanism.
Following that, Section 5.2.4 discusses how this incentive to waste may be removed from
the mechanisms.Chapter 5 Mechanism Design for Scenarios with Load Manipulation 99
5.2.1 The Origin of Wasting
Work thus far in this thesis has made the implicit assumption that once agents report
their predictions to the aggregator they receive no further information. However, in
reality this is unlikely to be the case. In a real implementation, the last point at which
an agent may supply information to the aggregator is likely to be just before gate closure.
In this context, gate closure is the time at which transactions for a specic time period
may no longer be carried out within the forward markets. In many systems, gate closure
occurs an hour before the time for which electricity is being purchased. That is, if
electricity is being purchased for the time 15:00{16:00, gate closure for that period is
14:00 and any further alterations must be performed in the balancing markets.
It has been assumed so far within this thesis and to a large extent it has been assumed
within the literature, that agents gain no new information after they send their reports
(or at least, that agents are unable to manipulate the event which they are predicting).
However, assuming that the home agents within this thesis are able to constantly gather
information, it is conceivable that between 14:00 and the 16:00 (to use the example
above), the home agents gather information that leads them to believe that they will no
longer consume as they reported.
Furthermore, coupled with the assumption that agents are able to manipulate the
amount they consume to match their beliefs, it is possible for some particularly un-
desirable incentives to arise. On the one hand, if agents were to learn that they were to
over consume, they might be encouraged to reduce their consumption. However, on the
other hand, if agents were to learn that they were to under consume, the agents might
well be incentivised to waste electricity in order to match their reports. It is this wasting
with which the discussion in this sections is particularly concerned.
Given agent i's utility function, Ui (x;xa;!), an agent will waste electricity if:
dUi (x;xa;!)
d!i
> 0 (5.1)
Thus, in order to prove that agents have an incentive to waste under a particular mech-
anism, it is simply necessary to show that Equation 5.1 holds given the rewards received
by the agents under that mechanism. This analysis is performed for the uniform mech-
anism in the next section.
5.2.2 Wasting under the Uniform Mechanism
As was mentioned previously, agents will choose to waste electricity if they expect to
gain utility in so doing. Thus, in order to determine whether or not agents have incentive
to waste under the uniform mechanism, the 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with respect to their consumption !i must be taken. Formally, it must be shown that
there is no positive gradient in the agents' utility functions. That is, for there to be no
incentive for agent i to waste, the following must hold:
d
d!i
[Pi (x;xa;!) + P! (!i;  !i)   fr  !i   C (i;;i)   C (i;;i)] < 0 (5.2)
A number of these terms are in no way dependent upon !i. Therefore, the problem can
be simplied to:
d
d!i
[Pi (x;xa;!) + P! (!i;  !i)   fr  !i] < 0 (5.3)
Furthermore, this discussion is primarily concerned with the incentive for agents to
waste their electricity. That is, once the agents have consumed their required amount,
 !i where  !i < E(^ xi), the agents consume yet more electricity such that in total they
consume !i, with  !i < !i  E(^ xi).
Recalling from Equation 3.12 that while an agent's consumption, !i, is less than or equal
to its required consumption,  !i, the cost of purchasing electricity is amortised by the
utility gained through its consumption. Further, recall that for every unit of electricity
purchased greater than the amount actually required, the agent gains no extra utility but
still incurs the cost of purchasing said electricity. Therefore, by assuming that !i >  !i,
Equation 5.3 can be further simplied to the form:
d
d!i
[Pi (x;xa;!)   fr  (!i    !i)] < 0 (5.4)
Thus, in order for there to be an incentive to manipulate, the following must hold:
d
d!i
Pi (x;xa;!) > fr (5.5)
expanding Pi to give
d
d!i
n 1    (xa;x;!) > fr (5.6)
As can be seen in Equation 5.6, the only term on the left hand side of the inequality
that is dependent upon the agents consumption, !i, is the savings function, which is
dened in Equation 3.5 as the dierence in the cost of electricity between when the
aggregator uses its own priors and when it uses the agents' reports. However, for the
purpose of this section, only the case in which an agent consumes less than the expected
value of its report is of importance. Furthermore, because the aggregator will always
purchase an amount greater than the expected value of the reported distribution (due to
over-consuming being penalised more heavily than under-consuming), !i +! i < (x).Chapter 5 Mechanism Design for Scenarios with Load Manipulation 101
Therefore, the rst derivative of the savings with respect to !i is as follows:
d
d!i
(xa;x;!) =
d
d!i
Cost with priors
z }| { h
f  (xa) + (!i + ! i   (xa))

f   b
i
 
d
d!i
Cost with agents' reports
z }| { h
f  (x) + (!i + ! i   (x))

f   b
i
=
d
d!i
h
f  (xa)   (xa)

f   b
i
 
d
d!i
h
f  (x)   (x)

f   b
i
all terms of which are independent of !i. Therefore:
d
d!i
(xa;x;!) = 0
Thus, the savings made by the aggregator are constant with respect to the actual amount
consumed, assuming that the amount to buy with both the priors and the agents' reports
are greater than the amount that is to be consumed by the agents without manipulation.
Consequently, dUi=d!i < fr, and therefore under the uniform mechanism, even when
agents are certain that they are not going to consume as they predicted, they do not
have incentive to waste electricity.
5.2.3 Wasting under the Sum of Others' plus Max Mechanism
The sum of others' plus max mechanism is more complicated to prove or disprove wast-
ing. In fact, using the inequality from Equation 5.5 and expanding the agent's reward
function, the sum of others' plus max mechanism gives an incentive to waste if:
d
d!i
S (xi;!i)    > fr (5.7)
where
  =
  (x i [ fxa;ig;xa;!)
Smax +
P
j2Nnfig S (xj;!j)
(5.8)
is constant with respect to !i. Thus, the incentive to waste within the sum of others'
plus max mechanism is dependent upon the actual scoring rule used. In addition, the
incentive to waste is dependent upon the actual distribution used and agent i's reported
precision.
First of all, to prove whether or not agents are able to gain utility by wasting, it can
be seen that when   is constant, the upper bound in the additional utility an agent
gets by increasing its consumption by d!i is dependent upon the upper bound of the
rst derivative of the scoring rule. Figure 5.10 shows the rst derivative of the spherical
scoring rule with respect to !i. The interesting feature of this plot is that dS=d!i102 Chapter 5 Mechanism Design for Scenarios with Load Manipulation
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Figure 5.10: The rst derivative of the spherical scoring rule with respect to !i at !i
when the agent reports a belief of standard deviation i.
increases as i approaches zero. Furthermore, as i ! 0 and !i ! E(xi), so dS=d!i !
1. Of course, the actual maximum of the rst derivative under sum of others' plus max
is determined by the maximum precision, max. Consequently, the maximum incentive
for an agent to waste at any consumption !i under sum of others' plus max is:
max

d
d!i
   S (xi;!i)

=
d
d!i
   S (xi;!
i ) (5.9)
where xi is of maximum precision (i.e. xi = hi;maxi) and !
i is to be dened in the
upcoming paragraphs. This will be dierent for each scoring rule used. Consequently,
the aim of this discussion is just to provide instruction on how to determine whether an
agent might have incentive to waste, and if so, how to remove that incentive. Within
this discussion, in line with the rest of this thesis, this section assumes the spherical
rule from Table 4.1. Furthermore, the derivative of the scoring rule is itself dependent
upon the type of distribution used. Therefore, for mathematical convenience, Gaussian
distributions are used throughout the rest of the analysis in this section. Furthermore, as
is discussed in Appendix B, given certain constraints on the expected value and variance
of a log-normal distribution, it can be approximated using a Gaussian distribution.
Given these assumptions, the rst derivative of agent i's score is:
d
d!i
S (xi;!i) =
1
qR 1
 1 N (!0;i;i)
2 d!0

d
d!i
N (!i;i;i) (5.10)
Thus to nd the consumption at which an agent has a maximum incentive to waste
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must be solved for !i. The solution for this gives:
!
i =
1 + i 
p
i p
i
(5.11)
Furthermore, as this section is concerned with the peak incentive to waste, solutions
greater than i can be removed. These solutions represent situations in which an agent
learns that it will consume more than expected. Thus these solutions represents points
at which the agent has maximum incentive to conserve electricity. Consequently, the
point at which the peak incentive to waste is maximised is:
!
i =
 1 + i 
p
i p
i
(5.12)
which, when substituted into Equation 5.7, gives the condition for wasting as:

3=4
max   
p
e  1=4 > fr (5.13)
However, to determine whether an agent has incentive to waste, it is still necessary to
determine the upper bound on  . This is determined by a number of factors including
the precision of the aggregator's priors. Moreover, the theoretical maximum savings is
unbounded1 and consequently, the expected   must be used:
   =
   (x i [ fxa;ig;xa)
Smax +
P
j2Nnfig  S (xj)
(5.14)
where   and  S denote the expected savings function and the expected score respectively.
Thus, assuming xed market costs and lambdas, the peak expected   for a two agent
scenario is:
   =
   

a;i + j;

 1
a;i +  1
j
 1
;xa

Smax +
P
j2Nnfig  S

j;
j
 (5.15)
where 
j is the solution to:
d
dj
   

a;i + j;

 1
a;i +  1
j
 1
;xa

Smax +
P
j2Nnfig  S (j;j)
= 0 (5.16)
The analytical solution to this problem quickly becomes intractable to compute. How-
ever, numerical analysis can be used in order to nd the value of    given a set of
parameters. Running this analysis on the parameters from Table 5.1 nds    = 1:52.
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Thus the condition for wasting becomes:

3=4
max    
p
e  1=4 > fr (5.17)
with
max = 1500:00    = 1:52 fr = 150:00
166:91 > 150:00 (5.18)
Consequently, under the sum of others' plus max mechanism there is an incentive to
waste when agents report the maximum precision and consume an amount of electricity
exactly one standard deviation away from their reported mean. This can be fairly easily
resolved through manipulation of the retail price, as is discussed next.
5.2.4 Removing the Incentive to Waste
In order to ensure that at no point is there any incentive to waste, it must be ensured
that in the event of the worst case (that is, when the change in score for wasting is
at its maximum and   =   ) Equation 5.17 is false. That is, the utility gain from
the agent wasting electricity must be less than the cost of that electricity. Of course,
a simple method of doing this, if    can be bounded, is to simply set fr such that
Equation 5.17 is always true. This is by far the simplest method, and retains budget
balance and individual rationality for the aggregator. Further methods might be to
modify the agents' reward functions such that the incentive to waste is lost. However,
doing so is likely to be non-trivial while maintaining both budget balance and incentive
compatibility.
However, using the simple method of real-time updating of fr maintains both individual
rationality and budget balance. This can be seen as the amount paid by agents (fr!i) is
not dependent upon their reports. Therefore, misreporting does not aect their reward.
Furthermore, it can be seen that budget balance is unaected because the savings made
by the aggregator are dependent upon the market prices (f, b, and s) and not the
retail price, fr.
One disadvantage of using this technique is that it can potentially result in large retail
prices for the home agents. Consequently, it is not clear how agents will behave under
such a model as determining this would require a new model of home agents which
incorporates their utility for every unit of electricity consumed. With xed retail pricing,
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still place their loads. That is, when placing loads `traditionally' (i.e. under a xed price
or time of use tari), loads are placed on the grid by the occupants knowing what their
cost per unit of electricity is. Consequently, the UK data described within Section 4.4.1.1
can be used. However, with variable retail pricing, demand will also be dependent upon
the time at which a load is placed (or more specically, the cost of electricity at the time
at which it is placed). This is not taken into account in the dataset from Section 4.4.1.1
and further requires the development of a model of utility per unit of electricity in order
for agents to be able to strategies over what loads they place. Thus, only the behaviours
of agents with xed retail prices are taken into account in this thesis.
5.3 Conclusions from this Chapter
This chapter has discussed the theoretical and empirical analysis of the uniform and sum
of others' plus max mechanisms under scenarios in which the home agents are able to
make themselves harder to predict. Crucially, by making themselves harder to predict,
the agents decrease the precision of the aggregator's priors. Consequently, the cost
incurred by the aggregator when purchasing electricity using its own priors is increased.
It was shown that simply dividing the savings made by the aggregator is in fact detri-
mental to the aggregator as agents are encouraged to make themselves harder to predict
in order to increase the perceived savings made by the aggregator and thus increase
their rewards. Doing so rewards agents with a large utility but this comes at the cost
of the aggregator, who makes a loss in utility compared to if it were to simply use no
mechanism.
Moreover, it was shown that using the sum of others' plus max mechanism encouraged
agents to make themselves easier to predict. This, combined with the fact that agents
are also incentivised to produce precise predictions, resulted in precise aggregate beliefs,
which caused an improvement in utility to both the aggregator and the home agents.
These results culminated in an increase in social welfare for the sum of others' plus
max mechanism; An increase which surpassed that of the uniform mechanism, which for
small numbers of agents actually caused a loss of social welfare compared to using no
mechanism.
In conclusion it was found that the sum of others' plus max mechanism provided far more
benecial incentives to the home agents than the uniform mechanism did. Furthermore,
it was shown that the uniform mechanism would not be implemented by a rational
prot-maximising aggregator as doing so causes the aggregator to make a loss in utility.
This concludes the main body of work for this thesis. The next chapter draws the thesis
to a close by summarising the work done and summarising the conclusions from said
work. In addition, the next chapter discusses possible avenues of future research.Chapter 6
Conclusions and Future Work
This thesis has discussed the problem of aggregate demand prediction within the smart
grid. This chapter will draw the thesis to an end by discussing the conclusions from this
work as well as possible directions of future work that can incorporate the work from
this thesis.
6.1 Conclusions
This thesis has discussed the aggregate demand prediction problem within the smart
grid. In this problem, an aggregator agent is tasked with purchasing electricity for a set
of consumers. These consumers are assumed to be homes, and each home is represented
by its own home agent. In order to purchase electricity, the aggregator must make use
of one of two markets. In order to purchase electricity ahead of time, the aggregator
must purchase electricity from the forward markets. However, if the aggregator does not
purchase the amount actually consumed by the home agents in the forward market, it
must buy or sell any imbalance in real time in the balancing markets. Prices are set to
encourage accurate prediction of loads, and as such, trading electricity in the balancing
market is more costly than doing so in the forward markets. Consequently, in order to
minimise the cost of electricity, the aggregator must make a prediction as to how much
electricity the homes will consume. To do this, the aggregator has some prior knowledge
about the consumption of each home, which it gains through statistical analysis of that
home's historical loads. However, much more precise information is available within each
home regarding how that home will consume in the future. For example, information
regarding devices within the home, the home's occupants' calendars and comfort levels
etc. can be collected in order to give a precise estimate of how that home will consume
in the future. The home agents can gather this information in order to send to the
aggregator such that the aggregator is able to make a more optimal purchase of electricity
from the forward markets. In doing this, the aggregator makes some amount of savings.
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However, the home agents incur a cost by gathering this information. Consequently,
the aggregator must make a payment to the home agents in order to encourage them to
gather and report their information to the aggregator. In this work, it is proposed that
the aggregator distributes a fraction of the savings made by the aggregator to the home
agents. However, this is not trivial. The payments to the agents must be individually
rational such that the agents have an incentive to participate; incentive compatible,
such that the agents report their information truthfully to the aggregator; and budget
balanced such that the aggregator does not make a loss through the use of the payment
mechanism (in which case, the aggregator may as well simply use its priors). It is on
the problem of designing such a payment mechanism which this thesis focuses.
In more detail, it is assumed within this thesis that the home agents may try to game
the mechanism in a number of ways. For one, agents may misreport their information.
For example, they may claim that their reports contain more information than they do
in reality. In addition, agents may make themselves harder to predict. That is, they may
deliberately choose to make the loads they place upon the grid more volatile such that
the aggregator's prior information (based on historical records) is less precise. Finally,
agents may choose to waste electricity such that their real consumption maximises their
expected reward. For example, an agent who knows it will be paid a xed amount only if
it consumes the expected value of the distribution it reported will likely waste electricity
if it nds that it will consume less than what it had originally reported.
As part of the solution, the use of scoring rules is proposed. These are functions which
map probabilistic reports and events to a real-valued score. Of particular interest are
proper and strictly proper scoring rules, which are maximised in expectation (uniquely
in the latter case) when an agents report their information truthfully. These rules have
been developed such that they do not incentivise `undesirable' behaviour, (Shi et al.,
2009; Bacon et al., 2012). However, they have not taken into account either budget
balance of payments to agents nor the fact that agents may make themselves harder to
predict. Indeed, budget balance is something which is lacking from prior literature on
scoring rules within the continuous domain. Usually, it is simply assumed that agents are
somehow incentivised to maximise their score, in which case payments are independent
of their actual scores, or budget balance is simply not taken into account whatsoever.
Furthermore, prior literature in mechanism design in general was found to be lacking in
that it did not take into account incentives to manipulate by agents making themselves
harder to predict or xing their consumptions. Moreover, prior work in mechanism
design has used xed budgets whereas the budget here is dependent upon the agents
own actions. Further to that, it is often assumed that a number of agents are available
from which the aggregator can request information, and that the aggregator has no prior
information. The work in this thesis assumes that while there are a number of agents
from whom the aggregator can request information, each agent predicts an individual
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ect of these events which the aggregator must plan for.Chapter 6 Conclusions and Future Work 109
Consequently, prior works in mechanism design which reward agents by comparing them
to one-another cannot be used as the agents are predicting dierent events.
To this end, the work in this thesis develops a scoring rule named sum of others' plus
max, which can be used to distribute payments in an individually rational, dominant
strategy incentive compatible and weakly budget balanced manner. Furthermore, when
combined with the use of a budget based upon savings, the sum of others' plus max
mechanism can be used to distribute payments to agents such that their reward is
directly aected by their reports. Moreover, under such a mechanism, the rewards are
based upon the benet the agents provided to the aggregator. This mechanism was
compared to the uniform mechanism, an individually rational, strictly budget balanced
but only Nash incentive compatible mechanism which distributes the allocated savings
evenly among the home agents. In addition it was compared to using no mechanism at
all (i.e. the aggregator simply uses its priors and requests no information from the home
agents).
Results showed that the scoring rule-based mechanism provides better incentives for the
home agents to produce precise reports, which in turn increases the expected utility of
the aggregator and reduces the aggregator's risk in comparison to the uniform mechanism
and in comparison to using no mechanism. Furthermore, results showed that the uniform
mechanism encourages agents to make their loads far more volatile such that they were
harder to predict, whereas the sum of others' plus max mechanism incentivises agents
to reduce the volatility of their loads. The eect of this is that under the uniform
mechanism, the aggregator makes a large loss in utility in comparison to when using
no mechanism, resulting from the reduced precision of the aggregator's priors. Under
the same conditions, the sum of others' plus max mechanism causes an increase in
expected utility for the aggregator and a decrease in risk as it incentivises agents to
make themselves even easier to predict by reducing the volatility of their loads. As well
as reducing the cost of electricity, this behaviour is benecial to the grid as the amount
of spinning reserve generation can be reduced, and generation can be more optimally
planned.
However, in terms of wasting electricity, it was found that the sum of others' plus max
mechanism may encourage home agents to waste electricity if they nd that they are
going to consume less than they predicted, whereas this is not the case for the uniform
mechanism. Conditions for this wasting behaviour were discussed, and it was shown that
this behaviour can be easily mitigated through manipulation of the retail price (the price
at which the home agents purchase electricity from the aggregator). The possibility of
using variable retail prices was discussed. However, implementing a simulation of such a
scenario would require a large amount of complexity to be added into the model from this
thesis, including a model of the homes' value of each unit of electricity consumed (such
that they are able to determine whether it is worth placing extra demand). Consequently,
this was left for future work, a discussion of which appears in the next section.110 Chapter 6 Conclusions and Future Work
6.2 Future Work
While the work in this thesis has provided extensive analysis to the design of mechanisms
for the rewarding of agents supplying predictive information within the smart grid, there
are still some steps that are required before such mechanisms can be deployed to real
homes.
First, home users are unlikely to be well versed in the theory of mechanism design and
game theory. Therefore, when interacting with the agents, a lot of the complexity must
be hidden away. This is already an active eld of research within the human-agent
interaction community. In particular, work from Seuken et al. (2012) addresses the
development of user interfaces that hide the complexity of markets. Furthermore, work
(for example in Rogers et al. (2011)) is being carried out in the development of smart
devices within homes that allows users to easily input their preferences to allow agents to
control devices within the property. The future work required to apply the mechanisms
from this thesis into a real world scenario lies at the intersection of these two areas; not
only must an interface be designed such that users gain an understanding of their actions
upon their rewards, but also it must somehow learn the users' preferences such that the
home agent is able to manipulate the loads placed by that house without aecting the
occupants. Given this work, user trials can be carried out in order to test how the use
of the mechanisms in this thesis along with the appropriate interface can change the
behaviour of humans, who are known not to behave rationally. It would be particularly
interesting to see the results of a user-based experiment into the eect of the uniform
and sum of others' plus max mechanisms on the users' load variance manipulation. For
example, Chapter 5 showed that under the assumption of rational agents the uniform
mechanism caused users' loads to become very unpredictable. It would be interesting to
see whether or not this holds for humans.
Another direction for future work is to relax the assumption that agents' consumption
information is private to themselves. By relaxing this assumption it is possible to have
the home agents make predictions about their neighbourhood's future consumption.
Such a mechanism could make use of prediction markets wherein agents bid on the
future consumption of their neighbourhood in an eort to reduce the cost of their own
electricity. However, it is not clear whether the aggregator, or even the social welfare
will benet from such a scenario.
A limitation of the work in this thesis which negatively aects the utility to the ag-
gregator is that the aggregator purchases information from all agents, regardless of the
informational value of their reports. That is, even if the agent reports information of the
same precision as the aggregator's priors, that agent will still receive a reward from the
mechanism (albeit a smaller reward than it would have received had it reported infor-
mation of higher precision). An extension of this work could look into scenarios in which
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information from the agents whose reports are likely to make the most signicant im-
provement to the aggregate belief. This is similar to the work in Papakonstantinou et al.
(2011) in which information is gathered from agents with unknown costs. However, in
their work it is assumed that there is sucient time and resources for multiple stages
of a mechanism (in which costs and precisions are elicited, the agents are selected and
then the information is elicited and fused from those agents). Consider a scenario such
as making a prediction before gate closure in which only a single ask-and-gather stage
is feasible. How should the aggregator choose the agents from which it will purchase
information given the information already held by the aggregator? This problem is not
only present within the aggregation scenario of this thesis, but also in other elds. For
example, from the eld of sensor networks, a base station might be making predictions
of future conditions given information held by itself and a set of sensor nodes. This
time, the limitation to a single-stage game is not due necessarily to time constraints,
but due to issues of power conservation. Each time a node sends and receives data, that
node consumes energy of which it only has a nite amount. Thus, the base station must
request information only from those agents whom it believes will maximise the change
to the base station's prediction.
Furthermore, if the mechanism could be extended to ensure that the agents don't fuse
into their reports information that is already held by the aggregator, the aggregator
could fuse information from the home agents with its own. Thus information from the
home agents could always be used to improve the aggregator's beliefs, regardless of the
home agents' precision. Moreover, this would reduce the computational burden on the
home agents, albeit at the cost of the aggregator, to which this computational load will
be shifted.
From a mechanism design perspective, it would be interesting to determine whether
or not a strictly budget balanced scoring rule-based mechanism could be found. It is
not clear whether this is in fact possible. It would be interesting to prove theoretically
whether or not there exists a mechanism for the model described in Section 3.2 which
allocates payments that are budget balanced, dominant strategy incentive compatible
and strictly budget balanced. It is very likely that such a mechanism does not exist, as
enforcing strict budget balance will likely break dominant strategy incentive compatibil-
ity as it did in the percentage contribution mechanism discussed in Section 4.2. Another
potential extension along these lines could be for the aggregator to send information to
the agents for them to fuse into their own reports.
Of course, a large amount of eort is currently being invested into the invention of e-
cient and cost eective storage solutions for electricity. This eventuality is not modelled
by the work in this thesis. If storage were available, the home agents' utility functions
would dier signicantly to those that are used within this thesis. For one, in terms of
agents wasting electricity in order to ensure they consume as predicted, agents might
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into storage. This is because rather than simply wasting the electricity, the agents will
gain some amount of utility based on their expected cost of purchasing and storing the
electricity now compared to purchasing and using the electricity later. In such a situ-
ation it may even be advantageous to the grid as a whole for agents to behave in this
way (i.e. to store electricity they predicted they would consume for later use). It would
be of great benet to the future of research into mechanism design for the smart grid to
develop mechanisms that took into account storage.Appendix A
Derivation of the Logarithmic,
Quadratic and Spherical Scoring
Rules
This appendix discusses the derivation of the logarithmic and quadratic and spherical
scoring rules. This uses the characterisations by McCarthy (1956), Hendrickson and
Buehler (1971), Savage (1971) and Schervish (1989) as is discussed in Sections 2.6.1.1
and 2.6.2.
A discrete scoring rule, S : P  
 ! R is proper i:
S(p;!) = G(p)  


G0(p);p

+ G0
i(p) 8i 2 f1; ;ng (A.1)
where the term hG0(p);pi represents the dot product of the sub-derivative of G with
respect to p, G0(p), and p, and G0
i(p) is the value of G0(p) at event i.
Furthermore, a continuous scoring rule, S : P  
 ! R, is proper i S is of the form:
S (p;!) = G(p)  
Z
G (p;!)dP (!) + G (p;!)
where, P (!) is the cumulative distribution function at !. Given that the probability
density function, p(!) =
dP(!)
d! and thus dP (!) = p(!) d!, this becomes:
S (p;!) = G(p)  
Z
p(!)G (p;!) d! + G (p;!)
It is shown in Theorem 2.1 that P is convex, and therefore, for G to be convex, it is
sucient to show that (R. Tyrrell Rockafellar, 1970):
G(x + (1   )y)  G(x) + (1   )G(y); 8x;y 2 P; 8 2 [0;1]
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The derivations of the continuous and discrete versions follow a similar technique. Con-
sequently, only the derivations for the discrete scoring rules are shown. This appendix
begins by presenting the derivation of the logarithmic scoring rule, followed by the
quadratic scoring rule and then nally the spherical scoring rule.
A.1 Derivation of the Logarithmic Scoring Rule
A.1.1 Expected Score Function
Begin with the expected score function
G(p) = p  log(p) (A.2)
Take the rst derivative with respect to p
G (p) = 1 + log(p) (A.3)
A.1.2 Deriving the Rule
Substituting into Equation A.1:
S (p;!) = p  log(p)   p  (1 + log(p)) + 0p (!)  (1 + log(p)) (A.4)
where 0p (!) is a vector of length jpj in which the !th element is 1 and all other elements
are 0. Thus:
S (p;!) = p  log(p)   p  1p   p  log(p) + 1 + log (p!) (A.5)
where 1p is a vector of length jpj comprised solely of 1s. p  1p = 1 consequently, the
terms cancel to give:
S (p;!) = log(p!): (A.6)Appendix A Derivation of the Logarithmic, Quadratic and Spherical Scoring Rules 115
A.2 Derivation of the Quadratic Scoring Rule
A.2.1 Expected Score Function
Begin with the expected score function
G(p) = p  p   1 (A.7)
The rst derivative of which with respect to p is:
G (p) = 2p: (A.8)
A.2.2 Deriving the Rule
Thus, substituting into Equation A.1 gives:
S(p;!) = p  p   1   2p  p + 0p (!)  2p (A.9)
Which simplies to give the quadratic scoring rule minus one. Adding one maintains
incentive compatibility, and results in the quadratic scoring rule.
S(p;!) = 2p!   p  p (A.10)
A.3 Derivation of the Spherical Scoring Rule
A.3.1 Expected Score Function
Begin with the expected score function:
G(p) =
0
@
n X
j=1
p2
j
1
A
1
2
(A.11)
and therefore
G0(p) =
Pn
j=1 pj
Pm
j=1 p2
j
 1
2
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A.3.2 Deriving the Rule
Then, substituting these functions into Equation A.1 gives:
S(p;!) =
 
n X
i=1
p2
i
! 1
2
  p 
 
n X
i=1
pi
!

 
n X
i=1
p2
i
!  1
2
+ p! 
 
n X
i=1
p2
i
!  1
2
=
 
n X
i=1
p2
i
! 1
2
 
 
n X
i=1
p2
i
!

 
n X
i=1
p2
i
!  1
2
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2
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n X
i=1
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i
! 1
2
 
 
n X
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i
! 1
2
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i
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2
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n X
i=1
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i
!  1
2
(A.13)Appendix B
Approximating the Sum of
Log-Normal Distributions using
Gaussians
The exact sum of numerous log-normal distributions is computationally hard to compute.
Doing so requires the computation of the convolution of the probability density functions
of the individual distributions that are to be summed. However, for carefully constrained
log-normal distributions, it is possible to sum the distributions as Gaussian distributions.
This appendix provides a discussion on this approximation method.
B.1 Hellinger Distance
There are a number of ways of measuring the dierence between distributions. The
method within used within this appendix is the Hellinger distance of two distributions
P and Q, dened as:
H2 (P;Q) = 1  
Z 1
 1
p
P (x)  Q(x)dx: (B.1)
The range of the Hellinger distance is between 0 and 1, with values approaching 1
indicating a larger dierence between the two distributions. More specically, a Hellinger
distance of 1 indicates that all outcomes indicated as having a probability of 1 by one
distribution have a probability of 0 according to the other distribution. Moreover, a
Hellinger distance of 0 indicates that the two distributions are equivalent.
Hellinger distance was used as a metric within this appendix due to the fact that it
is symmetric. That is, the metric is concerned only with the distance between two
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Figure B.1: The average Hellinger distance from 10 samples of the sum of 5 log-normal
distributions with means that is are x times greater than their standard deviation,
 = 1.
distributions. Other measures, such as the commonly used KL divergence, DKL (P;Q),
do not exhibit this property as they measure the information lost or gained in using
one distribution to approximate another. Consequently DKL (P;Q) 6= DKL (Q;P). The
analysis here is concerned only with how well the probability density functions of the
resulting sums are matched, and therefore, the Hellinger distance is used.
B.2 Approximation of the Sum of Log-Normal Distribu-
tions using Gaussians
How well the sum of a number of log-normal distributions is approximated as a Gaussian
is highly dependent upon the parameters of the log normal distributions. Figure B.1
shows the result from which 5 log normal distributions with random means and a xed
standard deviation of  = 1 are summed. The distributions' means are all equal to the
value of the x axis multiplied by  = 1. This therefore shows how well the Gaussian
approximation of the sum of log-normal distributions with the same means and standard
deviations matches the real convolution of said distributions. It can be seen that as the
means become further from 0 the approximation improves. This is due to the fact that
log-normal distributions have a lower bound of 0 whereas Gaussians are unbounded.
Consequently, the redistribution of probability densities such that events less than zero
are impossible disgures the log-normal distribution compared to the Gaussian.
Further to that, Figure B.2 shows the results from an experiment similar to the one above
except where the means of the distributions are sampled from a log-normal distributionAppendix B Approximating the Sum of Log-Normal Distributions using Gaussians 119
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Figure B.2: The average Hellinger distance from 10 samples of the sum of 5 log-
normal distributions with means randomly distributed around a point far from zero
(30) where the standard deviation of the means of the distributions is, x  30.
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Figure B.3: The average Hellinger distance from 10 samples of the sum of 5 log-normal
distributions with mean 50 and standard deviations randomly distributed around a
mean 10 with standard deviation, Std().
with an expected value of 30 and a standard deviation of the x value times 30. That
is, as x increases, the dierence between the means of the log-normal distributions to
be summed increases. It can be seen that the distance between the approximation and
the exact solution is of the order 10 3. Consequently, the approximation appears to
work well even for the sum of distributions with diverse means, provided the means are
suciently far from zero.
Finally, Figure B.3 shows the results from an experiment similar to that above, but in120 Appendix B Approximating the Sum of Log-Normal Distributions using Gaussians
which all distributions have the same mean of 50, chosen to be far from zero compared to
their standard deviations, and the standard deviations of the distributions are sampled
from a log-normal distribution with mean 10 and standard deviation x. Again, this shows
that the error is very small, even with distributions with diverse standard deviations.
B.3 Conclusions
Given the results shown in the previous section, the Gaussian approximation of the
sum of log-normal distributions appears to give relatively accurate results provided the
means of the distributions to be summed are far enough away from zero.Appendix C
Home Consumption Data
This appendix contains the histograms of the consumptions of the 16 houses whose data
were used in the simulations in the simulations of Chapters 4 and 5.
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(p) House 16Appendix D
The Sampled Peak Finding
Algorithm
This appendix describes the peak nding algorithm that was used within the simulations
in this thesis. This algorithm was used as opposed to other algorithms such as hill-
climbing algorithms as it is guaranteed to converge upon a peak, whereas hill-climbing
algorithms might constantly overshoot the peak. A graphical representation of the
algorithm described in Listing D.1 is shown in Figure D.1.
D.1 JAVA Code of the Algorithm
public static double[] maximise(TwoParameterFunction function , double xMin,
double xMax, double yMin, double yMax, double tolerance)
{
// The distance between the upper and lower bounds of the search
// space is at least as small as the threshold. Return the centre
// of the search space.
if(xMax - xMin <= tolerance && yMax - yMin <= tolerance)
{
return new double[]{ (xMax + xMin)/2.0, (yMax + yMin)/2.0};
}
int samples = 3;
double bestx = Double.NaN;
double besty = Double.NaN;
double bestv = Double.MIN_VALUE;
double dx = (xMax - xMin) / samples;
double dy = (yMax - yMin) / samples;
double v = 0;
for(double x = xMin; x <= xMax; x += dx)
{
for(double y = yMin; y <= yMax; y += dy)
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Figure D.1: A graphical representation of how the peak is found using the algorithm
in Listing D.1. Black points represent points being checked in the current iteration, grey
points represent the points that have already been checked and red points represent the
highest point found in that particular iteration.
{
v = function.getValueAt(x, y);
if( v > bestv )
{
bestx = x;
besty = y;
bestv = v;
}
}
}
// Look around the best point
return maximise(function ,bestx - dx, bestx + dx, besty - dy,
besty + dy, tolerance);
}
Listing D.1: Optimisation algorithm used to nd the agents' optimal strategies.
D.2 Complexity
After every iteration of the search, the size of the search space decreases by a factor of
2
samples
Therefore, given a starting space of width startWidth, after iteration i, the search space
has the width:
widthi = startWidth 

2
samples
i
= startWidth 

samples
2
 i
The algorithm continues until the widthi = thresholdWidth. Therefore, the algorithm
will stop when
thresholdWidth = startWidth 

samples
2
 iAppendix D The Sampled Peak Finding Algorithm 127
That is, after iteration:
i =  log samples
2

thresholdWidth
startWidth

Therefore the complexity of the search algorithm with respect to the search space is:
O

log samples
2

startWidth
thresholdWidth

Moreover, within each iteration, the complexity is dependent upon the number of sam-
ples performed. The complexity of each iteration is thus O
 
samples2
.
Therefore the overall complexity of the algorithm is:
O

samples2  log samples
2

startWidth
thresholdWidth
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