






























子技術総合研究所が 1973 年から 1984 年にかけて文字認
識研究用に収集した、手書きもしくは印刷の約 120 万の
文字画像データを集積したもので、ETL-1 から ETL-9 の
9 種類にまとめられており、本研究では ETL-8 内の
ETL8B2 から、平仮名のみを抜き出して使用する。 








で識別する。また、ETL8B2 内の 12000 枚の平仮名文字




め基本的な 3 層構造とするが、プログラムは Python 3.5
上の TensorFlow 1.2 で再記述する。 
 
【結果】構築したニューラルネットワークの構造と正解率
は表 1 のとおりである。 
表 1 ネットワークの構造と正解率 
ノード数 正解率 
（最良値） 入力層 中間層 出力層 
4032 







【考察】筆者は MNIST3)データを用いて 3 層ニューラル
ネットワークでの学習実験において表 2 の結果を得てい
る。MNIST データとは、Yann LeCun らが 1998 年に公
開した手書き数字のグレースケール画像データで、機械学
習の実験で標準的に用いられているものである。 
表 2 中間層のノード数(上段)と正解率（最良値）(下段) 
30 50 100 300 500 1000 
0.9498 0.9606 0.9798 0.9811 0.9832 0.9850 









る。なお、試験的に構築した図 1 の convolutional neural 
network (CNN)と MNIST データでは正解率 0.9926 を得
ている。 
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