In 2001, Jinhee Yi found many explicit values of the famous Rogers-Ramanujan continued fraction by using modular equations and transformation formulas for theta-functions. In this paper, we use her method to ÿnd some general theorems for the explicit evaluations of Ramanujan's cubic continued fraction.
Introduction
Let, denote the Ramanujan's cubic continued fraction for |q| ¡ 1. This continued fraction was recorded by Ramanujan in his second letter to Hardy [9] and on p. 366 of his lost notebook [15] , and claimed that there are many results of G(q) which are analogous to the famous Rogers-Ramanujan continued fraction R(q), deÿned by R(q) := q Motivated by Ramanuajan's claims, Chan [10] proved three identities giving relations between G(q) and the three continued fractions G(−q); G(q 2 ), and G(q 3 ). Baruah [3] found two new identities giving relations between G(q) and the two continued fractions G(q 5 ) and G(q 7 ). Chan [10] also found three reciprocity theorems for G(q). He also evaluated G(−e − √ n ) for n = 1 and 5 and G(e − √ n ) for n=1, 2, 4, and 2/9. Berndt et al. [8] have found general formulas for G(−e − √ n ) and G(e − √ n ) in terms of Weber-Ramanujan class invariants G n and g n , deÿned by (1 − aq n ); |q| ¡ 1:
G(q)
They evaluated G(−e − √ n ) for n=1; 5; 13, and 37 and G(e − √ n ) for n=2; 10; 22; and 58. Ramanathan [13] has also found G(e − √ 10 ) by using Kronecker's limit formula. This value was recorded by Ramanujan on p. 366 of his lost notebook [15] . By evaluating some new Weber-Ramanujan class invariants Yi [17, pp. 120-124] has also evaluated some new values for G(−e − √ n ) and G(e − √ n ). By using modular equations and transformation formulas for theta-functions Adiga et al. [2, 1] , Vasuki and Shivashankara [16] have recently found G(−e − √ n ) for n = 1=147, 1=75, 1=27, 1=13, 1=9, 1=7, 1=5, 1=3, 1; 3, 5, and 25=3, and G(e − √ n ) for n = 1=3, 1, 4=3, 4, 16=3, and 16. Other values of G(q) can be found by using the reciprocity theorems given by Chan [10] and Adiga et al. [1] .
In this paper, we present some general theorems for evaluating G(−e − √ n ) and G(e − √ n ) by using modular equations and transformation formulas for theta-functions. Our theorems are motivated by Jinhee Yi's paper [18] , in which she evaluates many explicit values R(q).
We end this introduction by deÿning Ramanujan's special theta-functions. After Ramanujan, for |q| ¡ 1, we deÿne the theta-functions,
where Á(z) denotes the Dedekind eta-function.
Modular equations
In this section, we state and prove some modular equations which will be used in ÿnding theorems for the explicit evaluations of G(q). 
; 
;
Proof. This easily follows from Theorem 2.2.
and Q = (q) (q 9 ) ;
Proof. We use the ÿrst two identities of Entry 1 (iii) [4, p. 345] .
Theorem 2.9. If
and Q = (q 5=3 ) (q 15 )
and Q = (−q) q (−q 9 )
Proof. We use the ÿrst and last identities of Entry 1 (ii) [4, p. 345] .
and Q = (q 5 ) q 5=4 (q 15 )
and Q = (q 7 ) q 7=4 (q 21 )
where
Transformation formulas for theta-functions
In this section, we state some transformation formulas for theta-functions which will be used in the last section. In these formulas it is assumed that and ÿ are such that the modulus of each exponential argument is less than 1.
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4. Theorems for explicit evaluations of G (q)
:
where w = G(−q).
where v = G(q).
Proof. We use the ÿrst identity of Entry 1(iv) [4, p. 345] . Several values of n were recorded by Ramanujan on p. 212 of his lost notebook [15] . All of those values were proved by Berndt et al. [7] . They also evaluated many new values by using modular j-invariants, Weber-Ramanujan class invariants, modular equations, Kronecker's limit formula, and an empirical process. Thus, one can use Proof. We use the deÿnition of n and Theorem 3.2. (ii) 1 + 3
Proof. The theorem follows from the deÿnition of n and Theorems 2.1-2.5 Theorems 4.4 (i) -(iv) were also found by Yi [17] .
Theorem 4.5. We have
(iii) 3 = 6 √ 3 + 9;
(iv) 9 = 3 ( 
(ii) For q = e − √ n , let
where v = G(−q).
Proof. We use Entry 1 (iv) [4, p. 345].
Theorem 4.7. If J n and D n are as deÿned in Theorem 4.6, then
Proof. We use the deÿnitions of J n and D n and Theorems 3.2 and 3.3. 
Proof. We use the deÿnitions of J n and D n and Theorems 2.6 and 2.7.
Theorem 4.10. We have
Proof. Putting n = 1=2 and 1 in Theorem 4.9 (i), and then solving the polynomial equations we obtain J 2 and J 4 . Putting n = 2 and 4 in Theorem 4.9 (ii) and then solving the polynomial equations we ÿnd D 2 and D 4 . Putting n = 1=3 and 1 in Theorems 4.9 (iii) and (iv) and then again solving the resulting polynomial equations we obtain J 3 ; D 3 ; J 9 , and D 9 .
The values of J 1=n and D 1=n for n = 2; 3; 4, and 9 can easily be calculated by applying Theorems 4.7 and 4.10.
Theorem 4.11. For q = e − n , let
Proof. We use Entry 1 (ii) [4, p. 345 ].
Theorem 4.12. If S n is as deÿned in Theorem 4.11, then
Proof. We use Theorem 3.1 and the deÿnition of S n .
Corollary 4.13. S 1 = 1.
Theorem 4.14. If S n is as deÿned in Theorem 4.11, then
Proof. We use the deÿnition of S n and Theorems 2.8 and 2.9.
Theorem 4.15. We have
Proof. We put n = 1 in the above theorem and then solve the resulting polynomial equations to obtain the results. The values of S 1=3 and S 1=5 follow from Theorems 4.12 and 4.15. 
Proof. We use Entry 1 (i) [4, p. 345] .
Proof. We use Theorem 3.4 and the deÿnition of L n .
Corollary 4.18. L n = 1.
Proof. We use the deÿnition of L n and Theorem 2.10.
Theorem 4.20. We have
Proof. Putting n = 1=3 and n = 1 in the above theorem and then solving the resulting polynomial equations we obtain the results. The values of L 1=3 and L 1=9 follow from Theorems 4.17 and 4.20. :
Proof. We use Entry 1 (i) [4, p. 345 ]. Proof. We replace q by −q in Theorems 2.11 and 2.12, and then use the deÿnition of B n .
Theorem 4.25. We have
; where a = (5761 + √ 421121) 1=3 and b = 68 − 4a + a 2 ;
(v) B 7 = 1
Proof. Putting n = 1=3 and 1, n = 1=5 and 1, and n = 1=7, in Theorems 4.24 (i), (ii) and (iii), respectively, using [11] and Liaw [12] (see also [9] ), one can also ÿnd relations connecting n and p 2 n .
(iii) Theorem 4.9 implies that if we know J n , then we can evaluate J 4n ; J n=4 ; D n ; D 4n ; D n=4 ; J 9n ; J n=9 ; D 9n , or D n=9 . So using Theorem 4.6, if we know G(e (iv) Theorem 4.14 implies that if we know S n , then we can evaluate S 3n ; S n=3 ; S 5n , or S n=5 . Thus, by Theorem 4.11, if we know G(−e − n ), then we can also evaluate G(−e −3 n ); G(−e − n=3 ); G(−e −5 n ), or G(−e − n=5 ). 
