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LIM COLIM VERSUS COLIM LIM. I
SERGEY A. MELIKHOV
Abstract. We study a model situation in which direct limit (colim) and inverse limit
(lim) do not commute, and offer some computations of their “commutator”.
The homology of a separable metrizable space X has two well-known approximants:
qHn(X) (“Cˇech homology”) and pHn(X) (“Cˇech homology with compact supports”),
which are not homology theories but are nevertheless interesting as they are lim colim
and colim lim applied to homology of finite simplicial complexes. The homomorphism
pHn(X)
τX−−→ qHn(X), which is a special case of the natural map colim lim→ lim colim,
need not be either injective (P. S. Alexandrov, 1947) or surjective (E. F. Mishchenko,
1953), but its surjectivity for locally compact X remains an open problem.
For locally compact X, the dual map in cohomology pHn(X)→ qHn(X) is shown to
be surjective and its kernel is computed, in terms of lim1 and a new functor lim1fg. The
original map τX is surjective and its kernel is computed when X is a “compactohedron”,
i.e. contains a compactum whose complement is a polyhedron.
We also show that τX is surjective for locally compact X assuming (i) two assertions
known to be consistent with ZFC and (ii) that all locally compact spaces X satisfy
lim2Hn+1(Nα) = 0, where Nα runs over the nerves of all open covers of X.
1. Introduction
Some recent progress in algebraic topology of Polish spaces [1], [2] is based to a large
extent on certain forms of commutativity between direct and inverse limits. The commu-
tativity is quite literal in [2], where the axiomatic (co)homology of a Polish space is ex-
pressed as the (co)homology of a certain cellular (co)chain complex, based on (co)chains
“that are finite in one direction but possibly infinite in the other direction”. Two natu-
ral approaches to describing such “semi-infinite” (co)chains: as a direct limit of inverse
limits and as an inverse limit of direct limits — turn out to lead to the same answer.
A non-abelian version of this commutativity phenomenon (with homotopy in place of
homology) is considered in [1].
The present series “lim colim versus colim lim” is devoted to forms of commutativity
(and measurement of non-commutativity) between direct and inverse limits in a specific
model situation, which is also of interest for algebraic topology of separable metrizable
spaces. Namely, given a separable metrizable space X,
(αβ) we may first approximate X by compacta Kα and then approximate each Kα by
finite simpicial complexes Qαβ (that is, the Kα are all compact subsets of X and
the Qαβ are the nerves of all open covers of Kα); or else
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(βα) we may first approximate X by simplicial complexes Pβ and then approximate
each Pβ by finite simplicial complexes Qαβ (that is, the Pβ are the nerves of all
open covers of X and the Qαβ are all finite subcomplexes of Pβ).
This leads, in particular, to natural homomorphisms
colim
α
lim
β
Hn(Qαβ)
τn(X)−−−→ lim
β
colim
α
Hn(Qαβ)
colim
β
lim
α
Hn(Qαβ)
τn(X)−−−→ lim
α
colim
β
Hn(Qαβ)
(these will be reformulated in a more systematic way in §2 below) and to the following
Problem 1. Compute the kernels and cokernels of τn(X) and τn(X).
Apart from the straightforward condition that τn(X) and τn(X) be isomorphisms,
there is also a more subtle idea of commutativity between direct and inverse limit in our
topological setting, which takes into account “correction terms” for the inverse limit: the
derived limits limp, p > 0. It concerns the Steenrod–Sitnikov homology and the Cˇech
cohomology of the separable metrizable space X, which are defined as follows:
Hn(X) := colim
α
Hn(Kα)
Hn(X) := colim
β
Hn(Pβ)
where Hn(Kα) is Steenrod homology (concerning the latter see e.g. [36]).
Problem 2. Can one go in the opposite direction? That is,
(a) can Hn(X) be reconstructed from limHn(Pβ) and limpHq(Pβ) for p > 0?
(b) can Hn(X) be reconstructed from limHn(Kα) and limpHq(Kα) for p > 0?
Here “reconstructed” is meant in a sense slightly weaker than outright computation,
so that, for instance, groups Gn are understood to be reconstructible from the term E2pq
of a spectral sequence converging to Gp+q.
To see the connection between Problems 1 and 2, let us note that
Hn(Pβ) ' colim
α
Hn(Qαβ)
Hn(Kα) ' colim
β
Hn(Qαβ)
and there are short exact sequences (Milnor et al., see Corollary 2.11)
0→ lim1
β
Hn+1(Qαβ)→ Hn(Kα)→ lim
β
Hn(Qαβ)→ 0
0→ lim1
α
Hn−1(Qαβ)→ Hn(Pβ)→ lim
α
Hn(Qαβ)→ 0.
1.1. On Problem 2. For locally compact separable metrizable spaces, Problem 2(b)
is known to have affirmative solution since the 1970s. Indeed, if X is locally compact,
or equivalently its compact subsets admit a cofinal subsequence,1 then there is a short
1Any locally compact separable metrizable space X is the union of its compact subsets K1 ⊂ K2 ⊂ . . . ,
where each Ki ⊂ IntKi+1. These constitute a cofinal sequence in the poset of all compact subsets of
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exact sequence (Petkova et al.; see Corollary 2.17)
0→ lim1
α
Hn−1(Kα)→ Hn(X)→ lim
α
Hn(Kα)→ 0.
No result of this kind was known in homology. In fact, the nerves of a metrizable
space X admit a cofinal subsequence if and only if X is the union of a compactum and a
set of isolated points of X (see Theorem 3.1). But isolated points make no contribution
to homology of positive dimension. So apart from 0-homology, we do not get anything
interesting in this way.
However, it turns out that there exists a wider class of spaces that are still in a way
“dual” to locally compact separable metrizable spaces. A compactohedron is a metrizable
space that contains a compactum whose complement is homeomorphic to a polyhedron
(i.e. a countable simplicial complex with the metric topology). A kind of explicit geo-
metric duality between compactohedra and locally compact separable metrizable spaces
is explored in Example 3.5 and subsequent remarks. In particular, the complement of a
locally compact subset of a sphere is always a compactohedron.
Although the nerves of a compactohedron X need not admit a cofinal subsequence,
this turns out to be “true up to homotopy” (Theorem 3.14). Using this, we establish a
dual (but far less trivial) short exact sequence in homology (see Corollary 3.25):
Theorem A. For any compactohedron X there is a short exact sequence
0→ lim1
β
Hn+1(Pβ)→ Hn(X)→ lim
β
Hn(Pβ)→ 0.
This yields an affirmative solution to Problem 2(a) for compactohedra.
It is likely, however, that Problem 2(a) for locally compact separable metrizable spaces
and Problem 2(b) for compactohedra admit no satisfactory solution in ZFC.
Example 1.1. LetX = (Rn×N)+×N, where N denotes the countable discrete space and
+ stands for the one-point compactification. Let us note that X is locally compact. It is
not hard to compute that Hn(X) '
⊕
i∈N
∏
i∈N Z and the reduced homology H˜i(X) = 0
for i 6= n (see [2; Example 3.7(a)]).
Let Nβ run over the nerves of all open covers of X, and let Gβ = Hn(Nβ). See
[2; Examples 3.7, 3.8] for a detailed discussion of the inverse system Gβ. It is well-
known from a paper by S. Mardesˇic´ and A. Prasolov [31] that the statement
lim1Gβ = 0
cannot be either proved or disproved in ZFC. More precisely, lim1Gβ = 0 follows from the
Proper Forcing Axiom [13; §3], as well as from other set-theoretic assumptions [13; §4],
whereas lim1Gβ 6= 0 follows from the Continuum Hypothesis [31] as well as from other
set-theoretic assumptions [13; §2], [62].
Example 1.2. Let Y be the cluster (metric wedge)
∨
i∈N(Rn × N), or equivalently the
metric quotient X/(∞×N), where X is as in the previous example (see Example 3.11).
X. Conversely, if X is a separable metrizable space whose poset of compact subsets contains a cofinal
sequence, then X is easily seen to be locally compact.
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Let us note that Y is a non-locally-compact compactohedron. It is not hard to compute
that Hn(Y ) ' ⊕i∈N∏i∈N Z and the reduced cohomology H˜ i(Y ) = 0 for i 6= n (see
[2; Example 3.7(b)]).
Let Kα run over all compact subsets of Y , and let Hα = Hn(Kα). The inverse systems
Hα and Gβ have isomorphic cofinal subsets (see [2; Example 3.7]). Then it follows from
the previous example that that the statement lim1Hα = 0 also cannot be either proved
or disproved in ZFC.
Part II of the present series [3] establishes an affirmative solution to Problems 2(a)
(for finite-dimensional separable metrizable spaces) and 2(b) (for arbitrary separable
metrizable spaces) in ZFC, but in a modified form: the derived limits, including the
inverse limit, have to be “corrected” so as to take into account a natural topology on
the indexing sets. The modified derived limits coincide with the usual ones when the
indexing sets are discrete. Keeping track of the topology on the indexing sets is also
implicit in the approach of [1].
1.2. On Problem 1. Let us now return to the task of understanding the homomor-
phisms τn(X) and τn(X). In §4 we introduce a new functor lim1fg and observe that a
natural transformation between lim1fg and lim1 is always injective. This enables some
progress on Problem 1 (see Theorems 4.8 and 4.11):
Theorem B. (1) If X is a compactohedron, τn(X) is surjective and its kernel is iso-
morphic to lim1Hn+1(Pβ)/ lim1fg Hn+1(Pβ).
(2) If X is a locally compact separable metrizable space, τn(X) is surjective and its
kernel is isomorphic to lim1Hn−1(Kα)/ lim1fg Hn−1(Kα).
The proofs of (1) and (2) are independent of each other and in fact are based on rather
different ideas and constructions.
Using the chain complexes for Steenrod–Sitnikov homology introduced in [2] (discussed
in the beginning of this introduction) enables some further progress (see Corollary 5.10):
Theorem C. Let X be a locally compact separable metrizable space. Assume that
(1) lim1Gβ = 0, where Gβ is the Mardesˇic´–Prasolov inverse system (see Example 1.1),
(2) lim2Hn+1(Nα) = 0, where Nα runs over the nerves of all open covers of X, and
(3) lim3Hβ = 0 for every inverse system Hβ of cofinality at most continuum.
Then τn(X) is surjective.
Here assertion (1) is independent of ZFC (see Example 1.1) and assertion (3) is inde-
pendent of ZFC (see §5.1). However, the author does not know whether their conjunction
is independent of ZFC.
As for assertion (2), the author does not know whether there exists a locally compact
separable metrizable space X that does not satisfy (2). It would be quite surprising if
someone manages to construct such a space. By contrast, it seems much more likely
that there exists a Polish space X that does not satisfy (2), although a rather natural
approach to constructing it yields only a somewhat weaker result (Example 5.8).
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2. Background
2.1. Cˇech homology and quasi-cohomology. We define the quasi-homology qHn(X)
of a metrizable spaceX to be the inverse limit limC Hn(NC) of the homology of the nerves
NC of all open covers C of X. More generally, for a closed Y ⊂ X we set
qHn(X, Y ) := limC Hn(NC , NC|Y ),
where C|Y is the cover of Y by the intersections of the elements of C with Y .
Dually, the quasi-cohomology qHn(X) of X is defined as the inverse limit limK Hn(K)
over all compacta K ⊂ X. More generally, we set
qHn(X, Y ) := limK H
n(K, K ∩ Y ).
Quasi-homology has traditionally been called “Cˇech (or Alexandroff-Cˇech) homology”,
which is a traditionally confusing terminology since it is not a homology theory (it
does not satisfy the exact sequence of a pair, already on pairs of compacta, see e.g.
[16; §X.4 “Continuity versus exactness”]). Also quasi-cohomology, which is similarly not
a cohomology theory (see below), is not to be confused with Cˇech cohomology (which is
a cohomology theory).
It is easy to see that quasi-cohomology is
⊔
-additive; that is, for each n the inclusions
Xk ↪→
⊔
iXi induce an isomorphism
qHn
(⊔
i∈N
Xi
)
'
∏
i∈N
qHn(Xi).
Similarly, it is easy to see that quasi-homology is
∨
-additive; that is, for each n the
retraction maps
(∨
iXi, ∞
)
→ (Xk, xk) induce an isomorphism
qHn
(∨
i∈N
Xi, ∞
)
'
∏
i∈N
qHn(Xi, xi).
(The cluster
∨
i∈NXi is defined in [2; §2.2].)
Theorem 2.1. (a) (Massey–Mardesˇic´–Prasolov [31; Theorem 9]) Quasi-homology is⊔
-additive; that is, for each n the inclusions Xk ↪→
⊔
iXi induce an isomorphism
qHn(
⊔
i∈N
Xi) '
⊕
i∈N
qHn(Xi).
(b) Quasi-cohomology is
∨
-additive; that is, for each n the retractions
(∨
iXi, ∞
)
→
(Xk, xk) induce an isomorphism
qHn(
∨
i∈N
Xi,∞) '
⊕
i∈N
qHn(Xi, xi).
A simplified proof of (a) is similar to the following proof of (b).
Proof of (b). We consider the case where all Xi are locally compact; this simplifies no-
tation but does not affect the essence of the argument. In this case, it suffices to verify
that if for each m we are given an inverse sequence · · · → Gm2 → Gm1 of abelian groups,
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then the natural map
ϕ :
⊕
m∈N
limnGmn → limf∈NN
⊕
m∈N
Gm,f(m)
(sending a thread (x1, x2, . . . ) ∈ limnGmn, alternatively written as n 7→ xn, into the
thread f 7→ xf(m)) is an isomorphism.
Let us construct its inverse. Let t : f 7→ tf be a thread of the inverse limit on the right
hand side, tf ∈
⊕
m∈NGm,f(m). Define ψm(t) ∈
∏
nGmn to be the sequence of the mth
coordinates of tf1 , tf2 , . . . , where fi ∈ NN are arbitrary functions with fi(m) = i. This
ψm(t) does not depend on the choice of fi’s, since for any f, g ∈ NN with f(m) = g(m)
we can find an h ∈ NN with h ≥ f and h ≥ g; then the mth coordinates of tf and tg both
equal the image of the mth coordinate of th. By the same argument, ψm(t) is a thread of
limnGmn. Finally, suppose that ψ(t) := ψ1(t) + ψ2(t) + . . . has infinitely many nonzero
summands. Let f(m) be some number such that ψm(t) ∈ limnGmn has nonzero image
in Gm,f(m), if it exists, and f(m) = 1 otherwise. Then tf has infinitely many nonzero
summands (for we could have defined ψm(t) using fi = f whenever i = f(m)), which is
a contradiction. Thus ψ(t) is a well-defined map from the range of ϕ into its domain.
By construction it is an inverse for ϕ. 
Theorem 2.2. Let X be a subset of Sm. Then
(a) qHn(Sm \X) ' qHm−n−1(X);
(b) (Sitnikov) Hn(Sm \X) ' Hm−n−1(X)
Proof. (a). The case of (b) where X is a compact m-manifold with boundary, embedded
as a subpolyhedron in Sm, is a direct consequence of the Poincare´ duality for compact
manifolds with boundary.
The case of (b) where X is compact follows from the previous case by applying direct
limit to both sides.
Now (a) follows from the compact case of (b) by applying inverse limit to both sides.

(b). The case of open X implies the general case by applying direct limit to both sides.
Thus suppose that X is open. (This case is due to Steenrod, and the following
argument is essentially the same as in [36].) Then X =
⋃
Mi, where M1 ⊂ M2 ⊂ . . .
are compact m-manifolds with boundary, embedded as subpolyhedra in Sm, and such
that each Mi ⊂ IntMi+1. Let Ni = Cl(Sm \Ni) and let M[0,∞) and N[0,∞) be the infinite
mapping telescopes. Then
Hk(X)
(1)' Hk(M[0,∞))
(2)' H∞m+1−k(M[0,∞), ∂M[0,∞))
(3)' H∞m+1−k(Sm×[0,∞), N[0,∞)∪M0)
(4)' Hm−k(N[0,∞) ∪M0, N0 ∪M0)
(5)' H∞m−k(N[0,∞), N0)
(6)' Hm−k−1(Sm \X),
where the isomorphisms are as follows:
(1) induced by a homotopy equivalence X 'M[0,∞) (see the proof of Theorem 2.13);
(2) the Poincare´ duality for non-compact manifolds with boundary;
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(3) excision;
(4) from the exact sequence of the triple
(
Sm × [0,∞), N[0,∞) ∪ Sm × 0, Sm × 0
)
;
(5) excision;
(6) definition of Steenrod homology.

2.2. Compactly supported Cˇech homology and pseudo-cohomology. We define
the pseudo-homology pHn(X) of the metrizable space X to be the direct limit of the
quasi-homology, colimK qHn(K), over all compacta K ⊂ X. More generally, for a closed
Y ⊂ X we set
pHn(X, Y ) := colimK qHn(K, K ∩ Y ).
Dually, the pseudo-cohomology pHn(X) is defined as the direct limit colimC qHn(NC)
over all open covers C of X. More generally, we set
pHn(X, Y ) := colimC qH
n(NC , NC|Y ).
It is easy to see, using Theorem 2.1, that pHn is
⊔
-additive and pHn is
∨
-additive.
Also, similarly to the proof of [2; Theorem 2.1], pHn is
∨
-additive and pHn is
⊔
-additive.
Proposition 2.2 implies, by applying direct limit to both sides, that for any X ⊂ Sm
pHn(S
m \X) ' pHm−n−1(X).
By the universal property of direct limits, the inclusion induced homomorphisms
qHn(K)→ qHn(X) factor through a unique homomorphism
τn(X) : pHn(X)→ qHn(X),
and the homomorphisms qHn(NC) → qHn(X) induced by the maps X → NC factor
through a unique homomorphism
τn(X) : pHn(X)→ qHn(X).
The
⊔
- and
∨
-additivity properties yield that τn(X) and τn(X) are isomorphisms for
each n if X is a disjoint union of compacta or a null-sequence of polyhedra, or more
generally the result of an iterated application of
⊔
and
∨
to compacta and polyhedra.
The homomorphism τn(X) was studied already by P. S. Alexandroff in 1947, who
constructed a 1-dimensional Polish space X with qH0(X, pt) = 0 and pH0(X, pt) 6= 0
[4; p. 214]. On the other hand, answering a question raised independently by Alexandroff
and S. Kaplan, a few years later E. F. Mishchenko constructed a 2-dimensional Polish
space Y with pH1(Y ) = 0 and qH1(Y ) 6= 0 [41] (see also [28; p. 444, Remark 24]).
Remark 2.3. There exists a connected Polish space X containing no nondegenerate com-
pact connected subspace (hence qH0(X, pt) = 0 and pH0(X, pt) 6= 0). For instance, the
graph of f(x) =
∑∞
n=1 2
−n sin( 1
x
− rn), where rn is the nth rational number (in some
order) and sin(∞) = 0 (see [24; vol. II, §47.IX]). In fact, such a space can even be locally
connected [23].
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2.3. Examples: homology. The literature does not seem to contain an example of a
locally compact separable metrizable space X whose τn(X) is not an isomorphism.2 It is
not hard to construct such an example, for which τn(X) fails to be injective.
Figure 1. τ0 need not be injective
Example 2.4. (See Figure 1.) Let 1N+ denote the subset { 1n | n ∈ N} ∪ {0} of [0, 1],
and let X be the subspace 1N+ × [−1, 1] \ {(0, 0)} of R2. Clearly, X is locally compact.
To prove that τ0(X) is not injective, let a = (0, 1) and b = (0,−1) and let [a] − [b] ∈
H0({a, b}) stand for a generator of ker
(
H0({a, b}) → H0(R2)
)
. It suffices to show that
H0({a, b})→ qH0(X) sends [a]− [b] to zero, whereas H0({a, b})→ pH0(X) sends [a]− [b]
to a nontrivial element.
Indeed, if U is an open neighborhood of X in R2, then there exists an n ∈ N such
that U contains [0, 1
n
]× {1,−1}. Since { 1
n
} × [−1, 1] as a subset of X is also contained
U , the image of [a]− [b] in H0(U) is zero. Hence [a]− [b] maps trivially to qH0(X).
On the other hand, if K ⊂ X is compact, then it is disjoint from [0, 1
k
] × [− 1
k
, 1
k
] for
some k ∈ N. Hence K lies in the union of three pairwise disjoint rectangles, R10 =
[ 1
k−1 , 1]× [−1, 1], R01 = [0, 1k ]× [ 1k , 1] and R0,−1 = [0, 1k ]× [−1,− 1k ]; whereas a and b land
in different Rij’s. Thus [a]− [b] maps nontrivially to qH0(K) for each compact K ⊂ X
containing {a, b}, and therefore also nontrivially to pH0(X).
Remark 2.5. Let X ′ = X ∪ r(X), where r is the reflection (x, y) 7→ (−x, y) in R2. It
is clear from the above that qH1(K) → H1
(
R2 \ {(0, 0)}) is trivial for each compact
K ⊂ X ′, and therefore pH1(X ′)→ H1
(
R2 \ {(0, 0)}) is trivial. It might also seem that
qH1(X
′)→ H1
(
R2 \ {(0, 0)}) must be nontrivial, which would imply that τ1(X ′) is not
surjective; but actually this is not the case. Indeed, let
Un = R2 \
({(0, 0)} ∪ {(±1
i
, 0) | i = n+ 1
2
, n+ 3
2
, . . . } ∪ {±1
i
| i = 3
2
, 5
2
, . . . , n− 1
2
} × R).
2It is erroneously claimed in [56; second page of the introduction] that N+ × N is such an example,
where N+ is the one-point compactification of the countable discrete space N. This claim contradicts
the fact that τn(X) is an isomorphism if X is a disjoint union of compacta.
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Each Ui is an open neighborhood of X ′ in R2 \ {(0, 0)}, and U0 ⊂ U1 ⊂ . . . . Hence
qH1(X
′) → H1
(
R2 \ {(0, 0)}) factors through limiH1(Ui), but the latter is isomorphic
to the inverse limit of the inclusions · · · →⊕∞i=2 Z→⊕∞i=1 Z, which is zero.
Example 2.6. (See Figure 2.) Let X ′ be as above and let Y = X ′ × {0} ∪ ([−1, 0) ∪
(0, 1]
)× [−1, 1]× 1N , where 1N = { 1n | n ∈ N}. Let us note that Y is not locally compact.
To prove that τ1(Y ) is not surjective it suffices to show that qH1(K)→ H1(R3 \ z-axis)
is trivial for each compact K ⊂ Y , but qH1(Y ) → H1(R3 \ z-axis) is nontrivial (where
the “z-axis” is the line {(0, 0)} × R).
Indeed, if K ⊂ Y is compact, then it is disjoint
• from [− 1
k
, 1
k
]× [− 1
k
, 1
k
]× [0, 1
k
] for some k ∈ N;
• from ([− 1
k+1/3
,− 1
k+2/3
] ∪ [ 1
k+2/3
, 1
k+1/3
]
)× [−1, 1]× [0, 1
l
] for some l ∈ N, l ≥ k;
• from [−ε, ε]× [−1, 1]× [ 1
l−1 , 1] for some ε > 0.
Then K is contained in the union of six pairwise disjoint boxes (i.e. rectangular paral-
lelepipeds),
Q001 = [ε, 1]× [−1, 1]× [ 1l−1 , 1], Q0,0,−1 = [−1,−ε]× [−1, 1]× [ 1l−1 , 1],
Q100 = [
1
k+1/3
, 1]× [−1, 1]× [0, 1
l
], Q−1,0,0 = [−1,− 1k+1/3 ]× [−1, 1]× [0, 1l ],
Q010 = [− 1k+2/3 , 1k+2/3 ]× [ 1k , 1]× [0, 1l ], Q0,−1,0 = [− 1k+2/3 , 1k+2/3 ]× [−1,− 1k ]× [0, 1l ],
none of which meets the z-axis. Hence qH1(K)→ H1(R3 \ z-axis) is trivial.
If U is an open neighborhood of Y in R3, then U contains [− 1
n
, 1
n
] × {1,−1} × {0}
for some n ∈ N. Since Y contains {− 1
n
, 1
n
} × [−1, 1] × {0}, the entire boundary of the
rectangle Rn := [− 1n , 1n ] × [1,−1] × {0} lies in U . Its clockwise oriented fundamental
class [∂Rn] ∈ H1(∂Rn) maps to the clockwise oriented generator β of H1(R3 \ z-axis).
If V ⊂ U is another open neighborhood of Y in R3, it contains ∂Rm for some m ∈ N,
m > n. Then U also contains ∂Rm, and [∂Rn]− [∂Rm] = [∂Rmn × {0}] ∈ H1(U), where
Rmn =
(
[− 1
n
,− 1
m
] ∪ [ 1
m
, 1
n
]
) × [−1, 1]. Since U contains ∂Rmn × {0}, it also contains
(∂Rmn) × [0, 1k ] for some k ∈ N. On the other hand, Y contains the two rectangles
Rmn×{ 1k}, and so the cycle ∂Rmn×{0} bounds the chain Rmn×{ 1k} ∪ (∂Rmn)× [0, 1k ]
in U . Hence the bonding map H1(V )→ H1(U) sends [∂Rm] to [∂Rn]. Thus the classes
[∂Rn] ∈ H1(U), n = n(U), form a thread x ∈ qH1(Y ), which maps onto a generator
β ∈ H1(R3 \ z-axis).
2.4. Examples: cohomology. The previous examples along with the duality imply
that τ 1(S2 \X) is non-injective and τ 1(S3 \Y ) is non-surjective, where Sn stands for the
one-point compactification of Rn. Here are more explicit examples of this type, which
also have lower dimensions, one additionally being locally compact.
Example 2.7. The map τ 1(X ′) is non-injective, where X ′ = X ∪ r(X) is as above, a
locally compact space.
Indeed, let β′ ∈ H1(R2 \ {(0, 0)}) be a generator. If K ⊂ X ′ is compact, then it is
disjoint from [− 1
k
, 1
k
] × [− 1
k
, 1
k
] for some k ∈ N, and consequently lies in the union of
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Figure 2. τ1 need not be surjective
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four pairwise disjoint rectangles, R10, r(R10), R01 ∪ r(R01) and R0,−1 ∪ r(R0,−1), none
of which contains the origin (0, 0). Hence β′ maps trivially to H1(K), and consequently
also trivially to qH1(X ′).
On the other hand, if U is an open neighborhood ofX ′ in R2, then there exists an n ∈ N
such that U contains ∂Rn. Since β′, or rather its image in Hom
(
H1(R2 \ {(0, 0)}), Z
)
,
evaluates nontrivially on [∂Rn], the image of β′ in H1(K) for any compact K ⊂ U
containing ∂Rn also evaluates nontrivially on [∂Rn]. Hence β′ maps nontrivially to
qH1(U), and consequently also nontrivially to pH1(X ′).
Example 2.8. Let Z = X×{0}∪{0}× [−1, 1]× ([−1, 0)∪ (0, 1])∪ [0, 1]× [−1, 1]× 1±N ,
where 1±N = { 1±n | n ∈ N}. Let us note that Y is not locally compact. To prove
that τ 1(Y ) is not surjective, let us note that Z contains the boundary of the rectangle
R := {0}× [1,−1]× [−1, 1], and let γ ∈ H1(∂R) be a generator. It suffices to show that
γ lies in the image of qH1(Z)→ H1(∂R), but not in that of pH1(Z)→ H1(∂R).
If U is an open neighborhood of Z in R3, then U contains [0, 1
n
] × {1,−1} × [− 1
n
, 1
n
]
for some n ∈ N as well as { 1
n
} × [−1, 1] × [− 1
m
, 1
m
] for some m ∈ N. Also Y contains
[0, 1
n
]×[−1, 1]×{− 1
m
, 1
m
} as well as {0}×[−1, 1]×([−1,− 1
m
)∪( 1
m
, 1]
)
, and it follows that
∂R is null-homotopic in U , and more specifically in the union K of the seven rectangles
just listed. Since γ evaluates nontrivially on [∂R] ∈ H1(∂R), it follows that γ is not in
the image of H1(K). Therefore it is not in the image of qH1(U), and consequently also
not in the image of pH1(Z).
If K ⊂ Y is compact, then it is disjoint from [0, 1
k
] × [− 1
k
, 1
k
] × [− 1
k
, 1
k
] for some
k ∈ N, as well as from ([− 1
k+1/3
,− 1
k+2/3
] ∪ [ 1
k+2/3
, 1
k+1/3
]
) × [−1, 1] × [−1
l
, 1
l
] for some
l ∈ N, l ≥ k. Hence K lies in the union of two disjoint polyhedra: the box Bkl =
[ 1
k+1/3
, 1]× [−1, 1]× [−1
l
, 1
l
] and the union Ckl of four (non-disjoint) boxes
Q01 = [0, 1]× [−1, 1]× [ 1l−1 , 1], Q0,−1 = [0, 1]× [−1, 1]× [−1,− 1l−1 ],
Q10 = [0,
1
k+2/3
]× [ 1
k
, 1]× [− 1
l−1 ,
1
l−1 ], Q−1,0 = [0,
1
k+2/3
]× [−1,− 1
k
]× [− 1
l−1 ,
1
l−1 ].
Let ρ : R3 \ R× {(0, 0)} = R× C \ R× {0} → S1 be defined by (x, ρeiϕ) 7→ eiϕ, and let
c : R3 → S1 be the constant map (x, y, z) 7→ 1. We define a map fkl : Bkl ∪ Ckl → ∂R
by fkl = c|Bkl ∪ ρ|Ckl . If K ′ ⊃ K is another compact subset of Y , then K ′ lies in
some Bk′l′ ∪ Ck′l′ , where l′ ≥ k′ ≥ l ≥ k. Then K actually lies in the union A of four
pairwise disjoint polyhedra A1 := Bkl ∩ Bk′l′ , A2 := Ckl ∩ Bk′l′ , A3 := Bkl ∩ Ck′l′ and
A4 := Ckl ∩Ck′l′ . The first two are boxes, and the third is a union of two disjoint boxes,
so both fkl|A1∪A2∪A3 and fk′l′ |A1∪A2∪A3 are null-homotopic. Also fkl|A4 = ρ|A4 = fk′l′|A4 ,
so fkl|A and fk′l′ |A are homotopic. In particular, fkl|K and fk′l′ |K are homotopic. Thus
the homotopy classes [fkl|K ] ∈ [K,S1] ' H1(K) form a thread δ ∈ qH1(U), which
clearly maps onto a generator γ ∈ H1(∂R).
2.5. Milnor short exact sequences.
Theorem 2.9. (a) (Milnor [64], [39], Roos [51], Deheuvels [11], [12]; see also Steenrod
[61; p. 848]) If a compactum K is the limit of an inverse sequence of compact polyhedra
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· · · → P2 → P1, then there is a natural short exact sequence
0→ lim1Hn+1(Pi)→ Hn(K)→ limHn(Pi)→ 0.
(b) (Milnor [40]) If a simplicial complex P (with metric or weak topology) is the union
of an increasing chain of its finite subcomplexes P1 ⊂ P2 ⊂ . . . , then there is a natural
short exact sequence
0→ lim1Hn−1(Pi)→ Hn(P )→ limHn(Pi)→ 0.
The naturality in (b) refers to PL maps f : P → P ′ (which send finite subcomplexes
onto subsets of finite subcomplexes) along with the collection of induced maps f |Pi : Pi →
P ′ϕ(i). The naturality in (a) refers to maps f : K → K ′ along with the induced maps of
inverse sequences fi : Pϕ(i) → Pi that fit in a homotopy commutative diagram with f
and with the bonding maps.
Example 2.10. (a) The p-adic solenoid Σp is the inverse limit of . . .
p−→ S1 p−→ S1, where
the bonding maps are the homomorphisms of multiplication by p in the topological
group S1 = R/Z. If p is a prime, lim1
(
. . .
p−→ Z p−→ Z) ' Zˆp/Z, where Zˆp is the group of
p-adic integers (see e.g. [36; Example 3.2] or [20; §3F]). Hence the reduced 0-homology
H˜0(Σp) ' Zˆp/Z and H1(Σp) = 0; in fact, H0(Σp) ' Z ⊕ Zˆp/Z. (See [36; Example 5.3]
and references there for further details about this example.)
(b) Let T[0,∞) be the mapping telescope of the direct sequence S1
p−→ S1 p−→ . . . . We
may represent T[0,∞) as the union of the finite mapping telescopes T[0,1] ⊂ T[0,2] ⊂ . . . ,
where each T[0,n] deformation retracts onto Tn, which is a copy of S1. It follows that
H2(T[0,∞)) ' lim1
(
. . .
p−→ Z p−→ Z) ' Zˆp/Z and H1(T[0,∞)) = 0.
For a metrizable X and its closed subset Y let
qkHn(X, Y ) := lim
kHn(NC , NC|Y )
over all open covers C of X, and
qkHn(X, Y ) := limkHn(K, K ∩ Y )
over all compact K ⊂ X. When k = 0, this repeats the definition of quasi-(co)homology.
For k > 0, it can be called phantom quasi-(co)homology.
Theorem 2.9 has the following corollary:
Corollary 2.11. (a) For any compactum K there is a natural short exact sequence
0→ q1Hn+1(K)→ Hn(K)→ qHn(K)→ 0.
(b) For any countable simplicial complex P there is a natural short exact sequence
0→ q1Hn−1(P )→ Hn(P )→ qHn(P )→ 0.
The naturality is with respect to arbitrary maps (using PL approximation for (b)).
Proof (sketch). In Theorem 2.9(a), the preimages in K of the covers of the Pi by the
open stars of vertices in appropriate triangulations form a cofinal subset in the directed
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set of all open covers ofK, and it follows that limHn(Pi) ' qHn(K) and lim1Hn+1(Pi) '
q1Hn+1(K). In Theorem 2.9 (b), the Pi form a cofinal subset in the directed set of all
finite subcomplexes of P (though not in the directed set of all compact subsets of P ),
and it follows that limHn(Pi) ' qHn(P ) and lim1Hn−1(Pi) ' q1Hn−1(P ). 
Remark 2.12. In fact, (b) is also valid for uncountable simplicial complexes [6; Corollary
12] and (a) for compact Hausdorff spaces [26; Theorems 3(1) and 5(1)] (see also [59; end
of §8.1.2]), [57; Theorem 3.2] — but for a rather different reason: lim2Gα = 0 if each
Gα is a finitely generated abelian group [52; Theorem 2] (see also [25; Theorem 5(c)],
[22; Remark on p. 65], [65], [21], [29; Theorem 20.17]).
Corollary 2.11(b) is also valid for locally compact ANRs, since their compact subsets
have finitely generated cohomology groups upon restriction to any compact subset of
the interior (see [36; Theorem 6.11(b)]).
There is another important case where a cofinal sequence exists. If X is a locally
compact separable metrizable space, then it can be represented as a union of its compact
subsets K1 ⊂ K2 ⊂ . . . , where each Ki ⊂ IntKi+1; and for any such representation, the
Ki form a cofinal subset in the directed set of all compact subsets of X.
Theorem 2.13. (Petkova [47; Proposition 4], Massey [33; Theorem 4.22]; see also
Grothendieck [18; Proposition 3.10.2]) Let X be a locally compact separable metrizable
space. If X is the union of its compact subsets K1 ⊂ K2 ⊂ . . . , where each Ki ⊂ IntKi+1,
then there is a natural short exact sequence
0→ lim1Hn−1(Ki)→ Hn(X)→ limHn(Ki)→ 0.
The naturality refers to arbitrary (not necessarily proper) maps f : X → X ′ along
with the induced maps of the chains of compacta, Ki → K ′f(i).
For completeness we include a proof (somewhat different from those of [47], [33] and
Harlap [19]).
Proof. Let us consider the mapping telescope K[1,∞) = K1 × [1, 2] ∪K2 × [2, 3] ∪ . . . in
X × [1,∞) and the closed subset KN = K1 × {1} ∪ K2 × {2} ∪ . . . of the telescope.
On the other hand, let ϕ : X → [1,∞) be a function such that ϕ−1([1, n + 1]) ⊂ Kn.
Then e : X → X × [1,∞), defined by e(x) = (x, ϕ(x)), is a proper (so, in particular,
closed) embedding of X into K[1,∞). The continuity of e is due to the inclusions Ki ⊂
IntKi+1. Now let rt(x, y) = y + t(x − y). Note that Rt : (0, 1]2 → (0, 1]2, given by
(x, y) 7→ (x, rt(x, y)), is a deformation retraction of (0, 1]2 onto its diagonal, which is
identical in the first coordinate and monotonous in the second coordinate. It follows
that Ht : X × [1,∞)→ X × [1,∞), defined by ϕt(x, s) = (x, rt(ϕ(x)−1, s−1)−1), restricts
to a deformation retraction of K[1,∞) onto e(X). Thus X is homotopy equivalent to
K[1,∞).
The exact sequence of the pair (K[1,∞), KN) yields a short exact sequence
0→ coker
(
Hn−1(KN)
fn−1−−→ Hn−1(KN)
)
→ Hn(K[1,∞))→ ker
(
Hn(KN)
fn−→ Hn(KN)
)
→ 0,
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where fn is the composition Hn(KN)
δ∗−→ Hn+1(K[1,∞), KN) '−→ Hn(KN) of the connecting
homomorphism and the Thom isomorphism. It is easy to see that fn can be identified
with the homomorphism
∏
Hn(Ki)→
∏
Hn(Ki) given by (g1, g2, . . . ) 7→ (g1−p1g2, g2−
p2g3, . . . ), where each pi : Hn(Ki+1)→ Hn(Ki) is induced by the inclusion. The assertion
now follows from the isomorphisms ker fn ' limHn(Ki), coker fn ' lim1Hn(Ki) and
Hn(K[1,∞)) ' Hn(X). 
Remark 2.14. The following two superficially similar assertions are in fact quite different:
(1) If P1 ⊂ P2 ⊂ . . . are polyhedra, their mapping telescope P[0,∞) is homotopy
equivalent to their union U :=
⋃
Pi. (Let us note that if the Pi are compact,
then P[0,∞) is locally compact, while
⋃
Pi need not be locally compact.)
(2) If K1 ⊂ K2 ⊂ . . . are compacta such that each Ki ⊂ IntKi+1, their mapping
telescope K[0,∞) is homotopy equivalent to their union U :=
⋃
Ki.
Assertion 1 is proved using a deformation retraction of X × [0,∞) onto P[0,∞). This
was used by Milnor to prove Theorem 2.9(b) [40] (see also [2; Lemma 4.9]).
Assertion 2 is proved using a deformation retraction of K[0,∞) onto the graph of a
suitable function U → [0,∞). This is used to prove Theorem 2.13. A variant of this
construction applies to any covering of U that admits a subordinated partition of unity
(see Segal [54; Proposition 4.1]). For a further variation, see [3; Theorem ??].
Example 2.15. LetX be the locally compact subspace 1N+×(0, 1]∪(0, 1]×{0} of R2. Let
Kn = X \ [0, 1n)× [0, 1n) and let p = (1, 0). Then the inverse sequence · · · → H0(K2, p)→
H0(K1, p) is of the form . . . ↪→
⊕∞
i=2 Z ↪→
⊕∞
i=1 Z. Similarly to [36; Example 3.2],
lim1
(
. . . ↪→ ⊕∞i=2 Z ↪→ ⊕∞i=1 Z) ' ∏∞i=1 Z/⊕∞i=1 Z. Hence H1(X) ' H1(X, p) '∏
i∈N Z
/⊕
i∈N Z and H0(X, p) = 0 so that H0(X) ' Z.
Remark 2.16. In fact, Theorems 2.9 and 2.13 are valid in greater generality.
The short exact sequence in homology works for inverse sequences of compact Haus-
dorff spaces [26; Theorem 5(a)] (using the vanishing of lim2 for inverse sequences); for
inverse sequences of compacta, a simple proof can be given along the lines of [36; proof
of Theorem 3.1(c)]. In particular, this result applies to the intersection K of a nested
sequence of closed subsets Ki of a compact Hausdorff space. If each Ki+1 ⊂ Ui := IntKi,
then we also get a short exact sequence 0→ lim1Hn+1(Ui)→ Hn(K)→ limHn(Ui)→ 0.
The short exact sequence in cohomology works for the union X of a nested sequence
of open subsets Ui of any space [19; Corollary 4]. This may sound like a very powerful
result, but its practical value seems to lie mainly in the cases where the Ui can be
replaced by compact subsets Ki. Namely, this can be done if each Ki := ClUi ⊂ Ui+1
(in which case X is locally compact), or if X is a simplicial complex and each Ui is the
union of the open stars of all vertices of some finite subcomplex Ki of X (in which case
Ui is homotopy equivalent to Ki).
Theorem 2.13 has the following corollary:
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Corollary 2.17. For any locally compact separable metrizable space X there is a natural
short exact sequence
0→ q1Hn−1(X)→ Hn(X)→ qHn(X)→ 0.
The hypothesis of local compactness cannot be dropped by Example 2.8 and Corollary
4.4(a) below.
3. Compactohedra
3.1. Compactohedra and the metric quotient. It is easy to see that the directed
set of compact subsets of a metrizable space X contains a cofinal sequence if and only if
X is separable and locally compact. Metrizable spaces whose directed set of open covers
contains a cofinal sequence are characterized as follows.
Theorem 3.1. (Nagata [44], Monteiro–Peixoto [42], Levshenko [27], Atsuji [7], Rain-
water [50]; see also [43], [8])
(a) The following are equivalent for a metrizable space X:
• the directed set of open covers of X contains a cofinal sequence;
• the set X ′ of limit points of X is compact;
• the finest uniformity on X is metrizable;
• every Hausdorff quotient of X is metrizable;
• X admits a metric satisfying any of the equivalent conditions in (b) below.
(b) The following are equivalent for a metric space M :
• every continuous map of M into any metric space is uniformly continuous;
• d(A,B) > 0 for any disjoint closed A,B ⊂M ;
• every open cover of M has a positive Lebesgue number;
• the set M ′ of limit points of M is compact, and for each ε > 0, the complement
of the ε-neighborhood of M ′ is uniformly discrete.
Let us note that a metrizable space X is compact if and only if every metric on X
satisfies the conditions in (b) [43]. Metric spaces satisfying the conditions of (b) are
called UC spaces (and also “Atsuji spaces” and “Lebesgue spaces”), and so metrizable
spaces satisfying the conditions of (a) are called UC-metrizable. Thus a metrizable space
X is UC-metrizable if and only if it contains a compactum K such that X \K is discrete.
Example 3.2. The null-sequence
∨+
N N is UC-metrizable (since its only limit point is
the wedge point) but not locally compact.
A discrete set may be understood as a 0-dimensional polyhedron. We call a separable
metrizable space X a compactohedron if it contains a compactum K such that X \ K
is homeomorphic to a polyhedron. Let us note that if V is the set of vertices of some
triangulation of X \K, then K ∪ V is UC-metrizable.
Example 3.3. The null-sequence X =
∨+
i∈N Pi of polyhedra Pi is a compactohedron. If
the Pi are non-compact, then X is not locally compact.
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Example 3.4. Some standard examples in introductory courses of topology, such as the
“comb and flea” space (0, 1]×{0}∪{ 1
n
| n ∈ N}× [0, 1]∪{(0, 1)} and a “topologist’s sine
curve”, {(x, sin 1
x
) | x ∈ (0, 1]} ∪ {(0, 0)}, are compactohedra.
Example 3.5. If X ⊂ Sn is locally compact, then Sn \X is a compactohedron. Indeed,
Sn \ClX is an open subset of Sn, hence a polyhedron ([5; §III.3, Satz II]; alternatively,
see [60; Hint to Exercise 3.A.3] and use Whitehead’s subdivision theorem [53; 4.7.11]).
Also ClX \ X is a compactum since X is open in ClX. (Indeed, suppose that some
x ∈ X is a limit of a sequence of points xk ∈ ClX \X. We may assume without loss of
generality that each xk lies in an open neighborhood U of x in ClX such that U ∩ X
has compact closure K in X. Each xk is a limit of points of X, hence a limit of points
of U ∩X, which are also points of K. But then xk ∈ K, which is a contradiction.)
Remark 3.6. (i) If X ⊂ Sn is a compactohedron, Sn \ X need not be locally compact
(for example, if X is an open or half-open interval and n > 1). However, if X = K ∪ P ,
where K is a compactum and P = X \ K is a polyhedron, and X ′ = K ∪ U , where
U is an open neighborhood of P in Sn, then Sn \ X ′ is locally compact. (Indeed,
Sn \X ′ = (Sn \K) ∩ (Sn \ U) is an open subset of the compactum Sn \ U .)
(ii) Let us note that if P is a subpolyhedron of an open subset V of Sn \K, then U
can be chosen to be the interior of a regular neighborhood of P in V , in which case X ′
is homotopy equivalent to X, and Sn \X ′ is homotopy equivalent to Sn \X ′.
(iii) In Example 3.5, the compactohedron X = K ∪ P is not arbitrary, but finite-
dimensional and such that the polyhedron P = X \K is locally compact. In this case,
there exists an embedding of X in Sn, n = 2k + 1, as in (ii), by the following lemma.
Lemma 3.7. Given a k-dimensional compactohedron X = K ∪ P such that the polyhe-
dron P = X \K is locally compact, there exists an embedding e : X → Sn, n = 2k + 1,
such that e(P ) is a subpolyhedron of an open subset of Sn \ e(K).
Proof. Let g be an arbitrary embedding of X in Sn, and let L =
(
Cl g(P )
)\g(P ). Since
g(P ) is locally compact, it is open in Cl g(X) (see Example 3.5), and hence L is compact.
Therefore V := Sn \ (g(K) ∪ L) is open. Hence it is triangulable (see Example 3.5),
and by general position we may ε-approximate the proper embedding g|P : P → V by a
proper PL embedding h : P → V , where ε : P → (0,∞) is given by ε(x) = d(x, K ∪ L).
Then g|K and h define an embedding e : X → Sn such that e(P ) is a subpolyhedron of
the open subset V of Sn \ e(K). 
If X is as in Example 2.4 and X ′ is as in Example 2.7, then S2 \X and S2 \X ′ are
compactohedra (see Example 3.5) such that τ 1(S2 \X) and τ0(S2 \X ′) are not injective.
It is not hard to construct one-dimensional examples of this type:
Example 3.8. Let X = { 1
n
| n ∈ N} × [−1, 1] ∪ {0} × {−1, 1} ⊂ R2. Also let r be the
reflection (x, y) 7→ (−x, y) of R2, and let X ′ = X ∪ r(X). Clearly, X and X ′ are non-
locally-compact compactohedra. Similarly to Example 2.4, τ0(X) : pH0(X)→ qH0(X) is
not injective; and similarly to Example 2.7, τ 1(X ′) : pH1(X ′)→ qH1(X ′) is not injective.
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Remark 3.9. An anrocompactum is a separable metrizable space X of the form X =
K ∪R, where K is compact and R = X \K is an ANR. If Y is a locally compact subset
of the Hilbert cube I∞, then similarly to Example 3.5, I∞ \ Y is an anrocompactum
(but generally not a compactohedron). While anrocompacta retain many nice proper-
ties of compactohedra, they can be more tedious to work with; thus we will focus on
compactohedra and leave generalizations to anrocompacta to the interested reader.
Let (S, d) be a metric space and A ⊂ S a subset, closed with respect to d. For x, y ∈ X
let x ∼ y if either x = y or both x, y ∈ A, and let [x] denote the equivalence class of x
with respect to this equivalence relation. Let
d(2)([x], [y]) = inf
z∈X
(
d([x], [z]) + d([z], [y])
)
,
where d(P,Q) = inf(p,q)∈P×Q d(p, q) for any P,Q ⊂ S. Then d(2) is a metric on the set-
theoretic quotient S/A, and the uniform structure on S/A induced by d(2) depends only
on the uniform structure on S induced by d [30] (see also [37]). We call the metric space
(S/A, d(2)) the metric quotient of (S, d). Of course, if A is compact, then the topology
on S/A induced by d is the quotient topology. However, if A is non-compact, then the
quotient topology is usually non-metrizable. So in general the topology of the metric
quotient is not the quotient topology, but the topology of the quotient uniformity.
Lemma 3.10. Let X be a metrizable space, A ⊂ X a closed subset, and let d and d′
be metrics on X (compatible with its topology). Then the metric quotients (X/A, d(2))
and (X/A, d′(2)) are homeomorphic via the identity map if and only if for any sequence
of points xi ∈ X, we have d(xi, A)→ 0 as i→∞ if and only if d′(xi, A)→ 0 as i→∞.
Proof. Clearly, (X/A, d(2))
id−→ (X/A, d′(2)) can fail to be continuous only at the point
{A}. Moreover, it is continuous at {A} if and only if takes any sequence that converges
to {A} to a sequence that converges to {A}. 
Example 3.11. By Lemma 3.10, the topology of the metric quotient X×N+/X×{∞},
where X × N+ is endowed with the l∞ product metric, depends only on the topology
of X. In fact, it is easy to see that X × N+/X × {∞} is homeomorphic to the null-
sequence
∨+
N X of copies of X. In particular, we recover Example 3.2: the metric
quotient N× N+/N× {∞} is homeomorphic to the null-sequence ∨+N N.
Example 3.12. Any Polish spaceX is the limit of an inverse sequence of locally compact
polyhedra Pi and PL bonding maps (see [1; Theorem 4.2]). Then the metric quotient
P[0,∞]/P∞ by the copy P∞ of X is a compactohedron. Let us note that if we choose
some metric on each Pi and use a standard metric of finite homotopy colimit (see [37])
on each finite mapping telescope P[0,n] and a standard metric of inverse limit (see [37])
on their inverse limit P[0,∞], then d(x, P∞) will be a function of t for any x ∈ Pt. Hence
by Lemma 3.10, the topology of P[0,∞]/P∞ depends only on the topology of the inverse
sequence · · · → P1 → P0. If X is not compact, then P[0,∞]/P∞ is not locally compact.
Given metric spaces (Si, di), i ∈ I, with basepoints xi, their metric wedge is the set-
theoretic quotient
⊔
Si/
⊔
xi with basepoint
⊔
xi and with metric defined byD([x], [y]) =
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di(x, y) when x, y ∈ Si for some i and D([x], [y]) = di(x, xi) + dk(xj, y) when x ∈ Si,
y ∈ Sj and i 6= j. When each di is bounded above by some r ∈ (0,∞), this is nothing
but the metric quotient
(⊔
Si/
⊔
xi, (d
≤r)(2)
)
, where d≤r is the metric on
⊔
Si defined
by d≤r(x, y) = di(x, y) when x, y ∈ Si for some i and d≤r(x, y) = r otherwise. In gen-
eral, the metric wedge (
⊔
Si/
⊔
xi, D) is the union of the chain of isometric embeddings(⊔
B1(xi, Si)/
⊔
xi, (d
≤1)(2)
) ⊂ (⊔B2(xi, Si)/⊔xi, (d≤2)(2)) ⊂ . . . , where Br(x, S) de-
notes the closed ball of radius r in S centered at x.
If each (X, x) is a pointed metrizable space, let
⊎
I(X, x) be the metric wedge of
copies of X indexed by I; by Lemma 3.10 its topology depends only on the topology
of (X, x). If I is finite, then the metric wedge
⊎
I(X, x) is clearly homeomorphic to the
usual wedge. But for I = N it is generally different both from the usual wedge (which is
usually non-metrizable) and from the cluster
∨
N(X, x) (which is compact as long as X is
compact). The metric wegde
⊎
N({0, 1}, 0) is already non-compact (it is homeomorphic
to the countable discrete space N); whereas
⊎
N(N+,∞) is not even locally compact (it
is homeomorphic to the null-sequence
∨+
N N; see Example 3.11).
Example 3.13. The metric wedge of copies of the n-sphere
⊎
N(S
n, pt) is a compactohe-
dron, which is not locally compact for n ≥ 1. More generally, the metric wedge⊎N(P, pt)
of copies of any polyhedron P is a compactohedron.
Still more generally, the metric quotient P/Q of any polyhedron P with the uniform
metric of [38] by any subpolyhedron Q is a compactohedron.
3.2. Cˇech-cofinal sequence of open covers. If the directed set of open covers of a
spaceX contains a cofinal sequence C1, C2, . . . , then the inclusion of the inverse sequence
· · ·  NC2  NC1 of the homotopy classes of maps between the nerves into the Cˇech
expansion of X is an isomorphism in the pro-category (cf. e.g. [32; §I.1.1, Theorem 1]).
Although it is not true that the directed set of open covers of a compactohedron X
contains a cofinal sequence (unless X is UC-metrizable), we will show that the desired
pro-categorical consequence still holds.
Theorem 3.14. The Cˇech expansion of a compactohedron X contains an inverse se-
quence whose inclusion is an isomorphism in the pro-category.
Let us note that for a locally compact Y ⊂ Sn, the compactohedron X := Sn \Y (see
Example 3.5) has a sequence of open neighborhoods U1 ⊃ U2 ⊃ . . . that is cofinal in the
inverse system of all open neighborhoods of X in Sn.
Proof. Suppose that K ⊂ X is a compactum and P := X \K is a polyhedron. Let us
fix some metric on X bounded above by 1 and for any A ⊂ X let Bε(A) denote the
cover of the closed ε-neighborhood of A by all closed balls Bε(x), x ∈ A. Let C0 = {X},
U0 = O0 = X and λ0 = 1. Assume inductively that Cn is a finite open cover of an open
neighborhood Un of K that is refined by Bλn(On) for some open neighborhood On of K
in Un. Let Cn+1 be a finite subset of Bλn(On) that covers K; then it also covers some
open neighborhood Un+1 of K. By Lemma 3.16 there exists an open neighborhood On+1
of K in Un+1 such that Cn+1 is refined by Bλn+1(On+1) for some λn+1 > 0. We may
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assume that λn+1 is so small that λn+1 ≤ min(λn, 1n+1) and that On+1 contains the open
λn+1-neighborhood of X. But then we may assume that On+1 equals the open λn+1-
neighborhood of X. Since the metric on X is bounded above by 1, this condition also
holds for n + 1 = 0. Thus we get open neighborhoods X = U0 ⊃ O0 ⊃ U1 ⊃ O1 ⊃ . . .
of K and finite open covers Ci of the Ui such that each Cn refines Bλn−1(On−1) and is
refined by Bλn(On), where each On is the open λn-neighborhood of X and each λn ≤ 1n .
In particular, each Cn+1 refines Cn.
Let L be a triangulation of P such that for each n, every simplex intersecting On is of
diameter < λn−λn+1. Then for any vertex of L that lies in On, its open star lies in some
element of Cn; and a simplex of L that intersects P \ On does not intersect the closure
of On+1. Let Ln be the subcomplex of L consisting of all simplexes of L that intersect
X \ On and of all their faces. Then Ln is a closed subset of the closed set X \ On+1, so
it is closed in X. Hence Vi := X \ Li is an open neighborhood of K in Oi. Also Ln lies
in the interior of X \ On+1, which lies in Ln+1; thus Ln ⊂ IntLn+1. Since each Oi lies
in the 1
i
-neighborhood of X, we have
⋃
Li = P . Let Di be the set of all open stars of
vertices of Li in L. Then Ei := Ci|Vi ∪Di is an open cover of X. Let us show that Ei+1
refines Ei. Since Ci+1 refines Ci and Vi+1 ⊂ Vi, every element of Ci+1|Vi+1 lies in some
element of Ci|Vi . Every element of Di ⊂ Di+1 lies in itself, and an element of Di+1 \Di
is the open star of a vertex v of L that lies in Vi, and in particular in Oi. Hence it lies
in some element of Ci, and consequently also in some element of Ci|Vi .
Finally, let C be an open cover of X. By Lemma 3.16 there exists an open neighbor-
hood O of K and a λ > 0 such that every element of Bλ(O) lies in some element of C.
Let n be such that On−2 ⊂ O and λn−2 ≤ λ. Then every element of Cn−1 lies in some
element of C. Hence every element of Cn|Vn ∪ (Dn \Dn−1) also lies in some element of
C. Let L′ be a subdivision of L with new vertices only in IntLn and such that the open
star of every vertex of L′n−1 in L′ lies in come element of C. (Hereafter L′i denotes the
induced subdivision of Li, which is a subcomplex of L′.) Let D′i be the set of open stars
of vertices of L′i in L′. Then D′n−1 refines C and D′n \ D′n−1 refines Dn \ Dn−1. Since
Cn|Vn ∪ (Dn \ Dn−1) refines C, the open cover ECn := Cn|Vn ∪ D′n of X also refines C.
On the other hand, since (L′, L′n) is a subdivision of (L,Ln), the nerves of Dn and D′n
are homeomorphic. Moreover, since the only new vertices of L′ are in IntLn, their open
stars are disjoint from the elements of Cn|Vn , and it follows that NECn is homeomorphic
to NEn ; let hC denote the homeomorphism. Also, ECn refines En, and the homotopy
class of maps NECn → NEn given by this refinement clearly contains hC . Therefore this
homotopy class is invertible, with inverse [hC ].
Let us write En = j(C) and ECn = j′(C). Then j is a map from the directed set Λ
of all open covers of X to its totally ordered subset E := {En | n ∈ N}, and we can
define a homotopy class jC ∈ [Nj(C), NC ] by composing [h−1C ] ∈ [Nj(C), Nj′(C)] with the
homotopy class of maps Nj′(C) → NC given by the refinement of C by j′(C) = ECn .
Then J := (j, jC) is a morphism of the inverse systems. Indeed, if D refines C, then
j(D) = Em for some m. If, for example, m ≤ n, then it is clear that the following
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diagram commutes up to homotopy:
NEm
h−1D−−−→ NEDm −−−→ NDx x ∥∥∥
NEn
h−1D−−−→ NEDn −−−→ ND∥∥∥ y y
NEn
h−1C−−−→ NECn −−−→ NC .
(For J to be a morphism, we need only the outer square of this diagram.) The case
m ≥ n is similar (and easier).
We also have the inclusion i : E → Λ and the morphism I := (i, [id]) of the inverse
systems. Then JI is equivalent to the identity since it can be assumed that j(En) = En+2
and jEn ∈ [NEn+2 , NEn ] is given by refinement. Finally, IJ is equivalent to the identity
since [hC ] is the inverse of a bonding map. Thus I is an isomorphism. 
Remark 3.15. Similar arguments establish the analogue of Theorem 3.14 for pairs of
compactohedra (X, Y ), where Y is a closed subset of X = K ∪ P such that Y ∩ P is a
subpolyhedron of P . In particular, Y can be any point in X.
Lemma 3.16. Let X be a metric space and K ⊂ X be compact. Then for every open
cover C of X there exists an open neighborhood O of K and a λ > 0 such that every
closed ball Bλ(x), where x ∈ O, lies in some element of C.
One of the usual proofs of the Lebesgue lemma works to show this. For completeness
we include the details.
Proof. Let F be a finite subset of C that covers K. Pick some U ∈ F and let V be the
union of the remaining elements of F . Then K \ V is a compact subset of U , so there
exists an ε > 0 such that K \ V lies in U ε := {x ∈ U | Bε(x) ⊂ U}. So if we replace
U with the open set U ε, the resulting set F ′ will still cover K. Proceeding in this way
(but now using F ′ rather than F ), we will eventually replace F = {U1, . . . , Un} with
F˜ = {U ε11 , . . . , U εnn } which still covers K. Then F˜ also covers some open neighborhood
O of K. Let λ = min(ε1, . . . , εn). Since any x ∈ O lies in some element of F˜ , the ball
Bλ(x) lies in the corresponding element of F . 
3.3. Resolutions. If X is a compactohedron, with K ⊂ X compact and P = X \K a
polyhedron, a (K,P )-resolution of X is an inverse sequence of polyhedra . . . f2−→ R2 f1−→
R1 such that
• each Ri contains disjoint subpolyhedra Ki and gi(Li), where Ki is compact, Li
is a subpolyhedron of P , and gi : Li → Ri is a PL embedding;
• ⋃i Li = P , each Li is closed in X and lies in IntLi+1;
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• for each i, the diagram
Li+1
inclusion←−−−−− Li
gi+1
y giy
Ri+1
fi−−−→ Ri
commutes, and fi sends Cl
(
Ri+1 \ gi+1(Li+1)
)
into Ki;
• limRi = X and limKi = K.
Corollary 3.17. Every compactohedron X = K ∪ P has a (K,P )-resolution.
Proof. This follows from the proof of Theorem 3.14 by considering the nerves of the
constructed covers. To ensure that limRi = X and limKi = K one needs to modify
the construction by setting each Cn to be a finite subset of Bλn/2 (rather than Bλn)
that covers K. This guarantees that each Ci+1 star-refines Ci. The bonding maps
NEn+1 → NEn are defined in the usual way, by sending each vertex U ∈ En+1 to the
barycenter of the simplex {V1, . . . Vk}, where V1, . . . , Vk are those elements of En that
contain U , and extending linearly. 
For a finite-dimensional compactohedron X = K ∪ P such that the polyhedron P
is locally compact we also have a different construction of a (K,P )-resolution. Indeed,
by Lemma 3.7, we may identify X with a subset of Sn for some n such that P is a
subpolyhedron of an open subset V of Sn \K; now the assertion follows from
Proposition 3.18. Suppose that X ⊂ Sn is a compactohedron, X = K ∪ P , where the
polyhedron P is a subpolyhedron of an open subset V of Sn \ K. Then there exists a
(K,P )-resolution of X of the form · · · ⊂ R1 ⊂ R0, where each Ri is a subpolyhedron of
an open subset of Sn.
Proof. Let . . . K1 ⊂ K0 be a nested sequence of closed polyhedral neighborhoods of
K in Sn such that each Ki is a PL manifold with boundary, each Ki+1 ⊂ IntKi and⋂
iKi = K. We will show that Ri := P ∪ (Ki ∩ V ) ∪ IntKi is a subpolyhedron of the
open subset Ui := V ∪ IntKi of Sn (hence, in particular, a polyhedron).
Let Mi = Cl(Sn \Ki). Since (Mi, ∂Mi) is triangulated by a pair of subcomplexes of
some triangulation of Sn, it is easy to see that (Mi∩V, ∂Mi∩V ) is triangulated by a pair
of subcomplexes of some triangulation TV of V . On the other hand, P is also triangulated
by a subcomplex of some triangulation T ′V of V . Then P ∩Mi and (Mi ∩ V, ∂Mi ∩ V )
are triangulated respectively by a subcomplex Ci and a pair of subcomplexes (Ai, ∂Ai)
of a common subdivision of TV and T ′V .
Next, (Ui ∩Ki, Ui ∩ ∂Ki) is triangulated by a pair of subcomplexes (Bi, ∂Bi) of some
triangulation of Ui. Now Ui ∩ ∂Ki = V ∩ ∂Mi is triangulated by ∂Ai and by ∂Bi, and
hence also by their common subdivision ∂A′i = ∂B′i, which extends to subdivisions A′i of
Ai and B′i of Bi. Therefore A′i ∪B′i is a triangulation of Ui = (Ui ∩Ki) ∪ (V ∩Mi) such
that its subcomplex C ′i ∪B′i triangulates Ri = (Ui ∩Ki) ∪ (P ∩Mi).
Since Ki+1 ∪ P ⊂ Ri ⊂ Ki ∪ P , we get a (K,P )-resolution, with Li = P ∩Mi. 
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Example 3.19. Let X = K ∪ P ⊂ R2, where P = { 1
n
| n ∈ N} × [−1, 1] and K =
{0} × {−1, 1}. Then P is a subpolyhedron of the open set V := R2 \ {0} × [−1, 1]. Let
Kn = [− 1n , 1n ]×
(
[−n−1
n
, −n+1
n
] ∪ [n−1
n
, n+1
n
]
)
, the union of two closed l∞-balls of radius 1n
about the two points of K. Then the subpolyhedra Rn+1 := P ∪Kn \ {0} × {1−nn , n−1n }
of the open sets Un+1 := R2 \ {0} × [1−nn , n−1n ] form a (K,P )-resolution of X, with
Ln+1 = Cl(Rn+1 \Kn).
Theorem 3.20. Every (K,P )-resolution of a compactohedron X = K∪P is a Mardesˇic´
resolution.
Proof. Let . . . p2−→ R1 p1−→ R0 be the given (K,P )-resolution, and let Ki, Li and gi be as
in the definition of a (K,P )-resolution. It suffices to verify the following two conditions:
(B1) given an open cover C of X, there exists an n ∈ N and an open cover D of Rn
such that (p∞n )−1(D) refines C;
(B2) given an n ∈ N and an open subset U ⊂ Rn containing the closure of p∞n (X),
there exists an m ≥ n such that pmn (Rm) ⊂ U .
Let us verify (B1). Let us fix some metric di on each Ri such that Ri has diameter
≤ 1, and let us fix the metric d((xi), (yi)) = supi∈N 2−idi(xi, yi) on their inverse limit
X ⊂ ∏iRi. By Lemma 3.16 there exists an open neighborhood O of K and a λ > 0
such that every closed ball Bλ(x), where x ∈ O, lies in some element of C. Let us
choose m so that 2−m+1 < λ and O contains the 2−m-neighborhood of K. Let Um
be the 2−m−1-neighborhood of f∞m (K) in Km. Since · · · → K1 → K0 is a Mardesˇic´
resolution of K, it satisfies (B2); thus there exists an n > m such that pn−1m (Kn−1) ⊂ Um.
Let V = (p∞n−1)−1(Kn−1). Then p∞m (V ) ⊂ Um, and it follows that V lies in the 2−m-
neighborhood of K in X, hence in O.
Let DK be the open cover of the 2−m-neighborhood of Qn := Cl
(
Rn \ gn(Ln)
)
by all
balls of radius 2−m centered at points of Qn. Let DP be the open cover of gn(IntLn) by
the sets gn(W ∩ IntLn) for all W ∈ C. Then D := DK ∪ DP is an open cover of Rn.
Clearly, (p∞n )−1(DP ) refines C. Since pnn−1(Qn) ⊂ Kn−1, the preimage (p∞n )−1(x) of every
point x ∈ Qn lies in V and hence in O; let us pick some point xˆ in this preimage. Since
n ≥ m + 1, we have (p∞n )−1
(
B2−m(x)
) ⊂ B2−m+1(xˆ). Then each element of (p∞n )−1(DK)
lies in a ball of radius 2−m+1 centered at a point of O. Hence (p∞n )−1(DK) refines C.
Thus (p∞n )−1(D) also refines C.
Let us verify (B2). Since · · · → K1 → K0 is a Mardesˇic´ resolution of K, it satisfies
(B2); thus there exists an m > n such that pm−1n (Km−1) ⊂ U ∩Kn. On the other hand,
by the definition of a (K,P )-resolution, pm−1(Rm) lies in Km−1 ∪ pm−1(Lm). Hence
pmn (Rm) ⊂ pm−1n
(
Km−1 ∪ pm−1(Lm)
)
= pm−1n (Km−1) ∪ pmn (Lm). Here pm−1n (Km−1) ⊂ U
by the above. Finally, Lm lies in p∞m (X), so pmn (Lm) lies in pmn
(
p∞m (X)
)
= p∞n (X), and
therefore also in U . 
3.4. Milnor-type short exact sequence.
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Theorem 3.21. If . . . f2−→ R2 f1−→ R1 is a (K,P )-resolution of a compactohedron X =
K ∪ P , then there is a natural short exact sequence
0→ lim1Hn+1(Ri)→ Hn(X)→ limHn(Ri)→ 0.
The naturality is with respect to a map f : X → X ′ such that f(K) ⊂ K ′ and f(P ) ⊂
P ′ along with maps fi : Ri → R′i that fit in a homotopy commutative diagram with f
and with the bonding maps and satisfy fi(Ki) ⊂ K ′i and fi
(
Ri \ gi(Li)
) ⊂ R′i \ g′i(L′i).
Proof. Let Ki, Li and gi be as in the definition of a (K,P )-resolution. Let K[0,∞] and
R[0,∞] be the extended mapping telescopes of the two inverse sequences. Since R[0,∞]
deformation retracts onto R0, we have Hi(R[0,∞], R0) = 0 for all i. Hence the connecting
homomorphism
Hn+1(R[0,∞], X ∪R0) ∂∗−→ Hn(X ∪R0, R0) ' Hn(X)
from the exact sequence of the triple (R[0,∞], X ∪ R0, R0) is an isomorphism. Also, if
R[0,∞]/X denotes the metric quotient (see Example 3.12), by Lemma 3.22 below, the
(metric) quotient map induces an isomorphism
Hn+1(R[0,∞], X ∪R0)→ Hn+1(R[0,∞]/X, {X} ∪R0).
On the other hand, if RN+ denotes the preimage of N∪∞ under the projection R[0,∞] →
[0,∞], it is easy to see (from the definition of the extended mapping telescope) that
RN+/X is homeomorphic to the null-sequence
∨+
i∈NRi. Hence by the
∨
-additivity of
Steenrod–Sitnikov homology [2; Theorem 2.1]), Hk(RN+/X, {X} ∪ R0) '
∏
i∈NHk(Ri)
for each k.
The exact sequence of the triple (R[0,∞]/X, RN+/X, {X} ∪ R0) yields a short exact
sequence
0→ coker fn → Hn(R[0,∞]/X, {X} ∪R0)→ ker fn−1 → 0,
where fn is the composition
Hn(RN+/X, {X} ∪R0) '−→ Hn+1(R[0,∞]/X, RN+/X) ∂∗−→ Hn(RN+/X, {X} ∪R0)
of the Thom isomorphism and the connecting homomorphism. It is easy to see that fn
can be identified with the homomorphism
∏
Hn(Ri)→
∏
Hn(Ri) given by (g1, g2, . . . ) 7→
(g1 − p1g2, g2 − p2g3, . . . ), where each pi : Hn(Ri+1) → Hn(Ri) is the bonding map. It
now follows from the isomorphisms ker fn ' limHn(Ri), coker fn ' lim1Hn(Ri) and
Hn+1(R[0,∞]/X, {X} ∪R0) ' Hn(X) that there is a short exact sequence
0→ lim1Hn+1(Ri)→ Hn(X)→ limHn(Ri)→ 0.
Lemma 3.22. The map of pairs given by the metric quotient map R[0,∞] → R[0,∞]/X
induces an isomorphism
Hi(R[0,∞], X ∪R0)→ Hi(R[0,∞]/X, {X} ∪R0).
Proof. The map of triples
(R[0,∞], K[0,∞] ∪X ∪R0, X ∪R0)→
(
R[0,∞]/X, (K[0,∞]/K) ∪R0, {X} ∪R0
)
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given by metric quotient map R[0,∞] → R[0,∞]/X yields the following commutative dia-
gram with exact columns:
...
...y y
Hi(K[0,∞], K ∪K0) qK−−−→ Hi(K[0,∞]/K, {K} ∪K0)y y
Hi(R[0,∞], X ∪R0) qR−−−→ Hi(R[0,∞]/X, {X} ∪R0)y y
Hi(R[0,∞], K[0,∞] ∪X ∪R0)
q(R,K)−−−→ Hi
(
R[0,∞]/X, (K[0,∞]/K) ∪R0
)y y
...
...
By the map excision theorem, qK is an isomorphism. Then by the five-lemma, to show
that qR is an isomorphism it suffices to show that q(R,K) is an isomorphism.
Let Qi = Cl
(
Ri \gi(Li)
)
and let us recall that each fi : Ri+1 → Ri sends Qi+1 into Ki,
which lies in Qi. Let Q[0,∞] be the extended mapping telescope of . . .
f1|Q1−−−→ Q1
f0|Q0−−−→ Q0,
identified with the corresponding subset of R[0,∞]; clearly, Q∞ = Q[0,∞] ∩X = K. The
mapping cylinder of each fi|Qi+1 : Qi+1 → Ki collapses onto the mapping cylinder of
its restriction fi|Ki+1 : Ki+1 → Ki (even though Qi+1 does not necessarily collapse onto
Ki+1). These collapses performed simultaneously yield a deformation retraction of Q[0,∞]
onto K[0,∞], which also qualifies as a deformation retraction rt of Q[0,∞] ∪X ∪ R0 onto
K[0,∞] ∪X ∪ R0. We may assume that rt is a strong deformation retraction (i.e. keeps
K[0,∞] ∪ X ∪ R0 fixed), and for each x ∈ Q[0,∞] and each t ∈ I we have d
(
rt(x), X
) ≤
2d(x,X). Since R[0,∞] is an ANR (see [1; Proposition 4.4(b)]), rt extends to a homotopy
r¯t of R[0,∞] in itself, which keepsK[0,∞]∪X∪R0 fixed and satisfies d
(
rt(x), X
) ≤ 3d(x,X)
for each x ∈ R[0,∞] and each t ∈ I. Since r¯t keeps X fixed, it descends to a homotopy
of the metric quotient R[0,∞]/X in itself; indeed, the latter is continuous at {X} (in the
topology of the metric quotient) due to the distance estimate for r¯t. It follows that the
pair (R[0,∞], K[0,∞]∪X∪R0) is homotopy equivalent to (R[0,∞], Q[0,∞]∪X∪R0), and the
pair
(
R[0,∞]/X, (K[0,∞]/K)∪R0
)
is homotopy equivalent to
(
R[0,∞]/X, (Q[0,∞]/K)∪R0
)
.
On the other hand, let us note that each pair (Ri, Qi) is excision-equivalent to(
gi(Li), FrRi gi(Li)
)
, which is homeomorphic to (Li, FrX Li), which is in turn excision-
equivalent to (X, Mi), where Mi = Cl(X \ Li). Finally, the latter pair is excision-
equivalent to (X/K, Mi/K), which will denote by (X∗,M∗i ) for brevity. Writing M∗[0,∞]
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for the mapping telescope, we get a commutative diagram
Hi(R[0,∞], K[0,∞] ∪X ∪R0)
q(R,K)−−−→ Hi
(
R[0,∞]/X, (K[0,∞]/K) ∪R0
)
'
y 'y
Hi(R[0,∞], Q[0,∞] ∪X ∪R0)
q(R,Q)−−−→ Hi
(
R[0,∞]/X, (Q[0,∞]/K) ∪R0
)
'
y 'y
Hi(X × [0,∞], M[0,∞] ∪X × {0,∞})
q(X,M)−−−−→ Hi
(
X × [0,∞]/X × {∞}, (M[0,∞]/K × {∞}) ∪X × {0}
)
'
y 'y
Hi(X
∗ × [0,∞], M∗[0,∞] ∪X∗ × {0,∞})
q(X∗,M∗)−−−−−→ Hi(X∗ × [0,∞]/X∗ × {∞}, M∗[0,∞] ∪X∗ × {0}),
where the vertical arrows in the top square are induced by the inclusions of pairs, which
are homotopy equivalences; those in the middle square are each composed of two ex-
cision isomorphisms; and those in the bottom square are map excision isomorphisms.
Thus showing that q(R,K) is an isomorphism amounts to showing that q(X∗,M∗) is an
isomorphism. Finally, the map of triples
(X∗ × [0,∞], M∗[0,∞] ∪X∗ × {0,∞}, X∗ × {0,∞})
→ (X∗ × [0,∞]/X∗ × {∞}, M∗[0,∞] ∪X∗ × {0}, {X∗ × {∞}} ∪X∗ × {0})
given by the metric quotient map X∗ × [0,∞] → X∗ × [0,∞]/X∗ × {∞} yields the
following commutative diagram with exact columns:
...
...y y
Hi(M
∗
[0,∞], {K} × {∞} ∪M0)
qM∗−−−→ Hi(M∗[0,∞], {X∗ × {∞}} ∪M0)y y
Hi(X
∗ × [0,∞], X∗ × {0,∞}) qX∗−−−→ Hi(X∗ × [0,∞]/X∗ × {∞}, {X∗ × {∞}} ∪X∗ × {0})y y
Hi(X
∗ × [0,∞], M∗[0,∞] ∪X∗ × {0,∞})
q(X∗,M∗)−−−−−→ Hi(X∗ × [0,∞]/X∗ × {∞}, M∗[0,∞] ∪X∗ × {0})y y
...
...
Here qM is induced by a homeomorphism, and so is an isomorphism. To show that qX∗
is an isomorphism it suffices to note that the pair (X∗× [0, 1], X∗×{0, 1}}) is excision-
equivalent to
(
X∗× [0, 2]/X∗×{2}, (X∗× [1, 2]/X∗×{2})∪X∗×{0}), which is in turn
homotopy equivalent to (X∗ × [0, 1]/X∗ × {1}, {X∗ × {1}} ∪X∗ × {0}}), all quotients
being metric. Consequently, by the five-lemma q(X∗,M∗) is also an isomophism. 

Remark 3.23. Milnor’s proof of his uniqueness theorem for homology and cohomology on
pairs of compacta along with Lemma 3.22 apply to prove a dual of Petkova’s uniqueness
theorem (for compactohedra). There is a problem, however, with the statement of this
theorem, due to the restricted naturality (for special maps between compactohedra).
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Example 3.24. Let X = K ∪ P ⊂ R2, where P = { 1
n
| n ∈ N} × [−1, 1] and K =
{0} × {−1, 1}. A (K,P )-resolution of X was described in Example 3.19: let Kn =
[− 1
n
, 1
n
]× ([−n−1
n
, −n+1
n
] ∪ [n−1
n
, n+1
n
]
)
, the union of two closed l∞-balls of radius 1n about
the two points of K, let Rn+1 = P ∪Kn\{0}×{1−nn , n−1n }, and let Ln+1 = Cl(Rn+1\Kn).
Then the inverse sequence · · · → H1(R5) → H1(R4) is of the form . . . ↪→
⊕∞
i=2 Z ↪→⊕∞
i=1 Z. Similarly to [36; Example 3.2], we have lim1
(
. . . ↪→ ⊕∞i=2 Z ↪→ ⊕∞i=1 Z) '∏∞
i=1 Z/
⊕∞
i=1 Z. Hence H˜0(X) '
∏
i∈N Z
/⊕
i∈N Z and H1(X) = 0.
From Theorem 3.21 along with either Corollary 3.17 and Theorem 3.20 or Theorem
3.14 and the proof of Corollary 3.17 we obtain:
Corollary 3.25. For any compactohedron X there is a natural short exact sequence
0→ q1Hn+1(X)→ Hn(X)→ qHn(X)→ 0.
The naturality is with respect to maps f : X → X ′ such that f(K) ⊂ K ′ and f(P ) ⊂
P ′ for some decompositions X = K∪P and X ′ = K ′∪P ′. In particular, if X is compact
or X ′ is a polyhedron, then f can be any map.
The hypothesis that X is a compactohedron cannot be dropped, by Example 2.7 and
Corollary 4.4(b) below.
4. Alexandroff’s homomorphism
4.1. Surjectivity of τ . For a metrizable X and a closed Y ⊂ X let
pkHn(X, Y ) := colim q
kHn(K,K ∩ Y )
over all compact K ⊂ X, and
pkHn(X, Y ) := colim qkHn(NC , NC|Y )
over all open covers C of X. When k = 0, this repeats the definition of pseudo-
(co)homology. For k > 0, it can be called phantom pseudo-(co)homology.
Since direct limit is an exact functor, Corollary 2.11 yields
Corollary 4.1. For any metrizable space X there are natural short exact sequences
0→ p1Hn+1(X)→ Hn(X)→ pHn(X)→ 0,
0→ p1Hn−1(X)→ Hn(X)→ pHn(X)→ 0.
The universal property of direct limits implies that the inclusion induced homomor-
phisms qkHn(K)→ qkHn(X) factor through a unique homomorphism
τ (k)n (X) : p
kHn(X)→ qkHn(X)
and the homomorphisms qkHn(NC) → qkHn(X) induced by the maps X → NC factor
through a unique homomorphism
τn(k)(X) : p
kHn(X)→ qkHn(X).
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Theorem 4.2. (a) If X is a locally compact separable metrizable space, then there is a
short exact sequence
0 −→ p1Hn−1(X)
τn−1
(1)
(X)
−−−−−→ q1Hn−1(X) −−−→ pHn(X) τ
n(X)−−−→ qHn(X) −→ 0.
(b) If X is a compactohedron, then there is a short exact sequence
0 −→ p1Hn+1(X)
τ
(1)
n+1(X)−−−−−→ q1Hn+1(X) −−−→ pHn(X) τn(X)−−−→ qHn(X) −→ 0.
Let us recall that τ 1(X) fails to be surjective for a certain separable metrizable X
(Example 2.8) and fails to be injective for a certain locally compact one (Example 2.7).
Also, τ1(X) fails to be surjective for a certain separable metrizable X (Example 2.6) and
τ0(X) fails to be injective for a certain compactohedron X (Example 3.8).
Proof. (a). Since star-finite covers are cofinal in the directed set of open covers of X,
the naturality in Corollary 2.17 implies that its short exact sequence combines with that
of Corollary 4.1 into a commutative diagram
0 −−−→ p1Hn−1(X) −−−→ Hn(X) −−−→ pHn(X) −−−→ 0
τn−1
(1)
(X)
y ∥∥∥ τn(X)y
0 −−−→ q1Hn−1(X) −−−→ Hn(X) −−−→ qHn(X) −−−→ 0
This diagram implies that τn(X) is surjective, τn−1(1) (X) is injective, and (using the third
isomorphism theorem (G/K)/(H/K) ' G/H) that ker τn(X) ' coker τn−1(1) (X). 
Proof. (b). This is similar, using that the naturality in Theorem 3.25 is valid for all
maps X → X ′ where X is compact. 
Corollary 4.3. If X is a locally compact separable metrizable space, then τ 0(X) is an
isomorphism. If X is a d-dimensional compactohedron, then τd(X) is an isomorphism.
For homology of locally compact spaces, for cohomology of compactohedra and for
spaces that are neither compactohedra nor locally compact, the proof of Theorem 4.2
yields only the following
Corollary 4.4. Let X be a metrizable space.
(a) pHn(X)
τn(X)−−−→ qHn(X) is surjective if and only if so is Hn(X) γn(X)−−−→ qHn(X).
(b) pHn(X)
τn(X)−−−→ qHn(X) is surjective if and only if so is Hn(X) γ
n(X)−−−→ qHn(X).
Remark 4.5. γn(X) and γn(X) are special cases of Hn(limXα)
γ−→ limHn(Xα) and
Hn(
⋃
Xα)
γ−→ limHn(Xα). These were widely studied and some conclusive results have
been obtained, albeit in situations that are far from what we pursue here.
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If Kα are compact Hausdorff spaces3 indexed by a directed set and K = limKα, then
there is a long exact sequence of Mdzinarishvili [34] (see also [35; Example 5])
· · · → lim3Hn+2(Kα)→ lim1Hn+1(Kα)→ Hn(K) γ−→ limHn(Xα)→ lim2Hn+1(Kα)→ lim4Hn+2(Kα)→ . . .
and an exact sequence of Kuz’minov–Shvedov [26; Theorem 5(1)]
0→ lim1 Hom (Hn+1(Kα), Z)→ Hn(K) γ−→ limHn(Kα)→ lim2 Hom (Hn+1(Kα), Z)→ 0.
If either the indexing set is countable (and therefore has a cofinal sequence) or each
Kα is a compact polyhedron (and therefore has finitely generated homology), then
limpHi(Kα) = 0 for p ≥ 2 and we recover a Milnor-type short exact sequence (see
Remarks 2.12 and 2.16 above).
If Uα are open subsets of X :=
⋃
Uα (and there are no restrictions on the space
X), then one could expect a Mdzinarishvili-type exact sequence in cohomology (see [59;
§§8.1.1–8.1.2]); at any rate, there is a spectral sequence of the form Epq2 = lim
pHq(Uα)⇒
Hp+q(X) which implies that γ : H0(X)→ limH0(Uα) is an isomorphism and there is an
exact sequence
0→ lim1H0(Uα)→ H1(X) γ−→ limH1(Uα)→ lim2H0(Uα)→ H2(limUα).
[59; §8.1.5], [58]. One special case of this situation occurs when X is a simplicial complex
(with metric or weak topology) and each Uα is the union of the open stars of all vertices
of some subcomplex Pα. In this case, the above spectral sequence is due to Bousfield–
Kan [9] and Araki–Yosimura [6], and there is indeed a Mdzinarishvili-type long exact
sequence [46]
· · · → lim3Hn−2(Pα)→ lim1Hn−1(Pα)→ Hn(X) γ−→ limHn(Pα)→ lim2Hn−1(Pα)→ lim4Hn−1(Pα)→ . . . .
If either the indexing set is countable (and therefore has a cofinal sequence), or the sub-
complexes Pα are finite (and so have finitely generated cohomology), then limpH i(Pα) =
0 for p ≥ 2 and we again recover a Milnor-type short exact sequence (see Remarks 2.12
and 2.16 above).
4.2. Finitely generated derived limit. Given an inverse sequence . . . f1−→ G1 f0−→ G0
of groups, we may think of it as the colimit of the direct system of all inverse sequences
· · · → Hα1 → Hα0 such that each Hαi is a finitely generated subgroup of Gi and the
bonding maps Hαi+1 → Hαi are the restrictions of the fi. (Here the Gi are possibly non-
abelian, though the abelian case suffices for the purposes of the present paper. We do not
3The authors of [26] and [35] do not state the compactness hypothesis, but it is needed to ensure that
their homology theories HKS∗ , HMd∗ are isomorphic to the standard one (in the sense of the uniqueness
theorems, see [2; §2.4]). Indeed, their theories both satisfy the “dual” universal coefficient formula with
respect to Cˇech cohomology, 0 → Ext (Hn+1(X), G) → HKS/Mdn (X; G) → Hom (Hn(X), G) → 0,
and therefore are non-standard (i.e. do not satisfy
⊔
-additivity) already on non-compact polyhedra,
e.g. HKS−1 (N) ' HMd−1 (N) ' Ext(
∏
N Z, Z) 6= 0, where N is the countable discrete space (concerning
Ext(
∏
N Z, Z), see references in Example 5.4 below), and also without using any deep results, HKS2 (N×
RP ; Z/2) ' HMd2 (N×RP 2; Z/2) ' Hom(
∏
N Z/2, Z/2), which is uncountable (since
∏
N Z/2 is a vector
space over Z/2) and so is not isomorphic to
⊕
N Z/2.
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assume that the Gi are countable, but this case would suffice for all current and expected
applications.) We define lim1fg Gi := colimα lim1iHαi and limfg Gi := colimα limiHαi .
Proposition 4.6. The natural homomorphism limfg Gi → limGi is an isomorphism,
and the natural map τfg : lim1fg Gi → lim1Gi is injective.
Proof. A thread of the inverse sequence · · · → G1/Hα1 → G0/Hα0 of right cosets is a
sequence of the form γ = (. . . , g1Hα1 , g0Hα0 ). Each giHαi lies in the finitely generated
subgroup Jαi = 〈gi, Hαi 〉. Each bonding map Gi+1 → Gi sends gi+1 into gihi for some
hi ∈ Hαi , and hence Jαi+1 into Jαi . Thus the Jαi are of the form Hβi for some β = β(α),
so the thread γ maps trivially into colimα limiGi/Hαi . The assertion now follows from
the exact sequence
0→ limiHαi → limiGi → limiGi/Hαi → lim1iHαi → lim1iGi
(see [36; 3.2(d′)]) by applying the exact functor colimα. 
Example 4.7. Clearly, lim1fg
(
. . .
p−→ Z p−→ Z) = lim1 ( . . . p−→ Z p−→ Z) ' Zˆp/Z.
On the other hand, lim1
(
. . . ↪→ ⊕∞i=2 Z ↪→ ⊕∞i=1 Z) ' ∏∞i=1 Z/⊕∞i=1 Z 6= 0, but
lim1fg
(
. . . ↪→⊕∞i=2 Z ↪→⊕∞i=1 Z) = 0. Indeed, let us consider more generally an inverse
sequence . . . ↪→ F1 ↪→ F0 of pure inclusions between free abelian groups. (A subgroup
H of a group G is called pure if for any g ∈ G and n ∈ Z such that ng ∈ H one
has g ∈ H.) For a finitely generated subgroup H of a free group F , the purification
H¯ := {g ∈ F | ∃n ∈ Z : ng ∈ H} of H is finitely generated (by tensoring with
Q). Hence every subsequence . . . ↪→ H1 ↪→ H0 of finitely generated subgroups in the
inverse sequence . . . ↪→ F1 ↪→ F0 is included in the subsequence . . . ↪→ H¯1 ↪→ H¯0 of
purifications, which are finitely generated. Since each Fi+1 is pure in Fi, each H¯i+1 is
pure in H¯i. But then clearly . . . ↪→ H¯1 ↪→ H¯0 satisfies the Mittag–Leffler condition, and
hence lim1
(
. . . ↪→ H¯1 ↪→ H¯0
)
= 0.
4.3. Kernel of τ : cohomology.
Theorem 4.8. Let X be a locally compact separable metrizable space, X =
⋃
Ki, where
each Ki is compact, Ki ⊂ IntKi+1. Then
(a) p1Hn−1(X) ' lim1fg Hn−1(Ki);
(b) there is a short exact sequence
0 −−−→ lim1Hn−1(Ki)/ lim1fg Hn−1(Ki) −−−→ pHn(X)
τn(X)−−−→ qHn(X) −−−→ 0.
Proof. Let Gi = Hn−1(Ki). We will prove that the image of τn−1(1) (X) coincides with
the subgroup lim1fg Gi of lim1Gi = q1Hn−1(X). This together with Theorem 4.2 implies
both (a) and (b).
For each locally compact polyhedron P we have q1Hn−1(P ) = lim1Hn−1(Li), where
the Li are compact polyhedra with
⋃
Li = P and each Li ⊂ IntLi+1. But the groups
Hn−1(Li) are finitely generated, so lim1Hn−1(Li) = lim1fg Hn−1(Li). Since star-finite
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covers are cofinal in the directed set of open covers of X (this only needs X to be
separable metrizable), it follows that the image of τn−1(1) (X) lies in lim
1
fg Gi.
Conversely, since X is locally compact, it is the limit of an inverse sequence . . . p1−→
P1
p0−→ P0 of locally compact polyhedra and proper maps (see [1; Theorem 4.2]). Then
there exist compact subpolyhedra Qij ⊂ Pj such that each Qij ⊂ IntQi+1,j, each Pj =⋃∞
i=1 Qij, each p
−1
j (Qij) = Qi,j+1, and each Ki = limj Qij. (In fact, we may assume
that P0 = [0,∞) and each Qi0 = [0, i].) Let Qi,[0,∞] denote the compactified mapping
telescope of · · · → Qi1 → Qi0 and for a k-tuple s = (s1, . . . , sk) ∈ Nk, let Qk,[s,∞] =
Q1,[s1,∞] ∪Q2,[s2,∞] ∪ · · · ∪Qk,[sk,∞] ⊂ Qk,[0,∞]. (Let us note that Qi,[si,∞] ∩Qi+1,[si+1,∞] =
Qi,[si+1,∞] if si+1 ≥ si. It would suffice to consider only s such that each si+1 ≥ si, but
we will do without this assumption in order to simplify notation.) Also let P[0,∞] be the
extended mapping telescope of · · · → P1 → P0 and for a sequence σ = (σi)i∈N ∈ NN let
P[σ,∞] ⊂ P[0,∞] be the union of the increasing chain Q1,[σ|[1],∞] ⊂ Q2,[σ|[2],∞] ⊂ . . . , where
σ|[i] denotes the i-tuple of the first i members of σ.
Since Qi,[0,∞] deformation retracts onto Qi0, we have H∗(Qi,[0,∞]), Qi0) = 0 and con-
sequently Gi = Hn−1(Ki) ' Hn(Qi,[0,∞], Ki ∪Qi0). We have Gi ' colimj Hn−1(Qi,[j,∞])
and consequently Gi ' colims∈Ni Gis, where
Gis = H
n−1(Qi,[s,∞]) ' Hn(Qi,[0,∞], Qi,[s,∞] ∪Qi0)
and the poset Ni is the product of k copies of the poset N (in other words, s ≤ t if
sk ≤ tk for each k ≤ i). (Indeed, Ni has a cofinal sequence consisting of the constant
i-tuples n = (n, . . . , n).) On the other hand, p1Hn−1(X) ' colimσ∈NN Γσ, where
Γσ = q
1Hn−1(P[σ,∞]) ' lim1Giσ|[i] ' q1Hn(P[0,∞], P[σ,∞] ∪ P0)
and the poset NN is the product of countably many copies of the poset N (in other
words, σ ≤ τ if σk ≤ τk for each k ∈ N). Let us note that the the groups Gis '
Hn(Qi,[0,max s], Qi,[s,max s] ∪Qi0) are finitely generated.
Let hi : Gi+1 → Gi be the restriction homomorphism. To show that
τn−1(1) (X) : colim
σ∈NN
lim1
i
Giσ|[i] → lim1i Gi
is onto lim1fg Gi = colimF lim1 Fi, where F ranges over all collections of finitely generated
subgroups Fi ⊂ Gi, i = 1, 2, . . . , with hi(Fi+1) ⊂ Fi for each i, it suffices to show that
every such F is contained in an F ′ for which there exists a sequence σ ∈ NN such that∏
i F
′
i equals the image of
∏
iGiσ|[i] in
∏
iGi. Since each Giσ|[i] is finitely generated, F
′
i
may be defined as its image in Gi, provided that it contains Fi. Thus it remains to prove
the following lemma.
Lemma 4.9. Let Fi ⊂ Gi, i ∈ N, be finitely generated subgroups such that each
hi(Fi+1) ⊂ Fi. Then there exists a sequence σ ∈ NN such that each Fi, i ∈ N, lies
in the image of Giσ|[i] in Gi.
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Proof. Let α1, . . . , αr be a set of generators of F1. Since G1 ' colimn∈NG1n, each αi lies
in the image of G1ni for some ni. Consequently all of the αi, and hence also F1, lie in
the image of G1s1 , where s1 = max(n1, . . . , nr).
Assuming that s = (s1, . . . , sk) ∈ Nk is a k-tuple such that Fk lies in the image of Gks
in Gk, we will construct an sk+1 ∈ N such that Fk+1 lies in the image of Gk+1, s∗sk+1 in
Gk+1, where s∗sk+1 denotes the (k+1)-tuple (s1, . . . , sk+1). The assertion of the lemma
will then follow by an inductive application of this construction.
Let α1, . . . , αr be a set of generators of Fk+1. Then each hk(αi) ∈ Fk, so by our
hypothesis hk(αi) is the image of some βi ∈ Gks. Thus each αi lies in the image of the
pullback of the diagram
Gksy
Gk+1
hk−−−→ Gk.
But the latter diagram is precisely the lower right corner of the commutative diagram
Hn(Qk+1,[0,∞], Qk,[s,∞] ∪Kk+1 ∪Qk+1,0) −−−→ Hn(Qk,[0,∞], Qk,[s,∞] ∪Qk0)y y
Hn(Qk+1,[0,∞], Kk+1 ∪Qk+1,0) −−−→ Hn(Qk,[0,∞], Kk ∪Qk0),
which is a special case of the diagram in Lemma 4.10(a) below — except that Qk+1,[0,∞]
is generally not a polyhedron. However, we can rewrite the previous diagram in terms
of cohomology with compact support of locally compact polyhedra:
Hnc (Qk+1,[0,∞), Qk,[s,∞) ∪Qk+1,0) −−−→ Hnc (Qk,[0,∞), Qk,[s,∞) ∪Qk0)y y
Hnc (Qk+1,[0,∞), Qk+1,0) −−−→ Hnc (Qk,[0,∞), Qk0),
and the proof of Lemma 4.10(a) works for compactly supported cohomology. Hence
each αi is the image of some γi ∈ Hn(Qk+1,[0,∞], Qk,[s,∞] ∪Qk+1,0). But the latter group
is isomorphic to colimn∈NGk+1, s∗n ' colimn∈NHn(Qk+1,[0,∞], Qk,[s∗n,∞] ∪Qk+1,0). Hence
each γi lies in the image of Gk+1, s∗ni for some ni. Consequently all of the γi lie in the
image of Gk+1, s∗sk+1 , where sk+1 = max(n1, . . . , nr). But then all of the αi, and hence
also Fk+1, lie in the image of Gk+1, s∗sk+1 in Gk+1. 

Lemma 4.10. Let X be a polyhedron and Z ⊂ Y ⊂ X and W ⊂ X its subpolyhedra,
and let W ′ = W ∩ Y . In the commutative diagrams
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Hn(X, Z ∪W ) −−−→ Hn(Y, Z ∪W ′)y j∗y
Hn(X,W )
i∗−−−→ Hn(Y,W ′)
and
Hn(Y,W
′) i∗−−−→ Hn(X,W )
j∗
y y
Hn(Y, Z ∪W ′) −−−→ Hn(X, Z ∪W ),
(a) the upper left cohomology group surjects onto the pullback of i∗ and j∗;
(b) the pushout of i∗ and j∗ injects into the lower right homology group.
Proof. We will prove part (a); part (b), which is not used, can be proved similarly.
We need to show that if i∗(α) = j∗(β), then α and β have a common point-inverse.
Let us triangulate X so that Y , Z and W are subcomplexes, and let us represent α
and β by simplicial cocycles x and y. Then i∗(x)− j∗(y) = δc for some c ∈ Cn−1(Y,W ′).
The cochain-level i∗ is clearly surjective, so there exists a c˜ ∈ Cn−1(X,W ) such that
i∗(c˜) = c. Let x′ = x − δc˜. Then x′ is a cocycle and i∗(x′) = j∗(y). Since the cochain-
level version of the diagram is obviously a pullback diagram, x′ and y have a common
point-inverse z ∈ Cn(X, Z ∪ W ). It must be a cocycle, since it maps to the cocycle
x′ under a monomorphism of chain complexes. Then clearly [z] is the desired common
point-inverse of [x′] = [x] = α and [y] = β. 
4.4. Kernel of τ : homology.
Theorem 4.11. Let X be a compactohedron and let . . . f2−→ R2 f1−→ R1 be a (K,P )-
resolution of X = K ∪ P . Then
(a) p1Hn(X) ' lim1fg Hn+1(Ri);
(b) there is a short exact sequence
0 −−−→ lim1Hn+1(Ri)/ lim1fg Hn+1(Ri) −−−→ pHn(X)
τn(X)−−−→ qHn(X) −−−→ 0.
Proof. Let Gi = Hn+1(Ri). Like in the proof of Theorem 4.8, by Theorem 4.2 it suffices
to prove that the image of τ (1)n+1(X) coincides with the subgroup lim
1
fg Gi of lim1Gi =
q1Hn(X).
Let Q ⊂ X be a compactum, and let us represent Q as the limit of an inverse se-
quence · · · → Q1 → Q0 of compact polyhedra. By standard arguments (see Lemma
4.13 below) the inclusion Q ⊂ X gives rise to an increasing sequence (ni) and maps
gi : Qni → Ri which commute up to homotopy with the bonding maps and with the pro-
jections of the inverse limits. These in turn yield a map lim1Hn+1(Qni)→ lim1Hn+1(Ri),
which is identified with the inclusion induced map q1Hn+1(Q)→ q1Hn+1(X). Since the
Qi are compact, lim1Hn+1(Qni) = lim
1
fg Hn+1(Qni), and it follows that the image of
τ
(1)
n+1(X) : p
1Hn+1(X) = colimQ q
1Hn+1(Q)→ q1Hn+1(X) lies in the subgroup lim1fg Gi.
Conversely, to show that τ (1)n+1(X) is onto lim
1
fg Gi it suffices (by arguments similar to
those in the proof of Theorem 4.8) to prove the following lemma.
Lemma 4.12. Let X be a compactohedron and let . . . f2−→ R2 f1−→ R1 be a (K,P )-
resolution of X = K ∪ P . Suppose that we are given finitely generated subgroups Fi ⊂
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Hn(Ri) such that each (fi)∗(Fi+1) ⊂ Fi. Then there exist compact subpolyhedra Qi ⊂ Ri
such that each fi(Qi+1) ⊂ Qi and each Fi lies in the image of Hn(Qi).
Proof. Let Ki, Li and gi be as in the definition of a (K,P )-resolution. Let Mi =
Cl
(
Ri\gi(Li)
)
andM+i = Cl
(
Ri\gi(Li−1)
)
. We have fi(Mi+1) ⊂ Ki and fi(M+i+1) ⊂Mi.
Since each generator of F1 can be represented by a finite simplicial cycle, there exists
a compact subpolyhedron A1 ⊂ R1 such that F1 lies in the image of Hn(A1).
Let us assume that Ak is a compact subpolyhedron of Rk such that Fk lies in the
image of Hn(Ak). Then the image of Fk in Hn(Rk, Ak) is trivial. Therefore the image of
Fk in Hn(Rk, Mk ∪ Ak) is also trivial. Let us note that Mk ∪ Ak = Mk ∪ gk(A˜k), where
A˜k = g
−1
k (Ak) ⊂ Lk ⊂ Lk+1. Let A′k = gk+1(A˜k). The map of pairs (Rk+1, M+k+1∪A′k)→(
Rk, Mk ∪ Ak) given by f1 restricts to a homeomorphism between Rk+1 \ (M+k+1 ∪ A′k)
and Rk \ (Mk ∪ Ak), and therefore induces an isomorphism in homology. So in the
commutative diagram
Fk+1 −−−→ Hn(Rk+1, M+k+1 ∪ A′k)y y
Fk −−−→ Hn(Rk, Mk ∪ Ak)
the right vertical arrow is an isomorphism and the bottom horizontal arrow is trivial.
Hence the top horizontal arrow is also trivial. Therefore Fk+1 lies in the image of
Hn(M
+
k+1∪A′k). Then each generator αi ∈ Fk+1 is the image of some βi ∈ Hn(M+k+1∪A′k),
which can be represented by a finite simplicial cycle. Hence there exists a compact
subpolyhedron Ak+1 ⊂M+k+1 ∪A′k ⊂ Rk+1 such that Fk+1 lies in the image of Hn(Ak+1).
SinceAk+1 ⊂M+k+1∪A′k, we have fk(Ak+1) ⊂Mk∪Ak. Consequently fk
(
fk+1(Ak+2)
) ⊂
fk(Mk+1 ∪ Ak+1) ⊂ Kk ∪ fk(Ak+1). Let Bk = Ak ∪ fk(Ak+1). Then
fk(Bk+1) = fk(Ak+1) ∪ fk
(
fk+1(Ak+2)
) ⊂ Kk ∪ fk(Ak+1) ⊂ Kk ∪Bk.
Finally, let Qk = Kk ∪Bk. Then fk(Qk+1) = fk(Kk+1) ∪ fk(Bk+1) ⊂ Kk ∪Bk = Qk. On
the other hand, Qk = Kk ∪Ak ∪ fk(Ak+1) is a compact subpolyhedron of Rk, and Fk lies
in the image of Hn(Qk) since Ak ⊂ Qk. 

Lemma 4.13. Let f : K → X be a map from a compactum to a Polish space, and
suppose that K = lim
(
. . .
q1−→ Q1 q0−→ Q0
)
and X = lim
(
. . .
r1−→ R1 r0−→ R0
)
, where the Ri
are polyhedra and the Qi are compact polyhedra. Then there exist an increasing sequence
n1, n2, . . . and maps fk : Qnk → Rk such that the diagrams
Qnk+1
fk+1−−−→ Rk+1yqnk+1nk rky
Qnk
fk−−−→ Rk
and
K
f−−−→ Xyq∞nk r∞k y
Qnk
fk−−−→ Rk
commute up to homotopy.
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This particular statement (with possibly non-compact X) seems not easy to locate in
the literature, so we include a quick proof.
Proof. Since Rk is an ANR, the composition K
f−→ X r
∞
k−→ Rk extends to a map
ϕk : Q[mk,∞] → Rk for some mk ∈ N. We may assume without loss of generality that
each mk+1 > mk. Next, since Rk is an ANR, the map X × I ∪Q[mk+1,∞] × {0, 1} → Rk
given by ϕk|Q[mk+1,∞] , by fkϕk+1 and by f∞k pi, where pi : X × I → X is the projection,
extends to a map ψk : Q[nk,∞] × I ∪ Q[mk+1,∞] × {0, 1} → Rk for some nk ∈ N. We may
assume without loss of generality that each nk+1 > nk. Then the maps fk := ϕk|Qnk are
easily seen to satisfy the homotopy commutative diagrams above. 
5. Topology of lim2
5.1. Vanishing of lim2. By a well-known result of R. Goblot, limp+2 Gα = 0 for any
inverse system of abelian groups indexed by a directed set of cofinality ≤ ℵp (see [29] or
[22]). In particular, the Continuum Hypothesis (in the presence of the Axiom of Choice)
implies the vanishing of limpGα for p ≥ 3 for any inverse system of abelian groups Gα
indexed by a directed set of cofinality at most continuum.
Lemma 5.1. Let X be a separable metrizable space.
(a) The set of all compact subsets of X has cardinality at most continuum.
(b) The directed set of the nerves of open covers of X has cofinality at most continuum.
Proof. Let Qi be the standard cubulation of the cube [0, 2i]i into (2i)i cubes with integer
vertices. Every compact subset of the Hilbert cube [0, 1]∞ can be identified with the
inverse limit of the minimal subcomplexes Ki of the cubulations 2−iQi of [0, 1]i contain-
ing the image of X. The finite cubical complex 2−iQi has only finitely many distinct
subcomplexes, and it follows that the set of compact subsets of the Hilbert cube I∞ has
cardinality at most continuum. (In fact, precisely continuum, since there are always at
least two options for each Ki, after K1, . . . , Ki−1 have been selected.) Since there exists
an embedding g of X in I∞, we immediately get (a). Also the set of open neighborhoods
of g(X) has cardinality at most continuum, since their complements are compact subsets
of I∞. This implies (b). 
Corollary 5.2. If X is a separable metrizable space and i ≥ 0, the following statements
cannot be disproved in ZFC:
(a) limpHi(Nβ) = 0 for p ≥ 3, where Nβ run over the nerves of all open covers of X;
(b) limpH i(Kα) = 0 for p ≥ 3, where Kα run over all compact subsets of X.
This suggests the slogan “ lim3, lim4, . . . carry no geometrically relevant information”.
Proposition 5.3. If Gα is an inverse system of abelian groups indexed by a directed set
Λ of cofinality ≤ ℵp and such that limGα surjects onto each Gα, then limp+1 Gα = 0.
In particular, for an inverse system of abelian groups Gα indexed by a directed set of
cofinality at most continuum and such that limGα surjects onto each Gα, the vanishing
of lim2Gα cannot be disproved in ZFC.
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In topology, the requirement that limGα surject onto each Gα is natural for chains
and cochains, rather than homology and cohomology. This will be discussed in more
detail in the next subsection (§5.2).
Proof. Let L = limGα, and let Kα be the kernel of p∞α : L→ Gα. Then the short exact
sequence of inverse systems
0→ Kα → L→ Gα → 0
yields limp+1 Gα ' limp+2Kα for each p ≥ 0, due to limi L = 0 for all i > 0. Thus the
assertion follows from Goblot’s theorem. 
Example 5.4. As observed by Sklyarienko [57; Example 1.2], an inverse system of
abelian groups Gα indexed by a directed poset of cofinality continuum and such that
limGα surjects onto each Gα may have lim1Gα 6= 0 (in ZFC).
Clearly, Π :=
∏
n∈N Z is the direct limit of its finitely generated subgroups. It is well-
known that every finitely generated subgroup of Π is contained in a finitely generated
direct summand of Π (see [17; Proof of Proposition 87.4 and Theorem 85.1]). Hence Π
is also the direct limit of its finitely generated direct summands Fα, where any two, Fα
and Fβ, are contained in a third one, Fγ. Then Hom(Π,Z) is the inverse limit of the
groups Gα := Hom(Fα,Z). Since each inclusion Fα → Π is a split injection, each map
Hom(Π,Z)→ Hom(Fα,Z) is a split surjection (in particular, a surjection). Since the Fα
are finitely generated free abelian groups, lim1Gα ' Ext(colimFα, Z) ' Ext(Π,Z). But
it is well-known that Hom(Π,Z) is isomorphic to Σ :=
⊕
n∈N Z (see [17; Corollary 94.6]),
and consequently Ext(Π,Z) 6= 0 (see [17; Proof of Proposition 99.2] or [20; Proposition
3F.12]; see also [17; Exercise 99.2] concerning the computation of Ext(Π,Z)).
Example 5.5. Kuz’minov constructed (long before [57]) an inverse system of abelian
groups Kα indexed by a directed poset of cofinality continuum such that lim2Kα 6= 0
(in ZFC) [25; §10] (see also [57; Remark after Theorem 1.4]).
Namely, in the notation of the previous example (Example 5.4), Kα = Hom(Π/Fα, Z).
The short exact sequence of direct systems 0 → Fα → Π → Π/Fα → 0 yields a short
exact sequence of inverse systems 0→ Hom(Π/Fα,Z)→ Hom(Π,Z)→ Hom(Fα,Z)→ 0
(the exactness in the last term is due to each Fα being a direct summand in Π), which
can also be written as 0→ Kα → Σ→ Gα → 0. Since limi Σ = 0 for all i > 0, we have
lim2Kα ' lim1Gα 6= 0.
Remark 5.6. The groups Kα of the previous example (Example 5.5) can be equivalently
described as arbitrary direct summands of the group Σ =
⊕
n∈N Z with finitely generated
complements.
Indeed, if H is a subgroup of a group G, let H∗ be the subgroup of Hom(G,Z)
consisting of all homomorphisms whose kernel contains H. The quotient map G→ G/H
induces an injection Hom(G/H, Z) → Hom(G,Z) whose image is clearly H∗. If H is
a direct summand of G, then Hom(G,Z) ' Hom (H ⊕ (G/H), Z) ' Hom(H,Z) ⊕
Hom(G/H, Z) ' Hom(H,Z)⊕H∗, so H∗ is a direct summand of Hom(G,Z). If H is a
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finitely generated direct summand, thenH∗ has a finitely generated complement, namely,
Hom(H,Z). Conversely, if H is a direct summand with finitely generated complement,
that is, G/H is finitely generated, then H∗ ' Hom(G/H, Z) is finitely generated.
Let Φ: G→ Hom (Hom(G, Z), Z) be the natural inclusion given by Φ(g)(f) = f(g).
If g ∈ H and f ∈ H∗, then Φ(g)(f) = 0. Thus Φ(H) ⊂ H∗∗. Now assume that Φ is an
isomorphism (which is indeed the case for G = Σ,Π [17; Corollary 94.6]), that H is a
direct summand in G, and that every g /∈ H lies in a direct summand F containing H
as a direct summand of F and such that F/H is free abelian. (The latter hypothesis
trivially holds in the case G = Σ, by setting F = G; whereas in the case where G = Π
and H is finitely generated we use that the subgroup generated by H and g is contained
in a finitely generated direct summand F , and that G = H ⊕ C and H ⊂ F imply
F = H ⊕ (F ∩ C).) Then for each g /∈ H there exists an f ∈ H∗ such that f(g) 6= 0.
Thus Φ(g) /∈ H∗∗. Since Φ is an isomorphism, we conclude that Φ(H) = H∗∗.
Remark 5.7. It is not hard to see that Kuz’minov’s inverse system {Kα} (see Example
5.5 and Remark 5.6) is cofinal in the inverse system {Kβ} of all subgroups Kβ ⊂ Σ such
that Σ/Kβ is finitely generated, and consequently lim2Kβ = lim2Kα 6= 0.
Indeed, let G ⊂ Σ be such that Σ/G is finitely generated. Since the quotient map
q : Σ → Σ/G is surjective, there exists a finite S ⊂ Σ such that q(S) generates Σ/G.
Let B be a set of free generators of Σ. Since each element of S is a finite Z-linear
combination of elements of B, we have S ⊂ 〈A〉 for some finite A ⊂ B. Then q(A)
also generates Σ/G. Hence for each g ∈ Σ we have q(g) = q(ag) for some ag ∈ 〈A〉.
Let H = 〈x− ax | x ∈ B \ A〉. Then q(H) = {0} and so H ⊂ G. On the other hand
Σ = H ⊕ 〈A〉, where A is finite.
Let us also note that since {Kα} is cofinal in {Kβ} and its indexing poset is directed,
the indexing poset of {Kβ} is also directed.
Example 5.8. There exists a separable metrizable space X that is a union of a directed
collection of its compact subsets Xβ such that lim2H1(Xβ) 6= 0. (It remains unclear
whether lim2H1(K) 6= 0 over all compact K ⊂ X.)
Let Σ be a countable infinite set. Let Q be the product
∏
s∈ΣD
2 of copies of the
2-disc. The linear map D2 = c ∗ S1 → 0 ∗ 1 = [0, 1] = I (extending the constant maps
c→ 0 and S1 → 1) yields a map pi : Q→ I∞ onto I∞ = ∏s∈Σ I. Of course, both Q and
I∞ are copies of the Hilbert cube.
Every subset A ⊂ Σ can be identified with a vertex |A| of I∞, namely the one given
by the indicator function of A, that is, |A| = (ts)s∈Σ, where ts = 1 if s ∈ A and ts = 0
if s /∈ A. If C = (A1 ⊂ · · · ⊂ An) is a nonempty finite chain of subsets of Σ, let |C|
denote the convex hull of {|A1|, . . . , |An|} in I∞. If S is a collection of subsets of Σ, let
|S| denote the union of |C|’s over all nonempty finite chains C = (A1 ⊂ · · · ⊂ An) with
each Ai taken from S. If S is a finite set of cardinality m, then |S| is a triangulated
m-dimensional cube. (Compare the geometric realization of a poset in [38].)
For each A ⊂ Σ let TA denote the subset ∏i∈A S1 × ∏i/∈A c of Q. Clearly, TA =
pi−1(|A|). Let us note that any point (za)a∈A ∈ TA can be identified with a map A→ S1,
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namely the one given by a 7→ za. If B is a subset of A, we have the natural projection
piAB : T
A → TB, which sends any map f : A→ S1 into its restriction f |B : B → S1.
Given a nonempty finite chain C = (A1 ⊂ · · · ⊂ An) of subsets of Σ, let TC = pi−1(|C|).
For the two-element chain C = (B ⊂ A), it is easy to see that TC is homeomorphic to
the mapping cylinder cyl
(
piAB
)
. In general, it is not hard to see that TC is homeomorphic
to the iterated mapping cylinder cyl(piAnAn−1 , . . . , pi
A2
A1
). (The iterated mapping cylinder
cyl(f1, . . . , fn) of a sequence of composable maps X0
f1−→ . . . fn−→ Xn is defined inductively
as the mapping cylinder of the composition cyl(f1, . . . , fn−1)
p−→ Xn−1 fn−→ Xn, where p is
the natural projection.) If S is a collection of subsets of Σ, let T S = pi−1(|S|). Clearly,
T S is the union of TC ’s over all nonempty finite chains C = (A1 ⊂ · · · ⊂ An) with each
Ai taken from S.
From now on, we assume that Σ is in fact the countably generated free abelian group
Σ =
⊕
N Z. If G is a subgroup of Σ, then the topological group Hom(G,S1) can be
regarded as a subset of the set of maps G → S1 and so gets identified with a subset
RG of TG. If G is freely generated by a set A ⊂ G, then the projection piGA : TG → TA
sends RG homeomorphically onto TA. If F is a subgroup of G, then the projection
piGF : T
G → T F restricts to a map ρGF : RG → RF (since the restriction of a homomorphism
to a subgroup is a homomorphism). For the two-element chain C = (F ⊂ G), let
RC ⊂ TC be the mapping cylinder cyl(ρGF ). In general, given a nonempty finite chain
C = (G1 ⊂ · · · ⊂ Gn) of subgroups of Σ, let RC ⊂ TC be the iterated mapping cylinder
cyl(ρGnGn−1 , . . . , ρ
G2
G1
). If S is a collection of subgroups of Σ, let XS ⊂ T S be the union of
XC ’s over all nonempty finite chains C = (G1 ⊂ · · · ⊂ Gn) with each Gi taken from S.
Finally, let W be the collection of all direct summands Kβ of Σ such that Σ/Kβ is
finitely generated. Given a Kβ ∈ W , let Vβ ⊂ W consist of all Kβ’s that contain Kβ.
Then each Xβ := RVβ is compact, and X := RW is the union of all RVβ ’s.
We claim that each RVβ deformation retracts onto RKβ . Indeed, given a closed subset
A ⊂ X whose inclusion in the space X is a cofibration (or equivalently A is a neigh-
borhood deformation retract of X) and a continuous map f : X → Y , then its mapping
cylinder cyl(f) deformation retracts onto the mapping cylinder cyl(f |A) of the restriction
f |A : A→ Y . It follows that the iterated mapping cylinder cyl(f1, . . . , fn) of a sequence
of composable maps X0
f1−→ . . . fn−→ Xn deformation retracts onto the union of all its
iterated mapping subcylinders cyl(fi1 , . . . , fik) excluding cyl(f1, . . . , fn) itself and one
“free face” cyl(f1, . . . , fn−1).
An inductive application of this elementary deformation retraction yields a deforma-
tion retraction of each RVβ onto RKβ . Namely, the triangulated cube |Vβ| is a simplicial
cone with cone vertex |Kβ|. Hence there is a simplicial collapse of |Vβ| onto |Kβ|, with all
intermediate complexes being subcones of |Vβ|. By echoing each elementary simplicial
collapse in this sequence with an elementary deformation retraction as above, we get the
desired deformation retraction of RVβ onto RKβ .
If G is a subgroup of Σ, clearly H1(RG) ' G. Moreover, if F is a subgroup of G, then
ρGF : R
G → RF induces the inclusion F → G on H1. Thus each H1(RVβ) ' H1(RKβ) '
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Kβ, and if Kα is a subgroup of Kβ, the inclusion RVβ ⊂ RVα induces the inclusion
Kα → Kβ on H1. Hence lim2H1(RVβ) ' lim2Kβ 6= 0 by the previous example and
remarks (Example 5.5 and Remarks 5.6, 5.7; the remarks are needed only to simplify
the description of RW ).
5.2. lim2 and τ .
Theorem 5.9. Assume that
(1) lim1Gα = 0, where Gα is the Mardesˇic´–Prasolov inverse system (see Example 1.1)
and
(2) lim3Hβ = 0 for every inverse system Hβ of cofinality at most continuum, where
each Hα is an abelian group of cardinality at most continuum.
Let X be a locally compact separable metrizable space; letKi = ker
(
Hi(X)→ qHi(X)
)
.
Then there is an exact sequence
0→ p1Hi+1(X)→ Ki → pHi(X) τn(X)−−−→ qHi(X)→ q2Hi+1(X)→ Ki−1 → q1Hi(X)→ 0.
As noted above, each of our two assumptions (1), (2) is consistent with ZFC. However,
the author does not know if they are consistent with each other.
The proof is based on the chain complexes for Steenrod–Sitnikov homology from [2].
A part of the proof is similar to that of [34; Satz A].
Proof. Since X is locally compact, it is the limit of an inverse sequence . . . p1−→ P1 p0−→ P0
of locally compact polyhedra and proper maps (see [1; Theorem 4.2]). Moreover, the Pi
come endowed with triangulations or cubulations Li such that each pi is simplicial or
cubical as a map from Li+1 to a certain subdivision of Li (see [1; Remark 4.3(1,3,5)]).
Using the product cell structure of Li× [i−1, i], we make the infinite mapping telescope
P[0,∞) into a cell complex L (that is, a CW complex whose attaching maps are PL
embeddings). Thus P[0,∞] = X ∪ L.
Let κ′ be the set of all mapping subtelescopes K[0,∞) ⊂ P[0,∞) such that each Ki is a
finite subcomplex of Li, and let ν¯ ′ be the set of all mapping subtelescopes N[0,∞) ⊂ P[0,∞)
such that each Ni is a subcomplex of Li and limNi = ∅. Let ν ′ = {Cl(L \ F ) | F ∈ ν¯ ′}.
For a subcomplex A of L and a subcomplex B of A let
Cκ
′
∗ (A,B) = colim
K∈κ′
C∞∗ (A ∩K, B ∩K) ' colim
K∈κ′
lim
N∈ν′
C∗
(
A ∩K, (B ∩K) ∪ (A ∩K ∩N)),
Cν
′
∗ (A,B) = lim
N∈ν′
C∗
(
A, B ∪ (A ∩N)) ' lim
N∈ν′
colim
K∈κ′
C∗
(
A ∩K, (B ∩K) ∪ (A ∩K ∩N)).
Then Cκ′∗ (A,B) ' Cν′∗ (A,B) and Hi(X) ' Hi+1
(
Cν
′
∗ (L,L0)
)
[2; Corollary 5.4 and
Theorem 5.5]. Let us write C∞∗ = Cν
′
∗ (L,L0) and CN∗ = C∗(L, N ∪ L0). Then
C∞∗ = limN∈ν′ C
N
∗ and Hi(X) ' Hi+1(C∞∗ ).
Given a K ∈ κ′, what was just said of L = L[0,∞) applies to K = K[0,∞) as well.
Thus writing C∞K∗ = Cν
′
∗ (K,K0) and CNK∗ = C∗
(
K, (N ∩K) ∪K0
)
, we have C∞K∗ =
limN∈ν′ CNK∗ and Hi(limKi) ' Hi+1(C∞K∗ ).
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Let ZNi = ker
(
CNi
∂−→ CNi−1
)
, BNi = im
(
CNi+1
∂−→ CNi
)
and HNi = Hi(CN∗ ) = ZNi /BNi .
Since L deformation retracts onto L0, we have Hi(L,L0) = 0 for each i. Hence from the
long exact sequence of the triple (L, N∪L0, L0) we getHi(N) ' Hi+1(L, N∪L0) = HNi+1.
Therefore qHi(X) ' limN∈ν′ Hi(N) ' limN∈ν′ HNi+1. Similarly qkHi(X) ' limkN∈ν′ HNi+1.
The short exact sequences
0→ ZNi → CNi → BNi−1 → 0,
0→ BNi → ZNi → HNi → 0
give rise to the long exact sequences of derived functors
· · · → limk CNi → limk BNi−1 → limk+1 ZNi → limk+1CNi → . . . (I)
· · · → limk BNi → limk ZNi → limkHNi → limk+1 BNi → . . . (II)
It is easy to see that the inverse system CNi is isomorphic to the Mardesˇic´–Prasolov
inverse system Gα. Hence by our hypothesis (1), lim1CNi = 0. Moreover, each ho-
momorphism limCNi → CN0i is split surjective, and consequently limBNi → BN0i is also
surjective. Hence by the proof of Proposition 5.3, lim2CNi and lim
2BNi are isomorphic to
lim3 of some inverse systems of the same cofinality and of cardinality at most continuum.
Consequently, our hypothesis (2) implies lim2CNi = 0 and lim
2BNi = lim
3BNi = 0.
Then a leftmost fragment of (I) reduces to
0→ limZNi → limCNi → limBNi−1 → lim1 ZNi → 0 (I′)
along with an isomorphism
lim1BNi−1 ' lim2 ZNi . (I′′)
Similarly, a leftmost fragment of (III) similarly reduces to
0→ limBNi → limZNi → limHNi → lim1BNi → lim1 ZNi → lim1HNi → 0 (II′)
along with an isomorphism
lim2 ZNi ' lim2HNi . (II′′)
Let Z∞i = ker
(
C∞i
lim ∂−−→ C∞i−1
)
, B∞i = im
(
C∞i+1
lim ∂−−→ C∞i
)
and H∞i = Z∞i /B∞i . By
the above Hi(X) ' Hi(C∞∗ ) = H∞i+1.
The boundary map ∂ : CNi → CNi−1 is the composition CNi  BNi−1  CNi−1 of a
surjection and an injection. Hence the boundary map lim ∂ : limCNi → limCNi−1 is
of the form limCNi
f−→ limBNi−1  limCNi−1. Therefore Z∞i = ker lim ∂ = ker f and
B∞i−1 = im lim ∂ ' im f . Taking into account (I′), we get
Z∞i ' limZNi (III)
and a short exact sequence
0→ B∞i−1 → limBNi−1 → lim1 ZNi → 0. (III′)
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On the other hand, the third isomorphism theorem (G/K)/(H/K) ' G/H for abelian
groups K ⊂ H ⊂ G yields a short exact sequence
0→ limBNi /B∞i → limZNi /B∞i → limZNi / limBNi → 0, (IV)
where the inclusions B∞i ⊂ limBNi ⊂ limZNi follow from (II′) and (III′). Using (III)
and (III′) we can rewrite (IV) as
0→ lim1 ZNi+1 → H∞i → limZNi / limBNi → 0. (IV′)
Combining (II′) with (IV′) and using the isomorphisms (I′′) and (II′′), we get
0→ lim1 ZNi+1 → H∞i → limHNi → lim2HNi+1 → lim1 ZNi → lim1HNi → 0. (V)
We can also write the analogue of (V) for each compactK ⊂ X. To this end let ZNKi =
ker
(
CNKi
∂−→ CNKi−1
)
, BNKi = im
(
CNKi+1
∂−→ CNKi
)
and HNKi = Hi(CNK∗ ) = ZNKi /BNKi .
These now have a countable indexing poset, so, in particular, lim2HNKi = 0. Also, by
the above qkHi(limKi) ' limkN∈ν′ HNKi+1 . Hence pkHi(X) ' colimK∈κ′ qkHi(limKi) '
colimK∈κ′ lim
k
N∈ν′ H
NK
i+1 . We also have Hi(X) ' colimK∈κ′ Hi(limKi) by the definition
of Steenrod–Sitnikov homology. Since Hi(X) ' Hi(C∞∗ ) = H∞i+1 and Hi(limKi) '
H∞Ki+1 := Hi+1(C
∞K
∗ ), we get H∞i ' colimH∞Ki .
Upon passing to the direct limit over all compact K ⊂ X, we obtain a commutative
diagram
0 −−−→ colim lim1 ZNKi+1 −−−→ colimH∞Ki −−−→ colim limHNKi −−−→ 0y y y y
0 −−−→ lim1 ZNi+1 −−−→ H∞i −−−→ limHNi −−−→ lim2HNi+1
(VI)
continued as
0 −−−→ colim lim1 ZNKi −−−→ colim lim1HNKi −−−→ 0y y y
lim2HNi+1 −−−→ lim1 ZNi −−−→ lim1HNi −−−→ 0
(VI′)
By the above, the vertical map colimH∞Ki → H∞i in the diagram (VI) is an isomorphism.
Hence ϕ : colim lim1 ZNKi+1 → lim1 ZNi+1 is an injection, ψ : colim limHNKi → limHNi is
a surjection onto the image of the horizontal map H∞i → limHNi , and cokerϕ ' kerψ
(using the third isomorphism theorem (G/K)/(H/K) ' G/H). From (VI′) we also have
colim lim1 ZNKi ' colim lim1HNKi . Using these observations, we can replace the leftmost
half of (V) with something different:
0→ colim lim1HNKi+1 → lim1 ZNi+1 → colim limHNKi → limHNi
→ lim2HNi+1 → lim1 ZNi → lim1HNi → 0. (VII)
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Using the notation of §4.1, (VII) can be rewritten as follows:
0→ p1Hi(X)→ lim1 ZNi+1 → pHi−1(X)→ qHi−1(X)
→ q2Hi(X)→ lim1 ZNi → q1Hi−1(X)→ 0.
Finally, the original exact sequence (V) implies that lim1 ZNi+1 is isomorphic to Ki−1 =
ker
(
Hi−1(X)→ qHi−1(X)
)
. Thus we get
0→ p1Hi(X)→ Ki−1 → pHi−1(X)→ qHi−1(X)→ q2Hi(X)→ Ki−2 → q1Hi−1(X)→ 0.

Conjecture A. If X is a locally compact separable metrizable space, and Nα are the
nerves of its open covers, then lim2Hn(Nα) = 0 for each n.
Conjecture B. If X is a locally compact separable metrizable space, then the homo-
morphism τn(X) : pHn(X)→ qHn(X) is surjective for each n.
Corollary 5.10. Under the assumptions (1), (2) Conjecture A implies Conjecture B
and moreover that there is an exact sequence
0→ p1Hi+1(X)→ q1Hi+1(X)→ pHi(X) τn(X)−−−→ qHi(X)→ 0.
Acknowledgements. I would like to thank F. Pakhomov for useful remarks.
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