We perform large-eddy simulations of neutral atmospheric boundary-layer flow over a cluster of buildings surrounded by relatively flat terrain. The first investigated question is the effect of the level of building detail that can be included in the numerical model, a topic not yet addressed by any previous study. The simplest representation is found to give similar results to more refined representations for the mean flow, but not for turbulence. The wind direction on the other hand is found to be important for both mean and turbulent parameters. As many suburban areas are characterised by the clustering of buildings and homes into small areas separated by surfaces of lower roughness, we look at the adjustment of the atmospheric surface layer as it flows from the smoother terrain to the built-up area. This transition has unexpected impacts on the flow; mainly, a zone of global backscatter (energy transfer from the turbulent eddies to the mean flow) is found at the upstream edge of the built-up area.
will continue to give rise to a complex set of problems concerning the health, safety, and comfort of urban populations.
Urban areas represent an important environment due to the high population density, the strong concentration of economic activity, and the associated land-use modification. Therefore, to address and mitigate the aforementioned problems, an improved understanding of the dynamics of this urban environment, and of its interaction with the surrounding natural systems, is required. Of particular interest are the dynamics of atmospheric flows in built-up areas and their impact on air quality, energy consumption, and urban microclimates. Research efforts concentrating on urban atmospheric dynamics are nevertheless lagging behind our needs and more efforts are required, especially in relation to the understanding of local atmospheric dynamics over cities and the development of adequate parameterisations for urban areas in large-scale numerical models (Britter and Hanna 2003; Coceal and Belcher 2004) .
The basic challenge is related to the heterogeneity and complexity of urban environments combined with a lack of experimental and numerical tools appropriate for sensing and modelling the complex dynamics of urban systems, especially atmospheric flow and transport in urban canopies and flow-structure interactions (Rotach et al. 2002; Cheng and Castro 2002; Xie and Castro 2006) . On the one hand, transport issues concerning pollutants, heat, and moisture are strongly coupled to the fluid dynamics within and over the urban canopy. On the other hand, flow patterns in these regions are strongly modified by the presence of the buildings and of the anthropogenic heat sources.
A related problem also concerns the lack of adequate parameterisations for the interaction of urban areas with their surroundings at larger scales. When weather and global circulation models are used, even large cities only cover the lowest part of one or a few grid cells. In such instances, the physical processes that occur within the building canopies cannot be simulated explicitly and must be parameterised. Development of good parameterisations at the city/regional scale is interconnected with improving our understanding of the neighbourhoodscale and street-scale atmospheric dynamics in urban areas.
In the past two decades, experimental urban canopy studies have been conducted quite extensively with the primary objective of improving the basic understanding of flow and transport in urban environments (Grimmond et al. 1998; Emeis 2004b; Emeis and Turk 2004; Eliasson et al. 2006; Roth et al. 2006) and with the long term aim of improving regionalscale parameterisations of urban surfaces in regional atmospheric models (Grimmond and Oke 1999; Emeis 2004a; Roulet et al. 2005; Coceal and Belcher 2004) . Most of these parameterisations rely on a modified form of the Monin-Obukhov Similarity Theory (MOST, Monin and Obukhov 1954) to compute average vertical fluxes of momentum, heat, and other scalars (see review in Rotach et al. 2002) . MOST is strictly applicable only over homogeneous surfaces, although it has often been used successfully to compute aggregate fluxes over heterogeneous natural terrains (Parlange and Brutsaert 1993; Avissar 1995; Brutsaert 1998; Molod et al. 2003; Bou-Zeid et al. 2004 ). Nevertheless, its universal applicability to aggregate fluxes over complex urban heterogeneities has been questioned by reviews of observational data (Roth 2000) .
Recent studies have proposed more elaborate urban canopy parameterisations by incorporating explicit models for building drag rather than using an average surface roughness (Belcher et al. 2003 ) . Some parameterisations also include models for the energy budget in the urban canopies (Masson 2000; Dupont and Mestayer 2006 ; also see comparison of four models in Roberts et al. 2006 ) including many realistic effects such as shadowing and radiation trapping induced by the street canyons (e.g. Harman and Belcher 2006) .
However, at present it is difficult to assess these parameterisations against realistic data since experimental studies cannot provide complete spatial information and are limited to one site, or at most a few specific sites. This limitation makes measurements of aggregate fluxes, which represent the primary product or output of urban boundary-layer parameterisations, very challenging.
In that regard, the development of accurate numerical techniques to study urban canopy flow is valuable since such techniques provide more complete datasets describing the turbulent urban wind and scalar fields, as well as aggregate fluxes at the city scale. Numerical studies can give complete spatial information and examine a very wide variety of geometries and scenarios. This in turn implies that the physics behind specific flow features and the role of coherent structures and the pressure field can be better studied.
The main challenge for numerical simulations of turbulent flows is the need to parameterize the unresolved physical processes and scales, and then rigorously validate the model. The large-eddy simulation (LES) technique now offers great potential since it minimizes the need for unresolved physics parameterization and hence usually compares better with experimental or field data than the traditional Reynolds-averaged numerical simulations (RANS), where all the scales of turbulence are parameterised (see examples of LES versus RANS comparison in Castro 2006 and Tominaga et al. 2008) . The technique also has been widely used and validated in recent years for natural (Albertson et al. 2001; Lin and Glendening 2002; Bou-Zeid et al. 2005; Kumar et al. 2006; Kleissl et al. 2006 ) and urban (Cai 1999; Kanda et al. 2004; Calhoun et al. 2005; Xie and Li 2005; Zhang et al. 2006; Tseng et al. 2006 ) boundary layers.
This paper uses the code validated in Bou-Zeid et al. (2005) and Kumar et al. (2006) for flat terrain, in Yue et al. (2007a, b) for flow in porous corn canopies, and in Tseng et al. (2006) for built-up areas (see details in Sect. 2) to address an important issue concerning the use of the LES technique for urban environments: how much of the building details need to be included in the modelling domain. To the best of our knowledge, this is the first study of urban-canopy simulations sensitivity to building representation. Subsequently, we examine the effect of discontinuities in the built environment on the flow: except for the centres of medium and large cities, most built environments consist of clusters of building and houses separated by areas with other land-use types (typically with lower roughness). Nevertheless, the effects of transitions from flat/vegetated to built-up terrain, and vice versa, have not yet been adequately addressed.
In Sect. 2, the LES formulation and the numerical details of the numerical code are described. Section 3 presents four simulations with different wind directions and different levels of detail in the representation of the buildings in the numerical domain. In Sect. 4, we compute the average drag exerted by the cluster of buildings on the flow and the effective surface roughness of the buildings, exploring along the way the effect of wind direction and the level of detail in building representation on the results. Section 5 depicts the effect of the buildings on mean and turbulent velocity fields, and in Sect. 6, the adjustment of the incoming flow over the simulated building canopy is explored. The effect of the buildings on the shear production and dissipation of turbulent kinetic energy in the atmosphere is presented in Sect. 7.
The simulated area is the campus of the École Polytechnique Fédérale de Lausanne (EPFL) in Switzerland. The site was selected since it is currently the location of a series of field campaigns to test the use of distributed sensing networks (and new-generation remote sensing systems) in complex urban environments. Ultimately, the aim of the research effort is to develop new approaches and frameworks for combining sensing and modelling tools in urban areas. This paper however deals strictly with the computational modelling part. The campus is more representative of suburban areas with discontinuous clusters of low buildings than of extended large city centres with many high rise towers.
Numerical Simulations
The large-eddy simulation technique has emerged as a tool of choice for high Reynolds number turbulent flows in engineering systems (Piomelli 1999; Sagaut 2003) , oceans (Shen and Yue 2001; Keylock et al. 2005) , rivers (Bradbrook et al. 2000) , and the atmosphere (Albertson and Parlange 1999a, b; Wood 2000; Bou-Zeid et al. 2004 , 2007 Stoll and PorteAgel 2006) .
In the atmosphere, turbulence is mostly present in the atmospheric boundary layer (ABL), where turbulent motions span several orders of magnitude and turbulence is mainly generated by wind shear and buoyancy. The scale of the smallest turbulent motions, the Kolmogorov scale, is on the order of 10 −3 m, while the largest scales are of the size of the boundarylayer depth (≈500-2,000 m). The density of the computational grid required to capture these scales of turbulence is currently far beyond the capacities of even the largest computational efforts (see a discussion of computational costs of turbulent simulations in Celani 2007) . By splitting the turbulent structures into resolved and subgrid-scale, using a filtering operation, LES reduces the density of the computational grid required to capture the large scales of the flow, making unsteady, three-dimensional simulations of high Reynolds number turbulent flows over large domains practicable.
The underlying assumption justifying this approach is that the largest eddies contain most of the energy and are responsible for most of the transport of momentum and scalars. Nonetheless, the effect of the subgrid-scale structures cannot be discarded and appears in the filtered Navier-Stokes equations as the divergence of an additional unknown, the subgridscale (SGS) stress tensor.
The isothermal LES equations in rotational form are solved here to ensure conservation of mass and kinetic energy of the inertial term (Orszag and Pao 1974) ,
where the tilde ( ∼ ) denotes the resolved part of the variables, u i is the fluid velocity in direction i, F i is the mean streamwise pressure forcing, ρ is the fluid density, and τ i j is the deviatoric or anisotropic part of the SGS stress tensor σ i j ,
We solve the equations pre-normalised with the domain-averaged friction velocity at the surface (u * ), the boundary-layer depth (H ), and air density (ρ) so that resultant fields are already normalised with these parameters. Of specific importance for the subsequent analysis is the fact that the simulated velocity profiles are normalised with u * . The forcing term with this normalization becomes F i = P H/ρu 2 * L x = 1, where P is the mean streamwise pressure forcing and L x is the streamwise length of the domain; this represents the balance between mean pressure forcing and surface drag at the bottom of the domain. Note that in the filtered Navier-Stokes equations, the molecular viscous term is neglected because the focus is on very high Reynolds number flows where viscosity is negligible at the resolved scales (its effect is relevant only at much smaller scales) and the wall layer is modelled (as opposed to resolving the viscous sublayer, see Pope 2000) . The isotopic or hydrostatic part of the SGS stress tensor acts as a pressure and is therefore combined with the modified pressure term
The pressure is computed from a Poisson equation obtained by setting the divergence of the momentum equation to zero. This is equivalent to (and hence substitutes for) solving the continuity equation.
To close the system of equations, a parameterization for the subgrid-scale stress is required. The results of large-eddy simulations are quite sensitive to this parameterization especially in the vicinity of solid boundaries where the subgrid-scale fluxes are important and their physics are harder to model (see the discussion in Meneveau and Katz 2000, and an illustration in Bou-Zeid et al. 2005) .
Most SGS parameterisations used in LES rely on the concept of eddy viscosity, ν T , to relate the SGS stress (its deviatoric part) to the resolved rate of strain. The classic eddyviscosity model proposed by Smagorinsky (1963) also uses the mixing-length concept to estimate eddy viscosity according to
where is the grid scale andS i j = 0.5 ∂ũ i /∂ x j + ∂ũ j /∂ x i is the resolved strain rate tensor. The Smagorinsky coefficient, c s , is the only unknown and extensive research has been performed to determine its value. Lilly (1967) was the first to derive the value of c s under homogeneous and isotropic flow conditions; subsequently, several procedures to compute the coefficient dynamically, from information about the smallest resolved scales, have been proposed starting with Germano et al. (1991) . This has allowed the application of the model to realistic flows (very rarely homogeneous and isotropic), and in many ways has represented a massive advance in the field of computational fluid dynamics. Herein, we use a more refined model that takes into account the scale dependence of the model coefficients, which was ignored in Germano et al. (1991) . The details of the development and formulation of this Lagrangian (Meneveau et al. 1996) scale-dependent (Porte-Agel et al. 2000; Bou-Zeid et al. 2008) dynamic SGS model and the numerical details of the code can be found in Bou-Zeid et al. (2005) . In addition to the validation for urban flows presented below, the model has been thoroughly validated for ABL flows over homogeneous and heterogeneous surfaces (Bou-Zeid et al. 2004 , diurnal ABL cycles Kleissl et al. 2006) , and flow in plant canopies (Yue et al. 2007a, b) . The presence of buildings is simulated using the immersed boundary method (IBM) that mimics the effect of the buildings by imposing a virtual body force at each grid node inside the bluff body, such that the flow velocity within the bluff body is reduced to zero. Shear stresses are imposed at the building surfaces using a regular wall-model. Tseng et al. (2006) detail the IBM implementation for the model used here and validate it against wind-tunnel data for flow over a single cube (Lyn and Rodi 1994) and an array of cubes Hanjalic 1999, 2002) . Detailed grid resolution and sensitivity studies were also conducted by Tseng et al. (2006) who concluded that beyond a grid resolution of about 6 3 nodes per cube, results converged and a good match with experimental data was obtained. At a resolution of about 4 3 nodes per cube, the match with experimental results was not as good, but was still representative of the basic flow dynamics, as depicted in Fig. 1 below, reproduced from Tseng et al. (2006) (note that the resolution requirements differ between codes that resolve the viscous sublayer and codes that use wall models, as we do here). Hence, we base the analysis of our results on these guidelines with a resolution of 4 3 nodes per cube being considered adequate only for a qualitative description of the flow.
The code is pseudo-spectral in the horizontal directions, requiring periodic horizontal boundary conditions. These periodic boundary conditions imply that an infinite sequence of (2006), depicting the comparison of experimental data with the LES runs at different resolutions. G1 corresponds to about 4 3 nodes per cube, G2 to 6 3 and G3 to 8 3 . u 1 is the mean streamwise velocity, U 0 is the free stream velocity, D is the dimension of the cube and x and y are the streamwise and vertical directions, respectively similar domains is actually being simulated, which is not desirable in our study. To avoid this effect, an alternative inflow is generated by running a separate simulation of a neutral boundary-layer flow over a flat rough surface (roughness length z 0 = 1 m, representing heterogeneous areas of vegetation and houses). Successive velocity slices (y-z planes) at a fixed location in the inflow simulation are supplied as the inflow into the main simulations of urban canopy flow. These inflow conditions are imposed at the tenth y-z (axial) plane in the domain. A relaxation region is then created between the first and tenth y-z planes to smoothly adjust the velocity field from the periodic inflow (at the first plane) to the imposed inflow (at the tenth plane) and hence avoid numerical problems due to a sudden velocity adjustment in the pseudo-spectral horizontal directions (Tseng et al. 2006) . The upper boundary condition is a free slip and no-penetration surface; at the lower wall and at the building walls, a no-penetration condition is again imposed and the shear stresses are computed using a local law-of-the-wall model:
where κ is the von Karman constant (0.4), z j is the perpendicular distance to the wall in the jth direction, and z 0 is the surface roughness. This formulation uses the velocity filtered at twice the grid scale (û i ) to avoid the overestimation of mean domain stresses (Bou-Zeid et al. 2005) . For the building walls, a roughness length z 0 = 0.01 m is used, while for natural surfaces not covered with buildings, z 0 = 0.1 m.
The Urban Canopy Representations
We are interested in understanding the effect of the complexity of an urban canopy representation on the results of numerical simulations of neutral atmospheric boundary-layer flow (here complexity refers to the level of detail in representing the structures of the real urban canopy in the simulation domain). The results are needed because:
• an urban canopy representation cannot possibly represent the full complexity of the real physical canopy due to computational grid resolution restrictions, and • in most cases, the exact dimensions, location and details of every building are not readily available and are difficult to obtain.
Therefore, the following question arises: how representative are simulations over simplified versions of the real building canopy? In the following, results of large-eddy simulations of neutral ABL flow over different urban canopy representations of the EPFL campus for two different wind directions will be presented. The three urban canopy representations differ in the degree of detail with which they replicate the actual EFPL campus. Figure 2 depicts the three canopy representations and the acronyms of the four simulations: complex representation and west-east wind (C-WE), complex representation and north-south wind (C-NS), medium representation and north-south wind (M-NS), and simple representation and northsouth wind (S-NS).
In the crudest representation, several buildings are lumped together into 12 larger blocks while the medium complexity representation comprises 37 blocks. The most complex representation of the urban canopy is composed of 127 separate blocks. Note that, while the details of the representations are significantly different, the projected surface area of the buildings, perpendicular to the streamwise direction, is about the same for the three representations. This detail will be important later in the analysis. The surfaces in the domain that are not covered with buildings (green surface, roads, parking lots, etc.) are simply simulated as flat surfaces with a prescribed roughness height (z 0 = 0.1 m), as detailed in the wall model section above. The dimensions of the domain are 1,500 × 1,500 × 400 m 3 , and the numerical grid for all simulations comprises 100 × 100 × 80 nodes. The grid spacing is hence 15 m in the two horizontal directions and 5 m in the vertical direction (starting at 2.5 m due to the staggered grid). We simulated north-south winds for all building representation levels, and west-east winds only with the complex representation. Most of the campus buildings are oriented along the north-south direction and different flow patterns are hence expected with different wind directions.
If a typical value of 0.5 m s −1 is used for u * , the timestep is 0.8 s (recalling that the code solves normalised equations where u * does not need to be specified as input). All simulations are integrated for 50,000 timesteps (excluding spin-up or warm-up time) representing around 11.1 h of physical time to ensure robust statistical convergence, given that turbulent departures are computed with respect to a time average, and higher order statistics are required for the analysis. The campus roughly covers an area of 500 × 1,000 m, with most building heights between 15 and 20 m.
The focus of our analysis is mainly on qualitative comparisons between the different campus representations. More accurate quantitative comparisons (which are not of great relevance since they are very specific to the canopy being simulated), especially for the complex campus representation, would require a higher grid resolution (see, for example, the discussion in Xie and Castro 2006) . Nevertheless, domain size requirements for this study and computational feasibility prevent an increase in the numerical resolution at present. These simulations are using 800,000 grid nodes in each simulation and hence the grid size is comparable to the size used in many recent LES studies. Since a doubling of the spatial resolution (which occurs with a halving of the timestep) requires eight times more floating point operations than the current simulations (16 times if the total physical simulation time is to be preserved), it would not be possible to increase the resolution significantly. One can attempt to increase the resolution without increasing the number of grid points by reducing the domain size; however, when this was tested in the current study, it was detrimental to the quality of the results. When a 200-m high domain was simulated (resulting in a doubling of the vertical resolution), we observed that the flow was spuriously accelerated above the campus due to a severe restriction of the flow cross-section (the top is a zero flow boundary). The blockage effect of the campus on the flow cross-section should be minimized, hence we had to maintain a domain height of 400 m. On the other hand, the horizontal domain (L x ) also cannot be reduced since it is related to the vertical domain size (L z ). One needs to maintain a horizontal domain size at least four times greater than the vertical size (which will be the size of the largest eddies) in a periodic large-eddy simulation of the ABL to allow the eddies to evolve before exiting the domain (see, for example, Moeng et al. 2007 ). In our simulations, we went just below the limit of this ratio with an L x /L z = 3.75. In addition, a main objective is to look at the effect of aggregation of the buildings into clusters surrounded by smoother terrain. Hence we need to have an unbuilt area at least equal to that of the campus; this again prevents a reduction in the horizontal size of the domain.
With these limitations on the attainable grid resolution, an assessment of the accuracy of the simulation results is needed to ensure that only the conclusions that can be reliably drawn from this study are addressed. As pointed out earlier, Tseng et al. (2006) showed that a grid resolution of about 6 3 nodes per cube was sufficient for a good match with experimental data using this code. Results with a lower resolution (4 3 nodes) did not match as well with experimental results, but still captured the essential features of the flow. In our study, these grid resolution requirements are critical for the complex representation of the campus. While most buildings in the complex representation are captured with such a resolution of 4 3 nodes or better, the buildings have very complex shapes and aspect ratios and some details of the buildings are not sufficiently resolved. However, the differences between the three campus representations are extensive and most of these differences span more than 6 3 grid nodes. The differences between the representations are therefore well resolved. As such, despite the relatively low resolution of each building detail, the qualitative comparative analysis is expected to be reliable. Specifically, the results will indicate if the flow simulations are sensitive to the campus representation and will yield an estimate of this sensitivity, despite the fact that this estimate may not be highly accurate. The quantitative details anyway pertain only to this specific urban canopy and are of little general interest. Similarly, later results (see below) reveal the general dynamics of the flow as it moves from the low-roughness terrain to the urban canopy and vice versa.
Roughness Length and Drag Coefficient of the Campus
The LES provides normalised velocity profiles (u/u * ) as a function of height; this information can be used to compute the displacement height d and the roughness length of the campus z 0 appearing as parameters in the law-of-the-wall velocity function, which applies under neutral conditions:
where κ is the von Karman constant, u is the average velocity at height z, u * is the friction velocity at the surface, and d is the displacement height. The velocity profiles used to determine d and z 0 were obtained by averaging the streamwise velocity data from the roof of the highest building on the campus (30 m) up to a height of 50 m. This height range was selected to ensure that the internal boundary layer of the urban canopy is captured. The inflow adjustment zone (see code details above) was omitted from the averaging. Nevertheless, the area around the campus was included since we want to determine the effective z 0 and d for the whole domain, and not just for the built-up areas. The z 0 and d determined from these average profiles will obviously depend on the size of the domain; this is an intentional outcome since the aim is to determine the effective aerodynamic parameters (see Bou-Zeid et al. 2004 , 2007 ) that would be used in a mesoscale model where the whole domain, including the space around the campus, covers one grid cell. The simulated campus is a particular example, and we only analyze its results to answer the questions relating to the campus representation requirements and the effect of wind direction. In other applications, the aerodynamic properties of the built-up area alone (without surrounding flat surfaces) are of interest. Tests were performed for this study and confirmed that the resulting values of z 0 and d indeed change with the averaging range. However, these tests also indicated that the effects of building representation, which are the focus of this work, on these aerodynamic properties are very similar regardless of the horizontal extent of profile averaging.
An example of the fit for the C-NW simulation is depicted in Fig. 3 . A linear trend can be detected in the lower 10% of the ABL (where the law-of-the-wall is expected to hold) down to the level of the highest campus roofs (≈30 m). The values of d and z 0 obtained by the linear fitting for all simulations are listed in Table 1 . It is clear from the results that the effect of the campus representation details on the values of z 0 and d is not very significant (about 1% for z 0 and 3% for d). However, the trend is such that increasing building complexity increases z 0 and reduces d; the combination of these two effects indicates that the higher complexity campus representation produces a smoother velocity profile and lower shear at the top of the canopy. To compare the actual effect of the campus representation on the drag we compute the drag coefficient C d as a function of height for neutral conditions:
where τ s is the surface stress. This height-dependent form of the drag coefficient is frequently used in ABL and urban flow applications (Cheng and Castro 2002; Coceal and Belcher 2004) . A unique, height-independent, drag coefficient cannot be formulated for such applications since a unique reference velocity cannot be defined here (similar, for example, to U ∞ used in studying drag coefficients over a cylinder or a flat plate in an infinite fluid). The values of C d at a height of 30 m are reported in Table 1 and the profiles of C d up to a height of 80 m are depicted in Fig. 4 . The values of C d decrease with height as expected. Note the small differences in the C d profiles for the different campus representations when the wind is from the north (NS simulations). This strongly suggests that the difference in the level of detail of the campus representation does not produce a significant difference in the flow at the campus scale (same drag). The conclusion that the details of the campus representation are not relevant for the results when viewed at the campus scale (i.e. when the aggregate atmosphere-campus exchanges are needed) is a new finding of significant relevance. However, this result is not entirely surprising considering that the drag of the campus is mainly a form drag (as concluded also by Xie and Castro 2006) that is insensitive to the representation details and more sensitive to the blockage effect of the campus. This blockage effect is about the same for the three representations since, as noted above, their projected surface areas perpendicular to the wind direction are about the same. The slightly lower form drag of the more "porous" complex representation is probably offset by the slightly higher shear drag due to the additional wall area in that complex representation. These results suggest that urban area parameterisations (in mesoscale or larger scale models) do not need to account for all the details of the buildings or even to consider the smaller buildings in the first place, if the different representations maintain a realistic frontal projected area. On the other hand, the effect of wind direction is more significant. The C-WE simulation has a lower d and a lower z 0 , resulting in a lower C d (by about 5%) as can be seen in Fig. 4 and the last column of Table 1 . This indicates that the campus exerts a lower drag when the wind is from the west. This can be attributed to the campus alignment along the west-east direction; the campus will therefore exert a lower blockage effect and a lower drag when the wind is from that direction (this simple explanation works only for configurations such as the one simulated here where the buildings are rather tightly packed). While these last results are very specific to the building configurations studied here and are probably irrelevant to other urban flow studies, they illustrate that the flow and the aggregate momentum exchange are not insensitive to the wind direction. In fact, when the drag is computed for the campus only (without the surrounding flat area, results not shown here), the effect of the wind direction is even more pronounced. This underscores the complexity of parameterizing built-up areas in coarse meteorological models and the importance of taking wind direction and/or meandering (relative to building configuration) into account. This dependence on the wind direction is indirectly accounted for in models that parameterize d and z 0 for urban areas in terms of the "λ parameters" (see Britter and Hanna (2003) or Grimmond and Oke (1999) for details): λ p = A p /A T and λ f = A f /A T , where A p is the total building plan area (surface covered by buildings when seen from above), A f is the total building frontal area (sum of building surfaces facing the mean wind direction), and A T is the total surface area (the total land area of the urban zone). The wind direction will of course influence A f . In that regard, a thorough testing of the "λ parameters" models for random building configurations and for wind directions that are not perpendicular to the faces of the buildings is needed and can be performed using LES simulations as a benchmark.
Flow Adjustments Upstream, Over, and Downstream of the Campus

Mean Velocity Profiles
As air flows over the campus, both the mean flow and the turbulence are distorted by the interaction with the buildings. In this section, we study this interaction for the north-south flow simulations since it is the only direction that allows us to clearly divide the domain into upwind, over-the-campus, and downwind regions. We also omit the results from the medium complexity campus representation for clarity of presentation, but we verified that they invariably lie between the results of the simplest and most complex representations that are presented here.
We start by analyzing the profiles of streamwise and vertical mean velocities upstream, over, and downstream of the campus; the averages are taken over fluid grid cells only, i.e. the zero fluid velocities in the buildings are not considered. In addition, we subtract the mean vertical profile of the velocities averaged over the whole domain to remove the strong mean vertical trends and emphasize the effect of the campus. These deviations from the mean profiles are depicted in Fig. 5 . The streamwise velocity over the campus is reduced significantly below the top of the buildings (z/H < 0.1) (Fig. 5a) , it increases behind the campus, and at a height of about twice the building heights (z/H = 0.2), it almost recovers its upstream profile. Note also the higher velocity at elevations of z/H > 0.1 over the campus. This speed-up above the buildings is of course expected and compensates for the reduced velocity inside the canopy as the atmospheric flow is diverted over the campus. The effect of this flow diversion over the campus is very clearly illustrated in the vertical velocity profiles of Fig. 5b . Upstream from, and over, the campus, the flow is diverted upwards producing positive vertical velocity profiles. A subsidence (negative vertical velocity) region is found behind the campus where the streamwise flow near the surface accelerates again, drawing air from above. It is interesting to note that in the upstream region, the flow is diverted downwards below the campus top and upwards above the campus top.
For the streamwise velocity profiles in Fig. 5a , the effect of the campus representation details is minimal. On the other hand, the variations due to campus representation are more pronounced in the vertical velocities of Fig. 5b . This can be explained by the fact that the streamwise velocity profiles are strongly affected by the campus drag, which produces significant departures from the domain mean (maximum difference of 1.3 m s −1 ) and the discrepancies due to the campus representation (root-mean-square (rms) difference ≈0.048 m s −1 ) are small in comparison. On the other hand, for vertical velocities, the campus produces maximum departures from the domain mean of about 0.12 m s −1 and the discrepancies due to the campus representation (rms difference ≈0.0073 m s −1 ) are relatively more significant.
The simple campus representation produces the largest upward flow deviation upstream of the campus; while with the complex representation, (more porous canopy and more distributed buildings) upwards flow deviation is more evenly divided between the upstream and over-the-campus zones. These results suggest that the effect of the campus representation complexity on the local simulated velocity profiles, while still small, is more important than its effect on the profiles averaged over the whole domain (previous section). Obviously, 
Root-Mean Square (rms) Velocities and Turbulent Kinetic Energy
The rms velocities in the streamwise (u rms ) and vertical (w rms ) directions are depicted in Fig. 6 , noting once again that the rms values were computed with respect to a time average. Upstream of the campus, the two profiles are "smooth" and almost no differences can be noted between the simple and complex campus representations, as expected. Over the campus, the rms values slightly decrease compared to upstream values for both u rms and w rms . The simple campus representation gives a significantly higher value below and close to the campus top (about 20% higher than the complex campus representation). This suggests that the large structures in the simple representation produce a higher intensity of turbulence than the more numerous but smaller structures in the complex campus representation. Downstream, the turbulence increases again close to the canopy top. Note that for u rms , the peaks in the profiles over and downstream of the campus occur at z/H ≈ 0.1, i.e. at the top of the canopy while the upstream peak occurs at a lower height.
The effect of the buildings on the streamwise velocity rms extends only to a height of z/H ≈ 0.3. As for the mean velocity, the effect on the vertical velocity component is more pronounced and extends much higher, almost to the top of the domain. This again is due to the fact that the perturbation to the flow due to the campus in the vertical direction is significant compared to the "baseline" vertical variation of that component. In the streamwise direction, the vertical profiles are significantly influenced by the drag at the surface and the perturbations due to the campus are relatively less important. Also note the ratio of u rms /w rms > 1 at all heights indicating, as expected in wall bounded flow, a high degree of anisotropy of turbulence especially near the wall.
The profiles in Fig. 6 suggest that the turbulence levels are almost the same upstream, over and downstream of the campus. This is, of course, a simple picture that does not account for Fig. 7 x-z slice with TKE/u 2 * levels for simulation C-NS, averaged in time (over 11.1 h) and in the crossstream direction; black rectangle delineates the extent of the campus the rapid variation of the turbulent kinetic energy (TKE) over the campus. Figure 7 shows an x-z slice with the TKE values averaged in time and in the cross-stream (y) direction over and around the campus (which extends from 475 to 1,050 m in the x direction and up to 30 m in the z direction; the edges of the campus are delineated by the black rectangle in the figure) . The contours are patchy due to cross-stream averaging over the non-uniform building distributions. Note the very high TKE at the upstream edge of the campus (500 to 650 m) and the significant reduction in the TKE as the flow velocity is reduced, and as the campus drag and TKE cascade to the subgrid scales increase further downstream. Behind the campus (x > 1,000 m), a smooth zone of high TKE is observed in the shear layer at the height corresponding to building tops; the high TKE here is due to strong shear production as will be illustrated later. Figure 8 depicts the resolved, SGS, and total Reynolds stresses (sum of resolved and SGS) for the complex representation (the other representations, as expected, gave similar trends subject to the quantitative differences discussed in the previous sections). The resolved stresses are significantly larger than their SGS counterparts almost throughout the domain. However, the single region where the SGS contribution to the total stresses is important is in the direct vicinity of the buildings. The flow dynamics in this zone are of course very important and having to rely on the SGS model to compute a significant part of the total stress is inconvenient. However, the LES technique cannot avoid this problem if flows with a realistic Reynolds number (∼10 8 in the ABL) are to be simulated (precluding LES with near-wall resolution, see Pope 2000) . Improved grid resolution in urban areas (through grid refinement or increases in computational resources) reduces the SGS contribution in the urban canopy and increases the range of the resolved scales; this should have a positive effect on the quality of large-eddy simulations (Cheng and Castro 2002; Tseng et al. 2006) . Note that over flat homogeneous surfaces, LES results should converge beyond a given resolution if the grid size is in the inertial subrange. For simulations with complex geometries on the other hand, the geometry of the problem (rather than the limits of the inertial subrange) may in many cases dictate the requirements on the grid resolution. Another very interesting feature in Fig. 8 is the zone of negative stresses that indicates an upward transfer of momentum close to the surface, between x ≈ 475 and 575 m, above which is a zone of strong positive stresses (downward momentum transfer). This indicates that a very strong momentum sink exists in this zone at a height of 20-30 m; this zone corresponds to the building canopy top at the upstream edge of the campus. In that region, we find that a very strong shear (du/dz) exists (much higher than du/dz at the surface) since the flow above the campus has not yet adjusted to the roughness of the campus while the flow inside the campus has decelerated. Further downstream, the flow above and inside the campus adjusts to the new surface, the shear is reduced, and the downwards momentum transfer is more evenly distributed across the depth of the canopy. Towards the downstream edge of the campus (after 800 m), the building density is reduced (see Fig. 2 ) and the flow accelerates again; strong downward momentum transfer is again observed as the ground becomes the main momentum sink.
Stresses
The causes of this upward transfer of momentum at the leading edge are not the same as for the upward transfer observed in forests (Lee and Black 1993) , where the flow near the surface (through the tree stems) has a higher velocity than the flow above (through the tree crowns) (Shaw 1977) . In that case, the crowns act as a momentum sink and momentum is transferred from the stem zone to the crown zone possibly throughout the canopy. In our study, the upward transfer is limited to the upstream edge of the campus. This local upward momentum transfer in building canopies is observed if the buildings are clustered into small "neighbourhoods" with low roughness areas in between. The effect of this horizontal variability (acceleration and deceleration of the flow) on the dynamics of the atmospheric flow and on land-atmosphere exchanges in built-up areas has not been adequately studied to date.
TKE Budget over the Campus
The mean (overbar) resolved (tilde) turbulent kinetic energy (ẽ) equation can be written as:
where the overbar denotes Reynolds averaging, and was taken as the temporal mean over the whole simulation in our analysis since spatial means are not well defined in complex domains (no spatial direction with homogeneous turbulence statistics). The prime denotes the turbulent component of the variable, and all other variables are as defined previously. The equation omits the buoyancy production or destruction term, which is not relevant for neutral flows, as well as the viscous dissipation, which is not significant at the scales resolved in LES with wall modelling. In our simulations, the unsteady term (∂/∂t) can be neglected since steady state conditions are established. The two terms on the left represent the material derivative ofẽ. The first term on the right is the shear production or destruction, the second term is the turbulent transport, the third is the pressure transport, the fourth is the SGS transport, and the fifth is the "SGS dissipation", i.e. the flux of TKE from the resolved to the subgrid scales. The last term is a sink of resolved TKE due to the force exerted by the buildings on the flow, f i . We focus our attention on the shear production and SGS dissipation of TKE. Figure 9 shows the time-averaged and cross-stream-averaged SGS dissipation, and as expected, SGS dissipation is large inside the canopy; this is probably due to two factors: (i) strong shear inside the canopy increases the production of TKE (see below), which has to be partially balanced by higher dissipation, and (ii) this TKE production is mostly at small scales (on the order of the street canyon size, i.e. slightly larger than the grid scale) that have shorter turnover times and rapidly transfer their energy to the (spectrally close) smaller subgrid scales. Figure 10 depicts the shear production term; as explained above, this production is high inside the building canopy. The contours are again patchy due to the cross-stream averaging over the non-uniform building distribution; however, a uniform area of very high production can be noted at the downstream edge of the campus. The striking feature in Fig. 10 is the relatively large area of global backscatter (negative shear production) indicating that the kinetic energy is being transferred from the turbulent motions to the mean flow. Global backscatter is not common and very particular flow conditions are needed to produce this transfer of energy (see Liberzon et al. 2005 and Chen et al. 2006) . Liberzon et al. (2005) studied the occurrence of negative TKE production in a buoyant flow (Rayleigh-Bénard convection) and in a mechanical agitated neutral shear flow. They concluded that regions of negative shear production occur where the mean velocity vectorū is noticeably aligned with the first eigenvector of the strain rate tensor S i j = 0.5 ∂u i /∂ x j + ∂u j /∂ x i (corresponding to the largest positive eigenvalue, i.e. to stretching motions). We checked this alignment (the cosine of the angle of the velocity vector and the first eigenvector of the resolved part of the strain rate tensor) and plotted the results in Fig. 11 . Higher values of the cosine indicate a better alignment. Indeed we make the same observation as Liberzon et al. (2005) and note the strong alignment in the same region (475 m < x < 575 m). However, we also observe that, while strong global backscatter seems to start at a height of about 10 m in that area, the alignment is not very strong until a height of 25 m is reached. In any case, this observation does not explain what flow conditions tend to favour such an alignment and the backscatter of energy to the mean flow. Chen et al. (2006) also observed global backscatter in experiments of a rapid cycle of straining and destraining and attributed the backscatter in their experiments to "a mismatch between the orientation of straining and the magnitude of Reynolds stresses generated by prior processes". The mean resolved strain rate (∂ũ i /∂ x j ) adjusts more rapidly than the resolved Reynolds-stress tensor (−ũ iũ j ), causing such a mismatch when the flow undergoes sudden distortions. Therefore, in zones where such a mismatch occurs, the flow geometry might allow global backscatter. The upstream edge of the campus is certainly characterised by strong streamwise and vertical variations and in that area the strain adjusts very rapidly. The stress however, as depicted in Fig. 8 , only starts adjusting after x ≈ 575 m, which corresponds very well to the area where the shear production becomes positive again. Also note that the zone of global backscatter (Fig. 10) extends beyond the zone of upwards momentum transfer (lower part of Fig. 8) . Instead, the global backscatter zone matches with the whole region where the stresses are strong and are continuing to adjust to the new building roughness, hence supporting the explanation of Chen et al. (2006) .
Forward scatter is understood to be mainly caused by the stretching of vortices by the strain rate, leading to a cascade of energy to smaller scales. Backscatter, on the other hand, is due to the compression of these vortices by the strain rate in the fluid. At the leading edge of the campus, the strain rate adjusts to the new flow geometry rapidly while the stresses and vortices are still representative of upstream conditions. When the mismatch leads to compression of these vortices and to the final transfer of their energy to the mean flow, backscatter is observed. However, further detailed analysis is required to fully understand the flow dynamics leading to this global backscatter at the leading edge of the campus.
Summary and Conclusion
Four large-eddy simulations of neutral ABL flow over a built-up area were performed with the aim of determining the effect of building representation detail on atmospheric flow and its adjustment as it passes from flat to built-up surfaces and vice versa. Three simulations had the same wind direction but varying level of building details included in the modelling domain. The fourth simulation had a well-detailed building representation but a different wind direction.
For each simulation, the average drag, effective roughness, and displacement height were computed illustrating how high resolution local simulations can be performed to compute aerodynamic parameters that can be subsequently used to parameterize a building canopy in coarser models. The different wind directions had a non-negligible impact on the results (C d , z o and d) due to the preferential north-south orientation of the individual buildings and the preferential west-east orientation of the building cluster studied here. Consequently, the meandering of the mean wind will also have an effect on the drag exerted by the canopy and should be considered as well in parameterisations of urban areas.
On the other hand, the campus representations of increasing complexity yielded very similar results. The small-scale details of the canopy did not seem to affect the mean flow and aerodynamic parameters significantly, implying that a high level of detail in representing the canopy in local models is not needed if the aim is to upscale the results to coarser models. This also indicates that the urban canopy models (for example, models based on the λ parameters) do not require highly detailed morphometric data to yield realistic results and that such model formulations should not be sensitive to the small morphometric details in the first place. The relevant parameter is the projected frontal area, which directly leads to flow blockage and form drag. Our different models of the urban canopy were constructed to have very similar projected frontal areas, and our conclusions are therefore only confirmed under such conditions.
The mean velocity profiles upstream, over, and downstream of the building cluster for the different simulations were also analyzed and indicated moderate differences between the simulations with different campus representations. For the turbulent components, however, the effect of the different campus representations was more important, with differences between the campus models reaching up to 20 percent. The vertical components of both the mean and turbulent velocities were found to be more sensitive to the campus representation than the streamwise components. Analysis of the stresses indicates that the subgrid-scale part is important in and close to the campus.
This suggests that inclusion of a high level of detail in a building representation remains important in local models if the aim is to simulate the flow and the transport of pollutants at the street or canopy scale. For such simulations, the highest attainable grid resolution should be used all through the urban canopy (not just over the buildings). This will have a positive effect on the grid resolution of the buildings and at the same time will reduce the modelled SGS fraction of the turbulent stresses, allowing more turbulent scales to be directly resolved. However, morphometric data might often be available at a resolution that cannot be captured in the local simulation due to grid resolution restrictions. In such instances, regardless of the aim of the simulation (upscaling or local flow dynamics), we recommend constructing the simplified version of the canopy so as to have the same λ parameters as the high-detail morphometric data.
This study also investigated the flow adjustment from a flat/vegetated to a built-up area and back to a flat/vegetated area. The TKE was shown to be very high at the upstream edge of the campus and to decrease very rapidly as the air flows through the building canopy, only to increase again downstream from the campus. The shear production and dissipation of the TKE were also analyzed and a region with strong "global backscatter" was observed at the upstream edge of the campus, indicating a transfer of energy from the turbulence to the mean flow. The global backscatter can be attributed to a mismatch (imbalance) of the strain and the stress in the flow that occurs when sudden perturbations are imposed. This, along with the strong variations in the velocities, stresses, and TKE as the air flows over the building cluster, underlines the importance of including surface variability in urban canopy models.
At present, most urban canopy models are based exclusively on the properties of the canopy and exclude the effect of the surroundings; therefore, the effects of these strong streamwise flow variations are not included in these models. These variations, and hence the horizontal spatial scale of the urban canopy, will have an important effect on the canopy-atmosphere exchange rates, just as with variable natural terrain (Bou-Zeid et al. 2007 ). Therefore, a heterogeneous suburban canopy cannot be adequately parameterised without consideration of its subgrid spatial variability, relative to the grids of regional or global atmospheric models.
