Abstract: A method for in situ estimation of the acoustic impedance of surfaces in interiors is introduced in this paper. The key difference with traditional in situ measurement techniques is the use of an inverse acoustic boundary framework which allows us to overcome some geometry constraints from previous methods (such as the planar-surface requirement and placement of microphone arrays). Furthermore, estimation of the acoustic impedance of not only one but all the surfaces is possible provided that local reaction is the predominant effect, and the following parameters are known: geometry of the surfaces, sound pressure at a number of arbitrary points in the interior field and the strength of the sound source. The estimation of the acoustic impedance at each surface is achieved by the solution of an optimization problem formulated from the linear equations of the boundary element method (BEM) applied to the discretized interior boundaries of an interior space. Previous work on similar methods have reported examples with numerical simulations. The work in this paper goes further and numerical examples together with results obtained with experimental data are presented.
INTRODUCTION
Since around seven decades ago, several techniques for the measurement of sound absorption and acoustic impedance of the materials have been proposed [1] . Among them, laboratory methods (e.g. reverberation room and impedance tube) are extensively used providing important information about the test materials during an acoustic design stage. These methods, however, rely on assumptions of ideal acoustic conditions that in practice are not frequently met. For this reason, several in situ measurement techniques were developed. For example, one of the most widely used basic principles for in situ measurements is based on the use of two microphones to measure the direct and reflected sound over a planar test surface (e.g. [2] [3] [4] ). In this approach the reflection coefficient is computed from the amplitude and phase relationships between the sound from the source and the reflected sound. While this technique is accurate at high frequencies, it will fail if unwanted reflections from other surfaces cannot be removed, or if non-plane wave reflections are predominant. These conditions are translated into geometrical constraints such as: a) the measurements should be performed in free field, or at least in a large space where the unwanted reflective surfaces are far enough, b) the test surface should be large, otherwise the accuracy at low frequency is poor, c) the microphones should be apart from the test surface so as to provide suitable measurement of the direct and reflected sound, but close enough so that undesired reflections can be clustered.
In efforts to overcome some of the above constraints, a method that uses a particle velocity and a sound pressure sensors integrated in a single package (named ''microflown'') has been developed [5] . By measuring the particle velocity and the sound pressure placing the microflown close to the test surface, the acoustic impedance of the normal and oblique incidence is calculated. Therefore, what this technique actually measures is the acoustic impedance of the incident wave at the near vicinity of the surface. Moreover, before performing the measurements, the microflown, together with the sound source, has to be calibrated either in a standing wave tube or in free field.
Another technique reported in [6] uses the sound of the surrounding ambient as source, hence eliminating the need of a speaker, and consequently the microphone-speaker calibration. In this approach the complex acoustic impedance of planar surfaces is estimated from the transfer functions of a pair of microphones collocated at prescribed distances from the test surface. Although this method is claimed to be universally applicable [6] , a key step in the estimation of the transfer functions is to average the measured data over time and angle of incidence, which in turn implicitly imposes a strong assumption of random incidence of plane waves in a diffuse field (with almost no directivity), condition which in practical situations is hardly achieved.
In contrast to the traditional methods discussed above, a method which is applicable to arbitrary-shape surfaces is described in the following paragraphs. To estimate the normal-incidence acoustic impedance of all the surfaces within a room, the proposed algorithm takes as input: 1) the geometric model of the room, 2) the position and strength of a harmonically vibrating sound source, and 3) a set of sound pressures measured at arbitrary points in the interior field using a single microphone. The estimation of the acoustic impedance of the surfaces is formulated as an inverse boundary problem in which the boundary values of a bounded homogeneous domain are to be found from samples of the interior field governed by a wave propagation model. Similar acoustical inverse approaches have been studied before to localize and estimate the vibration strength on the surface of vibrating objects. The near-field acoustic holography (NAH) is the most representative technique in this context (e.g. [7] [8] [9] ). On the other hand, scarce work in this context has been done for the in situ measurement of acoustic impedance. Nevertheless, one of the firsts attempts to estimate the acoustic impedance of interior surfaces was reported in [10] , where the inverse formulation of the boundary problem is based on the finite element mehtod (FEM) framework in combination with evolution strategies (ES). Although FEM is widely used in many acoustic analyses, let us note that the boundary element method (BEM) is a more efficient numerical tool to model the interaction between the boundary parameters and the interior sound field. Furthermore, in virtue of the linear equations derived from the BEM formulation and the prior knowledge of the geometric segmentation of the surfaces, it is possible to derive an iterative algorithm that estimates the acoustic impedances of the surfaces. Let us remark also that, while numerical examples are shown in [10] , an experimental setup in a controlled environment together with preliminary results are presented in further sections of this paper.
THEORETICAL FRAMEWORK
2.1. The Boundary Element Formulation of the Interior Field Consider a sound field bounded by an arbitrary surface S where a subsegment S v is harmonically vibrating at a frequency ! and radiating sound into the interior field, as depicted in Fig. 1 . The boundary conditions at the nodal points r S on S, namely the sound pressure p S and the particle velocity v S , are related to the sound pressure p f at any point r f in the interior by the Kirchhoff-Helmholtz integral equation
where Gðr S ; r f Þ denotes the three dimensional Green's function G ¼ e À jkr =4r, with r ¼ jr S À r f j, k the wave number, the density of the field, and j ¼ ffiffiffiffiffiffi ffi À1 p . Note in Eq. (1) that prescribing boundary values to p S and v S , the sound field p f can be readily predicted (the forward analysis). However, in the inverse problem, both p S and v S are unknown, and the sound pressure p f at different points represents input data directly measured from the test field. Therefore, if p f is measured at M positions, and S is discretized into N nodes, a linear system of equations can be stated in a matrix equation using the discrete form of Eq. (1) [11] , as follows:
When constant elements on S and one node in their centroid is considered, the entries of the matrices A f and B f can be computed by the operators . . . ; M and k ¼ 1; 2; . . . ; N. In a similar way, if the points r f are chosen to match the surface nodes, the following linear system is derived:
Furthermore, since the vibration strength of the sound source is assumed to be known, the corresponding nodal values become input data and Eq. (2) can be rewritten as
denoting by b v v S and b B B f the known nodal particle velocities and their corresponding influence coefficients, and by e v v S the unknowns with their corresponding known influence coefficients e B B f . Equation (5) describes the relationship between all the elements of the acoustic system: the sound source, the boundary S, and the interior field.
Statement of the Problem
Let us suppose that in a given room the acoustic impedances of the interior surfaces S 1 ; S 2 ; . . . ; S n are to be estimated. Assume also that one harmonic sound source (a speaker) produces a steady-state field in which the complex sound pressure at M arbitrary points is measured using a microphone, as illustrated in Fig. 2 . The acoustic impedance z S at any point x on the surfaces is given by the relation:
Noting that the following are known parameters: 1) the geometry of the room, 2) information of the sound source (i.e. its location, vibration strength, phase and frequency), and 3) a set of sound pressures measured at M random points in the field, then the task is to recover the impedance values of the interior surfaces as defined by Eq. (6).
Estimation of the Acoustic Impedances:
The T-SVD Based Approach In inverse acoustics, a widely used approach to recover the p S and v S is based on singular value decomposition (SVD) analysis. This method consists on solving the BEM equations for one unknown boundary parameter at a time. In addition, truncation of some singular values (known as truncated-SVD or T-SVD [8, 12, 13] ,) is done to reduce the sensitivity to noise. This approach is briefly discussed here for the purpose of comparisons in further numerical examples.
First, let us observe that equations (2) and (4) form a linear system of two equations with two unknowns, hence they can be combined to solve for one unknown, for example v S , yielding
where
Notice that the degrees of freedom (DOF) of Eq. (7) is therefore OðNÞ. Because the matrix D is usually rank-deficient, Eq. (7) has to be solved in the least-squares sense using regularization techniques such as truncated-SVD analysis as follows.
Let 
in which u i and w i are the left and right singular vectors respectively. Using the orthonormal properties of U and W, the solution of Eq. (7) for v S takes the form
From Eq. (9) note that the effect of the singular values i 's over p f is an scaling factor. In practice, when the measurements of p f are taken on the surface matching the nodal points, as in Fig. 3a , the computation of the influence matrices A's and B's of Eqs. (2) and (4) produces a full-rank D matrix in Eq. (7), but as soon as the measurements points are placed in the interior field (out of the surface, as in Fig. 3b ), some rows of D tend to become linearly dependent making D rank-deficient. This effect is observed as a rapid decay of the singular values i 's into small values (Fig. 3c , dotted line), which in turn makes the system sensitive to perturbations in p f by amplifying the noise components. Therefore, in order to reduce the sensitiveness to noise, the regularization by truncation consists on discarding an appropriate number ðN À Þ of the smallest singular values. Thus, the solution of Eq. (7) Fig. 2 Inverse estimation of the acoustic impedances on the surfaces of a room.
where D þ is the so-called pseudo-inverse of D. Several criteria for the choice of the truncation number have been suggested in the literature, and a detailed description of some of them can be found in [14] .
Once v S is known, back substitution in Eqs. (2) and (4) yields the solution of p S , and the normal acoustic impedance at each node can be computed as in Eq. (6).
Iterative Estimation of the Acoustic Impedances
A drawback of the T-SVD approach is its high sensitivity to noise. Experience of previous work (e.g. [9, 12, 13] ) has shown also that the estimation of v S and p S by this method tends to become more unstable as the DOF (i.e. the number of surface nodes) increases. On the other hand, it is possible to estimate the acoustic impedances of the surfaces in a more straightforward way and with reduced DOF leading to an improvement of noise sensitivity.
For simplicity, let us consider the geometry model of an empty room in which the surfaces have been clustered in such a way that each surface is define by a single homogeneous material (for example, information of appearance such as texture and color can be used to infer homogeneous regions), resulting in a total of n different surfaces fS i jS ¼ S 1 [ S 2 . . . S n ; 8i ¼ 1; 2; . . . ; ng, as illustrated in Figure 2 . Thus, recalling the BEM formulation given in a previous section, two matrix equations can be derived by including the effect of the acoustic impedance z S of the surfaces into Eqs. (4) and (5):
and
where the elements of C S and C f are computed as
Let us further assume that each z S;k is basically determined by the local reaction at the incident point, (i.e. locally reactive surfaces), then, because the surfaces have been segmented by homogeneity, the following approximation holds:
or
where m i indicates the number of discrete nodes that belong to the i-th surface. Therefore, the original problem turns into that of finding the parameters Z i 's of the n surfaces. Following the definition of the coefficients c i;k in Eq. (13), the nodal impedances can be grouped in accordance to Eq. (15), and Eq. (12) 
. .
Writing Eq. (16) 
where hÁi indicates a column-grouped matrix, andp
In Eq. (16) there are still two unknowns, namely the impedance values Z i 's and the nodal volume velocities v v S , but in contrast to Eq. (7), an iterative optimization procedure can be now applied to find the desired surface impedances, as described in Algorithm 1 below.
At the first iteration (l ¼ 0) of the procedure, the optimization is started with an initial guess of impedances z ð0Þ ¼ fZ
where p g is a set of M sound pressures predicted at the same points of p f using z ðlþ1Þ through steps 4 and 5. The vectors p G and p F are respectively the sound pressures p g and p f taken in dB's.
The operator k k indicates the euclidian norm. At step 3 of the Algorithm 1, the update of z ð'þ1Þ involves a minimization problem (i.e. Eq. (19)) which is solved by nonlinear optimization using a Sequential Quadratic Programming (SQP) method. The implementation of this method is based on the algorithms described in [15, 16] , and is available as a function in the commercial software Matlab. Moreover, this function allows the user to input the bounds on the solution space indicated as Z min z Z max . In practice, when the impedance of the materials is visualized in terms of the absorption coefficient , positive values of the latter are expected. Hence, from the definition of the absorption coefficient and the observation of its general behavior with respect to the real and imaginary parts of Z (see Fig. 4 ), the bounds of the solution space are prescribed as 0 < Refzg Z max and Z min Imfzg Z max .
Let us further note that the DOF of the optimization problem (19) is n, i.e. the number of different surfaces in the room, while in the T-SVD based approach discussed before, the DOF is N (where n ( N). Dealing with the inverse of a rank-deficient matrix is also avoided in the iterative approach by solving instead the optimization problem of Eq. (19). These makes the algorithm less sensitive to noise and allows us to place the measurement points at arbitrary locations in the interior field giving meaningful results after the analysis, as will be shown in the following numerical simulations.
NUMERICAL EXAMPLE
The geometry chosen for a numerical example is the 3D model of a realistic office room, which is shown in Fig. 5 .
For a BEM analysis, the model is meshed using N ¼ 1;044 triangular-isoparametric elements with a maximum edge size of 0.24 m, allowing a frequency analysis up to 125 Hz (i.e. six elements per wavelength). The simulation test consists on recovering the acoustic impedance values of the interior surfaces from M field measurements simulated at uniformly distributed points in the field, using both the T-SVD and the iterative approaches. In the forward analysis, the set of M field pressures p f is generated by manually assigning surface impedances relative to the impedance of the propagation media (Z 0 ¼ c). Table 1 shows the assessment of the surface impedances whose values have been arbitrarily assigned only with real part for simplicity. Once p f is computed, the effect of the noise in the measurements is artificially simulated by adding broadband noise with a given signal to noise ratio (SNR) as follows: e ¼ ð2 À 1Þ Á kp f k kk Á 10 ÀSNR=10 ;
where is an M-length vector whose elements are uniformly distributed within the interval ð0; 1Þ. Thus, p e represents the simulated measurements.
In the case of the T-SVD analysis, the value of is computed using the L-curve approach [14] . Figure 6 shows an example of the optimum value of in the L-curve plot. For the optimization step of the iterative approach (step 3 of Algorithm 1), the solution space is constrained to ðZ min ¼ À500Þ z ðZ max ¼ 500Þ, and the initial guess is set to z ð0Þ ¼ 1 (i.e. the relative acoustic impedance of the propagation media).
The performance of the iterative algorithm is illustrated in Fig. 7 . The results of this numerical example are shown in Fig. 8 for the cases when SNR = {1 dB (noiseless), 60 dB, 25 dB}. From these results it can be observed that both methods successfully recovered the surface impedances when the measurements are free from noise. However, when noise is attached to the data, the accuracy of the 
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T-SVD approach is greatly degenerated (as seen in Fig. 8c ), while the iterative approach converged, in the worst case, to a value of 0.42 (in a normalized scale) and still giving meaningful impedance values. On the other hand, the selection of an appropriate threshold is crucial. If too small values of are chosen, the condition of Eq. (21) is frequently not satisfied and the process has to be stopped before the solutions at each iteration start to fit the noise in the data. For this numerical example, has been assign as small as 1 Â 10 À2 which was successfully satisfied for the cases of SNR = {noiseless, 60 dB} (see Fig. 7 ). The process was prematurely stopped for the case of SNR ¼ 25 dB. While the parameter , together with a minimum-improvement threshold, has been used to stop the iterations in the current implementation, a universally applicable stopping criterion is still a subject of research.
In general, the iterative approach was proved to be robust to noise and therefore suitable for practical applications. For this reason, only the iterative method will be further considered for experimental tests.
EXPERIMENTAL SETUP
Preliminary experiments consisted on attempting to estimate the acoustic impedance of the interior surfaces of a 30 mm thick-acrylic reverberation chamber whose dimensions are shown in the diagram of Fig. 9 . In this chamber, different types of surfaces were setup by installing three commonly used acoustic absorbents: glass wool 50 mm À 32 kg/m 3 , glass wool 15 mm À 32 kg/m 3 , and wool felt 5 mm À 96 kg/m 3 . Figure 10a shows the location of these test surfaces.
The physical parameters to be measured during the experiments are the vibration velocity of the sound source and M sound pressures (amplitude and phase) which are expressed respectively as follows:
For a steady state analysis the time factor can be omitted. If in addition the phase of the source signal is v ¼ 0, then the amplitude jVj is directly observed from the Laser Doppler Vibrometer (LDV). jPj and the phase f are obtained from the microphone and the LDV signals.
In the data analysis stage, the 3D coordinates of the measurements must be known. Thus, the location of the microphone at the time of recording each sound sample is estimated in real-time by 3D stereoscopic-tracking employing the four overhead video cameras. These cameras are easily mounted in the interior of the chamber, and their size (3 Â 3 Â 5 cm) is comparably smaller than the analysis wavelengths allowing us to neglect their acoustic scattering effect.
Although the microphone can be freely moved in the interior space while the speaker is emitting a tone, the speed (in m/s) at which the microphone can be displaced is constrained by the frequency f s of the tone, otherwise the doppler effect will introduce inaccurate measurements. Hence, from the doppler relation formula, is given by
where c is the velocity of sound in the medium, and is the tolerated frequency deviation (in Hz) of the signal observed at the microphone. The frequency range for the experiments is 60 Hz to 240 Hz with steps of 20 Hz. At each analysis frequency, M ¼ 2N sound pressures were measured in the interior field.
For the BEM analysis of the experimental data, the chamber is modeled with a mesh of 1446 triangularisoparametric elements. The model of the homogenous surfaces in the interior are defined as it is shown in Fig. 10a : surface type #1) two lateral walls covered with the 50 mm glass wool, surface type #2) the floor covered with the 5 mm felt, and surface type #3) a rectangle area on a lateral wall covered with the 5 mm glass wool. The bare walls and ceiling of the chamber are considered as rigid boundaries in the model.
When performing the experiments, the carrier that holds the microphone (see Fig. 10b ) allows displacement only in the horizontal plane. Therefore, the M measurements are distributed in planes with equidistant hight. Figure 11 shows two examples of the sound pressures acquired by the implemented measurement system.
EXPERIMENTAL RESULTS
To start the iterations of the Algorithm 1, the initial guess was set to z ð0Þ ¼ 1. Furthermore, the unknown surface impedances were assumed to lie within the normalized bounds 0 < Refzg < 1;000 and À1;000 < Imfzg < 1;000. Using these initialization settings, the iterative process performed as shown in Fig. 12 . Lets us note first that in none of the analysis the specified stopping threshold ¼ 0:01 (or 1%, in the percent of the normalized range) was achieved. The closest was 0.017 for the case of 80 Hz. Nevertheless, the algorithm converged to the experimental results that are shown in Fig. 13 where the real and imaginary part of the normalized acoustic impedance is plotted for each test material. These impedances are further visualized in terms of the absorption coefficients in Fig. 14. Fig. 12 Convergence history of the iterative estimation of the surface impedances using experimental data.
During the analysis of the experimental data, the iterative process (Algorithm 1) has been run with four different subsets of M ¼ N arbitrary measurements out of the total M ¼ 2N acquired. Thus for each frequency, the mean and standard deviation of the error between the predicted and actual sound field in dB's jp G À p F j has been plotted in Fig. 15 . The validation of experimental results is often done by comparisons with the ground-truth data or with results obtained by other measurement methods. However, by the time of preparation of this material, there is still no other practical method to estimate the acoustic impedances of the surfaces under similar conditions (i.e. in an enclosed space with different types of materials interacting with each other). Therefore, this lack of true data impedes an immediate validation of the method, but in the other hand, the rates of Fig. 15 can give margins of the expected error within the specified frequency when numerical simulations with the model of the chamber and the tested materials are performed. As Fig. 15 suggests, the estimated acoustic impedances approximate the actual sound field within a maximum average error of 0.7 dB's (for 240 Hz), and in the worst case, with a standard deviation of 5.2 dB's (for 140 Hz).
CONCLUSIONS
Two theoretical frameworks for the estimation of acoustic impedance on the surfaces of interiors have been compared with numerical examples: on one hand, a method based on the traditional T-SVD analysis, and on the other hand, a novel iterative approach based on the boundary element method. The latter was further tested with experiments in a controlled environment. The preliminary results suggest that indeed, it is possible to get an estimate of the normal-incidence acoustic impedances of the test materials by using the inverse formulation of the BEM and prior knowledge of the geometry of the surfaces. Approaching the problem in this way (together with the measurement system implemented) overcomes most of the physical constraints that traditional methods suffer. A key point to keep in mind, however, is that because of the inherent features of its framework, the system considers only the local impedance effect (local reaction) of the surfaces. If surfaces with extended reaction are present (e.g. those of thick-porous objects), a suitable model (e.g. FEM) should be included for those surfaces in the general BEM analysis. Improvements can also be achieved in the measurement process. In the current implementation, the measurements must be repeated for each analysis frequency outputting a pure tone from the speaker. This troublesome process can be avoided by using broadband noise and careful Fourier analysis of the data, thus the acoustic impedance for a range of frequencies can be computed. Other improvements are in the computational cost. Because the system requires the storage of two N 2 and two M Â N complex full-populated matrices, the immediate use of the iterative method in a real-scale room is still prohibited. Nevertheless, note that this method requires only the computation of the objective function Eq. (18) and the evaluation of Eq. (21), hence the possibility to use highly efficient BEM implementations that do not require full matrix storage. Among the candidates to exploit this feature is the Fast Multipole BEM (FMBEM) which has been successfully used for the acoustic analysis of large-scale models [17] .
