A fundamental problem in distributed network algorithms is to manage congestion and obtain information flow matching the graph's connectivity. In this paper, we present timeefficient distributed algorithms for decomposing graphs with large edge or vertex connectivity into multiple spanning or dominating trees, respectively. These decompositions allow us to achieve a flow with size close to the connectivity by parallelizing it along the trees. More specifically, our distributed decomposition algorithms are as follows:
INTRODUCTION AND RELATED WORK
Edge and vertex connectivity are two basic graph-theoretic concepts. As an important application, they characterize limits on how well information can be transferred among nodes of a network; one of the central goals of any communication network and also a core issue in distributed computing [46, Section 1.3.1] . This is because each edge or vertex cut defines an upper bound on the flow across the cut. Naturally, we expect networks with larger connectivity to provide a better communication medium and support larger information flow. However, designing distributed algorithms that leverage large connectivity remains challenging.
This paper provides a distributed solution for exploiting large connectivity towards the goal of obtaining a large flow of information. We use a rather natural approach, which we call connectivity decomposition, of decomposing connectivity into smaller and more manageable units. We present distributed algorithms that decompose a graph with large connectivity into many (essentially) "disjoint" trees, while almost preserving the total connectivity through the trees. This decomposition will be into edge-disjoint spanning-trees when we are interested in edge connectivity and into vertexdisjoint dominating trees 1 when we are interested in vertex connectivity. These decompositions allow us to easily parallelize the flow of information along the trees and thus achieve a total flow value close to the connectivity of the network.
An interesting comparison of our approach of handling congestion is to that of addressing locality, as these are two core issues in distributed network algorithms [46, Section 2.3] . Classically, locality has received significantly more attention and many general techniques are known for dealing 1 A tree H = (VT , ET ) is a dominating tree of G = (VG, EG) if VT ⊆ VG, ET ⊆ EG, and each node in VG \ VT has a G-neighbor in VT . Note that if we want to have many vertex-disjoint subgraph, unavoidably we have to relax the "spanning" property and the "dominating" condition is the natural requirement.
with it. Congestion on the other hand is less understood, but the recent years have seen a surge in focus on solving various problems while taking congestion into account (see e.g., [14, 15, 19, 23, 30, 40, 42, 43] ). However, the methods used for handling congestion in different problems appear to be rather ad hoc, each being well-suited for a particular problem. A fundamental and generic technique centered around locality are locality-based decompositions [46] , which group nodes in small-diameter clusters with certain properties; classical examples include [2-4, 39, 45] . We feel that connectivity decompositions can be viewed as a direction essentially orthogonal to that of locality-based decompositions, and we hope they are a first step towards systematically addressing congestion.
The rest of this section is organized as follows: We first briefly explain the relation between tree packings and connectivity in Section 1.1. Then, we present our decomposition results and their applications in Sections 1.2 and 1.3, respectively. We review some other related work and particularly the corresponding centralized connectivity decompositions results in Section 1.4.
Connectivity and Tree Packings
Menger's theorem (see [8, Chapter 9] )-which is the most basic result regarding graph connectivity-states that in each graph with edge connectivity λ or vertex connectivity k, each pair of vertices are connected via λ edge-disjoint paths or k internally vertex-disjoint paths, respectively. However, when we have to deal with more than two nodes, the theorem is insufficient especially because it does not provide any information about the structure of overlaps between paths of different vertex pairs.
Spanning and dominating tree packings allow us to manage this overlap and provide a medium for decomposing edge and vertex connectivity, respectively, into their single units: If we find a collection of λ ′ edge-disjoint spanning trees-which we call a spanning tree packing of size λ ′ -then for each pair of vertices we get λ ′ edge-disjoint paths, one through each tree. More importantly, for any number of vertex pairs, the paths going through different trees are edge-disjoint. Similarly, if we have k ′ vertex-disjoint dominating trees [1] -which we call a dominating tree packing of size k ′ -then for each vertex pair we get k ′ internally vertexdisjoint paths, one through each tree. More importantly, for any number of pairs, the paths going through different trees are internally vertex-disjoint.
In both spanning and dominating tree packings, we can relax the disjointness requirement to fractional disjointness. That is, we allow the trees to overlap but now each tree τ has a weight ωτ ∈ [0, 1] and the total weight in each edge or vertex, respectively, has to be at most 1. This naturally corresponds to sharing the edge or vertex between the trees proportional to their weights (e.g., for time-sharing in information dissemination).
Edge connectivity decompositions have been well-known 2 for a long time, thanks to beautiful and highly non-trivial (existential) results of Tutte [52] and Nash-Williams [44] from 1960. These results show that each graph with edge- 2 Although we remark that they were not called "edgeconnectivity decomposition". Often, the phrase "edgedisjoint spanning trees" was used to refer to the related concept. A simpler proof follows from the Matroid intersection theorem.
connectivity λ contains a spanning tree packing of size ⌈ λ−1 2 ⌉ (see [38] ). This bound is existentially tight even for the fractional version and has numerous important applications.
Vertex connectivity decompositions were addressed only recently: [11] shows that each graph with vertex-connectivity k contains a dominating tree packing of size Ω(κ/ log 2 n) and a fractional dominating tree packing of size Ω(k/ log n). Here, κ is the vertex-connectivity of the sampled graph when each vertex is sampled with probability 1/2, where κ = Ω(k/ log 3 n) is currently the best known bound. The paper also shows that the Ω(k/ log n) fractional packing bound is existentially best possible.
Our Results
We present distributed algorithms that provide edge and vertex connectivity decompositions, which are comparable to their centralized counterparts, while having efficient (or near-optimal) round complexity.
We note that, although our edge-connectivity decomposition builds on a number of standard techniques and known results, our vertex connectivity decomposition algorithm is the main technical novelty of this paper and interestingly, it achieves near-optimal time complexities in both distributed and centralized settings (Theorem 1.1 and Theorem 1.2).
For distributed algorithms, we consider two synchronous message passing models: V-CONGEST, where in each round, each node can send one O(log n)-bit message to all of its neighbors, and E-CONGEST, where in each round, one O(log n)-bit message can be sent in each direction of each edge. As the names suggest, the congestion in the V-CONGEST model is in the vertices whereas in E-CONGEST, it is in the edges. We note that E-CONGEST, often just called CONGEST, is the more classical distributed model to consider congestion and bounded size messages [46] . Considering congestion on vertices is however also not new and for example appears in [25, 26, 37] . Also, notice that V-CONGEST is considerably more restrictive than E-CONGEST and clearly any algorithm working in the V-CONGEST model, also works in the E-CONGEST model. However, obviously there is no relation in the other direction.
In all our results, we assume a connected undirected network with n nodes, m edges, and diameter D. Moreover, we usually use k to denote the vertex connectivity and λ for the edge connectivity. Note that diameter Ω(n/k) for all except very few of the dominating trees is unavoidable, even in graphs of diameter 2. Just consider a graph consisting of sequence of n/k cliques of size k, where subsequent cliques are connected by matchings of size k. Adding a single node u and connecting u to all other nodes creates a graph with diameter 2 and vertex connectivity k + 1, where any dominating tree that does not include u needs to have diameter at least n/k. Also, notice that this issue is not particular to the tree-packing approaches but rather any algorithm faces a similar barrier: for achieving super-constant throughput (e.g., for concurrent broadcasts), almost all messages have to travers paths of length Ω(n/k). [16] . Regarding Theorem 1.1, we note that the algorithm of [16] does not appear to admit a distributed implementation as it is based on a number of centralized tools and techniques such as the ellipsoid method for linear programming, the meta-rounding of [9] , and the Min-Cost-CDS approximation result of [24] . The algorithm of [11] has a similar problem which seems essential and unavoidable. See the last part of Section 4.1 for an explanation of why the algorithm of [11] does not extend to a distributed setting and for how it compares with the approach in this paper. ), in similar time-complexities, using the random layering technique of the (proof of) [11, Theorem 1.2] . Here, κ is the remaining vertex-connectivity when each vertex is sampled with probability 1/2, for which currently the best known bound is κ = Ω( k log 3 n ) [11] . Also, a considerably simpler variant of the algorithm of Theorem 1.3 can be adapted to produce a spanning tree packing of size Ω( λ log n ), with a similar O(D + √ λn) round complexity. We note that for information dissemination purposeswhich is the primary application of our decompositionsfractional packings usually are as useful as integral packings. We can typically timeshare each node or edge among the trees that use (proportionally to the weights of the trees). Since our fractional packing results have better sizes, our main focus will be on describing the fractional versions.
Lower Bounds While Ω(m) is a trivial lower bound on the time complexity of the centralized decompositions, by extending results of [13] , we show lower bounds ofΩ(D + n k ) andΩ(D+ n λ ) on the round complexities of the distributed decompositions of Theorem 1.1 and Theorem 1.3. See Appendix G of the full version [10] for the formal statements and the proofs.
Applications

Information Dissemination
As their primary application, our decompositions provide time-efficient distributed constructions for broadcast algorithms (based on routing, i.e., without using network coding) with existentially optimal throughput. See Section 3 for a simple example. Note that in the V-CONGEST model, vertex cuts characterize the main limits on the information flow, and k messages per round is the clear information-theoretic limit on the broadcast throughput (even with network coding) in each graph with vertex connectivity k. Similarly, in the E-CONGEST model, edge cuts characterize the main limits on the information flow, and λ messages per round is the information-theoretic limit on the broadcast throughput (even with network coding) in each graph with edge connectivity λ. Our optimal-throughput broadcast algorithms are as follows: Corollary 1.4. In the V-CONGEST model, using theÕ(D+ √ n)-rounds construction of Theorem 1.1, and then broadcasting each message along a random tree, we get a broadcast algorithm with throughput of Ω( k log n ) messages per round. [11] shows this throughput to be existentially optimal.
See Section 3 for an explanation and a simple example of how one can use dominating tree packings to broadcast messages by routing them along different trees. 
We emphasize that the above broadcast algorithms provide oblivious broadcast routing (see [48] ). In an oblivious routing algorithm, the path taken by each message is determined (deterministically or probabilistically) independent of the current load on the graph; that is, particularly independent of how many other messages exist in the graph and how they are routed. Note that this is in stark contrast to adaptive algorithms which can tailor the route of each message, while knowing the current (or future) load on the graph, in order to minimize congestion. Oblivious routing algorithms appear to be a much more restricted family and a priori, it is somewhat unclear whether they can have a performance close to the of the optimal adaptive algorithms. Interestingly, a beautiful line of work [5, 7, 27, 48, 49] shows this to be possible: These papers present centralized oblivious routing algorithms with successively improved edge-congestion competitiveness ratios. This line ends in the algorithm of Racke [49] which achieves the optimal O(log n)-competitive edge-congestion. That is, in this algorithm, the expected maximum congestion over all edges is at most O(log n) times the maximum congestion of the offline optimal algorithm. The problem of designing distributed oblivious routing algorithms achieving this performance remains open. Furthermore, it is known that no point-to-point oblivious routing can have vertex-congestion competitiveness better than Θ( √ n) [26] .
Our results address oblivious routing for broadcast: 
Vertex Connectivity Approximation
Vertex connectivity is a central concept in graph theory and extensive attention has been paid to developing algorithms that compute or approximate it. In 1974, Aho, Hopcraft and Ulman [1, Problem 5.30] conjectured that there should be an O(m) time algorithm for computing the vertex connectivity. Despite many interesting works in this direction-e.g., [17, 20, 22, 28, 29, 51] -finding O(m) time algorithms for vertex connectivity has yet to succeed. The current state of the art is an O(min{n 2 k +nk 3.5 , n 2 k +n 1.75 k 2 }) time exact algorithm by Gabow [20] and an O(min{n 2.5 , n 2 k}) time 2-approximation by Henzinger [28] . The situation is considerably worse in distributed settings and the problem of upper bounds has remained widely open, while we show in the full version [10] that an Ω(D + n k ) round complexity lower bound follows from techniques of [13] .
Since Theorem 1.1 and Theorem 1.2 work without a priori knowledge of vertex connectivity and as the size of the achieved dominating trees packing is in the range [Ω( Note that it is widely known that in undirected graphs, vertex connectivity and vertex cuts are significantly more complex than edge connectivity and edge cuts, for which currently the following result are known: anÕ(m) time centralized exact algorithm [34] , an O(m) time centralized (1 + ε)-approximation [33] , and a quite recentÕ(D + √ n)
Other Related Work
Independent Trees
Dominating tree packings have some resemblance to vertex independent trees [35, 53] and are in fact a strictly stronger concept. In a graph G = (V, E), k ′ trees are called vertex independent if they are spanning trees all rooted in a node r ∈ V and for each vertex v ∈ V , the paths between r and v in different trees are internally vertex-disjoint. We emphasize that these trees are not vertex disjoint.
Zehavi and Itai conjectured in 1989 [53] that each graph with vertex connectivity k contains k vertex independent trees. Finding such trees, if they exist, is also of interest. The conjecture remains open and is confirmed only for cases k ∈ {2, 3}. Itai and Rodeh [31] present an O(m) time centralized algorithm for finding 2 vertex independent trees, when the graph is 2-vertex-connected and Cheriyan and Maheshvari [12] present an O(n 2 ) time centralized algorithm for finding 3 vertex independent trees, when the graph is 3-vertex-connected.
Vertex disjoint dominating trees are a strictly stronger notion 4 : Given k ′ vertex-disjoint dominating trees, we get k ′ vertex independent trees, for any root r ∈ V . This is by adding all the other nodes to each dominating tree as leaves to make it spanning. Then, for each vertex v ∈ V , the path from r to v in each (now spanning) tree uses only internal vertices from the related dominating tree.
In this regard, one can view [11, Theorem 1.2] as providing a poly-logarithmic approximation of the Zehavi and Itai's conjecture. Furthermore, the vertex connectivity algorithm presented here (formally, its extension to integral dominating tree packing, mentioned in Section 1.1) makes this approximation algorithmic with near-optimal complexitiesÕ(m) centralized andÕ(D + √ n) distributed.
A Review of Centralized Connectivity Decompositions
Edge Connectivity Edge connectivity decompositions into spanning tree packings of ⌈ λ−1 2
⌉ have been known due to results of Tutte [52] and NashWilliams [44] from 1960, and they have found many important applications: the best known centralized minimum edge cut algorithm [34] , the network coding advantage in edge-capactitated networks [41] , and tight analysis of the number of minimum cuts of a graph and random edge-sampling [34] . Centralized algorithms for finding such a spanning tree packing include: anÕ(min{mn,
}) time algorithm for unweighted graphs by Gabow and Westermann [21] , anÕ(mn) time algorithm for weighted graphs by Barahona [6] , and anÕ(mλ) time algorithm for a fractional packing via the general technique of Plotkin et al. [47] (see [34] ).
Vertex Connectivity As mentioned before, the case of vertex connectivity decompositions was addressed only recently [11] , and it was shown to have applications on analyzing vertex connectivity under vertex sampling and also network coding gap in node-capacitated networks. Consequent to (a preliminary version of) [11] , Ene et al. [16] presented a nice alternative proof for obtaining fractional dominating tree packing of size Ω( k log n ), which uses metarounding results of Carr and Vempala [9] and the Min-Cost-CDS approximation result of Guha and Khuller [24] . That proof does not extend to integral packing. Even though the proofs presented in [11] and [16] are based on polynomial time algorithms, neither of the algorithms seems to admit a distributed implementation and even their centralized complexities are at least Ω(n 3 ). We also note that finding many dominating sets (particularly algorithmic inapproximability of it) was addressed in the beautiful work of Feige et al. [18] . Although, as we will see in Section 4.1 (and can also be seen in [11] ), from an algorithmic viewpoint, finding many dominating sets is significantly simpler than finding many connected dominating sets, and in fact, getting just the domination part in our results is rather a triviality (see Lemma 5.1).
NOTATIONS AND PROB. STATEMENTS
Given an undirected graph G = (V, E) and a set S ⊆ V , we use the notation G[S] to indicate the subgraph of G induced by S. A set S ⊆ V is called a connected dominating set (CDS) iff G[S] is connected and for each node u ∈ V \ S, u has a neighbor v ∈ S. A subgraph T = (VT , ET ) of graph G = (VG, EG) is a dominating tree of graph G if T is a tree and VT is a dominating subset of VG.
Dominating Tree Packing Let DT (G) be the set of all dominating trees of G. A κ-size dominating tree packing of G is a collection of κ vertex-disjoint dominating trees in G.
A κ-size fractional dominating tree packing of G assigns a weight xτ ∈ [0, 1] to each τ ∈ DT (G) s.t.
τ ∈DT (G) xτ = κ and ∀v ∈ V , τ,v∈τ xτ ≤ 1.
Spanning Tree Packing Let ST (G) be the set of all spanning trees of G. A κ-size dominating tree packing of G is a collection of κ edge-disjoint spanning trees in G. A κ-size fractional spanning tree packing of G assigns a weight xτ ∈ [0, 1] to each τ ∈ ST (G) s.t.
τ ∈ST (G) xτ = κ and ∀e ∈ E, τ,e∈τ xτ ≤ 1.
Distributed Problem Requirements
Distributed Model Details See Section 1.2 for the definitions of our communication models. Note that as we work with randomized algorithms, nodes can generate random ids by each taking random binary strings of 4 log n bits and delivering it to their neighbors. Moreover, we assume no initial knowledge about the graph. Note that in our models, by using a simple and standard BFS tree approach, in O(D) rounds, nodes can learn the number of nodes in the network n, and also a 2-approximation of the diameter of the graph D, which is enough for our applications. Our algorithms assume this knowledge to be ready for them.
A SIMPLE APPLICATION EXAMPLE: GOSSIPING
Here, we explain a simple and crisp example which shows how our connectivity decompositions can be used in information dissemination. We study the classical gossiping problem (aka all-to-all broadcast): Each node of the network has one O(log n)-bit message and the goal is for each node to receive all the messages. In the following, we study this problem in the V-CONGEST model. To make the discussion more intuitive, we first explain the approach for a particular value of connectivity and then state how it extends to other connectivity values.
If the network is merely connected, solving the gossiping problem in O(n) rounds is trivial. Now suppose that the network has in fact a vertex connectivity of √ n. Despite this extremely good connectivity, prior to this work, the aforementioned O(n) rounds solution remained the best known bound 5 . The main difficulty is that, even though we know that each vertex cut of the network admits a flow of √ n messages per round, it is not clear how to organize the transmissions such that a flow of Ω( √ n) (distinct) messages per round passes through each cut. As a side note, it is worth mentioning that a graph with vertex connectivity k can have up to Θ(2 k · ( n k ) 2 ) vertex-cuts of size k [32] . Our vertex connectivity decomposition, claimed in Theorem 1.1, runs inÕ( √ n) rounds in this example. Note that in a graph with vertex connectivity k, the diameter is at 5 We note that one can achieve an O( √ n)-round solution using network coding. Our focus in this paper is on routing based algorithms where messages are viewed as atomic tokens and they are never mixed.
most O(n/k) and thus here we have D = O( √ n). This construction generates O( √ n) dominating trees, each of diameterÕ( √ n), where each node is contained in O(log n)
trees. Then, to use this decomposition for gossiping, we do as follows: first each node gives its message to (one node in) a random one of the trees. Note that this is easy as each node has neighbors in all of the trees and it can easily learn the ids of those trees in just one round. Then, w.h.p, we have O( √ n) messages in each tree, ready to be broadcast.
We can broadcast all the messages just inside the dominating trees inÕ( √ n) rounds. Furthermore, by a small change, we can make sure that each node transmits the messages assigned to its dominating trees and thus, each node in the network receives all the messages (because of domination). Overall, this method solves the problem inÕ( √ n) rounds.
We now state how this bound generalizes: Proof Sketch. This approach is exactly as explained above. Each node gives its messages to random dominating trees of the decomposition and then we broadcast each message only using the nodes in its designated dominating tree. The vertex connectivity decomposition runs inÕ(min{D + √ n, n k }). Then, delivering messages to the trees takes at most η rounds. Finally, broadcasting messages using their designated trees takesÕ( Note that the bound in Corollary 3.1 is optimal, modulo logarithmic factors, because, (1) N k is a clear information theoretic lower bound as per round only O(k log n) bits can cross each vertex cut of size k, (2) similarly, if a node has η messages, it takes at least η rounds to send them, (3) in graphs with vertex connectivity k, the diameter can be up to n k . In fact, the diameter of the original graph is a measure that is rather irrelevant because even if the diameter is smaller, achieving a flow of sizeΘ(k) messages per round unavoidably requires routing messages along routes that are longer than the shortest path (for any algorithm). See Appendix G of [10] for more discussion about this last point.
DOMINATING TREE PACKING ALGO-RITHM
In this section, we present the main technical contribution of the paper, which is introducing a new algorithm for vertex connectivity decomposition that has near optimal time complexities for both centralized and distributed implementations. In this decomposition, we construct a collection of Ω(k) classes, each of which is a dominating tree w.h.p., such that each vertex is included in at most O(log n) classes. This gives a fractional dominating tree packing 6 of size Ω( k log n ) and lets us achieve Theorems 1.1 and 1.2. The analysis is presented in Section 5. 6 The approach of this algorithm can be also used to get an Ω( 
The Algorithm Outline
For the construction, we first assume that we have a 2-approximation of k, and then explain how to remove this assumption. We construct t = Θ(k) connected dominating sets (CDS) such that each node is included in O(log n) CDSs. We work with CDSs, since it is simply enough to determine their vertices. To get dominating trees, at the end of the CDS packing algorithm, we remove the cycles in each CDS using a simple application of a minimum spanning tree algorithm.
We transform the graph G = (V, E) into a graph G = (V, E), which is called the virtual graph 7 , and is constructed as follows: Each node v ∈ V simulates Θ(log n) virtual nodes ν1, ν2, . . . , ν Θ(log n) ∈ V and two virtual nodes are connected if they are simulated by the same real node or by two Gadjacent real nodes. To get the promised CDS Packing, we partition the virtual nodes V into t disjoint classes, each of which is a CDS of G, w.h.p. Each CDS S on G defines a CDS S on G in a natural way: S includes all real nodes v for which at least one virtual node of v is in S. Thus, the t classes of virtual nodes w.h.p. give t CDSs on G and clearly each real node is included in O(log n) CDSs.
For the construction, we organize the virtual nodes by giving them two attributes: each virtual node has a layer number in {1, 2, . . . , L}, where L = Θ(log n), and a type number in {1, 2, 3}. For each real node v ∈ V , the 3L = Θ(log n) virtual nodes simulated by v are divided such that, for each layer number in {1, 2, . . . , L} and each type number in {1, 2, 3}, there is exactly one virtual node. For the communication purposes in the distributed setting, note that each communication round on G can be simulated via Θ(log n) communication rounds on G. Thus, to simplify discussions, we divide the rounds into groups of Θ(log n) consecutive rounds and call each group one meta-round.
As explained, we assign each virtual node to a class. This class assignment is performed in a recursive manner based on the layer numbers. First, with a jump-start, we assign each virtual node of layers 1 to L/2 to a random class in classes 1 to t. This step gives us that each class dominates G, w.h.p. The interesting and challenging part is to achieve connectivity for all classes. For this purpose, we go over the layers one by one and for each layer ℓ ∈ [L/2, L − 1], we assign class numbers to the virtual nodes of layer ℓ + 1 based on the assignments to the virtual nodes of layers 1 to ℓ. The goal is to connect the components of each class such that the total number of connected components (summed up over all classes) decreases (in expectation) by a constant factor, with the addition of each layer. This would give us that after Θ(log n) layers, all classes are connected, w.h.p. We next explain the outline of this step, after presenting some notations.
Let V i ℓ be the set of virtual nodes of layers 1 to ℓ assigned to class i (note that V be the total number of excess components after considering layers 1, . . . , ℓ, compared to the ideal case where each class is connected. Initially M1 ≤ n − t, and as soon as M ℓ = 0, each class induces a connected subgraph. 7 The virtual graph G is nothing but using Θ(log n) copies of G, or simply reusing each node of G for Θ(log n) times, Θ(1) times per layer (described later). We find it more formal to use G instead of directly talking about G.
Recursive Class Assignment Suppose that we are at the step of assigning classes to virtual nodes of layer ℓ + 1. We call virtual nodes of layer ℓ + 1 new nodes and the virtual nodes of layers 1 to ℓ are called old nodes. Also, in the sequel, our focus is on the virtual nodes and thus, unless we specifically use the phrase "real node", we are talking about a virtual node. First, each new node of type 1 or type 3 joins a random class. It then remains to assign classes to type-2 new nodes, which is the key part of the algorithm. The outline of this procedure is as follows:
Recursive Class Assignment Outline:
(1) Identify the connected components of old nodes, i.e., those of G[V }) rounds of the V-CONGEST model, and centralized inÕ(m) steps, thus proving respectively Theorems 1.1 and 1.2. We present the details of the distributed implementation in Appendix B of the full version [10] . The centralized implementation is presented in Appendix C of the full version [10] .
We show in the analysis that the above algorithm indeed constructs k CDSs, w.h.p., and clearly each real node is contained in at most O(log n) CDSs, at most one for each of its virtual nodes. To turn these CDSs into dominating trees, we simply remove some of the edges of each class so as to make it a tree. We do this by an application of a MST algorithm on the virtual graph G: We give weight of 0 to the edges between virtual nodes of the same class and weight 1 to other edges. Then, the edges with weight 0 that are included in the MST of G form our dominating trees, exactly one for each CDS. To remove the assumption, we use a classical try and error approach: we simply try exponentially decreasing guesses about k, in the form n 2 j , and we test the outcome of the dominating tree packing obtained for each guess (particularly its domination and connectivity) using a randomized testing algorithm , presented in the full version [10] , on the virtual graph G. For this case, this test runs in a distributed setting in O(min{ n log 2 n k , (D + √ n log n log * n) log 2 n}) round of the V-CONGEST model, and in a centralized setting with step complexity of O(m log 3 n).
An intuitive comparison with the approach of [11] We note that the approach of the above algorithm is significantly different than that of [11] . Mainly, the key part in [11] is that it finds short paths between connected components of the same class, called connector paths. The high-level idea is that, by adding the nodes on the connector paths of a class to this class, we can merge the connected components at the endpoints of this path. However, unavoidably, each node of each path might be on connector paths of many classes. Thus, the class assignment of this node is not clear. [11] cleverly allocates the nodes on the connector paths to different classes so as to make sure that the number of connected components goes down by a constant factor in each layer (in expectation). Finding the connector paths does not seem to admit an efficient distributed algorithm and it is also slow in a centralized setting. The algorithm presented in this paper does not find connector paths or use them explicitly. However, it is designed such that it enjoys the existence of connector paths and its performance gains implicitly from the abundance of the connector paths. While this is the key part that allows us to make the algorithm distributed and also makes it simpler and faster centralized, the analysis becomes more involved. The main challenging part in the analysis is to show that the the size of the maximal matching found in the bridging graph is large enough so that in each layer, the number of connected components (summed up over all classes) goes down by a constant factor, with at least a constant probability. This is addressed in Section 5.2.
DOMINATING TREE PACKING ANAL-YSIS
In this section, we present the analysis for the algorithm explained in Section 4. We note that this analysis is regardless of whether we implement the algorithm in a distributed or a centralized setting. In a first simple step, we show that each class is a dominating set. Then, proving the connectivity of all classes, which is the core technical part, is divided into two subsections: We first present the concept of connector paths in Section 5.1 and then use this concept in Section 5.2 to achieve the key point of the connectivity analysis, i.e., the Fast Merger Lemma (Lemma 5.4). Some simpler proofs are deferred to the full version [10] .
′ , the domination of each class follows directly from this lemma. For the rest of this section, we assume that for each class i, V i L/2 is a dominating set.
Connector Paths
The concept of connector paths is a simple toolbox that we developed in [11] . For completeness, we present a considerably simpler version here:
Consider a class i, suppose N i ℓ ≥ 2, and consider a com-
For each set of virtual vertices W ⊆ V, define the projection Ψ(W) of W onto G as the set W ⊆ V of real vertices w, for which at least one virtual node of w is in W.
A path P in the real graph G is called a potential connector for C if it satisfies the following three conditions: (A) P has one endpoint in Ψ(C) and the other in Ψ(V i ℓ \ C), (B) P has at most two internal vertices, (C) if P has exactly two internal vertices and has the form s, u, w, t where s ∈ Ψ(C) and t ∈ Ψ(V From a potential connector path P on graph G, we derive a connector path P on virtual graph G by determining the types of the related internal virtual vertices as follows: (D) If P has one internal real vertex w, then for P we choose the virtual vertex of w in layer ℓ + 1 in G with type 1. (E) If P has two internal real vertices w1 and w2, where w1 is adjacent to Ψ(C) and w2 is adjacent to Ψ(V i ℓ \ C), then for P we choose the virtual vertices of w1 and w2 in layer ℓ+1 with types 2 and 3, respectively. Finally, for each endpoint w of P we add the copy of w in V i ℓ to P. We call a connector path that has one internal vertex a short connector path, whereas a connector path with two internal vertices is called a long connector path. Because of condition (C), and rules (D) and (E) above, we get the following fact: We next show that each component that is not single in its class has k connector paths. 
The Fast Merger Lemma
We next show that the described algorithms will make the number of connected components go down by a constant factor in each layer. The formal statement is as follows: 
and thus the lemma follows. Hence, it remains to prove that E[Y ℓ ] ≤ (1 − 3δ) · M ℓ for some δ > 0. For this, we divide the connected components of old nodes into two groups of fast and slow components, as follows: Consider a class i such that N We say that a short connector path p for C is good if its internal node is in the same class as C. Let Y F ℓ be the total number of fast connected components for which none of the short paths is good. Because every type-1 new node picks its class number randomly, each of the Ω(k) short paths (independently) has probability at least 1/k to be in the right class. The expected number of short paths in the right class is therefore constant and hence, there exists a constant δ > 0 such that
Moreover, let K be set of the slow connected components of the graphs G[V i ℓ ] (for all classes i ∈ [1, t]) for which none of the short paths is good and let K := |K|. Let M be the maximal matching the algorithm computes for the bridging graph. In order to complete the proof, we show that the expected size of M is at least 3δ · K for some δ > 0. Given this, we get that
which would complete the proof.
To show that the expected size of the maximal matching is at least 3δ · K for some δ > 0, it is sufficient to prove that the expected size of a maximum matching is at least Ω(K). It is easy to see that the size of any maximal matching is at least half of the size of a maximum matching. Hence, we just need to show that the expected size of the maximum matching is at least Ω(K). We do this in Lemma 5.5.
Lemma 5.5. The expected size of the maximum matching in the bridging graph is at least Ω(K).
This lemma is the key part of the analysis. As the proof has many technical details, we defer it to full version [10] and only mention a rough outline here: The bridging graph might have a complex structure and thus, we do not know how to work with it directly. However, the saving grace is that we know more about the connector paths, thanks to Lemma 5.3. Using long connector paths, we algorithmically identify a (random) subgraph H of the bridging graph and show that just this subgraph H contains a matching of size Ω(K). The analysis of this algorithm uses a simple probability tail bound inequality that we develop for our specific problem.
Lemma 5.6. W.h.p., for each i, the number of virtual nodes in class i is O( n log n k ).
DISTRIBUTED FRACTIONAL SPANNING-TREE PACKING
Recall that the celebrated results of Tutte [52] and NashWilliams [44] show that each graph with edge connectivity λ contains ⌈ λ−1 2 ⌉ edge-disjoint spanning trees. Here we explain how one can find a fractional spanning tree packing with almost the same size. We particularly explain only the algorithm for the case where λ = O(log n). In the full version [10] , we explain how to extend this algorithm to the general case. The analysis are also deferred to [10] .
The algorithm follows a classical approach, which can be viewed as an adaptation of the Lagrangian relaxation method of optimization theory (see e.g. [34, 36, 47, 50] ). Tailored to tree packing, this approach means we maintain a collection of weighted trees and we iteratively improve this collection by penalizing the edges with large load, which pushes the collection to take some weight away from the edges with larger load and distribute it over those with smaller loads.
Algorithm Outline We will always maintain a collection T of weighted trees-where each tree τ ∈ T has weight wτ ∈ [0, 1]-such that the total weight of the trees in the collection is 1. That is τ ∈T wτ = 1. We start with a collection containing only one (arbitrary) tree with initial weight 1 and iteratively improve this collection for Θ(log 3 n) iterations: During each iteration, for each edge e ∈ E, let xe be the weighted load on edge e, that is xe = τ,e∈τ wτ and also, let ze = xe⌈ λ−1 2 ⌉. Our goal is that at the end, we have maxe∈E ze ≤ 1 + O(ε).
In each iteration, for each edge e, we define a cost ce = exp(α · ze), where α = Θ(log n). Then, we find the Minimum Spanning Tree (MST) with respect to these costs. If Cost(M ST ) = e∈M ST ce > (1 − ε) e∈E ce · xe, then the algorithm terminates. On the other hand, if Cost(M ST ) = e∈M ST ce ≤ (1 − ε) e∈E ce · xe, then we add this MST to our weighted tree collection T , with weight β = Θ( 1 α log n ), and to maintain condition τ ∈T wτ = 1, we multiply the weight of the old trees in T by 1 − β.
Distributed Implementation Using the distributed MST algorithm of Kutten and Peleg [39] , we can perform one iteration in O(D+ √ n log * n) rounds of the V-CONGEST model. Hence, the Θ(log 3 n) iterations of the above algorithm can be performed in O((D+ √ n log * n) log 3 n) rounds. Note that in these iterations, each node v simply needs to know the weight on edges incident on v and whether another iteration will be used or not. The latter decision can be made centrally-in a leader node, e.g., the node with the largest id-by gathering the total cost of the minimum spanning tree over a breadth first search tree rooted at this leader and then propagating the decision of whether to continue to next iteration or not to all nodes.
