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El aprendizaje por refuerzo es un paradigma de aprendizaje automa´tico orientado
a la resolucio´n de problemas de decisio´n secuenciales. Este tipo de problemas aparece
en aplicaciones pertenecientes a campos tan diversos como control automa´tico, medi-
cina, investigacio´n operativa o economı´a. Los algoritmos cla´sicos de aprendizaje por
refuerzo esta´n fundamentados en la teor´ıa matema´tica de la programacio´n dina´mica,
donde se asume que el espacio de estados es discreto y se compone de un nu´mero
manejable de estados. Desafortunadamente, en la mayor´ıa de aplicaciones de intere´s
pra´ctico el espacio de estados es continuo, por lo que los algoritmos cla´sicos dejan
de ser u´tiles. Para poder aplicar el aprendizaje por refuerzo en espacios continuos se
requiere, por una parte, generalizar el comportamiento aprendido a partir de un con-
junto limitado de experiencias a casos que no se hayan experimentado previamente y,
por otra parte, representar las pol´ıticas de forma compacta. Ambos requisitos han sido
ampliamente estudiados en el campo del aprendizaje supervisado, donde a menudo se
necesita aproximar una funcio´n continua a partir de un conjunto de puntos discretos.
La combinacio´n de algoritmos de aprendizaje por refuerzo con te´cnicas de aproxi-
macio´n de funciones es actualmente un a´rea de investigacio´n activa. A pesar de los
avances logrados en los u´ltimos an˜os, todav´ıa hay aspectos que limitan la capacidad
del aprendizaje por refuerzo en problemas complejos. Entre ellos destacan la escasa
capacidad de escalabilidad a espacios definidos por un nu´mero elevado de dimensio-
nes y la elevada cantidad de datos necesarios para aprender pol´ıticas u´tiles. En esta
tesis doctoral se proponen algoritmos de aprendizaje por refuerzo enfocados a mejo-
rar estos dos aspectos. Los resultados obtenidos en diversos experimentos demuestran
que los algoritmos propuestos suponen un avance hacia me´todos de aprendizaje por
refuerzo ma´s pra´cticos y efectivos en problemas complejos. Adema´s de las aportacio-
nes teo´ricas se ha desarrollado un sistema basado en aprendizaje por refuerzo para la




Reinforcement learning is a machine learning paradigm aimed at solving sequen-
tial decision making problems. This kind of problems is commonly encountered in
areas such as automatic control, medicine, operative research or economy. Classical
reinforcement learning algorithms rely on the mathematical theory of dynamic pro-
gramming, where it is assumed that the state space is discrete and it is composed
by a reduced number of states. Unfortunately, in most of the practical applications,
the classical algorithms are not useful because the state space is continuous. In order
to apply reinforcement learning in continuous spaces is necessary, on the one hand,
to generalize the behaviour learned from a limited set of experiences to previously
unseen cases and, on the other hand, to represent the policies in a compact way.
Both requirements have been widely studied in the supervised learning field, where
it is common to approximate a continuous function from a set of discrete points. The
combination of reinforcement learning algorithms with function approximation is cu-
rrently an active field of research. In spite of significant advances over the last years,
there are still many issues that limit the ability of reinforcement learning methods
in complex domains. Prominent among them are the poor scalability and the high
amount of data required to learn useful policies. This thesis proposes several rein-
forcement learning algorithms intended for improving those two issues. The results
obtained in the experiments show that the proposed algorithms represent an impor-
tant step forward toward more practical and effective methods in complex domains.
In addition to the theoretical contributions, this thesis also shows a system based on
reinforcement learning aimed to optimize the treatment of patients with secondary
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1.1. Aprendizaje por refuerzo
El aprendizaje por refuerzo (RL, reinforcement learning) proporciona un conjunto
de te´cnicas para resolver problemas de decisio´n secuenciales. Este tipo de problemas
aparece en una amplia variedad de campos como control automa´tico, inteligencia
artificial, investigacio´n operativa, economı´a y medicina.
Supongamos un sistema f´ısico cuyo estado en cualquier instante temporal k esta´ des-
crito por una magnitud s. Dicha magnitud puede ser un vector cuyas componentes
contienen informacio´n de diversa ı´ndole como, por ejemplo, coordenadas cartesianas,
volumen y temperatura, o si estamos considerando un sistema econo´mico, oferta y
demanda, o cantidad de productos en stock y capacidad de produccio´n. Durante el
transcurso del tiempo el estado del sistema puede evolucionar, es decir, el valor de s
puede sufrir cambios. Ahora supongamos que dichos cambios esta´n influenciados en
parte por acciones que se pueden realizar sobre el sistema y que el objetivo es alcanzar
un determinado estado. Cuando se tiene que decidir que´ accio´n aplicar en un u´nico
instante temporal, se dice que el problema de decisio´n es monoetapa, si se requiere
una secuencia de decisiones entonces se trata de un problema de decisio´n multietapa
o secuencial.
Existen diferentes formas de abordar un problema de decisio´n secuencial. La ma´s
obvia posiblemente consista en programar un sistema que sea capaz de manejar todos
los estados posibles. Para ello es necesario que el programador contemple todos los
estados y describa la accio´n que se debe realizar en cada uno de ellos. Esta solucio´n
puede ser viable en problemas sencillos, pero no resulta u´til en los problemas donde
el nu´mero de estados es elevado. Una segunda opcio´n consiste en usar te´cnicas de
bu´squeda y planificacio´n (Russell y Norvig, 1995). Cuando se conoce de antemano la
forma en la que evoluciona el estado del sistema en funcio´n de las acciones aplicadas,
1
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entonces es posible buscar, o planificar, la mejor secuencia de acciones desde el estado
actual (Otterlo, 2009). Sin embargo, en el caso de que exista cierta incertidumbre sobre
el efecto que pueden producir las acciones, es decir, cuando el sistema es estoca´stico,
los algoritmos esta´ndar de bu´squeda y planificacio´n dejan de ser va´lidos. La tercera
opcio´n es la solucio´n basada en aprendizaje. Esta opcio´n, que es la planteada en RL, no
requiere informacio´n previa del sistema sino que emplea un conjunto de datos (estados
y acciones) para obtener la solucio´n. Esta caracter´ıstica es crucial en la mayor´ıa de
problemas ya que, a menudo, resulta extremadamente dif´ıcil (o imposible) obtener un
modelo que describa de forma precisa la evolucio´n del sistema. Adema´s la solucio´n
basada en aprendizaje permite manejar de forma eficaz la incertidumbre asociada con
los sistemas estoca´sticos.
La solucio´n planteada en RL suele describirse conceptualmente mediante los ele-
mentos de la Figura 1.1 (Busoniu et al., 2010a). La figura muestra a un agente que
interactu´a con un entorno mediante tres sen˜ales: una sen˜al de estado que describe el
estado del entorno, una sen˜al de accio´n que permite al agente influenciar el estado del
entorno y una sen˜al escalar de recompensa, la cual proporciona al agente informacio´n
sobre la calidad de la accio´n que acaba de realizar en el estado actual. En cada ins-
tante temporal, el agente recibe una medida del estado y realiza una accio´n. Como
consecuencia, en parte, de la accio´n realizada, se produce una transicio´n del entorno
a un nuevo estado. Adema´s se genera una sen˜al de recompensa que evalu´a la calidad
de dicha transicio´n. Entonces el agente recibe el nuevo estado y el ciclo completo se









Elementos que forman el problema de aprendizaje por refuerzo y su flujo de interaccio´n.
El concepto de agente hace referencia a “algo” que es capaz de percibir y ac-
tuar (Russell y Norvig, 1995). De acuerdo con esta definicio´n, un agente puede ser
desde un sofisticado robot con decenas de sensores que le proporcionan la capacidad de
percibir el estado del entorno y complejos actuadores (por ejemplo un brazo robo´tico
industrial) hasta una sencilla funcio´n que toma como argumento de entrada un valor
nume´rico que representa una percepcio´n y devuelve un valor 0 o 1 (como la funcio´n de
2
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un microcontrolador encargada de activar el modo de bajo consumo cuando la bater´ıa
esta´ cerca de agotarse). Por otro lado, se suele considerar que el entorno esta´ formado
por todos aquellos elementos que no son parte del agente.
El agente selecciona la accio´n realizada en cada estado de acuerdo a una pol´ıtica.
La pol´ıtica es una funcio´n que mapea estados a acciones. El objetivo del agente es
aprender una pol´ıtica que maximice la cantidad total de recompensa recibida, es decir,
la recompensa acumulada a largo plazo. Una caracter´ıstica importante es que el agente
no recibe informacio´n sobre que´ acciones debe realizar para lograr su objetivo, ya que
las recompensas u´nicamente indican cua´l es el objetivo. Por ejemplo, supongamos un
problema donde un agente debe aprender a jugar al ajedrez. El estado en cada instante
esta´ definido por la posicio´n de todas las piezas en el tablero, mientras que las acciones
se corresponden con los movimientos permitidos de cada pieza. En este problema, una
posible funcio´n de recompensa otorgar´ıa una recompensa positiva cuando se alcanza
un estado en el que se haya eliminado al rey oponente, es decir, cuando se gana la
partida; una recompensa negativa en caso de perderla y una recompensa neutra en
el resto de estados. Por tanto, la informacio´n proporcionada por las recompensas es
insuficiente para que el agente determine que´ accio´n debe realizar en cada estado.
El proceso de aprendizaje se basa en los datos que adquiere el agente mediante la
interaccio´n con el entorno. Cada vez que el agente realiza una accio´n, la informacio´n
que recibe por parte del entorno (el estado siguiente y la recompensa) es utilizada para
modificar la pol´ıtica. Habitualmente se utiliza el te´rmino experiencia para referirse
a los datos adquiridos por el agente. Durante las primeras etapas del aprendizaje,
cuando el agente todav´ıa no tiene suficiente experiencia, las acciones realizadas se
seleccionan de forma aleatoria y, conforme aumenta la experiencia, la pol´ıtica mejora
de forma que la acciones proporcionan al agente una mayor cantidad de recompensa
a largo plazo.
Teniendo el cuenta la cantidad de informacio´n que recibe el agente, el aprendi-
zaje por refuerzo puede situarse entre el aprendizaje supervisado y el aprendizaje
no supervisado (Wiering y van Otterlo, 2012) (ver Figura 1.2). En el aprendizaje
no supervisado el objetivo es encontrar la estructura de un conjunto de datos sin
etiquetar, es decir, no hay ninguna sen˜al que permita evaluar la solucio´n obtenida.
Por el contrario, en el aprendizaje supervisado el conjunto de datos contiene ejemplos
de la solucio´n deseada para cada uno de los patrones de entrada. Por ello se puede
determinar perfectamente si la solucio´n propuesta es similar a la solucio´n o´ptima o
en que´ zonas del espacio de entrada la solucio´n es erro´nea y en que´ cantidad. En el
aprendizaje por refuerzo la sen˜al de recompensa proporciona cierta informacio´n sobre
la solucio´n propuesta, pero la informacio´n es mucho ma´s incompleta que en el caso
del aprendizaje supervisado. Esta caracter´ıstica resulta vital en los problemas donde















Comparacio´n de los distintos tipos de aprendizaje en funcio´n de la informacio´n que contienen
los datos.
1.2. Motivacio´n y objetivos
Durante las dos u´ltimas de´cadas, el intere´s de la comunidad cient´ıfica por el apren-
dizaje por refuerzo ha aumentado de forma espectacular, lo que ha dado lugar a un
gran nu´mero de algoritmos nuevos y aplicaciones. Uno de los principales atractivos de
este campo es la so´lida base teo´rica sobre la que se asienta. Los problemas tratados
se suelen formular empleando el marco matema´tico de los procesos de decisio´n de
Markov, mientras que muchos de los algoritmos esta´n basados en los principios de
funcionamiento de la programacio´n dina´mica. Esta base matema´tica ha permitido el
desarrollo de ana´lisis teo´ricos que demuestran bajo que´ condiciones, y a que´ velocidad,
convergen los algoritmos hacia pol´ıticas o´ptimas.
Los me´todos de aprendizaje por refuerzo han proporcionado algunas de las me-
jores soluciones conocidas en diversos problemas pra´cticos. Algunos casos populares
incluyen el desarrollo de un helico´ptero auto´nomo (Ng et al., 2004), la gestio´n de un
grupo de ascensores (Crites y Barto, 1996) o un agente capaz de jugar al juego de
mesa backgammon (Tesauro, 1995). Sin embargo, a pesar del gran nu´mero de proble-
mas que potencialmente se pueden resolver mediante RL, su uso todav´ıa esta´ mucho
menos extendido que el de otras te´cnicas de aprendizaje automa´tico. Esta situacio´n
se debe, principalmente, a dos motivos:
• El nu´mero de estados y/o acciones que definen un problema puede ser muy
grande o incluso infinito (cuando las variables de estado son continuas). Muchos
de los ana´lisis teo´ricos de convergencia de los algoritmos de RL asumen el uso de
tablas para representar de forma exacta las funciones valor y las pol´ıticas. Si el
nu´mero de estados es muy elevado no es posible representar dichas estructuras
en tablas, sino que se hace necesario emplear aproximadores para representarlas
de una forma ma´s compacta y manejable. Desde el punto de vista teo´rico, los
aproximadores lineales en los para´metros son ma´s adecuados, ya que permiten
conservar algunas propiedades de convergencia. Por el contrario, desde el punto
de vista pra´ctico, los aproximadores no lineales proporcionan mejores resultados,
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siendo la u´nica opcio´n posible en determinados problemas donde el espacio de
estados esta´ definido por un nu´mero elevado de dimensiones.
• El proceso de aprendizaje es demasiado lento. Los algoritmos cla´sicos de RL
suelen ser computacionalmente muy eficientes, sin embargo, el nu´mero de datos
que requieren para obtener pol´ıticas adecuadas suele ser muy elevado, incluso
en problemas relativamente sencillos. Cuando se dispone de algu´n tipo de si-
mulador capaz de generar los datos, la velocidad de convergencia no supone un
inconveniente. En caso contrario, adquirir un nu´mero elevado de datos a partir
de un entorno real puede ser excesivamente costoso, tanto en tiempo como en
dinero.
Como consecuencia de ambos motivos la aplicacio´n de los me´todos de RL en
problemas con un cierto grado de complejidad dista de ser trivial. La combinacio´n
del algoritmo de RL y el me´todo de aproximacio´n debe seleccionarse cuidadosamente
ya que, de lo contrario, es probable que el proceso de aprendizaje no converja hacia
una pol´ıtica o´ptima. Au´n suponiendo que el algoritmo se comporte de forma estable,
si la cantidad de datos disponible es limitada, puede ocurrir que sea insuficiente para
obtener una solucio´n u´til. Adema´s hay otras etapas de disen˜o que pueden resultar
complejas y para las cuales no existe un procedimiento sistema´tico como, por ejemplo,
el disen˜o de la funcio´n de recompensa o la definicio´n de las variables de estado. Por
tanto, para obtener una solucio´n satisfactoria mediante RL, habitualmente se requiere
que el usuario posea cierta experiencia tanto en la aplicacio´n de las te´cnicas como en
el problema que se desea resolver.
En te´rminos generales, el objetivo que se persigue en esta tesis es doble. Por una
parte se pretende desarrollar nuevos algoritmos orientados a reducir las limitaciones de
los me´todos actuales de RL, es decir, algoritmos que puedan ser aplicados de forma
estable en problemas con espacios continuos y un nu´mero elevado de dimensiones
as´ı como algoritmos que hagan un uso ma´s eficiente de los datos. Por otra parte, el
segundo objetivo es disen˜ar un sistema basado en RL para resolver un problema real
perteneciente al a´mbito me´dico, concretamente se pretende optimizar el tratamiento
con darbepoetina alfa de pacientes ane´micos en hemodia´lisis.
1.3. Organizacio´n de la tesis y contribuciones
La presente tesis se ha organizado en siete cap´ıtulos. Se ha intentado que los
cap´ıtulos principales sean autocontenidos, motivo por el cual los cap´ıtulos del 3 al 6
contienen las secciones t´ıpicas de cualquier art´ıculo cient´ıfico (introduccio´n, me´todos,
experimentos, resultados y conclusiones). Exceptuando el cap´ıtulo 3, que junto con
el cap´ıtulo 2 presenta los fundamentos teo´ricos y el contexto de la tesis, el resto de
cap´ıtulos (4, 5 y 6) pueden leerse de forma independiente y en cualquier orden, aunque,
si es posible, se recomienda leerlos en el orden presentado. A continuacio´n se describe
brevemente cada uno de los cap´ıtulos indicando las contribuciones realizadas.
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• Cap´ıtulo 2. Fundamentos de programacio´n dina´mica y aprendizaje
por refuerzo. Este cap´ıtulo proporciona los fundamentos teo´ricos necesarios
para describir el resto de conceptos introducidos a lo largo de la tesis. Se pre-
senta el marco matema´tico de los procesos de decisio´n de Markov, considerado
como un esta´ndar para describir formalmente los elementos del aprendizaje por
refuerzo. Posteriormente se introducen los algoritmos ba´sicos de programacio´n
dina´mica ya que son la base de muchos de los algoritmos de RL. Finalmente, se
introducen los algoritmos cla´sicos de RL asumiendo que el espacio de estados y
de acciones es discreto y suficientemente pequen˜o como para ser enumerado.
• Cap´ıtulo 3. Aprendizaje por refuerzo en espacios continuos. La primera
parte de este cap´ıtulo extiende los algoritmos cla´sicos de RL, introducidos en el
cap´ıtulo anterior, al caso ma´s general de tener un espacio de estados continuo, lo
cual resulta ba´sico para abordar problemas reales. La segunda parte del cap´ıtulo
se centra en una clase de algoritmos caracterizados por hacer un uso eficiente
de los datos. Adema´s de presentar los algoritmos que constituyen el estado del
arte, el cap´ıtulo contribuye con un estudio experimental en el que se compara y
analizan las propiedades de los algoritmos empleando un problema comu´nmente
utilizado en la evaluacio´n de estas te´cnicas (el coche en la montan˜a).
• Cap´ıtulo 4. Iteracio´n de funciones valor ajustadas para problemas de
aprendizaje online. En este cap´ıtulo se introduce un nuevo algoritmo enfoca-
do al uso eficiente de los datos en problemas de aprendizaje online. El desarro-
llo de algoritmos eficientes tradicionalmente se ha dirigido hacia problemas de
aprendizaje oﬄine, sin embargo dicha eficiencia tambie´n es una caracter´ıstica
de vital importancia en los problemas online. El algoritmo propuesto en este
cap´ıtulo reduce la cantidad de datos necesaria para aprender pol´ıticas o´ptimas
haciendo un uso ma´s intensivo de los recursos computacionales. Adema´s permite
emplear ciertos aproximadores no lineales garantizando la convergencia hacia la
solucio´n o´ptima.
• Cap´ıtulo 5. Least-squares temporal-difference basado en ma´quinas de
aprendizaje extremo. El cap´ıtulo introduce un algoritmo para prediccio´n de
funciones valor que emplea las ma´quinas de aprendizaje extremo como aproxi-
mador de funciones. La prediccio´n de funciones valor es una de las etapas clave
en todos los algoritmos basados en el principio de iteracio´n de pol´ıticas. Las
ma´quinas de aprendizaje extremo proporcionan un aproximador caracterizado
por ser lineal en los para´metros y realizar una aproximacio´n de tipo global.
La combinacio´n de ambas caracter´ısticas, como se demuestra en los experimen-
tos realizados, permiten que el algoritmo desarrollado conserve las propiedades
teo´ricas de convergencia al mismo tiempo que mejora la escalabilidad a espacios
de elevada dimensionalidad.
• Cap´ıtulo 6. Optimizacio´n del tratamiento de la anemia en pacientes
en hemodia´lisis mediante aprendizaje por refuerzo. En este cap´ıtulo se
desarrolla un sistema basado en RL para optimizar el tratamiento de la anemia
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en pacientes en hemodia´lisis. La anemia es una complicacio´n que sufren ma´s del
90% de los pacientes sometidos a hemodia´lisis. El tratamiento esta´ndar consiste
en la administracio´n de darbepoetina alfa (u otros fa´rmacos del mismo tipo). La
respuesta de los pacientes a la darbepoetina alfa es altamente heteroge´nea, por lo
que es necesario realizar un ajuste individualizado de la dosis. Sin embargo, este
proceso de ajuste resulta complicado por varios motivos: (i) los efectos de cada
administracio´n del fa´rmaco pueden durar hasta tres meses: cuando se administra
regularmente es dif´ıcil determinar a que´ dosis corresponde el efecto observado
en el paciente; (ii) la dosis o´ptima para un mismo paciente puede variar en
funcio´n de su estado (inflamacio´n, administracio´n de otros fa´rmacos, variaciones
de peso, etc.). Estas dificultades, junto con el estrecho rango terape´utico de la
darbepoetina alfa y su elevado precio, justifican la necesidad de optimizar los
protocolos actuales de administracio´n.
• Cap´ıtulo 7. Conclusiones y proyeccio´n futura. Este cap´ıtulo cierra la tesis
describiendo las conclusiones globales que se derivan del trabajo realizado. En
el cap´ıtulo tambie´n se identifican oportunidades de investigacio´n futura y se





dina´mica y aprendizaje por
refuerzo
2.1. Introduccio´n
El origen del te´rmino programacio´n dina´mica (dynamic programming, DP) no tie-
ne ninguna relacio´n con el concepto actual de programacio´n, entendido e´ste como el
proceso de disen˜ar, codificar y depurar el co´digo fuente de programas computacio-
nales. La programacio´n dina´mica fue desarrollada por Richard Bellman en la de´cada
de 1950 (Bellman, 1957), e´poca en la que las computadoras eran extremadamente
raras y el concepto actual de “escribir co´digo” apenas exist´ıa. As´ı pues, el significado
de la palabra programacio´n ma´s bien puede considerarse como un sino´nimo de pla-
nificacio´n, mientras que el te´rmino dina´mica enfatiza la importancia del tiempo, el
cara´cter multietapa del proceso (Dreyfus, 2002). La programacio´n dina´mica es una
parte fundamental de la teor´ıa de control o´ptimo. En un problema de control o´ptimo,
el objetivo es desarrollar un controlador que minimice una medida del comportamien-
to de un sistema dina´mico a lo largo del tiempo (Bertsekas, 2005). Cuando el sistema
es estoca´stico y no lineal, habitualmente se considera que la u´nica forma viable de
encontrar una solucio´n es mediante DP (Sutton y Barto, 1998). El campo de la pro-
gramacio´n dina´mica fue desarrollado originalmente para resolver problemas discretos
de control o´ptimo estoca´stico. Posteriormente las te´cnicas de DP se han aplicado en
otros campos como investigacio´n operativa y economı´a, donde han sido ampliamente
estudiadas (Puterman, 2005).
Por otra parte, el aprendizaje por refuerzo (reinforcement learning, RL) tiene
sus or´ıgenes en el campo de la inteligencia artificial. Como tantos otros me´todos de
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inteligencia artificial, RL esta´ inspirado en los mecanismos de aprendizaje biolo´gico.
Concretamente, tiene sus ra´ıces en el condicionamiento operante (o instrumental), una
forma de aprendizaje en la que el comportamiento de un sujeto se modifica mediante
sus antecedentes y consecuencias. De acuerdo con el condicionamiento operante, en-
tre las diferentes formas que un individuo puede responder ante una misma situacio´n,
aquellas que este´n acompan˜adas de una satisfaccio´n (refuerzo positivo), estara´n ma´s
firmemente conectadas a dicha situacio´n. Cuando el individuo se encuentre de nuevo
en esa situacio´n, la respuesta con una conexio´n ma´s fuerte tendra´ ma´s posibilidades
de repetirse. Por el contrario, la conexio´n de aquellas respuestas acompan˜adas por
una sensacio´n de malestar (refuerzo negativo) tienden a debilitarse, por lo que son
menos probables que se repitan (Skinner, 1938; Thorndike, 1905). Este mecanismo
incorpora dos conceptos clave del aprendizaje mediante prueba y error utilizado en
RL: seleccio´n y asociacio´n. El concepto de seleccio´n significa que es necesario intentar
varias alternativas y seleccionar entre ellas comparando sus consecuencias. Mientras
que el concepto de asociacio´n hace referencia a la idea de que las alternativas en-
contradas en proceso de seleccio´n se asocian a situaciones concretas. El aprendizaje
supervisado, por ejemplo, es asociativo pero no selectivo (Sutton y Barto, 1998).
Aunque DP y RL inicialmente se desarrollaron de forma independiente pronto
comenzaron a observase similitudes entre ambas te´cnicas. Desde la perspectiva del
control automa´tico, tanto DP como RL son equivalentes a un problema de control
o´ptimo estoca´stico y no lineal (Bertsekas, 2005). Adema´s, RL puede ser visto como
una te´cnica de control o´ptimo adaptativo (Sutton et al., 1992; Vrabie et al., 2009).
Actualmente ambos campos esta´n fuertemente relacionados, tanto es as´ı que a menudo
se presentan de forma conjunta (Berenji, 1994; Lewis y Vrabie, 2009). La mayor´ıa de
algoritmos de RL pueden considerarse como un intento de dotar a la programacio´n
dina´mica de una mayor aplicabilidad pra´ctica eliminando la necesidad de tener un
conocimiento profundo del entorno (Szepesva´ri, 2010).
Cuando se dispone de un modelo que describe el comportamiento del entorno
es posible aplicar los algoritmos de DP. Comparado con otras te´cnicas de control
cla´sico que tambie´n se basan en un modelo, una de las ventajas de DP es que apenas
realiza asunciones sobre el entorno, como suele ser habitual en otros casos (Busoniu
et al., 2010a). Adema´s, el modelo requerido por DP puede ser un simulador, y no
necesariamente una expresio´n anal´ıtica. Aunque a priori esta diferencia pueda parecer
trivial, en muchas aplicaciones pra´cticas resulta ma´s sencillo encontrar un modelo de
simulacio´n que una expresio´n anal´ıtica, especialmente cuando se trata de entornos
estoca´sticos (Sutton y Barto, 1998).
La principal diferencia entre DP y RL es que la solucio´n planteada por las te´cnicas
de RL no requieren ningu´n tipo de modelo, sino que funcionan empleando u´nicamente
los datos obtenidos del entorno. Esta caracter´ıstica es importante porque permite
aplicar RL en entornos cuya dina´mica es desconocida o cuando construir un modelo
de ella resulta demasiado costoso. Los datos se pueden obtener del entorno al mismo
tiempo que el agente aprende una pol´ıtica de control o, alternativamente, pueden
ser almacenados y procesados posteriormente. Los algoritmos aplicados en el primer
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caso son de tipo online mientras que en el segundo caso son de tipo oﬄine. Como es
lo´gico, cuando se dispone de un modelo tambie´n es posible aplicar las te´cnicas de RL,
para ello, la opcio´n ma´s sencilla consiste en utilizar el modelo para generar los datos
requeridos por el algoritmo.
Debido a los mu´ltiples or´ıgenes del RL es comu´n encontrar en la literatura los
mismos conceptos con diferentes nombres, por ejemplo, los te´rminos programacio´n
neuro-dina´mica o programacio´n dina´mica aproximada se suelen emplear como sino´ni-
mos de aprendizaje por refuerzo (Powell, 2011). Las dos nomenclaturas ma´s exten-
didas son aquellas basadas en la teor´ıa de control y en la inteligencia artificial o
aprendizaje automa´tico. En la Figura 2.1 se muestra de nuevo el esquema con los
elementos ba´sicos de DP/RL y la equivalencia entre ambas nomenclaturas. A lo largo
de esta tesis la informacio´n se presenta principalmente desde el punto de vista del
aprendizaje automa´tico, por lo que se empleara´ la notacio´n y terminolog´ıa propia de
este campo. No´tese, sin embargo, que ello no supone un impedimento para emplear
resultados y ejemplos procedentes del a´mbito del control automa´tico. Obviamente,
la metodolog´ıa descrita en los siguientes cap´ıtulos es tambie´n va´lida para los pro-














Elementos que forman el problema de aprendizaje por refuerzo y equivalencia entre las
nomenclaturas del a´mbito de la inteligencia artificial y de la teor´ıa de control.
El resto del cap´ıtulo esta´ organizado como sigue. En la Seccio´n 2.2 se introduce el
marco matema´tico empleado en DP/RL: los procesos de decisio´n de Markov. Poste-
riormente, el concepto de pol´ıtica y los criterios de optimalidad necesarios para definir
las pol´ıticas o´ptimas se describen en las Secciones 2.3 y 2.4, respectivamente. La ma-
yor parte de algoritmos de DP y RL esta´n basados en funciones valor y las ecuaciones
de Bellman, ambos elementos se describen en la Seccio´n 2.5. Una vez introducidos
todos los conceptos previos necesarios, la Seccio´n 2.6 explica los principios de funcio-
namiento y los algoritmos fundamentales de DP, mientras que en la Seccio´n 2.7 estos
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principios se extienden al caso de RL. Finalmente, la Seccio´n 2.8 cierra el cap´ıtulo
con un resumen y discusio´n de los aspectos ma´s importantes.
2.2. Procesos de decisio´n de Markov
Los procesos de decisio´n de Markov (Markov decision processes, MDPs) (Puter-
man, 2005; Sigaud y Buffet, 2010) proporcionan el marco teo´rico esta´ndar utiliza-
do para describir formalmente los problemas que resuelven tanto la programacio´n
dina´mica como el aprendizaje por refuerzo. Un MDP esta´ compuesto por un conjunto
de estados, un conjunto de acciones, una funcio´n de transicio´n entre estados y una
funcio´n de recompensa. A continuacio´n se introduce cada uno de estos elementos.
2.2.1. Estados
En cada instante temporal, el entorno se encuentra en un estado determinado s. El
conjunto de estados S del entorno se define como el conjunto finito {s1, s2, . . . , sN},
siendo N el taman˜o del espacio de estados, es decir, |S| = N , donde | · | denota
cardinalidad. Aunque no existe una definicio´n consensuada sobre que´ informacio´n
debe incluir el estado, en Powell (2011) se define estado como una funcio´n de la
historia (estados anteriores) con la mı´nima dimensio´n necesaria y suficiente para tomar
decisiones, calcular la funcio´n de transicio´n y calcular la funcio´n de recompensa. El
te´rmino “mı´nima dimensio´n” hace referencia a que el estado debe ser tan compacto
como sea posible, ya que, como se vera´ posteriormente, el nu´mero de dimensiones de
los estados condicionara´ el proceso de aprendizaje. Dicho de otra forma, un estado en
el instante k debe contener toda la informacio´n necesaria para permitir que el agente
actu´e de forma o´ptima en dicho instante.
2.2.2. Acciones
El conjunto de acciones A se define como el conjunto finito {a1, a2, . . . , aM}, siendo
M el taman˜o del espacio de acciones, es decir, |A| = M . Las acciones pueden ser
utilizadas para controlar las transiciones que realiza el sistema. El conjunto de acciones
que se pueden realizar en un estado concreto s ∈ S es denotado como A(s), siendo
A(s) ⊆ A para todo s ∈ S. Aunque existen problemas donde determinados estados
u´nicamente permiten realizar un subconjunto de acciones, en general se asume que
A(s) = A para todo s ∈ S.
2.2.3. Funcio´n de transicio´n
En el caso de un sistema determinista, cuando se aplica una accio´n a ∈ A en un
estado s ∈ S, el sistema realiza una transicio´n desde s hasta s′ de acuerdo a la funcio´n
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de transicio´n f : S ×A→ S:
s′ = f(s, a) (2.1)
En el caso ma´s general de que el sistema sea estoca´stico, el estado siguiente es una
variable aleatoria y el estado y accio´n actuales dan lugar a la distribucio´n de proba-
bilidad de dicha variable. La funcio´n de transicio´n determinista f es reemplazada por
una funcio´n de transicio´n probabil´ıstica f¯ : S×A×S → [0, 1]. Tras aplicar una accio´n
a en un estado s la probabilidad de que el estado siguiente sea s′ es:
P (s′|s, a) = f¯(s, a, s′) (2.2)
Para cualquier estado s y accio´n a, la funcio´n f¯ debe satisfacer
∑
s′ f¯(s, a, s
′) = 1.
Generalmente se define una variable discreta temporal, k = 1, 2, . . ., para distinguir el
orden en el que transcurren los estados y las acciones. De acuerdo a esta notacio´n, sk
hace referencia al estado en el instante k. Esto permite comparar diferentes estados y
acciones que ocurren de forma ordenada en el tiempo durante la interaccio´n agente-
entorno.
El sistema sobre el que se aplican las acciones se dice que es markoviano o posee
la propiedad de Markov si el resultado de aplicar una accio´n no depende de la histo-
ria ni de acciones anteriores, sino que solo depende del estado y la accio´n actuales.
La propiedad de Markov se puede expresar formalmente usando la distribucio´n de
probabilidad condicional de los estados futuros:
P (sk+1|sk, ak, sk−1, ak−1, . . .) = P (sk+1|sk, ak) = f¯(sk, ak, sk+1) (2.3)
El hecho de que un sistema sea markoviano implica que el estado actual sk propor-
ciona suficiente informacio´n para realizar decisiones o´ptimas. O lo que es lo mismo,
siempre que se aplica la accio´n a en el estado s, la distribucio´n de probabilidades del
estado siguiente es la misma, independientemente del instante temporal k en el que
se encuentre el sistema. La propiedad de Markov tiene un papel esencial debido a
que proporciona garant´ıas teo´ricas de convergencia a los algoritmos DP/RL (Sutton
y Barto, 1998). Adema´s, esta propiedad es la que distingue los MDPs de otro tipo
de modelos ma´s generales como, por ejemplo, los procesos de decisio´n de Markov
parcialmente observables.
2.2.4. Funcio´n de recompensa
La funcio´n de recompensa es el elemento del MDP que especifica impl´ıcitamente
el objetivo del aprendizaje. En el caso de un sistema determin´ıstico, cada vez que el
entorno realiza una transicio´n de un estado a otro, el agente recibe una sen˜al escalar
de acuerdo con la funcio´n de recompensa ρ : S ×A→ R:
rk+1 = ρ(sk, ak) (2.4)
donde se asume que ρ esta´ limitada por una cantidad finita, es decir:
sup
s,a
|ρ(s, a)| <∞ (2.5)
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La funcio´n de recompensa indica la deseabilidad inmediata de una transicio´n, sin
embargo, no indica nada sobre su deseabilidad a largo plazo.
Cuando el sistema es estoca´stico las transiciones no dependen u´nicamente del
estado y accio´n actuales. Por lo tanto, dado que la recompensa esta´ asociada a las
transiciones, en el caso estoca´stico la funcio´n de recompensa tambie´n depende del
estado siguiente, ρ¯ : S × A × S → R. As´ı pues, tras una transicio´n hasta el estado
sk+1, la recompensa correspondiente viene dada por:
rk+1 = ρ¯(sk, ak, sk+1) (2.6)
2.2.5. Proceso de decisio´n de Markov
Una vez descritos los diferentes elementos que componen los MDPs, se puede
definir un proceso de decisio´n de Markov como la tupla {S,A, f, ρ} donde S es un
conjunto de estados, A es un conjunto de acciones, f es una funcio´n de transicio´n y
ρ es una funcio´n de recompensa.
La funcio´n de transicio´n f junto con la funcio´n de recompensa ρ forman lo que
se conoce como modelo del MDP. En ocasiones un MDP puede representarse gra´fica-
mente como un diagrama de transicio´n de estados donde cada nodo se corresponde
con un estado y los arcos (dirigidos) denotan transiciones. Esta representacio´n gra´fica
tambie´n puede incluir informacio´n de la recompensa obtenida en cada una de las tran-
siciones y la probabilidad de cada transicio´n tras realizar una accio´n determinada. En
la Figura 2.2 se muestra un ejemplo de este tipo de diagramas. Debajo de cada arco se
muestran dos nu´meros entre llaves, el primero de ellos indica la recompensa obtenida
por el agente cuando se realiza la transicio´n, mientras que el segundo nu´mero indica
la probabilidad de dicha transicio´n tras realizar la accio´n indicada encima del arco.
Por ejemplo, si se realiza la accio´n a1,1, un 60% de las veces el siguiente estado sera´ s2
y el agente recibira´ una recompensa igual a 5, mientras que el restante 40% el estado
siguiente seguira´ siendo s1 y el agente recibira´ una recompensa igual a 3.
Existe un gran nu´mero de sistemas susceptibles de ser descritos mediante MDPs.
Dichos sistemas se pueden dividir en dos grupos segu´n la naturaleza de la interaccio´n
entre el agente y el entorno. Supongamos por ejemplo el caso del juego “tres en
raya”. El objetivo es que el agente aprenda a realizar los movimientos adecuados para
ganar. Para ello, se permite que el agente interactu´e (juegue) con el entorno (jugador
oponente). Los diferentes estados se corresponden con las posibles configuraciones
del tablero. Cada vez que alguno de los oponentes gana o se produce un empate, la
partida se da por terminada y comienza una partida nueva. Este tipo de problemas, en
los que la interaccio´n tiene un final definido, se conocen como problemas episo´dicos.
Para referirse a cada una de las secuencias de estados y acciones desde un estado
inicial hasta uno final se utiliza el te´rmino episodio o trayectoria. Por contra, cuando

















Representacio´n esquema´tica de un proceso de decisio´n de Markov formado por tres estados.
En los problemas episo´dicos, el MDP correspondiente contiene uno o varios estados
que producen el final del episodio, dichos estados se conocen como estados terminales
o absorbentes. Una vez alcanzado una estado terminal, no es posible abandonarlo;
cualquier accio´n realizada en un estado terminal produce una transicio´n al mismo
estado con probabilidad 1 y recompensa 0. Formalmente, para un estado terminal se
cumple que f¯(s, a, s) = 1 y ρ¯(s, a, s′) = 0 para todos los estados s ∈ S y acciones
a ∈ A. Esta definicio´n de estado terminal permite utilizar el mismo marco teo´rico
para describir problemas tanto episo´dicos como continuos.
2.3. Pol´ıticas
El agente escoge la accio´n a realizar en cada estado de acuerdo a su pol´ıtica π.
Dado un MDP {S,A, f, ρ}, una pol´ıtica determinista es una funcio´n π : S → A que
mapea cada estado con una accio´n. Que un agente siga una pol´ıtica π significa que
en cualquier instante k y estado sk, la accio´n realizada viene dada por:
ak = π(sk) (2.7)
Las pol´ıticas tambie´n pueden ser estoca´sticas, en cuyo caso realizan un mapeo entre
estados y distribuciones sobre el espacio de acciones, π : S×A→ [0, 1], cumplie´ndose
para cada estado s ∈ S las condiciones:
π(s, a) ≥ 0 (2.8)∑
a∈A
π(s, a) = 1 (2.9)
La pol´ıtica es parte del agente y, en general, el objetivo de los algoritmos de DP y RL
es encontrar una pol´ıtica o´ptima (Busoniu et al., 2010a).
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Continuando con la distincio´n entre problemas episo´dicos y continuos, supongamos
un MDP determinista donde una distribucio´n de estado inicial, I : S → [0, 1], deter-
mina la probabilidad de que el sistema se inicie en el estado s0. Entonces, si se aplica
la pol´ıtica π, la accio´n realizada por el agente sera´ a0 = π(s0). Como consecuencia de
dicha accio´n, y de acuerdo con la funcio´n de transicio´n f , se producira´ una transicio´n
hasta el estado s1 = f(s0, a0) y el agente recibira´ una recompensa r0 = ρ(s, a). Este
proceso se repite generando la trayectoria s0, a0, r0, s1, a1, r1, s2, a2, . . . En el caso de
que se trate de un problema episo´dico, la trayectoria terminara´ en un estado terminal
sterm ∈ Sterm, siendo Sterm ⊆ S, y comenzara´ una nueva secuencia con un estado de-
terminado por I. En el caso de un problema continuo, la trayectoria puede prolongarse
indefinidamente.
2.4. Criterios de optimalidad
Antes de analizar los diferentes me´todos para encontrar pol´ıticas o´ptimas es ne-
cesario conocer el significado exacto del te´rmino “o´ptimo”, es decir, definir lo que se
conoce como modelo, o criterio, de optimalidad. El objetivo de los algoritmos de DP
/RL es encontrar una pol´ıtica que maximice la recompensa obtenida por el agente a lo
largo del tiempo, cantidad conocida como retorno. Dicho de otra forma el retorno es
la suma acumulada de las recompensas que recibe el agente cuando sigue una pol´ıtica
π en una trayectoria que comienza en el estado s0. Existen varios tipos de retornos en
funcio´n del me´todo empleado para acumular las recompensas y el horizonte (o lon-
gitud de la trayectoria) que se tiene en cuenta. El retorno con descuento y horizonte








donde γ ∈ [0, 1) es el factor de descuento, ak = π(sk) y sk+1 = f(sk, ak)) para k ≥ 0.
El factor de descuento se puede interpretar intuitivamente como una medida del peso
que tienen las recompensas futuras para calcular el retorno, o como una forma de
tener en cuenta la incertidumbre creciente sobre las recompensas futuras. Desde el
punto de vista matema´tico γ asegura que el retorno esta´ limitado por una cantidad
finita siempre y cuando la funcio´n de recompensa tambie´n lo este´.
De forma similar es posible definir un retorno con horizonte infinito y sin descuento
simplemente fijando γ igual a 1 en la Ecuacio´n (2.10). En este caso el retorno consiste
en la suma de todas las recompensas obtenidas en la trayectoria. Emplear un retorno
sin descuento y horizonte infinito puede ser problema´tico debido a que su valor no
esta´ acotado y suele causar inestabilidades en el proceso de aprendizaje. Otro tipo










2.4. CRITERIOS DE OPTIMALIDAD
Alternativamente tambie´n existen retornos de horizonte finito. Este tipo de retor-
nos acumulan las recompensas obtenidas a lo largo de una trayectoria de longitud fija.
Por ejemplo, si se fija la longitud del horizonte igual a K, el retorno con descuento de




En los retornos con horizonte finito es ma´s fa´cil no aplicar ninguna tasa de descuen-
to (γ = 1) debido a que el retorno permanece acotado siempre que la funcio´n de
recompensa tambie´n lo este´.
Los criterios de optimalidad ponen de manifiesto que la meta del agente es op-
timizar su comportamiento (pol´ıtica) a largo plazo (retorno) a partir de una sen˜al
que evalu´a el comportamiento de forma inmediata (recompensa). Habitualmente la
recompensa que recibe el agente en un instante dado esta´ influenciada por las ac-
ciones que realizo´ en los instantes anteriores. Por tanto, dada una trayectoria donde
la recompensa solo se recibe en el estado terminal, el agente debe, en cierto modo,
averiguar que´ acciones han sido las causantes de dicha recompensa. Este problema
se conoce como problema de las recompensas retardadas o asignacio´n temporal de
me´rito (Sutton, 1992), y sera´ discutido ma´s detalladamente en la Seccio´n 2.7.2. La
capacidad de los me´todos de DP/RL para resolver eficazmente el problema de la asig-
nacio´n temporal de me´rito es una de las caracter´ısticas que los diferencian de otras
te´cnicas que, a menudo, tienen dificultades para encontrar una solucio´n adecuada.
La mayor parte de algoritmos de DP y RL emplean el criterio de optimalidad
definido en la Ecuacio´n (2.10) debido a que posee propiedades teo´ricas que lo hacen
ma´s adecuado para el ana´lisis matema´tico (Bertsekas y Tsitsiklis, 1996). Por ejemplo,
dicho criterio asegura la existencia de, al menos, una pol´ıtica o´ptima estacionaria y
determinista, mientras que en otros casos las pol´ıticas o´ptimas generalmente dependen
del instante temporal k, es decir, no son estacionarias. Por este motivo y salvo que se
indique lo contrario, en la presente tesis se asumira´ como criterio de optimalidad el
retorno con descuento y horizonte infinito.
Frecuentemente, en los ana´lisis teo´ricos el factor de descuento γ se asume como
una parte dada del problema, sin embargo, en la pra´ctica es necesario escoger un va-
lor adecuado en funcio´n del problema que se pretende resolver. El funcionamiento de
algunos de los algoritmos ma´s utilizados tiene una fuerte dependencia con el factor de
descuento, por lo que su rendimiento se deteriora notablemente para ciertos valores de
γ. Adema´s, como se vera´ en secciones posteriores, el factor de descuento puede influir
tanto en la calidad de la pol´ıtica obtenida como en la velocidad de convergencia: va-
lores pequen˜os de γ aceleran la convergencia, pero cuando son demasiado pequen˜os el
horizonte de optimizacio´n es corto y puede dar lugar a pol´ıticas subo´ptimas. As´ı pues,
el valor γ debe proporcionar un compromiso entre ambas caracter´ısticas. No existe
ninguna regla general que permita fijar el valor de γ a priori, sino que, en gran medi-
da, dependera´ de la experiencia del usuario y del conocimiento que se tenga sobre el
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entorno. Au´n as´ı, el procedimiento habitual implica experimentar con varios valores
de γ y seleccionar aquel que produzca los resultados ma´s satisfactorios.
2.5. Funciones valor y ecuaciones de Bellman
En las secciones anteriores se han introducido de forma independiente los MDPs y
los criterios de optimalidad, en esta seccio´n se introducira´n las funciones valor, que son
el punto de unio´n entre ambos elementos. Intuitivamente, una funcio´n valor es una
estimacio´n de la bondad que supone para un agente estar en un determinado estado
cuando sigue una pol´ıtica fija. El concepto de “cua´nto de bueno” se expresa de acuerdo
al criterio de optimalidad, es decir, al retorno. Existen dos tipos de funciones valor:
funcio´n V, que estima la bondad de estar en un estado, y funcio´n Q, que estima la
bondad de realizar una accio´n en un estado. Por motivos obvios, la funcio´n V tambie´n
es conocida como funcio´n valor estado y la funcio´n Q como funcio´n valor estado-
accio´n. Aunque en ocasiones el te´rmino “funcio´n valor” se emplea como sino´nimo de
funcio´n V, aqu´ı se reserva para referirse de forma conjunta a las funciones V y Q. A lo
largo de esta seccio´n se describira´n en primer lugar las funciones Q y, posteriormente,
las funciones V.
La funcio´n Q de una pol´ıtica π, Qπ : S × A → R, es igual al retorno obtenido





A partir de esta fo´rmula se puede obtener otra expresio´n de la funcio´n Q que, aunque es
equivalente, resulta ma´s u´til para introducir conceptos posteriores. Si (s0, a0) = (s, a),
sk+1 = f(sk, ak) para k ≥ 0 y ak = π(sk) para k ≥ 1, entonces se puede separar el
primer te´rmino del sumatorio, obteniendo:








= ρ(s, a) + γRπ(f(s, a)) (2.15)
donde se ha utilizado la Ecuacio´n (2.10) en el u´ltimo paso.
Una propiedad fundamental de las funciones valor es que pueden ser caracterizadas
de forma recursiva mediante la ecuacio´n de Bellman (Bellman, 1957). La ecuacio´n de
Bellman establece que, para una funcio´n Qπ, el valor de realizar la acio´n a en el
estado s bajo la pol´ıtica π es igual a la suma de la recompensa inmediata y el valor
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con descuento logrado por π en el siguiente estado, es decir:
Qπ(s, a) = ρ(s, a) + γQπ(f(s, a), π(f(s, a))) (2.16)
= ρ(s, a) + γQπ(s′, a′)
La ecuacio´n de Bellman para una funcio´n Q se puede obtener a partir de (2.14):




= ρ(s, a) + γ
[





= ρ(s, a) + γQπ(f(s, a), π(f(s, a))) (2.17)
donde (s0, a0) = (s, a), sk+1 = f(sk, ak) para k ≥ 0 y ak = π(sk) para k ≥ 1. Qπ
es la u´nica solucio´n para el sistema de ecuaciones definido por (2.16). Existen varias
pol´ıticas que pueden tener la misma funcio´n Q pero, para una pol´ıtica π dada, Qπ es
u´nica.
Generalmente, dado un MDP, el objetivo es encontrar la mejor pol´ıtica posible,
aquella que obtenga un retorno mayor. Una funcio´n Q o´ptima, denotada como Q∗, se
define como la mejor funcio´n Q que se puede obtener con cualquier pol´ıtica:
Q∗(s, a) = ma´x
π
Qπ(s, a) (2.18)
Una pol´ıtica o´ptima es aquella que en cada estado selecciona la accio´n con el mayor




donde argma´xa g(a) para una funcio´n cualquiera g(·) devuelve el valor de a que pro-
porciona el ma´ximo de la funcio´n g(a).




se dice que es voraz o greedy respecto a Q. Por tanto, una posible forma de hallar
la pol´ıtica o´ptima es calcular primero Q∗ y despue´s simplemente aplicar (2.19) para
obtener una pol´ıtica greedy respecto Q∗.
Las funciones valor o´ptimas Q∗ tambie´n se pueden caracterizar de forma recursiva,
en este caso mediante la ecuacio´n de optimalidad de Bellman. Dicha ecuacio´n establece
que el valor o´ptimo de realizar una accio´n a en un estado s es igual a la suma de la
recompensa inmediata obtenida ma´s el valor de Q∗ obtenido por la accio´n o´ptima en
el estado siguiente:
Q∗(s, a) = ρ(s, a) + γma´x
a′
Q∗(f(s, a), a′) (2.21)
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Todos los conceptos introducidos en esta seccio´n para las funciones Q se pueden
extender fa´cilmente a las funciones V. La funcio´n V de una pol´ıtica π, V π : S → R,




γkρ(sk, π(sk)) = R
π(s) (2.22)
Las funciones V y Q de una misma pol´ıtica esta´n relacionadas de forma que:
V π(s) = Qπ(s, π(s)) (2.23)
La funcio´n V o´ptima, denotada con V ∗, se define como la mejor funcio´n V que
se puede obtener con cualquier pol´ıtica y se puede calcular a partir de la funcio´n Q
o´ptima:
V ∗(s) = ma´x
π
V π(s) = ma´x
a
Q∗(s, a) (2.24)
La funciones V π y V ∗ se pueden caracterizar mediante la ecuacio´n de Bellman y la
ecuacio´n de optimalidad de Bellman, respectivamente:
V π(s) = ρ(s, π(s)) + γV π(f(s, π(s))) (2.25)
V ∗(s) = ma´x
a
[ρ(s, a) + γV ∗(f(s, a))] (2.26)




[ρ(s, a) + γV ∗(f(s, a))] (2.27)
Sin embargo, como se puede observar en (2.27), calcular una pol´ıtica o´ptima a partir
de la funcio´n V ∗ requiere conocer el modelo del MDP, tanto su dina´mica f como su
funcio´n de recompensa ρ. Esto se debe a que la funcio´n V solo contiene informacio´n
sobre la bondad de los estados, por lo que para determinar la accio´n o´ptima se debe
introducir ma´s informacio´n por medio de f y ρ. Por el contrario, la funcio´n Q incluye
tambie´n informacio´n sobre las acciones y a partir de ella se puede calcular una pol´ıtica
o´ptima sin conocer el modelo del MDP. Este es el motivo por el cual la mayor´ıa de
algoritmos RL, donde se asume que el modelo es desconocido, se basan en funciones
Q en lugar de funciones V , a pesar de que estas u´ltimas requieren menos espacio para
ser almacenadas.
No´tese que por cuestiones de simplicidad los conceptos introducidos sobre las fun-
ciones valor y las ecuaciones de Bellman se han restringido al caso de MPDs determi-
nistas, restriccio´n que tambie´n se mantiene en las secciones posteriores. Conceptual-
mente, el caso estoca´stico sigue manteniendo los mismos principios de funcionamiento,
aunque, obviamente, la expresiones matema´ticas resultantes sean ma´s complejas. El
lector interesado puede encontrar una descripcio´n detallada para el caso de MDPs
estoca´sticos en (Kaelbling et al., 1996; Bertsekas, 2007; Busoniu et al., 2010a; Sze-
pesva´ri, 2010).
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2.6. Programacio´n dina´mica: solucio´n basada en el
modelo
El te´rmino programacio´n dina´mica se refiere a un conjunto de te´cnicas para re-
solver MDPs asumiendo que se conoce el modelo del MDP, es decir, la funcio´n de
transicio´n f y la funcio´n de recompensa ρ. En muchas aplicaciones resulta complica-
do obtener un modelo que describa de forma fiable el comportamiento del MDP, por
lo que la utilidad pra´ctica de esta´s te´cnicas es bastante limitada. A pesar de ello desde
el punto de vista teo´rico y algor´ıtmico son de vital importancia porque constituyen la
base para las te´cnicas de RL. De hecho, casi cualquier algoritmo de RL puede conside-
rarse como una aproximacio´n para conseguir los mismos resultados que los algoritmos
de DP pero sin asumir que se dispone de un modelo del MDP y, adema´s, reduciendo
su carga computacional (Sutton y Barto, 1998).
Los me´todos estudiados en esta seccio´n asumen, adema´s de la disponibilidad de un
modelo del MDP, que los conjuntos de estados y acciones son finitos y suficientemente
pequen˜os como para ser almacenados en tablas y enumerados. Estas restricciones se
eliminara´n gradualmente en las pro´ximas secciones y en el cap´ıtulo siguiente.
2.6.1. Iteracio´n de pol´ıticas
El algoritmo iteracio´n de pol´ıticas (policy iteration, PI) (Howard, 1960) se compone
de dos etapas que se repiten alternativamente hasta converger en la pol´ıtica o´ptima.
En la primera etapa, conocida como evaluacio´n de la pol´ıtica, se calcula la funcio´n
valor de la pol´ıtica actual. En la segunda, conocida como mejora de la pol´ıtica, se
calcula una pol´ıtica mejorada utilizando la funcio´n valor obtenida en la fase anterior.
Generalmente, en la primera iteracio´n se fija una pol´ıtica arbitraria π0 y el proceso
iterativo da lugar a una secuencia de pol´ıticas y funciones Q
π0 → Qπ0 → π1 → Qπ1 → πℓ → Qπℓ → · · · → Q∗ → π∗
que convergen asinto´ticamente hasta la pol´ıtica o´ptima conforme ℓ→∞.
A continuacio´n se describen ma´s detalladamente cada una de las dos etapas que
forman el algoritmo iteracio´n de pol´ıticas.
Evaluacio´n de la pol´ıtica
El primer paso del algoritmo PI es encontrar la funcio´n valor de una pol´ıtica fija
π. Este subproblema tambie´n se conoce como prediccio´n de la funcio´n valor y forma
parte del problema global de encontrar una pol´ıtica o´ptima. El proceso para encontrar
dicha funcio´n se basa en la ecuacio´n de Bellman, por lo que resulta u´til introducir el
correspondiente operador de Bellman. Si denotamos el conjunto de todas las funciones
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Q mediante Q, entonces, el operador de Bellman T π : Q → Q es un mapeado que
calcula el lado derecho de la ecuacio´n de Bellman, es decir:
[T π(Q)] (s, a) = ρ(s, a) + γQπ(f(s, a), π(f(s, a))) (2.28)
La etapa de evaluacio´n de la pol´ıtica consiste t´ıpicamente en aplicar de manera
iterativa el operador de Bellman. Partiendo de una estimacio´n arbitraria de la funcio´n
Q, Qπ0 , en cada iteracio´n τ la estimacio´n se actualiza utilizando:
Qπτ+1 = T
π(Qπτ ) (2.29)
No´tese que se ha empleado τ como ı´ndice de la iteracio´n para distinguirlo del ı´ndice
ℓ empleado en el algoritmo PI, ya que la etapa de evaluacio´n de la pol´ıtica se realiza
dentro de cada iteracio´n del algoritmo.
Se puede demostrar que el operador de Bellman T π es una contraccio´n con factor
γ ≤ 1 (Howard, 1960), por lo tanto, se cumple que para cualquier par de funciones Q
y Q′:
‖T π(Q)− T π(Q′)‖∞ ≤ γ‖Q−Q′‖∞ (2.30)
Esta expresio´n implica que cuando se aplica el operador T π a un par de funciones,
las funciones resultantes esta´n ma´s cerca entre s´ı que las originales. Adema´s, T π
tiene un u´nico punto fijo debido a que es una contraccio´n. La ecuacio´n de Bellman
(Ecuacio´n 2.16) se puede reescribir de forma ma´s compacta utilizando T π como:
Qπ = T π(Qπ) (2.31)
de donde se deduce que el u´nico punto fijo de T π esQπ (Denardo, 1967). En la pra´ctica
esto significa que la secuencia de funciones Q que resulta de aplicar T π iterativamente
Q, T π(Q), T π(T π(Q)), T π(T π(T π(Q))), . . .
converge asinto´ticamente a Qπ conforme aumenta el nu´mero de iteraciones. Para
calcular Qπ es necesario aplicar T π a cada par estado-accio´n (s, a) en cada una de las
iteraciones. La estimacio´n actual Qπτ (s, a) es reemplazada por una nueva basa´ndose en
la recompensa obtenida y el valor Q del siguiente par (s, a). El Algortimo 2.1 muestra
el proceso de evaluacio´n de la pol´ıtica utilizando funciones Q. La convergencia de este
algoritmo solo esta´ garantizada cuando τ →∞. Por lo tanto, para su uso pra´ctico, se
suele plantear alguna condicio´n de parada, como por ejemplo que la distancia entre
dos estimaciones consecutivas de la funcio´n Q sea menor que una cantidad pequen˜a
previamente fijada ξ, es decir, ‖Qπτ+1 −Qπτ ‖∞ ≤ ξ, siendo ξ > 0.
El me´todo iterativo mostrado en el Algoritmo 2.1 no es la u´nica forma de encon-
trar la funcio´n Qπ. La ecuacio´n de Bellman es lineal respecto a los valores de Q y,
evidentemente, ocurre lo mismo con el operador de Bellman T π. Si el espacio de es-
tados y acciones es finito y suficientemente pequen˜o, la ecuacio´n de Bellman da lugar
a un sistema de |S| × |A| ecuaciones lineales con |S| × |A| inco´gnitas que es posible
resolver directamente y cuyo resultado es Qπ.
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Algoritmo 2.1 Evaluacio´n de pol´ıticas con funciones Q.
Require: Pol´ıtica π que se quiere evaluar, funcio´n de transicio´n f , funcio´n de recom-
pensa ρ, factor de descuento γ
1: inicializar la estimacio´n de la funcio´n Q, por ejemplo, Qπ0 ← 0
2: τ = 0
3: repeat
4: for todo par (s,a) do
5: Qπτ+1(s, a) = ρ(s, a) + γQ
π
τ (f(s, a), π(f(s, a)))
6: end for
7: τ ← τ + 1
8: until Qπτ+1 = Q
π
τ
9: return Qπ = Qπτ
El procedimiento introducido en esta seccio´n para hallar la funcio´n Q de una
pol´ıtica fija tambie´n es va´lido para el caso de funciones V. De hecho, muchos de los
algoritmos disponibles en la literatura basados en evaluacio´n de pol´ıticas emplean fun-
ciones V debido a que el algoritmo original empleaba este tipo de funciones (Howard,
1960). Sin embargo, cabe recordar que las funciones Q son ma´s u´tiles en la mayor´ıa de
casos pra´cticos porque permiten encontrar pol´ıticas o´ptimas sin necesidad de utilizar
el modelo del MDP.
Mejora de la pol´ıtica
Despue´s de obtener la funcio´n Qπ como resultado de la etapa de evaluacio´n de
la pol´ıtica, el algoritmo PI lleva a cabo la etapa de mejora de la pol´ıtica. En esta
etapa el objetivo es, como su propio nombre indica, encontrar una nueva pol´ıtica con
un comportamiento ma´s cercano al o´ptimo que el de la pol´ıtica actual. Esta tarea se
puede realizar simplemente escogiendo en cada estado s la accio´n con mayor valor Qπ,
es decir, calculando una pol´ıtica greedy respecto a Qπ. Suponiendo que en la iteracio´n





Si la nueva pol´ıtica no presenta ninguna mejora respecto a la anterior significa que el
algoritmo PI ha convergido y la pol´ıtica actual ya es o´ptima.
A modo de resumen, en el Algoritmo 2.2 se muestra el pseudo co´digo correspon-
diente a PI incluyendo las dos etapas del proceso. Cuando los espacios de estados y
acciones son finitos, PI converge en un nu´mero finito de iteraciones. Cada pol´ıtica
πℓ+1 es estrictamente mejor que πℓ a menos que πℓ = π
∗, en cuyo caso el algoritmo
se detiene. Esta mejora monoto´nica, junto con el hecho de que el nu´mero de pol´ıticas
en un MDP finito es tambie´n finito, garantizan que el algoritmo PI converge en un
tiempo finito.
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Algoritmo 2.2 Iteracio´n de pol´ıticas con funciones Q.
Require: Pol´ıtica inicial π0
1: ℓ = 0
2: repeat
3: Calcular Qπℓ , la funcio´n Q de πℓ {evaluacio´n de la pol´ıtica}
4: πℓ+1(s) = argma´xaQ
πℓ(s, a) {mejora de la pol´ıtica}
5: ℓ← ℓ+ 1
6: until πℓ+1 = πℓ
7: return π∗ = πℓ, Q
∗ = Qπℓ
2.6.2. Iteracio´n de funciones valor
El algoritmo iteracio´n de funciones valor (value iteration, VI) (Bellman, 1957)
genera una secuencia de funciones valor que converge a la funcio´n valor o´ptima:
Q0 → Q1 → Q2 → Q3 → Q4 → Q5 → Q6 → · · · → Q∗
donde Q0 es arbitraria.
Mientras que el algoritmo PI se basa en la ecuacio´n de Bellman para evaluar
una pol´ıtica que posteriormente es mejorada, el algoritmo VI emplea la ecuacio´n
de optimalidad de Bellman para calcular directamente la funcio´n valor o´ptima. En
este caso tambie´n resulta u´til definir el correspondiente operador de optimalidad de
Bellman:
[T (Q)] (s, a) = ρ(s, a) + γma´x
a′
Q∗(f(s, a), a′) (2.33)
El proceso iterativo de VI comienza con una funcio´n Q arbitrariaQ0 que es actualizada
en cada iteracio´n ℓ empleando:
Qℓ+1 = T (Qℓ) (2.34)
El operador T es una contraccio´n con un u´nico punto fijo. Igual que ocurr´ıa con el
operador T π, al reescribir la ecuacio´n de optimalidad de Bellman usando T , queda
claro que su punto fijo es Q∗:
Q∗ = T (Q∗) (2.35)
Por tanto la aplicacio´n iterativa del operador T a cualquier funcio´n Q0 converge
asinto´ticamente a Q∗ conforme ℓ→∞. Una vez obtenida la funcio´n Q o´ptima, resulta
sencillo calcular una pol´ıtica o´ptima empleando la Ecuacio´n (2.19).
El Algoritmo 2.3 muestra el pseudo co´digo que implementa el me´todo de iteracio´n
de funciones valor para el caso de funciones Q. De nuevo cabe recordar que este
algoritmo tambie´n puede ser aplicado en funciones V.
En el caso del algoritmo PI, el uso del operador T π daba lugar a un sistema de
ecuaciones lineales que pod´ıa resolverse directamente para hallar Qπ. Por el contrario,
el operador T es altamente no lineal debido a la maximizacio´n sobre el conjunto de
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Algoritmo 2.3 Iteracio´n de funciones valor usando funciones Q.
Require: Dina´mica f , funcio´n de recompensa ρ, factor de descuento γ
1: inicializar la estimacio´n de la funcio´n Q, por ejemplo, Q0 ← 0
2: ℓ = 0
3: repeat
4: for todo par (s,a) do
5: Qℓ+1(s, a) = ρ(s, a) + γma´xa′ Qℓ(f(s, a), a
′)
6: end for
7: ℓ← ℓ+ 1
8: until Qℓ+1 = Qℓ
9: return Q∗ = Qℓ
acciones por lo que, en general, es ma´s dif´ıcil resolver la ecuacio´n de optimalidad de
Bellman con me´todos directos.
2.6.3. Principio generalizado de iteracio´n de pol´ıticas
Los dos algoritmos descritos en las secciones previas pueden considerarse instan-
cias del principio generalizado de iteracio´n de pol´ıticas (generalized policy iteration,
GPI) (Sutton y Barto, 1998). Este principio, que esta´ presente en la mayor´ıa de me´to-
dos de DP y RL, consta de dos procesos simulta´neos que interaccionan entre s´ı. Uno
de ellos se encarga de hacer la funcio´n valor consistente con la pol´ıtica actual (eva-
luacio´n de la pol´ıtica), y el otro de hacer la pol´ıtica greedy respecto a la funcio´n valor
actual (mejora de la pol´ıtica). El principio GPI hace referencia a la idea general de
permitir que ambos procesos interactu´en. La Figura 2.3a describe gra´ficamente este
principio (Sutton y Barto, 1998).
La forma exacta de implementar este principio da lugar a diferentes algoritmos. Por
ejemplo, en el caso del algoritmo PI, los dos procesos esta´n claramente diferenciados:
cada pol´ıtica es evaluada mediante un proceso iterativo para despue´s llevar a cabo el
proceso de mejora de la pol´ıtica. La Figura 2.3b muestra de forma esquema´tica este
proceso: la l´ınea superior representa las funciones valor que evalu´an perfectamente las
pol´ıticas, es decir, V = V π; mientras que la linea inferior representa las pol´ıticas que
son greedy respecto a las funciones valor. Se puede observar que, dada una pol´ıtica
inicial π0, el algoritmo PI encuentra su funcio´n valor V
π, posteriormente una pol´ıtica
greedy respecto a V π, y el proceso se repite hasta converger en V ∗ y π∗.
Otra posibilidad es realizar una evaluacio´n parcial de la pol´ıtica. En la Figu-
ra 2.3c se muestra un proceso iterativo similar al que lleva a cabo el algoritmo PI
(Figura 2.3b), pero donde la evaluacio´n de la pol´ıtica es parcial: para cada pol´ıtica
se halla una funcio´n valor que no coincide exactamente con V π y, au´n as´ı, el proceso
iterativo converge hacia la solucio´n o´ptima. En el caso extremo se puede evaluar la
pol´ıtica actual en un u´nico estado (o par accio´n-estado si se trata de funciones Q en
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(a) Principio generalizado de iteracio´n de pol´ıticas: la funcio´n valor y la pol´ıtica interaccionan
hasta que ambas son o´ptimas y consistentes entre s´ı. (b) Proceso de interaccio´n con evaluacio´n
completa de la pol´ıtica. (c) Proceso de interaccio´n con evaluacio´n parcial de la pol´ıtica. (d)
Proceso de interaccio´n del algoritmo iteracio´n de funciones valor donde u´nicamente se realiza
una iteracio´n del proceso de evaluacio´n.
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lugar de V), por lo que la funcio´n valor resultante ni siquiera es similar a V π. Como
se muestra en la Figura 2.3d esta evaluacio´n es suficiente para que el principio GPI
converja. El proceso iterativo que implementa el algoritmo VI se corresponde con este
u´ltimo caso. En dicho algoritmo, adema´s, la pol´ıtica no se representa expl´ıcitamente,
sino que esta´ impl´ıcitamente representada en la funcio´n valor y se calcula de forma
expl´ıcita u´nicamente para los pares accio´n-estado actualizados en cada iteracio´n.
Las Figuras 2.3b-d muestran una simplificacio´n de lo que ocurre en el caso real. Las
posibles soluciones para cada uno de los procesos, evaluacio´n y mejora, esta´n repre-
sentados por una l´ınea. Los algoritmos que utilizan el principio GPI hallan soluciones
que oscilan entre ambas l´ıneas y el proceso completo u´nicamente se estabiliza cuando
se alcanza la optimalidad. Como puede observarse en las figuras, no es necesario hallar
la solucio´n exacta a cada uno de los procesos. Los algoritmos PI y VI pueden consi-
derarse los dos extremos del espectro de algoritmos. Entre ambos extremos hay un
gran nu´mero de posibles variaciones. En general, mientras ambos procesos se vayan
produciendo para todos los pares accio´n-estado, el resultado final converge hacia la
funcio´n valor y una pol´ıtica o´ptimas.
2.6.4. Significado de las ecuaciones de Bellman
Desde un punto de vista intuitivo, la idea fundamental de las ecuaciones de Bell-
man consiste en, dado un problema, dividirlo en diferentes partes (subproblemas),
resolver cada uno de los subproblemas, y combinar las soluciones parciales para for-
mar una solucio´n global. Cuando se utilizan otros me´todos ma´s simples, muchos de
los subproblemas se generan y resuelven repetidas veces. Por el contrario, los me´todos
basados en las ecuaciones de Bellman buscan resolver cada subproblema una u´nica
vez, reduciendo as´ı la carga computacional: tras resolver un determinado subproble-
ma, su solucio´n es almacenada y reutilizada siempre que es necesario. Esta te´cnica,
que recibe el nombre de memoization, no es exclusiva de los me´todos de DP, sin em-
bargo, aparece de forma natural en la recursio´n de las ecuaciones de Bellman. La
memoization es una caracter´ıstica de vital importancia cuando el nu´mero de subpro-
blemas que se repiten aumenta exponencialmente con el nu´mero de dimensiones del
problema (Skiena, 1998).
A partir del principio de funcionamiento descrito en el pa´rrafo anterior es posible
deducir dos caracter´ısticas que poseen todos los problemas que pueden ser resueltos
mediante DP: subproblemas superpuestos y subestructura o´ptima (Dasgupta et al.,
2008). La primera caracter´ıstica indica que el problema se puede dividir en subpro-
blemas ma´s simples y cuya solucio´n tenga partes comunes. Es decir, la solucio´n de
cada subproblema se puede reutilizar varias veces. Por otra parte, la caracter´ıstica de
subestructura o´ptima indica que la solucio´n o´ptima global se puede construir a partir
de las soluciones o´ptimas de los subproblemas. Ambos conceptos se pueden apreciar
ma´s claramente en el problema del camino ma´s corto (Bertsekas, 2005), un ejemplo
ilustrativo en el que se pueden aplicar las te´cnicas de DP. Supongamos que se quiere
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viajar entre dos ciudades, representadas por los nodos C1 y C7 en la Figura 2.4. El
resto de nodos representan ciudades intermedias, y las l´ıneas que los conectan son las
posibles rutas y sus correspondientes distancias. El objetivo es encontrar la ruta ma´s
corta; puede apreciarse a simple vista que la solucio´n o´ptima es la ruta que pasa por
las ciudades C1-C3-C5-C7. Tambie´n se puede observar que el problema de hallar la
ruta entre C1 y C7 puede dividirse en los subproblemas de hallar las rutas C5-C7, C6-
C7, C2-C5-C7, C3-C5-C7, etc. Asimismo resulta obvio que la solucio´n global o´ptima

















Problema del camino ma´s corto. Las l´ıneas representan los posibles caminos entre ciudades,
representadas por nodos. El objetivo es encontrar el camino ma´s corto entre C1 y C7.
2.6.5. Bu´squeda directa de pol´ıticas
Los algoritmos estudiados en las secciones previas estaban basados en funciones
valor y las ecuaciones de Bellman. Un enfoque totalmente diferente, pero con el mismo
objetivo, es el planteado por los algoritmos de bu´squeda directa de pol´ıticas. Ba´sica-
mente todos los algoritmos de DP tienen como objetivo encontrar una pol´ıtica o´ptima,
es decir, se trata de un problema de optimizacio´n. En lugar de aplicar las ecuaciones
de Bellman, otra opcio´n va´lida para encontrar pol´ıticas o´ptimas consiste en resolver
el problema de optimizacio´n en el espacio de pol´ıticas, te´cnica conocida como bu´sque-
da directa de pol´ıticas. El criterio de optimizacio´n debe tener en cuenta los retornos
obtenidos desde cada posible estado inicial. Aunque cualquier te´cnica de optimizacio´n
es va´lida para buscar una pol´ıtica o´ptima, conviene tener en cuenta que el criterio
de optimizacio´n puede ser no derivable y contener o´ptimos locales. Por tanto, para
garantizar que la solucio´n obtenida es global, resulta necesario emplear algoritmos de
bu´squeda global en lugar de aquellos basados en el ca´lculo de gradientes (Busoniu
et al., 2010a). Algunos ejemplos de me´todos de optimizacio´n global incluyen algorit-
mos gene´ticos (Goldberg, 1989), bu´squeda tabu´ (Glover y Laguna, 1997), entrop´ıa
cruzada (Rubinstein y Kroese, 2004), etc.
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La bu´squeda directa de pol´ıticas ha sido t´ıpicamente considerada como un proble-
ma ma´s dif´ıcil de resolver que el planteamiento basado en funciones valor (Wiering y
van Otterlo, 2012). El coste computacional es generalmente mayor adema´s de requerir
un elevado nu´mero de muestras para converger (Busoniu et al., 2010a).
2.7. Aprendizaje por refuerzo: solucio´n basada en
la experiencia
Dentro de los me´todos de DP se han descrito los algoritmos PI, VI y bu´squeda
directa de pol´ıticas. Para aplicar cualquiera de ellos es indispensable disponer de un
modelo del MDP. En esta seccio´n se presentan algunos de los principales algoritmos
de RL, centra´ndose en aquellos basados en el aprendizaje temporal difference, ya
que son los algoritmos ma´s extendidos y ampliamente estudiados. En este caso el
objetivo sigue siendo exactamente el mismo que en DP: encontrar una pol´ıtica que
maximice la recompensa obtenida por el agente. La principal diferencia radica en
que los algoritmos de RL esta´n basados en la experiencia en lugar de en el modelo
del MDP, una caracter´ıstica que incrementa notablemente sus posibles aplicaciones
pra´cticas. Por otra parte, dado que la pol´ıtica se obtiene a partir de las muestras que
adquiere el agente, es necesario que el proceso de muestreo cumpla ciertas propiedades
estad´ısticas para asegurar que la pol´ıtica resultante es o´ptima.
2.7.1. Temporal difference
Temporal difference (TD) hace referencia a una familia de me´todos para estimar,
o predecir, la funcio´n V de una pol´ıtica fija, aunque como veremos en secciones pos-
teriores, el concepto del aprendizaje TD puede ser extendido al caso de funciones
Q (Sutton, 1984, 1988). En los me´todos TD la funcio´n V se estima en base a otras
estimaciones previas, te´cnica que recibe el nombre de bootstraping (Sutton y Barto,
1998). Cada vez que el agente realiza una accio´n el algoritmo TD utiliza la recom-
pensa generada y la estimacio´n actual de V para realizar una nueva estimacio´n de
acuerdo a la expresio´n:
Vk+1(sk) = Vk(sk) + αk [rk+1 + γVk(sk+1)− Vk(sk)] (2.36)
donde αk ∈ [0, 1] es la secuencia de tasas de aprendizaje que determina la cantidad
con la que se actualiza el valor del estado sk. El te´rmino entre corchetes, que se
conoce como diferencia temporal y da nombre al me´todo, es la diferencia entre la
nueva estimacio´n de la funcio´n V, rk+1 + γVk(sk+1), y la estimacio´n en el instante
temporal anterior, Vk(sk). Para asegurar la convergencia del algoritmo la secuencia de
tasas de aprendizaje debe satisfacer las condiciones de Robbins-Monro (Szepesva´ri,
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En ocasiones se selecciona una tasa de aprendizaje fija por lo que la segunda condicio´n
no se cumple. En dicho caso, si se esta´ estimando una funcio´n Q y su correspondiente
pol´ıtica, la estimacio´n cambia constantemente cada vez que el agente recibe una nue-
va recompensa. Esta situacio´n puede resultar u´til en problemas no estacionarios ya
que permite adaptar la pol´ıtica aprendida a los cambios del entorno. En problemas
estacionarios, si el valor fijado de αk es suficientemente pequen˜o, es posible que la
pol´ıtica aprendida converja hasta la o´ptima debido a que los cambios producidos en
la funcio´n valor no llegan a tener ningu´n efecto sobre la pol´ıtica. En la pra´ctica, para
obtener una solucio´n adecuada mediante TD, es necesario realizar un ajuste ad-hoc
de la tasa de aprendizaje αk. El pseudo co´digo correspondiente a TD se muestra en
el Algoritmo 2.4.
Algoritmo 2.4 Temporal difference.
Require: Factor de descuento γ, secuencia de tasas de aprendizaje αk, pol´ıtica π
1: inicializar la estimacio´n de la funcio´n V arbitrariamente, por ejemplo V0 ← 0
2: repeat
3: inicializar episodio s0
4: for cada paso del episodio do
5: ak = π(sk)
6: aplicar ak, observar el estado siguiente sk+1 y la recompensa rk+1
7: Vk+1(sk) = Vk(sk) + αk [rk+1 + γVk(sk+1)− Vk(sk)]
8: end for
9: until cumplir condiciones de convergencia
10: return V π
Igual que muchos otros algoritmos de RL, TD es un me´todo de aproximacio´n
estoca´stica. La ecuacio´n utilizada para actualizar V puede identificarse fa´cilmente
con la expresio´n general:
estimacio´nnueva ← estimacio´nvieja + α[objetivo− estimacio´nvieja] (2.39)
Al comparar las expresiones (2.39) y (2.36) se observa que el objetivo hacia el que
se mueven las estimaciones de la funcio´n valor es rk+1 + γVk(sk+1). Este objetivo se
puede considerar una versio´n muestreada del operador de Bellman para funciones V:
[T π(V )](sk) = ρ(sk, π(sk)) + γV
π(f(sk, ak)) (2.40)
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donde ρ(sk, π(sk)) se ha sustituido por la recompensa observada rk+1 y f(sk, ak) por
el estado siguiente observado sk+1. Conforme el nu´mero de muestras se aproxima a
infinito, TD converge asinto´ticamente a V π. En el caso determinista, el operador de
Bellman se puede calcular exactamente con la recompensa y el estado siguiente ob-
servados. En cambio, cuando se trata de un MDP estoca´stico, el operador de Bellman
es el valor esperado de una variable aleatoria (Geist y Pietquin, 2013), por lo que los
valores observados u´nicamente proporcionan una realizacio´n de T π.
Dilema exploracio´n-explotacio´n
El algoritmo TD permite que un agente estime la funcio´n valor de una pol´ıtica dada
empleando bootstrapping. Cuando se aplica el principio de funcionamiento TD a las
funciones Q y se combina con el principio GPI, los algoritmos resultantes son capaces
de resolver el problema ma´s general de aprender una pol´ıtica o´ptima. Un requisito
que deben cumplir dichos algoritmos es que actualicen todos los pares accio´n-estado
de la funcio´n Q de forma indefinida.
Para satisfacer esta condicio´n, la pol´ıtica empleada por el agente debe seleccionar
en cada estado todas las acciones posibles con una probabilidad mayor que cero,
es decir, debe explorar todo el espacio de estados y acciones. En caso contrario, es
posible que haya ciertos valores de la funcio´n Q que nunca se actualicen, dando lugar
a estimaciones incorrectas. Por otra parte, y al mismo tiempo, el agente tambie´n debe
emplear el conocimiento adquirido para actuar de forma adecuada y obtener la mayor
recompensa posible o, dicho de otra forma, debe explotar el conocimiento que posee.
Ambos requisitos, exploracio´n y explotacio´n, son contrarios y dan lugar a lo que se
conoce como dilema exploracio´n-explotacio´n. En la pra´ctica se requiere llegar a un
compromiso entre los dos requisitos. La estrategia cla´sica para balancear el nivel de
exploracio´n y explotacio´n consiste en utilizar una pol´ıtica ǫ-greedy, la cual selecciona
acciones de acuerdo a (Sutton y Barto, 1998):
ak =
{
a ∈ argma´xaQk(sk, a) con probabilidad 1− ǫk
accio´n uniformemente aleatoria en A con probabilidad ǫk
(2.41)
siendo ǫk ∈ (0, 1) la probabilidad de escoger una accio´n exploratoria en el instante
k. Tı´picamente se escoge un nivel de exploracio´n mayor en las primeras fases del
aprendizaje, cuando la estimacio´n de la funcio´n Q au´n dista de ser o´ptima y, conforme
el agente adquiere mayor conocimiento, el nivel de exploracio´n se suele disminuir.
Una forma sencilla de implementar esta estrategia consiste simplemente en escoger
ǫk = 1/k.
Una posible limitacio´n de la estrategia ǫ-greedy es que, cuando se escoge una
accio´n exploratoria, todas las acciones tienen la misma probabilidad de ser elegidas.
En cambio, si hay dos acciones subo´ptimas que parecen mejores que el resto, tal vez
una estrategia de exploracio´n ma´s inteligente ser´ıa escoger con mayor probabilidad
aquellas acciones ma´s prometedoras. Esto es exactamente lo que hace la estrategia de
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exploracio´n de Boltzmann (tambie´n llamada softmax ). Para distinguir las acciones
ma´s prometedoras emplea su valor Q. La expresio´n que determina la probabilidad de
escoger cada accio´n es:





donde τk es un para´metro positivo llamado temperatura que controla el nivel de
exploracio´n. Cuando τk → 0, el proceso de seleccio´n de acciones se aproxima a la
pol´ıtica greedy mientras que, cuando τk → ∞, todas las acciones son seleccionadas
de forma uniformemente aleatoria. Para valores intermedios de τk, cada accio´n es
seleccionada con una probabilidad proporcional a su valor Q. Igual que ocurr´ıa con
la estrategia ǫ-greedy, el nivel de exploracio´n habitualmente disminuye conforme el
agente aprende.
Una tercera aproximacio´n para balancear el nivel de exploracio´n con un enfoque
diferente es la te´cnica conocida como “optimismo frente a la incertidumbre” (Sutton
y Barto, 1998). La idea consiste en asignar un valor Q inicial mayor que su valor
real. De este modo, cada vez que se visite un par (sk, ak), la funcio´n Q sera´ ajustada
disminuyendo la estimacio´n inicial, por lo que una pol´ıtica greedy respecto a Q esco-
gera´ las acciones que todav´ıa no se han actualizado, lo que implica un alto nivel de
exploracio´n. Aunque el valor exacto de la funcio´n Q es desconocido a priori, s´ı que
se puede hallar fa´cilmente el retorno ma´ximo, as´ı que es suficiente con inicializar Q
empleando un valor mayor que dicho ma´ximo.
Las tres estrategias de exploracio´n comentadas en esta seccio´n esta´n muy extendi-
das debido a que son fa´ciles de implementar y generalmente ofrecen buenos resultados.
Sin embargo conviene tener en cuenta que existen muchas otras formas de balancear el
nivel de exploracio´n-explotacio´n. En Ratitch (2005), por ejemplo, se puede encontrar
un ana´lisis detallado de algunas de ellas.
SARSA
El algoritmo SARSA, propuesto por Rummery y Niranjan (1994), se basa en la re-
gla de actualizacio´n TD para estimar la funcio´n Q o´ptima a partir de la cual extrae una
pol´ıtica o´ptima. El nombre del algoritmo se debe a los elementos utilizados para ac-
tualizar la funcio´n Q (en ingle´s): estado actual (S), accio´n actual (A), recompensa (R),
estado siguiente (S) y accio´n siguiente (A), denotados como (sk, ak, rk+1, sk+1, ak+1).
De forma similar al algoritmo TD, SARSA comienza con una estimacio´n arbitrariaQ0
que es actualizada despue´s de cada interaccio´n agente-entorno mediante la expresio´n:
Qk+1(sk, ak) = Qk(sk, ak) + αk [rk+1 + γQk(sk+1, ak+1)−Qk(sk, ak)] (2.43)
donde αk es la secuencia de tasas de aprendizaje. El te´rmino entre corchetes es la
diferencia temporal entre la estimacio´n actual Qk(sk, ak) y la nueva estimacio´n rk+1+
γQk(sk+1, ak+1). Se puede observar que la nueva estimacio´n se calcula mediante una
operacio´n equivalente al operador de Bellman muestreado. El Algoritmo 2.5 muestra
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una posible implementacio´n del algoritmo SARSA combinado con la estrategia de
exploracio´n ǫ-greedy.
Algoritmo 2.5 SARSA con exploracio´n ǫ-greedy.
Require: Factor de descuento γ, secuencia de tasas de aprendizaje αk, secuencia de
exploracio´n ǫk
1: inicializar la estimacio´n de la funcio´n Q arbitrariamente, por ejemplo Q0 ← 0
2: repeat
3: medir estado inicial s0
4: a0 =
{
a ∈ argma´xaQ0(s0, a) con probabilidad 1− ǫ0
accio´n aleatoria en A con probabilidad ǫ0
5: for cada paso del episodio do
6: aplicar ak, observar el estado siguiente sk+1 y la recompensa rk+1
7: ak+1 =
{
a ∈ argma´xaQk(sk, a) con probabilidad 1− ǫk
accio´n aleatoria en A con probabilidad ǫk
8: Qk+1(sk, ak) = Qk(sk, ak) + αk [rk+1 + γQk(sk+1, ak+1)−Qk(sk, ak)]
9: end for
10: until cumplir condiciones de convergencia
11: return π∗
El principio de funcionamiento de SARSA consiste en evaluar la pol´ıtica actual
(l´ınea 8) para, posteriormente, hallar una pol´ıtica mejorada que sea greedy respecto
a la nueva estimacio´n de Q (l´ınea 7), proceso que se repite de forma iterativa hasta
obtener una funcio´n Q y una pol´ıtica o´ptimas. Este principio de funcionamiento es el
mismo que realizaba el algoritmo PI perteneciente a la programacio´n dina´mica. En
general el te´rmino PI, adema´s de ser un algoritmo concreto, se utiliza para referirse
a una clase de algoritmos basados en este principio. A diferencia del algoritmo PI
(Algoritmo 2.2), SARSA no requiere conocer el modelo del MDP, sino que aprende
una pol´ıtica de forma online, es decir, mientras el agente interactu´a con el entorno.
Otra diferencia notable es que SARSA u´nicamente evalu´a la pol´ıtica actual en un
par estado-accio´n antes de obtener una pol´ıtica mejorada. Esta variante de PI recibe
el nombre de “totalmente optimista” (Bertsekas y Tsitsiklis, 1996; Sutton y Barto,
1998), y permite que la pol´ıtica mejore desde el comienzo del aprendizaje; una carac-
ter´ıstica que resulta de especial intere´s en los algoritmos de tipo on-policy. Se dice que
un algoritmo es de tipo on-policy cuando requiere que la pol´ıtica que esta´ aprendiendo
el agente sea la misma que utiliza para interactuar con el entorno (Sutton y Barto,
1998). Si en el algoritmo SARSA se tuviese que evaluar completamente cada pol´ıtica,
al ser de tipo on-policy, el agente deber´ıa de actuar con el entorno empleando pol´ıti-
cas potencialmente erro´neas durante largos periodos de tiempo, situacio´n que debe
evitarse.
Para asegurar la convergencia hacia la funcio´n Q o´ptima, SARSA debe satisfacer,
adema´s de las condiciones de Robbins-Monro sobre el para´metro α, ciertas condicio-
nes de exploracio´n. Tal y como se introdujo en el apartado anterior, los algoritmos
que aprenden a partir de datos adquiridos del MDP necesitan muestrear el espacio
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de estados y acciones por completo. Para ello la pol´ıtica empleada por el agente de-
be escoger todas las acciones en todos los estados con una probabilidad mayor que
cero. Esto se puede lograr mediante te´cnicas de exploracio´n como ǫ-greedy o Boltz-
mann. En el caso de los algoritmos on-policy, la pol´ıtica aprendida es la misma que
se emplea para muestrear el MDP, por lo que es necesario que dicha pol´ıtica se haga
gradualmente greedy y deje de incluir exploracio´n (Singh et al., 2000). Esta condicio´n
se puede cumplir reduciendo asinto´ticamente hasta cero el para´metro ǫk en el caso de
exploracio´n ǫ-greedy o el para´metro τ0 para la exploracio´n de Boltzmann.
Q-learning
Otra posible extensio´n del algoritmo TD al problema general de aprender pol´ıticas
o´ptimas es el algoritmo Q-learning (Watkins, 1989; Watkins y Dayan, 1992). A partir
de una estimacio´n arbitraria de la funcio´n Q, el algoritmo Q-learning emplea la tupla
(sk, ak, sk+1, rk+1) para actualizar la estimacio´n de Q mediante la regla:








siendo αk ∈ (0, 1] la secuencia de tasas de aprendizaje. El te´rmino entre corchetes
es la diferencia temporal entre la nueva estimacio´n de la funcio´n Q y la estimacio´n
actual. La nueva estimacio´n se calcula con el operador de optimalidad de Bellman
muestreado, es decir, sustituyendo en la Ecuacio´n (2.21) la funcio´n de recompensa
ρ(sk, ak) por su valor observado rk+1 y el estado siguiente f(sk, ak) por el estado
siguiente observado sk+1. El pseudo co´digo del algoritmo Q-learning con exploracio´n
ǫ-greedy se muestra en el Algoritmo 2.6.
Algoritmo 2.6 Q-learning con exploracio´n ǫ-greedy.
Require: Factor de descuento γ, secuencia de tasas de aprendizaje αk, secuencia de
exploracio´n ǫk
1: inicializar la estimacio´n de la funcio´n Q arbitrariamente, por ejemplo Q0 ← 0
2: repeat
3: medir estado inicial s0
4: for cada paso del episodio do
5: ak+1 =
{
a ∈ argma´xaQk(sk, a) con probabilidad 1− ǫk
accio´n aleatoria en A con probabilidad ǫk
6: aplicar ak, observar el estado siguiente sk+1 y la recompensa rk+1
7: Qk+1(sk, ak) = Qk(sk, ak) + αk [rk+1 + γma´xa′ Qk(sk+1, a
′)−Qk(sk, ak)]
8: end for
9: until cumplir condiciones de convergencia
10: return π∗
El principio de funcionamiento de Q-learning consiste en estimar de forma ite-
rativa la funcio´n Q o´ptima (l´ınea 7), un procedimiento similar al empleado por el
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algoritmo cla´sico VI de programacio´n dina´mica. Igual que ocurr´ıa con el algoritmo
PI, el algoritmo VI da nombre a una clase general de algoritmos basados en estimar
directamente la funcio´n Q o´ptima, siendo Q-learning un ejemplo de esta clase de algo-
ritmos. Al contrario que SARSA, el algoritmo Q-learning es de tipo off-policy, ya que
converge hacia una pol´ıtica o´ptima independientemente de la pol´ıtica que emplee el
agente para interactuar con el entorno. No´tese que en la implementacio´n de Q-learning
mostrada en el Algoritmo 2.6 la pol´ıtica que emplea el agente s´ı que depende de la
pol´ıtica que esta´ siendo aprendida. Sin embargo, aunque e´sta es la implementacio´n
ma´s habitual, no es necesario que exista dicha dependencia.
Para converger, Q-learning requiere, por una parte, que todos los pares estado-
accio´n de la funcio´n Q sean actualizados indefinidamente, es decir, una pol´ıtica ex-
ploratoria y, por otra parte, que la secuencia de tasas de aprendizaje satisfaga las
condiciones de Robbins-Monro (Szepesva´ri, 2010). Al contrario que SARSA, al tra-
tarse de un algoritmo off-policy, no es necesario que el nivel de exploracio´n se reduzca
conforme aumenta el nu´mero de iteraciones.
Me´todos actor-cr´ıtico
Tanto en el algoritmo SARSA como en Q-learning la funcio´n valor se almacena
de forma expl´ıcita, mientras que la pol´ıtica u´nicamente se calcula cuando es necesario
a partir de la funcio´n valor. Los me´todos actor-cr´ıtico son una clase de algoritmos
caracterizados por representar de forma expl´ıcita e independiente la pol´ıtica y la
funcio´n valor (Barto et al., 1983; Konda, 2002; Grondman et al., 2012). La pol´ıtica es
referida como el actor debido a que se encarga de seleccionar acciones, y la funcio´n
valor como el cr´ıtico porque su tarea es evaluar, o criticar, las acciones seleccionadas
por el actor. De acuerdo con este criterio, los algoritmos que u´nicamente emplean
funciones valor reciben el nombre de me´todos solo-cr´ıtico; mientras que aquellos que
u´nicamente emplean pol´ıticas, como los algoritmos de bu´squeda directa de pol´ıticas,
reciben el nombre de me´todos solo-actor (Konda y Tsitsiklis, 2003).
En los algoritmos basados en una arquitectura actor-cr´ıtico las pol´ıticas evaluadas
siempre son las mismas que se usan para interactuar con el entorno, se trata, por
tanto, de algoritmos on-policy. Despue´s de realizar la accio´n seleccionada por el actor,
el cr´ıtico evalu´a el nuevo estado utilizando t´ıpicamente el error TD:
δk = rk+1 + γVk(sk+1)− Vk(sk) (2.45)
siendo Vk la funcio´n valor actual implementada por el cr´ıtico. El error TD es utilizado
para reforzar, o debilitar, la preferencia de seleccionar la accio´n que se acaba de realizar
en el estado evaluado. Si la preferencia de la accio´n a en el estado s se denota como
p(s, a), e´sta puede ser actualizada usando
pk+1(s, a) = pk(s, a) + αkδk (2.46)
donde α es la secuencia de tasas de aprendizaje. Los valores positivos del error TD
indican que la accio´n evaluada debe elegirse ma´s frecuentemente y, por el contrario, los
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valores negativos tienden a debilitar la preferencia de dicha accio´n. En la Figura 2.5
se muestra de forma esquema´tica la arquitectura de los algoritmos actor-cr´ıtico. Se
puede observar que el agente se ha separado en los bloques actor y cr´ıtico. La l´ınea
punteada indica que el cr´ıtico es el responsable de actualizarse a s´ı mismo (funcio´n
valor) y al actor (pol´ıtica). Existen otras posibilidades para implementar algoritmos
actor-cr´ıtico, por ejemplo, variando la forma en la que se actualizan las preferencias
p(s, a) o el modo de utilizar la experiencia. Tambie´n es posible emplear otras te´cnicas










Arquitectura de un algoritmo actor-cr´ıtico. La l´ınea punteada indica que el cr´ıtico es el
responsable de actualizarse a s´ı mismo (funcio´n valor) y al actor (pol´ıtica).
Comparado con los algoritmos basados en PI y VI, el hecho de representar la pol´ıti-
ca de manera expl´ıcita supone una ventaja cuando el nu´mero de acciones es elevado,
ya que no es necesario calcular el valor de la funcio´n Q de todas las acciones cada
vez que se selecciona una accio´n. Otra ventaja de almacenar directamente la pol´ıtica
es que permite aprender pol´ıticas estoca´sticas de manera natural, aprendiendo direc-
tamente las probabilidades o´ptimas de seleccionar cada accio´n. Estas caracter´ısticas
han convertido a los me´todos actor-cr´ıtico en una opcio´n muy popular en el a´mbito
de la robo´tica, especialmente los algoritmos basados en gradientes (Peters y Schaal,
2008a,b; Thomas et al., 2013). Por otra parte, en problemas con espacios de estados
continuos (ver Cap´ıtulo 3), no es posible almacenar la funcio´n valor ni la pol´ıtica de
forma exacta sino que se tiene que usar algu´n tipo de aproximador. En estos casos,
una desventaja de almacenar por separado la pol´ıtica y la funcio´n valor es que el error
de aproximacio´n se introduce dos veces (Lagoudakis y Parr, 2003).
2.7.2. Asignacio´n temporal de me´rito
Uno de los aspectos ma´s diferenciadores de los me´todos introducidos en este cap´ıtu-
lo es que permiten resolver de forma eficiente el conocido como problema de asignacio´n
de me´rito (Sutton, 1992). Este problema, que aparece en la mayor´ıa de sistemas de
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aprendizaje con un cierto grado de complejidad, consiste en asignar me´rito a cada una
de las decisiones internas del sistema que producen una determinada salida, es decir,
determinar cua´nto ha contribuido cada parte del sistema a dicha salida (Minsky, 1961,
1963). En muchos casos las salidas dependen de las decisiones internas a trave´s de
una secuencia de acciones generadas por el sistema de aprendizaje. En otras palabras,
las decisiones internas afectan a las acciones realizadas, y son e´stas las que tienen una
influencia directa sobre las salidas. En estos casos resulta u´til separar el problema en
dos subproblemas (Sutton, 1984; Haykin, 2008):
• Asignacio´n del me´rito que tienen las decisiones internas sobre las acciones (pro-
blema estructural de asignacio´n de me´rito): implica asignar me´rito a la estruc-
tura interna del sistema que genera las acciones.
• Asignacio´n del me´rito que tienen las acciones sobre las salidas (problema tempo-
ral de asignacio´n de me´rito): en este caso es necesario tener en cuenta el instante
temporal en el que se realizaron las acciones.
El problema estructural de asignacio´n de me´rito es relevante en los me´todos de
aprendizaje supervisado cuya estructura esta´ formada por diferentes componentes,
ya que, a menudo, se debe determinar el componente que debe modificar su com-
portamiento y en que´ cantidad para obtener una mejora en la salida del sistema. Un
ejemplo t´ıpico es el que aparece en las redes neuronales artificiales, donde cada nodo
oculto y cada nodo de la capa de salida puede influir sobre la salida de la red. Duran-
te la etapa de aprendizaje, o entrenamiento, para cada patro´n de entrada una de las
mayores dificultades consiste en determinar la influencia de cada nodo en la salida de
la red y cua´nto se deben modificar sus pesos sina´pticos para mejorarla, un problema
que resuelve el algoritmo backpropagation (Rumelhart et al., 1986).
Por otra parte, el problema temporal de asignacio´n de me´rito es relevante cuando
un sistema de aprendizaje realiza diversas acciones que producen un cierto resultado
y se debe determinar cua´les de esas acciones son las responsables del resultado y en
que´ proporcio´n. Supongamos, por ejemplo, un sistema que debe aprender a jugar al
ajedrez. Al final de cada partida el sistema recibe informacio´n del resultado obtenido
(ganar, perder o empatar). Este resultado esta´ asociado a una secuencia larga de
acciones, y no resulta obvio determinar cuales de ellas han sido las responsables del
resultado final. Los me´todos TD (Sutton, 1988) proporcionan una forma de resolver
el problema temporal de asignacio´n de me´rito a partir de la experiencia.
2.8. Resumen y discusio´n
En la primera parte de este cap´ıtulo se ha descrito cada uno de los elementos que
da lugar al marco matema´tico de los MPDs sobre el que se apoya la teor´ıa de DP y RL.
Posteriormente, en la segunda parte, se han presentado tres tipos de algoritmos para
encontrar pol´ıticas o´ptimas cuando se dispone del modelo del MDP. Por un lado,
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iteracio´n de pol´ıticas (basado en la ecuacio´n de Bellman) e iteracio´n de funciones
valor (basado en la ecuacio´n de optimalidad de Bellman), as´ı como una visio´n global
de ambos bajo el principio GPI. Por otro lado, los algoritmos basados en bu´squeda
directa de pol´ıticas que emplean me´todos convencionales de optimizacio´n global. Por
u´ltimo, en la tercera parte del cap´ıtulo se han introducido los me´todos TD, los cuales
proporcionan una forma de encontrar pol´ıticas o´ptimas a partir de la experiencia.
El objetivo del cap´ıtulo es proporcionar una introduccio´n a los principios de fun-
cionamiento de DP y RL. Se ha intentado enfatizar en los conceptos manteniendo
una descripcio´n matema´tica mı´nima dentro de la rigurosidad necesaria. Como con-
secuencia de este enfoque, las ecuaciones presentadas son va´lidas u´nicamente para
MDPs deterministas, a pesar de que una de las principales ventajas de DP/RL es que
permiten manejar las incertidumbres asociadas con los sistemas estoca´sticos.
Debido a que el cap´ıtulo no ofrece una revisio´n exhaustiva, algunos conceptos que
pueden resultar importantes en la pra´ctica se han omitido como, por ejemplo, las
trazas de elegibilidad (Sutton, 1988), una te´cnica empleada en los me´todos TD que
permite acelerar la velocidad de convergencia haciendo un uso ma´s eficiente de la
experiencia adquirida por el agente. Tampoco se ha descrito el disen˜o de la funcio´n
de recompensa, una etapa que, a menudo, no resulta trivial y puede ser cr´ıtica en
la aplicacio´n de los algoritmos de RL. Algunos textos cla´sicos recomiendan mantener
la funcio´n de recompensa tan simple como sea posible, de forma que el agente u´ni-
camente reciba recompensa cuando alcance el objetivo final (Sutton y Barto, 1998).
Por el contrario, en algunos trabajos ma´s recientes se destaca que este tipo de recom-
pensas suele dar lugar a tiempos de aprendizaje excesivamente grandes por lo que,
en aplicaciones con un cierto grado de complejidad, recomiendan disen˜ar funciones
de recompensa que aporten ma´s informacio´n al agente (Busoniu et al., 2010a). En
cualquier caso, se debe tener especial cuidado a la hora de incluir informacio´n adicio-
nal en la funcio´n de recompensa porque si se hace incorrectamente puede limitar la
capacidad del agente para aprender pol´ıticas o´ptimas.
Los me´todos de RL se caracterizan por no requerir un modelo completo del MDP,
sin embargo, tambie´n pueden beneficiarse de la informacio´n previa que se tenga sobre
el MDP (Shapiro et al., 2001; Dixon et al., 2000). Una de las posibles formas de incluir
dicha informacio´n es codifica´ndola en la funcio´n de recompensa (Randløv y Alstrøm,
1998; Ng et al., 1999). Los algoritmos presentados aqu´ı se distinguen claramente en
funcio´n de si emplean, o no, el modelo del MDP. En otros casos esta distincio´n no
es tan evidente, ya que ciertos algoritmos como DYNA (Sutton, 1990) o prioritized
sweeping (Moore y Atkeson, 1993) aprenden un modelo que posteriormente utilizan
junto con la experiencia adquirida por el agente para actualizar la funcio´n valor.
Otras a´reas de RL que extienden los algoritmos introducidos en este cap´ıtulo son,
por ejemplo, los MDP parcialmente observables (Kaelbling et al., 1998; Pineau et al.,
2006), el uso de la estructura jera´rquica que aparece en algunos problemas (Hengst,
2002; Barto y Mahadevan, 2003) y la combinacio´n de diversos agentes en los conocidos
como sistemas multi-agente (Panait y Luke, 2005; Busoniu et al., 2008a).
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Cap´ıtulo 3
Aprendizaje por refuerzo en
espacios continuos
3.1. Introduccio´n
En el Cap´ıtulo 2 se introdujeron los algoritmos cla´sicos de programacio´n dina´mica
(DP) y aprendizaje por refuerzo (RL). En ambos casos se asumı´a que las funciones
valor y las pol´ıticas se pod´ıan representar de forma exacta. Esto significa que, para
cada par estado-accio´n de una funcio´n Q, se tiene que almacenar un valor Q(s, a), o
en el caso de una pol´ıtica determinista, para cada estado se tiene que almacenar la
accio´n π(s). Un requisito indispensable en dichos casos es que el nu´mero de estados y
acciones tiene que ser discreto y suficientemente pequen˜o como para ser almacenado
en tablas. Esta clase de algoritmos a menudo reciben el nombre de me´todos exac-
tos1 porque permiten calcular la solucio´n exacta al problema tratado o, al menos,
proporcionan me´todos que convergen a la solucio´n exacta de forma asinto´tica. Des-
afortunadamente, en muchas de las aplicaciones reales de DP/RL los estados esta´n
definidos por variables que pueden tomar un nu´mero muy elevado de valores, o incluso
infinito si se trata de variables continuas. En tal caso, las funciones valor y las pol´ıticas
no pueden ser almacenadas de forma exacta y se hace necesario utilizar algu´n tipo
de aproximacio´n. Cuando los me´todos introducidos en el Cap´ıtulo 2 se combinan con
te´cnicas de aproximacio´n dan lugar a lo que se conoce como me´todos aproximados.
La necesidad de los me´todos aproximados en DP/RL no surge u´nicamente debido
al problema de almacenar funciones con un nu´mero elevado de valores o continuas.
Supongamos el caso del algoritmo de DP iteracio´n de funciones valor (Algoritmo 2.3),
1Como las funciones valor y las pol´ıticas se almacenan en tablas, en parte de la literatura tambie´n
son referidos como me´todos tabulares.
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donde es necesario aplicar la siguiente regla de actualizacio´n:




en cada par estado-accio´n. Obviamente cuando el espacio de estados contiene un
nu´mero infinito de elementos no es viable actualizar la funcio´n Q para todos los
estados. Una posible alternativa consiste en seleccionar un conjunto discreto sufi-
cientemente representativo de pares estado-accio´n, aplicar la regla de actualizacio´n,
y utilizar los valores discretos de Qℓ+1 junto con algu´n me´todo de regresio´n para
calcular una estimacio´n aproximada de la funcio´n completa. Una explicacio´n similar
tambie´n es va´lida para la etapa de evaluacio´n de la pol´ıtica perteneciente al algoritmo
iteracio´n de pol´ıticas (Algoritmo 2.2).
Au´n en el hipote´tico caso de disponer de un ordenador capaz de almacenar un
nu´mero infinito de elementos y siendo capaz de recorrer dichos elementos para aplicar
una regla de actualizacio´n similar a la de la Ecuacio´n (3.1), no ser´ıa posible utilizar los
me´todos exactos de DP/RL en problemas con espacios continuos. Cabe recordar que
una de las condiciones de convergencia es que todos los elementos de la funcio´n valor
deben ser actualizados indefinidamente. Sin embargo, cuando el espacio de estados
es continuo, lo ma´s probable es que el entorno nunca se encuentre exactamente en el
mismo estado en ma´s de una ocasio´n, por lo que el agente dif´ıcilmente podra´ actualizar
toda la funcio´n valor. Esto pone de manifiesto otra de las motivaciones de emplear
me´todos aproximados: el agente debe ser capaz de generalizar su comportamiento a
estados que no haya visitado previamente.
Muchos de los algoritmos basados en funciones valor requieren realizar una ma-
ximizacio´n sobre las acciones cada vez que se actualiza la funcio´n valor como, por
ejemplo, ocurre en la regla de actualizacio´n mostrada en la Ecuacio´n (3.1). Si el es-
pacio de acciones es continuo, dicha maximizacio´n es un problema de optimizacio´n
potencialmente no convexo cuya solucio´n dista de ser trivial. Una alternativa emplea-
da por la mayor´ıa de algoritmos para simplificar el problema de optimizacio´n consiste
en discretizar el espacio de acciones en un nu´mero pequen˜o de valores. De esta for-
ma es posible calcular el valor de la funcio´n Q para todo el conjunto de acciones y
encontrar el ma´ximo fa´cilmente mediante enumeracio´n (Busoniu et al., 2010b). Si el
hecho de discretizar el espacio de acciones supone un decremento importante en la
calidad de la pol´ıtica o´ptima, otra opcio´n para trabajar con acciones continuas y evi-
tar tener que resolver un problema de optimizacio´n no convexo en cada actualizacio´n
es emplear alguno de los algoritmos que representan de forma expl´ıcita la pol´ıtica.
Por ejemplo, aquellos basados en una arquitectura actor-cr´ıtico (Konda y Tsitsiklis,
2003) o en bu´squeda directa de pol´ıticas (Deisenroth et al., 2013b).
En este cap´ıtulo se introducen las nociones ba´sicas sobre aprendizaje por refuerzo
en espacios continuos, extendiendo las capacidades de los algoritmos cla´sicos mediante
el uso de aproximadores. Dada la amplitud que supondr´ıa hacer una revisio´n exhausti-
va de todos los me´todos aproximados de DP/RL, resulta inevitable reducir el alcance
del cap´ıtulo. Los conceptos presentados se restringen a los me´todos de RL, es decir,
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se asume que no se conoce el modelo completo del MDP. Ma´s espec´ıficamente, se van
a introducir diversos algoritmos basados en funciones valor, tanto de la clase itera-
cio´n de pol´ıticas como de iteracio´n de funciones valor. As´ı pues, se asume de forma
impl´ıcita que en los problemas tratados es posible discretizar el espacio de acciones
sin que ello suponga un perjuicio considerable para controlar el MDP. La u´ltima parte
del cap´ıtulo analiza de forma ma´s detallada una subclase de algoritmos caracterizados
por hacer un uso eficiente de los datos, una caracter´ıstica indispensable en muchas de
las aplicaciones reales.
A continuacio´n se describe la organizacio´n del resto del cap´ıtulo. En la Seccio´n 3.2
se analizan los distintos tipos de aproximadores y las ventajas e inconvenientes que
ofrecen cuando se utilizan para aproximar funciones valor en el contexto del RL.
La Seccio´n 3.3 introduce los algoritmos en espacios continuos basados en iteracio´n
de pol´ıticas, mostrando el caso particular del algoritmo SARSA. Ana´logamente, la
Seccio´n 3.4 realiza una introduccio´n similar para los algoritmos basados en iteracio´n de
funciones valor empleando como ejemplo el algoritmo Q-learning. Posteriormente, en
la Seccio´n 3.5, se estudian los algoritmos de tipo batch, describiendo los ma´s populares
y realizando un estudio experimental en el que se compara su funcionamiento. El
cap´ıtulo finaliza con la Seccio´n 3.6 donde se discuten las conclusiones obtenidas.
3.2. Aproximacio´n de funciones en aprendizaje por
refuerzo
La aproximacio´n de funciones es un problema que ha sido ampliamente estudiado
en el campo del aprendizaje supervisado, por lo que existe una gran variedad de me´to-
dos que se pueden combinar con los algoritmos de RL. En general cualquier tipo de
aproximador puede considerarse como un mapeado entre el espacio de para´metros y
el espacio de funciones que se pretende representar (funciones valor, o pol´ıticas, en el
caso de RL). Cuando se quiere aproximar una determinada funcio´n los para´metros del
aproximador se deben ajustar para conseguir tal efecto, proceso conocido como entre-
namiento o aprendizaje (Bertsekas y Tsitsiklis, 1996). Consideremos, por ejemplo, que
se quiere aproximar una funcio´n Q mediante un aproximador parametrizado por un
vector n-dimensional θ. Si denotamos al aproximador como el mapeado F : Rn → Q,
siendo Rn el espacio de para´metros y Q el espacio de funciones Q; entonces, cada posi-
ble vector de para´metros θ proporciona la representacio´n aproximada de una funcio´n
Q (Busoniu et al., 2010a):
Q̂ = F (θ) (3.2)
donde el s´ımbolo ·̂ indica que la funcio´n es una aproximacio´n. Otra notacio´n equiva-
lente es:
Q̂(s, a) = [F (θ)] (s, a) (3.3)
donde se indica expl´ıcitamente que la funcio´n F (θ) es evaluada en el par estado-
accio´n (s, a). Cuando las funciones Q se representan de forma aproximada una de las
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ventajas obtenidas es que, en lugar de almacenar un valor para cada par (s, a), solo
es necesario almacenar n para´metros. Lo´gicamente, cuando el espacio de estados es
discreto, el nu´mero de para´metros debe ser mucho menor que |S| × |A|, de forma que
la representacio´n aproximada sea ma´s compacta. Por otra parte una desventaja es
que el espacio de funciones Q que puede representar F es un subconjunto del espacio
Q, lo que significa que, al representar una funcio´n arbitraria Q, se asume un cierto
error de aproximacio´n.
Hay dos aspectos importantes que se deben tener en cuenta para el desarrollo de
un aproximador efectivo. En primer lugar el espacio de para´metros debe ser suficiente-
mente completo como para proporcionar una aproximacio´n aceptablemente cercana a
la funcio´n que se esta´ intentando aproximar. En este sentido escoger un aproximador
adecuado suele requerir tener experiencia en el problema tratado o realizar un ana´lisis
teo´rico que proporcione informacio´n de la forma de la funcio´n a aproximar (aunque
sea a grosso modo). En segundo lugar es necesario emplear algoritmos efectivos pa-
ra ajustar los para´metros del aproximador. Normalmente, estos dos aspectos suelen
estar en conflicto. Que un aproximador posea una buena capacidad de aproximacio´n
suele implicar que contenga un elevado nu´mero de para´metros o que la dependencia
con los para´metros sea no lineal, lo cual incrementa la complejidad del proceso de
entrenamiento (Bertsekas y Tsitsiklis, 1996).
En la mayor´ıa de aplicaciones de aprendizaje supervisado se asume que se dispone
de un conjunto de datos de entrenamiento formado por pares del estilo (xi, yi), siendo
el objetivo construir una funcio´n
y = f(x) (3.4)
que explique lo mejor posible el conjunto de entrenamiento. En el contexto del RL,
cuando el objetivo es aproximar la funcio´n Q o´ptima, dicho conjunto de entrenamiento
idealmente estar´ıa formado por los pares [(s, a), Q∗(s, a)]. Sin embargo la funcio´n Q∗
es desconocida a priori, por lo que el proceso de aproximacio´n tiene que realizarse al
mismo tiempo que el algoritmo de RL intenta calcular Q∗. En consecuencia, aplicar
me´todos de aproximacio´n de funciones en RL a menudo es ma´s dif´ıcil que hacerlo en
el contexto esta´ndar de aprendizaje supervisado.
En general el mapeado F realizado por el aproximador puede ser no lineal en
los para´metros. Un ejemplo de aproximador no lineal ampliamente utilizado es el
perceptro´n multicapa. En DP y RL resulta de especial intere´s un subgrupo de apro-
ximadores caracterizados por estar linealmente parametrizados, ya que simplifican el
ana´lisis de las propiedades teo´ricas de los algoritmos. La salida de un aproximador
lineal se puede calcular como una combinacio´n lineal del vector de para´metros. En el
caso de aproximar una funcio´n valor, el valor Q para un determinado par (s, a) es:
[F (θ)] (s, a) =
n∑
l=1
φl(s, a)θl = φ
⊤(s, a)θ (3.5)
donde θ es el vector n-dimensional de para´metros y φ(s, a) = [φ1(s, a), . . . , φn(s, a)]
⊤
es un vector formado por las funciones fijas φ1, . . . , φn : S × A → R, habitualmente
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conocidas como funciones base o caracter´ısticas (Busoniu et al., 2010a). Las funciones
base pueden ser construidas de diversas formas, algunos ejemplos populares en RL son
las funciones base binarias utilizadas en la codificacio´n en baldosas, me´todo tambie´n
conocido originalmente como CMAC (cerebellar model articulation controller) (Al-
bus, 1975, 1981) y las funciones de base radial (gausianas principalmente) empleadas
en las redes RBF (radial basis function) de base fija, las cuales se analizara´n ma´s
detalladamente en la Seccio´n 3.2.3.
3.2.1. Maldicio´n de la dimensionalidad
Una limitacio´n de los aproximadores lineales comu´nmente utilizados en RL es que
habitualmente se vuelven intratables cuando el espacio de estados esta´ definido por un
nu´mero elevado de dimensiones (Szepesva´ri, 2010). Dado que las caracter´ısticas usadas
suelen ser de a´mbito local, el nu´mero de caracter´ısticas necesarias para aproximar
una determinada funcio´n aumenta de forma exponencial con la dimensionalidad de
la misma, efecto conocido como “maldicio´n de la dimensionalidad” (Bellman, 1957).
En ciertas aplicaciones pra´cticas con decenas, o incluso cientos de variables de estado,
el aumento exponencial del nu´mero requerido de caracter´ısticas puede suponer una
restriccio´n importante desde el punto de vista computacional. Por otra parte, conviene
tener en cuenta que el espacio de estados debe ser escogido por el usuario, por lo
que habitualmente se escoge de una manera excesivamente conservadora, incluyendo
variables de estado que son irrelevantes. Au´n suponiendo que el nu´mero de variables
sea adecuado a priori, puede ocurrir que los estados muestreados por el agente caigan
dentro (o cerca) de un submanifold de baja dimensionalidad dentro del espacio de
estados escogido (Szepesva´ri, 2010).
Supongamos, como ejemplo ilustrativo de este u´ltimo caso, un brazo robo´tico in-
dustrial con 6 grados de libertad. Asumiendo que la dina´mica del brazo es de segundo
orden, el estado del brazo se puede describir exactamente con 12 variables (6 a´ngulos y
sus correspondientes velocidades angulares), es decir, la dimensionalidad intr´ınsica del
espacio de estados es 12. Una posible representacio´n alternativa del estado del brazo
robo´tico consiste en tomar ima´genes con una ca´mara de alta resolucio´n en diferentes
instantes temporales (para tener en cuenta la dina´mica) y desde diferentes a´ngulos
(para evitar zonas ocultas). Esta posible representacio´n del estado, basada en ima´ge-
nes, puede tener fa´cilmente una dimensionalidad del orden de millones de variables,
a pesar de que la dimensionalidad intr´ınseca del problema sigue siendo 12. As´ı pues,
en estos casos, para poder aproximar las funciones valor, es necesario emplear me´to-
dos de aproximacio´n que sean capaces de descubrir y aprovechar la dimensionalidad
intr´ınseca (normalmente baja) de los problemas de alta dimensionalidad. Algunos
me´todos prometedores en este aspecto son los aproximadores no lineales (como las
redes neuronales y las redes RBF con funciones base variables), los me´todos basados
en proyecciones aleatorias (Dasgupta y Freund, 2008; Ghavamzadeh et al., 2010) y
los me´todos no parame´tricos (como los a´rboles de decisio´n y las ma´quinas de vectores
soporte) (Szepesva´ri, 2010).
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3.2.2. Me´todos no parame´tricos
En los me´todos de aproximacio´n descritos hasta ahora se asumı´a que el usua-
rio deb´ıa fijar el espacio de para´metros de antemano seleccionando, por ejemplo, el
nu´mero de neuronas y capas ocultas en el caso de una red neuronal. Dichos me´todos
se pueden englobar bajo el nombre de me´todos parame´tricos. Por otra parte exis-
te otra clase de me´todos conocidos como me´todos no parame´tricos. A pesar de su
nombre, estos me´todos tambie´n emplean un conjunto de para´metros para realizar la
aproximacio´n, la diferencia radica en que el nu´mero de para´metros y la estructura
del aproximador no la escoge el usuario, sino que se obtiene a partir de los datos
del conjunto de entrenamiento y puede cambiar y adaptarse en funcio´n de los da-
tos disponibles (Alpaydin, 2004). Por ejemplo, en el me´todo de regresio´n de los k
vecinos ma´s cercanos (k-nearest neighbours, k-NN), dado un conjunto de m datos








donde Nk(s, a) es la vecindad del par (s, a) definida por los k pares ma´s cercanos
a (s, a) en el conjunto D. El concepto de “cercano” necesariamente implica el uso
de alguna me´trica, t´ıpicamente la distancia euclidea (Hastie et al., 2009). Es decir, el
valor aproximado Q̂(s, a) se calcula como un promedio de los valores Q pertenecientes
a los k pares ma´s cercanos a (s, a) contenidos en el conjunto de datos. No´tese, que
aunque en los me´todos no parame´tricos la estructura del aproximador se determina en
funcio´n de los datos, siempre existe algu´n hiperpara´metro que necesita ser ajustado
manualmente y cuyo valor puede influir en la calidad de la aproximacio´n como, por
ejemplo, el nu´mero de vecinos k en el caso del algoritmo k-NN.
Otros me´todos no parame´tricos ampliamente utilizados son los me´todos kernel
(Shawe-Taylor y Cristianini, 2004), entre los que destacan las ma´quinas de vectores
soporte (Scholkopf et al., 1999) y los procesos Gaussianos (Rasmussen y Williams,
2006), y los a´rboles de regresio´n (Breiman et al., 1984). Estos me´todos de aproxima-
cio´n han sido combinados con diferentes algoritmos de RL, como por ejemplo me´todos
kernel con iteracio´n de funciones valor (Farahmand et al., 2009) y con iteracio´n de
pol´ıticas (Bethke et al., 2008) o a´rboles de regresio´n con evaluacio´n de pol´ıticas (Jo-
dogne et al., 2006).
Los aproximadores no parame´tricos se caracterizan por su elevada flexibilidad. Es-
ta propiedad, que a priori es deseable, puede causar problemas de estabilidad cuando
se combina con ciertos algoritmos de RL ya que, al modificarse la estructura del apro-
ximador durante el aprendizaje de la pol´ıtica o´ptima, resulta dif´ıcil obtener garant´ıas
teo´ricas de convergencia (Busoniu et al., 2010a). Otra caracter´ıstica de los me´todos
no parame´tricos es su capacidad para adaptar la complejidad del aproximador en fun-
cio´n de la cantidad de datos disponibles. Esto suele ser una ventaja en las aplicaciones
donde resulta costoso obtener muestras del MDP, bien sea en tiempo o en recursos.
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Por el contrario, si la cantidad de datos adquiridos aumenta ra´pidamente, la carga
computacional y la cantidad de memoria requerida por el aproximador tambie´n suele
aumentar de manera proporcional. Por tanto, los me´todos no parame´tricos resultan
inapropiados para ser empleados junto con algoritmos de RL cuyo aprendizaje sea
online, ya que en esta clase de algoritmos la cantidad de datos muestreada por el
agente puede aumentar de forma indefinida.
Por otra parte, si se comparan lo me´todos no parame´tricos con los parame´tricos,
estos u´ltimos tienen que ser suficientemente flexibles como para aproximar, modifi-
cando u´nicamente sus para´metros, todas las funciones valor que se producen durante
el proceso de aprendizaje. Aunque dicha flexibilidad habitualmente requiere que el
aproximador sea no lineal, los algoritmos de RL combinados con aproximadores no
lineales son dif´ıciles de tratar desde el punto de vista teo´rico y en la pra´ctica a menudo
se comportan de forma inestable. Por este motivo, y a pesar de sus limitaciones, en
la mayor parte de la literatura se emplean aproximadores lineales. Tambie´n existen
aproximadores lineales que incrementan su flexibilidad al permitir la introduccio´n de
nuevas funciones base segu´n sea necesario (Munos y Moore, 2002; Szepesva´ri y Smart,
2004; Waldock y Carse, 2008). En esta clase de algoritmos, el me´todo de aproximacio´n
no se puede considerar puramente parame´trico, ya que la estructura del aproximador
cambia en funcio´n de los datos, una de las propiedades que caracterizan a los me´todos
no parame´tricos.
3.2.3. Aproximacio´n de funciones Q con redes RBF de base
fija
Los aproximadores lineales poseen varias caracter´ısticas que los hacen especial-
mente atractivos para emplearlos junto con los algoritmos de RL. En esta seccio´n se
describe ma´s detalladamente esta clase de aproximadores debido a que aparecera´ de
forma recurrente en cap´ıtulos posteriores, concretamente en el caso de que el espacio
de acciones pueda ser discretizado en un conjunto manejable de acciones.
Supongamos un problema con un espacio de acciones continuo denotado por A
en el que es posible seleccionar un conjunto finito de acciones a1, a2, . . . , aM que per-
mita obtener pol´ıticas adecuadas. El espacio de acciones discreto resultante de dicho
proceso se denota como Ad = {a1, a2, . . . , aM}. Una posible opcio´n para aproximar la
funcio´n Q(s, a) consiste en definir un conjunto de N funciones base que u´nicamente
dependan del estado s, φ¯1, . . . , φ¯N : S → R replicadas para cada una de las acciones
contenidas en Ad. El valor aproximado de Q para cualquier par estado-accio´n se puede
calcular como (Busoniu et al., 2010a):
[F (θ)] (s, aj) = φ
⊤(s, aj)θ (3.7)
donde el vector de funciones base φ⊤(s, aj) es la combinacio´n de las funciones base
para cada una de las acciones y cuyos valores son igual a 0 para todas las acciones
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diferentes a la accio´n actual, es decir:
φ(s, aj) = [0, . . . , 0︸ ︷︷ ︸
a1
, . . . , 0, φ¯1, . . . , φ¯N︸ ︷︷ ︸
aj
, 0, . . . , 0, . . . , 0︸ ︷︷ ︸
aM
]⊤ ∈ RNM (3.8)
No´tese que en las Ecuaciones (3.7) y (3.8), el sub´ındice j de las acciones indica que la
accio´n debe pertenecer al conjunto Ad, ya que en otro caso la salida del aproximador
es siempre igual a 0. Una aproximacio´n de este tipo puede considerarse como una
forma de representar M porciones de la funcio´n Q, una por cada posible accio´n.
Las funciones base φ¯(s) pueden definirse de mu´ltiples formas, una de ellas es
mediante RBFs. Una RBF t´ıpica es la funcio´n gaussiana, cuya salida depende de la
distancia entre el estado s y el centro de la funcio´n, siendo ma´xima cuando s coincide
con el centro. La velocidad a la que disminuye la salida de la funcio´n conforme s se
aleja del centro viene determinada por el para´metro σ, que define el “ancho” de la
funcio´n gaussiana. La distancia se puede calcular mediante la me´trica que se considere
ma´s oportuno, siendo la ma´s habitual la distancia Euclidea. En dicho caso, el valor








donde el vector ci = [ci,1, ci,2, . . . , ci,d]
⊤ ∈ Rd indica la posicio´n de su centro y σ
el ancho de la misma. En la Figura 3.1 se muestran las funciones gaussianas corres-
pondientes a un aproximador formado por 4 funciones cuando el espacio de estados
es unidimensional. Lo´gicamente, la dimensionalidad de las gaussianas tiene que ser
igual a la del espacio de estados. Por ejemplo, en la Figura 3.2 se muestra el caso de
d = 2 con 16 funciones, 4 por cada dimensio´n. Al comparar ambas figuras se puede
observar que, a medida que aumenta el nu´mero de dimensiones, para cubrir el espa-
cio de estados con una determinada densidad es necesario incrementar el nu´mero de
funciones base exponencialmente, tal y como describe el efecto de la “maldicio´n de la
dimensionalidad”.
Las redes RBF de base fija no son los u´nicos aproximadores lineales usados en RL.
Adema´s de la ya comentada codificacio´n en baldosas, otros aproximadores que com-
parten una estructura similar pero que emplean me´todos diferentes para generar las
funciones base son, por ejemplo, state aggregation (Singh et al., 1995; Bertsekas y Tsit-
siklis, 1996), interpolacio´n multilineal (Davies, 1997) y triangulacio´n de Kuhn (Munos
y Moore, 2002).
3.3. Iteracio´n de pol´ıticas en espacios continuos
Generalmente todos los algoritmos basados en iteracio´n de pol´ıticas comparten
el mismo principio de funcionamiento: parten de una pol´ıtica inicial arbitraria para
la que estiman su funcio´n valor, posteriormente, esta funcio´n valor se emplea para
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Funciones base gaussianas de una red RBF cuando el espacio de entrada es bidimensional.
encontrar una nueva pol´ıtica mejor que la anterior. Este proceso, introducido en la
Seccio´n 2.6.1, se repite hasta converger en la pol´ıtica o´ptima. Cuando el espacio de
estados es grande, o continuo, tanto las funciones valor como las pol´ıticas no pueden
ser representadas de forma exacta, por lo que es necesario usar una representacio´n
aproximada. En el Algoritmo 3.1 se muestra el pseudo co´digo de un algoritmo gene´rico
basado en iteracio´n de pol´ıticas con aproximacio´n de funciones.
La etapa de evaluacio´n de la pol´ıtica ba´sicamente consiste en resolver la ecuacio´n
de Bellman de forma aproximada. Normalmente se puede evitar representar expl´ıci-
tamente la pol´ıtica, por lo que u´nicamente es necesario aproximar la funcio´n Q. La
maximizacio´n llevada a cabo sobre las acciones en la l´ınea 4 puede resolverse fa´cil-
mente cuando el espacio de acciones es discreto, en caso contrario puede suponer una
dificultad an˜adida.
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Algoritmo 3.1 Iteracio´n de pol´ıticas con aproximacio´n de funciones.
Require: Pol´ıtica inicial π̂0
1: ℓ = 0
2: repeat
3: calcular Q̂π̂ℓ , la funcio´n Q de π̂l {evaluacio´n de la pol´ıtica}
4: π̂ℓ+1(s) ≈ argma´xa Q̂π̂ℓ(s, a) {mejora de la pol´ıtica}
5: ℓ← ℓ+ 1
6: until π̂ℓ+1 = π̂ℓ
7: return π̂∗ = π̂ℓ
El pseudo co´digo mostrado en el Algoritmo 3.1 es de cara´cter general, lo cual
significa que la forma de implementar las etapas de evaluacio´n y mejora de la pol´ıtica
dara´ lugar a varios algoritmos concretos dependiendo de diversos factores como, por
ejemplo, si se conoce el modelo del MDP, el tipo de aproximador empleado, si el
aprendizaje se realiza online, etc. A continuacio´n se muestra un ejemplo representativo
consistente en una versio´n aproximada del algoritmo SARSA. En este ejemplo el
aproximador empleado es lineal en los para´metros y para realizar el ajuste de dichos
para´metros se utiliza la te´cnica de descenso por gradiente estoca´stico.
La etapa que conlleva una mayor dificultad en el algoritmo SARSA es la que
se encarga de evaluar la pol´ıtica actual, es decir, obtener la funcio´n Qπ dada una
pol´ıtica fija π. Cuando se emplea aproximacio´n de funciones, el objetivo en esta etapa
es minimizar la siguiente funcio´n de coste teo´rica:
JQπ (θ) = ||Qπ − Q̂|| (3.10)
No´tese que, por cuestiones de simplicidad, la funcio´n Q aproximada se ha denotado
como Q̂(s, a) = [F (θ)] (s, a), dejando la dependencia con el vector de para´metros
impl´ıcita. Una forma de encontrar los para´metros θ que minimicen dicha funcio´n es
aplicar descenso por gradiente estoca´stico. Supongamos que, en el instante k, tenemos
acceso a una observacio´n (posiblemente ruidosa, siempre y cuando el ruido sea aditivo






qπk − Q̂(sk, ak)
)2
(3.11)
Cuando el agente realiza una transicio´n desde el estado sk realizando la accio´n ak,
es posible ajustar los para´metros del aproximador con una cantidad proporcional al
gradiente de la funcio´n de coste emp´ırica, evaluada u´nicamente en el par (sk, ak). Para
ello, se aplica la regla de Widrow-Hoff (Haykin, 2008):
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(3.12)
= θk + αk
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donde αk es una secuencia de tasas de aprendizaje que satisface las condiciones de
Robbins-Monro (Ecuacio´n (2.37)). Una de las condiciones que debe cumplir el apro-
ximador es que sea derivable respecto a los para´metros.
Sin embargo, la regla de actualizacio´n definida en la Ecuacio´n (3.12) no puede ser
aplicada en la pra´ctica puesto que no es posible observar el valor qπk . En su lugar,
se puede calcular una estimacio´n de dicho valor aplicando el operador de Bellman
muestreado:
rk+1 + γQ̂k(sk+1, ak+1)
Al incluir esta estimacio´n en la regla de actualizacio´n anterior se obtiene la ecuacio´n
utilizada por el algoritmo SARSA:
θk+1 = θk + αk
[




Donde el te´rmino entre corchetes se corresponde con una aproximacio´n de la dife-
rencia temporal empleada en el algoritmo TD. Cuando el aproximador es lineal en
los para´metros, resulta mucho ma´s sencillo calcular el gradiente. Aplicando la Ecua-
cio´n (3.5) sobre la regla de actualizacio´n se obtiene:
θk+1 = θk + αk
[
rk+1 + γφ
⊤(sk+1, ak+1)θk − φ⊤(sk, ak)θk
]
φ(sk, ak) (3.15)
Adema´s, el hecho de que el aproximador sea lineal implica que la funcio´n Ĵ tiene
un u´nico mı´nimo global, lo cual mejora las propiedades de convergencia. Igual que
ocurr´ıa con la versio´n exacta del algoritmo SARSA, en la versio´n aproximada tam-
bie´n es necesario que el agente incorpore alguna te´cnica de exploracio´n para obtener
muestras (s, a) con a 6= π(s). El Algoritmo 3.2 muestra el pseudo co´digo de SAR-
SA con aproximacio´n de funciones y exploracio´n ǫ-greedy. En (Tsitsiklis y Van Roy,
1997) puede encontrarse un ana´lisis detallado sobre las propiedades de convergencia
del algoritmo TD con aproximacio´n lineal, las cuales pueden extenderse al algoritmo
SARSA (Szepesva´ri, 2010).
3.4. Iteracio´n de funciones valor en espacios conti-
nuos
Cuando se aplica un algoritmo basado en iteracio´n de funciones valor a un proble-
ma cuyo espacio de estados es continuo, aparecen las mismas dificultades que en el
caso de los algoritmos basados en iteracio´n de pol´ıticas. Las te´cnicas para hacer fren-
te a estas dificultades tambie´n consisten en representar las funciones valor mediante
aproximadores. Recordemos que el principio de funcionamiento de los algoritmos de
iteracio´n de funciones valor consist´ıa en calcular una secuencia de funciones valor que
converg´ıa hacia la funcio´n valor o´ptima, a partir de la cual se obten´ıa una pol´ıtica
o´ptima (ver Seccio´n 2.6.2). De entre todos los algoritmos basados en este principio, el
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Algoritmo 3.2 SARSA con aproximacio´n de funciones y exploracio´n ǫ-greedy.
Require: Factor de descuento γ, secuencia de tasas de aprendizaje αk, secuencia de
exploracio´n ǫk, funciones base φ1, . . . , φn : S ×A→ R
1: inicializar el vector de para´metros arbitrariamente, por ejemplo θ0 ← 0
2: repeat
3: medir estado inicial s0
4: a0 =
{
a ∈ argma´xa Q̂0(s0, a) con probabilidad 1− ǫ0
accio´n aleatoria en A con probabilidad ǫ0
5: for cada paso del episodio do
6: aplicar ak, observar el estado siguiente sk+1 y la recompensa rk+1
7: ak+1 =
{
a ∈ argma´xa Q̂k(sk, a) con probabilidad 1− ǫk
accio´n aleatoria en A con probabilidad ǫk
8: θk+1 = θk + αk
[
rk+1 + γφ




10: until cumplir condiciones de convergencia
11: return π∗
ma´s estudiado posiblemente sea el algoritmo Q-learning (Horiuchi et al., 1996; Jouffe,
1998; Ferna´ndez y Borrajo, 2000; Glorennec, 2000; Murphy, 2005; Sherstov y Stone,
2005), por lo que se empleara´ dicho algoritmo como ejemplo ilustrativo de los me´todos
de iteracio´n de funciones valor en espacios continuos.
El algoritmo Q-learning con aproximacio´n de funciones puede obtenerse siguiendo
un procedimiento similar al llevado a cabo previamente con el algoritmo SARSA. En
este caso el objetivo es estimar directamente Q∗, por lo que la funcio´n de coste teo´rica
a minimizar viene dada por la diferencia entre la funcio´n valor o´ptima y la funcio´n
valor estimada:
JQ∗(θ) = ||Q∗ − Q̂|| (3.16)
Esta funcio´n de coste teo´rica da lugar a una funcio´n de coste emp´ırica donde se emplea,
en cada instante k, las observaciones q∗k y Q̂(sk, ak). Evidentemente, el valor q
∗
k no es






Al combinar esta estimacio´n con la regla de Widrow-Hoff se obtiene la ecuacio´n que
actualiza los para´metros del aproximador en el algoritmo Q-learning. Adema´s, si el
aproximador es lineal en los para´metros, dicha ecuacio´n se puede simplificar, obte-
niendo:





′)θk − φ⊤(sk, ak)θk
]
φ(sk, ak) (3.17)
Cuando un agente emplea la Ecuacio´n (3.17) para actualizar la estimacio´n de Q∗
es necesario que la pol´ıtica seguida sea exploratoria. Una de las diversas formas de
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asegurar la exploracio´n consiste en aplicar una pol´ıtica ǫ-greedy, tal y como se muestra
en el pseudo co´digo del Algoritmo 3.3.
Algoritmo 3.3 Q-learning con aproximacio´n de funciones y exploracio´n ǫ-greedy.
Require: Factor de descuento γ, secuencia de tasas de aprendizaje αk, secuencia de
exploracio´n ǫk, funciones base φ1, . . . , φn : S ×A→ R
1: inicializar la estimacio´n de la funcio´n Q arbitrariamente, por ejemplo θ0 ← 0
2: repeat
3: medir estado inicial s0
4: for cada paso del episodio do
5: ak =
{
a ∈ argma´xaQk(sk, a) con probabilidad 1− ǫk
accio´n aleatoria en A con probabilidad ǫk
6: aplicar ak, observar el estado siguiente sk+1 y la recompensa rk+1
7: θk+1 = θk + αk
[
rk+1 + γma´xa′ φ
⊤(sk+1, a




9: until cumplir condiciones de convergencia
10: return π∗
En esta ocasio´n, al tratarse de un algoritmo off-policy, las propiedades de conver-
gencia de TD no pueden extenderse al algoritmo Q-learning. De hecho, a pesar de
ser uno de los algoritmos ma´s utilizados en la pra´ctica, se sabe que puede diverger
cuando no se le aplica ninguna restriccio´n. La u´nica prueba de convergencia es la
proporcionada por Melo et al. (2008), donde se asumen fuertes restricciones sobre
la distribucio´n de los pares estado-accio´n muestreados. Ma´s recientemente, la apari-
cio´n de la familia de algoritmos gradient temporal difference (GTD) (Sutton et al.,
2008, 2009) ha dado lugar a una nueva versio´n de Q-learning, conocida como greedy
GD (Maei et al., 2010), cuya convergencia s´ı esta´ asegurada. Sin embargo, au´n en el
caso de utilizar un aproximador lineal, la funcio´n de coste J no es convexa por lo que
puede converger hacia mı´nimos locales (Maei, 2011).
3.5. Batch RL: uso eficiente de los datos
Los dos algoritmos introducidos en las secciones previas (SARSA y Q-learning
combinados con descenso por gradiente estoca´stico) son solo una pequen˜a represen-
tacio´n de la amplia gama de me´todos de RL que permiten resolver problemas con
espacios continuos. El motivo de incluir estos dos algoritmos y no otros es doble. Por
una parte suponen una extensio´n natural de los algoritmos introducidos en el Cap´ıtu-
lo 2 para problemas discretos. Y, por otra parte, fueron los primeros algoritmos de la
familia TD que permitieron encontrar pol´ıticas o´ptimas. Como consecuencia de ello,
y junto con su facilidad de implementacio´n y la calidad de los resultados ofrecidos,
son dos de los algoritmos ma´s representativos de RL. De hecho, SARSA y Q-learning
suelen ser los u´nicos algoritmos incluidos en la mayor´ıa de libros sobre aprendizaje
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automa´tico e inteligencia artificial donde se dedica algu´n cap´ıtulo al RL (Russell y
Norvig, 1995; Alpaydin, 2004; Haykin, 2008).
A pesar de su popularidad, existen alternativas que pueden mejorar ciertos as-
pectos de los algoritmos SARSA y Q-learning. Esta seccio´n se centra en una clase
espec´ıfica de algoritmos conocida como batch RL. Estos algoritmos se caracterizan
porque la pol´ıtica no se aprende al mismo tiempo que el agente interactu´a con el
entorno para adquirir experiencia, sino que e´sta es adquirida y almacenada en una
etapa previa y, posteriormente, procesada. Se trata, por tanto, de algoritmos oﬄine.
La experiencia habitualmente se almacena en tuplas del estilo (sk, ak, rk+1, sk+1), de
forma que cada tupla contiene toda la informacio´n relacionada con una interaccio´n
agente-entorno. La pol´ıtica empleada para adquirir la experiencia se puede elegir de
forma arbitraria, pero debe contener un cierto grado de exploracio´n para que las
muestras adquiridas sean representativas de todo el espacio de estados. En el Algo-
ritmo 3.4 se muestra la estructura gene´rica de esta clase de algoritmos. La funcio´n
algoritmoBatch() es la encargada de obtener la pol´ıtica a partir del conjunto de
experiencias D. En las siguientes secciones se estudiara´n tres me´todos diferentes para
realizar esta tarea.
Algoritmo 3.4 Estructura gene´rica de los algoritmos batch RL.
Require: Pol´ıtica π empleada para adquirir la experiencia, nu´mero de episodios m
1: // Adquisicio´n de la experiencia
2: D ← 0
3: episodio← 0
4: repeat
5: medir estado inicial s0
6: for cada paso del episodio do
7: ak = π(sk)
8: aplicar ak, observar el estado siguiente sk+1 y la recompensa rk+1
9: experiencia← (sk, ak, rk+1, sk+1)
10: D ← agregar(experiencia)
11: end for
12: until realizar m episodios
13: // Procesado de la experiencia
14: π∗ = algoritmoBatch(D)
15: return π∗
Una ventaja de esta clase de algoritmos es que hacen un uso eficiente de la ex-
periencia. En otros me´todos, como por ejemplo Q-learning, cada vez que el agente
realiza una accio´n en un estado determinado y recibe la recompensa correspondiente,
los datos de la transicio´n realizada se emplean para realizar una nueva estimacio´n de
la funcio´n Q y, posteriormente, esos datos nunca ma´s se vuelven a utilizar, a pesar de
que son u´tiles para realizar futuras estimaciones de Q (Lin, 1992). Este procedimien-
to conlleva un uso ineficiente de la experiencia adquirida por el agente, lo que en la
pra´ctica se traduce en largos tiempos de interaccio´n agente-entorno hasta lograr que
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la pol´ıtica aprendida converja.
Desafortunadamente, en ciertas aplicaciones pra´cticas, adquirir experiencias puede
ser un proceso muy costoso, tanto en recursos como en tiempo. Supongamos, por
ejemplo, el caso de un problema me´dico donde el objetivo es que un agente obtenga
una pol´ıtica o´ptima para la administracio´n de un fa´rmaco determinado. En este caso
el paciente puede ser modelado como el entorno, y las acciones se corresponder´ıan con
las diferentes dosis de fa´rmaco que recibe el paciente. Para adquirir una experiencia es
necesario evaluar el estado del paciente mediante un ana´lisis cl´ınico (s), administrar
la dosis de medicamento que se estime oportuno (a), esperar el tiempo necesario
para que el medicamento haga efecto, volver a medir el nuevo estado del paciente
(s′) y calcular la recompensa en funcio´n de los criterios cl´ınicos (r). Es decir, para
adquirir cada una de las experiencias se necesita emplear una cantidad considerable
de recursos.
En este tipo de aplicaciones no es viable usar algoritmos de RL que requieran una
cantidad de datos muy elevada. Los algoritmos de tipo batch almacenan todos los datos
adquiridos para reutilizarlos posteriormente mu´ltiples veces. Este enfoque les permite
extraer ma´s conocimiento de cada una de las experiencias. Por otro lado, dicho proceso
requiere una mayor capacidad computacional y de memoria, lo cual no suele suponer
ningu´n inconveniente debido a que los algoritmos de tipo batch trabajan de forma
oﬄine y, por tanto, no requieren procesar las experiencias en tiempo real (Wiering y
van Otterlo, 2012).
En ocasiones, los algoritmos batch son considerados como me´todos basados en el
modelo del MDP (Kalyanakrishnan, 2011). No´tese que una de las posibles estrategias
para resolver un MDP cuyo modelo es desconocido consiste en utilizar las transiciones
adquiridas por el agente para estimar el modelo y, seguidamente, aplicar un algoritmo
perteneciente a la programacio´n dina´mica basa´ndose en el modelo estimado. A dife-
rencia de otros me´todos que expl´ıcitamente aprenden la funcio´n de transiciones f y
la recompensa ρ del MDP, los algoritmos batch almacenan esta informacio´n de forma
impl´ıcita en el conjunto de experiencias D. Una ventaja de esta aproximacio´n es que
evitan los posibles errores introducidos en la estimacio´n de f y ρ.
3.5.1. Experience replay
Experience replay (ER) (Lin, 1992; Adam et al., 2012) es una forma conceptual-
mente sencilla de aplicar el principio de funcionamiento de los me´todos batch a otros
algoritmos esta´ndar, como por ejemplo Q-learning. Aunque esta te´cnica originalmen-
te fue aplicada a los algoritmos adaptive heuristic critic (AHC) (Barto et al., 1989)
y Q-learning, se puede extender fa´cilmente a otros casos. ER consiste en almacenar
las transiciones adquiridas y presentarlas mu´ltiples veces al algoritmo esta´ndar, como
si el aprendizaje fuese online y el agente estuviese realizando las mismas transicio-
nes una y otra vez. El orden en el que se presentan las transiciones puede afectar a
la velocidad de convergencia del algoritmo. Generalmente se recomienda que se pre-
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senten ordenadas de forma temporalmente inversa, es decir, las u´ltimas transiciones
muestreadas deben presentarse primero, de esta forma se acelera la propagacio´n de
las recompensas. Dependiendo del algoritmo concreto con el que se emplee ER tal vez
sea necesario tener en cuenta otras consideraciones sobre como presentar las transicio-
nes (Lin, 1992). En el Algoritmo 3.5 se muestra el pseudo co´digo que implementa ER
con Q-learning. Adema´s de esta implementacio´n ba´sica, es posible utilizar las tran-
siciones almacenadas de forma ma´s sofisticada para incrementar la estabilidad del
algoritmo cuando se combina con determinados aproximadores (Lin, 1993). Por ejem-
plo, al emplear redes neuronales artificiales es ma´s conveniente ajustar los para´metros
con un entrenamiento por lotes.
Algoritmo 3.5 Experience replay basado en Q-learning con aproximacio´n de funcio-
nes.
Require: Conjunto de experiencias D = {(sls , als , rls , s′ls)|ls = 1, . . . , ns}, factor de
descuento γ, secuencia de tasas de aprendizaje αℓ, funciones base φ1, . . . , φn :
S ×A→ R
1: inicializar la estimacio´n de la funcio´n Q arbitrariamente, por ejemplo, θ0 ← 0
2: repeat
3: for cada transicio´n ls en D do
4: θℓ+1,ls = θℓ + αℓ
[
rls + γma´xa′ φ
⊤(s′ls , a




6: ℓ = ℓ+ 1
7: until cumplir condiciones de convergencia
8: return π∗
3.5.2. Least squares policy iteration
El algoritmo least squares policy iteration (LSPI) (Lagoudakis y Parr, 2003) esta´ mo-
tivado en gran parte por un algoritmo previo disen˜ado para predecir funciones valor
y conocido como least squares temporal difference (LSTD) (Bradtke y Barto, 1996;
Boyan, 2002). Dada una pol´ıtica fija π y un conjunto de funciones base φ1, . . . , φn :
S × A → R, LSTD es capaz de encontrar el mismo vector de para´metros θ al que
converge el algoritmo TD, pero en lugar de realizar una bu´squeda mediante descenso
por gradiente estoca´stico, construye un sistema de ecuaciones lineales que, posterior-
mente, soluciona por me´todos directos (una discusio´n ma´s detallada del algoritmo
LSTD puede encontrarse en la Seccio´n 5.4). Una condicio´n necesaria para que dicho
sistema sea lineal es que la funcio´n valor este´ representada mediante un aproximador
lineal. Dado que el objetivo de LSTD es encontrar funciones V, este algoritmo no
resulta u´til para que el agente actu´e de forma o´ptima cuando se desconoce el modelo
del MDP. En LSPI, la idea de encontrar una funcio´n valor resolviendo directamente
un sistema de ecuaciones es extendida al caso de funciones Q mediante LSTD-Q (La-
goudakis y Parr, 2001). Cuando este me´todo de evaluar pol´ıticas se combina con una
etapa de mejora de la pol´ıtica, el algoritmo resultante, conocido como LSPI, converge
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asinto´ticamente hacia la pol´ıtica o´ptima. El Algoritmo 3.6 contiene el pseudo co´digo
de LSPI, mientras que la funcio´n que realiza la evaluacio´n de la pol´ıtica se muestra
en el Algoritmo 3.7.
Algoritmo 3.6 Least squares policy iteration.
Require: Conjunto de experiencias D, factor de descuento γ, funciones base
φ1, . . . , φn : S ×A→ R
1: inicializar la estimacio´n de la funcio´n Q arbitrariamente, por ejemplo, θ0 ← 0
2: repeat
3: πℓ+1 = argma´xa Q̂
πℓ(s, a)
4: θℓ+1 = LSTD-Q(D, θ, γ, φ1, . . . , φn)
5: ℓ = ℓ+ 1
6: until cumplir condiciones de convergencia
7: return θ
Algoritmo 3.7 LSTD-Q.
Require: Conjunto de experiencias D = {(sls , als , rls , s′ls)|ls = 1, . . . , ns}, factor de
descuento γ, pol´ıtica π, funciones base φ1, . . . , φn : S ×A→ R
1: A0 = 0 // Matriz de taman˜o n× n
2: b0 = 0 // Vector de taman˜o n
3: for cada transicio´n ls en D do
4: Als+1 = Als + φ(sls , als)
(
φ(sls , als)− γφ(s′ls , π(s′ls))
)⊤
5: bls+1 = bls + φ(sls , als)rls
6: end for
7: θπ = A−1b
8: return θπ
El algoritmo LSPI, adema´s de hacer un uso eficiente de los datos, presenta la
ventaja de eliminar la secuencia de tasas de aprendizaje αℓ. No´tese que en el algoritmo
LSTD-Q, para resolver el sistema de ecuaciones lineales b = θπA, es posible usar otros
me´todos aparte de la matriz inversa. De hecho, cuando el nu´mero de funciones base
es elevado resulta ma´s conveniente calcular la inversa de forma incremental mediante
la fo´rmula de Sherman-Morrison (Sherman y Morrison, 1950). Tambie´n existen otras
variaciones de LSTD que consiguen una carga computacional menor actualizando
u´nicamente una parte reducida de los para´metros en cada iteracio´n (Geramifard et al.,
2006b).
3.5.3. Fitted Q iteration
Fitted Q iteration (FQI) (Ernst et al., 2005a) es un algoritmo basado en iteracio´n
de funciones valor que, a diferencia de los algoritmos previos (ER y LSPI), no requiere
que las funciones valor sean aproximadas mediante un conjunto de funciones base
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previamente definidas para garantizar la convergencia: permite emplear algunos tipos
de aproximadores no lineales y no parame´tricos. FQI puede considerarse una versio´n
muestreada y aproximada del algoritmo VI de programacio´n dina´mica. Recordemos
que VI empleaba la ecuacio´n de optimalidad de Bellman para calcular las nuevas
estimaciones de la funcio´n Q (ver Seccio´n 2.6.2):




en la que es necesario conocer f y ρ. Al aplicar de forma iterativa dicha ecuacio´n
la estimacio´n de Q converge hacia la funcio´n Q o´ptima, a partir de la cual resulta
sencillo obtener una pol´ıtica o´ptima (Sutton y Barto, 1998).
En FQI se emplea el mismo principio de funcionamiento pero con dos variaciones
que hacen posible aplicarlo en problemas donde el espacio de estados es continuo y el
modelo del MDP desconocido:
• En lugar de aplicar la regla de actualizacio´n sobre todos los pares (s, a), u´ni-
camente se aplica sobre los pares contenidos en el conjunto de experiencias D.
Posteriormente, el conjunto de valores actualizados se emplea como conjunto de
entrenamiento de un me´todo de regresio´n. El resultado de esta regresio´n es una
estimacio´n aproximada de la funcio´n Q en el espacio de estados completo.
• Los valores ρ(s, a) y f(s, a) se sustituyen por las observaciones de dichos valores
contenidos en el conjunto D.
En el Algoritmo 3.8 se muestra el pseudo co´digo que implementa una versio´n
ba´sica del algoritmo FQI. Se puede observar que la regla de actualizacio´n se aplica
u´nicamente en el conjunto D (l´ıneas 3-5) y, posteriormente, la funcio´n Q estimada en
dicho conjunto se generaliza aplicando un algoritmo de regresio´n (l´ınea 6).
Algoritmo 3.8 Fitted Q iteration.
Require: Conjunto de experiencias D = {(sls , als , rls , s′ls)|ls = 1, . . . , ns}, factor de
descuento γ, algoritmo de regresio´n
1: inicializar la estimacio´n de la funcio´n Q arbitrariamente, por ejemplo, Q̂0 ← 0
2: repeat
3: for cada transicio´n ls en D do





6: estimar Q̂ℓ+1 utilizando el algoritmo de regresio´n en {((sls , als), Q‡ℓ+1,ls)|ls =
1, . . . , ns}
7: ℓ = ℓ+ 1
8: until cumplir condiciones de convergencia
9: return Q̂∗ = Q̂l+1
La convergencia de FQI esta´ garantizada u´nicamente para aquellos aproximadores
que realizan un mapeado no expansivo entre su espacio de entrada y el de salida.
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Dentro de este tipo de aproximadores se encuentran me´todos como la regresio´n k-
NN, interpolacio´n lineal y kernel averaging, entre otros. Sin embargo varios autores
han obtenido resultados positivos aplicando FQI con aproximadores que violan di-
cha restriccio´n, como, por ejemplo, redes neuronales (Riedmiller, 2005), a´rboles de
decisio´n (Ernst et al., 2006), codificacio´n en baldosas (Timmer y Riedmiller, 2007) y
regresio´n lineal (Lizotte et al., 2012).
3.5.4. Estudio comparativo utilizando el problema del coche
en la montan˜a
En esta seccio´n se realiza un estudio emp´ırico con el objetivo de comparar las ca-
racter´ısticas de los algoritmos ER, LSPI y FQI. El funcionamiento de cada algoritmo
puede variar considerablemente en funcio´n de varios factores como el tipo de aproxi-
mador empleado, la dimensionalidad del problema que se pretende resolver, la forma
de la funcio´n de recompensa, la distribucio´n de las muestras adquiridas del MDP,
etc. As´ı pues, realizar una comparacio´n exhaustiva donde se estudie la combinacio´n
de todos estos factores puede resultar excesivamente complejo. En lugar de ello, se
decidio´ emplear un u´nico aproximador por algoritmo, concretamente se eligio´ una red
RBF con funciones de base fija para los algoritmos ER y LSPI y un comite´ (o ensem-
ble) de a´rboles de decisio´n para el algoritmo FQI. El motivo de dicha eleccio´n es que
estas combinaciones de algoritmo y aproximador se han empleado de forma habitual
en la literatura obteniendo buenos resultados. Esto no implica que, en determinados
casos, otro tipo de aproximadores sea ma´s adecuado. Por ejemplo cuando se dispone
de informacio´n adicional sobre el problema, una opcio´n ma´s recomendable es disen˜ar
un aproximador ad-hoc. Para comparar los tres algoritmos se empleo´ el problema del
coche en la montan˜a (Moore y Atkeson, 1995) descrito en la siguiente seccio´n.
Descripcio´n del problema
El problema del coche en la montan˜a ha sido utilizado por diversos autores para
evaluar algoritmos de RL (Singh et al., 1996; Davies, 1997; Sutton y Barto, 1998; Mu-
nos y Moore, 2002; Mart´ın H. et al., 2011). Existen dos versiones diferentes en las que
var´ıan ligeramente las ecuaciones de la dina´mica y la funcio´n de recompensa, aunque
desde el punto de vista conceptual el problema es el mismo. La versio´n utilizada aqu´ı,
propuesta originalmente por Moore y Atkeson (1995), consiste en un coche represen-
tado de forma simplificada como un punto de masa m que debe ser conducido hasta
lo alto de una montan˜a. El agente puede actuar sobre el coche aplicando una fuerza
horizontal (ver Figura 3.3). Se asume que el coeficiente de rozamiento entre el coche
y la montan˜a es despreciable, por lo que, adema´s de la fuerza aplicada por el agente,
el u´nico factor que modifica la velocidad del coche es la fuerza de gravedad. Cuando
el coche se encuentra en ciertas posiciones cercanas a la zona plana, la ma´xima fuerza
que puede aplicar el agente sobre el coche es insuficiente como para alcanzar la po-
sicio´n de meta, por lo que la pol´ıtica obvia de acelerar hacia la meta no consigue el
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objetivo deseado. En su lugar, lo que se debe hacer es acelerar hacia el lado opuesto
(izquierda) para acumular energ´ıa antes de acelerar hacia la meta (derecha).















Problema del coche en la montan˜a. El objetivo es conducir el coche hasta la posicio´n de meta
en el mı´nimo tiempo posible.
La ecuacio´n en tiempo continuo que describe la evolucio´n del sistema es (Moore







)2 (a− gdH(p)dp − p˙2 dH(p)dp d2H(p)d2p
)
(3.18)
siendo p ∈ [−1, 1] m la posicio´n del coche en el eje horizontal, p˙ ∈ [−3, 3] m/s es su
velocidad, a ∈ [−4, 4] N es la fuerza horizontal que aplica el agente sobre el coche,
g = 9.8 m/s2 es la aceleracio´n gravitacional, y H describe la forma de la montan˜a, la
cual se define como:
H(p) =
{
p2 + p si p < 0
p√
1+5p2
si p ≥ 0 (3.19)
En la Ecuacio´n (3.18) se ha asumido que la masa del veh´ıculo m tiene valor unitario.
Para simular el sistema se ha empleado la instruccio´n de Matlab ode45 con una
constante de tiempo t = 0.1 s.
El estado del coche en cada instante se define mediante su posicio´n y velocidad,
s = [p, p˙], mientras que la accio´n es la fuerza aplicada a. Por tanto, el espacio de
estados es continuo y queda definido por S = [−1, 1] × [−3, 3]. Por otra parte, el
espacio de acciones se suele discretizar en sus dos valores extremos, A = {−4, 4},
de forma que, u´nicamente, se pueda aplicar una fuerza ma´xima positiva (a = 4)
o negativa (a = −4). Esta dos acciones son suficientes para obtener una pol´ıtica
adecuada (Busoniu et al., 2010a). El factor de descuento empleado en este problema
es γ = 0.95.
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El objetivo es aplicar la aceleracio´n necesaria sobre el coche para alcanzar la meta
lo ma´s ra´pido posible sin exceder los l´ımites de posicio´n y velocidad. Si se alcanzan
dichos l´ımites sin llegar a la meta, el episodio actual termina considera´ndose como un
fallo. Una de las posibles funciones de recompensa que expresan este objetivo es (Ernst
et al., 2005a):
rk+1 = ρ(sk, ak) =

−1 si s1,k+1 < −1 o |s2,k+1| > 3
1 si s1,k+1 > 1 y |s2,k+1| ≤ 3
0 en otro caso
(3.20)
La Figura 3.4 muestra una porcio´n de la funcio´n de recompensa cuando se fija a = −4.
Como se puede observar la recompensa presenta numerosas zonas donde su valor var´ıa
de forma abrupta. Estas variaciones abruptas tambie´n estara´n presentes en algunas
de las funciones valor generadas durante el proceso de aprendizaje, lo cual exige que























Funcio´n de recompensa empleada en el problema del coche en la montan˜a cuando a = −4.
Esta dificultad a la hora de aproximar las funciones valor generadas por el proble-
ma del coche en la montan˜a es uno de los motivos por lo que se eligio´ para realizar
la comparacio´n. El otro motivo es que, al tener una estructura relativamente sencilla
(espacio de estados bidimensional y espacio de acciones discreto), es posible realizar
experimentos de forma intensiva con un coste computacional razonable.
Configuracio´n de los algoritmos
En los algoritmos ER y LSPI se empleo´ un aproximador formado por un conjunto
de RBFs con base fija. Siguiendo el procedimiento descrito en la Seccio´n 3.2.3, se
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definio´ un conjunto de funciones gaussianas distribuidas de forma equidistante en
todo el espacio de estados. Las funciones dependen u´nicamente del estado s, por
lo que el conjunto de funciones esta´ duplicado: uno por cada accio´n permitida. Las
funciones gaussianas esta´n definidas por dos para´metros: posicio´n de su centro, c, y
ancho, σ. El valor de los centros se puede obtener fa´cilmente si se conoce el nu´mero de
gaussianas que formara´n el aproximador. Sin embargo, tanto el nu´mero de gaussianas
como el valor de σ se suele determinar mediante prueba y error. Tras experimentar
con varias combinaciones, los mejores resultados se obtuvieron con 81 funciones (9
por cada dimensio´n) y σ = 0.18.
El algoritmo FQI se combino´ con un comite´ de a´rboles de regresio´n. El comite´ se
obtuvo mediante el algoritmo tree bagging (Breiman, 1996), el cual construyeM a´rbo-
les de regresio´n y combina las salidas de cada a´rbol para formar un u´nico modelo.
Tree bagging requiere ajustar dos para´metros: el nu´mero de a´rboles del comite´, M ,
y el nu´mero mı´nimo de muestras por hoja en cada uno de los a´rboles, nmin. Am-
bos para´metros se seleccionaron siguiendo el procedimiento descrito en Ernst et al.
(2005a), es decir, M se fijo´ igual a 50 y el valor de nmin se determino´ automa´tica-
mente mediante validacio´n cruzada. Para ello se selecciono´ aleatoriamente dos tercios
del conjunto de entrenamiento y se aplico´ tree bagging, usando el resto de datos para
determinar que´ valor de nmin = {2, 5, 10, 50} minimiza el error cuadra´tico. De esta
forma FQI aprovecha la ventaja de poder adaptar la estructura del aproximador de
acuerdo a las caracter´ısticas de la funcio´n Q que se quiere aproximar. Despue´s de
calcular el valor o´ptimo de nmin, el aproximador definitivo se construye usando el
conjunto completo de entrenamiento.
Los tres algoritmos (ER, LSPI y FQI) emplearon el mismo conjunto de experiencias
D. Para generar dicho conjunto se simularon diversos episodios almacenando por cada
transicio´n una tupla con la forma (s, a, r, s′). El estado inicial de cada episodio fue
seleccionado mediante dos estrategias diferentes: (i) de forma aleatoria entre todo el
espacio de estados, y (ii) fijando un estado inicial comu´n en todos los episodios. En
la primera parte de los experimentos se utilizan los datos generados con la estrategia
(i), mientras que, en la segunda parte, se repiten los mismos experimentos pero con
un conjunto de experiencias generados con la estrategia (ii). Los episodios finalizan
u´nicamente al alcanzar un estado terminal, es decir, al exceder los l´ımites de posicio´n
o velocidad permitidos o al llegar a la meta, por lo que cada episodio puede tener
una duracio´n diferente. En cada instante temporal k, la accio´n ak realizada por el
agente se selecciono´ con la misma probabilidad entre los dos valores posibles a = −4
y a = 4. Esta pol´ıtica empleada para muestrear el MDP introduce un cierto nivel de
exploracio´n en D. Otro factor que influye en el nivel de exploracio´n de los datos es la
estrategia empleada para seleccionar el estado inicial. Cuando se utiliza la estrategia
(i), las experiencias esta´n ma´s distribuidas por todo el espacio de estados (mayor nivel
de exploracio´n), por el contrario, en la estrategia (ii) la mayor´ıa de experiencias se
concentran alrededor del estado inicial.
Se simularon un total de 400 episodios con la estrategia (i), dando lugar a 20442
transiciones o experiencias, de las cuales solo 10 alcanzaron la posicio´n de meta y
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recibieron una recompensa positiva r = 1. En principio, con un conjunto de expe-
riencias suficientemente grande, cualquiera de los tres algoritmos debe ser capaz de
aprender una pol´ıtica adecuada. Para poder apreciar diferencias entre los algoritmos
se dividio´ el conjunto D en varios subconjuntos de distintos taman˜os y se repitie-
ron los experimentos con cada uno de los subconjuntos. Concretamente se crearon 8
subconjuntos formados por 50, 100, 150, . . . , 400 episodios. El conjunto ma´s pequen˜o
conten´ıa 2260 transiciones y u´nicamente una de ellas con r = 1. El mismo proceso
tambie´n se llevo´ a cabo empleando la estrategia (ii) de seleccio´n del estado inicial.
La convergencia de los algoritmos se determino´ emp´ıricamente analizando la dis-
tancia entre estimaciones consecutivas de Q. En la Figura 3.5 se muestra la distancia
obtenida por los tres algoritmos en tres conjuntos de datos, el ma´s pequen˜o (D = 50),
uno intermedio (D = 200), y el ma´s grande (D = 400), frente al nu´mero de iteraciones
ℓ. Las gra´ficas correspondientes al resto de taman˜os de D se han omitido porque el
comportamiento es muy similar. No´tese que, en el caso del algoritmo LSPI, no se ha
mostrado la distancia entre estimaciones de Q cuandoD = 50 porque presenta proble-
mas de convergencia y, en algunos puntos, la distancia alcanza valores mucho mayores
que 15. En vista de esta figura, las condiciones de convergencia de cada algoritmo se
fijaron como ℓmax = 25 en ER, ℓmax = 20 en LSPI y FQI.
Resultados
Una me´trica comu´nmente utilizada para comparar diferentes pol´ıticas en el pro-
blema del coche en la montan˜a consiste en contar el nu´mero de pasos empleado por
cada pol´ıtica para llevar el coche desde la posicio´n de reposo hasta la meta (Mart´ın H.
et al., 2011). La posicio´n de reposo es aquella en la que el coche se encuentra en la zona
plana de la montan˜a y con velocidad cero, es decir, s = [−0.5, 0]. En la Figura 3.6a se
muestra el nu´mero de pasos para cada uno de los algoritmos frente al taman˜o de D.
Los estados iniciales de cada episodio se generaron con la estrategia (i), es decir, de
forma aleatoria entre todo el espacio de estados. Dado que el objetivo es alcanzar la
meta en el menor tiempo posible, la pol´ıtica sera´ mejor cuanto menor sea el nu´mero
de pasos. Si despue´s de 50 pasos todav´ıa no se ha alcanzado la meta, el episodio fi-
naliza y se asume que la pol´ıtica es incapaz de lograr el objetivo. De acuerdo con los
resultados mostrados en la figura, cuando el nu´mero de episodios en D es suficiente-
mente grande (mayor o igual a 200), los tres algoritmos logran resultados similares y
cercanos al comportamiento o´ptimo. Por otra parte, cuando se emplean 50 episodios,
ninguno de los algoritmos es capaz de proporcionar una pol´ıtica adecuada. Para el
resto de taman˜os de D los mejores resultados se obtienen con el algoritmo FQI. En
la Figura 3.7 se muestra un ejemplo de la trayectoria seguida por el coche desde la
posicio´n de reposo cuando se controla con una pol´ıtica cercana a la o´ptima. Se puede
apreciar que, antes de acercarse hacia la meta, el coche acelera en direccio´n contraria
con el objetivo de acumular la energ´ıa necesaria para poder superar la pendiente hasta
la meta.
Una limitacio´n de evaluar las pol´ıticas contando el nu´mero de pasos requeridos
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Convergencia de los algoritmos ER, LSPI y FQI, respectivamente, medida como la distancia
entre estimaciones sucesivas de la funcio´n Q frente al nu´mero de iteraciones. En cada figura
se muestra la convergencia cuando el conjunto de experiencias D esta´ formado por 50, 200
y 400 episodios.
para llevar el coche desde s0 = [−0.5, 0] hasta la meta es que solo se tiene en cuenta
una zona limitada del espacio de estados. Las zonas alejadas de los estados encon-
trados en la trayectoria desde s0 hasta la meta son completamente ignoradas. Otra
opcio´n que puede resultar ma´s adecuada consiste en calcular la funcio´n valor V de
cada pol´ıtica y compararla con la funcio´n V o´ptima, V ∗. Habitualmente no es posi-
ble obtener V ∗ ya que ese es, precisamente, el objetivo del problema. Sin embargo,
debido a la estructura del problema del coche en la montan˜a es relativamente sencillo
obtener V ∗(s) en un conjunto discreto de estados Stest mediante un procedimiento
de bu´squeda exhaustiva. Para ello, dado un estado s ∈ Stest, se puede obtener V ∗(s)
determinando mediante sucesivas pruebas el valor de L para el que se cumple alguna
de las siguientes condiciones (Ernst et al., 2005a):
1. Al menos una secuencia de acciones de longitud L produce una recompensa
igual a 1 cuando el estado inicial s0 = s.
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Comparacio´n de los resultados obtenidos por los algoritmos ER, LSPI y FQI en el problema
del coche en la montan˜a cuando el conjunto de experiencias D se ha generado empleando la
estrategia (i). En (a) se evalu´an las pol´ıticas mediante el nu´mero de pasos requeridos para
conducir el coche desde s0 = [−0.5, 0] hasta la meta. En (b) se muestra el RMSE entre la
funcio´n valor o´ptima V ∗(s) y las estimaciones obtenidas con cada algoritmo.
2. Todas las secuencias de acciones de taman˜o L producen una recompensa igual
a −1 cuando el estado inicial s0 = s.
Si se denota con Lmin al valor mı´nimo de L, el valor o´ptimo V
∗(s) es igual a γLmin−1 si
se cumple la primera condicio´n y −γLmin−1 en otro caso. Este proceso se llevo´ a cabo
para un conjunto Stest de 400 estados distribuidos uniformemente en el espacio de
estados, por lo que Stest proporciona informacio´n de pra´cticamente la funcio´n V
∗(s)
completa.
Una vez obtenida V ∗(s) mediante el procedimiento descrito, se calculo´ la fun-
cio´n valor o´ptima estimada por los algoritmos ER, LSPI y FQI en el conjunto Stest.
Posteriormente se uso´ el valor RMSE (root mean square error) para calcular la des-
viacio´n entre V ∗ y la estimaciones. La Figura 3.6b muestra el valor de RMSE para
cada algoritmo empleando diferentes taman˜os de D. De acuerdo con este criterio, el
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Ejemplo de una trayectoria desde s0 = [−0.5, 0] hasta la meta siguiendo una pol´ıtica aproxi-
madamente o´ptima. La pol´ıtica de control se obtuvo con el algoritmo ER y un conjunto de
experiencias formado por 400 episodios.
comportamiento de los tres algoritmos es bastante similar cuando D contiene 250 (o
ma´s) episodios, lo cual coincide con el criterio anterior. Sin embargo, para taman˜os
menores de D, los dos criterios sugieren conclusiones diferentes. Por ejemplo, cuando
se emplean 150 episodios, la estimacio´n de la funcio´n V ∗ obtenida por el algoritmo
LSPI es peor que la obtenida por el algoritmo ER y, a pesar de ello, la pol´ıtica obteni-
da con LSPI consigue llevar el coche hasta la meta y la obtenida con ER no. Aunque
este resultado pueda parecer sorprendente existen al menos dos factores que pueden
explicarlo:
• El primer criterio esta´ evaluando u´nicamente una zona limitada del espacio
de estados, al contrario que ocurre con el segundo criterio, que tiene en cuenta
todo el espacio. Por tanto, es posible que si se evalu´an las pol´ıticas obtenidas por
ER y LSPI desde otros estados iniciales diferentes a s = [−0.5, 0], el resultado
obtenido sea favorable al algoritmo ER.
• En la mayor´ıa de me´todos basados en funciones valor se asume, de manera
impl´ıcita, que cuanto ma´s se aproxime la funcio´n valor estimada a la funcio´n
valor o´ptima, ma´s se aproximara´ la pol´ıtica derivada de dicha funcio´n a la
pol´ıtica o´ptima. Sin embargo, a pesar de que esta asuncio´n es razonable, no
siempre es cierta (Bertsekas, 2007). Un algoritmo que obtenga un RMSE menor
no implica necesariamente que vaya a ser ma´s efectivo para conducir el coche
hasta la meta.
Un ejemplo de este u´ltimo punto se puede apreciar en la Figura 3.8, donde se ha
representado gra´ficamente V ∗ y las estimaciones obtenidas con cada algoritmo cuando
D esta´ formado por 400 episodios. Se puede observar que, en te´rminos generales y
64






















































Estimacio´n de la funcio´n V o´ptima para el problema del coche en la montan˜a obtenida
mediante los algoritmos (a) bu´squeda exhaustiva, (b) ER, (c) LSPI y (d) FQI. La funcio´n
(a) se puede considerar como una estimacio´n exacta de V ∗. Para los algoritmos ER, LSPI y
FQI se empleo´ un conjunto de experiencias D formado por 400 episodios.
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de manera visual, la funcio´n valor con una forma aparentemente ma´s parecida a V ∗
(Figura 3.8a) es la obtenida con FQI (Figura 3.8d), por lo que, posiblemente, FQI
sea el algoritmo que proporciona una pol´ıtica ma´s pro´xima a la o´ptima. Sin embargo,
atendiendo u´nicamente al RMSE, los resultados sugieren que ER (Figura 3.8b) y LSPI
(Figura 3.8c) obtienen aproximaciones de la funcio´n valor ligeramente mejores. Si se
presta atencio´n al eje z se observa que la u´nica funcio´n que no alcanza el valor 1 es
la estimada con el algoritmo FQI por lo que es lo´gico que, al calcular el valor RMSE,
obtenga el peor resultado. Este ejemplo pone de manifiesto que medir la distancia
entre la funcio´n o´ptima y la estimacio´n no siempre es una medida adecuada para
























Distribucio´n de los estados que forman el conjunto de transiciones D. (a) corresponde al
conjunto de transiciones generado con la estrategia (i), mientras que (b) al conjunto generado
con la estrategia (ii).
En los resultados mostrados hasta ahora el conjunto de experiencias D se ha
generado utilizando la estrategia (i). Como ya se ha comentado previamente, esta
estrategia facilita el aprendizaje porque proporciona informacio´n de pra´cticamente
todo el espacio de estados, es decir, contiene un elevado nivel de exploracio´n. Sin
embargo es probable que en un problema real no sea posible iniciar las trayectorias
aleatoriamente en cualquier estado sino que, de forma natural, todas las trayectorias
comiencen desde un estado (o un conjunto de estados) de reposo. A continuacio´n se
va a repetir la comparacio´n de los tres algoritmos pero empleando un conjunto de
experiencias generado con la estrategia (ii), donde todas las trayectorias tienen el
mismo estado inicial. En la Figura 3.9 se han representado los histogramas de los
estados correspondientes al conjunto de experiencias generado con la estrategia (i)
(Figura 3.9a) y (ii) (Figura 3.9b). En dichas figuras se puede observar que, cuando
el estado inicial de las trayectorias es fijo, la mayor´ıa de estados en D se concentra
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en una pequen˜a zona alrededor del estado inicial. Esta distribucio´n de los datos tan
poco uniforme supone una dificultad an˜adida para la mayor´ıa de aproximadores.
Igual que en el caso anterior, se han empleado dos me´tricas para evaluar los algo-
ritmos. En la Figura 3.10a se muestra el nu´mero de pasos que requieren las pol´ıticas
para alcanzar la posicio´n de meta desde el estado inicial s0 = [−0.5, 0]. Cabe recordar
que, cuando el nu´mero de pasos es igual o mayor que 50, el episodio finaliza y se
considera que dicha pol´ıtica es incapaz de lograr el objetivo. La figura indica que el
funcionamiento de ER y LSPI ha empeorado considerablemente comparado con el
experimento anterior (Figura 3.6a). Ahora ambos algoritmos requieren un mı´nimo de
300 episodios para aprender a conducir el coche hasta la meta. Por el contrario, FQI
ha mejorado: con tan solo 50 episodios es capaz de aprender una pol´ıtica cercana a la
o´ptima. A partir de 150 episodios ofrece un comportamiento o´ptimo (17 pasos) desde
el estado s0 = [−0.5, 0] hasta la meta.











































Comparacio´n de los resultados obtenidos por los algoritmos ER, LSPI y FQI en el problema
del coche en la montan˜a cuando el conjunto de experiencias D se ha generado empleando la
estrategia (ii). En (a) se evalu´an las pol´ıticas mediante el nu´mero de pasos requeridos para
conducir el coche desde s0 = [−0.5, 0] hasta la meta. En (b) se muestra el RMSE entre la
funcio´n valor o´ptima V ∗(s) y las estimaciones obtenidas con cada algoritmo.
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El motivo de que algunos algoritmos empeoren y otros mejoren esta´ relacionado
con la capacidad que tienen los aproximadores de trabajar con datos distribuidos de
forma no uniforme. En principio, si todos los episodios que forman el conjunto D
comienzan en el estado s0 = [−0.5, 0], es lo´gico que los algoritmos tengan una mayor
facilidad para aprender una pol´ıtica o´ptima desde dicho estado hasta la meta, por lo
que todos los algoritmos deber´ıan de mejorar respecto el criterio de evaluacio´n basado
en el nu´mero de pasos. Por otra parte, dado que las experiencias esta´n concentradas
en una regio´n espec´ıfica, todos los algoritmos deber´ıan presentar ma´s dificultades para
estimar la funcio´n valor o´ptima. En la Figura 3.10b se muestra el valor RMSE para
los algoritmos ER y FQI (LSPI no aparece porque el error es mucho mayor que 0.8
para todos los taman˜os de D). Si se comparan estos valores con los del experimento
anterior (Figura 3.6b) se observa que, aunque el RMSE ha aumentado en todos los
casos, el incremento en los algoritmos ER y LSPI es notablemente mayor que en el
algoritmo FQI. Es decir, aunque D contiene ma´s informacio´n sobre la trayectoria
desde s0 = [−0.5, 0] hasta la meta, el hecho de que los datos no este´n distribuidos
en todo el espacio de estados puede afectar negativamente a ciertos aproximadores,
dando lugar a pol´ıticas de peor calidad.
3.6. Conclusiones
En este cap´ıtulo se ha introducido un conjunto de me´todos de RL cuyo objetivo
principal es resolver problemas con un nu´mero N de estados muy elevado. En tales
problemas, las operaciones ordinarias de a´lgebra como un producto escalar requieren
tiempos de computacio´n prohibitivos, incluso el hecho de almacenar un vector de
taman˜o N puede ser imposible debido a las restricciones de memoria. La estrategia
ba´sica para afrontar estos problemas consiste en el uso de aproximadores, de tal forma
que un vector de longitud N sea representado mediante un vector de para´metros de
longitud M , siendo M ≪ N . Los aproximadores proporcionan una representacio´n
mucho ma´s compacta y manejable, sin embargo, tambie´n introducen un error de
aproximacio´n. El impacto de dicho error en los algoritmos de RL puede dar lugar a
problemas de convergencia.
En general los aproximadores cuya salida se puede calcular como una combinacio´n
lineal del vector de para´metros son ma´s adecuados desde el punto de vista teo´rico.
En la pra´ctica, los aproximadores lineales presentan dificultades cuando se quieren
aplicar en espacios de estados de elevada dimensionalidad debido al efecto conocido
como “maldicio´n de la dimensionalidad”. Adema´s de la escalabilidad a espacios de alta
dimensionalidad, la otra gran dificultad que aparece un muchas aplicaciones reales es
el elevado nu´mero de experiencias necesarias para aprender pol´ıticas o´ptimas. Una
clase de me´todos enfocada a resolver esta limitacio´n son los algoritmos de tipo batch
RL.
A lo largo del cap´ıtulo se ha descrito una versio´n aproximada de los algoritmos
SARSA y Q-learning basada en descenso por gradiente estoca´stico y aproximacio´n
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lineal. Tambie´n se han presentado los tres algoritmos de tipo batch RL ma´s represen-
tativos: ER, LSPI y FQI; incluyendo un estudio experimental en el que se compara
su funcionamiento cuando la cantidad de experiencias disponible es pequen˜a y esta´n
distribuidas de forma no uniforme. Los resultados obtenidos indican que el algoritmo




Iteracio´n de funciones valor
ajustadas para problemas de
aprendizaje online
4.1. Introduccio´n
En el Cap´ıtulo 3 se estudio´ una clase de algoritmos que se caracterizan por procesar
los datos en modo batch. El objetivo de estos algoritmos es encontrar pol´ıticas o´ptimas
cuando la u´nica informacio´n disponible sobre el entorno viene dada como un conjunto
de datos con interacciones entre el agente y el entorno. Las interacciones, t´ıpicamente
formadas por tuplas del estilo (s, a, s′, r), son almacenadas previamente, por lo que
el aprendizaje se realiza de forma oﬄine. El desarrollo de este campo, denominado
batch RL, ha permitido aplicar las te´cnicas de RL en ciertos a´mbitos donde hace
apenas una de´cada era inviable, como por ejemplo en el a´mbito me´dico (Ernst et al.,
2006; Pineau et al., 2007; Guez et al., 2008). Uno de los principales atractivos de los
algoritmos de tipo batch es su eficiencia respecto al uso de los datos. Esta clase de
algoritmos permite extraer ma´s conocimiento de cada interaccio´n agente-entorno que
los me´todos cla´sicos debido, en gran parte, a que las interacciones se procesan varias
veces en lugar de una u´nica vez.
La eficiencia en el procesamiento de los datos tambie´n es una caracter´ıstica de vi-
tal importancia en los problemas de RL esta´ndar, donde el aprendizaje de la pol´ıtica
se realiza al mismo tiempo que el agente interactu´a con el entorno, es decir, de forma
online. De hecho, el nu´mero de datos requeridos por muchos algoritmos de RL para
aprender pol´ıticas o´ptimas sigue siendo hoy en d´ıa una de las principales limitaciones
pra´cticas en problemas con un cierto grado de complejidad (Deisenroth et al., 2013a).
Durante las de´cadas de los 80 y 90, cuando se desarrollaron algunos de los algoritmos
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ma´s extendidos (por ejemplo, Q-learning y SARSA), la mayor´ıa de aplicaciones del
aprendizaje por refuerzo estaban relacionadas con la robo´tica. En dichas aplicaciones
el objetivo era desarrollar robots capaces de aprender una determinada tarea en tiem-
po real. Este enfoque, junto con las limitaciones impuestas por los procesadores de
aquella e´poca, hizo que en los algoritmos primara la eficiencia computacional frente
a otros aspectos como el uso eficiente de los datos (Busoniu, 2008).
El desarrollo tecnolo´gico actual ha dado lugar a procesadores con una capaci-
dad notablemente mayor que los de hace unas de´cadas. Por otra parte, el campo de
aplicacio´n de las te´cnicas del RL se ha extendido a otros a´mbitos en los cuales las
restricciones de un algoritmo que debe funcionar en tiempo real son mucho menores
que en robo´tica. Los tiempos de muestreo en problemas relacionados con la robo´tica
suelen ser inferiores a una de´cima de segundo. En cambio, otras aplicaciones de RL
que implican controlar, por ejemplo, una planta de tratamiento de aguas residua-
les (Herna´ndez-del Olmo et al., 2012; Herna´ndez-del Olmo et al., 2012), el sistema de
calefaccio´n, ventilacio´n y aire acondicionado de un edificio (Liu y Henze, 2006a,b), un
sistema de trading (Peters et al., 2013) o una central hidroele´ctrica (Castelletti et al.,
2010), requieren que se actu´e en intervalos de tiempo mucho mayores, del orden de
minutos. Por tanto, es posible la aplicacio´n de algoritmos online y en tiempo real a
pesar de que su carga computacional sea mucho mayor que la de Q-learning, SARSA
u otros algoritmos similares.
En este cap´ıtulo se propone un algoritmo de aprendizaje online caracterizado
por hacer un uso eficiente de los datos. El algoritmo esta´ basado en un esquema
de iteracio´n de funciones valor: partiendo de una estimacio´n inicial arbitraria de la
funcio´n valor, e´sta se va mejorando de forma iterativa hasta alcanzar la funcio´n valor
(aproximadamente) o´ptima. A partir de dicha funcio´n se obtiene una pol´ıtica o´ptima
simplemente eligiendo la accio´n con mayor valor en cada estado. En el algoritmo
propuesto la informacio´n obtenida en cada interaccio´n agente-entorno es almacenada
y utilizada diferentes veces para actualizar la estimacio´n de la funcio´n valor. Adema´s,
se utilizan funciones valor “ajustadas” que hacen posible emplear un mayor rango
de aproximadores sin comprometer la estabilidad del algoritmo. La idea fundamental
consiste en combinar las ventajas del aprendizaje batch en un me´todo online. En la
Figura 4.1 se muestra un esquema donde se clasifican los algoritmos de RL en funcio´n
de dos posibles criterios: el tipo de interaccio´n entre el agente y el entorno, y la forma
de procesar los datos. El primer criterio da lugar a algoritmos online y oﬄine, y el
segundo criterio a algoritmos inmediatos (o incrementales) y batch (Wiering y van
Otterlo, 2012). El algoritmo desarrollado en este cap´ıtulo interactu´a con el entorno
mientras calcula la pol´ıtica o´ptima, por lo que el agente aprende de forma online y,
al mismo tiempo, almacena los datos recogidos, por lo que puede considerarse de tipo
batch o, ma´s concretamente, growing batch.
El resto del cap´ıtulo comienza con una introduccio´n al concepto de funciones valor
ajustadas en la Seccio´n 4.2. Posteriormente, el algoritmo propuesto se describe en la
Seccio´n 4.3, donde tambie´n se analizan las ventajas de reutilizar los datos y se discute
la relacio´n del algoritmo propuesto con otros algoritmos existentes. La Seccio´n 4.4
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Clasificacio´n de los algoritmos de aprendizaje por refuerzo desde dos posibles perspectivas:
modo de interaccio´n entre agente y entorno (l´ınea naranja continua) y forma en la que se
procesan los datos (l´ınea azul discontinua).
consta de un estudio experimental en el que se ha evaluado el funcionamiento del
algoritmo propuesto en tres problemas diferentes. Adema´s, contiene un apartado que
investiga la influencia de modificar algunos de los para´metros de los que depende el
algoritmo. La Seccio´n 4.5 cierra el cap´ıtulo con las conclusiones y algunas posibles
l´ıneas de investigacio´n futura.
4.2. Funciones valor ajustadas
La mayor´ıa de algoritmos de RL basados en funciones valor usan actualizaciones
as´ıncronas. Dada una transicio´n desde el estado s hasta s′ tras realizar la accio´n a, una
actualizacio´n as´ıncrona es aquella que calcula la nueva funcio´n valor inmediatamente
despue´s de la transicio´n y u´nicamente para el estado s (o el par (s, a) si se trata de
funciones Q). En el caso de que el nu´mero de estados sea discreto y la funcio´n V (s)
este´ representada mediante una tabla, el hecho de actualizar V (s) de forma as´ıncrona
significa que el valor almacenado en la celda correspondiente a s es sobreescrito cada
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vez que el agente se encuentra en dicho estado (Wiering y van Otterlo, 2012). Una
ventaja de las actualizaciones as´ıncronas es que, tras visitar un estado determinado,
su valor actualizado esta´ disponible de forma instanta´nea para realizar los ca´lculos
correspondientes a los valores de los estados siguientes. Esta misma idea tambie´n se
puede extender al caso ma´s general de representar V (s) mediante un aproximador
de funciones. Por ejemplo, supongamos que el agente realiza una transicio´n desde s
hasta s′, generando la recompensa correspondiente r. Entonces, una posible regla de
actualizacio´n as´ıncrona consistir´ıa en utilizar la expresio´n (Wiering y van Otterlo,
2012)
vs = r + γF (s
′) (4.1)
para recalcular la estimacio´n de la funcio´n valor como la suma de la recompensa
obtenida ma´s el valor del estado siguiente, donde F denota un aproximador gene´rico
que almacena la funcio´n valor1. A continuacio´n la nueva estimacio´n vs se actualizar´ıa
inmediatamente en el aproximador moviendo F (s) ligeramente hacia vs. Para ello una
opcio´n habitual es emplear la regla:
F (s)← F (s) + α(vs − F (s)) (4.2)
donde α es la tasa de aprendizaje.
Las actualizaciones as´ıncronas son especialmente u´tiles cuando la funcio´n valor se
representa de forma exacta debido a que proporcionan mayor velocidad de convergen-
cia sin modificar las propiedades teo´ricas de los algoritmos (Sutton y Barto, 1998).
Por el contrario, cuando la funcio´n valor se representa de forma aproximada u´nica-
mente se han obtenido garant´ıas teo´ricas de convergencia para ciertas combinaciones
de aproximadores y reglas de actualizacio´n. Adema´s, dichas garant´ıas a menudo se
basan en imponer restricciones sobre la estructura del MDP y la recompensa (Schok-
necht y Merke, 2003). Diversos autores han demostrado que, en general, combinar
funciones valor aproximadas con actualizaciones as´ıncronas suele dar lugar a algo-
ritmos que tienden a comportarse de forma inestable o incluso diverger con total
seguridad (Baird, 1995; Gordon, 1996).
Los problemas de estabilidad de los algoritmos as´ıncronos surgen como consecuen-
cia de la interdependencia entre el error introducido por el aproximador y la diferencia
entre la verdadera funcio´n valor V (s) y las estimaciones vs. Por un lado, la regla de
actualizacio´n (4.1) (u otras similares) intenta minimizar la distancia entre vs y la
funcio´n valor pero, por otro lado, el hecho de almacenar vs de forma aproximada
puede introducir nuevas desviaciones. El error introducido por el aproximador tam-
bie´n afecta a las siguientes actualizaciones, por lo que se puede acumular y aumentar
hasta provocar un comportamiento inestable. El problema se ve acentuado cuando
el aproximador es de tipo global (como es el caso, por ejemplo, de un perceptro´n
multicapa (Werbos, 1974; Rumelhart et al., 1986)), ya que el error introducido al
actualizar el valor de un u´nico estado puede afectar a la estimacio´n de toda la funcio´n
V (s) (Wiering y van Otterlo, 2012).
1No´tese que por cuestiones de sencillez se ha omitido la dependencia del aproximador con el vector
de para´metros.
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Ante esta situacio´n, Gordon (Gordon, 1995a, 1999) propuso una solucio´n sencilla
que consiste en modificar el orden en el que se calculan las nuevas estimaciones de
la funcio´n valor y se actualizan en el aproximador. El algoritmo de Gordon, llamado
fitted value iteration (FVI), requiere conocer el modelo completo del MDP debido a
que fue propuesto en el contexto de la programacio´n dina´mica. Tambie´n asume que
se dispone de un subconjunto discreto de estados Sc ∈ S suficientemente pequen˜o co-
mo para examinarlo repetidamente y, al mismo tiempo, suficientemente grande como
para ser representativo de todo el espacio de estados. En el Algoritmo 4.1 se muestra
el pseudo co´digo del algoritmo FVI. La idea principal consiste en calcular primero las
nuevas estimaciones vs para todos los estados de Sc. Esta parte se corresponde con
las l´ıneas 5-7 del pseudo co´digo, donde se observa que es necesario conocer tanto la
funcio´n de transicio´n f como la recompensa ρ del MDP. No´tese que, en el Algorit-
mo 4.1, vs se ha denotado como o. Con estas estimaciones se construye un conjunto
de entrenamiento que se emplea para “ajustar” la funcio´n valor con un me´todo de
aprendizaje supervisado (l´ınea 9). Al plantear la actualizacio´n de V (s) como un pro-
blema de aprendizaje supervisado tradicional las actualizaciones realizadas son de
tipo s´ıncrono, ya que V (s) se calcula para todo el espacio de estados o, ma´s concreta-
mente, para un conjunto de estados que se supone representativo de todo el espacio.
Desde el punto de vista teo´rico, el algorimto FVI converge hacia una pol´ıtica o´ptima
cuando se combina con cierto tipo de aproximadores. Si se considera al aproximador
como un mapeado entre su espacio de entrada y de salida, entonces el algoritmo FVI
requiere que dicho mapeado sea no expansivo (Gordon, 1995a). Esta clase de aproxi-
madores incluye me´todos como k-nearest neighbors, interpolacio´n lineal y multilineal,
locally weighted averaging o kernel averaging (Ernst et al., 2005a). A pesar de esta
restriccio´n, la convergencia del algorimto FVI sigue siendo de cara´cter ma´s general
que la existente para los algoritmos basados en actualizaciones as´ıncronas.
Como ya se ha comentado previamente, la utilidad pra´ctica del algoritmo FVI
es limitada debido a que forma parte de los me´todos de programacio´n dina´mica y
requiere disponer de un modelo completo del entorno. Sin embargo, su principio de
funcionamiento tambie´n se ha aplicado en el aprendizaje por refuerzo. De hecho, cons-
tituye la base de pra´cticamente todos los algoritmos modernos de tipo batch (Wiering
y van Otterlo, 2012). Cuando se utilizan funciones valor ajustadas en algoritmos de
RL aparecen dos dificultades fundamentales que no esta´n presentes en el algoritmo
original FVI:
• No es posible disponer de un subconjunto de estados Sc prefijados a priori.
• No se puede calcular las nuevas estimaciones vs con el operador de Bellman
debido a que no se conoce la funcio´n de transiciones del MDP.
La solucio´n consiste en utilizar los estados por los que pasa el agente y una versio´n
“muestreada” del operador de Bellman. El procedimiento habitual para implementar
esta solucio´n consta de dos etapas. En la primera el agente interactu´a con el entorno
para recoger un conjunto de transiciones (s, a, r, s′) suficientemente grande como para
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Algoritmo 4.1 Fitted value iteration.
Require: Funcio´n de transicio´n f , funcio´n de recompensa ρ, factor de descuento
γ, subconjunto de estados Sc = {(stc), t = 1, . . . ,#Sc}, me´todo de aprendizaje
supervisado AS
1: Inicializar la estimacio´n de la funcio´n V arbitrariamente, por ejemplo V̂0 ← 0 ∀S
2: j = 0
3: repeat
4: j = j + 1
5: for t = 1, 2, . . . ,#Sc do
6: it = stc
7: ot = ma´xaE{ρ(stc, a) + γV̂j−1(f(stc, a))}
8: end for
9: Estimar V̂j entrenando el me´todo de aprendizaje supervisado AS usando i
t
como entradas y ot como salidas deseadas
10: until alcanzar convergencia
11: return estimacio´n de la funcio´n valor o´ptima V ∗
ser representativo de todo el espacio de estados. En la segunda etapa las transicio-
nes son procesadas de forma oﬄine con el objetivo de obtener una pol´ıtica o´ptima.
Algunos ejemplos de algoritmos basados en este principio son KADP (kernel-based
approximate dynamic programming) (Ormoneit y Sen, 2002), FQI (fitted Q itera-
tion) (Ernst et al., 2005a), FNAC (fitted natural actor-critic) (Melo y Lopes, 2008)
o NFTD (neural-fitted temporal difference learning) (Dries y Wiering, 2012). Las ga-
rant´ıas teo´ricas de convergencia en estos me´todos suele depender en gran medida de
que el mapeado realizado por el aproximador sea no expansivo, igual que ocurr´ıa en
el algoritmo original FVI. Au´n as´ı, existen diversos casos pra´cticos en los que se han
obtenido pol´ıticas cercanas a la o´ptima a pesar de emplear aproximadores que no
cumplen esta condicio´n como, por ejemplo, a´rboles de decisio´n (Ernst et al., 2005b),
ensembles de a´rboles (Ernst et al., 2006), redes neuronales (Riedmiller, 2005; Kalya-
nakrishnan y Stone, 2007) o tile coding (Timmer y Riedmiller, 2007).
4.3. Iteracio´n de funciones valor ajustadas para apren-
dizaje online
La mayor´ıa de algoritmos basados en el concepto de funciones valor ajustadas
trabajan en modo oﬄine (Ormoneit y Sen, 2002; Ernst et al., 2005a; Melo y Lopes,
2008; Dries y Wiering, 2012), es decir, durante el proceso de aprendizaje no se inter-
actu´a con el entorno, sino que los datos son almacenados y posteriormente procesados.
En esta seccio´n se propone un algoritmo basado en la iteracio´n de funciones valor
ajustadas para aprendizaje online, denominado con el acro´nimo IVAO. Este algorit-
mo extiende los beneficios de las funciones valor ajustadas al aprendizaje online. Los
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algoritmos online deben poseer al menos dos caracter´ısticas que no esta´n presentes
en los algoritmos oﬄine:
1. Deben proporcionar pol´ıticas de actuacio´n desde el comienzo del proceso de
aprendizaje en lugar de hacerlo u´nicamente al final, como en el caso de los
algoritmos oﬄine.
2. Tienen que incorporar algu´n sistema que les permita realizar acciones explorato-
rias durante la interaccio´n agente-entorno, aunque ello suponga un decremento
temporal en la calidad de la pol´ıtica seguida.
Un algoritmo que necesita interactuar con el entorno con una pol´ıtica de baja cali-
dad durante un periodo largo de tiempo no resulta u´til en la mayor´ıa de aplicaciones
reales, incluso au´n cuando se tiene la certeza de que el algoritmo puede encontrar
una pol´ıtica o´ptima al final de la etapa de aprendizaje. Por este motivo, la eficiencia
respecto al uso de los datos es vital en los algoritmos online (Adam et al., 2012).
Respecto a la exploracio´n, dado que los algoritmos oﬄine no tienen la posibilidad de
aplicar acciones sobre el entorno, no es necesario que incluyan ninguna estrategia de
exploracio´n. No´tese, sin embargo, que los datos procesados de forma oﬄine s´ı que
deben de contener acciones exploratorias a pesar de que el algoritmo en s´ı no debe
encargarse de ello. En cambio, cuando la pol´ıtica se aprende al mismo tiempo que
se interactu´a con el sistema, la exploracio´n es necesaria para evitar que el proceso
iterativo quede atascado en un mı´nimo local. Si el algoritmo solamente elige las accio-
nes indicadas por la pol´ıtica en cada estado, es probable que haya zonas del espacio
de estados que nunca sean visitadas. Esta situacio´n puede dar lugar a estimaciones
erro´neas de la funcio´n Q y, en consecuencia, a pol´ıticas subo´ptimas. El segundo re-
quisito va en contra del primero, y la combinacio´n de ambos es lo que se conoce como
dilema exploracio´n-explotacio´n (ver Seccio´n 2.7). As´ı pues, en la pra´ctica es necesario
llegar a una solucio´n de compromiso que satisfaga ambas condiciones.
En el algoritmo propuesto en este cap´ıtulo se ha optado por incluir el esquema
cla´sico de exploracio´n ǫ-greedy (Sutton y Barto, 1998): en cada paso, o instante tem-
poral k, se elige una accio´n uniformemente aleatoria entre el conjunto A de todas las
acciones posibles con probabilidad ǫk ∈ [0, 1], y la accio´n indicada por la pol´ıtica con
probabilidad 1− ǫk, o lo que es lo mismo:
ak =
{
a ∈ argma´xaQ0(s0, a) con probabilidad 1− ǫk
accio´n aleatoria en A con probabilidad ǫk
(4.3)
Normalmente el valor de ǫk se suele disminuir conforme aumenta k, de forma que al
comienzo del aprendizaje se realizan ma´s acciones exploratorias y, a medida que la
pol´ıtica aprendida mejora, se prefieren las acciones que explotan el conocimiento ya
adquirido. Existen otras te´cnicas de exploracio´n ma´s sofisticadas que obtienen mejores
resultados en determinadas situaciones (Li et al., 2009), sin embargo, la exploracio´n
ǫ-greedy proporciona un buen compromiso entre sencillez y eficacia. Evidentemen-
te, el algoritmo propuesto sigue siendo va´lido al combinarse con otras te´cnicas de
exploracio´n.
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En el Algoritmo 4.2 se muestra el pseudo co´digo del algoritmo IVAO con explo-
racio´n ǫ-greedy. La estructura de IVAO es la t´ıpica de los algoritmos basados en un
esquema de iteracio´n de funciones valor. El objetivo es estimar una funcio´n valor o´pti-
ma a partir de la cual resulta inmediato obtener una pol´ıtica o´ptima. Concretamente,
se pretende estimar la funcio´n Q o´ptima, ya que resulta ma´s sencillo extraer una
pol´ıtica de este tipo de funciones que de las funciones V. EI algoritmo IVAO comien-
za con una estimacio´n arbitraria de Q (l´ınea 1) que se actualiza iterativamente (l´ınea
15) conforme el agente interactu´a con el entorno. En lugar de realizar una actualiza-
cio´n incremental en cada paso k, el algoritmo almacena un conjunto de transiciones
D y realiza varias actualizaciones sobre todos los estados almacenados en D cada
cierto nu´mero de transiciones. El nu´mero de transiciones, denotado como K, es un
para´metro que debe ser elegido por el usuario. El otro para´metro que introduce IVAO
es el nu´mero ma´ximo de transiciones almacenadas, denotado como N . Es necesario
fijar un nu´mero ma´ximo de transiciones porque en caso contrario los requisitos de
memoria aumentar´ıan indefinidamente con el tiempo. Incluso suponiendo que se dis-
pone de memoria ilimitada, la carga computacional que se requiere para procesar D
es directamente proporcional a su taman˜o. Una de las posibles formas de implementar
D consiste simplemente en almacenar las transiciones en una memoria de tipo FIFO
(first-in first-out), en la cual u´nicamente se guardan las transiciones ma´s recientes.
Esta solucio´n se ha utilizado en muchos otros algoritmos de aprendizaje online como,
por ejemplo, en el contexto del control adaptativo.
La estimacio´n de Q se actualiza dentro de la funcio´n learnQ(), cuyo pseudo
co´digo se muestra en el Algoritmo 4.3. Como se puede observar, las transiciones al-
macenadas en D se emplean para generar un conjunto de entrenamiento donde las
entradas son los pares (s, a) de cada transicio´n y la sen˜al deseada se calcula aplicando
una versio´n muestreada del operador de optimalidad de Bellman (l´ınea 5). Posterior-
mente, se ajustan los para´metros del me´todo de aprendizaje supervisado para estimar
Q (l´ınea 6). Este proceso se repite de forma iterativa hasta alcanzar la convergencia.
No´tese que cada vez que se actualiza Q se parte desde la estimacio´n previa (l´ınea 2)
que se le pasa como argumento a la funcio´n learnQ(). En la mayor´ıa de los casos
la nueva estimacio´n y la previa son similares por lo que el proceso iterativo suele
converger ra´pidamente. Para determinar la convergencia se calcula la distancia en-
tre dos aproximaciones consecutivas de Q̂j, es decir, ||Q̂j − Q̂j−1||. Se considera que
ha convergido cuando dicha distancia es menor que un umbral ξ previamente fijado.
Tambie´n es conveniente fijar un nu´mero ma´ximo de iteraciones debido a que, para
determinados me´todos de aprendizaje supervisado, es posible que la distancia entre
aproximaciones nunca sea menor que el umbral fijado (Ernst et al., 2005a).
Para que el algoritmo IVAO proporcione pol´ıticas de actuacio´n desde el comienzo
de la interaccio´n con el entorno (y as´ı satisfaga el primero de los dos requisitos que
deben cumplir los algoritmos de RL online), la estimacio´n de la funcio´n Q se debe
actualizar tras un nu´mero K pequen˜o de transiciones. Durante las primeras actua-
lizaciones, la cantidad de transiciones almacenadas no sera´n representativas de todo
el espacio de estados, pero au´n as´ı la pol´ıtica aprendida a partir de dicho conjunto
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Algoritmo 4.2 Iteracio´n de funciones valor ajustadas para aprendizaje online.
Require: me´todo de aprendizaje supervisado AS, factor de descuento γ, probabili-
dad de exploracio´n ǫ, nu´mero ma´ximo N de transiciones almacenadas, nu´mero de
transiciones K entre actualizaciones de la funcio´n Q
1: Inicializar la funcio´n Q arbitrariamente (por ejemplo, Q̂1 ← 0 ∀ S ×A)
2: D ← 0; t← 0; l ← 1
3: for cada episodio do
4: k← 0
5: observar el estado s0
6: while el episodio no haya finalizado do
7: k = k + 1
8: t = t+ 1
9: ak =
{
a ∈ argma´xaQl(s0, a) con probabilidad 1− ǫk
accio´n aleatoria en A con probabilidad ǫk
10: aplicar ak
11: observar el estado siguiente sk+1 y la recompensa rk+1
12: an˜adir la transicio´n realizada al conjunto de datos:
D = updateData(D,N, sk, ak, rk+1, sk+1)
13: if t = l ·K (una vez cada K transiciones) then
14: l = l + 1
15: Actualizar la estimacio´n de la funcio´n Q:




19: return Q̂∗ = Q̂l
reducido puede ser u´til en determinadas zonas del espacio. Por otra parte, a la hora
de fijar el para´metro K, se debe tener en cuenta que la carga computacional del al-
goritmo aumenta conforme K disminuye. Adema´s, cuando la funcio´n Q se actualiza
con demasiada frecuencia, la mejora aportada en cada nueva estimacio´n suele ser muy
pequen˜a, por lo que conviene ajustar el para´metro K para alcanzar un compromiso
entre carga computacional y velocidad de convergencia.
4.3.1. Beneficios adicionales de reutilizar las transiciones
Aunque la motivacio´n principal de reutilizar las transiciones en el algoritmo IVAO
es aumentar la eficiencia respecto al uso de los datos, este procedimiento tambie´n
conlleva una serie de beneficios que tal vez no resultan tan obvios. Supongamos un
problema ilustrativo que consiste en un agente situado en un laberinto como el que
se muestra en la Figura 4.2 (Adam et al., 2012). El objetivo del agente es encontrar
el camino ma´s corto desde la posicio´n inicio hasta la posicio´n salida, indicadas en la
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Algoritmo 4.3 learnQ(D, γ, Q̂, AS).
Require: me´todo de aprendizaje supervisado AS, factor de descuento γ, estimacio´n
actual de la funcio´n Q (Q̂), conjunto de transiciones D
1: j = 0
2: Q̂j = Q̂
3: repeat
4: j = j + 1
5: construir un conjunto de entrenamiento CE = {(it, ot), t = 1, . . . ,#D} basado
en la estimacio´n actual Q̂ y el conjunto de transiciones D, tal que:
it = (stk, a
t
k) (4.4)





6: calcular la nueva estimacio´n Q̂j usando el algoritmo de aprendizaje supervisado
AS con el conjunto de entrenamiento CE
7: until alcanzar condiciones de convergencia
8: return estimacio´n de la funcio´n Q, Q̂j
figura con las letras I y S, respectivamente. Por cuestiones de sencillez el nu´mero de
estados (posiciones) es discreto, sin embargo, las conclusiones obtenidas a partir de
este ejemplo son tambie´n va´lidas en el caso continuo. La recompensa recibida por el
agente es siempre 0 excepto cuando alcanza el estado salida, donde la recompensa es
igual a 1.
Al procesar mu´ltiples veces los datos de una misma trayectoria para actualizar la
funcio´n Q de forma iterativa, uno de los efectos que se produce es que la informacio´n
se propaga con cada iteracio´n. Consideremos que en el ejemplo del laberinto el agente
se mueve desde el estado inicial hasta la salida siguiendo la trayectoria indicada en la
Figura 4.2a. Cuando el agente emplea un algoritmo incremental basado en TD (co-
mo por ejemplo Q-learning o SARSA), la recompensa recibida tras llegar al estado
salida u´nicamente se propaga hasta el estado anterior. La cantidad de recompensa
propagada depende de la tasa de aprendizaje α. En la Figura 4.2b se muestra el caso
de α = 1, donde se propaga toda la recompensa. Cuando el algoritmo TD se combina
con trazas de eligibilidad utilizando λ < 1, la recompensa se propaga a lo largo de
toda la trayectoria, pero el valor propagado disminuye exponencialmente conforme se
aleja del estado salida (ver Figura 4.2c). En el caso de utilizar λ = 1, se propaga la
recompensa al completo (aplicando el factor de descuento γ que se haya fijado) por
todos los estados de la trajectoria, tal y como se ilustra en la Figura 4.2d. El hecho
de propagar la recompensa suele acelerar el proceso de aprendizaje, especialmente en
problemas donde las trayectorias son largas y el agente u´nicamente recibe una recom-
pensa al finalizar la trayectoria (Sutton y Barto, 1998). Al procesar todos los datos
de la trayectoria por primera vez con el algoritmo IVAO, la recompensa se propaga
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hasta el estado anterior al de salida pero, al volver a procesarlos, la recompensa es
propagada hasta dos estados anteriores al de salida, y as´ı sucesivamente. Por tanto,
conforme aumenta el nu´mero de veces que se procesa la informacio´n, se consigue un
efecto similar al de utilizar trazas de elegibilidad con λ = 1. Esta caracter´ıstica no
es exclusiva del algoritmo IVAO y se ha observado previamente en otros algoritmos













Al procesar varias veces los datos de una misma trayectoria se produce un efecto equivalente
al de usar trazas de elegibilidad. El taman˜o de las flechas en la figura indica la cantidad
de recompensa propagada hacia atra´s desde el estado salida. (a) Trayectoria seguida por el
agente. (b) Algoritmos incrementales sin trazas de elegibilidad. (c) Algoritmos incrementales
con trazas de elegibilidad y λ < 1. (d) Algoritmo IVAO y algoritmos incrementales con trazas
de elegibilidad y λ = 1.
Otro beneficio de reutilizar los datos adquiridos del MDP es que hace posible agre-
gar informacio´n procedente de diferentes trayectorias. Continuando con el ejemplo del
laberinto, supongamos que el agente realiza las dos trayectorias indicadas en la Figu-
ra 4.3a: en primer lugar realiza la trayectoria que esta´ indicada con l´ınea punteada, y
en segundo lugar la indicada con l´ınea continua. Si se utiliza un algoritmo incremental
con trazas de elegibilidad, el estado marcado en gris u´nicamente se beneficiara´ de la
informacio´n procedente de la trayectoria punteada (ver Figura 4.3b). Por otra parte,
al procesar los datos de las dos trayectorias a la vez, la informacio´n se agrega y el
estado marcado en gris tambie´n obtendra´ conocimiento procedente de la trayecto-
ria continua (ver Figura 4.3c) (Adam et al., 2012). Este efecto y el explicado en el
pa´rrafo anterior esta´n relacionados entre s´ı y explican algunos de los mecanismos que
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IVAO agrega informacio´n de las diferentes trayectorias. El estado marcado en gris recibe in-
formacio´n de los estados donde la trayectoria esta´ indicada con l´ınea gruesa. (a) Trayectorias
realizadas por el agente. (b) Algoritmo incremental con trazas de elegibilidad. (c) Algoritmo
IVAO.
4.3.2. Relacio´n con otros algoritmos similares
El algoritmo IVAO esta´ basado, por una parte, en el esquema cla´sico de itera-
cio´n de funciones valor (Bellman, 1957) y, por otra, en el concepto de funciones valor
ajustadas, introducido originalmente en (Gordon, 1995a). Ambas ideas surgieron en
el contexto de la programacio´n dina´mica, aunque ma´s tarde han sido adaptadas al
aprendizaje por refuerzo. El primer algoritmo de RL basado en funciones valor ajus-
tadas probablemente fue el propuesto por Gordon (Gordon, 1995b). Se trata de una
modificacio´n de FVI (ver Algoritmo 4.1) para estimar funciones Q cuando no se dis-
pone de un modelo del MDP. El funcionamiento de dicho algoritmo es muy parecido
a FVI: se parte de un subconjunto de estados discretos Sc sobre los que se aplica el
operador de Bellman para generar un conjunto de entrenamiento y, posteriormente,
se emplea un me´todo de aprendizaje supervisado para ajustar la funcio´n valor. Sin
embargo, al no disponer del modelo del MDP para evaluar el conjunto Sc, cada vez
que el agente realiza una transicio´n desde un estado s /∈ Sc, se busca el estado sc ∈ Sc
ma´s pro´ximo a s y se asume que la transicio´n se ha iniciado en sc.
Ma´s recientemente, el uso de funciones valor ajustadas se ha popularizado con la
aparicio´n de los algoritmos de RL en modo batch. En el trabajo de Ormoneit y Sen
(2002) se propone un algoritmo que estima la funcio´n valor para los estados presentes
en una trayectoria (o un conjunto de trayectorias). Despue´s de adquirir las transi-
ciones de dicha trayectoria, el algoritmo de Ormoneit actualiza las estimaciones de
la funcio´n Q repetidas veces, empleando como aproximador de funciones un me´todo
kernel (Shawe-Taylor y Cristianini, 2004). El autor demuestra que el algoritmo es
estad´ısticamente consistente y converge a una solucio´n u´nica. Es decir, que al aumen-
tar el nu´mero de estados en la trayectoria, la estimacio´n de Q siempre mejora hasta
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alcanzar la funcio´n o´ptima. Por otra parte, Ernst et al. (2005a) hacen uso de a´rboles
de regresio´n en su algoritmo denominado FQI. El principio de funcionamiento de FQI
es similar al del algoritmo de Ormoneit, de hecho, la convergencia de FQI se basa en
asumir que cierto tipo de a´rboles es equivalente a un me´todo kernel. En el trabajo
de Riedmiller (Riedmiller, 2005) se proporciona un estudio emp´ırico de un algoritmo
que combina redes neuronales con funciones valor ajustadas. Todos estos algoritmos
(y otros similares) tienen en comu´n que aprenden de forma oﬄine, al contrario que
el algoritmo IVAO.
Kalyanakrishnan y Stone (2007) aplican el algortimo FQI en un problema donde
el objetivo es que un robot aprenda a jugar al fu´tbol. En este caso, FQI se utiliza
al mismo tiempo que el agente interactu´a con el entorno para poder comparar su
funcionamiento con el algoritmo Q-learning. A pesar de ello, no se trata de una versio´n
online de FQI por dos motivos: i) no se incluye ningu´n tipo de exploracio´n y, ii) se
almacenan todas las transiciones realizadas. Por tanto, en un problema que requiera
aprendizaje online, esta versio´n del algoritmo FQI se volver´ıa ra´pidamente intratable
conforme aumenta el tiempo de interaccio´n agente-entorno.
Un algoritmo que no esta´ basado en funciones valor ajustadas pero que guarda
cierta relacio´n con IVAO es el algoritmo experience replay (ER) (Lin, 1992). Aunque
la versio´n descrita en la Seccio´n 3.5.1 funcionaba de forma oﬄine, tambie´n existen
implementaciones del algoritmo ER que estiman la pol´ıtica o´ptima al mismo tiempo
que interactu´an con el entorno. En dicho caso, el algoritmo ER almacena las tran-
siciones ma´s recientes y las reutiliza varias veces para actualizar la estimacio´n de la
pol´ıtica. As´ı pues, de acuerdo con la clasificacio´n de algoritmos de RL mostrada en
el esquema de la Figura 4.1, tanto el algoritmo ER como IVAO pertenecen a la clase
growing batch. La principal diferencia entre ambos algoritmos es que ER esta´ basa-
do en me´todos TD y requiere utilizar un aproximador de tipo parame´trico, mientras
que el algoritmo IVAO permite el uso de aproximadores tanto parame´tricos como no
parame´tricos.
4.4. Estudio experimental
A lo largo de esta seccio´n se evaluara´ extensivamente el funcionamiento del al-
goritmo IVAO en tres entornos cuya complejidad (nu´mero de dimensiones) aumenta
gradualmente. En los tres entornos el objetivo es controlar alguna de las variables de
estado hacia un valor fijado previamente. Concretamente, la velocidad de un veh´ıculo
submarino en el primer entorno, la posicio´n de un motor de corriente continua en el
segundo y el a´ngulo de incidencia de un avio´n cuando vuela en modo crucero en el
u´ltimo entorno. Como me´todo de referencia para comparar los resultados obtenidos
por el algoritmo IVAO se utilizo´ el algoritmo Q-learning combinado con trazas de
elegibilidad. En ambos algoritmos se aproximaron las funciones valor mediante una
red de RBFs con base fija. No´tese que una de las ventajas del algoritmo IVAO es que
no impone ninguna restriccio´n en cuanto al tipo de aproximador, por lo que tambie´n
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se puede combinar con aproximadores no parame´tricos o, incluso, es posible cambiar
el aproximador de una iteracio´n a otra, adapta´ndolo a las necesidades de la funcio´n
que se quiere aproximar. A pesar de ello se decidio´ mantener el mismo aproximador
que Q-learning para que las condiciones en ambos casos fuesen similares. De este
modo, las diferencias observadas en los resultados sera´n consecuencia de la forma en
que procesan los datos ambos algoritmos. Finalmente, en la u´ltima parte del estudio
experimental, se utiliza el problema del motor de corriente continua para examinar el




Se trata de un problema disen˜ado originalmente para demostrar las propiedades de
ciertos algoritmos de control automa´tico. El propo´sito no es reproducir con fidelidad
ningu´n sistema real, de hecho, la estructura del problema es relativamente simple ya
que u´nicamente contiene una variable de estado. A pesar de ello la dina´mica tiene
propiedades altamente no lineales, por lo que obtener una pol´ıtica de control no es una
tarea trivial. El problema ha sido empleado recientemente para evaluar algoritmos de
RL en (Hafner y Riedmiller, 2011), aunque se puede encontrar una descripcio´n ma´s
detallada en (Slotine y Li, 1991).
El objetivo es controlar la velocidad de un veh´ıculo submarino de pequen˜o ta-
man˜o que es propulsado por una he´lice. La variable de estado es la velocidad, v, del
veh´ıculo que se encuentra sumergido en el agua. Tanto la masa, m, como el coeficiente
de rozamiento, c, se asumen que no son constantes, sino que se sustituyen por fun-
ciones que dependen de la velocidad, denotadas como m(v) y c(v), respectivamente.
Estas funciones representan los efectos que aparecen cuando un veh´ıculo se desplaza
a trave´s de un fluido. Adema´s se asume que la propulsio´n producida por la he´lice
no es directamente proporcional a la accio´n de control, a. La propulsio´n efectiva se
obtiene a trave´s de un coeficiente, k(v, a), que modela la eficiencia que exhibe la he´lice
a diferentes velocidades del veh´ıculo y para las distintas acciones de control (Hafner
y Riedmiller, 2011). En la Figura 4.4 se muestra la dina´mica del veh´ıculo submarino,
v˙ = f(v, a), para varias combinaciones de acciones de control y velocidades. En esta
figura se puede apreciar que v˙ es altamente no lineal.
La siguiente ecuacio´n describe co´mo evoluciona el estado del veh´ıculo submarino
a lo largo del tiempo (Hafner y Riedmiller, 2011):
v˙ = f(v, a) =

























Dina´mica del veh´ıculo submarino, v˙ = f(v, a). Se puede apreciar que la aceleracio´n que sufre
el veh´ıculo var´ıa de forma no lineal en funcio´n de la velocidad a la que se mueve y la accio´n
de control que se le aplica.
donde
c(v) = 1.2 + 0.2 · sin(|v|)
m(v) = 3.0 + 1.5 · sin(|v|)
k(v, a) = −0.5 · tanh [(|(c(v) · v · |v|)− a| − 30) · 0.1] + 0.5
Durante los experimentos el sistema fue simulado mediante la instruccio´n ode45 de
Matlab, que implementa un me´todo de Runge-Kutta de orden 4. El incremento
temporal se selecciono´ como t = 0.03 s. El vector de estados, s = [v], es unidimen-
sional y solo depende de la velocidad, cuyo rango esta´ limitado a [−4, 4] m/s. Tal y
como ocurre en otros problemas similares usados en RL (Lagoudakis y Parr, 2003),
el espacio de acciones se discretizo´ en su valor medio, ma´ximo y mı´nimo, es decir,
A = {−30, 0, 30}. Cada episodio se dio por concluido tras transcurrir 150 instantes
temporales o cuando el veh´ıculo alcanza los l´ımites de velocidad permitidos. La varia-
ble de consigna se selecciono´ como vset = 2 m/s. El estado inicial de los episodios se
eligio´ de forma aleatoria a partir de una distribucio´n uniforme sobre el rango completo
de velocidades permitidas.
La funcio´n de recompensa alcanza su valor ma´ximo cuando la variable que se quiere
controlar, en este caso la velocidad, se encuentra cerca del valor de consigna, y decrece
suavemente hasta cero conforme se aleja de la consigna. Si definimos la desviacio´n de
control en el instante k, ek, como la diferencia entre la variable a controlar, vk y el
valor de consigna, vset:
ek = vk − vset (4.7)
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entonces, la funcio´n de recompensa viene dada por la expresio´n:
ρ(s, a) = ρ(e) (4.8)






donde µ, que es el para´metro que controla la pendiente de la funcio´n, se ha fijado
igual a 0.01. En la Figura 4.5 se muestra la forma de la funcio´n de recompensa frente
a la variable controlada. El hecho de que la recompensa sea continua y var´ıe de forma
suave aporta dos ventajas comparado con otras recompensas discretas (Deisenroth
et al., 2009; Hafner y Riedmiller, 2011):
1. Permite que el agente aprenda pol´ıticas de control ma´s precisas, especialmente
cuando el espacio de acciones es continuo.
2. Produce funciones valor que tambie´n var´ıan de forma suave y, por tanto, pueden
aproximarse con mayor exactitud (cuando se emplean ciertos aproximadores).
Adema´s, la funcio´n de recompensa definida en la Ecuacio´n (4.8) es de cara´cter general
y se puede aplicar en un amplio rango de problemas con modificaciones mı´nimas.
















Funcio´n de recompensa empleada en el problema del veh´ıculo submarino. En este caso el
valor de consigna es vset = 2 m/s.
Configuracio´n de los algoritmos
Los para´metros que tienen en comu´n el algoritmo propuesto, IVAO, y el algoritmo
empleado como referencia, Q-learning, se configuraron con los mismos valores con el
fin de que la comparacio´n fuese lo ma´s equitativa posible. La funcio´n Q se aproximo´ de
forma independiente para cada una de las tres acciones. Cada red RBF constaba de
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50 funciones de base radial (gaussianas) cuyos centros se distribuyeron formando una
malla regular en todo el espacio de estados, lo que hace un total de 50×3 = 150 RBFs.
El ancho las gaussianas fue el mismo en todos los casos, σ = 0.2. Esta configuracio´n
del aproximador se selecciono´ emp´ıricamente. El para´metro ǫ, que determina el grado
de exploracio´n, se mantuvo constante e igual a 0.3.
El nu´mero de transiciones muestreadas entre diferentes actualizaciones de la pol´ıti-
ca en el algoritmo IVAO se fijo´ comoK = 25. Por otra parte, el nu´mero de transiciones
que se almacenan y procesan en cada actualizacio´n se eligio´ N = 800. Para detener el
bucle que calcula la estimacio´n de Q se implementaron las dos condiciones de parada
explicadas en la Seccio´n 4.3. Por una parte, se determino´ la distancia entre apro-
ximaciones sucesivas de Q y se fijo´ un umbral, es decir, ||Q̂j − Q̂j−1|| < ξ, siendo
ξ = 0.07. De esta forma el bucle se detiene cuando Q permanece aproximadamente
constante entre dos estimaciones consecutivas. Dado que las estimaciones de Q son
funciones continuas, la distancia entre ellas se calculo´ de forma aproximada en un
conjunto discreto de 25 puntos distribuidos uniformemente en el espacio de estados.
Por otra parte, la segunda condicio´n de parada consistio´ en fijar un nu´mero ma´ximo
de 40 iteraciones que habitualmente no se suele alcanzar.
Respecto al algoritmo Q-learning, es necesario establecer una secuencia de tasas
de aprendizaje adecuada. En determinadas circunstancias es posible, e incluso aconse-
jable, mantener un valor de αk fijo. Sin embargo, en general, el hecho de modificarlo
conforme aumenta el nu´mero de interacciones agente-entorno permite disminuir el
tiempo de convergencia a la vez que se mejora la estabilidad. Concretamente se uti-










donde m = 10, n = 3, β = 0.45 y α0 = 0.6. La secuencia de tasas de aprendizaje
generada por la regla STC proporciona un valor de αk elevado al principio (etapa
de bu´squeda) que se va reduciendo a medida que k aumenta (etapa de convergen-
cia). La regla STC requiere ajustar ma´s para´metros que otros me´todos para definir
la secuencia de tasas de aprendizaje pero, por otra parte, ofrece una mayor flexibili-
dad para adaptar α de acuerdo a las necesidades del algoritmo (Powell, 2011). Otra
te´cnica que puede acelerar la convergencia de Q-learning es la inclusio´n de trazas de
elegibilidad (Sutton, 1988). Esta te´cnica introduce un nuevo para´metro que contro-
la la “longitud” de las trazas y suele denotarse como λ. Igual que ocurre con otros
para´metros, para seleccionar un valor adecuado de λ es necesario experimentar con
el entorno y ajustar el valor emp´ıricamente. Para el problema del veh´ıculo submarino
se utilizo´ λ = 0.4.
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Resultados
Los resultados obtenidos con los algoritmos IVAO y Q-learning se muestran en
las Figuras 4.6a y 4.6b, respectivamente. Dichas figuras describen co´mo evoluciona
el proceso de aprendizaje conforme aumenta la experiencia adquirida por el agente.
Para construir las gra´ficas se ha evaluado la pol´ıtica estimada por cada algoritmo en
diferentes instantes temporales. En cada evaluacio´n se detiene el aprendizaje y la tasa
de exploracio´n se configura igual a 0, por lo que todas las acciones son greedy respecto a
la pol´ıtica que se pretende evaluar. A continuacio´n se realizan varias trayectorias desde
diferentes estados iniciales y se calcula un promedio de la recompensa obtenida por
cada una de las trayectorias. Los valores promedio obtenidos son los que, finalmente,
se representan en las gra´ficas. Concretamente se ha empleado el conjunto de estados
iniciales S0 = {−3,−2.14,−1.29,−0.43, 0.43− 1.29,−2.14,−3} que cubre distintas
partes del espacio de estados y proporciona una medida del comportamiento general
de las pol´ıticas.
Los experimentos se han repetido 24 veces con el objetivo de obtener resultados
estad´ısticamente significativos. En las Figuras 4.6a y 4.6b se muestra el valor medio
de los experimentos junto con el intervalo de confianza al 95%. Se puede observar que
ambos algoritmos convergen hacia pol´ıticas aproximadamente o´ptimas. Conforme la
calidad de las pol´ıticas aumenta, el intervalo de confianza se reduce, lo que muestra la
fiabilidad de los algoritmos. Al comparar la velocidad de convergencia, los resultados
reflejan una clara superioridad del algoritmo IVAO. Para obtener la misma recompen-
sa media que alcanza el algoritmo IVAO con 100 transiciones (k = 100), el algoritmo
Q-learning requiere unas 200 transiciones, pra´cticamente el doble.
Adicionalmente, en la Figura 4.7 se muestra un ejemplo de una trayectoria t´ıpi-
ca controlada por una pol´ıtica aproximadamente o´ptima aprendida con el algoritmo
IVAO. En la parte superior de la figura se muestra la variable de estado, donde puede
apreciarse que el estado inicial de la trayectoria es v = −2.14 m/s. Dado que el obje-
tivo es alcanzar vset = 2 m/s, la pol´ıtica comienza con una accio´n (parte inferior de
la figura) de propulsio´n a = 30 que se mantiene hasta alcanzar la velocidad deseada,
aproximadamente 1.2 s despue´s. A partir de este momento el agente alterna entre dos
acciones, a = 30 y a = 0. El resultado es que la velocidad se mantiene aproximada-
mente constante en el punto de consigna. La pequen˜as oscilaciones que se observan en
la variable controlada son consecuencia de utilizar un conjunto de acciones discreto.
4.4.2. Posicio´n de un motor de corriente continua
Descripcio´n del entorno
En el segundo entorno se dispone de un motor de corriente continua (DC) que
proporciona movimiento rotacional. El circuito ele´ctrico equivalente se muestra en
la Figura 4.8, mientras que el significado y el valor de cada uno de los para´metros
f´ısicos se resumen en la Tabla 4.1. Dichos valores se corresponden con los obtenidos
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Evolucio´n de las pol´ıticas aprendidas por los algoritmos (a) IVAO y (b) Q-learning en el
problema del veh´ıculo submarino conforme aumenta la experiencia adquirida por el agente.




















Trayectoria del veh´ıculo submarino comenzada desde s0 = −2.14 y controlada por una
pol´ıtica aprendida con el algoritmo IVAO, siendo vset = 2 m/s. En la parte superior se
muestra la variable controlada y en la inferior la accio´n de control.
89
4. ITERACIO´N DE FUNCIONES VALOR AJUSTADAS
experimentalmente a partir de un motor real (Busoniu et al., 2008b, 2010a). Una vez
obtenidos los para´metros, se disen˜o´ un modelo en tiempo continuo que posteriormente
fue discretizado mediante el me´todo del mantenedor de orden cero, usando como
tiempo de muestreo Ts = 0.005 s (Busoniu et al., 2010a). El resultado de este proceso
es un modelo de segundo orden en tiempo discreto que describe el comportamiento













Circuito ele´ctrico equivalente de un motor DC.
Tabla 4.1
Para´metros f´ısicos del motor DC.
Para´metro S´ımbolo Valor Unidades
Inercia del rotor y de la carga J 3.24 · 10−5 N·m2
Constante de friccio´n del motor b 3 · 10−6 N
Par de giro K 53.6 · 10−3 N·m/A
Resistencia del rotor R 9.5 Ω
Inductancia del rotor L 0.84 · 10−3 H
El modelo discreto se puede expresar mediante la siguiente ecuacio´n en diferencias:











Las variables que definen el estado del motor en un instante dado son el a´ngulo del eje,
θ, y la velocidad angular, θ˙, por tanto s = [θ, θ˙]. La variable de control es la tensio´n
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de entrada, cuyo valor puede variar en el rango [−10, 10] V. El objetivo es estabilizar
el motor DC en el punto de equilibrio, θset = 0. La siguiente funcio´n de recompensa
cuadra´tica es una de las posibles formas de expresar este objetivo (Busoniu et al.,
2010a):






, Rrew = 0.01
En la Figura 4.9 se ha representado la recompensa en funcio´n del a´ngulo del eje y
su velocidad angular cuando a = 0. La funcio´n de recompensa empleada da lugar a
un problema de regulacio´n cuadra´tica. Una pol´ıtica o´ptima no llevara´ u´nicamente el
a´ngulo del motor θ hasta el valor de consigna sino que tambie´n tendera´ a minimizar
la velocidad angular θ˙ y la sen˜al de control. El factor de descuento fue seleccionado
como γ = 0.95, un valor suficientemente grande como para aprender pol´ıticas con un



















Porcio´n de la funcio´n de recompensa usada en el problema del motor DC cuando a = 0.
Configuracio´n de los algoritmos
Igual que en el caso del veh´ıculo submarino la funcio´n Q se aproximo´ mediante una
red de RBFs gaussianas para cada una de las acciones. Los centros de las funciones
gaussianas se colocaron formando una malla con 9×9 puntos equidistantes cubriendo
todo el espacio de estados. La variables de estado se normalizaron en el rango [−1, 1]
y el ancho de cada gaussiana se fijo´ como σ = 0.18 en ambas dimensiones. Este valor
de σ se selecciono´ para que la red de RBFs proporcionara una interpolacio´n suave en
todo el espacio de estados. La probabilidad de elegir acciones exploratorias fue fijada
como ǫ = 0.3. Tal vez sorprenda que tanto en este entorno como en el anterior se
haya empleado un valor de ǫ constante. De acuerdo con lo explicado en la Seccio´n 4.3,
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resulta ma´s adecuado que el valor de ǫ var´ıe conforme aumenta la experiencia del
agente. Sin embargo, como la influencia de ǫ es la misma en el algoritmo IVAO y en
Q-learning, su efecto no se aprecia en la comparacio´n. En consecuencia, por cuestiones
de sencillez, se decidio´ utilizar un valor de ǫ constante en todos los experimentos
(excepto cuando se estudia la influencia de dicho para´metro).
El algoritmo IVAO se configuro´ para actualizar la estimacio´n de Q cada K =
100 transiciones y empleando un ma´ximo de N = 1500 transiciones. Respecto a las
condiciones de parada de la funcio´n learn(), se establecio´ un nu´mero ma´ximo de
40 iteraciones y un umbral de distancia ξ = 0.1. La distancia entre aproximaciones
sucesivas de Q se calculo´ en un conjunto de 36 puntos distribuidos regularmente en
el espacio definido por los rangos θ = [−π, π] y θ˙ = [−50, 50].
En la secuencia de tasas de aprendizaje de Q-learning se empleo´ la regla STC (ver
Ecuacio´n (4.9)) con los valores m = 25, n = 5, β = 0.3 y α0 = 0.6. Por u´ltimo, el
para´metro λ relacionado con las trazas de elegibilidad se fijo´ igual a 0.4.
Resultados
El proceso de aprendizaje tanto del algoritmo propuesto (IVAO) como del algorit-
mo de referencia (Q-learning) se ilustra en la Figura 4.10. Se emplearon un total de
25 trayectorias para calcular la recompensa promedio, cuyos estados iniciales fueron:
S0 = {−3,−1.5, 0, 1.5, 3}× {−45,−22.5, 0, 22.5, 45}
En este experimento resulta ma´s evidente la diferencia respecto a la velocidad de con-
vergencia entre ambos algoritmos. Despue´s de 150 instantes temporales, el algoritmo
Q-learning obtiene un resultado ligeramente superior, ya que las pol´ıticas aprendidas
por el algoritmo IVAO durante este periodo presentan resultados bastante dispares
que, en promedio, no mejoran la pol´ıtica aleatoria inicial. A partir de k = 150, el
algoritmo propuesto converge ra´pidamente hacia pol´ıticas o´ptimas mientras que la
convergencia de Q-learning, a pesar de ser constante, es considerablemente ma´s lenta.
Tanto es as´ı, que incluso despue´s de 1500 transiciones, Q-learning au´n esta´ lejos de
obtener pol´ıticas cercanas a la o´ptima.
En la Figura 4.11 se muestra una trayectoria t´ıpica del motor DC cuando es con-
trolado con una pol´ıtica aprendida con el algoritmo IVAO. El eje del motor comienza
con una posicio´n de -2.7 rad y una velocidad angular de 18 rad/s. Se puede obser-
var que, en apenas 0.2 s, el motor ya ha alcanzado una posicio´n pra´cticamente de
equilibrio, con ambas variables de estado con un valor cercano a 0. Cabe mencionar
que, en ocasiones, el motor se queda oscilando alrededor del punto de equilibrio in-
definidamente, igual que ocurr´ıa en el problema del veh´ıculo submarino. De nuevo
este efecto se debe a que el espacio de acciones se ha discretizado en un conjunto de
acciones que no permiten alcanzar exactamente el valor de consigna desde todos los
estados iniciales. En las Figuras 4.12 y 4.13 se muestra la pol´ıtica de control usada en
la trayectoria mostrada y una porcio´n de la funcio´n Q que da lugar a dicha pol´ıtica.
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Evolucio´n de las pol´ıticas aprendidas por los algoritmos (a) IVAO y (b) Q-learning en el
problema del motor DC conforme aumenta la experiencia adquirida por el agente.






























Trayectoria del motor DC desde la posicio´n inicial θ = −2.7 rad y θ˙ = 18 rad/s. Se ha
empleado una pol´ıtica aprendida con el algoritmo IVAO tras 1500 interacciones agente-
entorno.
93











































Porcio´n de la funcio´n Q obtenida con el algoritmo IVAO y a = 0.
4.4.3. Control del a´ngulo de incidencia de un avio´n
Descripcio´n del entorno
El u´ltimo entorno utilizado para evaluar el funcionamiento del algoritmo IVAO
consistio´ en un piloto automa´tico que controla el a´ngulo de incidencia de un avio´n
Boeing. El problema original esta´ descrito por un sistema de seis ecuaciones diferencia-
les no lineales que, bajo ciertas asunciones, se pueden desacoplar y linealizar (Univer-
sity of Michigan, 1996). En la versio´n simplificada el objetivo es controlar el a´ngulo de
incidencia del avio´n cuando e´ste se encuentra en modo crucero, donde la velocidad y la
altitud se mantienen constantes (Hafner y Riedmiller, 2011). Bajo estas condiciones,
los efectos de la propulsio´n, rozamiento y sustentacio´n pueden ser despreciados. Tam-
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bie´n se asume que cualquier cambio en el a´ngulo de incidencia no provoca variacio´n
alguna en la velocidad del avio´n bajo ninguna circunstancia.
La Figura 4.14 muestra de forma esquema´tica algunas de las variables de estado
del problema. El eje principal del avio´n, X , se considera la base de coordenadas del
sistema. V denota la velocidad del avio´n que, de acuerdo con las simplificaciones co-
mentadas previamente, se asume constante para cualquier a´ngulo de incidencia. El
a´ngulo de incidencia, θ, o inclinacio´n del avio´n es el a´ngulo que forma el eje principal
con el horizonte; mientras que el a´ngulo de ataque, α, es el formado entre el eje prin-
cipal y el vector de velocidad. La tarea de control consiste en modificar la posicio´n de
los estabilizadores para que el a´ngulo de incidencia se aproxime tan pronto como sea
posible al valor deseado θset = 0.02 rad. El a´ngulo δ indica la posicio´n de los estabili-
zadores respecto al eje principal. Al modificar δ tambie´n se influye en otras variables
de estado, concretamente en el a´ngulo de ataque y en la velocidad de variacio´n de
dicho a´ngulo, denotada por q.
Figura 4.14
Representacio´n esquema´tica del avio´n con algunas de las variables de estado.
La variables de estado del avio´n evolucionan de acuerdo al siguiente sistema de
ecuaciones:
α˙ = −0.313α+ 56.7q + 0.232δ (4.12)
q˙ = −0.0139α− 0.426q+ 0.0203δ
θ˙ = 56.7q
donde se asume que θ ∈ [−0.5, 0.5] rad, ya que el modelo simplificado u´nicamen-
te proporciona una aproximacio´n realista del comportamiento del avio´n para dicho
rango.
A pesar de que el sistema de ecuaciones (4.12) es lineal, el proceso tiene una
propiedad que dificulta la tarea de control. El a´ngulo de incidencia se puede modificar
ra´pidamente actuando sobre el estabilizador; sin embargo, el a´ngulo de ataque tiene
una dina´mica muy lenta comparado con el a´ngulo de incidencia. Una vez alcanzado
θset, el a´ngulo de ataque todav´ıa sigue variando porque necesita ma´s tiempo para
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estabilizarse. Por lo tanto, el agente debe actuar de forma continua sobre la posicio´n
de los estabilizadores para compensar este efecto y mantener el a´ngulo de ataque cerca
de θset.
Igual que en el problema del veh´ıculo submarino se empleo´ un me´todo de Runge-
Kutta de orden 4 para simular el sistema; en este caso con una constante temporal
t = 0.05 s. El espacio de estados esta´ formado por tres variables, s = [α, q, θ], mientras
que el espacio de acciones es unidimensional, a = [δ], donde δ se ha discretizado en dos
valores δ = {−1.4, 1.4}. La longitud ma´xima de cada episodio se fijo´ igual a k = 600.
Cada episodio termina cuando se alcanza la longitud ma´xima o cuando el a´ngulo de
incidencia excede el rango permitido. El estado inicial de los episodios se eligio´ de
forma aleatoria dentro del subespacio definido por α = [−0.3, 0.3], q = [−0.015, 0.015]
y θ = [−0.5, 0.5]. La recompensa recibida por el agente se calculo´ mediante la Ecua-
cio´n (4.8).
Configuracio´n de los algoritmos
La estructura del aproximador de funciones empleado en este entorno consistio´ en
125 RBFs que dependen u´nicamente del estado y las cuales se replicaron para cada
una de las acciones. As´ı pues, la funcio´n Q se aproximo´ con un total de 250 funciones
gaussianas. Las tres variables de estado se normalizaron en el rango [−1, 1]. La forma
de todas las funciones base se mantuvo ide´ntica con σ = 0.5 en las tres dimensiones.
Los centros se distribuyeron de forma equiespaciada por todo el espacio formando una
malla regular de taman˜o 5×5×5. Igual que en los problemas anteriores, la estrategia
de exploracio´n se configuro´ con ǫ constante e igual a 0.3.
Tras diversos experimentos para explorar diferentes configuraciones del algoritmo
IVAO, se decidio´ fijar N = 3500 transiciones y actualizar la funcio´n Q cada K =
100 instantes temporales. Al comparar estos valores con los usados en problemas
anteriores, se observa que el para´metro N aumenta paralelamente a la complejidad
del problema. Este efecto no supone ninguna sorpresa ya que es de esperar que para
aproximar una funcio´n en un espacio de mayor dimensionalidad se requiera un mayor
nu´mero de puntos. Las condiciones de parada del bucle que actualiza la estimacio´n de
Q se configuraron con un nu´mero ma´ximo de 40 iteraciones y un umbral ξ = 0.25. En
este caso, la distancia entre aproximaciones de Q se calculo´ en 216 puntos discretos
equidistantes.
En cuanto al algoritmo Q-learning, se emplearon los para´metros m = 20, n = 15,
β = 0.4 y α0 = 0.6 en la regla STC para calcular la secuencia de tasas de aprendizaje
αk. La longitud de las trazas de elegibilidad que obtuvo mejores resultados durante




Los resultados obtenidos por los algoritmos IVAO y Q-learning en este entorno
se resumen en las Figuras 4.15a y 4.15b. Ambos me´todos son capaces de controlar
adecuadamente el a´ngulo de incidencia del avio´n tras adquirir unas 2500 transiciones.
Las recompensas promedio mostradas en las figuras se obtuvieron a partir de 27
trayectorias con los siguientes estados iniciales:
S0 = {−0.25, 0, 0.25}× {−0.01, 0, 0.01}× {−0.4, 0, 0.4} (4.13)
De nuevo, los experimentos realizados con este entorno sugieren que el algoritmo
IVAO hace un uso ma´s eficiente de los datos: con menos de 1000 transiciones es
capaz de proporcionar pol´ıticas cercanas a la o´ptima, mientras que el algoritmo Q-
learning requiere ma´s de 2000 transiciones para lograr pol´ıticas de una calidad similar.
Por tanto, se puede considerar que en este entorno la velocidad de convergencia del
algoritmo IVAO es el doble que la de Q-learning.
La Figura 4.16 muestra un ejemplo de trayectoria controlada por una pol´ıtica
aprendida con el algoritmo IVAO. Se muestran las tres variables de estado junto con
la accio´n de control. Se puede apreciar que el a´ngulo de ataque α tiene una dina´mica
mucho ma´s lenta que el a´ngulo de incidencia θ, tal y como se explico´ en la descripcio´n
del entorno. Despue´s de que el avio´n haya alcanzando una posicio´n con un a´ngulo
de incidencia adecuado, α todav´ıa no se ha estabilizado y continu´a aumentando de
forma lenta pero constante. Debido a ello se tiene que modificar constantemente la
accio´n aplicada sobre los estabilizadores del avio´n para mantener θ cerca del valor de
consigna.
4.4.4. Efecto de los para´metros
En esta seccio´n se estudia el efecto de variar algunos de los para´metros del algorit-
mo IVAO. En concreto se realizo´ un barrido del nu´mero de transiciones almacenadas,
N , y de la probabilidad de escoger acciones exploratorias, ǫ. Los experimentos de
esta seccio´n se realizaron u´nicamente con el entorno del motor DC; sin embargo, las
conclusiones obtenidas son tambie´n va´lidas para el resto de entornos. La calidad de
las pol´ıticas en este caso se ha medido utilizando directamente la diferencia entre el
a´ngulo del eje del motor, θ, y el valor de consigna, θset. Esta medida, aunque es equi-
valente a la utilizada en las secciones anteriores (basada en la recompensa obtenida),
permite apreciar mejor las diferencias entre pol´ıticas de baja calidad.
Para estudiar la influencia de N se realizaron experimentos con los siguientes va-
lores, N = 250, 500, 750, 1000, 1250, 1500, 2000 y 2500. El resto de para´metros, tanto
del algoritmo como aquellos relacionados con el aproximador, se mantuvieron fijos e
igual a los empleados en la Seccio´n 4.4.2. Para cada valor de N se evaluo´ la pol´ıti-
ca estimada en distintos instantes temporales k, proceso que fue repetido de forma
independiente 24 veces. Los resultados obtenidos para cada valor de N se muestran
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Evolucio´n de las pol´ıticas aprendidas por los algoritmos (a) IVAO y (b) Q-learning conforme
aumenta la experiencia adquirida por el agente en la tarea de controlar al a´ngulo de incidencia
de un avio´n.




























de forma resumida en la Figura 4.17a. Cada punto de la curva se ha calculado pro-
mediando la distancia |θ − θset| en todos los instantes para los que se han evaluado
las pol´ıticas. La figura confirma el comportamiento que se puede esperar de forma
intuitiva: cuando el nu´mero de transiciones almacenadas es pequen˜o y no representa
adecuadamente todo el espacio de estados, las estimaciones de Q son erro´neas y, por
tanto, las pol´ıticas obtenidas a partir de dichas estimaciones son subo´ptimas. A medi-
da que el valor configurado de N crece, la calidad de las pol´ıticas obtenidas aumenta
hasta ser aproximadamente o´ptimas. Valores de N excesivamente grandes no supo-
nen un deterioro de las pol´ıticas aprendidas, sin embargo, conllevan una mayor carga
computacional. As´ı pues, es importante elegir el valor de N mı´nimo que produzca
pol´ıticas adecuadas.
































Efectos de variar (a) el nu´mero N de transiciones almacenadas y (b) la probabilidad ǫ de
escoger una accio´n exploratoria en el proceso de aprendizaje del algoritmo IVAO aplicado al
problema del motor DC. Durante la evaluacio´n de las pol´ıticas el aprendizaje se detiene y ǫ
se fija igual a 0.
El efecto de variar la probabilidad de escoger una accio´n aleatoria, ǫ, fue evaluado
con un experimento similar. En este caso se dejaron fijos el resto de para´metros y
se probaron los valores ǫ = 0.025, 0.05, 0.1, 0.15, 0.3, 0.4 y 0.5. En la Figura 4.17b se
muestran los resultados para cada valor de ǫ. La forma decreciente de la curva no
supone ninguna sorpresa ya que, dado un nu´mero fijo de transiciones, el hecho de que
contengan acciones ma´s exploratorias permite al agente descubrir mejores pol´ıticas. Es
importante notar que el algoritmo IVAO siempre convergera´ hacia la misma pol´ıtica
con cualquier valor de ǫ > 0 siempre y cuando se permita al agente interaccionar con
el entorno suficiente tiempo. Por tanto, el valor de ǫ tiene una influencia directa sobre
la velocidad de convergencia, siendo dicha velocidad mayor conforme ǫ aumenta. De
acuerdo con este criterio ser´ıa conveniente elegir valores de ǫ elevados, incluso igual a
1. Sin embargo, es necesario tener en cuenta al menos un segundo criterio a la hora
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de elegir ǫ: cuanto ma´s elevada sea la probabilidad de escoger acciones aleatorias,
peor es la calidad de la pol´ıtica con la que el agente interacciona con el entorno. Este
efecto no se aprecia en la Figura 4.17b porque durante el proceso de evaluacio´n de las
pol´ıticas se detiene el aprendizaje y se fija ǫ = 0. Sin embargo, si se evalu´a la calidad
de la interaccio´n para una pol´ıtica fija y diferentes valores de ǫ, la pendiente de la
curva es opuesta, tal y como se ilustra en la Figura 4.18. En este caso se ha evaluado
una misma pol´ıtica para diferentes valores de ǫ. Se aprecia que, de acuerdo a este
criterio y al contrario que con el criterio anterior, conviene reducir la probabilidad
de escoger acciones exploratorias. Este es un ejemplo ma´s del ya comentado dilema
exploracio´n-explotacio´n (ver Seccio´n 2.7).
















Efectos de variar la probabilidad ǫ de escoger una accio´n exploratoria en la calidad de la
pol´ıtica empleada para interactuar con el entorno del motor DC. La pol´ıtica utilizada es
aproximadamente o´ptima y permanece fija para todos los valores de ǫ.
4.5. Conclusiones
Una de las principales limitaciones que aparecen a la hora de aplicar las te´cnicas de
RL en problemas reales es la gran cantidad de datos necesaria para aprender pol´ıticas
o´ptimas. Los me´todos cla´sicos se caracterizan por hacer un uso poco eficiente de los
datos: las transiciones adquiridas por el agente habitualmente se utilizan una u´nica
vez para actualizar la pol´ıtica y despue´s son desechadas. La reciente aparicio´n de los
algoritmos de tipo batch tiene como objetivo principal el desarrollo de me´todos que
sean ma´s eficientes respecto al uso de los datos a consta de una mayor carga compu-
tacional. Sin embargo, pra´cticamente la totalidad algoritmos batch esta´n centrados en
el aprendizaje oﬄine. En este cap´ıtulo se ha propuesto el algoritmo IVAO, caracteri-
zado por hacer un uso eficiente de los datos y aprender online. Este algoritmo puede
considerarse como un puente entre los algoritmos incrementales y los algoritmos batch,
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ya que es posible configurarlo para que se comporte como cualquiera de ellos. Por lo
tanto, proporciona las ventajas de ambos tipos de algoritmos, lo cual puede resultar
muy u´til en determinadas aplicaciones.
Por otra parte el algoritmo IVAO tambie´n arrastra algunos inconvenientes. Com-
parado con los algoritmos incrementales, la mayor limitacio´n del algoritmo IVAO es
su carga computacional. Aunque el nu´mero de operaciones que requiere depende en
gran medida del me´todo de aproximacio´n, el hecho de procesar cada transicio´n varias
veces implica una carga computacional mayor. Por tanto, en las aplicaciones donde
el tiempo de muestreo sea muy pequen˜o es ma´s adecuado utilizar algoritmos incre-
mentales como, por ejemplo, el algoritmo Q-learning. De forma similar, en el caso
contrario de que no se requiera que el agente aprenda mientras interactu´a con el en-
torno, posiblemente los algoritmos batch puros resultan ma´s apropiados. Entre estos
dos casos extremos existe un gran nu´mero de problemas donde el algoritmo IVAO
obtiene mejores resultados.
El algoritmo propuesto se ha evaluado emp´ıricamente de forma extensiva en tres
entornos con diferente grado de complejidad. Como me´todo de referencia se ha emplea-
do el algoritmo Q-learning con trazas de elegibilidad. En todos los casos los resultados
sugieren que el algoritmo IVAO es capaz de extraer ma´s conocimiento de los datos
adquiridos por el agente, mostrando en los tres entornos una velocidad de conver-
gencia notablemente mayor. Durante los experimentos ambos algoritmos usaron el
mismo aproximador de funciones consistente en una red de RBFs con base fija. Sin
embargo, conviene tener en cuenta que, a diferencia de Q-learning, el algoritmo IVAO
no requiere que el aproximador sea de tipo parame´trico, sino que permite el uso de
un mayor rango de aproximadores.
Siguiendo con la flexibilidad que ofrece el algoritmo IVAO respecto al tipo de
aproximadores con el que se puede combinar, una l´ınea clara trabajo futuro incluye
experimentar con otros aproximadores. Por una parte resulta interesante investigar
las mejoras que puede aportar el uso de aproximadores ma´s potentes que las redes
RBFs. Tambie´n ser´ıa conveniente, al menos desde el punto de vista teo´rico, evaluar
el funcionamiento del algoritmo IVAO con aproximadores que realicen un mapeado
no expansivo, ya que aseguran la convergencia hacia pol´ıticas o´ptimas. Una segunda
modificacio´n que puede mejorar el funcionamiento del algoritmo IVAO consiste en
implementar una estrategia ma´s “inteligente” para almacenar las transiciones. En la
versio´n actual del algoritmo se guardan las transiciones ma´s recientes, sin embargo
ser´ıa ma´s u´til seleccionar u´nicamente aquellas transiciones que aporten informacio´n
relevante para estimar la funcio´n Q. Esta aproximacio´n combina te´cnicas de aprendi-
zaje activo con RL, algunos resultados preliminares basados en este principio pueden









El presente cap´ıtulo se centra en el problema de estimar la funcio´n valor V dado
un MDP y una pol´ıtica π fija. A este tipo de problemas se le conoce con el nombre
de prediccio´n de la funcio´n valor o evaluacio´n de la pol´ıtica, y aparecen, por ejemplo,
cuando se quiere estimar la probabilidad de un evento futuro o el tiempo esperado
hasta que un determinado evento ocurra. Algunas aplicaciones pra´cticas son la pla-
nificacio´n del despliegue de grandes redes de telecomunicaciones (Frank et al., 2008),
estimacio´n del taxi-out (tiempo que transcurre entre que un avio´n abandona la puerta
de embarque y el momento en que despega) en funcio´n de las condiciones del espacio
ae´reo (Balakrishna et al., 2008, 2010), o la evaluacio´n de diferentes posiciones de los
jugadores en el tablero del juego de mesa Go (Silver et al., 2007). Adema´s de las
situaciones mencionadas, la estimacio´n de una funcio´n valor correspondiente a una
pol´ıtica fija es un problema que aparece en pra´cticamente todos los algoritmos de RL
basados en iteracio´n de pol´ıticas (Sutton y Barto, 1998). Se trata, por tanto, de un
problema de elevado intere´s.
De acuerdo con los conceptos introducidos en el Cap´ıtulo 3, cuando el MDP
esta´ formado por un conjunto discreto de estados suficientemente pequen˜o, su funcio´n
valor se puede almacenar de forma exacta mediante tablas. Sin embargo, en general,
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el espacio de estados puede ser continuo y se hace necesario representar la funcio´n
valor de forma aproximada. La aproximacio´n de funciones valor difiere de los proble-
mas t´ıpicos que aparecen en el aprendizaje supervisado debido a la ausencia de una
sen˜al deseada expl´ıcita (Wiering y van Otterlo, 2012). Aunque muchos de los concep-
tos del aprendizaje supervisado siguen siendo va´lidos para aproximar funciones valor,
a menudo aparecen nuevas restricciones que se deben tener en cuenta. Una de las
te´cnicas ma´s populares para predecir funciones valor en espacios continuos recibe el
nombre de aprendizaje least squares temporal difference (LSTD). El algoritmo LSTD
fue inicialmente propuesto por Bradtke y Barto (1996), quienes utilizaron un enfoque
basado en variables instrumentales (Ljung y So¨derstro¨m, 1983; So¨derstro¨m y Stoica,
1983) para probar su convergencia. Ma´s tarde, Boyan propuso una derivacio´n ma´s
sencilla e intuitiva al mismo tiempo que extendio´ el algoritmo LSTD con la incorpo-
racio´n de trazas de elegibilidad (Boyan, 1999, 2002). Desde entonces, las propiedades
del algoritmo LSTD y sus variantes han sido estudiadas en diversas ocasiones (Gera-
mifard et al., 2006a; Xu et al., 2007; Ghavamzadeh et al., 2010), especialmente tras
el desarrollo del algoritmo least squares policy iteration (LSPI) (Lagoudakis y Parr,
2003), el cual adapta LSTD al caso de funciones Q y lo integra en un esquema de
iteracio´n de pol´ıticas.
Una propiedad fundamental del algoritmo LSTD es que asume que la funcio´n valor
se representa mediante un aproximador lineal en los para´metros. Por tanto, la salida
del aproximador se calcula mediante la suma ponderada de un conjunto de caracter´ısti-
cas. Existen varios factores que pueden afectar a la calidad final de la aproximacio´n,
pero uno de los ma´s importantes es la seleccio´n del conjunto de caracter´ısticas. De
hecho, el disen˜o de las caracter´ısticas es la etapa ma´s cr´ıtica del algoritmo LSTD (Xu
et al., 2007; Busoniu et al., 2010a; Lagoudakis y Parr, 2003). Algunos autores han pro-
puesto algoritmos que adaptan automa´ticamente las caracter´ısticas durante el proceso
de aprendizaje (Munos y Moore, 2002; Ernst et al., 2005a; Mahadevan y Maggioni,
2007), sin embargo, se ha demostrado que cambiar las propiedades del espacio de
caracter´ısticas mientras se estima la funcio´n valor puede repercutir negativamente en
la convergencia del algoritmo (Busoniu et al., 2011). Cuando se dispone de suficiente
conocimiento a priori de la funcio´n valor que se quiere predecir, una opcio´n adecuada
consiste en definir manualmente caracter´ısticas ad-hoc. En la pra´ctica, raramente se
dispone de dicho conocimiento, por lo que es habitual emplear un conjunto de ca-
racter´ısticas que realizan una particio´n regular del espacio de entrada, usando, por
ejemplo, codificacio´n en baldosas (Sutton, 1995) o funciones RBF con base fija (Bu-
soniu et al., 2010a). Estos me´todos suelen ser aproximadores locales, es decir, cuando
sus para´metros se actualizan debido a un cambio en una determinada regio´n del es-
pacio de entrada, u´nicamente se ve afectada una parte limitada del espacio de salida.
Por el contrario, se dice que un aproximador es de cara´cter global cuando un cambio
en el espacio de entrada puede afectar a todo el espacio de salida. Algunos ejemplos
de aproximadores globales son el perceptro´n multicapa o las ma´quinas de vectores
soporte. Tal y como se describe en secciones posteriores, una limitacio´n potencial
de los aproximadores locales frente a los globales es que el nu´mero de caracter´ısti-
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cas requeridas para alcanzar una determinada exactitud aumenta ra´pidamente con la
dimensionalidad de las entradas debido a la “maldicio´n de la dimensionalidad”. Un
mayor nu´mero de caracter´ısticas no solo incrementa los requisitos de memoria y el
tiempo de computacio´n, sino que requiere un mayor nu´mero de datos para asegurar
que los para´metros el aproximador se determinan correctamente (Bishop, 1995).
En el a´mbito del RL, el uso de aproximadores locales va ma´s alla´ del algoritmo
LSTD. Algunos de los e´xitos ma´s notables logrados mediante te´cnicas de RL esta´n
basados en aproximadores globales como, por ejemplo, el programa desarrollado por
Gerry Tesauro para competir en el juego de mesa Backgammon (Tesauro, 1995). A
pesar de ello, tambie´n se han reportado resultados negativos en diversas aplicaciones
que combinan RL y aproximadores globales (Boyan y Moore, 1995). Los problemas
de dicha combinacio´n surgen en gran medida debido al aprendizaje online en el que se
basan muchos algoritmos de RL (Sutton y Whitehead, 1993). Cuando la funcio´n valor
se aprende mientras el agente interactu´a con el entorno, cada vez que el agente realiza
una accio´n y recibe la recompensa correspondiente, se actualizan los para´metros del
aproximador. En el caso de emplear un aproximador global, la actualizacio´n hecha
para estimar el valor de un determinado estado puede repercutir arbitrariamente en
las estimaciones de otros estados. La consecuencia de este comportamiento es que
el algoritmo puede converger de forma extremadamente lenta o incluso diverger. En
el caso del algoritmo LSTD, los datos obtenidos de la interaccio´n agente-entorno
son recogidos previamente y procesados de forma oﬄine; estimando la funcio´n valor
para todos los estados al mismo tiempo. As´ı pues, el algoritmo LSTD es un me´todo
adecuado para ser combinado con aproximadores globales.
Este cap´ıtulo propone el uso de ma´quinas de aprendizaje extremo (ELM, extreme
learning machine) junto con el algoritmo LSTD para reducir las limitaciones de los
aproximadores locales en problemas de elevada dimensionalidad. ELM es un algoritmo
propuesto por Huang et al. (2006) para entrenar redes neuronales de una sola capa
oculta alimentadas hacia delante, ma´s conocidas por su siglas en ingle´s SLFNs (single-
hidden layer feedforward neural networks). El principio de funcionamiento de ELM
se basa en asignar aleatoriamente los pesos de la capa oculta y optimizar u´nicamente
los pesos de la capa de salida mediante mı´nimos cuadrados. Este proceso puede ser
visto como un mapeado de las entradas a un espacio de caracter´ısticas definido por
los nodos de la capa oculta, y una combinacio´n de dichas caracter´ısticas ponderadas
por los pesos de la capa de salida. Como se introducira´ a lo largo del cap´ıtulo, el
algoritmo ELM puede ser integrado en LSTD para resolver problemas de prediccio´n
de funciones valor.
El resto del cap´ıtulo se ha organizado como sigue. En la Seccio´n 5.2 se analizan
las limitaciones de los aproximadores locales en espacios con alta dimensionalidad.
La base teo´rica de las ma´quinas de aprendizaje extremo y del algoritmo LSTD se
introduce en las Secciones 5.3 y 5.4, respectivamente. En la Seccio´n 5.5 se describen
los detalles del algoritmo propuesto. Los experimentos llevados a cabo para evaluar
dicho algoritmo se detallan en la Seccio´n 5.6. La Seccio´n 5.7 presenta y discute los
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resultados obtenidos y, finalmente, la conclusiones del cap´ıtulo se encuentran en la
Seccio´n 5.8.
5.2. Aproximadores locales en espacios de alta di-
mensionalidad
En la seccio´n anterior se han expuesto algunos de los motivos que justifican el
uso de aproximadores locales en el a´mbito del RL. Este tipo de aproximadores suelen
ser intuitivos y proporcionan resultados satisfactorios en espacios de baja dimensio-
nalidad. Sin embargo, debido al efecto conocido como “maldicio´n de la dimensiona-
lidad” (Bellman, 1957), dejan de ser efectivos cuando aumenta el nu´mero de dimen-
siones. En problemas de RL con un cierto grado de complejidad es habitual que el
espacio de estados contenga decenas de variables. Como se discutira´ a continuacio´n,
aproximar funciones con un elevado nu´mero de variables de entrada conlleva una serie
de dificultades que conviene tener en cuenta a la hora de elegir el aproximador ma´s
adecuado.
Supongamos que se desea aproximar una funcio´n a partir de un conjunto de entre-
namiento1 formado por n datos de entrada d-dimensionales y una salida unidimensio-
nal. Un hipote´tico me´todo de aproximacio´n local muy sencillo consiste en dividir el
espacio de entrada en hipercubos regulares de d dimensiones. Cuando llega un nuevo
dato de test para el que se quiere predecir la salida, primero se halla el hipercubo al
que pertenece el dato, y despue´s se calcula el valor de salida promediando las salidas
de todos los datos de entrenamiento que caen en el mismo hipercubo. Intuitivamen-
te, si el espacio de entrada se ha dividido en un nu´mero suficientemente grande de
hipercubos, esta te´cnica proporcionara´ una buena aproximacio´n de la funcio´n.
Existen varias limitaciones con este me´todo simplista, pero el ma´s importante
aparece cuando el nu´mero de variables de entrada es elevado. En la Figura 5.1 se
ilustra que ocurre al dividir el espacio de entrada en hipercubos conforme el nu´mero de
dimensiones aumenta. Como se puede observar, la cantidad de hipercubos necesarios
para cubrir el espacio crece exponencialmente con la dimensionalidad. El problema
con un nu´mero de regiones exponencialmente grande es que tambie´n es necesario un
nu´mero de datos del mismo orden para asegurar que ningu´n hipercubo esta´ vac´ıo. Si
se divide cada dimensio´n en 10 regiones, para una funcio´n con 10 variables de entrada
har´ıa falta 10 mil millones de datos, lo cual pone de manifiesto la inviabilidad del
me´todo (Bishop, 1995).
La intuicio´n geome´trica que desarrollamos d´ıa tras d´ıa en un mundo tridimensional
puede fallar estrepitosamente cuando intentamos trasladarla a espacios con un mayor
nu´mero de dimensiones. Consideremos un ejemplo sencillo consistente en una esfera
1Por cuestiones de sencillez se ha utilizado un ejemplo t´ıpico de aprendizaje supervisado; sin














Ilustracio´n de la “maldicio´n de la dimensionalidad”. El nu´mero de regiones o hipercubos re-
gulares necesarios para cubrir un espacio aumenta exponencialmente con la dimensionalidad
d de dicho espacio. Por claridad, solo se ha dibujado un subconjunto de las regiones en el
caso de d = 3.
de radio r = 1 en un espacio de d dimensiones. Si nos preguntamos que´ fraccio´n del
volumen de la esfera se encuentra entre el radio r = 1 − ǫ y r = 1, posiblemente
nuestra intuicio´n sea correcta u´nicamente cuando el nu´mero de dimensiones es bajo.
La fraccio´n de volumen se puede calcular mediante la expresio´n (Bishop, 2007):
Vd(1)− Vd(1 − ǫ)
Vd(1)
= 1− (1− ǫ)d (5.1)
donde Vd(r) es el volumen de la esfera d-dimensional de radio r. En la Figura 5.2 se
ha representado dicha fraccio´n en funcio´n de ǫ para diferentes dimensionalidades. Se
puede observar que, para valores grandes de d, la fraccio´n de volumen entre ambas
esferas tiende a 1 incluso cuando el para´metro ǫ es pequen˜o. Es decir, el volumen
de una esfera en un espacio de elevada dimensionalidad se concentra en una capa
estrecha cercana a la superficie.
El hecho de que la mayor´ıa de las muestras dentro de un espacio de alta dimen-
sionalidad se concentre cerca de los l´ımites supone una dificultad an˜adida a la hora
aproximar una funcio´n. En los l´ımites, no hay suficientes datos para interpolar entre
ellos, por lo que el aproximador debe extrapolar a partir de datos cercanos, lo cual
siempre es una tarea ma´s complicada (Hastie et al., 2009).
Otro ejemplo ma´s directamente relacionado con la aproximacio´n de funciones es
el comportamiento de una distribucio´n gaussiana es un espacio multidimensional. La
densidad de probabilidad p(r) en funcio´n del radio desde el origen viene determinada
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Representacio´n de la fraccio´n del volumen de una esfera que cae en el rango de radios entre
r = 1− ǫ y r = 1 para diferentes dimensiones d.













Densidad de probabilidad en funcio´n del radio r correspondiente a una distribucio´n gaussiana
con σ = 0.5 para varias dimensiones d. Cuando la dimensionalidad es elevada, la mayor parte
de la probabilidad se concentra en una capa estrecha y alejada del origen.
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donde Sd es el a´rea de la superficie de una esfera unitaria d-dimensional. En la Fi-
gura 5.3 se muestra p(r) frente al valor del radio r para diferentes valores de d y
σ = 0.5. Como se puede observar, cuando la dimensionalidad es elevada, la densidad
de probabilidad de la gaussiana se concentra en una capa estrecha y alejada del origen.
De nuevo, este resultado es dif´ıcil de adivinar a partir de la intuicio´n desarrollada en
espacios tridimensionales.
En la pra´ctica, es posible que los efectos de la dimensionalidad no sean tan severos
como los presentados en los ejemplos anteriores. Por una parte, la variables de entrada
suelen tener algu´n tipo de correlacio´n, de forma que los datos no se reparten por todo
el espacio, sino que tienden a estar restringidos en un subespacio de menor dimensio-
nalidad. Esto da lugar al concepto conocido como dimensionalidad intr´ınseca, el cual
queda fuera del alcance de esta tesis. Por otra parte, el valor de la variable de salida
normalmente no cambia arbitrariamente de una regio´n del espacio de entrada a otra,
sino que exhibe cierto grado de regularidad, al menos de cara´cter local. Ambas ca-
racter´ısticas, dimensionalidad intr´ınseca y regularidad, pueden ser aprovechadas por
los me´todos de aproximacio´n para mejorar los resultados que obtienen. Sin embargo,
es importante tener claro que la intuicio´n suele fallar en espacios de alta dimensiona-
lidad y que los aproximadores locales no son adecuados debido a la “maldicio´n de la
dimensionalidad”.
5.3. Ma´quinas de aprendizaje extremo (ELM)
Las redes neuronales artificiales se utilizan de forma habitual en diversos campos
debido a su habilidad para aproximar funciones altamente no lineales y modelar toda
clase de feno´menos complejos en los que es complicado aplicar otras te´cnicas cla´sicas.
El teorema de aproximacio´n universal establece que una red neuronal de una sola
capa oculta y un nu´mero finito de nodos puede aproximar cualquier funcio´n continua
con una exactitud arbitraria (Hornik et al., 1989; Hornik, 1991). Tradicionalmente,
se necesita ajustar todos los para´metros del modelo neuronal y existe una relacio´n de
dependencia entre los para´metros de las diferentes capas. Pra´cticamente la totalidad
de los algoritmos destinados a optimizar dichos para´metros esta´n basados en me´todos
iterativos, mayoritariamente en te´cnicas de descenso por gradiente. Aunque estos
me´todos ofrecen buenos resultados, el tiempo requerido para calcular los para´metros
o´ptimos suele ser elevado (Huang et al., 2006).
Las ma´quinas de aprendizaje extremo, o ELM, son redes neuronales de tipo SLFN
cuyos para´metros se han determinado mediante el algoritmo ELM. Dicho algoritmo,
propuesto por Huang et al. (2006), se caracteriza por calcular los para´metros de forma
anal´ıtica, a diferencia de las aproximaciones esta´ndar basadas en me´todos iterativos.
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Se ha demostrado que, cuando se asignan aleatoriamente los pesos y sesgos de la capa
oculta en una red SLFN con M nodos, la red es capaz de aprender M observaciones
distintas (Tamura y Tateishi, 1997; Huang, 2003). Esto implica que no es necesario
ajustar todos los para´metros de la red, sino que parte de ellos se pueden fijar de
forma aleatoria. El algoritmo ELM se basa en este principio para ajustar u´nicamente
los para´metros de la capa de salida. El resultado es que el proceso de entrenamiento
queda reducido a la resolucio´n de un sistema de ecuaciones lineales, lo cual resulta ex-
tremadamente ra´pido comparado con los me´todos de entrenamiento iterativos. Desde
su aparicio´n, el nu´mero de aplicaciones de las ma´quinas de aprendizaje extremo no
ha dejado de crecer, demostrando en numerosos problemas reales que son capaces de
obtener soluciones similares a las de otras redes neuronales pero con una velocidad
de aprendizaje mucho mayor (Yeu et al., 2006; Zong y Huang, 2011; Wu et al., 2013;
Cao et al., 2013).
Dado un conjunto D de N patrones u observaciones, D = (xi,oi); i = 1 . . .N ,
donde {xi} ∈ Rd1 y {oi} ∈ Rd2 , el objetivo del algoritmo ELM es encontrar una
relacio´n entre las variables independientes {xi} y las dependientes {oi}. Por cuestiones
de simplicidad nos centraremos en el caso de aproximar funciones con un u´nica salida,
por lo tanto d2 = 1. La salida de una red SLFN con M nodos ocultos para el j-e´simo




hl · f (wl · xj + bl) (5.3)
donde 1 ≤ j ≤ N , wl = [wl1, wl2, . . . , wld1 ]⊤ es el vector de pesos que conecta el
l-e´simo nodo oculto con los nodos de entrada, bl es el sesgo del nodo oculto l, hl es
el peso que conecta el nodo oculto l con el nodo de salida, y f(x) es la funcio´n de
activacio´n de la capa oculta. wl · xj denota el producto escalar entre wl y xj . La
funcio´n de activacio´n de la capa de salida t´ıpicamente se escoge lineal para problemas
de regresio´n. En la Figura 5.4 se muestra la estructura de la red SLFN empleada por
el algoritmo ELM y de una de las neuronas.
La Ecuacio´n (5.3) se puede expresar de forma compacta con notacio´n matricial
como:
y = G · h, (5.4)
donde
G =
 f (w1 · x1 + b1) . . . f (wM · x1 + bM )... . . . ...












































Estructura de la red neuronal SFNL empleada en las ma´quinas de aprendizaje extremo
(izquierda) y de una de las neuronas artificiales (derecha).
En la matriz G, que suele denominarse matriz de salida de la capa oculta, la l-
e´sima columna se corresponde con la salida del nodo oculto l respecto a las entradas
x1,x2, . . . ,xN .
De acuerdo con la teor´ıa de las ma´quinas de aprendizaje extremo, tanto los pesos
que conectan la capa de entrada con la capa oculta, w, como el sesgo de los nodos
ocultos, b, se pueden asignar aleatoriamente. Una vez asignados, la matriz G per-
manece fija y u´nicamente es necesario optimizar la pesos de la capa de salida, h.
As´ı pues, todo el proceso de entrenamiento de la red queda pra´cticamente reducido al
ca´lculo del vector h, el cual es la solucio´n del sistema de ecuaciones lineales definido
por o = G ·h. Como el nu´mero de nodos de la capa oculta suele ser mucho menor que
el nu´mero de patrones del conjunto de datos, M ≪ N , G no es una matriz cuadrada
y puede que no exista una solucio´n exacta de dicho sistema lineal. Au´n as´ı, es posible
obtener una solucio´n aproximada calculando h como
ĥ = G† · o (5.7)
dondeG† =
(
G⊤ ·G)−1 ·G⊤ es la matriz inversa generalizada de Moore-Penrose (Rao
y Mitra, 1972).
Resumiendo, el algoritmo ELM consta de los siguientes pasos:
1. Inicializar aletoriamente los pesos w y segos b de la capa oculta.
2. Calcular la matriz de salida de la capa oculta, G.
3. Calcular los pesos h de la capa de salida mediante la matriz inversa generalizada
de acuerdo a la expresio´n
h = G† · o
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Este algoritmo es va´lido para cualquier funcio´n de activacio´n f(x) siempre que sea
infinitamente diferenciable. Tales funciones incluyen las de base radial, sigmoidal,
seno, coseno o exponencial, entre otras. El u´nico requisito respecto al nu´mero de
nodos de la capa oculta es que debe ser menor o igual que el nu´mero de patrones
de entrenamiento (diferentes), es decir, M ≤ N . Igual que ocurre con otros me´todos
basados en redes neuronales, el taman˜o de la capa oculta se debe escoger en funcio´n
del problema que se quiere resolver. Si la red tiene pocos nodos, es posible que no
sea capaz de modelar los datos adecuadamente. Por el contrario, si tiene demasiados
nodos, aunque no supere el nu´mero ma´ximo permitido, puede que se produzca un
sobreajuste. El nu´mero o´ptimo de nodos no se puede conocer a priori, debido a ello
se han propuesto diversos me´todos para optimizar automa´ticamente el taman˜o de la
capa oculta durante el proceso de entrenamiento con ELM (Rong et al., 2008; Miche
et al., 2010; Mart´ınez-Mart´ınez et al., 2011; Soria-Olivas et al., 2011). Sin embargo,
la opcio´n ma´s habitual consiste en estimar el error de generalizacio´n para diferentes
taman˜os de la capa oculta y escoger aquel que obtenga mejores resultados.
Comparado con los me´todos esta´ndar (basados en descenso por gradiente) de en-
trenamiento de redes neuronales, el algoritmo ELM introduce las siguientes ventajas:
• Los algoritmos de descenso por gradiente dependen de un para´metro conocido
como tasa de aprendizaje. Valores demasiado pequen˜os de la tasa de aprendizaje
provocan una convergencia lenta mientras que, si son demasiado elevados, el
algoritmo se puede volver inestable y diverger, por lo que debe ser seleccionado
cuidadosamente; ELM elimina dicho para´metro.
• En ELM, el ca´lculo de los pesos de la capa de salida se formula como un problema
de optimizacio´n convexo, es decir, sin mı´nimos locales. En otros algoritmos, la
funcio´n de error suele ser multimodal, por lo que la bu´squeda basada en descenso
por gradiente puede detenerse al caer en un mı´nimo local.
• El proceso de entrenamiento iterativo puede dar lugar a un sobreentrenamiento
de los para´metros si no se detiene a tiempo. Debido a ello se hace necesario
emplear alguna te´cnica de parada como, por ejemplo, early stopping (Haykin,
2008).
• El algoritmo ELM es ma´s sencillo de implementar y requiere una carga compu-
tacional mucho menor, lo que se traduce en tiempos de aprendizaje que pueden
llegar a ser varios o´rdenes de magnitud menores.
5.3.1. Comite´ de ma´quinas de aprendizaje extremo
A pesar de la ventajas descritas en la seccio´n anterior, el proceso de entrena-
miento que plantea el algoritmo ELM tambie´n presenta algunos inconvenientes. Los
para´metros de la capa oculta se asignan aleatoriamente y no se modifican durante
el aprendizaje. Dado que el valor de dichos para´metros puede afectar al resultado de
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la red, existe el riesgo de que, debido al azar, los para´metros sean fijados en valo-
res subo´ptimos y la calidad de la aproximacio´n sea baja. El uso de comite´s permite
minimizar las posibilidad de que aparezca este problema.
Los comite´s, tambie´n conocidos como comite´s de expertos o me´todos ensemble,
ba´sicamente consisten en la combinacio´n de varios modelos con el objetivo de for-
mar un u´nico modelo que suponga una mejora respecto a los miembros del comite´.
La mejora puede estar relacionada con diversos aspectos, como la exactitud, robus-
tez, estabilidad, etc. En principio, cualquier modelo es susceptible de ser combinado
mediante un comite´. Una condicio´n deseable de los miembros es que exista cierto
grado de diversidad entre ellos, es decir, el error cometido por cada miembro debe
ser independiente. El motivo es evidente, ya que si, por ejemplo, se combinan varios
modelos que fallan al aproximar una funcio´n en la misma regio´n del espacio de entra-
da, la combinacio´n resultante (o comite´) seguira´ produciendo el mismo fallo. Algunos
me´todos basados en comite´s de uso comu´n son los algoritmos tree bagging (Breiman,
1996) y random forest (Breiman, 2001). Ambos algoritmos utilizan a´rboles de regre-
sio´n/clasificacio´n como miembros del comite´, pero se diferencian tanto en la forma de
generar los a´rboles como en la te´cnica que emplean para combinarlos.
El uso de comite´s en el contexto de las ma´quinas de aprendizaje extremo ha sido
estudiado por varios autores (Lan et al., 2009; Lu et al., 2014; Wang y Alhamdoosh,
2013). El procedimiento habitual para generar el comite´ consiste en utilizar un con-
junto de redes ELM con la misma arquitectura y funcio´n de activacio´n, pero cuyos
para´metros se han inicializado de forma independiente. A la hora de combinar los
miembros se han planteado diversos enfoques, como bootstrap aggregating (Tian y
Meng, 2010), AdaBoost (Tian y Mao, 2010), algoritmos evolutivos (Wang y Alham-
doosh, 2013) o utilizando la entrop´ıa (Zhai et al., 2012). La mayor´ıa de estas te´cnicas
emplean las salidas de los miembros para optimizar la forma de combinarlos. Sin em-
bargo, cuando el comite´ se combina con el algoritmo LSTD para aproximar funciones
valor (ver Seccio´n 5.5), dichas salidas no esta´n disponibles. Una opcio´n viable en di-
cho caso consiste en calcular la salida del comite´ promediando las salidas de cada red
ELM.
En la Figura 5.5 se muestra la estructura t´ıpica de un comite´ basado en redes ELM.
Todas las redes emplean la misma funcio´n de activacio´n y tienen el mismo nu´mero de
nodos en la capa oculta. La mayor´ıa de modelos ELM sera´n capaces de aproximar la
funcio´n valor con una exactitud razonable en pra´cticamente todo el espacio de entrada.
Au´n as´ı, es probable que aparezcan pequen˜as desviaciones en determinadas zonas que
variara´n entre las distintas redes en funcio´n de los para´metros fijados aleatoriamente.
Tambie´n es posible que en ciertos casos puntuales los para´metros de una red sean
subo´ptimos y la exactitud de la aproximacio´n sea baja. Al combinar los resultados de
varias redes se minimizan tanto las pequen˜as desviaciones de cada red como el efecto
debido a los posibles para´metros subo´ptimos de alguna de las redes. Los comite´s
empleados en los experimentos de las secciones posteriores utilizan la mediana para
combinar las salidas de cada miembro. Se ha elegido esta forma de calcular el promedio
debido a que, ante la presencia de valores at´ıpicos, proporciona una estimacio´n del
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Estructura de un comite´ basado en redes ELM.
5.4. Prediccio´n de la funcio´n valor mediante LSTD
Existen diversos me´todos para predecir funciones valor, pero los me´todos basados
en diferencias temporales (TD, temporal difference) (Sutton, 1988) son probablemente
los ma´s estudiados y extendidos. Aunque el aprendizaje TD se ha introducido pre-
viamente en la Seccio´n 2.7.1, aqu´ı se repasa brevemente debido a que es una parte
fundamental del algoritmo LSTD. El aprendizaje TD puede considerarse una clase
de procedimientos incrementales especializados en problemas de prediccio´n. La carac-
ter´ıstica ma´s representativa de estos me´todos es que utilizan lo que se conoce como
bootstrapping: la estimacio´n de la funcio´n que se quiere predecir se actualiza basa´ndo-
se en otras estimaciones (Sutton y Barto, 1998). La implementacio´n de los me´todos
TD da lugar de forma natural a algoritmos online e incrementales.
Tal y como se comento´ en la introduccio´n, el presente cap´ıtulo se centra en el
problema de predecir funciones valor en MDPs con espacios de estados continuos,
en los cuales es necesario utilizar aproximadores. Asumiendo un aproximador lineal
en los para´metros, se puede considerar que el valor del estado s bajo la pol´ıtica π,
V π(s), se aproxima primero mapeando s a un vector de caracter´ısticas φ(s) y despue´s
combinando esas caracter´ısticas mediante un vector de coeficientes θ, denotado por
V π
θ
(s). Entonces, para cada estado observado por el agente, TD ajusta los coeficientes
de V π
θ
(s) incrementalmente hacia los nuevos valores de la funcio´n objetivo. Concre-
tamente, si V π
θk
(s) denota la estimacio´n del estado s en el instante k, en la iteracio´n
k-e´sima TD realiza las siguientes operaciones (Sutton, 1988):




θk+1 = θk + αkδk+1 (5.8)
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donde rk+1 es la recompensa observada, γ es el factor de descuento, y αk es la se-
cuencia de tasas de aprendizaje. Se ha demostrado que TD converge (bajo ciertas
condiciones te´cnicas) hacia una buena aproximacio´n de V π conforme el nu´mero de
estados observados aumenta (Sutton, 1988). Analizando la Ecuacio´n (5.8) se puede
apreciar que, tras observar una trayectoria de estados (s0, s1, . . . , sL), los cambios
hechos por la regla de actualizacio´n TD tienen la forma:
















y ω representa una sen˜al aleatoria de media cero (Boyan, 2002). De acuerdo con Ber-
tsekas y Tsitsiklis (1996), el vector de coeficientes θ converge a un punto fijo θtd que
satisface la ecuacio´n:
d+Cθtd = 0 (5.11)
De hecho, TD resuelve el sistema de ecuaciones definido por (5.11) empleando un
me´todo similar al descenso por gradiente. Las matrices d y C nunca se representan
expl´ıcitamente, sino que los cambios realizados en θ solo dependen de los estados y
recompensas ma´s recientes. Una vez actualizado el vector de coeficientes, las observa-
ciones son desechadas. Este me´todo requiere pocos ca´lculos por iteracio´n, pero hace
un uso poco eficiente de los datos (interacciones agente-estado observadas) y suele
necesitar un elevado nu´mero de estados y recompensas para alcanzar la convergencia.
El algoritmo LSTD propone una solucio´n alternativa para predecir la funcio´n
valor. LSTD tambie´n converge al mismo vector de coefficientes θtd, pero en lugar de
descenso por gradiente, construye una estimacio´n expl´ıcita de la matriz C y el vector
d, para despue´s resolver directamente la Ecuacio´n (5.11). A partir de los estados y
recompensas observados, LSTD calcula la matriz A (de taman˜o n× n, donde n es el









Despue´s de m trayectorias independientes, A y b son estimaciones insesgadas de
md y −mC respectivamente. Dado que m es una constante, θtd se puede obtener
simplemente como θtd = A
−1b. Cabe mencionar que, por cuestiones de simplicidad,
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el cap´ıtulo se limita al algoritmo LSTD ba´sico. Sin embargo, este me´todo se puede
extender fa´cilmente con el uso de trazas de elegibilidad, dando lugar a un algoritmo
ma´s general y con mayor velocidad de convergencia, denominado LSTD(λ).
Los me´todos TD realizan pequen˜as actualizaciones del vector de coeficientes si-
guiendo una sen˜al de gradiente estoca´stico (Szepesva´ri, 2010). En dicho proceso, la
eleccio´n de la tasa de aprendizaje αk puede ser crucial para obtener unos resultados
adecuados. Por otra parte, estos me´todos tambie´n son sensibles al valor inicial del
vector de coeficientes θ. El algoritmo LSTD elimina estas dependencias adema´s de
aportar otras ventajas, las cuales de resumen a continuacio´n:
• Desde un punto de vista estad´ıstico, el algoritmo LSTD es ma´s eficiente debido
a que extrae ma´s informacio´n de cada observacio´n y, por tanto, el nu´mero de
observaciones (estados y recompensas) necesario para converger es menor.
• La convergencia de TD puede ser extremadamente lenta si la tasa de aprendi-
zaje no se escoge adecuadamente, mientras que el algoritmo LSTD elimina la
dependencia con dicho para´metro.
• La inicializacio´n del vector de coeficientes θ puede afectar al funcionamiento de
TD, al contrario de lo que ocurre en el algoritmo LSTD.
• En general, el algoritmo LSTD es ma´s estable y alcanza una aproximacio´n ma´s
cercana a θtd que TD.
Como contrapartida a estas ventajas, la complejidad computacional de LSTD es
considerablemente mayor. En concreto, para una secuencia de L observaciones, la
complejidad de una implementacio´n directa de LSTD es de O(Ln2 + n3), siendo n la
dimensionalidad del vector de caracter´ıstcias. Mientras que los me´todos incrementales
TD solo requieren O(Ln), o incluso menos si se selecciona un espacio de caracter´ısticas
disperso (Szepesva´ri, 2010).
La implementacio´n directa del algoritmo LSTD requiere invertir la matriz A.
En determinadas aplicaciones donde el coste computacional es un factor cr´ıtico, o
se requiere realizar la inversio´n de A frecuentemente, una opcio´n ma´s adecuada es
utilizar la versio´n recursiva de LSTD, conocida como RLSTD (Bradtke y Barto, 1996).
RLSTD usa la fo´rmula de Sherman-Morrison (Sherman y Morrison, 1950) para evitar
la inversio´n de la matriz A, lo cual permite reducir la complejidad del algoritmo
hasta O(Ln2). A pesar de ello, TD sigue siendo ma´s eficiente en cuanto al nu´mero de
operaciones por iteracio´n. Una comparacio´n ma´s detallada entre los algoritmos TD y
LSTD puede encontrarse en Szepesva´ri (2010).
5.5. LSTD basado en ELM
La idea principal del me´todo propuesto en este cap´ıtulo consiste en la combinacio´n
del algoritmo LSTD y el proceso de entrenamiento empleado en las redes ELM. Esta
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combinacio´n, como se demostrara´ en secciones posteriores, proporciona una serie de
ventajas en la tarea de aproximar funciones valor. Un requisito fundamental en el
algoritmo LSTD es que la funcio´n valor se debe aproximar mediante una arquitectu-
ra lineal; entre las te´cnicas que cumplen esta propiedad se encuentran, por ejemplo,
las redes formadas por funciones de base radial con base fija o la regresio´n polino-
mial multidimensional. En cambio, muchas otras te´cnicas son incompatibles con el
algoritmo LSTD. Entre ellas se encuentran las redes neuronales artificiales (RNAs).
La excelente capacidad de las RNAs para modelar funciones las han convertido
en uno de los me´todos de regresio´n ma´s populares. Se han aplicado en multitud
de campos, incluyendo el aprendizaje por refuerzo (Bertsekas y Tsitsiklis, 1996). El
procedimiento ma´s habitual para aproximar la funcio´n valor de un MDP con una RNA
consiste en actualizar los pesos de la red mediante la regla TD. Cabe mencionar que la
regla TD mostrada en la Ecuacio´n (5.8) se trata de una simplificacio´n para el caso de
aproximadores lineales en los para´metros. En el caso general, TD puede combinarse
con el algoritmo backpropagation fa´cilmente. A pesar de los beneficios potenciales que
pueden aportar las RNAs, su uso pra´ctico junto con TD presenta varias dificultades.
Las RNAs son aproximadores globales, cualidad que le aporta una alta capacidad
de generalizacio´n y que resulta beneficiosa para aproximar funciones en espacios de
alta dimensionalidad. Sin embargo, en la literatura del RL, diversos autores recomien-
dan el uso de aproximadores locales (Anderson, 1993; Thrun y Schwartz, 1993; Smart
y Kaelbling, 2000). La principal motivacio´n es evitar un feno´meno conocido como
interferencia (Farrell y Berger, 1995). Este feno´meno ocurre cuando la actualizacio´n
de la funcio´n valor para un determinado estado tambie´n modifica dicha funcio´n para
otros estados, posiblemente en la direccio´n equivocada. El feno´meno de interferencia
es inherente a la capacidad de generalizacio´n y, por tanto, tambie´n ocurre en otros
algoritmos de aprendizaje supervisado. En el caso del aprendizaje TD sus efectos
pueden ser mucho ma´s peligrosos por dos motivos (Barreto y Anderson, 2008):
• La combinacio´n de interferencia y bootstrapping tiende a ser inestable. En el
aprendizaje supervisado, la funcio´n objetivo suele ser fija. En cambio, en TD, la
funcio´n que se quiere aproximar es altamente no estacionaria, ya que se va actua-
lizando con cada nueva interaccio´n agente-entorno. De hecho las demostraciones
de convergencia de TD se basan en la propiedad de que el operador de Bellman
es una contraccio´n, la cual deja de ser cierta cuando se usan aproximadores
globales (Jaakkola et al., 1994).
• La naturaleza online de TD hace que la distribucio´n de los datos dependa de
la pol´ıtica seguida por el agente. En ocasiones, el agente puede permanecer en
una determinada regio´n del espacio que no es representativa de todo el dominio.
En esta situacio´n, un aproximador global posiblemente dedique muchos de sus
recursos para representar esa regio´n, “olvidando” el resto de regiones (Weaver
et al., 1998).
Aunque parece claro que los me´todos TD no son los ma´s adecuados para explotar
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los beneficios de las RNAs, la situacio´n del algoritmo LSTD es diferente. La funcio´n
valor se construye a partir de un conjunto de datos observados previamente, por lo
que no se puede considerar aprendizaje puramente online ni tampoco se tiene una
funcio´n objetivo no estacionaria. La limitacio´n de LSTD a la hora de utilizar RNAs
viene dada por la exigencia de que la arquitectura del aproximador tiene que ser lineal
en los para´metros.
De acuerdo con la teor´ıa de las ma´quinas de aprendizaje extremo, tras realizar
una asignacio´n aleatoria de los pesos y sesgos de la capa oculta, la red neuronal
de tipo SFLN es equivalente a un sistema lineal. Para calcular la salida de una red
ELM se realiza un mapeado del vector de entradas a un espacio de caracter´ısticas
definido por los nodos ocultos de la red y, posteriormente, se combinan linealmente
las caracter´ısticas. Esta propiedad de las redes ELM resulta especialmente interesante,
ya que transforma la red neuronal en un modelo lineal en los para´metros y, por tanto,
susceptible de ser combinado con LSTD.
Dado una red SLFN compuesta de M nodos en la capa oculta con la que se pre-




f(w1 · s+ b1)
f(w2 · s+ b2)
...
f(wM · s+ bM )
 (5.13)
donde wl hace referencia a los pesos del l-e´simo nodo oculto, bl al sesgo del mismo
nodo y f(x) es la funcio´n de activacio´n de la capa oculta. Despue´s de inicializar
los pesos y sesgos aleatoriamente, los para´metros h de la capa de salida se calculan
aplicando:
h = A−1b. (5.14)
donde la matriz A y el vector b se construyen a partir de las trayectorias observadas
de acuerdo con la Ecuacio´n (5.12). Igual que en el caso del algoritmo ELM, la matriz
A se invierte de forma robusta mediante la pseudo inversa de Moore-Penrose. El
pseudo co´digo que implementa esta versio´n de LSTD basada en ELM se muestra en
el Algoritmo 5.1.
El algoritmo propuesto, denotado como LSTD-ELM, combina la capacidad de
aproximacio´n de las redes neuronales al mismo tiempo que evita los problemas de-
rivados del aprendizaje online y del bootstrapping. Comparado con el algoritmo TD,
LSTD-ELM permite el uso de un aproximador global de manera estable y eficiente.
Respecto al algoritmo LSTD esta´ndar combinado con aproximadores locales, se espe-
ra que LSTD-ELM pueda escalarse a espacios con un nu´mero elevado de dimensiones
de forma ma´s sostenible.
El pseudo co´digo mostrado en el Algoritmo 5.1 se puede modificar fa´cilmente para
adaptarlo al caso de usar un comite´ de redes ELM en lugar de una sola red. Si, por
ejemplo, se quiere emplear un comite´ formado por B miembros, los pesos y sesgos de la
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Algoritmo 5.1 Aprendizaje LSTD basado en ELM.
Require: Pol´ıtica π que se quiere evaluar, factor de descuento γ
1: Inicializar aleatoriamente los pesos w y los sesgos b correspondientes a la capa
oculta de la red SLFN
2: Definir el espacio de caracter´ısticas como φ(s) = [f(w1 · s+ b1), . . . ,
f(wM · s+ bM )]⊤, donde f(x) es la funcio´n de activacio´n y M el nu´mero de
nodos en la capa oculta
3: Fijar A = 0; b = 0; k = 0
4: repeat
5: Seleccionar un estado inicial sk
6: while sk 6= send do
7: Aplicar la pol´ıtica π al sistema, observar la recompensa rk y el estado si-
guiente sk+1
8: A = A+ φ(sk)(γφ(sk+1)− φ(sk))⊤
9: b = b+ φ(sk)rk
10: k = k + 1
11: end while
12: until alcanzar el nu´mero deseado de episodios
13: h = A−1b
14: return V π(s) ≈ φ(s)⊤h
capa oculta se deben inicializar B veces, una por cada red ELM del comite´. Tambie´n
es necesario construir y almacenar B veces la matriz A y el vector b. Finalmente,
el proceso para calcular V π(s) no consiste simplemente en un producto escalar, sino
que har´ıa falta multiplicar φ(s) por los para´metros h de cada red ELM y despue´s
combinar el resultado usando la mediana.
5.6. Experimentos
En esta seccio´n se describen los experimentos llevados a cabo para evaluar emp´ıri-
camente las propiedades del algoritmo LSTD-ELM. Se utilizaron dos dominios: el
problema Hop-world (Boyan, 1999) y el pe´ndulo invertido (Lagoudakis y Parr, 2003).
En concreto, se ha propuesto una versio´n generalizada de Hop-world en la que puede
seleccionarse el nu´mero de variables de estado de forma arbitraria. Este dominio, a
pesar de ser un ejemplo ilustrativo que no esta´ relacionado con ninguna aplicacio´n
real, resulta especialmente adecuado para evaluar las propiedades de LSTD-ELM con-
forme aumenta el nu´mero de dimensiones. Adema´s de la dimensionalidad, tambie´n
puede elegirse el taman˜o de las trayectorias, lo que permite realizar un gran nu´mero
de experimentos con un coste computacional razonable. Por otra parte, el proble-
ma del pe´ndulo invertido proporciona un entorno ma´s realista en el que analizar el
comportamiento del algoritmo propuesto.
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La calidad de la funcio´n valor aproximada con LSTD-ELM se ha medido en te´rmi-






|ŷi − yi| (5.15)
donde ŷi es el valor obtenido con el algoritmo e yi es el valor real. De forma similar
a (Boyan, 2002), se utilizo´ un me´todo de Monte-Carlo para estimar la “verdadera”
funcio´n valor. Los experimentos tambie´n se llevaron a cabo empleando el algoritmo
LSTD cla´sico con una red RBF de base fija con funciones gaussianas, denotado como
LSTD-RBF. Este algoritmo fue utilizado como me´todo de referencia para comparar
los resultados. En cada uno de los experimentos se realizo´ un barrido del nu´mero
de caracter´ısticas con el fin de evaluar la sensibilidad de ambos algoritmos respecto
a dicho para´metro. El te´rmino “caracter´ısticas” hace referencia al nu´mero de nodos
ocultos en el caso de LSTD-ELM y al nu´mero de funciones base en LSTD-RBF. Como
funcio´n de activacio´n en LSTD-ELM se selecciono´ la funcio´n sigmoide. La teor´ıa de
las ma´quinas de aprendizaje extremo demuestra que cualquier funcio´n limitada e
infinitamente diferenciable puede ser utilizada como funcio´n de activacio´n (Huang y
Babri, 1998; Huang et al., 2006); sin embargo, la funcio´n sigmoidal es la ma´s extendida
y ha sido probada en mu´ltiples aplicaciones pra´cticas (Yeu et al., 2006; Baboo y
Sasikala, 2010; Wu et al., 2013). El factor de descuento γ es el para´metro que controla
el horizonte de optimizacio´n, o lo que es lo mismo, la relevancia de las recompensas
futuras en el estado actual. A pesar de que el valor de γ juega un papel crucial en el
aprendizaje de pol´ıticas o´ptimas, en el caso de las funciones valor, el hecho de variar
γ u´nicamente produce una variacio´n en la forma de la funcio´n valor. Dado que el
objetivo de los experimentos es comprobar la capacidad de aproximacio´n de LSTD-
ELM, γ puede ser elegido arbitrariamente dentro del rango [0, 1). En concreto se ha
fijado γ = 0.85 para todos los experimentos.
Tras una comparacio´n entre los algoritmos LSTD-ELM y LSTD-RBF, se realizo´ un
proceso similar para evaluar las ventajas de usar un comite´ de redes ELM en lugar de
una u´nica red. El algoritmo resultante, denotado como LSTD-cELM, se aplico´ tanto
en el dominio Hop-world como en el pe´ndulo invertido.
En las siguientes subsecciones se detallan los dominios utilizados (Hop-world gene-
ralizado y pe´ndulo invertido), la implementacio´n del algoritmo LSTD-RBF y el pro-
cedimiento para estimar la “verdadera” funcio´n valor mediante simulacio´n de Monte-
Carlo.
5.6.1. Hop-world generalizado
Hop-world es un problema ilustrativo propuesto inicialmente en (Boyan, 1999) y
ma´s tarde utilizado en otros trabajos de aprendizaje por refuerzo (Xu et al., 2002;
Geramifard et al., 2006a; Sutton et al., 2009; Chen et al., 2013). Se trata de una
cadena de Markov (o MDP con una pol´ıtica fija) cuyo espacio de estados es discreto y
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unidimensional. Sin embargo, para evaluar el algoritmo LSTD-ELM se ha propuesto
una generalizacio´n del problema Hop-world donde el espacio de estados es continuo y
la dimensionalidad se puede elegir libremente.
En su forma original, el problema Hop-world contiene m estados discretos ma´s un
estado terminal, S = {0, 1, 2, . . . ,m}. Todas las trayectorias comienzan en el estado
0 y terminan en el estado absorbente o terminal m. En la Figura 5.6 se muestra un
diagrama del problema. Se puede observar que en cada estado no-terminal se pueden
realizar dos acciones, A = {a0, a1}. Ambas acciones acercan el estado actual hacia
el final de la trayectoria, pero difieren en la cantidad avanzada. La transicio´n entre
cualquier par de estados genera una recompensa igual a −1, excepto la transicio´n
entre el estado m− 1 y m, cuya recompensa es −2/3. La pol´ıtica del agente es fija y
consiste en seleccionar ambas acciones con la misma probabilidad.
0 1 2




Representacio´n esquema´tica del problema Hop-world original. Todas las trayectorias comien-
zan en el estado 0 y acaban en el estado terminal m. En cada estado no terminal es posible
realizar dos acciones. La pol´ıtica es fija y escoge cada accio´n con probabilidad 0.5.
Se han propuesto dos modificaciones sobre el problema Hop-world original con
el fin de hacerlo ma´s general. Primero, se ha generalizado a un espacio de estados
d-dimensional. Dado que el nu´mero de estados discretos por cada dimensio´n es m, un
espacio de d dimensiones contendra´ |S| = md estados, donde |·| denota la cardinalidad.
Por lo tanto, el nu´mero de estados aumenta exponencialmente con la dimensionalidad.
En la Figura 5.7a se muestra el MPD resultante cuando d = 2. En este caso, cada
estado esta´ definido por dos variables discretas que se corresponden con los ejes x e y
en el plano. El espacio de acciones tambie´n aumenta con el nu´mero de dimensiones: dos
nuevas acciones posibles se an˜aden al conjunto con cada nueva dimensio´n, |A| = 2d.
De forma similar al caso original, el estado inicial se situ´a en uno de los extremos
del espacio de estados y el estado terminal en el extremo opuesto. La funcio´n de
recompensa sigue siendo constante e igual a −1 para todas las transiciones excepto
aquellas que alcanzan directamente el estado terminal. La pol´ıtica de seleccio´n de
acciones tambie´n se ha mantenido igual que en el problema original: se escogen todas
las acciones aleatoriamente con la misma probabilidad.
Adema´s de generalizar el espacio de estados a d dimensiones, el problema discreto
se modifico´ para transformarlo en continuo. En la versio´n continua, cada variable de
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(a) Representacio´n esquema´tica del problema Hop-world modificado con un espacio de esta-
dos discreto y d-dimensional (en la figura d = 2). (b) Ejemplo de una trayectoria t´ıpica del
problema Hop-world generalizado, cuyo espacio de estados es continuo y d-dimensional (en
la figura d = 2 y step = 0.083).
estado puede tomar valores dentro del rango [0, 1], por lo que el espacio de estados
deja de ser discreto. Por cada dimensio´n sigue habiendo dos acciones posibles que
llevan el estado actual hacia el estado terminal. En este caso, en lugar de avanzar
hasta el estado siguiente o dos estados siguientes, cada accio´n avanza en una cantidad
step o 2 · step, siendo step un para´metro definido por el usuario. Adicionalmente,
cada accio´n seleccionada fue perturbada con un ruido gaussiano i.i.d. de amplitud
igual a 0.2 ·step con el objetivo de an˜adir estocasticidad al sistema. Como en los casos
anteriores, el estado inicial y el terminal se situ´an en extremos opuestos del espacio
de estados. Por ejemplo, si d = 2, el estado inicial estar´ıa definido por s0 = [0, 0] y
el estado final por send = [1, 1]. En la Figura 5.7b se muestra una trajectoria t´ıpica
correspondiente a este caso.
Durante los experimentos, la dimensionalidad del problema Hop-world generaliza-
do se vario´ desde 1 hasta 6. El para´metro step fue adaptado de acuerdo a la dimen-
sionalidad para asegurar que las trayectorias finalizaran tras un nu´mero razonable
de acciones. En caso contrario, el tiempo necesario para completar una trayectoria
aumentar´ıa de forma exponencial respecto al nu´mero de dimensiones. La Tabla 5.1
muestra el para´metro step seleccionado para cada configuracio´n. La cantidad de obser-
vaciones (estados y recompensas) empleadas para estimar la funcio´n valor se controla
mediante el nu´mero de trayectorias. Con el objetivo de obtener aproximaciones con
una exactitud similar en todos los casos, el nu´mero de trayectorias tambie´n se incre-
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mento´ conforme d aumenta. El nu´mero de trayectorias correspondiente a las diferentes
configuraciones del problema se muestra en la Tabla 5.1.
Tabla 5.1
Para´metros de las diferentes configuraciones del problema Hop-world usadas en los expe-
rimentos, incluyendo el nu´mero de trayectorias que emplearon los me´todos LSTD (ambos,
LSTD-ELM y LSTD-RBF) y Monte-Carlo. La columna “nu´mero de estados de test” indica
el nu´mero de puntos discretos utilizados para calcular el MAE.
Configuracio´n Hop-world Nu´mero de trayectorias Nu´mero de esta-
dos de test
Dimensionalidad Step LSTD Monte-Carlo
1 0.033 2000 4.8 · 105 30
2 0.125 3000 1.024 · 106 82
3 0.143 4000 5.488 · 106 73
4 0.167 5000 2.0736 · 107 64
5 0.25 6000 5 · 107 55
6 0.333 7000 6.5104 · 107 46
5.6.2. Pe´ndulo invertido
El problema del pe´ndulo invertido se ha utilizado ampliamente para evaluar al-
goritmos tanto en el a´mbito del control automa´tico (Wang et al., 1996; Ruan et al.,
2007; Rong et al., 2011) como del aprendizaje por refuerzo (Gullapalli, 1995; La-
goudakis y Parr, 2003; Mart´ın H. et al., 2011). En general, el objetivo del problema
consiste en mantener en equilibrio una vara so´lida colocada sobre un carro mo´vil.
La Figura 5.8 muestra una representacio´n esquema´tica del problema. El carrito se
puede mover libremente en una pista unidimensional mientras que la vara se puede
mover u´nicamente en el plano ve´rtical del carro y la pista. Existen diversas versiones
del problema en funcio´n de la longitud de la pista, el nu´mero de variables de estado,
la posicio´n inicial del pe´ndulo, etc. La versio´n utilizada aqu´ı coincide con la descrita
por Lagoudakis y Parr (2003). Se asume que tanto los para´metros del sistema como la
ecuacio´n que gobierna su movimiento son desconocidos para el agente y que la u´nica
informacio´n que conoce del entorno es aquella contenida en las transiciones muestrea-
das. El espacio de acciones es discreto, siendo posible aplicar tres acciones sobre el
carro: una fuerza hacia la izquierda (−50 N), hacia la derecha (+50 N) o nula (0 N).
A cada una de las acciones se le an˜ade ruido uniformemente distribuido en el rango
[−10, 10] N.
La dina´mica del pe´ndulo invertido es gobernada por la siguiente ecuacio´n no lineal:
θ¨ =
g · sin(θ)− α ·m · l · (θ˙)2 · sin(2θ)/2− α · cos(θ) · a
4 · l/3− α ·m · l · cos2(θ) (5.16)
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Representacio´n esquema´tica del pe´ndulo invertido.
donde g es la constante de gravedad (g = 9.8 m/s2), m es la masa del pe´ndulo (m = 2
Kg), M es la masa del carro (M = 8 Kg), l es la longitud del pe´ndulo (l = 0.5 m), a
es la accio´n de control y α = 1/(m+M). El espacio de estados del problema consiste
en el a´ngulo vertical del pe´ndulo θ y su velocidad angular θ˙, la cual esta´ limitada al
rango [−5, 5] rad/s. Cuando se alcanza un a´ngulo superior (en valor absoluto) que
π/2 se considera que el pe´ndulo ha perdido el equilibrio y el episodio finaliza.
Los episodios comienzan con un estado seleccionado aleatoriamente entre el con-
junto definido por los rangos θ = [−π/2, π/2] y θ˙ = [−5, 5]. El agente recibe una
recompensa igual a 1 siempre que el pe´ndulo este´ en equilibrio, es decir, |θ| < π/2.
En otro caso, la recompensa recibida es 0. Aunque habitualmente la finalidad es cal-
cular una pol´ıtica capaz de balancear el pe´ndulo, en este caso se pretende u´nicamente
estimar la funcio´n valor de una pol´ıtica fijada previamente. Para ello, simplemente se
utilizo´ una pol´ıtica que selecciona aleatoriamente entre las tres acciones posibles. El
sistema fue simulado mediante la funcio´n ode45 de Matlab con un paso de simulacio´n
de 0.1 s.
5.6.3. LSTD basado en funciones de base radial gaussiana
El uso de redes RBF de base fija como aproximador de funciones es muy comu´n
en el campo del RL (Sutton y Barto, 1998; Busoniu et al., 2010a). Normalmente
las funciones base suelen ser de tipo gaussiana, las cuales esta´n definidas por dos
para´metros: el centro y el ancho (o desviacio´n esta´ndar) (ver Seccio´n 3.2.3). Cuando
este tipo de aproximador se utiliza en problemas de aprendizaje supervisado, tanto
el centro como la desviacio´n esta´ndar de las funciones se puede seleccionar teniendo
en cuenta la distribucio´n de los datos de entrada (Haykin, 2008). De esta forma es
posible concentrar los recursos del aproximador en las zonas ma´s cr´ıticas. Desafortu-
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nadamente, en los problemas de prediccio´n de la funcio´n valor los datos de entrada no
se conocen de antemano. La solucio´n comu´nmente adoptada consiste en distribuir los
centros uniformemente a lo largo del espacio de estados. La tarea de distribuir de for-
ma equidistante un nu´mero arbitrario de p puntos en un espacio d-dimensional es un
problema no trivial que debe resolverse de forma aproximada. Para ello se empleo´ el
algoritmo de agrupamiento k-medias. El nu´mero de agrupamientos se fijo´ igual a p, y
como datos de entrada se genero´ una malla de qd puntos distribuidos en el espacio de
estados. No´tese que cuando el nu´mero de puntos es una ra´ız d-e´sima exacta, resulta
sencillo distribuirlos uniformemente en el espacio d-dimensional. Si q se selecciona tal
que qd > p, los prototipos de los agrupamientos resultantes de aplicar el algoritmo
k-medias estara´n aproximadamente equiespaciados en todo el espacio de estados.
Respecto al segundo para´metro de las gaussianas, el procedimiento habitual con-
siste en usar alguna regla heur´ıstica para fijar la misma desviacio´n esta´ndar en todas






donde M es el nu´mero de centros y dma´x es la distancia ma´xima entre cualquier par
de centros. Esta fo´rmula asegura que las gaussianas no son ni demasiado estrechas ni
demasiado anchas. Si son demasiado estrechas hara´ falta un nu´mero muy elevado de
funciones para cubrir todo el espacio, mientras que si son demasiado anchas el apro-
ximador dejara´ de ser de cara´cter local, por lo tanto se debe llegar a un compromiso
para evitar ambos extremos. Se ha demostrado que la Ecuacio´n (5.17) proporciona
una solucio´n cercana a la o´ptima cuando los datos esta´n uniformemente distribuidos
en el espacio de entrada (Benoudjit et al., 2002; Benoudjit y Verleysen, 2003). Otra
heur´ıstica definida con el mismo propo´sito es la proporcionada por Alpaydin (2004).
Consiste en, despue´s de seleccionar los centros, encontrar la ma´xima distancia en-
tre ellos y fijar σ igual a la mitad de esta distancia, o un tercio si se desea ser ma´s
conservador. En los experimentos realizados en este cap´ıtulo se testearon RBFs con
estas tres desviaciones esta´ndar, denotadas como σset = {σHay, σAlp1,σAlp2}. Adema´s,
tambie´n se probaron varios mu´ltiplos de estas tres heur´ısticas, concretamente 0.5·σset,
2·σset y 4·σset, lo que hace un total de 12 valores.
5.6.4. Simulacio´n de Monte-Carlo
El error obtenido por LSTD-ELM y LSTD-RBF en la aproximacio´n de la funcio´n
valor se ha medido utilizando el ı´ndice MAE. Para calcular el MAE es necesario dis-
poner de la “verdadera” funcio´n valor, la cual se ha estimado mediante simulacio´n
de Monte-Carlo. Dada una pol´ıtica π, el valor de un estado s, V π(s), se ha definido
previamente como el valor esperado del retorno obtenido cuando el proceso comien-
za en dicho estado y el agente actu´a siguiendo π (ver Seccio´n 2.5). A partir de esta
definicio´n resulta evidente que V π(s) se puede calcular almacenando los retornos de
diversas realizaciones del proceso y, posteriormente, calculando el promedio de ellos.
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Este me´todo de hallar la funcio´n valor se puede considerar un ejemplo de los cono-
cidos como me´todos de Monte-Carlo (Sutton y Barto, 1998). Desafortunadamente,
los retornos son de cara´cter estoca´stico y su varianza puede ser elevada, lo que en la
pra´ctica significa que es necesario promediar un elevado nu´mero de retornos para ob-
tener estimaciones fiables. Por otra parte, si la estimacio´n de V π(s) se realiza mientras
se interactu´a con el sistema, quiza´s no sea posible forzar un estado inicial arbitrario,
en cuyo caso, no es viable aplicar una te´cnica basada en Monte-Carlo (Szepesva´ri,
2010). Debido a estos motivos el uso pra´ctico de los me´todos de Monte-Carlo es esca-
so. Sin embargo, para los experimentos realizados en este cap´ıtulo proporcionan una
forma sencilla de calcular la funcio´n valor en un subconjunto discreto de estados.
El nu´mero exacto de retornos que se requiere para obtener la estimacio´n depende
del problema espec´ıfico que se este´ tratando y se puede determinar emp´ıricamente. Por
ejemplo, en la Figura 5.9 se ha representado la estimacio´n de V π(s) conforme aumenta
el nu´mero de trayectorias (cada trayectoria genera un retorno). La figura corresponde
al problema Hop-world generalizado con d = 1 y los estados s = {0.13, 0.48, 0.83}.
Adema´s del valor estimado, en las gra´ficas se muestra el intervalo de confianza al 95%.
Despue´s de 16000 trayectorias, las estimaciones permanecen pra´cticamente estables y
pueden considerarse suficientemente exactas.
Este mismo procedimiento se llevo´ a cabo con el resto de problemas para fijar
el nu´mero de trayectorias. Tambie´n fue necesario definir el conjunto de estados dis-
cretos de test donde se estimo´ la “verdadera” funcio´n valor. El nu´mero de estados
en dicho conjunto tiene que ser suficientemente grande como para ser representati-
vo de la funcio´n valor completa y, al mismo tiempo, suficientemente pequen˜o como
para ser computacionalmente manejable. Los estados se escogieron para que estuvie-
ran uniformemente distribuidos en el espacio de estados. Ambos para´metros, nu´mero
de trajectorias y nu´mero de estados de test, se muestran en la Tabla 5.1 para las
seis configuraciones del problema Hop-world. En el pe´ndulo invertido, se emplearon
2.56 · 106 trayectorias para calcular la funcio´n valor mediante simulacio´n de Monte
Carlo en un total de 64 estados (8 por dimensio´n) distribuidos en el espacio definido
por θ = [−π/2, π/2] y θ˙ = [−5, 5].
5.7. Resultados
5.7.1. LSTD basado en ELM
En la primera parte de los resultados se ha comparado el algoritmo propuesto,
LSTD-ELM, con el algoritmo esta´ndar, LSTD-RBF. Se emplearon seis configuracio-
nes del problema Hop-world generalizado donde se vario´, entre otros para´metros, la
dimensionalidad del espacio de estados. El objetivo fue estudiar la capacidad de ambos
me´todos para aproximar funciones valor cuando el nu´mero de dimensiones aumenta.
En cada configuracio´n se hizo un barrido del nu´mero de caracter´ısticas (funciones
base en LSTD-RBF y nodos de la capa oculta en LSTD-ELM) para determinar la
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Estimaciones de la funcio´n valor usando simulacio´n de Monte-Carlo para tres estados del
problema Hop-world generalizado con d = 1. La figura muestra como evolucionan el valor
medio y los intervalos de confianza (95%) conforme aumenta el nu´mero de trayectorias usado
en la estimacio´n.
robustez de ambos algoritmos frente a este para´metro. El mismo procedimiento se
llevo´ a cabo con el problema del pe´ndulo invertido.
La Figura 5.10 muestra un resumen de los resultados obtenidos para el problema
Hop-world, donde cada una de las subfiguras corresponde a una configuracio´n diferen-
te. Los resultados obtenidos en el pe´ndulo invertido se muestran en la Figura 5.11. El
eje vertical hace referencia al ı´ndice MAE y el horizontal al nu´mero de caracter´ısticas.
Cuando se aplica el algoritmo LSTD-ELM, los resultados obtenidos pueden variar
al repetir el experimento debido al proceso aleatorio usado para fijar los para´metros
de la capa oculta. Las Figuras 5.10 y 5.11 muestran el caso ma´s desfavorable (MAE
ma´ximo) tras realizar cada experimento 50 veces de forma independiente. Respecto al
algoritmo LSTD-RBF, se probaron 12 valores de σ (desviacio´n esta´ndar de la funcio´n
gaussiana) y en las figuras u´nicamente se muestran los tres valores que proporciona-
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Comparacio´n del ı´ndice MAE frente al nu´mero de caracter´ısticas obtenido por los algoritmos
LSTD-RBF y LSTD-ELM en el problema Hop-world generalizado. Cada una de las subfi-
guras se corresponde con una configuracio´n de Hop-world, donde la dimensionalidad var´ıa
desde 1 hasta 6.
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Comparacio´n del ı´ndice MAE frente al nu´mero de caracter´ısticas obtenido por los algoritmos
LSTD-RBF y LSTD-ELM en el problema del pe´ndulo invertido.
ron mejores resultados. En general, el valor de σ o´ptimo fue mayor de lo esperado,
concretamente el doble de lo indicado por las heur´ısticas. El motivo de este compor-
tamiento posiblemente este´ relacionado con el hecho de que las funciones valor de los
experimentos, a pesar de ser no lineales, var´ıan de forma suave. Sin embargo, cuan-
do la funcio´n que se quiere aproximar contiene cambios abruptos es preferible usar
valores de σ ma´s pequen˜os.
En las Figuras 5.10 y 5.11 las l´ıneas azules corresponden al algoritmo LSTD-RBF
con los tres valores de σ o´ptimos. En general, se observa que existe una dependencia
entre el nu´mero de caracter´ısticas y el MAE obtenido: conforme aumenta la com-
plejidad de las redes RBF se reduce el error. Esta reduccio´n es ma´s pronunciada al
principio de las curvas de error y tiende a suavizarse para un nu´mero elevado de ca-
racter´ısticas. Al comparar los resultados de los algoritmos LSTD-RBF y LSTD-ELM
(en rojo), se puede observar que en algunos casos (Hop-world con 1, 2 y 3 dimensio-
nes) la exactitud de las redes RBF es igual o incluso ligeramente superior a la de las
redes ELM. La evolucio´n del MAE correspondiente al algoritmo LSTD-ELM sugiere
que este algoritmo es capaz de representar las funciones valor de forma ma´s com-
pacta, es decir, empleando menos caracter´ısticas. Se observa que el MAE para este
caso permanece pra´cticamente estable, obteniendo un error mı´nimo incluso con pocas
caracter´ısticas. Por ejemplo, en el problema Hop-world con d = 5, LSTD-ELM con
100 caracter´ısticas obtuvo un error menor que LSTD-RBF con 1000. En el problema
del pe´ndulo invertido las diferencias entre los diferentes me´todos son ma´s pequen˜as
(no´tese que la escala va desde 0.1 hasta 0.45), pero au´n as´ı, la mejora de LSTD-ELM
es evidente.
Los experimentos confirman las ventajas de los aproximadores globales frente a los
locales. Como se esperaba, el uso de redes SLFN mejora las propiedades de escalabili-
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dad de LSTD. En determinados casos, el algoritmo LSTD-RBF con un elevado nu´mero
de caracter´ısticas puede alcanzar una exactitud mayor que el algoritmo LSTD-ELM.
Sin embargo, incluso en esos casos, no existe una ventaja clara de LSTD-RBF: la
mejora es pequen˜a y el algoritmo requiere al ajuste de dos para´metros ma´s (centros
y desviaciones esta´ndar de las gaussianas) que LSTD-ELM.
5.7.2. LSTD basado en comite´s ELM
En este segundo apartado de la seccio´n de resultados se analizan emp´ıricamente
los beneficios de aproximar la funcio´n valor mediante un comite´ de redes ELM. Para
ello se compararon los resultados obtenidos por LSTD-ELM y LSTD-cELM siguiendo
un procedimiento similar al del apartado anterior. Los experimentos se llevaron a cabo
en las seis configuraciones de Hop-world y en el problema del pe´ndulo invertido. En
cada uno de los problemas se calculo´ el ı´ndice MAE obtenido por ambos algoritmos
frente al nu´mero de caracter´ısticas.
Los resultados obtenidos se muestran en las Figuras 5.12 y 5.13. A diferencia del
caso anterior, el MAE correspondiente al algoritmo LSTD-ELM (en rojo) es el caso
ma´s favorable (MAE mı´nimo) obtenido entre las 50 repeticiones de cada experimento.
LSTD-cELM tambie´n se aplico´ 50 veces en cada problema y el MAE (en azul) se
calculo´ como el valor medio de las 50 repeticiones. Por tanto, se esta´ comparando el
valor esperado obtenido por un comite´ con el mejor valor posible obtenido por una red
ELM. El nu´mero de miembros del comite´ se fijo´ igual a 10 para todos los casos. Este
valor, que se obtuvo emp´ıricamente, proporciona un compromiso entre la exactitud
de la aproximacio´n y la carga computacional del me´todo: al emplear ma´s miembros
au´n es posible reducir el MAE pero, a partir de 10, la mejora es pequen˜a para el
incremento computacional que supone.
Como se puede observar, el error obtenido por ambos me´todos decrece ra´pidamente
al principio, cuando el nu´mero de caracter´ısticas es au´n pequen˜o, hasta alcanzar un
valor en el que se mantiene aproximadamente estable. Durante la primera etapa,
en algunos casos, el uso del comite´ produce peores resultados que la red ELM. En
cambio, cuando se utilizan suficientes caracter´ısticas, LSTD-cELM mejora la calidad
de la aproximacio´n de forma estable y consistente. Aunque la mejora es obvia en
todos los casos, la reduccio´n de MAE obtenida puede variar de unos problemas a
otros. Por ejemplo, al calcular el porcentaje de mejora2 en Hop-world con 1 y 2
dimensiones, se obtuvo un 17.74% y 21.50%, respectivamente. Mientras que para Hop-
word con 4 dimensiones fue de 6.55% y en el pe´ndulo invertido de 7.14%. As´ı pues,
los resultados sugieren que combinar las salidas de varias redes ELM puede dar lugar
a un aproximador que mejora la capacidad de cada una de las redes individualmente.
2Para calcular el porcentaje de mejora de MAE en cada problema se utilizaron u´nicamente los
valores del ı´ndice MAE donde LSTD-cELM supone una reduccio´n respecto a LSTD-ELM. Por ejem-




































































Comparacio´n del ı´ndice MAE frente al nu´mero de caracter´ısticas obtenido por los algoritmos
LSTD-ELM y LSTD-cELM en el problema Hop-world generalizado. Cada una de las sub-
figuras se corresponde con una configuracio´n de Hop-world, donde la dimensionalidad var´ıa
desde 1 hasta 6.
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Comparacio´n del ı´ndice MAE frente al nu´mero de caracter´ısticas obtenido por los algoritmos
LSTD-ELM y LSTD-cELM en el problema del pe´ndulo invertido.
El principal inconveniente de los comite´s es que implican un incremento de la carga
computacional: el nu´mero de operaciones necesarios para calcular un modelo de este
tipo aumenta linealmente con el nu´mero de miembros. La complejidad computacional
del algoritmo LSTD-ELM es O(Ln2 + n3), siendo L el nu´mero de observaciones y
n el nu´mero de caracter´ısticas; mientras que para el algoritmo LSTD-cELM con c
comite´s la complejidad se multiplica por c. A pesar de este incremento, las redes ELM
resultan especialmente adecuadas para combinarlas mediante comite´s, ya que destacan
por su baja carga computacional comparado con otros tipos de redes neuronales.
Adicionalmente, aparece un nuevo para´metro que es necesario ajustar: el nu´mero de
miembros. Por tanto, conviene analizar cada problema concreto para determinar si la
mejora aportada por el uso de comite´s merece la pena o no.
5.8. Conclusiones
En este cap´ıtulo se ha propuesto el algoritmo LSTD-ELM para resolver problemas
de prediccio´n de la funcio´n valor. LSTD-ELM se basa en la teor´ıa de las ma´quinas de
aprendizaje extremo para integrar el algoritmo LSTD con redes neuronales de tipo
SLFN. Las principales ventajas del algoritmo propuesto son:
• Permite aproximar las funciones valor empleando redes neuronales, un me´todo
de aproximacio´n caracterizado por ser de naturaleza global y, por tanto, adecua-
do para trabajar en espacios de dimensionalidad elevada. Las aproximaciones
obtenidas por LSTD-ELM son ma´s compactas que las que proporcionan los
algoritmos LSTD esta´ndar basados en aproximadores locales. Una ventaja adi-
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cional es que cuanto ma´s compacto es el aproximador, tiene menos para´metros
y se requiere una cantidad de datos menor para ajustarlos.
• Elimina los problemas de convergencia asociados al efecto conocido como “in-
terferencia”. Otros algoritmos de RL basados en redes neuronales se pueden
volver fa´cilmente inestables debido, en parte, al aprendizaje online. En el algo-
ritmo LSTD-ELM se procesan todos los datos al mismo tiempo, por lo que el
algoritmo resulta ma´s estable.
El algoritmo propuesto ha sido evaluado emp´ıricamente en dos dominios: una
versio´n generalizada del problema Hop-world y en un pe´ndulo invertido. El dominio
Hop-world generalizado es un problema ilustrativo que se ha desarrollado para evaluar
el funcionamiento de LSTD-ELM en problemas de diferentes dimensionalidades, ya
que permite seleccionar el nu´mero de variables de estado de forma arbitraria. Por otra
parte, el pe´ndulo invertido es un problema de test ampliamente utilizado en el campo
del RL. Como me´todo de referencia se ha empleado el algoritmo esta´ndar LSTD-RBF.
Los resultados obtenidos sugieren que el algoritmo LSTD-ELM es capaz de obtener
aproximaciones de una calidad similar, o superior, con un nu´mero de caracter´ısticas
menor.
Tambie´n se ha propuesto una variacio´n de LSTD-ELM basada en el uso de varias
redes ELM combinadas mediante un comite´. El algoritmo resultante, denotado como
LSTD-cELM, se ha evaluado en los dominios Hop-word y el pe´ndulo invertido. Los
experimentos indican que el hecho de emplear un comite´ mejora la exactitud de las
aproximaciones. Como contrapartida, LSTD-cELM supone un incremento de la carga
computacional y an˜ade un nuevo para´metro que debe ser ajustado por el usuario.
En general, los resultados han demostrado el potencial de las redes ELM en el
aprendizaje LSTD y abren el camino a investigar su uso en el problema general de RL,
donde el objetivo es encontrar pol´ıticas o´ptimas en lugar de predecir la funcio´n valor
de una pol´ıtica fija. Una posible v´ıa para adaptar el algoritmo LSTD-ELM a dicho
caso consiste en modificarlo para aproximar funciones Q y, posteriormente, integrarlo
en una arquitectura de iteracio´n de pol´ıticas. Otra l´ınea de investigacio´n futura es la
introduccio´n de un te´rmino de regularizacio´n. Cuando el nu´mero de caracter´ısticas
es suficientemente grande comparado con el nu´mero de trayectorias observadas, los
me´todos LSTD tienden a sobreajustarse. La regularizacio´n es una te´cnica comu´nmente
usada en regresio´n lineal para evitar el sobreajuste. Sin embargo, incluir un te´rmino de
regularizacio´n en LSTD resulta ma´s complicado que en el caso de la regresio´n lineal.
Au´n as´ı existen algunos algoritmos LSTD regularizados que podr´ıan ser usados junto
con redes ELM (Kolter y Ng, 2009; Hoffman et al., 2011).

Cap´ıtulo 6
Optimizacio´n del tratamiento de




La anemia es una enfermedad que se caracteriza por una concentracio´n baja de
hemoglobina (Hb) en sangre. Puede deberse a diversas causas, entra ellas, la enferme-
dad renal cro´nica (ERC). La ERC consiste en la pe´rdida progresiva e irreversible de
las funciones renales. La evolucio´n de la enfermedad se divide en 5 fases que dependen
de la capacidad de ultrafiltracio´n de los rin˜ones, siendo conocida la u´ltima fase como
enfermedad renal terminal (ERT) (Daugirdas, 2011). Se calcula que la ERC afecta
a ma´s de 25 millones de personas solo en Estados Unidos, aproximadamente el 13%
de la poblacio´n adulta. La Figura 6.1 muestra la evolucio´n del nu´mero de pacientes
afectados por la fase terminal de ERC durante las u´ltimas de´cadas. Adema´s, tambie´n
muestra los pacientes segmentados de acuerdo al tipo de tratamiento que han reci-
bido (USRDS, 2010). Como se puede observar, el impacto de la enfermedad, tanto a
nivel social como econo´mico, no ha dejado de crecer durante los u´ltimos an˜os y las
previsiones indican una tendencia similar en el futuro. En el an˜o 2006, el tratamiento
de la ERT supuso al Medicare1 un gasto superior a 23000 millones de do´lares, cifra
que ha seguido aumentado en los an˜os posteriores (USRDS, 2010).
1Medicare es el sistema de seguridad social estadounidense creado por el gobierno para garantizar
la atencio´n sanitaria a personas mayores de 65 an˜os. Tambie´n proporciona cobertura a personas ma´s
jo´venes con discapacidad o problemas graves de salud como ca´ncer y ERC.
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HD: Hemodia´lisis; PD: dia´lisis peritoneal; TX: trasplante. Prevalencia de la ERT por moda-
lidad de tratamiento en Estados Unidos desde 1978 hasta 2011.
Una vez alcanzada la fase terminal, los rin˜ones han perdido pra´cticamente toda
la capacidad de eliminar desechos y el paciente requiere terapia de sustitucio´n renal
(hemodia´lisis, dia´lisis peritoneal o trasplante renal). Entre otras funciones, los rin˜ones
se encargan de regular la produccio´n de glo´bulos rojos (o eritrocitos), un tipo de ce´lulas
sangu´ıneas ricas en Hb. Debido a ello, la anemia afecta, aproximadamente, a un 90%
de pacientes que requieren dia´lisis (O’Mara, 2008).
El tratamiento esta´ndar de la anemia renal consiste en la administracio´n de agentes
estimulantes de la eritropoyesis (AEEs). Este tipo de medicamentos esta´n asociados
con diversos efectos secundarios, adema´s de suponer un importante coste para el sis-
tema sanitario (cerca del 10% del coste total de la ERT). Aunque hace ya casi 30 an˜os
que aparecio´ el primer AEE, a d´ıa de hoy todav´ıa no se conocen con exactitud los me-
canismos de interaccio´n entre el cuerpo humano y los AEEs. Se sabe que los pacientes
responden al tratamiento con AEEs de forma muy heteroge´nea, es decir, la misma
dosis de medicamento en diferentes pacientes, o incluso en el mismo paciente pero en
diferentes instantes temporales, puede producir efectos dispares. Esta caracter´ıstica
se conoce en el a´mbito farmacolo´gico como variabilidad inter- e intraindividual. La
respuesta individual de cada paciente puede variar en funcio´n de numerosos factores,
incluyendo sus caracter´ısticas f´ısicas (peso, altura, ı´ndice de masa corporal, edad, ra-
za, sexo, etc.), gravedad de la enfermedad, comorbilidades, medicaciones concurrentes,
etc. (Koch et al., 1974; Ifudu et al., 1996).
La relacio´n entre la condicio´n del paciente y la respuesta al tratamiento con AEEs
es compleja; en la pra´ctica resulta dif´ıcil calcular la dosis adecuada para cada paciente.
Existen varias iniciativas internacionales que, con el objetivo de facilitar la tarea de
los nefro´logos, publican perio´dicamente gu´ıas de pra´ctica cl´ınica para el tratamiento
de la ERT como, por ejemplo, la KDOQI Clinical Practice Guidelines and Clinical
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Practice Recommendations for Anemia in Chronic Kidney Disease (KDOQI, 2006) o
la Revised european best practice guidelines for the management of anaemia in patients
with chronic renal failure (Locatelli et al., 2004). La gu´ıas cl´ınicas son documentos
basados en el ana´lisis sistema´tico de las u´ltimas investigaciones y que sintetizan los
resultados ma´s importantes con el fin de acercarlos a la pra´ctica cl´ınica. A pesar de
estos esfuerzos, la administracio´n de AEEs continu´a siendo un proceso complejo que
requiere continuos ajustes de dosis.
Los resultados de varios estudios sugieren la existencia de un feno´meno conocido
como Hb cycling que se observa en un elevado porcentaje de los pacientes tratados con
AEEs (Macdougall et al., 2005; Collins et al., 2005). Hb cycling se ha definido como
el movimiento repetitivo y c´ıclico del nivel de Hb durante el tratamiento con AEEs.
La causas exactas de este feno´meno todav´ıa no se conocen con exactitud, pero se han
sugerido algunos factores como posibles causas. Fishbane y Berns (2007) destacaron
dos aspectos del tratamiento de la anemia como motivos principales del Hb cycling.
Por una parte, muchas cl´ınicas de dia´lisis ajustan las dosis de AEEs de acuerdo a
protocolos que implementan las indicaciones proporcionadas en las gu´ıas cl´ınicas. Sin
embargo dichos protocolos suelen ser demasiado r´ıgidos y no tienen en cuenta la alta
variabilidad en la respuesta de los pacientes al tratamiento. Por otra parte, la gu´ıas
suelen recomendar rangos objetivo de Hb excesivamente estrechos, lo cual hace que sea
necesario cambiar la dosis frecuentemente. El efecto que produce un cambio de dosis
de AEE en el nivel de Hb no alcanza un estado estacionario hasta aproximadamente
70-120 d´ıas, tiempo correspondiente al ciclo de vida de los eritrocitos. Cuando la dosis
de AEE se cambia numerosas veces en poco tiempo, resulta dif´ıcil tener en cuenta
los efectos a largo plazo de cada dosis, por lo que a menudo son ignorados (Kalicki y
Uehlinger, 2008; Daugirdas, 2011).
La incorporacio´n de las tecnolog´ıas de la informacio´n y la comunicacio´n en los
centros sanitarios ha dado lugar a grandes bases de datos que contienen informacio´n
detallada sobre los pacientes, incluyendo los tratamientos que reciben y su evolucio´n
cl´ınica. Dicha informacio´n puede resultar u´til para evitar errores cl´ınicos, mejorar
tratamientos y reducir efectos secundarios y costes (Patel et al., 2009). El objetivo de
este cap´ıtulo es estudiar la viabilidad de utilizar las te´cnicas de RL para optimizar el
tratamiento de la anemia renal con AEEs. Hay dos caracter´ısticas que hacen al RL
especialmente atractivo para afrontar este problema respecto a otros enfoques:
1. Los me´todos de RL son capaces de encontrar pol´ıticas o´ptimas para la admi-
nistracio´n de AEEs a partir u´nicamente de la experiencia (datos) adquirida
previamente, sin la necesidad de ningu´n modelo matema´tico del proceso.
2. En lugar de centrarse en un objetivo a corto plazo, el RL incorpora un horizonte
temporal en el proceso de optimizacio´n, lo cual le permite tener en cuenta los
efectos del tratamiento a largo plazo.
El RL puede considerarse como un me´todo basado en datos para resolver proble-
mas secuenciales de toma de decisio´n formulados mediante MDPs. Calcular las dosis
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o´ptimas de un fa´rmaco para tratar una enfermedad cro´nica (o de larga duracio´n) es
precisamente un problema de toma de decisiones donde el objetivo es encontrar la me-
jor secuencia de dosis. El marco teo´rico de los MDPs resulta adecuado para formular
este tipo de problemas debido a que captura la naturaleza estoca´stica del proceso y la
incertidumbre asociada al efecto que produce cada dosis (Hauskrecht y Fraser, 2000;
Alagoz et al., 2010; Bennett y Hauser, 2013). El procedimiento cla´sico para resolver
MDPs consiste en aplicar las te´cnicas de programacio´n dina´mica. Sin embargo, estas
te´cnicas presentan dos importantes limitaciones: (i) solo son aplicables a problemas
con un nu´mero finito y reducido de estados, y (ii) requieren un modelo completo del
MDP, incluyendo la matriz de probabilidades de transicio´n (ver Seccio´n 2.6). El RL
proporciona soluciones para ambas limitaciones y es capaz, en principio, de propor-
cionar una pol´ıtica de administracio´n de AEEs con un alto grado de personalizacio´n
incluyendo los efectos del tratamiento a largo plazo. En concreto, se ha escogido el
algoritmo fitted Q iteration debido a su habilidad para hacer un uso de la experiencia
ma´s eficiente que otras te´cnicas (ver Seccio´n 3.5).
El resto del cap´ıtulo se ha organizado como sigue. En la Seccio´n 6.2 se analiza
la bibliograf´ıa relacionada, destacando las diferencias entre los trabajos previos y
la aproximacio´n planteada en este cap´ıtulo. La Seccio´n 6.3 proporciona informacio´n
ma´s detallada sobre la anemia renal, como afecta al nivel de Hb y su tratamiento.
Los experimentos realizados para evaluar la metodolog´ıa propuesta esta´n basados en
un modelo computacional que se describe en la Seccio´n 6.4. La Seccio´n 6.5 muestra la
formulacio´n del problema mediante procesos de decisio´n de Markov. Posteriormente se
presentan los experimentos llevados a cabo para demostrar la validez del me´todo en la
Seccio´n 6.6. Los resultados obtenidos y su discusio´n se han incluido en la Seccio´n 6.7.
Finalmente, la Seccio´n 6.8 concluye el cap´ıtulo e introduce algunas posibles l´ıneas de
investigacio´n futura.
6.2. Antecedentes
La idea de usar un me´todo basado en datos para optimizar la administracio´n de
AEEs no es nueva. Durante la u´ltima de´cada varios autores han propuesto me´todos
basados en redes neuronales artificiales para individualizar las dosis de AEE (Jacobs
et al., 2001; Mart´ın-Guerrero et al., 2003b; Gabutti et al., 2006). En general, los
me´todos propuestos se basan en utilizar el nivel de Hb actual e histo´rico, las dosis de
AEE y otras variables que describen la situacio´n cl´ınica del paciente para predecir el
nivel de Hb futuro. El objetivo de desarrollar un predictor de Hb es poder selecionar la
dosis de AEE ma´s adecuada para obtener el nivel de Hb deseado. Este planteamiento
es correcto u´nicamente cuando el objetivo es optimizar el nivel de Hb a corto plazo.
Por el contrario, el tratamiento con AEE busca la estabilizacio´n de la Hb a largo plazo.
Tambie´n se han planteado me´todos similares basados en otras te´cnicas de aprendizaje
automa´tico, como lo´gica borrosa (Gaweda et al., 2008b, 2003), ma´quinas de vectores
soporte (Mart´ın-Guerrero et al., 2003a) o redes bayesianas (Bellazzi, 1993).
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El control predictivo, ma´s conocido por sus siglas en ingle´s MPC (model predic-
tive control), es un me´todo de control automa´tico que se caracteriza por incluir un
horizonte temporal en el proceso de optimizacio´n. Gaweda et al. (2008a) estudio´ la
aplicacio´n del MPC al problema del tratamiento de la anemia, concluyendo que pue-
de mejorar los tratamientos actuales. La principal limitacio´n de esta te´cnica es que
requiere un modelo preciso del sistema, lo cual resulta especialmente complejo en
problemas me´dicos, donde el sistema a modelar es la interaccio´n de fa´rmacos con el
cuerpo humano. Incluso si fuera posible disponer de dicho modelo, se ha demostrado
que los algoritmos de RL pueden producir resultados competitivos con MPC (Ernst
et al., 2009).
El RL en el contexto de la anemia renal ha sido previamente estudiado por Gaweda
et al. (2005) y Mart´ın-Guerrero et al. (2009). Ambos estudios coinciden en el poten-
cial del RL como alternativa a los protocolos de tratamiento utilizados actualmente.
El algoritmo empleado en esos dos trabajos fue Q-learning (Watkins y Dayan, 1992).
Este algoritmo destaca por ser muy eficiente computacionalmente, siendo posible apli-
carlo en tiempo real debido al bajo nu´mero de operaciones que requiere por iteracio´n,
caracter´ıstica que lo ha hecho muy popular en ciertos a´mbitos como la robo´tica. Sin
embargo el nu´mero de datos que necesita para aprender es muy elevado comparado
con otros algoritmos ma´s modernos (Wiering y van Otterlo, 2012). Fitted Q iteration
(FQI) (Ernst et al., 2005a) es un algoritmo relativamente nuevo que reduce dra´stica-
mente la cantidad de datos necesaria para obtener pol´ıticas o´ptimas. Actualmente hay
un creciente intere´s dentro del campo de la medicina en aplicar FQI para el tratamien-
to de diferentes enfermedades como, por ejemplo, el VIH/SIDA (Ernst et al., 2006),
deso´rdenes psiquia´tricos (Murphy et al., 2006), epilepsia (Guez et al., 2008; Pineau
et al., 2009), esquizofrenia (Shortreed et al., 2010; Lizotte et al., 2012) o adiccio´n al
tabaco (Chakraborty et al., 2008).
6.3. Anemia renal
La anemia renal aparece cuando los rin˜ones pierden la capacidad de producir su-
ficiente eritropoyetina para mantener una concentracio´n plasma´tica de Hb adecuada.
Se trata de una de las manifestaciones ma´s visibles de la ERC. En algunos pacientes
comienza a aparecer en la fase 3 de la enfermedad y se agrava con el deterioro pro-
gresivo de la funcio´n renal, siendo en la fase terminal (ERT) donde afecta a un mayor
porcentaje de pacientes.
El impacto fundamental de la anemia es la reduccio´n de la capacidad sangu´ınea
para transportar ox´ıgeno. La falta de ox´ıgeno en los o´rganos activa diversos mecanis-
mos compensatorios y una serie de cambios tanto a nivel fisiolo´gico como metabo´li-
co (Nowrousian, 2002). Estos cambios producen en los pacientes un nu´mero elevado
de s´ıntomas as´ı como limitaciones f´ısicas y mentales y, en general, una reduccio´n de
la calidad de vida. Las consecuencias ma´s graves de la anemia son aquellas relacio-
nadas con el sistema cardiovascular. Existe una relacio´n directa entre la anemia y
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la hipertrofria ventricular izquierda (HVI). En pacientes ane´micos el ritmo card´ıaco
aumenta para intentar paliar la falta de ox´ıgeno, un sobreesfuerzo que, a menudo,
desemboca en HVI. Otras anormalidades cardiacas asociadas con la anemia son la
fibrosis y la pe´rdida capilar (Foley et al., 2000). La presencia de estas anormalidades
suponen un incremento en la mortalidad de los pacientes adema´s de provocar otras
complicaciones (Xue et al., 2002).
6.3.1. Produccio´n de hemoglobina
La hemoglobina (Hb) es una prote´ına que forma parte de los glo´bulos rojos (o
eritrocitos) y cuya principal funcio´n es transportar ox´ıgeno y dio´xido de carbono en-
tre los o´rganos respiratorios y el resto de tejidos del cuerpo. En situaciones donde el
suministro de ox´ıgeno en los tejidos es insuficiente (hipoxia tisular), los rin˜ones reac-
cionan secretando eritropoyetina, una hormona que estimula el proceso de formacio´n
de eritrocitos, proceso conocido como eritropoyesis. La eritropoyesis se produce prin-
cipalmente en la me´dula o´sea y esta´ regulada por una serie de etapas que comienzan a
partir de una ce´lula madre hematopoye´tica pluripotente. Esta da lugar a una unidad
formadora de ce´lulas denominada CFU-GEMM que es compartida por otros tipos de
ce´lulas (glo´bulos blancos, plaquetas, etc.). El proceso continu´a a trave´s de diversas
divisiones y diferenciaciones celulares produciendo varios tipos de ce´lulas tal y como
se describe en la Figura 6.2: unidad formadora de brotes eritroides (BFU-E), unidad
formadora de ce´lulas eritroides (CFU-E), proeritroblastos, eritroblastos (baso´filos, po-
licromato´filos y ortocromato´filos), ret´ıculo inmaduro, ret´ıculo maduro y, finalmente,
eritrocitos.
La eritropoyetina comienza a aparecer en las BFU-E maduras y ma´s intensamente
en las CFU-E y los proeritroblastos. El efecto de la hormona en estas ce´lulas es
doble: evita la muerte celular programada o apoptosis, permitiendo que las ce´lulas
completen su maduracio´n hasta convertirse en eritrocitos y, adema´s, incrementa la
poblacio´n debido a que estimula la proliferacio´n de las mismas (Fried, 2009).
Aparte del nu´mero de eritrocitos, existen otros factores que influyen en la concen-
tracio´n plasma´tica de Hb. Los precursores eritroides necesitan hierro para sintetizar
correctamente la Hb. Cuando el nivel de hierro almacenado en el organismo es in-
suficiente el proceso de s´ıntesis de Hb es defectuoso, produciendo eritrocitos bajos
en Hb y con una capacidad de transportar ox´ıgeno limitada. Incluso si la cantidad
de hierro almacenado es o´ptima, existe la posibilidad de que el hierro no este´ dis-
ponible durante la eritropoyesis. El h´ıgado produce una hormona llamada hepcidina
que regula el metabolismo del hierro. La hepcidina tiene la capacidad de bloquear
la absorcio´n de hierro en el duodeno e interrumpir su transporte desde las ce´lulas
hasta el plasma sangu´ıneo. Ante determinadas situaciones, como por ejemplo cuan-
do aparece inflamacio´n, la produccio´n de hepcidina se incrementa como mecanismo
de defensa ante organismos pato´genos que requieren hierro para reproducirse. Pues-





Linaje celular de los eritrocitos e influencia de la eritropoyetina (la influencia es mayor en
las zonas oscuras).
ejemplo diabetes o hipertensio´n, por nombrar dos de las ma´s habituales, es comu´n
que tengan niveles de inflamacio´n ma´s altos de lo habitual. En consecuencia tambie´n
producen niveles elevados de hepcidina, lo que provoca un bloqueo del hierro e impide
el correcto desarrollo de la eritropoyesis.
Un tercer factor que tambie´n puede ser determinante en el desarrollo de la anemia
renal es el estado nutricional del paciente. Los pacientes con ERT son proclives a la
anorexia y suelen seguir dietas restrictivas, por lo que a menudo presentan deficiencias
nutricionales y vitamı´nicas. El proceso de dia´lisis tambie´n puede causar la pe´rdida de
determinados nutrientes. La vitamina B-12 y el a´cido fo´lico son los dos nutrientes que
mayor correlacio´n han mostrado con la aparicio´n de anemia renal hasta el momen-
to (Elliott et al., 2009). Sin embargo, debido a la elevada complejidad del proceso, se
ha sugerido la implicacio´n de muchos otros nutrientes (Nissenson y Fine, 2007).
Otras causas menos comunes que afectan a la produccio´n de Hb son el hiperpara-
tiroidismo, la presencia de exceso de aluminio en sangre y los niveles reducidos en la
concentracio´n plasma´tica de levocarnitina entre otras (Nissenson y Fine, 2007).
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6.3.2. Tratamiento
Antes del descubrimiento de la eritropoyetina recombinante humana (rHuEPO),
muchos de los pacientes con ERT requer´ıan habitualmente transfusiones de sangre
para sobrevivir. La rHuEPO es una versio´n sinte´tica de la eritropoyetina producida
mediante te´cnicas de ADN recombinado y que actu´a de manera similar a la hormona
natural. El primer fa´rmaco basado en rHuEPO fue la epoetina alfa, a la que ma´s tarde
siguieron otros como la epoetina beta, darbepoetina alfa o ma´s recientmente, aprobado
en Estados Unidos a principios de 2008, CERA (continuous erythropoietin receptor
activator). Todos estos fa´rmacos se agrupan bajo el nombre de agentes estimulantes
de la eritropoyesis (AEEs). Las primeras pruebas cl´ınicas con rHuEPO se iniciaron
en 1985 y en pocos an˜os se convirtio´ en el tratamiento esta´ndar, lo que supuso una
revolucio´n para el tratamiento de la anemia renal.
A pesar de haber sido ampliamente utilizados en las u´ltimas de´cadas, el uso ade-
cuado de los AEEs dista de ser trivial, ya que requiere del conocimiento de su far-
macolog´ıa, sus efectos cl´ınicos y efectos secundarios, aspectos pra´cticos sobre su ad-
ministracio´n, los costes asociados con la terapia y un conocimiento de las pra´cticas
cl´ınicas recomendadas relacionadas con su uso (Nissenson y Fine, 2007).
Los beneficios cl´ınicos del tratamiento con AEEs en pacientes en hemodia´lisis han
sido documentados en numerosos estudios (Adamson y Eschbach, 1990, 1998; Collins
et al., 2001). El incremento del nivel de Hb alcanzando durante el tratamiento con
AEEs esta´ correlacionado con una mejora en los ı´ndices de calidad de vida (menor
fatiga, depresio´n, deficiencias cognitivas, intolerancia al ejercicio, etc.), menor ries-
go de mortalidad, reduccio´n en el nu´mero y duracio´n de las hospitalizaciones y un
decremento de las disfunciones cardiacas. Por otra parte la terapia basada en AEEs
tambie´n esta´ asociada con diversos efectos secundarios. Los ma´s significativos son la
trombosis del acceso vascular, convulsiones e hipertensio´n. Por tanto, durante la te-
rapia con AEEs, el paciente debe ser controlado perio´dicamente para minimizar los
riesgos asociados con sus efectos secundarios (Elliott, 2008).
La cantidad de hierro ingerida por los pacientes en hemodia´lisis a trave´s de su dieta
suele ser insuficiente para cubrir las necesidades de la eritropoyesis, especialmente
despue´s de la administracio´n de AEEs. Debido a ello, la terapia con AEEs suele
complementarse con la administracio´n de hierro (Eschbach, 2005). Muchos centros de
dia´lisis tambie´n suministran rutinariamente a´cido fo´lico para compensar las pe´rdidas
provocadas por el proceso de dia´lisis (Nissenson y Fine, 2007).
6.4. Modelo de la eritropoyesis durante el trata-
miento con darbepoetina alfa
Los experimentos llevados a cabo en este cap´ıtulo esta´n basados en un modelo
computacional que describe el proceso de eritropoyesis durante el tratamiento con
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darbepoetina alfa. Actualmente, este fa´rmaco de tipo AEE es el ma´s utilizado para
tratar la anemia renal tanto en la Unio´n Europea como en Estados Unidos. Antes de
aplicar cualquier sustancia, medicamento o te´cnica en pacientes reales, es necesario
llevar a cabo un ensayo cl´ınico para evaluar su seguridad y eficacia. Sin embargo,
debido al alto coste que conlleva este tipo de pruebas y el compromiso que supone para
la salud de los pacientes implicados, se debe demostrar previamente que el tratamiento
que se pretende evaluar puede ser beneficioso para el paciente. Una posible forma de
hacerlo es mediante el uso de modelos computacionales.
El modelo computacional utilizado en este trabajo ha sido desarrollado por el
departamento Health Advanced Modelling and Business de la empresa Fresenius Me-
dical Care en colaboracio´n con el grupo de investigacio´n Intelligent Data Analysis
Laboratory (IDAL), grupo al que pertenece al autor de la presente tesis. La descrip-
cio´n detallada del modelo se ha incluido en el Ape´ndice A, por lo que en esta seccio´n
u´nicamente se presentan sus caracter´ısticas principales.
Durante la u´ltima de´cada se han desarrollado diversos modelos farmacodina´micos
que describen la respuesta hematolo´gica a diferentes tipos de AEEs (Uehlinger et al.,
1992; Krzyzanski et al., 1999, 2005; Pe´rez-Ruixo et al., 2005; Krzyzanski y Pe´rez-
Ruixo, 2007; Woo y Jusko, 2007). El modelo introducido aqu´ı se centra en pacientes
con ERT y tratados mediante la administracio´n intravenosa de darbepoetina alfa. Las
poblaciones de ce´lulas hematopoye´ticas (neutro´filos, eritrocitos, plaquetas, etc.) son
ejemplos t´ıpicos de sistemas biolo´gicos que se rigen por el ciclo de vida celular. Tal y
como se describio´ en la Seccio´n 6.3.1, los eritrocitos se forman en la me´dula o´sea, donde
pasan por una serie de diferenciaciones antes de comenzar a circular en la sangre como
reticulitos durante 1-2 d´ıas y, posteriormente, como eritrocitos maduros. El tiempo
de vida media de los eritrocitos es de 120-140 d´ıas en condiciones normales, mientras
que en pacientes con ERT se reduce hasta, aproximadamente, 70-90 d´ıas (Uehlinger
et al., 1992).
La evolucio´n de la concentracio´n de Hb tras administrar darbepoetina alfa se puede
describir mediante un modelo multi-compartimental (Jacquez, 1985). Los diferentes
tipos de ce´lulas implicados en la formacio´n de eritrocitos se han agrupado en clases
de poblaciones en funcio´n de co´mo interaccionan con la eritropoyetina (EPO), dando
lugar cada clase a un compartimento. El nu´mero de ce´lulas en todos los comparti-
mentos depende de la concentracio´n plasma´tica total de EPO, la cual consiste en la
suma de la hormona producida de forma natural, Ep, y la administrada exo´genamente
(darbepoetina alfa), E:
Etot = E + Ep. (6.1)
Se asume que la cantidad de EPO endo´gena producida en el cuerpo se mantiene
constante.
Cuando se administra darbepetina alfa por v´ıa intravenosa, la cantidad total de
fa´rmaco se inyecta en un periodo de tiempo pequen˜o, por lo que es posible asumir
que la concentracio´n plasma´tica de EPO exo´gena en el momento de la inyeccio´n, t0,
es exactamente igual a la cantidad de EPO inyectada. El resultado es un incremento
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repentino de la concentracio´n de EPO seguido por un decaimiento exponencial. Este
proceso se puede describir mediante una ecuacio´n diferencial de primer orden con una







donde E(t) es la concentracio´n de EPO exo´gena en el instante t,D0 la dosis de fa´rmaco
en t0, y Vd es el volumen de distribucio´n en estado estacionario, el cual se ha fijado
como Vd = 52.4 (Allon et al., 2002).
El nivel de Hb en el instante t es directamente proporcional a la concentracio´n de
eritrocitos R(t):
Hb(t) = MCH · R(t), (6.3)
donde MCH denota la concentracio´n de Hb corpuscular media cuyo valor depende del
ge´nero del paciente (Goldman y Schafer, 2011):
MCH =
{
2.7 g · (1011 ce´lulas)−1 para hombres.
2.4 g · (1011 ce´lulas)−1 para mujeres.
La Figura 6.3 muestra un diagrama de bloques del modelo compartimental. Se
han definido tres clases de ce´lulas o compartimentos: clase P , formada por ce´lulas
progenitoras y precursoras (CFU-GEMM, BFU-E y CFU-E); claseM , que incluye los
eritroblastos (baso´filos, policromato´filos y ortocromato´filos) y ret´ıculos inmaduros; y,
finalmente, clase R, a la que pertenecen los ret´ıculos maduros y los eritrocitos. La
clase P depende de la eritropoyetina, tanto endo´gena como exo´gena. En la clase M
es el hierro el elemento que regula la produccio´n de Hb. Finalmente, la concentracio´n
plasma´tica de Hb viene determinada por el nu´mero de ce´lulas en la clase R y el
para´metro MCH.
El sistema de ecuaciones diferenciales que describe el nu´mero de ce´lulas en cada
compartimento se ha incluido en el Ape´ndice A. Adema´s de la EPO endo´gena (Ep) y
la concentracio´n de Hb corpuscular (MCH), el modelo tiene otros dos para´metros, Cp
y Cr, que dependen de las caracter´ısticas individuales de los pacientes y que sirven
para modular la respuesta de cada paciente a la darbepoetina alfa. El valor de MCH
depende u´nicamente del sexo del paciente, mientras que los para´metros restantes se
calculan con un ajuste por mı´nimos cuadrados a partir de los datos de laboratorio
recogidos en los u´ltimos 6 meses. La solucio´n del sistema de ecuaciones diferenciales
se ha obtenido mediante la instruccio´n dde23 de Matlab 7.14 (R2012a) (Shampine
y Thompson, 2001). Esta instruccio´n implementa un me´todo nume´rico basado en
Runge-Kutta y permite resolver ecuaciones diferenciales con retardo constante.
El modelo computacional, como cualquier otro modelo, es una simplificacio´n del
problema real. Hay dos supuestos fundamentales en los que se basa el modelo: por
una parte, se asume que el paciente tiene un nivel de inflamacio´n estable, y por
otra, que la disponibilidad de hierro para el proceso de eritropoyesis es constante.
144

















Diagrama de bloques del modelo compartimental que describe el nivel de hemoglobina du-
rante el tratamiento con darbepoetina alfa.
Ambos supuestos esta´n relacionados entre s´ı ya que la inflamacio´n puede afectar
a la disponibilidad de hierro (ver Seccio´n 6.3.1). En general, estos supuestos no se
cumplen para todos los pacientes durante el periodo completo del tratamiento. Au´n
as´ı, el modelo es capaz de reproducir la variabilidad en la respuesta de los pacientes
al tratamiento y los efectos a largo plazo que produce cada dosis de darbepoetina alfa
en el nivel de Hb.
En la Figura 6.4 se compara el nivel de Hb calculado por el modelo (l´ınea continua
azul) con el nivel medido (asteriscos rojos) mediante ana´lisis de laboratorio en cuatro
pacientes diferentes en un periodo aproximado de 26 meses. En los cuatro casos tanto
el nivel de inflamacio´n como la disponibilidad de hierro permanecen aproximadamente
constantes. Se puede observar que el modelo puede simular con una precisio´n razonable
el nivel de Hb.
6.5. Formulacio´n del problema mediante MDPs
6.5.1. Tratamiento de la anemia renal: un problema secuencial
de toma de decisiones
Los s´ıntomas de la anemia y la respuesta al tratamiento a menudo var´ıan en funcio´n
de las caracter´ısticas del paciente: peso, raza, ge´nero, grado de ERT, comorbilidades,
medicaciones concurrentes, etc. Durante el periodo de tratamiento es necesario mo-
nitorizar su estado cl´ınico por lo que todos los pacientes esta´n sujetos a revisiones
mensuales. Una revisio´n t´ıpica consiste en un ana´lisis cl´ınico donde se miden diversas
variables que sirven para evaluar el estado del paciente, junto con la prescripcio´n de
fa´rmacos que debe recibir hasta la pro´xima revisio´n en el siguiente mes. Por lo tan-
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Nivel de hemoglobina obtenido mediante el modelo computacional (l´ınea continua azul) y
medido mediante ana´lisis de laboratorio (asteriscos rojos) correspondiente a cuatro pacientes
durante, aproximadamente, 26 meses de tratamiento. En los cuatro casos se puede considerar
que los supuestos en los que se basa el modelo se cumplen.
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to, a lo largo de la terapia, cada paciente genera una secuencia de observaciones y







2, · · · , ojT , ajT , ojT+1 (6.4)
donde ojk es el estado del paciente j-e´simo en el mes k, t
j
k es la dosis t de darbepoetina
alfa para el mismo paciente y mes, y T es la duracio´n del tratamiento completo.
A partir del conjunto de secuencias generado por los pacientes se puede distin-
guir fa´cilmente un problema secuencial de toma de decisiones, donde las acciones (o
decisiones) se corresponden con la dosis de fa´rmaco prescrito a cada paciente en los
diferentes meses (o etapas). Antes de aplicar cualquier me´todo basado en RL es ne-
cesario definir una funcio´n s(o1, a1, · · · , ok, ak) que asigne un estado de acuerdo a la
historia y condicio´n cl´ınica del paciente, as´ı como una funcio´n escalar de recompensa
ρ(sk, ak, sk+1) que evalu´e la transicio´n desde el estado sk hasta sk+1 despue´s de rea-
lizar la accio´n ak. El resultado de aplicar ambas funciones a (6.4) es un conjunto de











2, · · · , sjT , ajT , rjT (6.5)
Dichas secuencias se pueden reescribir como transiciones del tipo (s, a, r, s′). Una vez
obtenidas la transiciones, es posible aplicar el algoritmo FQI para calcular una pol´ıtica
que seleccione dosis o´ptimas (de acuerdo con los datos disponibles) de darbepoetina
alfa en funcio´n de la situacio´n cl´ınica del paciente.
En los siguientes subapartados se detalla la definicio´n de los estados, acciones y
funcio´n de recompensa para el caso del tratamiento de la anemia renal.
6.5.2. Espacio de estados y acciones
El marco de los MDPs asume que se cumple la propiedad de Markov tanto en la
dina´mica de transicio´n de estados como en la distribucio´n de la funcio´n de recompensa.
A efectos pra´cticos, la condicio´n de Markov implica que, dado un estado sk y accio´n
ak, el estado siguiente sk+1 y la recompensa rk son condicionalmente independientes
de todos los estados, acciones y recompensas anteriores. Un me´todo obvio para lograr
que los estados cumplan la propiedad de Markov es incluir en el estado actual sk toda
la historia previa (s0, a0, s1, . . . , ak−1). En la pra´ctica, este planteamiento no es viable
por dos razones:
1. Cada vez que el nu´mero de etapas k aumenta, el estado deber´ıa incluir dos
nuevas variables. Debido a la conocida como “maldicio´n de la dimensionalidad”
(ver Seccio´n 3.2), la cantidad de datos necesarios para aprender pol´ıticas u´tiles
aumenta ra´pidamente con la dimensionalidad del espacio de estados, por lo que
un MDP con cientos de dimensiones ser´ıa intratable.
2. El espacio requerido para almacenar los datos crecer´ıa indefinidamente conforme
k aumenta.
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Idealmente, el espacio de estados debe contener suficiente informacio´n para propor-
cionar un “resumen” de la historia previa y que se cumpla la propiedad de Markov.
Al mismo tiempo el nu´mero de variables de estado debe ser tan reducido como sea
posible para permitir el aprendizaje de pol´ıticas a partir de una cantidad de datos li-
mitada. La definicio´n de un espacio de estados adecuado puede ser determinante para
aplicar con e´xito los algoritmos de RL y, a menudo, suele requerir de un conocimiento
profundo del problema abordado.
En el caso de administracio´n de darbepoetina alfa, el espacio de estados del MDP
se ha definido como:
s = [Hbk,∆Hbk, DAk, DAk−1, DAk−2, Patgrupo]
donde Hbk mide el grado de anemia en el mes actual; ∆Hbk, definido como la diferen-
cia entre el nivel de Hb en el mes actual y el anterior, es un indicador de la tendencia
de cambio de Hb; y DAk es la dosis de darbepoetina alfa en el mes k. Debido a que
cada administracio´n de darbepoetina afecta al nivel de Hb durante aproximadamente
90 d´ıas (el tiempo de vida media de los eritrocitos), la Hb actual del paciente tambie´n
esta´ influenciada por las dosis administradas en los dos meses previos, razo´n por la
cual DAk−1 y DAk−2 se han incluido como variables de estado. Dado que el objetivo
es que la pol´ıtica personalice el tratamiento, el espacio de estados tambie´n debe con-
tener informacio´n acerca de las caracter´ısticas individuales de cada paciente. En el
modelo computacional esta informacio´n viene dada por los para´metros MCH, Ep, Cp
y Cr. Dichos para´metros podr´ıan introducirse directamente como variables de estado,
sin embargo, se ha utilizado el conocimiento previo sobre el problema para reducir la
dimensionalidad del espacio de estados. La variable MCH u´nicamente puede tomar dos
valores dependiendo del sexo del paciente. Se decidio´ calcular una pol´ıtica separada
para hombres y mujeres, lo que permite prescindir de la variable MCH. Las variables
restantes (Ep, Cp y Cr) fueron analizadas mediante una te´cnica de agrupamiento o
clustering, concretamente se utilizo´ el algoritmo k-means (Alpaydin, 2004). El objeti-
vo de este ana´lisis fue encontrar grupos de pacientes con caracter´ısticas similares. La
idea de esta aproximacio´n es incluir en el espacio de estados u´nicamente el grupo al
que pertenece el paciente en lugar de todas las variables que definen sus caracter´ısti-
cas. Es decir, la salida del algoritmo k-means, Patgrupo, se puede considerar como
una variable que proporciona informacio´n sobre las caracter´ısticas de los pacientes
de forma compacta. Este me´todo asume que una determinada dosis producira´ efectos
similares entre los pacientes del mismo grupo.
Respecto al espacio de acciones, se ha optado por utilizar un conjunto de acciones
discretas. Existen algoritmos de RL que permiten el uso de espacios de acciones conti-
nuos (Hafner y Riedmiller, 2011; Lazaric et al., 2007), sin embargo, t´ıpicamente tienen
que resolver un problema de optimizacio´n no convexo en cada iteracio´n, lo cual solo
se puede hacer de forma aproximada e implica un coste computacional considerable.
La solucio´n ma´s habitual consiste en discretizar el espacio de acciones en un conjunto
pequen˜o de valores tal y como se ha hecho en este problema. El conjunto de acciones
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A se definio´ como:
A = {0, 0.25, 0.50, 0.70, 1} µg/kg por semana.
Estos valores corresponden con las posibles dosis que la pol´ıtica podra´ administrar
a los pacientes. Es importante notar que la dosis esta´n normalizadas por el peso
del paciente, por lo que sera´n diferentes para cada paciente dependiendo de su peso
corporal. Los valores seleccionados coinciden aproximadamente con los indicados en
la mayor´ıa de protocolos esta´ndar de ajuste de dosis, donde se recomienda una dosis
inicial de 0.45 µg/kg e incrementos o decrementos del 25%.
6.5.3. Funcio´n de recompensa
La funcio´n de recompensa define el objetivo de la pol´ıtica aprendida por el agente.
El principal objetivo del tratamiento con AEEs es mantener el nivel de Hb en un
rango saludable para el paciente. De acuerdo con la European Best Practice Guidelines
for the Treatment of Anemia in Chronic Kidney Disease (Locatelli et al., 2004), la
concentracio´n de Hb debe ser superior a 11 g/dl en todos los pacientes y no mayor
que 12 g/dl en pacientes con ciertas comorbilidades comunes como, por ejemplo,
enfermedades cardiovasculares, diabetes, etc. En vista de estas recomendaciones, el
rango objetivo utilizado en este trabajo fue [11, 12] g/dl. Otro factor a tener en
cuenta a la hora de administrar AEEs es evitar cambios demasiado bruscos de Hb.
Concretamente, cambios (tanto incrementos como decrementos) cercanos a 2 g/dl en
un tiempo igual o inferior a cuatro semanas aumentan el riesgo de sufrir episodios
cardiovasculares (Locatelli et al., 2004).
Para satisfacer ambos requisitos, la recompensa se disen˜o´ como una funcio´n por
partes que depende del valor actual de hemoglobina, Hbk. Cuando Hbk este´ cercano
al rango objetivo, la pol´ıtica debe intentar alcanzar dicho rango en el mes siguiente.
Sin embargo, si la diferencia entre Hbk y el objetivo es demasiado grande, el cambio
necesario para lograr un nivel de Hb adecuado en un solo mes sera´ demasiado abrupto
y debe ser evitado.
La recompensa que recibe el agente cuando 10.5 < Hbk < 12.5 se ha definido
como sigue:
ρHb(sk, ak) = 1− tanh2
(∣∣∣∣Hbk+1 − 11.5g






donde g = 0.5 es un para´metro que controla la pendiente de la funcio´n. Esta funcio´n
depende de Hbk+1 y tiene una forma acampanada cuyo ma´ximo coincide conHbk+1 =
11.5 g/dl. Es decir, la recompensa es ma´xima cuando el nivel de Hb alcanzado esta´ en
el centro del rango objetivo. Conforme el valor de Hbk+1 difiere de 11.5 g/dl, la
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recompensa decrece suavemente hasta cero, indicando que valores pro´ximos al objetivo
son preferibles frente a otros ma´s lejanos. En la Figura. 6.5a se muestra la forma de
ρHb en funcio´n del nivel de Hb.































si Hb ≤ 10.5
si Hb ≥ 12.5
(b)
Figura 6.5
Representacio´n de las diferentes partes que forman la funcio´n de recompensa. (a) se aplica
cuando 10.5 < Hbk < 12.5; el agente obtiene la ma´xima recompensa cuando el nivel de Hb
esta´ en el centro del rango objetivo. (b) se aplica cuando Hbk ≥ 12.5 (l´ınea continua) o
Hbk ≤ 10.5 (l´ınea punteada); la recompensa asignada es ma´xima si el nivel de Hb se reduce
o aumenta, respectivamente, en 1 g/dl en un periodo de un mes.
Cuando Hbk ≥ 12.5, se ha fijado como objetivo decrementar el nivel de Hb en 1
g/dl:
ρ−∆Hb(sk, ak) = 1− tanh2
(∣∣∣∣∆Hbk+1 + 1g
∣∣∣∣ · w) (6.7)
donde g y w son iguales que en la Ecuacio´n (6.6) y ∆Hbk+1 es la diferencia de Hb
entre el mes actual y el mes siguiente, es decir, Hbk+1 − Hbk. Aunque la forma de
la funcio´n es la misma que la definida en la Ecuacio´n (6.6), aqu´ı la recompensa no
depende del valor de Hb en el mes siguiente, sino de ∆Hbk+1. Es decir, la recompensa




























Representacio´n de la funcio´n de recompensa completa para diferentes valores de Hbk y
Hbk+1.
concretamente −1 g/dl por mes. Variaciones cercanas a −1 g/dl reciben recompensas
cercanas a la ma´xima y van decreciendo conforme se distancian de ese valor.
De forma similar, si Hbk ≤ 10.5, al agente debe alcanzar un incremento de 1 g/dl
por mes. En este caso la funcio´n de recompensa correspondiente es:
ρ+∆Hb(sk, ak) = 1− tanh2
(∣∣∣∣∆Hbk+1 − 1g
∣∣∣∣ · w) (6.8)
En la Figura 6.5b se muestran las recompensas aplicadas cuando Hbk ≤ 10.5 y Hbk ≥
12.5.
Finalmente, la funcio´n de recompensa completa se define como:
ρ(sk, ak) =

ρHb si 10.5 < Hbk < 12.5
ρ−∆Hb si Hbk ≥ 12.5
ρ+∆Hb si Hbk ≤ 10.5
(6.9)
En la Figura 6.6 se ha representado ρ(sk, ak) para diferentes valores de Hbk y Hbk+1.
6.6. Experimentos
El objetivo de los experimentos fue evaluar el me´todo propuesto y comparar la
calidad de la pol´ıtica aprendida mediante RL con un protocolo de ajuste de dosis
esta´ndar. Tal y como se muestra en el diagrama de bloques de la Figura 6.7, los
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experimentos se llevaron a cabo en tres etapas. En la primera etapa se utilizo´ el
modelo computacional para generar la experiencia (datos) requerida por el algoritmo
de RL. Concretamente se simularon los datos correspondientes a una poblacio´n de
5000 pacientes en hemodia´lisis y tratados con darbepoetina alfa durante 30 meses.
En la segunda etapa los datos se procesaron para transformarlos en un conjunto de
estados, acciones y recompensas. Posteriormente se aplico´ el algoritmo FQI con el
fin de obtener una pol´ıtica de administracio´n de darbepoetina alfa. Finalmente, en la
tercera etapa se simulo´ una nueva poblacio´n de 60 pacientes, a los cuales se les aplico´ el
tratamiento indicado por la pol´ıtica aprendida y el tratamiento recomendado en el
protocolo. A continuacio´n se describen los detalles de cada una de las etapas.
Figura 6.7
Diagrama de bloques de las tres etapas llevadas a cabo en los experimentos. En la primera
etapa se han simulado los datos cl´ınicos que se generan durante el tratamiento de los pacientes
con anemia renal. Despue´s de procesar dichos datos, en la segunda etapa, se ha aplicado el
algoritmo FQI. Finalmente, se han evaluado los resultados obtenidos en un nuevo conjunto
de pacientes simulados.
6.6.1. Experiencia
El modelo computacional se empleo´ para generar un conjunto de datos que simula
los datos me´dicos almacenados durante la pra´ctica cl´ınica habitual. La respuesta indi-
vidual de cada paciente se describe en el modelo mediante cuatro para´metros (MCH,
Ep, Cr y Cp) que se ajustan a partir de la historia cl´ınica del paciente. Se utilizaron
datos de 128 pacientes sometidos a hemodia´lisis y que reciben tratamiento con darbe-
poetina alfa. Los datos se recogieron entre enero de 2008 y diciembre de 2010 en tres
centros de hemodia´lisis localizados en Italia. En la Tabla 6.1 se muestra un resumen
de las caracter´ısticas principales de los pacientes.
Dado que el me´todo propuesto se aplico´ por separado a hombres y mujeres (ver
Seccio´n 6.5.2), los datos fueron divididos en dos grupos de acuerdo al ge´nero de los pa-
cientes. Debido a la gran similitud de los resultados obtenidos para ambos grupos, el
resto de este cap´ıtulo se centra u´nicamente en el caso de los hombres. Tras la divisio´n




Caracter´ısticas iniciales de la poblacio´n empleada para ajustar los para´metros del modelo
computacional.
Caracter´ıstica (n = 128)
Edad (an˜os) 58.53 ± 15.15
Sexo (% hombres) 53.91
Altura (m) 1.62 ± 0.09
Peso (kg) 67.97 ± 12.61
Tratamiento
Darbepoetin alfa (µ/kg/semana) 0.29 ± 0.17
Hierro IV (mg/semana) 34.74 ± 32.08
Ana´lisis cl´ınico
Hemoglobina (g/dl) 11.80 ± 1.16
Ferritina (ng/ml) 430.90 ± 178.96
Albu´mina se´rica (g/dl) 4.09 ± 0.29
Fosfato (mg/dl) 4.52 ± 1.03
Leucocitos (ce´lulas/mm3) 6584.1 ± 1260.9
Los datos esta´n expresados en medias ± SD.
una pol´ıtica mediante RL con una capacidad de generalizacio´n adecuada, una pobla-
cio´n de 69 pacientes resulto´ ser insuficiente. De modo que se utilizo´ dicha poblacio´n
para generar, artificialmente, nuevos pacientes de acuerdo al siguiente procedimiento:
1. Dado un conjunto de pacientes P representados por los para´metrosEp, Cr y Cp,
seleccionar arbitrariamente un paciente pat0 ∈ P , tal que pat0 = [Ep0, Cr0, Cp0].
2. Buscar los j pacientes ma´s cercanos a pat0 usando como criterio la distancia
eucl´ıdea.
3. Escoger aleatoriamente un paciente patf = [Epf , Crf , Cpf ] entre los j pacientes
ma´s cercanos.
4. Seleccionar un nuevo paciente patn en el espacio definido entre pat0 y patf de
forma aleatoria (ver Figura 6.8). Por ejemplo, el para´metro Epn estara´ dentro
del rango [Ep0, Epf ].
5. An˜adir patn al conjunto P y volver al paso 1 hasta generar el nu´mero de pa-
cientes deseado.
Este procedimiento permite generar artificialmente los para´metros de nuevos pacien-
tes a partir de los para´metros reales. Puede considerarse un proceso similar a una
interpolacio´n pero an˜adiendo cierto grado de aleatoriedad en los datos generados. El
nu´mero de pacientes j permite controlar la aleatoriedad introducida, la cual aumenta
conforme j aumenta.
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Procedimiento seguido para generar artificialmente los para´metros Ep, Cr y Cp a partir de
los datos reales. Los para´metros del paciente artificial patn se escogen en el espacio definido
entre el par de pacientes pat0 y patf .
En total se generaron 4931 pacientes artificiales hasta llegar a tener una poblacio´n
de 5000 pacientes. En la Figura 6.9 se muestran los para´metros generados artificial-
mente usando j = 3 y los para´metros correspondientes a los 69 pacientes reales. Una
vez generados los para´metros, se simulo´ la evolucio´n cl´ınica de los pacientes duran-
te 30 meses de tratamiento. Teniendo en cuenta la ERT es una enfermedad cro´nica,
los pacientes suelen estar bajo tratamiento durante largos periodos de tiempo. Sin
embargo 30 meses fue suficiente para obtener una cantidad adecuada de datos.
Durante los 30 meses de tratamiento simulado, en lugar de seguir un protocolo
determinado, las dosis administradas a los pacientes se seleccionaron aleatoriamen-
te entre el conjunto discreto A = {0, 0.25, 0.50, 0.70, 1} µg/kg/semana. Aunque este
me´todo introdujo una alta variabilidad respecto a las dosis, si todos los pacientes se
hubiesen simulado siguiendo el mismo protocolo, la pol´ıtica aprendida estar´ıa fuerte-
mente sesgada por dicho protocolo. En el caso real los me´dicos prescriben tratamientos
basa´ndose en protocolos y en su propia experiencia, por lo que es habitual encontrar
pacientes con condiciones similares y tratamientos diferentes. Por otra parte, en ge-
neral, la dosis prescritas por los me´dicos esta´n ma´s cercanas de las o´ptimas que las
dosis aleatorias usadas en este experimento, lo cual facilita el proceso de aprendizaje.
Las simulaciones generaron un total de 5000 × 30 = 150000 observaciones y tra-
tamientos. Debido a la aleatoriedad del tratamiento, en algunas de las observaciones
los niveles de Hb eran superiores a 20 g/dl. Estos datos fueron eliminados porque re-
presentan situaciones poco realistas. Tras esta restriccio´n el conjunto de datos estaba























Representacio´n de los para´metros correspondientes a 69 pacientes reales (cuadrados rojos)
y los generados artificialmente (cruces azules).
6.6.2. Aprendizaje
Los datos generados en la etapa anterior fueron utilizados como entrada del algorit-
mo de aprendizaje FQI. De acuerdo con la metodolog´ıa introducida en la Seccio´n 6.5,
el conjunto de datos formado por observaciones y tratamientos se debe procesar para
convertirlo en un conjunto de estados, acciones y recompensas de la forma (s, a, r, s′).
Por otra parte, FQI requiere un me´todo de aprendizaje supervisado para aproximar
la funcio´n Q. Para estas tareas se emplearon los algoritmos k-means y extremely ran-
domized trees (Geurts et al., 2006). Ambas te´cnicas, igual que FQI, dependen de uno
o ma´s para´metros que deben ser seleccionados por el usuario. En esta seccio´n se dis-
cute la eleccio´n de dichos para´metros para el problema del tratamiento de la anemia
as´ı como otros aspectos pra´cticos sobre su implementacio´n.
FQI esta´ basado en un proceso iterativo que comienza con una aproximacio´n
arbitraria de la funcio´n Q o´ptima y, conforme aumenta el nu´mero de iteraciones, la
calidad de la aproximacio´n va mejorando. El nu´mero de iteraciones debe ser suficiente
para permitir la convergencia hasta la funcio´n Q o´ptima. La velocidad de convergencia
es desconocida a priori y puede variar dependiendo del problema tratado, por lo que el
nu´mero de iteraciones se debe ajustar para cada problema concreto. Existen me´todos
para detener el proceso iterativo de forma automa´tica pero, a su vez, dependen de
algu´n para´metro que debe ser fijado de antemano (Ernst et al., 2005a). La opcio´n
ma´s sencilla consiste en representar gra´ficamente la convergencia del algoritmo y fijar
el nu´mero de iteraciones a un valor que se considere adecuado. La convergencia se
puede medir en te´rminos de la distancia entre dos aproximaciones consecutivas de la
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funcio´n Q. Dado que tales aproximaciones son funciones continuas, la distancia se suele
calcular sobre un nu´mero discreto de puntos que sean suficientemente representativos.
En este caso se han utilizado todos los pares estado-accio´n que contiene el conjunto





Q̂n(s, a)− Q̂n−1(s, a)
)2
#(Si ×A) (6.10)
donde Si ×A es el conjunto de pares estado-accio´n y el s´ımbolo # indica nu´mero de
elementos.
En la Figura 6.10 se ha representado la distancia entre Q̂n y Q̂n−1 frente al nu´mero
de iteraciones. Se puede observar que la curva de convergencia disminuye hasta per-
manecer pra´cticamente estable a partir de 35 iteraciones. En vista de este resultado,
se fijo´ un ma´ximo de 40 iteraciones. Otro para´metro que debe ser fijado es el factor de
descuento γ, cuyo valor esta´ relacionado con el horizonte temporal de la optimizacio´n.
En el problema de la anemia renal, γ determina cua´nto influye el nivel de Hb en los
meses futuros para calcular la dosis de fa´rmaco o´ptima en el mes actual. El factor de
descuento se fijo´ emp´ıricamente a γ = 0.9, este valor fue suficiente para estabilizar el
nivel de Hb de los pacientes a largo plazo.













Convergencia del algoritmo fitted Q iteration medida como la distancia entre Q̂n y Q̂n−1
frente al nu´mero de iteraciones.
El me´todo de aprendizaje supervisado extremely randomized trees forma parte de
lo que se conoce como comite´s (tambie´n llamados me´todos ensemble), es decir, se
trata de varios modelos que se combinan para obtener un u´nico modelo ma´s potente.
Los modelos que forman el comite´ son un tipo de a´rboles de regresio´n construidos
mediante el algoritmo extra-trees (Geurts et al., 2006). En total hay tres para´metros
que deben ser seleccionados: el nu´mero de a´rboles en el comite´,M , el taman˜o mı´nimo
156
6.6. EXPERIMENTOS
de hoja de los a´rboles, lmin, y un para´metro del algoritmo extra-trees, K. La seleccio´n
de los tres para´metros se hizo siguiendo el procedimiento descrito en (Ernst et al.,
2005a). El nu´mero de a´rboles se fijo´ en 50; K se escogio´ igual al nu´mero de dimen-
siones del espacio de estados, es decir, K = 6; mientras que el taman˜o mı´nimo de
hoja se optimizo´ mediante validacio´n cruzada para cada iteracio´n de FQI entre los
posibles valores lmin = {5, 10, 50, 100}. Los resultados de los experimentos realiza-
dos en (Ernst et al., 2005a) demuestran que, en general, estos valores proporcionan
resultados satisfactorios.
En cuanto al me´todo de agrupamiento, el algoritmo k-means comienza con una
estimacio´n arbitraria de c centroides (cada uno representa a un agrupamiento o gru-
po) y utiliza un me´todo iterativo para optimizar la calidad de los grupos. Una posible
limitacio´n del algoritmo k-means es su sensibilidad respecto a la inicializacio´n de los
centroides. Por este motivo se suelen realizar diferentes inicializaciones aleatorias (10
en este caso) y seleccionar aquella que proporciona resultados ma´s adecuados. El
nu´mero de grupos debe ser seleccionado por el usuario mediante me´todos emp´ıricos.
El procedimiento seguido fue realizar el ana´lisis de agrupamiento utilizando diferentes
valores de c, concretamente desde 3 hasta 10 y para cada valor los agrupamientos re-
sultantes se evaluaron utilizando gra´ficos de silueta (Rousseeuw, 1987). Estos gra´ficos
son espec´ıficos para validar si los grupos obtenidos son adecuados o no; finalmente,
se selecciono´ c = 5.
6.6.3. Evaluacio´n
La pol´ıtica aprendida se evaluo´ mediante simulaciones en un nuevo conjunto de
60 pacientes cuyos para´metros fueron generados artificialmente. Durante la simula-
cio´n los pacientes fueron tratados durante un periodo de 30 meses con las dosis de
darbepoetina alfa indicadas por la pol´ıtica aprendida. Con el objetivo de tener un tra-
tamiento de referencia, se repitieron las simulaciones con el mismo grupo de pacientes
pero siguiendo el tratamiento recomendado por un protocolo esta´ndar. Concretamen-
te se empleo´ el protocolo descrito por la Agencia Europea de Medicamentos (EMA,
2013) para la administracio´n de AranespTM (una de las marcas comerciales que distri-
buyen la darbepoetina alfa). La indicaciones incluidas en el protocolo se reproducen
a continuacio´n:
• La dosis inicial para pacientes en hemodia´lisis debe ser 0.45 µg/kg de peso
corporal administrada semanalmente.
• Si el incremento de Hb es inadecuado (menor de 1 g/dl en cuatro semanas) se
debe incrementar la dosis en aproximadamente un 25%.
• La dosis no se debe incrementar ma´s de una vez cada 4 semanas.
• Si el incremento de Hb es mayor de 2 g/dl en un periodo de 4 semanas se debe
reducir la dosis en un 25%.
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• Si el nivel de Hb es mayor de 12 g/dl, la dosis se debe reducir un 25%. Despue´s
de esta reduccio´n, si el nivel de Hb continua aumentando, el tratamiento con
AranespTM debe ser interrumpido temporalmente hasta que el nivel comience
a disminuir, momento en el cual se debe retomar el tratamiento con una dosis
aproximadamente un 25% menor que la dosis previa.
Todos los pacientes empleados en el proceso de evaluacio´n fueron tratados durante
los 4 meses previos con dosis aleatorias. El objetivo de dicho tratamiento fue obtener
un conjunto de pacientes con un estado inicial heteroge´neo. Por tanto, la recomen-
dacio´n del protocolo sobre la dosis inicial de fa´rmaco no se ha aplicado en ningu´n
caso.
6.7. Resultados y discusio´n
En esta seccio´n se analizan y comparan los resultados obtenidos por la pol´ıtica
basada en RL y la pol´ıtica implementada a partir del protocolo, denotadas por πRL y
πprotocolo, respectivamente. Todos los resultados mostrados corresponden al conjunto
de 60 pacientes usados para validacio´n y 30 meses de tratamiento simulado.
Para un primer ana´lisis cualitativo, en la Figura 6.11 se ha representado la evo-
lucio´n temporal del nivel de Hb obtenido con ambas pol´ıticas. Por cuestiones de
claridad, solo se han representado 19 pacientes seleccionados aleatoriamente de los 60
utilizados en el proceso de evaluacio´n. La figura tambie´n incluye dos l´ıneas horizon-
tales punteadas en 11 y 12 g/dl que indican el rango de Hb objetivo. A pesar de que
la figura no muestra informacio´n de todos los pacientes, es posible obtener una idea
general de los resultados que obtiene cada pol´ıtica. El estado inicial de los pacientes
es muy diverso, con niveles de Hb que van desde 6 g/dl hasta casi 15 g/dl. Como
era de esperar, durante los primeros meses de tratamiento ambas pol´ıticas tienden
a llevar el nivel de Hb de los pacientes hacia el rango objetivo. En este sentido πRL
es ma´s efectiva, ya que esta tendencia es ma´s pronunciada pero sin llegar a producir
cambios de Hb > 2 g/dl. Los primeros signos de Hb cycling se empiezan a observar
en los pacientes tratados con πprotocolo a partir del se´ptimo mes. El nivel de Hb de
algunos pacientes comienza a oscilar alcanzando valores de Hb fuera del rango objeti-
vo. Tambie´n se observa que este feno´meno no se produce en todos los casos, sino que
hay determinados pacientes cuyo nivel de Hb permanece estable entre 11 y 12 g/dl.
Por otra parte, la figura muestra que πRL es capaz de reducir dra´sticamente el Hb
cycling; en algunos pacientes la concentracio´n de Hb oscila ligeramente, pero salvo
alguna excepcio´n, no sobrepasa los l´ımites del rango objetivo.
La Figura 6.12 muestra la variacio´n de Hb a lo largo del tratamiento con ambas
pol´ıticas, pero en este caso en te´rminos de nivel medio (l´ıneas so´lidas) y desviacio´n
esta´ndar (a´reas sombreadas)2 para el conjunto completo de pacientes. Esta figura
2Asumiendo una distribucio´n gaussiana de los niveles Hb, el a´rea sombreada representa el 68.2%
de los datos.
158
6.7. RESULTADOS Y DISCUSIO´N









































Evolucio´n temporal del nivel de hemoglobina correspondiente a 19 pacientes seleccionados
aleatoriamente del grupo usado para evaluacio´n. En (a) los pacientes han sido tratados de
acuerdo a πRL, mientras que en (b) de acuerdo a πprotocolo.
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extiende a todos los pacientes las conclusiones obtenidas anteriormente para un sub-
conjunto a partir de la Figura 6.11. Como se puede observar, tras un periodo de
correccio´n de Hb, πRL (en verde) estabiliza los pacientes dentro del rango objetivo.
La estrecha desviacio´n esta´ndar indica que este comportamiento es similar en todos
los casos. Cuando se compara con πprotocolo (en rojo), la desviacio´n esta´ndar durante
los primeros meses muestra que πprotocolo necesita ma´s tiempo para corregir el nivel
de Hb. A partir del se´ptimo mes es posible observar las oscilaciones de Hb incluso en
el nivel medio. Esto significa que dichas oscilaciones, en general, tienen una duracio´n
y fase similares ya que, de lo contrario, se cancelar´ıan. Aunque el nivel medio de Hb
correspondiente a πprotocolo se encuentra dentro del rango objetivo, su elevada des-
viacio´n esta´ndar muestra que hay pacientes con niveles de Hb inadecuados durante
todos los meses del tratamiento. Si se compara la amplitud de la desviacio´n esta´ndar
entre los meses 10-15 y 25-30, se observa una ligera reduccio´n, es decir, el feno´meno de
Hb cycling tiende a reducirse. A pesar de dicha reduccio´n, sus efectos todav´ıa pueden
apreciarse claramente despue´s de 30 meses.




















Nivel de hemoglobina medio (l´ıneas so´lidas) y desviacio´n esta´ndar (a´reas sombreadas) a lo
largo del tiempo para 60 pacientes tratados con πRL (en verde) y πprotocolo (en rojo).
La segunda me´trica que se ha empleado para comparar las dos pol´ıticas es el
porcentaje de observaciones, o meses, en los cuales los pacientes alcanzaron el nivel
de Hb deseado. Se han definido cinco rangos de Hb que se han agrupado en tres
categor´ıas en funcio´n de su idoneidad:
• Adecuada: incluye los niveles de Hb dentro del rango objetivo, es decir, [11,12]
g/dl. Se trata de la categor´ıa ma´s recomendable para los pacientes, permite
corregir los s´ıntomas de la anemia a la vez que minimiza los efectos secundarios
del tratamiento.
• Inadecuada: compuesta por los niveles de Hb dentro de los l´ımites (10,11) y
(12,13) g/dl, los dos rangos contiguos al rango objetivo. No es recomendable
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que los pacientes permanezcan durante periodos extensos de tiempo en dichos
rangos, sin embargo, no supone un peligro inmediato para su supervivencia.
• Peligrosa: esta categor´ıa contiene el resto de niveles de Hb, es decir, menores
que 10 g/dl y mayores que 13 g/dl. Es la categor´ıa que mayor compromete la
salud de los pacientes y debe ser evitada.
En la Tabla 6.2 se muestra el porcentaje de meses en cada una de las categor´ıas. Cuan-
do los pacientes fueron tratados con πRL, en el 82.1% de los meses de tratamiento
su nivel de Hb estuvo dentro de la categor´ıa adecuada, lo cual supone una mejora
del 27.6% comparado con el 54.5% logrado por πprotocolo. En el resto de meses los
pacientes esta´n principalmente situados en la categor´ıa inadecuada, concretamente
11.02% para πRL y 34.1% para πprotocolo. Este porcentaje indica que la pol´ıtica ex-
tra´ıda del protocolo tambie´n obtiene resultados razonablemente buenos. Por u´ltimo,
hay un pequen˜o porcentaje de meses con pacientes en la categor´ıa peligrosa, sin em-
bargo, las Figuras 6.11 y 6.12 muestran que estos meses corresponden al comienzo
del tratamiento. Cabe recordar que, en los primeros meses, hay pacientes con nive-
les extremos de Hb y que el tratamiento con darbepoetina alfa requiere tiempo para
corregir la anemia ya que se deben evitar los cambios abruptos de Hb.
Tabla 6.2
Porcentaje de pacientes en cada una de las tres categor´ıas definidas cuando son tratados con
πRL y πprotocolo.




Adecuada [11,12] 82.10 52.30
Inadecuada (10, 11) y (12, 13) 11.02 34.12
Peligrosa ≤10 y ≥13 6.88 11.40
La Figura 6.13 muestra, mediante un diagrama de barras, el porcentaje de estados
en cada uno de los cinco rangos de Hb previamente definidos. Para cada rango hay
dos barras, una correspondiente a πprotocolo (negro) y otra a πRL (en gris). En general
el nu´mero de pacientes de πprotocolo fuera del rango objetivo se reparte de forma
homoge´nea en los niveles altos y bajos de Hb. Respecto a la pol´ıtica de RL se observa
una ligera tendencia hacia valores de Hb inferiores al objetivo.
Adema´s de corregir el nivel de Hb, el tratamiento con darbepoetina alfa deb´ıa
evitar cambios abruptos de Hb. La diferencia entre πRL y πprotocolo referentes a este
aspecto son inapreciables. Durante los experimentos, ambas pol´ıticas fueron realmen-
te efectivas evitando cambios de Hb mayores de 2 g/dl por mes, condicio´n que se
cumplio´ en ma´s del 99.5% de los casos.
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Porcentaje de pacientes obtenidos con πRL y πprotocolo en cada uno de los cinco rangos de
hemoglobina definidos.
Debido al alto coste que supone los fa´rmacos de tipo AEE, resulta tambie´n in-
teresante analizar si la mejora lograda respecto al nivel Hb supone un incremento, o
no, en el coste del tratamiento. Al comparar ambas pol´ıticas se obtiene una diferencia
significativa (p< 0.0001, t-test pareado de cola u´nica) entre la dosis media utilizada
por πprotocolo (0.39 µg/kg/semana) y πRL (0.37 µg/kg/semana). Es decir, πRL no
solamente mejora el nivel de Hb sino que, adema´s, reduce en un 5.13% la cantidad
de darbepoetina alfa empleada.
Finalmente, se estudio´ ma´s detalladamente un caso particular para analizar las
diferencias entre ambas pol´ıticas. La Tabla 6.3 muestra la evolucio´n detallada de un
mismo paciente cuando es tratado con ambas pol´ıticas durante 15 meses, incluyendo
su nivel de Hb y la dosis de fa´rmaco administrado por cada pol´ıtica. En concreto,
el paciente estudiado corresponde a un caso donde πprotocolo produce Hb cycling.
Los niveles de Hb destacados en negrita indican que se encuentran dentro del rango
objetivo. Se puede observar que, en el quinto mes de tratamiento, πprotocolo comienza
a incrementar la dosis de darbepoetina debido a que la Hb esta´ por debajo de 11
g/dl, dicho incremento continu´a durante los meses 6 y 7 hasta alcanzar un nivel de
Hb adecuado. Sin embargo, despue´s de alcanzar el rango objetivo, el nivel de Hb sigue
creciendo a pesar de que la dosis ha disminuido (meses 9 y 10). Este feno´meno se debe
al retardo que existe entre la administracio´n del fa´rmaco y los efectos que produce
en la Hb del paciente. Por otra parte, en las dosis administradas por πRL, se puede
apreciar que dicho retardo se tiene en cuenta. Por ejemplo, en los meses 7 y 8 se
mantiene la misma dosis a pesar de que el nivel de Hb esta´ por debajo del objetivo.
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En los siguientes meses la Hb sigue aumentando ligeramente hasta estabilizarse dentro
del nivel deseado.
Tabla 6.3
Comparacio´n del tratamiento y la evolucio´n cl´ınica de un paciente tratado con πRL y






Hb (g/dl) Dosis de fa´rmaco
(µg/kg/semana)
Hb (g/dl) Dosis de fa´rmaco
(µg/kg/semana)
1 12.65 0.50 12.65 0.75
2 12.78 0.75 12.91 0.56
3 11.77 0.75 12.43 0.42
4 11.28 0.50 11.36 0.42
5 11.80 0.50 10.44 0.52
6 11.43 0.50 10.13 0.65
7 10.89 0.50 10.57 0.82
8 10.91 0.50 11.52 0.82
9 11.06 0.50 12.72 0.61
10 11.22 0.50 13.50 0.46
11 11.39 0.50 13.14 0.34
12 11.56 0.50 12.11 0.34
13 11.73 0.25 11.24 0.34
14 11.74 0.50 10.90 0.43
15 11.19 0.25 11.00 0.54
Dosis total: 7.5 7.71
6.7.1. De pacientes simulados a pacientes reales
Los experimentos realizados a lo largo de este cap´ıtulo se han basado en un modelo
computacional que simula la respuesta de los pacientes al tratamiento con darbepoeti-
na alfa. Aunque la metodolog´ıa propuesta es va´lida para aplicarla en pacientes reales,
ciertos aspectos deben ser modificados. La principales diferencias entre el caso simu-
lado y real se discuten a continuacio´n:
• La inclusio´n de los para´metros del modelo (MCH, Ep, Cp, Cr) en la definicio´n
del espacio de estados es, probablemente, la diferencia ma´s importante a la hora
de aplicar el me´todo descrito en pacientes reales. Estos para´metros esta´n rela-
cionados con las caracter´ısticas individuales de los pacientes y se utilizan para
encontrar grupos de pacientes que respondan de forma similar al tratamiento. En
la pra´ctica los para´metros no se pueden medir directamente. Aunque se podr´ıan
ajustar tal y como se hace en el modelo computacional, una opcio´n ma´s eficaz
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es utilizar variables que se miden habitualmente en las revisiones mensuales y
que aportan la misma informacio´n. Por ejemplo, el nivel de prote´ına C-reactiva,
la albu´mina se´rica y la concentracio´n de leucocitos se pueden emplear como
indicadores del nivel de inflamacio´n. Por tanto, el ana´lisis de clustering se reali-
zar´ıa utilizando estas (junto con otras) variables en lugar de los para´metros del
modelo.
• Algunos elementos del MDP, como la funcio´n de recompensa o el factor de des-
cuento, se deben elegir cuidadosamente para que la pol´ıtica obtenida propor-
cione resultados adecuados. Cuando se usa un modelo es posible ajustar dichos
elementos empleando procedimientos de prueba y error. En el caso de trabajar
con pacientes reales, este tipo de procedimientos no son viables. La experiencia
ganada con pacientes simulados es indudablemente valiosa y u´til, pero au´n as´ı,
en el caso real se requiere el asesoramiento de me´dicos expertos para disen˜ar el
MDP.
• Un tercer aspecto que merece la pena mencionar son los supuestos en los que
se basa el modelo: nivel de inflamacio´n estable y disponibilidad de hierro para
la eritropoyesis constante. Como ya se discutio´ anteriormente, estos supuestos
no tienen por que´ cumplirse cuando se trata con pacientes reales. El u´nico
requisito para que la pol´ıtica pueda manejar casos de pacientes donde se violen
estos supuestos es que los datos utilizados para obtener la pol´ıtica contengan
suficientes ejemplos de tales pacientes. As´ı pues, las limitaciones del modelo
no suponen ningu´n problema cuando los datos empleados en el aprendizaje
provienen de pacientes reales.
6.8. Conclusiones
En este cap´ıtulo se ha propuesto un me´todo basado en RL para optimizar el trata-
miento de la anemia en pacientes en hemodia´lisis. Dicho tratamiento se ha formulado
como un problema secuencial de toma de decisiones basado en el marco de los proce-
sos de decisio´n de Markov (MDPs) para, posteriormente, aplicar un algoritmo de RL
que ha permitido obtener una pol´ıtica o´ptima a partir de datos cl´ınicos. Al contrario
que otras te´cnicas para resolver MDPs, los algoritmos de RL no requieren un modelo
de la dina´mica del sistema, una caracter´ıstica que los hace especialmente u´tiles en
problemas complejos como el abordado aqu´ı.
El me´todo propuesto se evaluo´ mediante un modelo computacional que describe el
efecto del tratamiento en el nivel de Hb. Los resultados obtenidos se compararon con
un protocolo esta´ndar de ajuste de dosis. La pol´ıtica aprendida con RL incremento´ un
27.6% la proporcio´n de pacientes con un nivel de Hb adecuado al mismo tiempo que
redujo la cantidad de fa´rmaco empleado en un 5.13%. Dicha reduccio´n supone un
ahorro de aproximadamente 3.4 millones de euros anuales en una regio´n con una
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poblacio´n similar a la de la Comunidad Valenciana3.
Los resultados de la simulacio´n sugieren que la pol´ıtica aprendida es capaz de
tener en cuenta los efectos a largo plazo del tratamiento y la alta variabilidad en la
respuesta de los pacientes. Estas dos caracter´ısticas esta´n ausentes en muchos de los
protocolos empleados actualmente en los centros de dia´lisis y han sido sen˜aladas como
las principales causas del Hb cycling. En consecuencia, el me´todo propuesto fue ma´s
eficaz que el protocolo esta´ndar en mantener niveles de Hb dentro del rango objetivo y
prevenir oscilaciones. Por otra parte, la cantidad de fa´rmaco empleado por la pol´ıtica
basada en RL fue menor, lo cual indica que administra la darbepoetina alfa de una
forma ma´s eficiente.
A pesar de que el modelo utilizado en los experimentos de este cap´ıtulo no es re-
presentativo de toda la casu´ıstica que pueda presentarse en la cl´ınica, s´ı que reproduce
los principales mecanismos del Hb cycling. As´ı pues los experimentos son va´lidos para
demostrar el beneficio potencial del RL en el tratamiento de la anemia.
Los resultados obtenidos en este cap´ıtulo usando pacientes simulados han motivado
el desarrollo de un sistema de soporte a la decisio´n cl´ınica basado en RL. Actualmente
(marzo, 2014), dicho sistema esta´ siendo sometido a una evaluacio´n cl´ınica en cinco
centros de hemodia´lisis situados en tres pa´ıses europeos.
3Este ca´lculo se ha realizado teniendo en cuenta que la prevalencia de la ERC (etapas 3-5) se
estima en un 4.9% de la poblacio´n total, de los cuales el 12% sufre anemia renal (McFarlane et al.,
2011). El coste medio mensual del tratamiento con darbepoetina alfa en Espan˜a es de 183.97 euros








El aprendizaje por refuerzo puede considerarse como un campo del aprendizaje
automa´tico enfocado a la resolucio´n de problemas de decisio´n secuenciales. Debido al
cara´cter general de este tipo de problemas, el aprendizaje por refuerzo tiene aplica-
ciones en campos tan diversos como control automa´tico, medicina, teor´ıa de juegos,
economı´a, investigacio´n operativa, etc. Los problemas de decisio´n secuenciales tambie´n
pueden ser abordados mediante otras te´cnicas, sin embargo, una de las caracter´ısticas
diferenciadoras del aprendizaje por refuerzo es que la solucio´n planteada puede estar
basada completamente en datos. Esta caracter´ıstica resulta indispensable en los pro-
blemas donde es dif´ıcil obtener un modelo que describa de forma precisa la evolucio´n
del sistema ante las diferentes acciones. Por otra parte, cada vez es ma´s habitual al-
macenar de forma sistema´tica datos relativos a todo tipo de procesos, por lo que el
nu´mero de aplicaciones potenciales del aprendizaje por refuerzo se ha incrementado
de forma notable durante los u´ltimos an˜os.
A pesar de la utilidad del aprendizaje por refuerzo en diversos campos, los al-
goritmos actuales presentan limitaciones que dificultan su aplicacio´n en problemas
con un cierto grado de complejidad. Dos limitaciones que aparecen frecuentemente
son la escalabilidad a espacios de estados con un nu´mero elevado de dimensiones y
la gran cantidad de datos requerida para obtener pol´ıticas o´ptimas. La motivacio´n
de los algoritmos desarrollados a lo largo de esta tesis es resolver dichas limitacio-
nes. A continuacio´n se resumen las principales conclusiones que se desprenden de la
investigacio´n realizada en cada uno de los cap´ıtulos.
En el Cap´ıtulo 2 se han introducido los fundamentos del aprendizaje por
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refuerzo. La primera parte del cap´ıtulo describe formalmente los diferentes elemen-
tos que componen el problema de RL mediante el marco matema´tico de los procesos
de decisio´n de Markov. Posteriormente se han introducido los conceptos y algoritmos
ba´sicos de la programacio´n dina´mica para, finalmente, describir los algoritmos cla´sicos
de RL. Adema´s de los fundamentos teo´ricos del RL, el cap´ıtulo muestra la estrecha
relacio´n que existe entre los algoritmos de programacio´n dina´mica y RL. Estos u´ltimos
pueden considerarse como una extensio´n de los primeros para eliminar la necesidad
de disponer del modelo del MDP y hacerlos computacionalmente ma´s eficientes. Es
decir, los algoritmos de RL permiten aplicar los principios de funcionamiento de la
programacio´n dina´mica en un mayor nu´mero de problemas. A pesar de ello los al-
goritmos descritos en el Cap´ıtulo 2 asumen que las funciones valor y las pol´ıticas se
pueden almacenar de forma exacta, por lo que u´nicamente son va´lidos en problemas
cuyo espacio de estados pueda ser discretizado en un conjunto relativamente pequen˜o
de estados.
El Cap´ıtulo 3 pone de manifiesto la necesidad de combinar los algoritmos cla´sicos
de RL con aproximacio´n de funciones. Cuando el nu´mero de estados que con-
tiene un problema es muy elevado o incluso infinito (cuando las variables de estado
son continuas), no resulta viable almacenar las funciones valor y las pol´ıticas como
tablas con una entrada por cada estado, ni tampoco emplear algoritmos que requie-
ran recorrer todos los estados repetidas veces. La solucio´n para dichos casos consiste
en emplear te´cnicas de aproximacio´n de funciones. Los me´todos resultantes no rea-
lizan ca´lculos exactos, por lo que el proceso de aprendizaje converge hacia pol´ıticas
aproximadamente o´ptimas. En principio cualquier me´todo de aprendizaje supervisa-
do puede emplearse como aproximador. Sin embargo, en la pra´ctica es probable que
surjan problemas de estabilidad al combinar el proceso iterativo de los algoritmos
de RL con te´cnicas de aproximacio´n; de hecho, muchas de las garant´ıas teo´ricas de
convergencia de los algoritmos exactos dejan de ser va´lidas cuando se combinan con
aproximadores.
Desde el punto de vista teo´rico los aproximadores con una arquitectura lineal en
los para´metros (como por ejemplo las redes RBF de base fija) son ma´s adecuados ya
que aseguran la estabilidad de ciertos algoritmos de RL. Una desventaja de este tipo
de aproximadores es que suelen ser de cara´cter local, por lo que no son escalables a
espacios de alta dimensionalidad. Por este motivo muchas de la aplicaciones reales
de RL emplean aproximadores no lineales. A pesar de ello, conviene tener en cuenta
que para aplicar los algoritmos de RL con aproximadores no lineales habitualmente
se requiere un largo periodo de experimentacio´n hasta encontrar una configuracio´n
adecuada tanto del algoritmo como del aproximador.
La u´ltima parte del Cap´ıtulo 3 esta´ dedicada a una clase de algoritmos caracte-
rizados por hacer un uso eficiente de los datos, conocidos como algoritmos de tipo
batch. Se ha utilizado el problema del coche en la montan˜a para realizar un estudio
emp´ırico de los algoritmos batch ma´s representativos: experience replay (ER), least-
squares policy iteration (LSPI) y fitted q-iteration (FQI). Los experimentos realizados
han permitido analizar las ventajas e inconvenientes de cada algoritmo. Los resultados
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sugieren que el algoritmo FQI combinado con a´rboles de decisio´n ofrece un compor-
tamiento ma´s robusto ante factores como la distribucio´n no uniforme de los datos en
comparacio´n con ER y LSPI combinados con redes RBF de base fija.
En el Cap´ıtulo 4 se ha propuesto el algoritmo IVAO cuyo objetivo es mejorar
la eficiencia respecto al uso de los datos en problemas de aprendizaje online. En
muchas aplicaciones reales la velocidad de convergencia de los algoritmos de RL puede
resultar excesivamente lenta o, lo que es lo mismo, se requiere una cantidad muy
elevada de interacciones agente-entorno para obtener pol´ıticas o´ptimas. La mayor´ıa
de algoritmos enfocados en el uso eficiente de los datos esta´n disen˜ados para funcionar
oﬄine: durante el proceso de aprendizaje no se permite la interaccio´n entre el agente
y el entorno, sino que los datos son almacenados en una etapa previa. El hecho de
almacenar los datos permite que sean reutilizados varias veces para actualizar la
estimacio´n de la pol´ıtica, al contrario que ocurre en otros algoritmos donde los datos
adquiridos son desechados despue´s de realizar una u´nica actualizacio´n. El algoritmo
IVAO tambie´n se basa en el principio de almacenar y reutilizar los datos para extraer
ma´s informacio´n de cada interaccio´n agente-entorno. Adema´s emplea funciones valor
ajustadas para estimar las pol´ıticas lo cual permite que el algoritmo sea combinado
con aproximadores no parame´tricos. El proceso de almacenar y reutilizar los datos
varias veces implica una mayor carga computacional por iteracio´n en comparacio´n
con otros algoritmos de aprendizaje online.
Las propiedades del algoritmo IVAO se han evaluado mediante un estudio expe-
rimental empleando tres entornos con diferente grado de complejidad. Los resultados
obtenidos indican un incremento de la velocidad de convergencia respecto al algo-
ritmo Q-learning con trazas de elegibilidad. Los experimentos tambie´n incluyen una
seccio´n en la que se analizan los efectos que se producen al variar los para´metros de
configuracio´n del algoritmo IVAO.
En el Cap´ıtulo 5 se ha propuesto el algoritmo LSTD basado en ma´quinas
de aprendizaje extremo (LSTD-ELM). El objetivo de este algoritmo es mejorar la
escalabilidad respecto al nu´mero de dimensiones del espacio de estados. LSTD-ELM
se centra en el problema de estimar la funcio´n valor de una pol´ıtica dada, por lo que
no resuelve el problema general de encontrar una pol´ıtica o´ptima a partir de la cual
el agente pueda seleccionar acciones. Sin embargo, estimar la funcio´n valor de una
pol´ıtica es una parte fundamental de cualquier algoritmo de RL basado en iteracio´n
de pol´ıticas, por lo que cualquier mejora en esta etapa tendra´ un impacto relevante
en dicha clase de algoritmos.
El me´todo propuesto combina las propiedades del algoritmo LSTD esta´ndar con la
capacidad de aproximacio´n de las ma´quinas de aprendizaje extremo. LSTD es un al-
goritmo basado en diferencias temporales que converge hacia la misma solucio´n que el
algoritmo TD, pero a diferencia de este u´ltimo, LSTD emplea me´todos anal´ıticos para
estimar la solucio´n en lugar de hacerlo de forma incremental. Debido a ello el algorit-
mo LSTD es ma´s robusto y converge a mayor velocidad. Una de las restricciones que
impone LSTD es que la funcio´n valor tiene que ser representada mediante un apro-
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ximador lineal en los para´metros. Los aproximadores lineales suelen ser de cara´cter
local, por lo que, debido al efecto conocido como la “maldicio´n de la dimensionali-
dad”, la complejidad del aproximador aumenta exponencialmente a medida que crece
la dimensionalidad del espacio de estados. Este efecto provoca que los aproximadores
locales se vuelvan intratables cuando el nu´mero de dimensiones es elevado.
Por otra parte, el algoritmo ELM realiza una simplificacio´n del proceso de en-
trenamiento de las redes neuronales de una sola capa, de forma que este proceso
queda reducido, pra´cticamente, al ajuste de una regresio´n lineal. Esta caracter´ıstica
es empleada en el me´todo propuesto para aprovechar las caracter´ısticas de las redes
neuronales como aproximadores globales junto con la robustez y velocidad de conver-
gencia del algoritmo LSTD. Comparado con el algoritmo LSTD esta´ndar, LSTD-ELM
aporta una mejora en la capacidad de aproximacio´n.
Las propiedades del algoritmo LSTD-ELM se han evaluado experimentalmente
en dos entornos. Uno de los entornos es una generalizacio´n propuesta en esta tesis
del problema Hop-world. En la versio´n generalizada, la dimensionalidad del espacio
de estados es un para´metro definido por el usuario, de forma que es posible eva-
luar fa´cilmente el comportamiento de un algoritmo determinado frente al nu´mero de
dimensiones. Los resultados obtenidos muestran la capacidad de LSTD-ELM para
obtener estimaciones de la funcio´n valor con una exactitud similar al algoritmo LSTD
esta´ndar pero de forma ma´s compacta. Esta caracter´ıstica resulta especialmente re-
levante en problemas de elevada dimensionalidad. Adema´s del algoritmo LSTD-ELM
ba´sico, en el Cap´ıtulo 5 tambie´n se ha estudiado una versio´n basada en comite´s de
redes ELM. Esta versio´n alcanza una mayor exactitud en la aproximaciones a costa
de incrementar la carga computacional del me´todo.
El Cap´ıtulo 6 se centra en la optimizacio´n del tratamiento de la anemia
mediante aprendizaje por fuerzo. Un elevado porcentaje de los pacientes en he-
modia´lisis sufren anemia renal cro´nica. El tratamiento esta´ndar de la anemia renal
consiste en la administracio´n de darbepoetina alfa (u otros fa´rmacos estimulantes
de la eritropoyesis). Determinar la dosis adecuada de esta clase de fa´rmacos es una
tarea de vital importancia para mantener a los pacientes en un estado saludable de-
bido a su estrecho rango terape´utico. Dicha tarea resulta compleja principalmente
por dos motivos: (i) la respuesta de los pacientes es muy heteroge´nea y, (ii) el efec-
to de cada administracio´n de darbepoetina alfa dura aproximadamente tres meses.
El procedimiento habitual para determinar la dosis correcta consiste en monitorizar
mensualmente el estado de los pacientes mediante ana´lisis de laboratorio y ajustar la
cantidad de derbepoetina alfa en funcio´n del estado de cada paciente con ayuda de
protocolos de administracio´n. Este procedimiento, que se puede identificar fa´cilmen-
te con un problema de decisio´n secuencial, es adecuado para ser abordado mediante
aprendizaje por refuerzo por dos razones. Por una parte, resulta complicado obtener
un modelo que describa la evolucio´n de todos los posibles pacientes cuando son trata-
dos con darbepoetina alfa y, por otra parte, se dispone de una gran cantidad de datos
recogida en cl´ınicas de toda Europa durante un periodo largo de tiempo.
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Los experimentos realizados a lo largo del cap´ıtulo para evaluar la metodolog´ıa
propuesta forman parte de una fase previa a la evaluacio´n cl´ınica, por lo que esta´n
basados en un modelo matema´tico en lugar de pacientes reales. Los resultados obte-
nidos muestran que la pol´ıtica aprendida a partir de los datos incremento´ un 27.6%
el nu´mero de pacientes en los que el tratamiento lograba su objetivo comparado con
un protocolo esta´ndar de ajuste de dosis. Adema´s, redujo la cantidad empleada de
darbepoetina alfa en un 5.13%, una reduccio´n que es importante tanto desde el pun-
to de vista econo´mico, debido al alto coste de la darbepoetina, como desde el punto
de vista me´dico, debido a los efectos secundarios asociados con dicho fa´rmaco. Cabe
destacar que los resultados obtenidos en este cap´ıtulo han dado lugar al desarrollo de
una prueba piloto de evaluacio´n cl´ınica que se esta´ llevando a cabo actualmente con
pacientes reales.
En te´rminos generales, las contribuciones realizadas en esta tesis tienen como obje-
tivo hacer que los me´todos de aprendizaje por refuerzo sean ma´s pra´cticos y efectivos
en problemas complejos. A pesar de ello resulta conveniente tener en cuenta otras
limitaciones que no han sido tratadas en esta tesis y pueden ser cr´ıticas en algunos
problemas reales. En primer lugar, en la mayor parte de la tesis se asume que el espacio
de acciones puede ser discretizado en un conjunto relativamente pequen˜o de acciones.
Esta asuncio´n es habitual debido a que simplifica en gran medida los algoritmos de
aprendizaje por refuerzo; sin embargo, igual que ocurre con el espacio de estados,
en ocasiones una solucio´n aproximadamente o´ptima requiere el uso de acciones con-
tinuas. El a´mbito de la robo´tica es un ejemplo claro donde comu´nmente se requiere
emplear acciones continuas. Incluso en problemas relativamente sencillos en los que
teo´ricamente es viable encontrar una solucio´n adecuada con acciones discretas, en la
pra´ctica es posible que dichas acciones no sean deseables debido al estre´s meca´nico
que supone para el sistema. En segundo lugar, se ha asumido que la informacio´n que
recibe el agente por parte del entorno es suficiente para determinar su estado de forma
exacta y fiable. En ciertos problemas reales tal vez no sea posible determinar exacta-
mente el estado del entorno debido, por ejemplo, a que la informacio´n aportada por
un conjunto de sensores no sea suficiente para distinguir todos los estados o porque
la sen˜al contenga ruido. En esta situacio´n no se cumple la propiedad de Markov por
lo que dejan de ser va´lidos los algoritmos que asumen dicha propiedad. Las te´cnicas
para abordar este tipo de problemas suelen pertenecer al a´mbito de los procesos de
decisio´n de Markov parcialmente observables, una generalizacio´n de los MDP.
7.2. Proyeccio´n futura
El trabajo realizado en la presente tesis puede ser continuado de diversas maneras.
A continuacio´n se describen algunas cuestiones abiertas sobre los me´todos propues-
tos y se sugieren posibles direcciones de investigacio´n futura que pueden ayudar a
resolverlas:
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• En el Cap´ıtulo 3 se han comparado los tres algoritmos de tipo batch ma´s repre-
sentativos: ER, LSPI y FQI. Dado un problema concreto, los resultados obteni-
dos por cada uno de los algoritmos depende de un nu´mero elevado de factores
o para´metros que, debido a las restricciones impuestas por cada algoritmo, no
se pueden configurar del mismo modo en los tres casos. Por tanto resulta com-
plicado realizar una comparacio´n en igualdad de condiciones. La solucio´n por la
que se ha optado ha sido emplear la configuracio´n t´ıpica para cada uno de los
algoritmos. Aunque esta solucio´n es razonable, los resultados obtenidos esta´n
sesgados por la configuracio´n seleccionada. Ser´ıa interesante realizar un estudio
ma´s completo que contemple un mayor nu´mero de configuraciones, as´ı como
una mayor variedad de entornos.
• Continuando con el Cap´ıtulo 3, los experimentos realizados demuestran que mi-
nimizar el error cuadra´tico medio de la funcio´n valor estimada no garantiza una
pol´ıtica de control de mayor calidad. A pesar de que este hecho esta´ ampliamen-
te aceptado por la comunidad cient´ıfica (Bertsekas y Tsitsiklis, 1996; Sutton y
Barto, 1998; Szepesva´ri, 2010), apenas existen resultados de algoritmos basados
en otros criterios.
• El algoritmo IVAO, propuesto en el Cap´ıtulo 4, se ha evaluado emp´ıricamente
empleando como aproximador de funciones una red RBF de base fija. Se ha
escogido este aproximador con el objetivo de que las condiciones fueran lo ma´s
parecidas posibles a las del algoritmo usado como referencia (Q-learning). Sin
embargo, una de las ventajas que ofrece el algoritmo IVAO es la posibilidad
de usar aproximadores no parame´tricos que, en principio, ofrecen una mayor
flexibilidad debido a su capacidad para adaptarse a la complejidad de la fun-
cio´n valor. As´ı pues ser´ıa conveniente realizar una evaluacio´n ma´s realista en la
que se emplee un aproximador no parame´trico. Adicionalmente tambie´n ser´ıa
interesante comprobar la eficacia del algoritmo IVAO en las condiciones teo´ri-
cas que aseguran su convergencia, es decir, cuando el mapeado realizado por el
aproximador es de tipo no expansivo.
• Actualmente el algoritmo IVAO almacena los datos relativos a las u´ltimas N
transiciones realizadas por el agente. Otra opcio´n ma´s sofisticada que conviene
explorar consiste en almacenar u´nicamente aquellas transiciones que aporten in-
formacio´n relevante para la estimacio´n de la funcio´n Q. De esta forma se podr´ıa
reducir el nu´mero de transiciones almacenadas y, por tanto, la carga computacio-
nal del algoritmo. El campo del aprendizaje activo se encarga precisamente de
seleccionar muestras relevantes, de hecho, ya existen algunos algoritmos que
combinan aprendizaje por refuerzo y aprendizaje activo (Ernst et al., 2005a;
Rachelson et al., 2011).
• El Cap´ıtulo 5 ha descrito el algoritmo LSTD-ELM y su variante LSTD-cELM.
Ambos algoritmos tienen como objetivo resolver el problema parcial de predecir
la funcio´n valor de una pol´ıtica fija. Para resolver el problema general y permitir
que un agente seleccione acciones o´ptimas, LSTD-ELM debe incluirse en otro
172
7.2. PROYECCIO´N FUTURA
algoritmo basado en iteracio´n de pol´ıticas como, por ejemplo, LSPI. Por tanto
el siguiente paso lo´gico consistir´ıa en incluir LSTD-ELM en dicho algoritmo y
evaluar su funcionamiento.
• Un problema que puede aparecer bajo determinadas circunstancias en la ma-
yor´ıa de me´todos de aprendizaje automa´tico, entre ellos el aprendizaje por re-
fuerzo, es el sobreajuste. Para evitarlo, habitualmente se emplean te´cnicas de
regularizacio´n. Aunque existen diversos trabajos que combinan las ma´quinas de
aprendizaje extremo con te´cnicas de regularizacio´n, en el contexto del apren-
dizaje por refuerzo este proceso resulta ma´s complicado debido a que no se
dispone de una sen˜al deseada. Au´n as´ı, existen algunos trabajos que utilizan
regularizacio´n junto con el algoritmo LSTD (Kolter y Ng, 2009; Hoffman et al.,
2011) y que podr´ıan extenderse al caso del algoritmo LSTD-ELM.
• La metodolog´ıa propuesta en el Cap´ıtulo 6 para optimizar el tratamiento de la
anemia renal ha sido evaluada mediante simulaciones. Para completar el proce-
so de validacio´n es necesario probarlo con pacientes reales. Esta validacio´n se
esta´ llevando a cabo actualmente en un estudio piloto en una serie de cl´ınicas
de hemodia´lisis de tres pa´ıses europeos. Finalmente, si los resultados obtenidos
son positivos, el sistema basado en aprendizaje por refuerzo sera´ implantado de
manera mayoritaria en las cl´ınicas para su uso habitual.
• La funcio´n de recompensa en el problema de la anemia renal ha sido disen˜ada
teniendo en cuenta u´nicamente objetivos relativos a la salud del paciente. A
pesar de ello los resultados obtenidos demuestran que un tratamiento o´ptimo
respecto a dichos objetivos tambie´n conlleva una reduccio´n en la cantidad de
darbepoetina alfa empleada y, por tanto, del coste total del tratamiento. Una
opcio´n que puede conseguir una reduccio´n mayor del coste consistir´ıa en incluir
en la funcio´n de recompensa un te´rmino inversamente proporcional a la cantidad
de darbepoetina alfa empleada. Actualmente, ante un hipote´tico paciente sobre
el que dos posibles tratamientos produzcan un efecto muy similar, el agente no
tiene preferencia sobre ninguno de ellos cuando, realmente, ser´ıa ma´s adecuado
aquel tratamiento que emplee menor cantidad de fa´rmaco.
• La optimizacio´n del tratamiento de la anemia renal solo es una de las diversas
aplicaciones pra´cticas que tienen las te´cnicas de RL. Otra aplicacio´n en la que
actualmente se esta´ trabajando consiste en la optimizacio´n del sistema de cli-
matizacio´n de la Facultad de Educacio´n perteneciente a la Universidad de Leo´n.
El sistema de control actual enciende las calderas 3 horas antes del horario de
apertura del edificio, mientras que la calefaccio´n comienza a funcionar 2 horas
antes con una temperatura de consigna de 23◦C. Tanto el horario de funciona-
miento como la temperatura de consigna son fijas y no tienen en cuenta factores
como la temperatura externa, la carga te´rmica que puede almacenar el edificio,
la eficiencia de las calderas, etc. El objetivo es desarrollar un sistema de control
basado en RL que tenga en cuenta estas caracter´ısticas para minimizar el con-
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sumo de gas al mismo tiempo que mantiene la temperatura de confort durante
el horario de uso del edificio.
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Modelo de la eritropoyesis
Este ape´ndice describe las ecuaciones del modelo de la eritropoyesis introducido en
la Seccio´n 6.4. Se trata de un modelo compartimental en el que cada compartimento
agrupa los diferentes tipos de ce´lulas implicados en la formacio´n de eritrocitos en
funcio´n de su interaccio´n con la EPO (ver Figura 6.3). Se han considerado tres clases
de ce´lulas o compartimentos:
• Compartimento P : formado por las ce´lulas progenitoras y precursoras (CFU-
GEMM, BFU-E y CFU-E).
• CompartimentoM : contiene los eritroblastos (baso´filos, policromato´filos y orto-
cromato´filos) y ret´ıculos inmaduros. Ambos tipos de ce´lulas dependen del hierro
para diferenciarse. Como se asume que todos los pacientes tienen suficiente hie-
rro disponible, el compartimento M no modifica el nu´mero de ce´lulas, sino que
u´nicamente introduce un retardo entre las ce´lulas que entran y salen.
• Compartimento R: a este compartimento pertenecen los ret´ıculos maduros y los
eritrocitos.
Las ecuaciones que gobiernan el nu´mero de ce´lulas en cada compartimento son
ecuaciones de balance (Krzyzanski et al., 1999). En cada compartimento entra un flujo
de ce´lulas nuevas y sale un flujo de ce´lulas diferenciadas o apo´ptoticas. Se asume que
las ce´lulas de un mismo compartimento permanecen vivas durante aproximadamente
el mismo periodo de tiempo, denotado por TP para las ce´lulas del compartimento P
y TR para las ce´lulas del compartimento R (Krzyzanski et al., 1999). Esta asuncio´n
determina a que se eliminan las ce´lulas, ya que en un momento dado t el nu´mero
de ce´lulas que mueren tiene que ser igual al que nacen en el mismo instante pero
retardado por su periodo de vida. El flujo de ce´lulas entrantes al compartimento
P depende de la respuesta de los progenitores al efecto estimulante del fa´rmaco. De
acuerdo con (Krzyzanski et al., 1999), esta respuesta puede ser descrita con la funcio´n
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donde Etot (definido en la Ecuacio´n 6.1) representa la concentracio´n plasma´tica total
de EPO, y E50 = 100/Vd. La sensibilidad E50 es la mitad de la concentracio´n ma´xima
efectiva, un para´metro usado habitualmente en farmacolog´ıa para medir la potencia
de una sustancia.
El flujo de salida del compartimento P se corresponde con el flujo de entrada del
compartimento R retardado por TM , ya que se ha considerado en el compartimento
M no se elimina ninguna ce´lula.
En la u´ltima etapa de su vida u´til, los eritrocitos se vuelven senescentes y son
eliminadas del flujo sangu´ıneo. La tasa de eliminacio´n de eritrocitos es un promedio
ponderado de la tasa de entrada en el compartimento R. Dicho promedio consisten en
una combinacio´n convexa cuyos coeficientes son proporcionado por una distribucio´n
gausiana con media igual al tiempo medio de vida u´til de los eritrocitos y varianza
30. La distribucio´n gaussiana indica que el efecto del fa´rmaco es mayor en las ce´lulas
mayores de TR.
La evolucio´n del nu´mero de ce´lulas en los compartimentos P y R es la siguiente:









E50 + Etot(t− Tj)P (t− Tj)
R′(t) = Cr
Etot(t− (TP +TM ))







E50 + Etot(t− Tj)P (t− Tj)
donde
gTj = G(Tj − (TP +TM ))),
G(T ) es la distribucio´n gaussiana con media TR y varianza 30 evaluada en el instante
















Durante los experimentos se han empleado los valores (TP ,TM ,TR) = (9, 4, 70).
En el instante t0 de la primera administracio´n, P0 = 1 and R0 = 1 (es decir, hay 10
11
ce´lulas madurando en el compartimento P ). El resto de para´metros, Ep, Cp y Cr
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