The aim of this note is to present a simple derivation of sufficient conditions for a strict local minimum of a locally Lipschitzian function defined on a normad space. The conditions obtained include the classical higher order sufficient conditions for Frechet differentiable functions. We shall formulate our result in two forms. The first of them (Theorem 1) has a straightforward proof (in which only the mean value theorem of Lebourg is used) and enables a comparison with the classical conditions when the function considered is differentiable. The second form (Theorem 2) follows easily from the first one and is similar to the conditions occurring in the reoent results of Chaney [2], [3] . The seoond order sufficient conditions of Chaney concern a more general situation than that considered in this paper. However, our theorems include also conditions of order greater than two. Let us also note that a quite different approach to first and second order conditions for a minimum of a locally Lipsohitzian function is presented in ([1]', Section 2).
Introd uction
The aim of this note is to present a simple derivation of sufficient conditions for a strict local minimum of a locally Lipschitzian function defined on a normad space. The conditions obtained include the classical higher order sufficient conditions for Frechet differentiable functions. We shall formulate our result in two forms. The first of them (Theorem 1) has a straightforward proof (in which only the mean value theorem of Lebourg is used) and enables a comparison with the classical conditions when the function considered is differentiable. The second form (Theorem 2) follows easily from the first one and is similar to the conditions occurring in the reoent results of Chaney [2] , [3] . The seoond order sufficient conditions of Chaney concern a more general situation than that considered in this paper. However, our theorems include also conditions of order greater than two. Let us also note that a quite different approach to first and second order conditions for a minimum of a locally Lipsohitzian function is presented in ([1]', Section 2).
Throughout the paper, X will be a normad space with norm II* II, W -an open non-empty subset of X, and f s W R -a locally Lipschitzian function (i.e. a function satisfying the Lipschitz condition in a neighbourhood of any point x c V). X* will denote the topological dual spaoe of X. We recall that the generalized directional derivative of f at z in the direction v e X is defined by f°(x;v) = lim eup A~1(f(x + h + *v) -f(z + h)).
h -0 A * 0 The function f°(xj*) i X-»R is convex and positively homogeneous. The generalized gradient of f at x is the set (1) 3f(x) = {x*eX*| WeX, f°(x } v) : > <x*,v>} (see [4] for more information about these notions).
Sufficient optimality conditions
Ve shall oonsider the problem of minimization of f over x e W. The following tno theorems give conditions sufficient for a point x to be a local solution to this problem. Theorem 1. Let xeW. Suppose that there exist a neighbourhood U of x (Del) and a function y t U\{x}-»-] 0,+<*>[ suoh that (2) lim sup y(x)f 0 (xjx -x)< 0. X *x XJ* X Then f attains a strict local minimum at x (i.e. there exists a neighbourhood V of x such that f(x)> f(x) for all x e V, x t x).
This theorem is a particular case of ( [8] , Theorem 5.1). However, the proof given below is simpler since it does not require the knowledge of the theory presented in [8J.
Proof. It follows from (2) that there exists a convex neighbourhood V of x such that (3) sup ip(x)f°(xjx -z) < 0. xeV\{x} Suppose that the desired conclusion is falsej then there exists y eV such that y jf x and f(y) ^f(x). By Lebourg's mean value theorem [5, 6] , we have whenever {x n j and |x* J. are sequences in U and I*, respectively, such that {x Q } converges to x, x Q t x for every n, and x*e3f(x n ) for every n. Then f attains a strict local minimum at x. Proof. It suffices to show thât the assumptions of Theorem 2 imply condition (2). Suppose that (2) is false ; then there exists a sequence {x n } in U such that {x n j. converges to x, x n i x for every r, and lim <p(x )f°{j n |x -x )» 0 n-»oo (where the limit may be finite or equal to +00}.
By [4, Proposition 1], we have, for every n, f°(x n ;x -x n ) » max {<x*,x-x n > | x*c 3f(x n )}.
Therefore, we can choose a sequence |x*}in X* such that x* e 3f(x n ) for every n, and -lim v(x n ) <x*,x fl -x> = lim f(x*) <x n ,x -x fi >* 0, n-00 n-00 which contradicts our assumptions.
Remark.
In particular, we can assume that the function h> occurring in Theorems 1 and 2 is defined by <f(x) « 
