Generación y Análisis de Algoritmos para el Estudio de QBDs by Goméz-Vargas, Ricardo C. & Espinoza-Buitrago, Mónica
Tecno. Lógicas., ISSN 0123-7799, Edición Especial, octubre de 2013, pp. 577-589 
Generación y Análisis de Algoritmos 
para el Estudio de QBDs 
 
Generation and Analysis of 
Algorithms for the Study of QBDs 
 
 






1 Facultad de Ingeniería de Telecomunicaciones, 
Universidad Santo Tomás, Bogotá-Colombia 
ricardogomez@usantotomas.edu.co 
2 Facultad de Ingeniería de Telecomunicaciones, 
Universidad Santo Tomás, Bogotá-Colombia 
monica.espinosa@usantotomas.edu.co 
[578] Gómez & Espinosa / Generación y Análisis de Algoritmos para el Estudio de QBDs 
 Tecno Lógicas 
Resumen 
El análisis y caracterización de sistemas de telecomunicaciones gene-
ralmente se realiza utilizando modelos estocásticos, en este artículo se 
presentan dos algoritmos para el análisis de sistemas de cuasi nacimiento 
y muerte (QBDs), estos se implementan sobre dos tipos de colas PH/PH/1 
y M/M/1, mostrando los resultados de los mismos y comparando sus tiem-
pos de ejecución y error de resultados. Para el desarrollo del trabajo se 
utilizaron análisis matriciales de cadenas de Markov partiendo de la 
matriz generadora de los mismos. 
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Abstract 
The analysis and characterization of telecommunication systems 
generally is performed using stochastic models, this paper presents two 
algorithms for the analysis of quasi birth and death (QBDs), these are 
implemented on two types of queues PH/PH/1 and M/M/1, showing the 
results of these and comparing their execution times and error results. 
For development work using matrix analysis based on Markov chains 
begins from his generated matrix. 
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Los procesos de cuasi nacimiento y muerte (QBDs) se han con-
vertido en una herramienta recurrente en el análisis de sistemas 
de espera, estudios sobre el desempeño de modelos de radio cogni-
tiva (Martinez-Bauset, 2013), modelamiento de retardos en redes 
Ad-hoc móviles (XJiang, 2013), distribución anchos de banda va-
riables en sistemas inalámbricos (Fu Yu, 2011), métodos de ex-
pansión espectral (Chakka, 2013), entre otros son ejemplos de la 
importancia que este tipo de análisis posee. Análisis realizados 
muestran cargas computacionales asociadas a la solución de este 
tipo de sistemas que pueden llegar a ser considerables (Latouche, 
2013), razón por la cual los estudios buscan evaluar diversas for-
mas de encontrar las distribuciones de estado estable de las repre-
sentaciones en forma de QBDs de sistemas de espera (Gómez, 
2011). 
Este estudio tiene como objetivo el construir y evaluar algorit-
mos, con diferentes estrategias de aproximación a la solución, para 
el análisis de sistemas de espera representados mediante QBDs. 
La primera parte del documento habla de la descripción de siste-
mas de espera, la generación de procesos de nacimiento y muerte y 
de cuasi nacimiento y muerte. Se describe la caracterización de los 
QBDs y se enuncian los problemas a nivel de cálculo que esta 
aplicación presenta. Finalmente se formula un experimento que 
pretende comparar dos estrategias de cálculo matricial para este 
tipo de sistemas. Finalmente se presenta el desempeño de las 
rutinas construidas en un sistema PH/PH/1 
 
 
2. SISTEMAS DE ESPERA 
 
Los sistemas de espera modelan el comportamiento de un pro-
ceso en lo referente a las políticas de atención que este posea y las 
medidas de rendimiento (calidad) del mismo, analizar e intervenir 
el comportamiento de un sistema de espera (denominados colas en 
gran parte de la literatura) es de importancia en la industria de 
las telecomunicaciones dado la afinidad de este proceso con la 
calidad del servicio prestado. 
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El análisis de sistemas de espera se fundamenta en la cons-
trucción de una matriz de probabilidad de transición (P) y un 
vector de estado (S) el cual depende del tiempo de observación, 
para encontrar estos descriptores se asume que el sistema se com-
porta como un proceso markoviano. Nos centraremos en sistemas 
cuyas variables de estado (Número de usuarios en el sistema, 
cantidad de paquetes en buffer, entre otras) incrementan o dismi-
nuyen en la unidad, es decir que únicamente existen conexiones 
entre un estado y sus vecinos. 
 
2.1 Procesos de Nacimiento y Muerte 
 
En los análisis de sistemas de espera, cobra importancia el 
cómo se abandona un estado y se ingresa a otro. Si en la represen-
tación observamos que los estados presentes se comunican única-
mente con estados que estén a un nodo de distancia de ellos, po-
demos caracterizar este sistema como proceso de nacimiento y 
muerte (Fig. 1a), donde µ representa los nacimientos o ingresos y λ 





Fig. 1. a) Proceso de nacimiento y muerte, b) Proceso de cuasi nacimiento y muerte. 
Fuente: Autores 
 
Matemáticamente la representación de estos sistemas se desa-
rrolla mediante una matriz P tridiagonal (1), de dimensión N, 
donde N representa el número de estados del sistema. 
 
2.2 Procesos de Cuasi Nacimiento y Muerte 
 
Los procesos de cuasi nacimiento y muerte (QDB) poseen ca-
racterísticas similares a las vistan en la sección pasada, sin em-
bargo en estos la atención de un servicio puede requerir de un 
número de fases, es decir que un usuario del sistema puede estar 
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en el mismo estado en diferentes procesos, en la Fig. 1b podemos 
observar un QBD, los estados ahora poseen un segundo índice el 
cual enumera la fase de servicio en la que se encuentra un estado, 
definiremos n como el número de estados y m como el número de 
fases por estado. 
Es notable la diferencia en el comportamiento de este sistema 
y el anterior, si buscamos una representación matricial del siste-
ma debemos, es necesario plantear un número de matrices que 
representan los arribos y salidas de los estados dependiendo de la 
fase en la que se encuentre. Luego de esto podemos definir la 









    
       
      
     
     
      
          
         
        
     
     









En la anterior expresión cada uno de los elementos representa 
una matriz de nXn. Podemos observar que la complejidad del 
esquema aumento de manera significativa, la dimensión de la 
matriz será en términos generales de N=mXn, este cambio implica 
un aumento significativo en el tamaño de la matriz y un aumento 
importante de los ciclos de cómputo y tiempo de procesamiento de 
este tipo de sistemas. Lo anterior muestra la necesidad de imple-
mentar algoritmos de análisis que reduzcan de alguna manera la 




3. ALGORITMOS DE CÁLCULO 
 
En esta sección nos concentraremos en el cómo realizar los al-
goritmos bajo los cuales analizar los QDBs, para ello haremos uso 
de otros descriptores del sistema y la relación de los mismos en el 
análisis de sistemas de espera. Primero crearemos la matriz gene-
radora que permite realizar cálculos sobre los sistemas de espera, 
se calcula a partir de las tasas de arribo y de servicio de los esta-
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dos existentes. La matriz generadora tiene dimensión N y sus 
elementos cumplen con las siguientes condiciones. 
 
∑    
 
   
          ∑     
 
       
              
(2) 
 
Dadas las políticas de transición de estado, los QBD poseen di-
ferentes matrices generadora. Sin embargo, el orden de los esta-
dos, permite que encuentre una matriz como la mostrada en (3). 
Vale la pena resaltar que la matriz generadora de un QBD se 
puede llevar a una forma tridiagonal por bloques, hecho funda-
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Podemos definir una matriz R que contenga los valores espe-
rados del número de visitas a un estado n partiendo de un estado 
j, antes de regresar a un subconjunto de estados T, si la cadena es 
irreductible podemos afirmar que         , donde    represen-
ta la probabilidad limite y     es el valor esperado de número de 
visitas a un estado de un subconjunto D entre dos visitas a un 
subconjunto T de estados (Latouch and V, 1999). 
Definiremos ahora la matriz U, que representa la probabilidad 
de visitar un nivel n, dado que se arrancó en este mismo nivel, 
antes de visitar un nivel n-1, los elementos de esta matriz están 
dados por: 
 
     [         (   )    (   )] (4) 
 
Donde   define el tiempo de ocurrencia de la primera visita a 
un estado del nivel n-1 y   es el tiempo de retorno a un estado del 
nivel n. podemos calcular el número de ocasiones en que se visita 
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un estado del nivel n antes de visitar un estado del nivel n-1 como 
   ∑  
  (   )     . Finalmente se definirá la matriz G, que 
representa la probabilidad de visitar un estado del nivel n-1, dado 
que se arrancó en un nivel n, antes en un tiempo finito. 
 
     [         (     )    (   )] (5) 
 
Entre las matrices definidas se deben cumplir las siguientes 
relaciones 
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Podemos observar que si conocemos alguna de las matrices R, 
G ó U, es posible encontrar las otras dos. Siendo este el fundamen-
to de los algoritmos a revisar. 
 
3.1 Algoritmo de Iteración Lineal 
 
Para desarrollar este algoritmo se usaron las ecuaciones 4 a 7 
y dando un valor inicial para G de cero (G(0)=0), realizando susti-
tuciones sucesivas en las expresiones calculamos los valores de G 
y de U, la ejecución del algoritmo termina cuando los cambios de 
la matriz G en la ejecución es menor a un valor estipulado e. Po-
demos realizar variaciones a las condiciones iniciales del anterior 
algoritmo y decir que G(0)=I. Si planteamos la misma estrategia 
de solución que en el caso anterior y obtenemos una variación del 
primer algoritmo diseñado. 
Se debe notar que los algoritmos poseen diferente definición de 
error, esto se debe a que en el segundo programa la matriz Gi es 
una matriz estocástica y la definición de error en el primer algo-
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3.2 Algoritmo de Reducción Logarítmica 
 
En esta implementación se formulara la matriz G dentro de un 
sistema cuadrático, el cual se obtiene mezclando (8) y (9), el resul-
tado será: 
 
     
         
(10) 
 
Lo que puede reescribir como: 
 




Donde   (    )
     y   (    )
    . Las ecuaciones que 
hacen parte de este programa, provienen de la construcción de una 
ecuación de segundo orden en función de la matriz G, para lograr 
visualizar el problema se deben mezclar la ecuaciones utilizadas 
en el apartado anterior. La definición de error de este es similar a 
la de los anteriores algoritmos, lo que implica que se busca que la 





Para realizar pruebas de los algoritmos realizados, se modela-
rá una cola PH/PH/1, la cual se puede representar como en la Fig. 
2, los tiempos entre arribos obedece a una distribución de Erlang 
(    ) y los tiempos de servicio dependerán el número de fases que 
posean los estados y la probabilidad de visita a las mismas, para 
cada usuario los tiempos serán diferentes ya que al terminar el 
servicio uno se podrá optar por visitar el segundo servicio o salir 
(con probabilidades q y p respectivamente). 
 
 
Fig. 2. Modelo de funcionamiento de una cola PH/PH/1. Fuente: Autores 
Tecno. Lógicas., Edición Especial, octubre de 2013 [585] 
 
Para modelar la cola se tomaron los siguientes valores: m =3, 
Número de fases 2, v=0.3µ =0.6, µ '=0.4, p=0.6 y q=0.4.  
 
4.1 Implementación en Sistema M/M/1 
 
En aras de revisar el funcionamiento de busque lineal y loga-
rítmica, se propuso un sistema representado en una cola M/M/1, 
con dos y tres fases, el sistema implementado (Fig. 3), posee las 
siguientes constantes de control, un vector fila con las tasas de 
llegada para cada fase, así como un vector de tasas de atención, un 
número de niveles igual a 3. 
 
 
Fig. 3. Sistema M/M/1 propuesto. Fuente: Autores 
 
Una vez se han calculado los bloques que conforman las matri-
ces P y Q, podemos utilizar los algoritmos de iteración funcional 
(FI) y de reducción logarítmica (LR), con el fin de realizar los 
cálculos requeridos. Como ventaja del sistema encontramos la 
posibilidad de variar la tasa de ocupación del servidor ρ=µ/λ, posi-
bilitando el análisis de desempeño de los algoritmos generados. 
 
4.2 Implementación de un Sistema HE_2/M/1 
 
Se probaron los algoritmos utilizando un proceso con arribos y 
tiempos de servicio exponenciales. La cola incluirá dos fases de 
arribos representados por tasas    con u=1,2, la relación lineal 
          (tasa total de arribos) se mantendrá constante para las 
diferentes relaciones entre    y   . 
El sistema que se analizará se presenta en la Fig. 1b. Las po-
sibles transiciones y sus tasas se muestran en la Tabla 1. Los 
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bloques de la matriz generadora. Para la generación de los ante-
riores sistemas, se utilizaron algoritmos encargados de generar las 
matrices de transición y generadoras así como la evaluación de los 
algoritmos FI y LR. 
 
Tabla 1. Resultados del análisis de la cola PH/PH/1, L es el valor esperado de 
usuarios en el sistema y W el tiempo esperado de espera. Fuente: Autores 
µ’ µ V P Q L W 
0,4 0,6 0,3 0,6 0,4 3,27 11,46 
0,4 0,6 0,8 0,6 0,4 8,36 10,97 





5.1 Sistema PH/PH/1 
 
Al analizar este sistema con un número relativamente alto de 
niveles se observó que en la distribución de estado estacionario la 
probabilidad de los últimos niveles tiende a cero (esto depende de 
la utilización que se haga del servidor), teniendo en cuenta esto se 
podría afirmar que los resultados son válidos para una cola con 
capacidad infinita, los resultados obtenidos son. Observamos que 
al aumentar parámetros como la tasa de arribos y la probabilidad 
de visitar la fase dos el número de usuarios en el sistema aumen-
ta, mientras que aumentar la tasa de servicio disminuye este 
valor. 
 
5.2 Algoritmos de Cálculo sobre una Cola M/M/1 
 
Los tres algoritmos implementados mostraron respuestas igua-
les para valores de utilización del servidor baja, sin embargo difie-
ren al aumentar esta, los tiempos de ejecución del sistema se pre-
sentan en la Fig. 4. Los criterios de evaluación que se utilizaron 
fueron el tiempo de ejecución del algoritmo y la máxima diferencia 
entre los resultados obtenidos con los algoritmos realizados (FI y 
LR) y el algoritmo basado en la matriz Q. 
Los tiempos de respuesta de los algoritmos implementados va-
rían según la tasa de utilización correspondiente Fig. 4. Aquí se 
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observa que el mejor tiempo de respuesta en todos los casos los 
presenta el algoritmo de iteración lineal modificado, evidentemen-
te la matriz G converge menos rápido si la utilización tiende a uno. 
Una estrategia para solucionar este problema podría estar en 
aumentar el error permitido, sin embargo se detectó que el algo-




Fig. 4. Diferencias de tiempo de ejecución de los algoritmos 
 
 
Fig. 5. Error en los algoritmos implementados 
 
En cuanto a la diferencia entre los valores calculados a partir 
de la matriz generadora (en procesos finitos) y los bloques de a 
esta misma matriz (para QBDs), se observa que los algoritmos 
implementados presentan valores similares Fig. 5. También se 
observa que al aumentar la utilización del sistema el error aumen-
ta. Al desarrollar los cálculos con diferentes valores de ocupación, 
notamos que el eigenvalor dominante de la matriz R tiende la 
utilización del servidor, esto si las tasas de arribo    y de servicio 
   son iguales para todo      , lo cual implica que la utiliza-
ción del servidor en este tipo de esquemas es similar a la tasa de 
crecimiento de los usuarios en el sistema (A, 1997). 
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5.3 Algoritmos de Cálculo sobre una Cola HE_2/M/1 
 
Al utilizar los algoritmos diseñados en este tipo de cola se vio 
que los algoritmos diseñados presentan un mayor error, también 
se observó que al aumentar la utilización del servidor el error se 
incrementa de manera importante, para este tipo de análisis al 
cambiar el factor 
  
  




Fig. 6. Diferencias de tiempo de ejecución con tres fases. 
 
 





Los algoritmos diseñados funcionan de manera similar, úni-
camente el algoritmo de aproximación lineal modificado presento 
diferencias dada su definición de error. Con los algoritmos diseña-
dos no es necesario conocer la matriz generadora completamente, 
lo cual es importante en colas con capacidad infinita, en el trabajo 
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se compararon colas con un número de niveles relativamente altos 
(de 20 a 30) y los resultados se evidenciaron. 
En una cola M/M/1 la relación entre tasas de arribo genero un 
aumento significativo en la diferencia de resultados entre los algo-
ritmos, lo cual se puede explicar en la configuración de las matri-
ces    y   ̂ de la matriz de transición y la matriz generadora res-
pectivamente. Los sistemas lineales planteados no poseen solución 
para colas inestables, por lo cual el valor de la utilización del ser-
vidor evaluó la "dificultad" de solucionar el sistema, para bajos 
valores de utilización los algoritmos se comportaron de manera 
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