Abstract. Scientific irrigation is very important for saving water in agriculture, increasing output and benefit in our country. In this paper a method of nonlinear character extraction based on kernel canonical correlation analysis(KCCA) is presented in which information of soil and environment are input vectors of model. Nonlinear character are extracted by KCCA, then main character variables are determined which reflects the complex relationship between original input and output data and the array dimension of input data is simplified. At last the model based on least squares support vector machine (SVM) were completed. By comparing simulation results, precision and rapidity of the prediction model based on KCCA-SVM are higher than those of CCA-SVM and LS-SCM model. The experimental results show that the method is very effective.
Introduction
Agricultural irrigation is major water user in China, which occupy about 70% of total water requirement. The utilization rate of agricultural irrigation water is only 40%. The appropriate scientific irrigation is to save water and realize increasing production in agriculture. It would become the research focus of agricultural irrigation projects.
Due to irrigation object is a nonlinear and pure time delay system with large inertia, accurate and unified mathematical model can't be established. Most scholars take maximum yield as the objective function, and build model based on the relationship of water demand of crop and crop yields generally [1, 2] .The method of forecasting irrigation water requirement can be attributed in two categories, one is the method by time series imitation, including neural network model, grey prediction model and combinatorial model [3] [4] [5] [6] . Another is through the analysis of water demand of crops, the soil water balance method is researched on the forecast of irrigation water requirement [7] . This model requires a large amount of information of soil and environment as the inputs of the model. So too many factors lead to complexity of model.
In view of the above second kinds of modeling method in which there may be many variables in input space, in this paper kernel canonical correlation analysis method is proposed in which soil and environmental information are the input vector in model. Then the main characteristic variables of the input space are extracted, the secondary factors are eliminated. At last irrigation forecast model is established based on the simplified input space, which can greatly reduce the complexity of the model of irrigation system.
Basic Principle of Kernel Function Method[8,9]
Nonlinear canonical correlation analysis based on the kernel theory utilizes a nonlinear mapping( ( , f f , those experience covariance of projection of sampled data in the feature space can be written as: Therefore, Eq.1 can be written as:
Here, 1 2 , K K are Gram matrix respectively connected with the data set{ },{ } i i
x y .The typical experience variance are respectively:
This is equivalent to implement of KCCA for 2 vectors of N dimension. So KCCA can be converted to the following generalized eigenvalue calculation based on 1 2 ,
is not be centered, no need to calculate the ( ) 
Prediction Model of Kernel Method for Irrigation Water Requirement
Sampled Data Collection. Because irrigation water requirement is affected by soil moisture, soil temperature, air temperature, air humidity, pH, light intensity, soil nutrient, the concentration of CO2 and so on, prediction of irrigation water requirement can be seen as the approximation problem of complex high-dimensional nonlinear function relationship in the time sequence of these parameters. The sample data are pretreated, see Eq.6. Then, the initial time sequence made of these variables constitute as the initial input matrix.
Nonlinear Feature Extraction. Because of large amount of time sequence of these parameters, this will lead to the complex structure of prediction model, and affect prediction time of model. In this paper kernel canonical correlation analysis method is adopted for nonlinear feature extraction. By using the kernel function, the input matrix is transformed into feature space, and the feature extraction is completed in feature subspace with linear CCA method. So the input vectors of prediction model are simplified. The selection of kernel function is related to the accuracy of model. When the structure of system model is unknown, usually Gauss kernel function is better. Prediction Model on LS-SVM. The input vectors are not be linear correlation by using the method of KCCA. They will be as the sample data, using least squares support vector machine [9] , the prediction model of irrigation water requirement will be built.
Simulation Experiment and Results
Before the day of the prediction, soil moisture, soil temperature, air temperature, air humidity, pH, light intensity, soil nutrient, the concentration of CO2 and other physical parameters are recorded every 2 hour a day. So, 12 groups will be measured every day. Because the weather may be mutated, so it is necessary to consider the conditions of weather. The above data are the input sample data a day.
In this paper 120 groups of sample data are adopted as training samples. In order to have a representative, sample data should be distributed in 12 months. Each set of data includes the soil moisture, soil temperature, air temperature, air humidity, pH, light intensity, soil nutrient, the concentration of CO2 and other physical parameters every 2 hours a day.
By standardization, sample data constitute the input matrix. The complex correlativity relationship exists among the input data. According to the KCCA principle, the various nonlinear features will be calculated.
For comparison, respectively, the following 3 projects are be adopted in experimentation: (1) experiment was carried out using CCA, and using least squares support vector machine LS-SMV model; (2) using KCCA and LS-SMV model; (3) using LS-SMV model. Firstly, prediction model of irrigation water requirement is found by training 100 groups of sample based on CCA-SVM, KCCA-SVM and LS-SMV, then tested by another 20 groups of samples for prediction. Model training accuracy and generalization ability are tested by root mean square error (RMSPE). The root mean square error (RMSPE) of predictive value on training data is 2.117%, the RMSPE of predictive value on testing data is 2.554%. Table 1 shows comparison between the actual water use and predictive value by KCCA model in an irrigation area in 2010. Figure 1 and Table 2 show comparison results among the use of CCA-SVM, KCCA-SVM and LS-SVM three kinds of prediction. The results show that the accuracy of KCCA-SVM model is the best, the accuracy of CCA-SVM and LS-SVM is almost same.
In addition, also taking the time as the metric, calculation volume is compared among three kinds of model mentioned before. Calculation time of CCA-SVM, KCCA-SVM and LS-SVM methods are 3.2s, 3.1s and 4.8s respectively. The data show that the operational time of methods on CCA-SVM and KCCA-SVM are almost same, but less than that of model of LS-SVM.
Conclusion
In this paper aiming at the question that too many factor impact on the irrigation water use, this leads to increase of system complexity, so a method for feature extraction of irrigation water requiment based on kernel canonical correlation analysis is presented. The nonlinear feature vector are extracted by KCCA, the complex relationship of original input data are reflected better, and the input data array dimension are simplfied. Then based on least square support vector machine regression modeling, prediction of irrigation water requirement is implemented. The simulation results show that the prediction model based on KCCA-SVM has good nonlinear data processing capacity, high precision of prediction. It is great significance for saving water resources, improving irrigation efficiency by the prediction model. 
