Data Envelopment Analysis (DEA) is a mathematical model that evaluates the relative efficiency of Decision Making Units (DMUs) with multiple input and output. In some applications of DEA, ranking of the DMUs are important. For this purpose, a number of approaches have been introduced. Among them is the cross-efficiency method. The method utilizes the result of the cross-efficiency matrix and averages the cross-efficiency scores of each DMU. Ranking is then performed based on the average efficiency scores. In this paper, we proposed a new way of handling the information from the cross-efficiency matrix. Based on the notion that the ranking order is more important than individual efficiency score, the cross-efficiency matrix is converted to a cross-ranking matrix. A crossranking matrix is basically a cross-efficiency matrix with the efficiency score of each element being replaced with the ranking order of that efficiency score with respect to the other efficiency scores in a column. By so doing, each DMU assume the role of a decision maker and how they voted or ranked the other DMUs are reflected in their respective column of the cross-ranking matrix. These votes are then aggregated using a preference aggregation method to determine the overall ranking of the DMUs. Comparison with an existing cross-efficiency method indicates a relatively better result through usage of the proposed method.
Introduction
Data Envelopment Analysis (DEA) is a linear programming technique that was first introduced in Charnes et al. paper [1] . This technique evaluates the relative efficiency of Decision Making Units (DMUs) which contain some nonhomogeneous input and output. In the traditional DEA models like the CCR model [1] and the BCC model [2] , efficiency scores of efficient DMUs are 1 and efficiency scores of inefficient DMUs are less than 1. A frequently discussed problem involving the said models is that some of the efficient DMUs cannot be discriminated. A number of approaches have been introduced to overcome this problem and to improve the discrimination power of DEA. Among them are the super-efficiency methods, the multicriteria DEA methods and the cross-efficiency methods [3] .
The super-efficiency method was introduced by Andersen and Petersen [4] and is known as the AP model. In this method, the traditional DEA models are reformulated by excluding the input and output of the DMU that is being ranked from the models. However, this exclusion might cause unfeasibility of the DEA models [4, 5] . To overcome this situation, Saati et al. [6] modified the non-radial model presented in Mehrabian et al. [5] and converted it to an input-output orientation model that caused the LP model to be always feasible. The infeasibility of super-efficiency DEA model in a variable return to scale environment was dealt with by Chen [7] in which both input-oriented and output-oriented super-efficiency DEA models were proposed to fully characterize super-efficiency.
One of the methods which used the multi-criteria decision-making (MCDM) models for ranking DMUs is the method proposed by Li and Reeves [8] . The method introduced a Multi-Criteria Data Envelopment Analysis (MCDEA) model with three objective functions in which the first objective is to obtain the optimal solution of the CCR or the BCC models. The other two objective functions are to minimize the maximum quantity among all deviation variables and to minimize the summation of deviations. Recently, Bal et al. [9] combined the coefficients of variation for the input-output weights to the objective function of the CCR model. However, as noted by Wang and Luo [10] , Bal's proposed method has its shortcomings. For instance, since the input and output weights are derived from different dimensions and units, they cannot be simply added. Also, since the model is nonlinear, multiple local optimal solutions may be obtained. Furthermore, Bal et al. [11] converted the MCDEA model proposed by Li and Reeves [8] to a goal programming model in order to discriminate the efficient DMUs.
Cross-efficiency method, pioneered by Sexton et al. [12] , evaluates the performance of a DMU by comparing it to the optimal input and output weights of other DMUs. Doyle and Green [13] developed a set of formulations in order to remedy the shortcoming of the Sexton' method which is the non-uniqueness of the factor weights obtained from the DEA models. These models, known as aggressive and benevolent methods, obtain the robust factor weights for use in the construction of the cross-efficiencies method. In the aggressive and benevolent formulations the cross-efficiencies of the other DMUs are minimized and maximized, respectively. Recently, Wang and Chin [14] proposed an alternative cross-efficiency model known as the neutral DEA model to obtain a different set of input and output weights from aggressive and benevolent formulations.
A number of other methods have been integrated with DEA models. Liang et al. [15] integrated game theory and crossefficiency in order to rank the Decision Making Units in DEA. In the model, DMUs are considered as players. Before this, Sinuany-Stern et al. [16] proposed an approach based on the relationship between DEA and AHP (analytic hierarchy process) to rank DMUs. Recently, Wu [17] utilized the concept of fuzzy for ranking of DMUs in the traditional DEA models. For this purpose, firstly the DMUs are evaluated by the CCR and the cross-efficiency models. Secondly, a fuzzy preference relation is established. Finally, a priority vector of the preference is constructed and is used for ranking DMUs. Zerafat Angiz et al. [18] also utilized the fuzzy concept to completely rank efficient DMUs. On this aspect, this paper integrates the preference aggregation method with DEA to determine the ranking of DMUs.
Preference aggregation problem, in the context of a ranked voting system is a group decision making problem of selecting m alternatives from a set of n alternatives (n > m). Hence, each decision maker ranks the alternatives from the most preferred (rank = 1) to the least preferred (rank = n). Obviously, due to different opinions of the decision makers, each alternative may be placed in a different ranking position. Some studies suggest a simple aggregation method by finding the total score of each alternative as the weighted sum of the votes that each alternative received by different decision makers. In this method, the best alternative is the one with the largest total score. The key issue of the preference aggregation is how to determine the weights associated with different ranking positions. Perhaps, Borda-Kendall method [19] is the most commonly used approach for determining the weights due to its computational simplicity. Pioneered by Cook and Kress [20] , a number of DEA-based preference aggregation methods have been proposed in recent years. Analysis of these methods and their drawbacks can be found in Llamazares and Peña [21] . Recently, Zerafat Angiz et al. [22, 23] also proposed DEA-based methods for handling preference aggregation. The first work was on the use of multi-objective linear programming approach and the second was on the use of fuzzy numbers.
In some DEA applications, pursuing the best ranking is more important than maximizing the individual efficiency score. Wu et al. [24] incorporated this notion into their DEA model by proposing a mixed integer programming model with a secondary goal of ranking order minimization. In this paper, we incorporated this notion by converting the cross-efficiency matrix into a cross-ranking matrix. A cross-ranking matrix is basically a cross-efficiency matrix with the efficiency score of each element being replaced with the ranking order of that efficiency score with respect to the other efficiency scores in a column. By so doing, each DMU has now become a decision maker and how they voted or ranked the other DMUs are reflected in their respective column of the cross-ranking matrix. The aggregation of these votes is a preference aggregation problem and a modified Cook and Kress method is used to handle the situation.
The rest of this paper is organized in the following manner. Some mathematical models used in this paper are introduced in Section 2. The proposed method is presented in Section 3. Section 4 illustrates the new method and conclusions are given in Section 4.
Background

CCR model
In mathematical terms, consider a set of n DMUs, in which x ij ði ¼ 1; 2; . . . ; mÞ and y rj ðr ¼ 1; 2; . . . ; sÞ are input and output of DMU j ð j ¼ 1; 2; . . . ; nÞ. A standard DEA model for assessing DMU p which is known as the CCR model [1] , is formulated in Model (1).
In Model (1), the optimal value (z Ã p ) demonstrates the relative efficiency score associated with DMU p which is under evaluation. v i and u r are the associated input and output weights. In this model DMU p is efficient if z Ã p ¼ 1.
Cross-efficiency evaluation
In the cross-efficiency method, the elements of the cross-efficiency matrix is the efficiency score of each DMU which is calculated using the weights obtained from the optimal solution of the DMU that is under evaluation. The results of all the DEA cross-efficiency scores, calculated by solving n linear programming problems corresponding to n DMUs under evaluation, can be described as follows:
where z Ã jp represents the efficiency score of DMU j while DMU p is being evaluated. u Ã rp and v Ã ip indicate the optimal weights evaluated by the linear programming problem associated with DMU p . On the other hand, DMU j is evaluated by the optimal weights of DMU p .
To rank the DMUs using the cross-efficiency method, the average cross-efficiency score is calculated as:
There are some other scores that can be used for ranking DMUs, such as median and minimum of scores (see Doyle and Green [13] ). One drawback of the above mentioned method is that the input and output weights are not unique and thus there are multiple optimal solutions for the traditional DEA models. To remedy this shortcoming, the following models which are known as the aggressive Model (4) and the benevolent Model (5) are often used:
Cook and Kress method
Cook and Kress [20] proposed a method that is based on DEA to aggregate the votes from a preferential ballot. For this purpose, they used the following DEA Model (6) in which output are number of first place votes, second place votes and so on that a DMU obtained and a single input with value 1.
l k w jk 6 1 j ¼ 1; 2; :::; m l k À l kþ1 P dðk; eÞ k ¼ 1; 2; :::; n À 1 l n P dðn; eÞ
where w jk is the number of rank k vote that DMU j obtained and l k is the weight of rank k calculated by Model (6). It is clear that l k P l kþ1 , so the extra constraint l k À l kþ1 P dðk; eÞ indicates how much vote k + 1 is preferred to vote k. The notation dðk; eÞ is a function which is non-decreasing in e and is referred to as a discrimination intensity function. Model (6) is solved for each candidate j ¼ 1; 2; . . . ; m.
The proposed approach
The proposed method for ranking DMUs under the notion that pursuing the best ranking is more important than maximizing the individual efficiency score comprises six stages. 
Illustration with a numerical example
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DMU
In the final stage, Model (7) is solved and from the common set of weights that was obtained, the efficiency scores z Ã j of the DMUs and their rank are determined. These results together with the result that were obtained using the aggressive cross-efficiency model are shown in Table 6 .
As expected, the result of the proposed method differs from that of the aggressive model due to the different approaches used while aggregating information from the cross-efficiency matrix. The proposed method emphasized on the ranking position of the DMUs, whereas the aggressive method relied on the efficiency score. For some pairs of DMUs, their ranking position seem to be swapped with each other, such as between DMU2 and DMU6 for the first and second ranking positions, between DMU3 and DMU8 for the third and fourth ranking positions and between DMU10 and DMU11 for the eighth and ninth ranking positions. In referring to matrix W in Table 4 , DMU6 which obtained 7 first place votes and 4 second place votes is ranked better that DMU2 which obtained 8 first place votes and 1 second place vote. It seems that for DMU6, the gain of 3 second place votes out-weighed the loss of 1 first place vote. DMU3 and DMU10 clearly out-ranked DMU8 and DMU11, respectively, by getting 2 extra first place votes and the same number of second place vote.
Conclusion
Ranking of DMUs is a very important topic in DEA research. Many methods, each with its own strategy or logic in ranking the DMUs have been proposed. One of the popular methods is the cross-efficiency method. This paper proposed a new method of handling information from the cross-efficiency matrix. Instead of determining the average efficiency scores in each row and ranking the DMUs based on the scores, the efficiency scores in each column of the cross-efficiency are ranked and this resulted in a cross-ranking matrix. The cross-ranking matrix is then treated as a ranked voting situation and is handled as a preference aggregation problem in determining the final ranking of the DMUs. Basically, ranking of DMUs are done not only in the final step, but also in the intermediate steps. The extra emphasis that is placed on the ranking order makes this method suitable for use in certain situations such as in the assessment of R&D project proposal (see for example [26] ) and material selection (see for example [27] ) whereby the ranking order of DMUs are more important than individual efficiency score.
The proposed method combines the cross-efficiency method with the Cook and Kress method. Since both of these methods are known to be strong at discriminating the DMUs, this special characteristic is also retained by the proposed method.
