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1　はじめに
容量制約をもつネットワーク設計問題（capacitated network design problem, CND）
は，容量をもつアークとノードからなるネットワークと，ネットワーク上を流れる多品
種の需要量が与えられたときに，アークに関するデザイン費用と品種に関するフロー費
用の合計が最小化となるアークを選択し，各品種のフローの経路を求める問題である．
これは，通信ネットワークの設計や輸送・配送ネットワークの設計など，幅広い分野で
応用されている問題（Magnanti et al. 1986） である．
近年，CND に対して，メタヒューリスティクスと最適化ソルバーを組合せた MIP ア
プローチが盛んに研究されている．Rodríguez-Martín and Salazar-Gonzáleza（2010）
は最適化ソルバーを用いた局所分枝法，Hewitt et al.（2010）は限定された広範囲の
近傍を探索する厳密解法とヒューリスティクスを組合せた IP 探索法，Chouman and 
Crainic（2010）はアークバランスサイクルによる MIP 探索とタブー探索法を用いた解
法，Paraskevopoulos et al.（2016）はサイクルに基づく進化的アルゴリズムを示してい
る．また，Yaghini and Foroughi（2014）は蟻コロニー法，Katayama（2015）は容量ス
ケーリング法と局所分枝法を合わせたコンバインド法，Yaghini et al.（2016）は切除平
面隣接構造と局所分枝法を組み合わせた解法，Momeni and Sarmadi（2016）は遺伝的
アルゴリズム，緩和誘導近傍探索および局所分枝法を組み合わせた解法，Gendron et 
al.（2016）は線形緩和と擬似切除平面を用いた反復線形計画法を提案している．さらに，
Munguí et al.（2017）はマルチ CPU を用いた並列局所探索法を提案し，96コアの CPU
をもつ計算機群を用いて，高速に近似解を算出している．一方，片山（2015）は，容量
スケーリング法と貪欲法を組み合わせた高速解法を開発している．
本研究では，CND に対して，新しい近傍を提案し，容量スケーリング法と MIP ソル
2バーによる制約付きの近傍探索法を組み合わせた近似解法である MIP 近傍探索法を提
案する．提案した MIP 近傍探索法が従来のベンチマーク問題に対して高速で有用な近
似解を算出できることを示す．
2 　CNDの定式化
ノード集合を N，アーク候補集合を A，品種の集合を K とし，アーク（i, j）を選択
するか否かを表すデザイン変数を yij，アーク（i, j）上の品種 k のフロー量を表すアー
クフロー変数を xkij とする．アーク（i, j） の容量を Cij，デザイン費用を fij とし，アー
ク（i, j）上の品種 k の単位当たりのフロー費用を ckij とし，品種 k の需要量を d
k とす
る．品種 k の始点を Ok，終点を Dk とする．アーク A からなるネットワーク上でノー
ド n から出るアーク集合を N＋n（A），アーク A からなるネットワーク上でノード n に入
るアーク集合を N－n（A）とする．また，目的関数値である総費用の最小値を表す変数を
Φとおく．
このとき，アーク集合 A からなるネットワークにおいて，アークフロー変数を用い
た CND の定式化 CNDA（A）は，次のように表される．
CNDA（A）
͢ΔɽఏҊͨ͠MIPۙ๣୳ࡧ๏͕ैདྷͷϕϯνϚʔΫ໰୊ʹରͯ͠ߴ଎Ͱ༗༻ͳ
ۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ΛNɼΞʔΫީิू߹Λ Aɼ඼छͷू߹ΛK ͱ͠ɼΞʔΫ (i, j)Λબ
୒͢Δ͔൱͔Λද͢σβΠϯม਺Λ yijɼΞʔΫ (i, j)্ͷ඼छ ͷϑϩʔྔΛද͢
ΞʔΫϑϩʔม਺Λ xkij ͱ͢ΔɽΞʔΫ (i, j)ͷ༰ྔΛ CijɼσβΠϯඅ༻Λ fij ͱ
͠ɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ౰ͨΓͷϑϩʔඅ༻Λ ckij ͱ͠ɼ඼छ kͷधཁྔ
Λ dk ͱ͢Δɽ඼छ kͷ࢝఺Λ Okɼऴ఺ΛDk ͱ͢Δɽ·ͨɼN+n (A)͸ΞʔΫ A͔
ΒͳΔωοτϫʔΫ্Ͱϊʔυ n͔Βग़ΔΞʔΫू߹ɼN−n (A)͸ΞʔΫ A͔Βͳ
ΔωοτϫʔΫ্Ͱϊʔυ nʹೖΔΞʔΫू߹ͱ͢Δɽ
͜ͷͱ͖ɼΞʔΫू߹ A͔ΒͳΔωοτϫʔΫʹ͓͍ͯɼΞʔΫϑϩʔม਺Λ
༻͍ͨ CNDͷఆࣜԽ CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
min
∑
(i,j)∈A
∑
k∈K
ckijx
k
ij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =

−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
2
Φ＝  ⑴
subject to
͢ΔɽఏҊͨ͠MIPۙ๣୳ࡧ๏͕ैདྷͷϕϯνϚʔΫ໰୊ʹରͯ͠ߴ଎Ͱ༗༻ͳ
ۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ΛNɼΞʔΫީิू߹Λ Aɼ඼छͷू߹ΛK ͱ͠ɼΞʔΫ (i, j)Λબ
୒͢Δ͔൱͔Λද͢σβΠϯม਺Λ yijɼΞʔΫ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢
ΞʔΫϑϩʔม਺Λ xkij ͱ͢ΔɽΞʔΫ (i, j)ͷ༰ྔΛ CijɼσβΠϯඅ༻Λ fij ͱ
͠ɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ౰ͨΓͷϑϩʔඅ༻Λ ckij ͱ͠ɼ඼छ kͷधཁྔ
Λ dk ͱ͢Δɽ඼छ kͷ࢝఺Λ Okɼऴ఺ΛDk ͱ͢Δɽ·ͨɼN+n (A)͸ΞʔΫ A͔
ΒͳΔωοτϫʔΫ্Ͱϊʔυ n͔Βग़ΔΞʔΫू߹ɼN−n (A)͸ΞʔΫ A͔Βͳ
ΔωοτϫʔΫ্Ͱϊʔυ nʹೖΔΞʔΫू߹ͱ͢Δɽ
͜ͷͱ͖ɼΞʔΫू߹ ͔ΒͳΔωοτϫʔΫʹ͓͍ͯɼΞʔΫϑϩʔม਺Λ
༻͍ͨ CNDͷఆࣜԽ CNDA( )͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA( ))
min
∑
(i,j)∈A
∑
k∈K
ckijx
k
ij +
∑
(i,j)∈A
fijyij (1)
subject o
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =

−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
2
 ⑵
͢ΔɽఏҊͨ͠MIPۙ๣୳ࡧ๏͕ैདྷͷϕϯνϚʔΫ໰୊ʹରͯ͠ߴ଎Ͱ༗༻ͳ
ۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ΛNɼΞʔΫީิू߹Λ Aɼ඼छͷू߹ΛK ͱ͠ɼΞʔΫ (i, j)Λબ
୒͢Δ͔൱͔Λද͢σβΠϯม਺Λ yijɼΞʔΫ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢
ΞʔΫϑϩʔม਺Λ xkij ͱ͢ΔɽΞʔΫ (i, j)ͷ༰ྔΛ CijɼσβΠϯඅ༻Λ fij ͱ
͠ɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ౰ͨΓͷϑϩʔඅ༻Λ ckij ͱ͠ɼ඼छ kͷधཁྔ
Λ dk ͱ͢Δɽ඼छ kͷ࢝఺Λ Okɼऴ఺ΛDk ͱ͢Δɽ·ͨɼN+n (A)͸ΞʔΫ A͔
ΒͳΔωοτϫʔΫ্Ͱϊʔυ n͔Βग़ΔΞʔΫू߹ɼN−n (A)͸ΞʔΫ A͔Βͳ
ΔωοτϫʔΫ্Ͱϊʔυ nʹೖΔΞʔΫू߹ͱ͢Δɽ
͜ͷͱ͖ɼΞʔΫू߹ A͔ΒͳΔωοτϫʔΫʹ͓͍ͯɼΞʔΫϑϩʔม਺Λ
༻͍ͨ CNDͷఆࣜԽ CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
min
∑
(i,j)∈A
∑
k∈K
ckijx
k
ij +
∑
(i,j)∈A
fijyij (1)
subject to
∑
i∈N+n (A)
xkin −
∑
j∈N−n (A)
xknj =

−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
2
 ⑶
͢ΔɽఏҊͨ͠MIPۙ๣୳ࡧ๏͕ैདྷͷϕϯνϚʔΫ໰୊ʹରͯ͠ߴ଎Ͱ༗༻ͳ
ۙࣅղΛࢉग़Ͱ͖Δ͜ͱΛࣔ͢ɽ
2 CNDͷఆࣜԽ
ϊʔυू߹ΛNɼΞʔΫީิू߹Λ Aɼ඼छͷू߹ΛK ͱ͠ɼΞʔΫ (i, j)Λબ
୒͢Δ͔൱͔ ද͢σβΠϯม਺Λ yijɼΞʔΫ (i, j)্ͷ඼छ kͷϑϩʔྔΛද͢
ΞʔΫϑϩʔม਺Λ xkij ͱ͢ΔɽΞʔΫ (i, j)ͷ༰ྔΛ CijɼσβΠϯඅ༻Λ fij ͱ
͠ɼΞʔΫ (i, j)্ͷ඼छ kͷ୯Ґ౰ͨΓͷϑϩʔඅ༻Λ ckij ͱ͠ɼ඼छ kͷधཁྔ
Λ dk ͱ͢Δɽ඼छ kͷ࢝఺Λ Okɼऴ఺ΛDk ͱ͢Δɽ·ͨɼN+n (A)͸ΞʔΫ A͔
ΒͳΔωοτϫʔΫ্Ͱϊʔυ n͔Βग़ΔΞʔΫू߹ɼN−n (A)͸ΞʔΫ A͔Βͳ
ΔωοτϫʔΫ্Ͱϊʔυ nʹೖΔΞʔΫू߹ͱ͢Δɽ
͜ͷͱ͖ɼΞʔΫू߹ A͔ΒͳΔωοτϫʔΫʹ͓͍ͯɼΞʔΫϑϩʔม਺Λ
༻͍ͨ CNDͷఆࣜԽ CNDA(A)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDA(A))
min
(i,j)∈A k∈K
ckijx
k
ij +
(i,j)∈A
fijyij (1)
subject to
i∈N+n (A)
xkin −
j∈N−n (A)
xknj =

−dk if n = Ok
dk if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
k∈K
xkij ≤ Cijyij ∀ (i, j) ∈ A (3)
xkij ≤ dkyij ∀ k ∈ K, (i, j) ∈ A (4)
yij ∈ {0, 1} ∀(i, j) ∈ A (5)
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ K (6)
(1)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(2)ࣜ͸ɼϊʔυ nʹ͓͚Δྲྀೖྔͱྲྀग़ྔͷ͕ࠩɼϊʔυ n͕඼छ kͷ࢝఺ Ok
Ͱ͋Ε͹ −dkɼऴ఺DkͰ͋Ε͹ dkɼͦͷଞͷϊʔυͰ͋Ε͹ 0ͱͳΔ͜ͱΛද͢
ϑϩʔอଘࣜͰ͋Δɽ(3)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈ
ล͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜ
Ͱ͋Δɽ(4)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล
2
 ⑷
 ⑸
∑
,
∑ ∑
,
∑ ∑
∑
 ⑹
⑴式は，フロー費用とデザイン費用の和であり，これを最小化することを表す．⑵
式は，ノード n における流入量と流出量の差が，ノード n が品種 k の始点 Ok であれば
－dk，終点 Dk であれば dk，その他のノードであれば 0 となることを表すフロー保存式
容量制約をもつネットワーク設計問題に対する MIP 近傍探索法
3
である．⑶式の左辺はアーク（i, j）上のフロー量の合計であり，右辺はアーク（i, j）
が選択されるときに Cij，選択されないとき 0 となる容量制約式である．⑷式の左辺は
アーク（i, j）上の品種 k のパスフロー量の合計であり，右辺はアーク（i, j）が選択さ
れるときに dk，選択されないとき 0 となる強制制約式である．⑸式はデザイン変数の
0－1条件，⑹式はアークフローの非負制約である．
品種 k の取り得るパス集合を Pk，品種 k のパス p のフロー量であるパスフロー変数
を xkp とし，パス p がアーク（i, j） を含むとき 1 ，そうでないとき 0 である定数を δ
p
ij
とする．このとき，アーク集合 A，パス集合 P，アーク容量 C に対して，パスフロー
変数を用いた CND の定式化 CNDP（A, P, C） は，次のように表される．
CNDP（A, P, C）
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹Λ P kɼ඼छ kͷύε pͷϑϩʔྔͰ͋Δύεϑϩʔ
ม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺
Λ δpij ͱ͢Δɽ·ͨɼ໨తؔ਺஋Ͱ͋Δ૯අ༻ͷ࠷খ஋Λද͢ม਺Λ Φͱ͓͘ɽ͜
ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔΫ༰ྔCʹରͯ͠ɼύεϑϩʔม਺Λ༻
͍ͨ CNDͷఆࣜԽ CNDP (A, , C)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
Φ = min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to ∑
p∈Pk
xkp = d
k ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
3 ۙࣅղ๏
3.1 ༰ྔεέʔϦϯά๏
ΞʔΫʹର͢ΔσβΠϯม਺͸ 0-1ͷ཭ࢄม਺Ͱ͋ΔͨΊɼCND͸཭ࢄม਺Λ
ؚΉ࠷దԽ໰୊ͱͳΔɽ͜ͷͨΊɼଟ͘ͷΞʔΫΛؚΉେن໛ͳ໰୊Ͱ͸ଟ͘ͷ
0-1ม਺ؚ͕·ΕΔͨΊɼ࠷దղ·ͨ͸ద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕ࠔ೉ʹͳ
3
 ⑺
subject o
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹Λ P kɼ඼छ kͷύε pͷϑϩʔྔͰ͋Δύεϑϩʔ
ม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺
Λ δpij ͱ͢Δɽ·ͨɼ໨తؔ਺஋Ͱ͋Δ૯අ༻ͷ࠷খ஋Λද͢ม਺Λ Φͱ͓͘ɽ͜
ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔΫ༰ྔCʹରͯ͠ɼύεϑϩʔม਺Λ༻
͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
Φ = min
(i,j)∈A k∈K
ckij
p∈Pk
δpijx
k
p +
(i,j)∈A
fijyij (7)
subject to
p∈Pk
xkp = d
k ∀k ∈ K (8)
k∈K p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
3 ۙࣅղ๏
3.1 ༰ྔεέʔϦϯά๏
ΞʔΫʹର͢ΔσβΠϯม਺͸ 0-1ͷ཭ࢄม਺Ͱ͋ΔͨΊɼCND͸཭ࢄม਺Λ
ؚΉ࠷దԽ໰୊ͱͳΔɽ͜ͷͨΊɼଟ͘ͷΞʔΫΛؚΉେن໛ͳ໰୊Ͱ͸ଟ͘ͷ
0-1ม਺ؚ͕·ΕΔͨΊɼ࠷దղ·ͨ͸ద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕ࠔ೉ʹͳ
3
 ⑻
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹Λ P kɼ඼छ kͷύε pͷϑϩʔྔͰ͋Δύεϑϩʔ
ม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺
Λ δpij ͱ͢Δɽ·ͨɼ໨తؔ਺஋Ͱ͋Δ૯අ༻ͷ࠷খ஋Λද͢ม਺Λ Φͱ͓͘ɽ͜
ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔΫ༰ྔCʹରͯ͠ɼύεϑϩʔม਺Λ༻
͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
Φ = min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to ∑
p∈Pk
xkp = d
k ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ ϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ (12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
3 ۙࣅղ๏
3.1 ༰ྔεέʔϦϯά๏
ΞʔΫʹର͢ΔσβΠϯม਺͸ 0-1ͷ཭ࢄม਺Ͱ͋ΔͨΊɼCND͸཭ࢄม਺Λ
ؚΉ࠷దԽ໰୊ͱͳΔɽ͜ͷͨΊɼଟ͘ͷΞʔΫΛؚΉେن໛ͳ໰୊Ͱ͸ଟ͘ͷ
0-1ม਺ؚ͕·ΕΔͨΊɼ࠷దղ·ͨ͸ద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕ࠔ೉ʹͳ
3
 ⑼
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹Λ P kɼ඼छ kͷύε pͷϑϩʔྔͰ͋Δύεϑϩʔ
ม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺
Λ δpij ͱ͢Δɽ·ͨɼ໨తؔ਺஋Ͱ͋Δ૯අ༻ͷ࠷খ஋Λද͢ม਺Λ Φͱ͓͘ɽ͜
ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔΫ༰ྔCʹରͯ͠ɼύεϑϩʔม਺Λ༻
͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
Φ = min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijx
k
p +
∑
(i,j)∈A
fijyij (7)
subject to ∑
p∈Pk
xkp = d
k ∀k ∈ K (8)
∑
k∈K
∑
p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10)ࣜͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ύεϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
3 ۙࣅղ๏
.1 ༰ྔεέʔϦϯά๏
ΞʔΫʹର͢ΔσβΠϯม਺͸ 0-1ͷ཭ࢄม਺Ͱ͋ΔͨΊɼCND͸཭ࢄม਺Λ
ؚΉ࠷దԽ໰୊ͱͳΔɽ͜ͷͨΊɼଟ͘ͷΞʔΫΛؚΉେن໛ͳ໰୊Ͱ͸ଟ͘ͷ
0-1ม਺ؚ͕·ΕΔͨΊɼ࠷దղ·ͨ͸ద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕ࠔ೉ʹͳ
3
 ⑽
͸ΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋
Δɽ(5)ࣜ͸σβΠϯม਺ͷ 0-1৚݅ɼ(6)ࣜ͸ΞʔΫϑϩʔͷඇෛ੍໿Ͱ͋Δɽ
඼छ kͷऔΓಘΔύεू߹Λ P kɼ඼छ kͷύε pͷϑϩʔྔͰ͋Δύεϑϩʔ
ม਺Λ xkp ͱ͠ɼύε p͕ΞʔΫ (i, j)ΛؚΉͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋Δఆ਺
Λ δpij ͱ͢Δɽ·ͨɼ໨తؔ਺஋Ͱ͋Δ૯අ༻ͷ࠷খ஋Λද͢ม਺Λ Φͱ͓͘ɽ͜
ͷͱ͖ɼΞʔΫू߹Aɼύεू߹ PɼΞʔΫ༰ྔCʹରͯ͠ɼύεϑϩʔม਺Λ༻
͍ͨ CNDͷఆࣜԽ CNDP (A,P,C)͸ɼ࣍ͷΑ͏ʹද͞ΕΔɽ
(CNDP (A,P,C))
Φ = min
(i,j)∈A k∈K
ckij
p∈Pk
δpijx
k
p +
(i,j)∈A
fijyij (7)
subject to
p∈Pk
xkp = d
k ∀k ∈ K (8)
k∈K p∈Pk
δpijx
k
p ≤ Cijyij ∀(i, j) ∈ A (9)
p∈Pk
δpijx
k
p ≤ dkyij ∀(i, j) ∈ A, k ∈ K (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
xkp ≥ 0 ∀p ∈ P k, k ∈ K (12)
(7)ࣜ͸ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ࿨Ͱ͋Γɼ͜ΕΛ࠷খԽ͢Δ͜ͱΛද͢ɽ
(8)ࣜ͸ɼ඼छ kͷύεϑϩʔྔͷ࿨͸धཁྔʹͳΔ͜ͱΛද͢धཁอଘࣜͰ͋
Δɽ(9)ࣜͷࠨล͸ΞʔΫ (i, j)্ͷϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕
બ୒͞ΕΔͱ͖ʹ Cijɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔ༰ྔ੍໿ࣜͰ͋Δɽ(10) ͷࠨ
ล͸ΞʔΫ (i, j)্ͷ඼छ kͷύεϑϩʔྔͷ߹ܭͰ͋Γɼӈล͸ΞʔΫ (i, j)͕બ
୒͞ΕΔͱ͖ʹ dkɼબ୒͞Εͳ͍ͱ͖ 0ͱͳΔڧ੍੍໿ࣜͰ͋Δɽ(11)ࣜ͸σβ
Πϯม਺ͷ 0-1৚݅ɼ(12)ࣜ͸ ͷඇෛ੍໿Ͱ͋Δɽ
3 ۙࣅղ๏
3.1 ༰ྔεέʔϦϯά๏
ΞʔΫʹର͢ΔσβΠϯม਺͸ 0-1ͷ཭ࢄม਺Ͱ͋ΔͨΊɼCND͸཭ࢄม਺Λ
ؚΉ࠷దԽ໰୊ͱͳΔɽ͜ͷͨΊɼଟ͘ͷΞʔΫΛؚΉେن໛ͳ໰୊Ͱ͸ଟ͘ͷ
0-1ม਺ؚ͕·ΕΔͨΊɼ࠷దղ·ͨ͸ద੾ͳۙࣅղΛࢉग़͢Δ͜ͱ͕ࠔ೉ʹͳ
3
 ⑾
(i, j) dk 0
(5) 0-1 (6)
k k k p
k
p p (i, j) 1 0
δpij
( , , )
( ( , , ))
i
(i,j)∈ k∈
ckij
p∈Pk
δpij
k
p
(i,j)∈
fijyij (7)
s ject to
p∈Pk
k
p d
k k (8)
k∈ p∈Pk
δpij
k
p ijyij (i, j) (9)
p∈Pk
δpij
k
p d
kyij (i, j) , k (10)
yij {0, 1} (i, j) (11)
k
p 0 p
k, k (12)
(7)
(8) k
(9) (i, j) (i, j)
ij 0 (10)
(i, j) k (i, j)
dk 0 (11)
0-1 (12)
.
0-1
0-1
3
 ⑿
⑺式は，フロー費用とデザイン費用の和であり，これを最小化することを表す．⑻式
は，品種 k のパスフロー量の和は需要量になることを表す需要保存式である．⑼式の左
辺はアーク（i, j）上のフロー量の合計であり，右辺はアーク（i, j）が選択されるとき
に Cij，選択されないとき 0 となる容量制約式である．⑽式の左辺はアーク（i, j）上の
品種 k のパスフロー量の合計であり，右辺はアーク（i, j）が選択されるときに dk，選
択されないとき 0 となる強制制約式である．⑾式はデザイン変数の0－1条件，⑿式はパ
スフローの非負制約である．
3 　近似解法
3 ． 1 　容量スケーリング法
アークに対するデザイン変数は0－1の離散変数であるため，CND は離散変数を含む
4最適化問題となる．このため，多くのアークを含む大規模な問題では多くの0－1変数が
含まれるため，最適解または適切な近似解を算出することが困難になる．そこで，容量
スケーリング法を用いて，対象となるアークから近似解に含まれるであろうアークを適
切に絞り込む．容量スケーリング法の詳細は，Katayama et al. （2009）を参照のこと．
容量スケーリング法は，デザイン変数に対する線形緩和問題を解き，そのデザイン変
数解の値とスケーリングパラメータに従ってアーク容量を変化させ， 0 また 1 のデザ
イン変数解を導出するものである．容量スケーリングでは，少ない繰り返し回数で多
くのデザイン変数が 0 に収束することが知られている（Katayama et al. 2009）．そこで，
アーク集合 A に対して，収束しないアーク数が終了判定アーク数に達するまで容量ス
ケーリング法を適用し， 0 に収束しないデザイン変数のみを選定する．この処理により，
わずかな計算量で多くのアークを除外することができ，効率的に問題規模を縮小するこ
とが可能となる．
容量スケーリング法により，選定されたアーク集合を A
―
とする．また，列生成
法にて容量スケーリング法を解いた場合に生成されたパス集合を P
―
とする．このと
き，CNDP（A
―
, P
―
, C）は，相対的に小規模な問題になるため，計算時間の上限を設け
て，MIP ソルバーの分枝限定法などを用いると，適当な近似解を算出することができる．
この近似解を y― とする．この y― を次に示す近傍探索法の初期解とする。
3 ． 2 　MIP を用いた近傍探索
CNDA（A）において，容量スケーリング法で求めた近似解 y― を初期解として，その
近傍を MIP ソルバー用いて探索し，近傍解を算出していく．
関連した従来の方法として局所分枝法（Fischetti and Lodi 2003）が知られており，
局所分枝法単体（Rodríguez-Martín and Salazar-Gonzáleza 2010），または他の解法と組
み合わせた解法（Katayama 2015, Yaghini et al. 2016, Momeni and Sarmadi 2016）など，
ネットワーク設計問題にも数多く適用され，高精度な解を提供している．
局所分枝法において追加する制約式は次式のいずれかである．
Δɽͦ͜Ͱɼ༰ྔεέʔϦϯά๏Λ༻͍ͯɼର৅ͱͳΔΞʔΫ͔Βۙࣅղʹؚ·
ΕΔͰ͋Ζ͏ΞʔΫΛద੾ʹߜΓࠐΉɽ༰ྔεέʔϦϯά๏ͷৄࡉ͸ɼยࢁ௚ొ
(2015)Λࢀরͷ͜ͱɽ
༰ྔεέʔϦϯά๏͸ɼσβΠϯม਺ʹର͢Δઢܗ؇࿨໰୊Λղ͖ɼͦͷσβ
Πϯม਺ղͷ஋ʹ͕ͨͬͯ͠ΞʔΫ༰ྔΛมԽͤ͞ɼ0·ͨ 1ͷσβΠϯม਺ղΛ
ಋग़͢Δ΋ͷͰ͋Δɽ༰ྔεέʔϦϯάͰ͸ɼগͳ͍܁Γฦ͠ճ਺Ͱଟ͘ͷσβ
Πϯม਺͕ 0ʹऩଋ͢Δ͜ͱ͕஌ΒΕ͍ͯΔ (Katayama et al. 2009)ɽͦ͜ͰɼΞʔ
Ϋू߹ Aʹରͯ͠༰ྔεέʔϦϯά๏ΛҰఆճ਺ద༻͠ɼ0ʹऩଋ͠ͳ͍σβΠ
ϯม਺ͷΈΛબఆ͢Δɽ͜ͷॲཧʹΑΓɼΘ͔ͣͳܭࢉྔͰଟ͘ͷΞʔΫΛআ֎
͢Δ͜ͱ͕Ͱ͖ɼޮ཰తʹ໰୊ن໛Λॖখ͢Δ͜ͱ͕ՄೳͱͳΔɽ
༰ྔεέʔϦϯά๏ʹΑΓɼબఆ͞ΕͨΞʔΫू߹Λ A¯ͱ͢Δɽ·ͨɼྻੜ੒
๏ʹͯ༰ྔεέʔϦϯά๏Λղ͍ͨ৔߹ʹੜ੒͞Εͨύεू߹Λ P¯ ͱ͢Δɽ͜ͷ
ͱ͖ɼCNDP (A¯, P¯ , C)͸ɼ૬ରతʹখن໛ͳ໰୊ʹͳΔͨΊɼܭࢉ࣌ؒͷ্ݶΛ
ઃ͚ͯɼMIPιϧόʔͷ෼ࢬݶఆ๏ͳͲΛ༻͍Δͱɼద౰ͳۙࣅղΛࢉग़͢Δ͜
ͱ͕Ͱ͖Δɽ͜ͷۙࣅղΛ y¯ͱ͢Δɽ
3.2 MIPΛ༻͍ͨۙ๣୳ࡧ
༰ྔεέʔϦϯά๏ʹΑΓಘΒΕͨΞʔΫू߹Λ A¯ͱ͠ɼΞʔΫू߹Λ A¯ʹݶ
ఆͨ͠໰୊ CNDP (A¯, P¯ , C)͸ɼCNDA(A)ͱൺֱͯ͠খن໛ͳ໰୊ͱ͸ͳΔ͕ɼ
༰қʹ࠷దʹղ͚Δͱ͸ݶΒͳ͍ɽͦ͜ͰɼCNDA(A¯)ʹ͓͍ͯɼ༰ྔεέʔϦ
ϯά๏ͰٻΊͨۙࣅղ y¯ͷۙ๣ΛMIPιϧόʔ༻͍ͯ୳ࡧ͍ͯ͘͠ɽ
ؔ࿈ͨ͠ैདྷͷํ๏ͱͯ͠ہॴ෼ࢬ๏ (Fischetti and Lodi 2003)͕஌ΒΕ͓ͯΓɼ
ہॴ෼ࢬ๏୯ମ (Rodr´ıguez-Mart´ın and Salazar-Gonza´leza 2010)ɼ·ͨ͸ଞͷղ๏ͱ
૊Έ߹Θͤͨղ๏ (Katay ma 2015, Yaghini et al. 2016, Momeni and Sarmadi 2016)ͳ
ͲɼωοτϫʔΫઃܭ໰୊ʹ΋਺ଟ͘ద༻͞Εɼߴਫ਼౓ͳղΛఏڙ͍ͯ͠Δɽ
ہॴ෼ࢬ๏ʹ͓͍ͯ௥Ճ͢Δ੍໿ࣜ͸࣍ࣜͷ͍ͣΕ͔Ͱ͋Δɽ∑
(i,j)∈A|y¯ij=1
(1− yij) +
∑
(i,j)∈A|y¯ij=0
yij ≤M (13)
∑
(i,j)∈A|y¯ij=1
(1− yij) +
∑
(i,j)∈A|y¯ij=0
yij ≥M + 1 (14)
(13)ࣜ͸ɼݱࡏͷղ y¯͔Βڑ཭M Ҏ಺ͷM ۙ๣ʹؚ·ΕΔྖҬΛද͢ɽ·ͨɼݱ
ࡏ·Ͱͷ࠷ྑͷ্ք஋Λ UBͱ͓͖ɼ࣍ͷࣜ΋௥Ճ͢Δɽ
Φ < UB (15)
͜ͷࣜʹΑΓɼݱࡏ·Ͱͷ࠷ྑ஋ΑΓ΋ྑ্͍ք஋͕ଘࡏ͠ͳ͚Ε͹ CNDA(A¯)
͸࣮ߦෆՄೳͱͳΔɽ
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Δɽͦ͜Ͱɼ༰ྔεέʔϦϯά๏Λ༻͍ͯɼର৅ͱͳΔΞʔΫ͔Βۙࣅղʹؚ·
ΕΔͰ͋Ζ͏ΞʔΫΛద੾ʹߜΓࠐΉɽ༰ྔεέʔϦϯά๏ͷৄࡉ͸ɼยࢁ௚ొ
(2015)Λࢀরͷ͜ͱɽ
༰ྔεέʔϦϯά๏͸ɼσβΠϯม਺ʹର͢Δઢܗ؇࿨໰୊Λղ͖ɼͦͷσβ
Πϯม਺ղͷ஋ʹ͕ͨͬͯ͠ΞʔΫ༰ྔΛมԽͤ͞ɼ0·ͨ 1ͷσβΠϯม਺ղΛ
ಋग़͢Δ΋ Ͱ͋Δɽ༰ྔεέ ϦϯάͰ͸ɼগͳ͍܁Γฦ͠ճ਺Ͱଟ͘ͷσβ
Πϯม਺͕ 0ʹऩଋ͢Δ͜ͱ͕஌ΒΕ͍ͯΔ (Katayama et al. 2009)ɽͦ͜ͰɼΞʔ
Ϋू߹ Aʹରͯ͠༰ྔεέʔϦϯά๏ΛҰఆճ਺ద༻͠ɼ0ʹऩଋ͠ͳ͍σβΠ
ϯม਺ͷΈΛબఆ͢Δɽ͜ͷॲཧʹΑΓɼΘ͔ͣͳܭࢉྔͰଟ͘ͷΞʔΫΛআ֎
͢Δ͜ͱ͕Ͱ͖ɼޮ཰తʹ໰୊ن໛Λॖখ͢Δ͜ͱ͕ՄೳͱͳΔɽ
༰ྔεέʔϦϯά๏ʹΑΓɼબఆ͞ΕͨΞʔΫू߹Λ A¯ ͢ ·ͨɼྻੜ੒
๏ʹͯ༰ྔεέʔϦϯά๏Λղ͍ͨ৔߹ʹੜ੒͞Εͨύεू߹Λ P¯ ͱ͢Δɽ͜ͷ
ͱ͖ɼCNDP (A¯, P¯ , C)͸ɼ૬ରతʹখن໛ͳ໰୊ʹͳΔͨΊɼܭࢉ࣌ؒͷ্ݶΛ
ઃ͚ͯɼMIPιϧόʔͷ෼ࢬݶఆ๏ͳͲΛ༻͍Δͱɼద౰ͳۙࣅղΛࢉग़͢Δ͜
ͱ͕Ͱ͖Δɽ͜ͷۙࣅղΛ y¯ͱ͢Δɽ
3.2 MIPΛ༻͍ͨۙ๣୳ࡧ
༰ྔεέʔϦϯά๏ʹΑΓಘΒΕͨΞʔΫू߹Λ A¯ͱ͠ɼΞʔΫू߹Λ A¯ʹݶ
ఆͨ͠໰୊ CNDP (A¯, P¯ , C)͸ɼCNDA(A)ͱൺֱͯ͠খن໛ͳ໰୊ͱ͸ͳΔ͕ɼ
༰қʹ࠷దʹղ͚Δͱ͸ݶΒͳ͍ɽͦ͜ͰɼCNDA(A¯)ʹ͓͍ͯɼ༰ྔεέʔϦ
ϯά๏ͰٻΊͨۙࣅղ y¯ͷۙ๣ΛMIPιϧόʔ༻͍ͯ୳ࡧ͍ͯ͘͠ɽ
ؔ࿈ͨ͠ैདྷͷํ๏ͱͯ͠ہॴ෼ࢬ๏ (Fischetti and Lodi 2003)͕஌ΒΕ͓ͯΓɼ
ہॴ෼ࢬ๏୯ମ (Rodr´ıguez-Mart´ın and Salazar-Gonza´leza 2010)ɼ·ͨ͸ଞͷղ๏ͱ
૊Έ߹Θͤͨղ๏ (Katayama 2015, Yaghini et al. 2016, Momeni and Sarmadi 2016)ͳ
ͲɼωοτϫʔΫઃܭ໰୊ʹ΋਺ଟ͘ద༻͞Εɼߴਫ਼౓ͳղΛఏڙ͍ͯ͠Δɽ
ہॴ෼ࢬ๏ʹ͓͍ͯ௥Ճ͢Δ੍໿ࣜ͸࣍ࣜͷ͍ͣΕ͔Ͱ͋Δɽ∑
(i,j)∈A|y¯ij=1
(1− yij) +
∑
(i,j)∈A|y¯ij=0
yij ≤M (13)
∑
(i,j)∈A|y¯ij=1
(1− yij) +
∑
(i,j)∈A|y¯ij=0
yij ≥M + 1 (14)
(13)ࣜ͸ɼݱࡏͷղ y¯͔Βڑ཭M Ҏ಺ͷM ۙ๣ʹؚ·ΕΔྖҬΛද͢ɽ·ͨɼݱ
ࡏ·Ͱͷ࠷ྑͷ্ք஋Λ UBͱ͓͖ɼ࣍ͷࣜ΋௥Ճ͢Δɽ
Φ < UB (15)
͜ͷࣜʹΑΓɼݱࡏ·Ͱͷ࠷ྑ஋ΑΓ΋ྑ্͍ք஋͕ଘࡏ͠ͳ͚Ε͹ CNDA(A¯)
͸࣮ߦෆՄೳͱͳΔɽ
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⒀式は，現在の解 y― から距離 M 以内の M 近傍に含まれる領域を表す．また，現在ま
での最良の上界値を UB とおき，次の式も追加する．
　　　　　　　　　　　　　　　　　Φ < UB ⒂
この式により，現在までの最良値よりも良い上界値が存在しなければ CNDA（A）は
実行不可能となる．
容量制約をもつネットワーク設計問題に対する MIP 近傍探索法
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CNDA（A）に⒀式と⒂式を追加し，MIP ソルバーを用いて一定時間内で解を求め
る．これにより，最良解が求められば，現在の解をこの解に更新する．M 近傍におい
て，更新する解がないと判断できた場合，⒀式の代わりに⒁を追加することにより，探
索範囲を変更して解探索を継続する．一定時間内で更新解を求めることができない場合
は，適宜，M を減少させて，探索を繰り返す．
容量スケーリング法と局所分枝法を組み合わせた解法のアルゴリズムを Algoritm1に
示す．
これに対して，本研究では次の 2 本の制約式を追加して，MIP ソルバーを用いて近
傍を探索する．
CNDA(A)ʹ (13)ࣜͱ (15)ࣜΛ௥Ճ͠ɼMIPιϧόʔΛ༻͍ͯҰఆ࣌ؒ಺Ͱղ
ΛٻΊΔɽ͜ΕʹΑΓɼ࠷ྑղ͕ٻΊΒΕ͹ɼݱࡏͷղΛ͜ͷղʹߋ৽͢ΔɽM
ۙ๣ʹ͓͍ͯɼߋ৽͢Δղ͕ͳ͍ͱ൑அͰ͖ͨ৔߹ɼ(13)ࣜͷ୅ΘΓʹ (14)Λ௥
Ճ͢Δ͜ͱʹΑΓɼ୳ࡧൣғΛมߋͯ͠ղ୳ࡧΛܧଓ͢ΔɽҰఆ࣌ؒ಺Ͱߋ৽ղ
ΛٻΊΔ͜ͱ͕Ͱ͖ͳ͍৔߹͸ɼదٓɼM Λݮগͤͯ͞ɼ୳ࡧΛ܁Γฦ͢ɽ
ہॴ෼ࢬ๏Ͱ͸ɼ࠷ऴతʹಘΒΕΔۙࣅղ͸ॳظղʹେ͖͘ґଘ͢Δɽͦ͜Ͱɼ
༰ྔεέʔϦϯά๏ʹΑΓಘΒΕͨղΛॳظղͱͯ͠ɼہॴ෼ࢬ๏Λ࣮ߦ͢Δɽ
͞ΒʹɼΞʔΫू߹Λ A¯ʹݶఆ͢Δ͜ͱʹΑΓɼద੾ʹ໰୊ن໛Λॖখ͢Δ͜ͱ
ʹ͢Δɽ༰ྔεέʔϦϯά๏ͱہॴ෼ࢬ๏Λ૊Έ߹Θͤͨղ๏ͷΞϧΰϦζϜΛ
Algoritm1ʹࣔ͢ɽ
͜Εʹରͯ͠ɼຊݚڀͰ͸࣍ͷ 2ຊͷ੍໿ࣜΛ௥Ճͯ͠ɼMIPιϧόʔΛ༻͍
ͯۙ๣Λ୳ࡧ͢Δɽ ∑
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (16)
∑
(i,j)∈A|y¯ij=1
yij ≥ L−M (17)
͜͜ͰɼL͸ݱࡏͷղͰબ୒͞ΕͨΞʔΫ਺ɼM ͸ۙ๣ͷൣғͰ͋Δɽͳ͓ɼಉ
༷ʹ (15)΋௥Ճ͢Δɽ(16)ࣜ͸ɼݱࡏͷղͰબ୒͞ΕͨΞʔΫ͔Βɼগͳ͘ͱ΋
1ຊͷΞʔΫ͸ωοτϫʔΫ͔ΒऔΓআ͘͜ͱΛද͢ɽ(17)ࣜ͸ɼݱࡏͷղͰબ୒
͞ΕͨΞʔΫΛߴʑM ຊͷΞʔΫΛωοτϫʔΫ͔ΒऔΓআ͘͜ͱΛද͢ɽैདྷ
ͷہॴ෼ࢬ๏ͷ੍໿ͱൺ΂Δͱɼ࡟আ͢ΔΞʔΫ਺ʹ͸੍໿͕͋Δ͕ɼ௥Ճ͢Δ
ΞʔΫʹ͸੍ݶ͕ແ͍ͷ͕ಛ௃Ͱ͋Δɽ·ͨɼہॴ෼ࢬ๏Ͱ͸ྖҬΛೋ෼ׂ͠ͳ
͕Β෼ࢬૢ࡞Λߦ͍͕ͬͯ͘ɼ͜ͷۙ๣୳ࡧͰ͸୯ʹۙ๣୳ࡧͱղͷҠಈΛ܁Γ
ฦ͢ہॴ୳ࡧ๏ͱΈΔ͜ͱ͕Ͱ͖Δɽ
CNDA(A¯)ʹɼ(16)ࣜɼ(17)͓ࣜΑͼ (15)ࣜΛ௥Ճ͠ɼMIPιϧόʔΛ༻͍ͯɼ
Ұఆ࣌ؒ಺ͰղΛٻΊΔɽݱࡏͷղΑΓྑ͍ղ͕ٻΊΒΕΕ͹ɼݱࡏͷղΛߋ৽
͢Δɽଓ͍ͯɼ௥Ճͨ͠ 3ຊͷ੍໿ࣜΛ࡟আͯ͠ɼߋ৽͞ΕͨղʹରԠͨ͠ 3ຊͷ
੍໿ࣜΛ௥Ճ͠ɼۙ๣୳ࡧΛ܁Γฦ͢ɽM ۙ๣ʹ͓͍ͯɼ࣮ߦෆՄೳ·ͨ͸ݱࡏ
ͷղΑΓ΋ྑ͍ղ͕ແ͍ͱ൑அͰ͖ͨ৔߹͸ɼ୳ࡧΛऴྃ͢Δɽ·ͨɼͦ͏Ͱͳ
͘ɼҰఆ࣌ؒ಺ʹݱࡏͷղΑΓྑ͍ղΛࢉग़͢Δ͜ͱ͕Ͱ͖ͳ͍৔߹͸ɼM Λݮ
গͤͯ͞୳ࡧΛ܁Γฦ͢ɽ͜ͷํ๏ΛMIPۙ๣୳ࡧ๏ͱΑͿ͜ͱʹ͢Δɽ༰ྔε
έʔϦϯά๏ͱMIPۙ๣୳ࡧ๏Λ૊Έ߹Θͤͨղ๏ͷΞϧΰϦζϜΛ Algoritm2
ʹࣔ͢ɽ
4 ਺஋࣮ݧ
༰ྔ੍໿Λ΋ͭωοτϫʔΫઃܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊Ͱ͋Δ C
໰୊ͷ 37໰͓ΑͼR໰୊ͷ 81໰ (Crainic et al. 2001)ʹରͯ͠ɼ਺஋࣮ݧΛߦͬͨɽ
ͳ͓ɼR໰୊͸༰қͳ໰୊ r01͔Β r09Λআ͘ɼ໰୊ r10͔Β r18Λର৅ͱ͢Δɽ
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CNDA(A)ʹ (13)ࣜͱ (15)ࣜΛ௥Ճ͠ɼMIPιϧόʔΛ༻͍ͯҰఆ࣌ؒ಺Ͱղ
ΛٻΊΔɽ͜ΕʹΑΓɼ࠷ྑղ͕ٻΊΒΕ͹ɼݱࡏͷղΛ͜ͷղʹߋ৽͢ΔɽM
ۙ๣ʹ͓͍ͯɼߋ৽͢Δղ͕ͳ͍ͱ൑அͰ͖ͨ৔߹ɼ(13)ࣜͷ୅ΘΓʹ (14)Λ௥
Ճ͢Δ͜ͱʹΑΓɼ୳ࡧൣғΛมߋͯ͠ղ୳ࡧΛܧଓ͢ΔɽҰఆ࣌ؒ಺Ͱߋ৽ղ
ΛٻΊΔ͜ͱ͕Ͱ͖ͳ͍৔߹͸ɼదٓɼM Λݮগͤͯ͞ɼ୳ࡧΛ܁Γฦ͢ɽ
ہॴ෼ࢬ๏Ͱ͸ɼ࠷ऴతʹಘΒΕΔۙࣅղ͸ॳظղʹେ͖͘ґଘ͢Δɽͦ͜Ͱɼ
༰ྔεέʔϦϯά๏ʹΑΓಘΒΕͨղΛॳظղͱͯ͠ɼہॴ෼ࢬ๏Λ࣮ߦ͢Δɽ
͞ΒʹɼΞʔΫू߹Λ A¯ʹݶఆ͢Δ͜ͱʹΑΓɼద੾ʹ໰୊ن໛Λॖখ͢Δ͜ͱ
ʹ͢Δɽ༰ྔεέʔϦϯά๏ͱہॴ෼ࢬ๏Λ૊Έ߹Θͤͨղ๏ͷΞϧΰϦζϜΛ
Algoritm1ʹࣔ͢ɽ
͜Εʹରͯ͠ɼຊݚڀͰ͸࣍ͷ 2ຊͷ੍໿ࣜΛ௥Ճͯ͠ɼMIPιϧόʔΛ༻͍
ͯۙ๣Λ୳ࡧ͢Δɽ ∑
(i,j)∈A|y¯ij=1
yij ≤ L− 1 (16)
∑
(i,j)∈A|y¯ij=1
yij ≥ L−M (17)
͜͜ͰɼL͸ݱࡏͷղͰબ୒͞ΕͨΞʔΫ਺ɼM ͸ۙ๣ͷൣғͰ͋Δɽͳ͓ɼಉ
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 ⒄
ここで，L は現在の解で yij＝1である選択されたアーク数，M は近傍の範囲である．
なお，⒂式も追加する．⒂式により，探索済みの解を排除することができる。
⒃式は，現在の解で選択されたアークから，少なくとも 1 本のアークはネットワーク
から取り除くことを表す．⒄式は，現在の解で選択されたアークを高々 M 本のアーク
をネットワークから取り除くことを表す．従来の局所分枝法の制約と比べると，削除す
るアーク数には制約があるが，追加するアークには制限が無いのが特徴である．また，
局所分枝法では領域を二分割しながら分枝操作を行っていくが，この近傍探索法は単に
近傍探索と解の移動を繰り返す制約付きの近傍探索法である．
CNDA（A）に，⒃式，⒄式および⒂式を追加し，MIP ソルバーを用いて，一定時間
内で解を求める．現在の解より良い解が求められれば，現在の解を更新する．続いて，
追加した 3 本の制約式を削除して，更新された解に対応した 3 本の制約式を追加し，近
傍探索を繰り返す．M 近傍において，実行不可能または現在の解よりも良い解が無い
と判断できた場合は，探索を終了する．また，そうでなく，一定時間内に現在の解より
良い解を算出することができない場合は，M:＝ M/α（α＞1）として M を減少させ
て探索を繰り返す．ここで，αは M の変更基準である．この方法を MIP 近傍探索法
とよぶことにする．容量スケーリング法と MIP 近傍探索法を組み合わせた解法のアル
ゴリズムを Algoritm2に示す．
4 　数値実験
容量制約をもつネットワーク設計問題で用いられるベンチマーク問題であるＣ問題の
37問およびＲ問題の81問（Crainic et al. 2001） に対して，数値実験を行った．なお，Ｒ
6問題は容易な問題 r01から r09を除く，問題 r10から r18を対象とする．
数値実験で使用した設定した機器等は以下の通りである．
・使用 OS および言語：UBUNTU 17.04，C++
・最適化ソルバー：Gurobi 7.02
・CPU AMD Ryzen7 1800X 3.6GHz 8Cores，RAM 32GByte
・使用コア数：容量スケーリング 1 コア，MIP 近傍探索 8 コア
また，数値実験で使用した設定したパラメータは以下の通りである．
・スケーリングパラメータ： 0 ～ 1
・スケーリング法の終了判定アーク数 ArcNum：100
・近傍 M： 5
・近傍 M の変更基準α：2
・ 1 回の局所分枝・近傍探索における MIP ソルバー計算時間の上限 T：40秒
近似解の誤差を算出するために，Katayama （2017） が示した下界値または最適値を
使用した．Ｃ問題に対しては多くの研究が行われ，その結果が公開されている．ここ
では，近年の平均誤差が 2 ％以下の結果をもつ研究を中心に，局所分枝法（LOBR）
（Rodríguez-Martín and Salazar-Gonzáleza 2010），IP 探索法（IPSE）（Hewitt et al. 2010），
MIP タブー探索法（MIPT）（Chouman and Crainic 2010），サイクル進化法（CEVO）
（Paraskevopoulos et al. 2013），蟻コロニー法（ANCO）（Yaghini and Foroughi 2014），
遺伝的・局所分枝法（GELO）（Momeni and Sarmadi 2016），反復線形計画法（ILPH）
（Gendron et al. 2016），コンバインド法（COMB）（Katayama 2015），容量スケーリン
グ法・貪欲法（CSGR）（片山 2015），切除平面・局所分枝法（CUTP）（Yaghini et al. 
2016），並列局所探索法（PALS）（Mungu et al. 2017） の結果を示す．これらに加え，容
量スケーリング法による解を初期値とした容量スケーリング・局所分枝法（CSBR），お
よび容量スケーリング・MIP 近傍探索法（CMIP）の結果を示す．さらに，容量スケー
リング・MIP 近傍探索法においてスケーリングパラメータを変化させた中の最良値を
BEST として示した．なお，容量スケーリング・局所分枝法におけるスケーリングパラ
メータは0.81，容量スケーリング・MIP 近傍探索法では0.27と設定した．誤差（Gaps） 
は「（各解法の上界値－下界値）／下界値」とし，平均誤差はこれらの平均値である．
表 1 にＣ問題に対する上界値の平均誤差を示す．従来の研究では，局所分枝法は平均
誤差3.10％と大きく，IP 探索法は1.69％，MIP タブー探索法は0.87％，サイクル進化法
は0.93％と，誤差が0.8％を超えている．蟻コロニー法は平均誤差0.79％，遺伝的・局所
分枝法は0.59％，反復線形計画法は0.74％，コンバインド法は0.27％，容量スケーリン
グ・貪欲法は0.65％，切除平面・局所分枝法は0.33％，並列局所探索法は0.45％となっ
ている．コンバインド法は，現在までの解法の中で最も誤差が小さい．一方，容量ス
ケーリング・局所分枝法は誤差0.50％であり，容量スケーリング・MIP 近傍探索法は
容量制約をもつネットワーク設計問題に対する MIP 近傍探索法
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0.40％，容量スケーリング・MIP 近傍探索法の最良値は0.30％であった．容量スケーリ
ング・局所分枝法は，コンバインド法，並列局所探索法と切除平面・局所分枝法にはそ
れぞれには0.23％，0.17％，0.05％劣っている．容量スケーリング・MIP 近傍探索法は．
コンバインド法と切除平面・局所分枝法にはそれぞれ0.13％，0.07％劣っているが，並
列局所探索法よりも0.05％優れている．一方，容量スケーリング・MIP 近傍探索法の最
良値は，コンバインド法には0.03％劣っているが，並列局所探索法と切除平面・局所分
枝法よりもそれぞれ0.03％，0.15％優れており，コンバインド法以外の解法よりも良い
解を算出しており，誤差が0.4％以内となる解法はコンバインド法，切除平面・局所分
枝法と容量スケーリング・MIP 近傍探索法のみである．
表 2 に，局所分枝法に加えて，Ｃ問題に対して精度の高い蟻コロニー法，遺伝的・局
所分枝法，反復線形計画法，コンバインド法，容量スケーリング・貪欲法，切除平面・
局所分枝法，並列局所探索法，容量スケーリング・局所分枝法，容量スケーリング・
MIP 近傍探索法，および最良値における個別問題の上界値を示す．なお，LB/OPT は
下界値または最適値であり，太字は最適値，斜体文字は最良値を表している．
コンバインド法は，最適値が25問，最適値を除く最良値が 6 問であり，37問の内の31
問の最良値を算出している．切除平面・局所分枝法は，最適値が20問，最適値を除く最
良値は 1 問，合計21問の最良値を算出している．また，並列局所探索法は，最適値が17
問，最良値が 1 問の合計18問の最良値を算出している．一方，容量スケーリング・局
所分枝法は最適値が 9 問，最適値を除く最良値が 1 問の合計10問，容量スケーリング・
MIP 近傍探索法は最適値が13問，最適値を除く最良値が 1 問の合計14問の最良値を算
出している．また，容量スケーリング・MIP 近傍探索法の最良値では，最適値が20問，
最適値を除く最良値が 4 問の合計24問の最良値を算出しており，これはコンバインド法
に次ぐ良い結果となっている．
表 3 にＣ問題に対する平均計算時間を示す．従来の研究の計算時間は，各論文に掲載
しているものであり，使用しているコンピュータが異なっているため，計算時間を直接
比較することはできない．使用している主なコンピュータは以下の通りである．
・局所分枝法：Intel Core 2 Duo-2Cores，2.4GHz， RAM 2GB
・IP 探索法：Intel Xeon×8CPUs，2.66GHz，RAM8GByte
・MIP タブー探索法：Intel Xeon×8CPUs，2.66GHz，RAM8GByte
・サイクル進化法：Intel Xeon E5507-4Cores，2.26GHz
表 1 ：Average Gap for C-Category Problems（％）
LOBR IPSE MIPT CEVO ANCO GERO ILPH
3.10 1.69 0.87 0.93 0.79 0.59 0.74
COMB CSGR CUTP PALS CSLB CMIP BEST
0.27 0.65 0.33 0.45 0.50 0.40 0.30
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・コンバインド法：Intel i7-4Cores，3.4GHz，RAM24GB
・蟻コロニー法：未記載
・遺伝的・局所分枝法：Core 2 CPU，2.66GHz，RAM4GByte
・反復線形計画法：Intel i7-4900MQ-4Cores，2.8GHz，RAM16GB
・容量スケーリング・貪欲法：Intel i7-4Cores，3.5GHz，RAM32GB
・切除平面・局所分枝法：Intel Core 2 Duo-2Cores，2.53GHz，RAM4GB
・並列局所探索法：Intel Xeon X5650-6Cores×2CPUs8Nodes，2.66GHz, RAM24GB
局所分枝法と切除平面・局所分枝法では古い CPU を用いており，使用コンピュータの
計算速度は相対的に遅い．一方，並列局所探索法は2CPU（ 6 コア） のノードを 8 台を
つなげたクラスタコンピュータであり，単純計算では16台分の CPU（96コア）に相当
する．なお，本研究では8Core の CPU を使用している．
従来の研究では，局所分枝法は574.6秒，IP 探索法は1768.8秒，MIP タブー探索法は
6957.0秒，サイクル進化法は7200秒，蟻コロニー法は3135.4秒，遺伝的・局所分枝法
は291.6秒，反復線形計画法は3600秒である．なお，サイクル進化法は 2 時間，反復線
形計画法は 1 時間の計算時間を設定している．また，IP 探索法，遺伝的・局所分枝法
および並列局所探索法は最良解が求められた時間である．平均誤差の最も小さいコン
バインド法は範囲の広い局所分枝法を行っているため，大きな計算時間が必要であり，
6679.4秒となっている．同様に，切除平面・局所分枝法は1849.0秒と大きな計算時間と
なっている．一方，並列局所探索法は152.7秒と比較短い計算時間ではあるが，96コア
の高性能なクラスタコンピュータ上で並列計算を行っており，計算機の能力が高いため，
直接，他の解法を比較することはできない．また，最良解が求められた時間であること
に注意する．容量スケーリング・貪欲法は23.6秒と最も計算時間が短い．それに対して，
提案した容量スケーリング・局所分枝法は87.7秒，容量スケーリング・MIP 近傍探索法
は85.5秒または82.5秒と100秒以内であり，容量スケーリング・貪欲法よりは計算時間が
必要であるが，それ以外の解法よりも大幅に計算時間が短縮されている．なお，容量ス
ケーリング・MIP 近傍探索法の最良値では，実際にはパラメータ選定のための事前の
計算時間が必要である．使用しているコンピュータが異っているにしても，従来に研究
に比べ，精度を保ちながら大幅に計算時間が短縮できることが分かる．
表 4 に個別のＣ問題の計算時間を示す．容量スケーリング・局所分枝法は最大で260秒
表 3 ：Average Computation Time for C-Category Problems（Seconds）ද 3: Average Computation Time for C-Category Problems(Seconds)
LOBR IPSE* MIPT CEVO ANCO GELO* ILPH
574.6 1768.8 6957.0 7200.0 3135.4 291.6 3600
COMB CSGR CUTP PALS* CSLB CMIP BEST
6679.4 23.6 1849.0 152.7 87.7 85.5 82.5
*: Time to Best Solutions
ද 4: Computation Time for C-Category Problems(Seconds)
N/A/K/FC LOBR ANCO GELO* ILPH COMB CSGR CUTP PALS* CSLB CMIP ɹ BEST
100/400/10/F/L 547 2833.7 1 3600 78.0 0.2 786 1 1.8 0.3 0.3
100/400/10/F/T 600 10800.0 1 3600 10423.1 0.6 822 53 43.8 172.9 225.8
100/400/10/V/L 600 7.1 33 3600 2.0 0.0 5 3 1.7 0.7 0.7
100/400/30/F/L 600 699.3 386 3600 2165.0 3.1 367 29 109.3 70.3 22.7
100/400/30/F/T 600 10800.0 239 3600 18731.2 8.2 377 79 260.1 138.8 144.8
100/400/30/V/T 600 691.4 362 3600 68.9 0.4 31 42 17.2 20.7 19.8
20/230/040/V/L 328 6.3 507 3600 0.9 0.1 11 2 0.9 1.0 0.8
20/230/040/V/T 440 8.9 1 3600 3.2 0.1 5 1 2.4 0.5 0.4
20/230/040/F/T 600 23.3 8 3600 9.8 0.1 38 10 7.9 5.8 5.2
20/230/200/V/L 600 2306.0 2 3600 6061.1 9.5 1523 123 30.3 25.2 61.4
20/230/200/F/L 600 2668.0 2 3600 6722.5 10.9 2085 144 89.7 45.3 34.7
20/230/200/V/T 600 1413.8 379 3600 2705.9 8.3 2483 52 25.0 16.9 56.1
20/230/200/F/T 600 5216.0 432 3600 9707.3 28.5 1297 240 68.1 63.1 216.1
20/300/040/V/L 146 6.6 391 3600 0.8 0.0 4 1 0.2 0.1 0.1
20/300/040/F/L 600 16.2 461 3600 8.4 0.1 56 16 0.6 7.3 6.3
20/300/040/V/T 600 10.8 304 3600 3.8 0.1 3 23 0.8 1.9 0.5
20/300/040/F/T 600 11.8 319 3600 3.5 0.1 3 3 0.3 0.2 0.2
20/300/200/V/L 600 2646.0 273 3600 10622.0 18.2 4392 361 65.1 60.5 59.4
20/300/200/F/L 600 2564.0 369 3600 14044.3 23.8 3279 250 108.8 184.2 72.3
20/300/200/V/T 600 2750.0 583 3600 2549.6 13.3 1837 58 72.8 62.1 60.3
20/300/200/F/T 600 1988.2 452 3600 8720.0 25.4 6083 122 51.4 57.0 162.4
30/520/100/V/L 600 672.9 296 3600 1680.4 2.1 329 20 34.8 105.6 36.8
30/520/100/F/L 600 1983.0 571 3600 7500.0 13.3 2004 83 49.6 253.0 227.6
30/520/100/V/T 600 751.1 25 3600 4048.5 1.2 1850 32 30.3 70.2 4.8
30/520/100/F/T 600 964.0 198 3600 15791.7 15.4 978 158 186.7 167.9 165.3
30/520/400/V/L 600 3303.0 204 3600 9501.6 64.1 3009 542 136.2 85.6 67.0
30/520/400/F/L 600 3723.0 278 3600 11131.2 70.6 4231 463 180.3 116.6 112.1
30/520/400/V/T 600 7801.7 441 3600 8262.8 29.6 4103 461 127.2 62.1 52.8
30/520/400/F/T 600 13257.6 335 3600 19593.7 122.0 5238 288 294.5 150.4 111.5
30/700/100/V/L 600 114.3 536 3600 64.4 0.8 84 179 5.6 37.6 3.7
30/700/100/F/L 600 700.4 678 3600 7631.5 17.0 1029 111 95.7 155.5 125.4
30/700/100/V/T 600 1922.0 381 3600 8806.6 6.0 976 258 94.7 235.1 128.2
30/700/100/F/T 600 801.1 191 3600 7639.7 12.1 2109 173 146.9 138.1 179.1
30/700/400/V/L 600 3477.0 105 3600 13311.9 45.6 1938 243 176.3 76.9 73.1
30/700/400/F/L 600 12961.0 524 3600 16946.6 206.6 2419 223 265.7 231.8 414.2
30/700/400/V/T 600 5311.2 331 3600 10743.0 46.2 8327 374 190.2 84.5 79.4
30/700/400/F/T 600 10800.0 191 3600 13656.0 70.9 4297 428 271.0 256.8 122.2
*: Time to Best Solutions
ද 5: Average Gap for R-Category Problems(%)
COMB CSGR CSLB CMIP BEST
0.17 0.49 0.41 0.34 0.23
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程度，容量スケーリング・MIP 近傍探索法も最大300秒程度であり，最良値（BEST）で
は最大400秒程度である．容量スケーリング・MIP 近傍探索法では，最良値との間で同
じ問題であっても計算時間大きく異なる場合がある．これは，MIP 近傍探索法において，
スケーリングパラメータによって初期解が異なるため，近傍探索における解の更新の回
数が異なることに関係している．
表 5 にＲ問題に対する上界値の平均誤差を示す．容量スケーリング・局所分枝法にお
けるスケーリングパラメータは0.38，容量スケーリング・MIP 近傍探索法では0.44とした．
Ｒ問題に対して公開されている結果はそれほど多くない．ここでは，コンバインド
法（COMB）と容量スケーリング法・貪欲法（CSGR） の結果を併記する．従来の研究
では，コンバインド法が誤差0.11％，容量スケーリング・貪欲法が誤差0.42％となって
いる．一方，容量スケーリング・局所分枝法は誤差0.34％であり，容量スケーリング・
MIP 近傍探索法は0.28％，容量スケーリング・MIP 近傍探索法の最良値は0.17％であっ
た．容量スケーリング・局所分枝法は，コンバインド法に0.23％劣っている．また，容
表 4 ：Computation Time for C-Category Problems（Seconds）
表 5 ：Average Gap for R-Category Problems（%）
ද 3: Average Computation Time for C-Category Problems(Seconds)
LOBR IPSE* MIPT CEVO ANCO GELO* ILPH
574.6 1768.8 6957.0 7200.0 3135.4 291.6 3600
COMB CSGR CUTP PALS* CSLB CMIP BEST
6679.4 23.6 1849.0 152.7 87.7 85.5 82.5
*: Time to Best Solutions
ද : Computation Time for C-Category Problems(Seconds)
N/A/K/FC LOBR ANCO GELO* ILPH COMB CSGR CUTP PALS* CSLB CMIP ɹ BEST
100/400/10/F/L 547 2833.7 1 3600 78.0 0.2 786 1 1.8 0.3 0.3
100/400/10/F/T 600 10800.0 1 3600 10423.1 0.6 822 53 43.8 172.9 225.8
100/400/10/V/L 600 7.1 33 3600 2.0 0.0 5 3 1.7 0.7 0.7
100/400/30/F/L 600 699.3 386 3600 2165.0 3.1 367 29 109.3 70.3 22.7
100/400/30/F/T 600 10800.0 239 3600 18731.2 8.2 377 79 260.1 138.8 144.8
100/400/30/V/T 600 691.4 362 3600 68.9 0.4 31 42 17.2 20.7 19.8
20/230/040/V/L 328 6.3 507 3600 0.9 0.1 11 2 0.9 1.0 0.8
20/230/040/V/T 440 8.9 1 3600 3.2 0.1 5 1 2.4 0.5 0.4
20/230/040/F/T 600 23.3 8 3600 9.8 0.1 38 10 7.9 5.8 5.2
20/230/200/V/L 600 2306.0 2 3600 6061.1 9.5 1523 123 30.3 25.2 61.4
20/230/200/F/L 600 2668.0 2 3600 6722.5 10.9 2085 144 89.7 45.3 34.7
20/230/200/V/T 600 1413.8 379 3600 2705.9 8.3 2483 52 25.0 16.9 56.1
20/230/200/F/T 600 5216.0 432 3600 9707.3 28.5 1297 240 68.1 63.1 216.1
20/300/040/V/L 146 6.6 391 3600 0.8 0.0 4 1 0.2 0.1 0.1
20/300/040/F/L 600 16.2 461 3600 8.4 0.1 56 16 0.6 7.3 6.3
20/300/040/V/T 600 10.8 304 3600 3.8 0.1 3 23 0.8 1.9 0.5
20/300/040/F/T 600 11.8 319 3600 3.5 0.1 3 3 0.3 0.2 0.2
20/300/200/V/L 600 2646.0 273 3600 10622.0 18.2 4392 361 65.1 60.5 59.4
20/300/200/F/L 600 2564.0 369 3600 14044.3 23.8 3279 250 108.8 184.2 72.3
20/300/200/V/T 600 2750.0 583 3600 2549.6 13.3 1837 58 72.8 62.1 60.3
20/300/200/F/T 600 1988.2 452 3600 8720.0 25.4 6083 122 51.4 57.0 162.4
30/520/100/V/L 600 672.9 296 3600 1680.4 2.1 329 20 34.8 105.6 36.8
30/520/100/F/L 600 1983.0 571 3600 7500.0 13.3 2004 83 49.6 253.0 227.6
30/520/100/V/T 600 751.1 25 3600 4048.5 1.2 1850 32 30.3 70.2 4.8
30/520/100/F/T 600 964.0 198 3600 15791.7 15.4 978 158 186.7 167.9 165.3
30/520/400/V/L 600 3303.0 204 3600 9501.6 64.1 3009 542 136.2 85.6 67.0
30/520/400/F/L 600 3723.0 278 3600 11131.2 70.6 4231 463 180.3 116.6 112.1
30/520/400/V/T 600 7801.7 441 3600 8262.8 29.6 4103 461 127.2 62.1 52.8
30/520/400/F/T 600 13257.6 335 3600 19593.7 122.0 5238 288 294.5 150.4 111.5
30/700/100/V/L 600 114.3 536 3600 64.4 0.8 84 179 5.6 37.6 3.7
30/700/100/F/L 600 700.4 678 3600 7631.5 17.0 1029 111 95.7 155.5 125.4
30/700/100/V/T 600 1922.0 381 3600 8806.6 6.0 976 258 94.7 235.1 128.2
30/700/100/F/T 600 801.1 191 3600 7639.7 12.1 2109 173 146.9 138.1 179.1
30/700/400/V/L 600 3477.0 105 3600 13311.9 45.6 1938 243 176.3 76.9 73.1
30/700/400/F/L 600 12961.0 524 3600 16946.6 206.6 2419 223 265.7 231.8 414.2
30/700/400/V/T 600 5311.2 331 3600 10743.0 46.2 8327 374 190.2 84.5 79.4
30/700/400/F/T 600 10800.0 191 3600 13656.0 70.9 4297 428 271.0 256.8 122.2
*: Time to Best Solutions
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ද 3: Average Computation Time for C-Category Problems(Seconds)
LOBR IPSE* MIPT CEVO ANCO GELO* ILPH
574.6 1768.8 6957.0 7200.0 3135.4 291.6 3600
COMB CSGR CUTP PALS* CSLB CMIP BEST
6679.4 23.6 1849.0 152.7 87.7 85.5 82.5
*: Time to Best Solutions
ද 4: Computation Time for C-Category Problems(Seconds)
N/A/K/FC LOBR ANCO GELO* ILPH COMB CSGR CUTP PALS* CSLB CMIP ɹ BEST
100/400/10/F/L 547 2833.7 1 3600 78.0 0.2 786 1 1.8 0.3 0.3
100/400/10/F/T 600 10800.0 1 3600 10423.1 0.6 822 53 43.8 172.9 225.8
100/400/10/V/L 600 7.1 33 3600 2.0 0.0 5 3 1.7 0.7 0.7
100/400/30/F/L 600 699.3 386 3600 2165.0 3.1 367 29 109.3 70.3 22.7
100/400/30/F/T 600 10800.0 239 3600 18731.2 8.2 377 79 260.1 138.8 144.8
100/400/30/V/T 600 691.4 362 3600 68.9 0.4 31 42 17.2 20.7 19.8
20/230/040/V/L 328 6.3 507 3600 0.9 0.1 11 2 0.9 1.0 0.8
2 /230/040/V/T 440 8.9 1 360 3.2 0.1 5 1 2.4 0.5 0.4
2 /230/040/F/T 600 23. 8 3 0 9.8 0.1 38 10 7.9 5.8 5.2
20/230/200/V/L 600 2306.0 2 3600 6061.1 9.5 1523 123 30.3 25.2 61.4
20/230/200/F/L 600 2668.0 2 3600 6722.5 10.9 2085 144 89.7 45.3 34.7
20/230/200/V/T 600 1413.8 379 3600 2705.9 8.3 2483 52 25.0 16.9 56.1
20/230/200/F/T 600 5216.0 432 3600 9707.3 28.5 1297 240 68.1 63.1 216.1
20/300/040/V/L 146 6.6 391 3600 0.8 0.0 4 1 0.2 0.1 0.1
20/300/040/F/L 600 16.2 461 3600 8.4 0.1 56 16 0.6 7.3 6.3
20/300/040/V/T 600 10.8 304 3600 3.8 0.1 3 23 0.8 1.9 0.5
20/3 0/040/F/T 600 11.8 319 3600 3.5 0.1 3 3 0.3 0.2 0.2
20/3 0/200/V/L 600 2646.0 273 36 0 10622.0 18.2 4392 361 65.1 60.5 59.4
20/3 0/200/F/L 600 2564.0 369 3600 14044.3 23.8 3279 250 108.8 184.2 72.3
20/300/200/V/T 600 2750.0 583 3600 2549.6 13.3 1837 58 72.8 62.1 60.3
20/300/200/F/T 600 1988.2 452 3600 8720.0 25.4 6083 122 51.4 57.0 162.4
30/520/100/V/L 600 672.9 296 3600 1680.4 2.1 329 20 34.8 105.6 36.8
30/520/100/F/L 600 1983.0 571 3600 7500.0 13.3 2004 83 49.6 253.0 227.6
30/520/100/V/T 600 751.1 25 3600 4048.5 1.2 1850 32 30.3 70.2 4.8
30/520/100/F/T 600 964.0 198 3600 15791.7 15.4 978 158 186.7 167.9 165.3
30/520/400/V/L 600 3303.0 204 3600 9501.6 64.1 3009 542 136.2 85.6 67.0
30/520/400/F/L 600 3723.0 278 3600 11131.2 70.6 4231 463 180.3 116.6 112.1
3 /520/400/V/T 600 7801.7 441 3600 8262.8 29.6 4103 461 127.2 62.1 52.8
30/520/400/F/T 60 13257.6 335 3600 19593.7 122.0 5238 288 294.5 150.4 111.5
3 /700/100/V/L 600 114.3 536 3600 64.4 0.8 84 179 5.6 37.6 3.7
30/700/100/F/L 600 700.4 678 3600 7631.5 17.0 1029 111 95.7 155.5 125.4
30/700/100/V/T 600 1922.0 381 3600 8806.6 6.0 976 258 94.7 235.1 128.2
30/700/100/F/T 600 801.1 191 3600 7639.7 12.1 2109 173 146.9 138.1 179.1
30/700/400/V/L 600 3477.0 105 3600 13311.9 45.6 1938 243 176.3 76.9 73.1
30/700/400/F/L 600 12961.0 524 3600 16946.6 206.6 2419 223 265.7 231.8 414.2
30/700/400/V/T 600 5311.2 331 3600 10743.0 46.2 8327 374 190.2 84.5 79.4
30/700/400/F/T 600 10800.0 191 3600 13656.0 70.9 4297 428 271.0 256.8 122.2
*: Time to Best Solutions
ද 5: Average Gap for R-Category roble s(%)
COMB CSGR CSLB CMIP BEST
0.17 0.49 0.41 0.34 0.23
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量スケーリング・MIP 近傍探索法はコンバインド法に0.17％劣っているが，その最良値
は0.06％の差に留まっている．
表 6 および 7 に，Ｒ問題に対する個別の目的関数値を示す．コンバインド法では，81
問の内，最適値が70問，最適値を除く最良値が 8 問の合計78問の最良値を算出しており，
3 問以外は最も良い解が求められている．一方，容量スケーリング・局所分枝法では最
適値が37問，最適値を除く最良値はない．また，容量スケーリング・MIP 近傍探索法
ද 6: Results for R-Category Problems
Group C F LB/OPT COMB CSGR CSLB CMIP BEST
F01 200087 200087 200407 200087 200087 200087
C1 F05 346813.5 346813.5 350735 346813.5 346813.5 346813.5
F10 488015 488015 490875 488015 488015 488015
F01 229196 229196 229196 229196 229196 229196
r10 C2 F05 411664 411664 414876 411664 411664 411664
F10 609104 609104 616201 611702 610293 609104
F01 486895 486895 486951 486951 486895 486895
C8 F05 951056 951056 956414 951056 951056 951056
F10 1421740 1421746 1421862 1421862 1421746 1421746
F01 714431 714431 714431 714431 714431 714431
C1 F05 1263713 1263713 1267626 1263713 1263981 1263713
F10 1843611 1843611 1844097 1855297 1846817 1844978
F01 870451 870451 870784 870784 870451 870451
r11 C2 F05 1623640 1623640 1625191 1623640 1623640 1623640
F10 2414060 2414060 2419709 2418126 2414060 2414060
F01 2294912 2294912 2294912 2294912 2294912 2294912
C8 F05 3507100 3507100 3507100 3507100 3507100 3507100
F10 4579353 4579353 4579353 4579353 4579353 4579353
F01 1639443 1639443 1639443 1639443 1639443 1639443
C1 F05 3396050 3396050 3417612 3411515 3403049.5 3403049.5
F10 5228711 5228711 5273253.3 5277903.8 5274357 5270417
F01 2303557 2303557 2306043.5 2303557 2303557 2303557
r12 C2 F05 4669799 4669799 4669799 4669799 4669799 4669799
F10 7100019 7100019 7100019 7100019 7100019 7100019
F01 7635270 7635270 7635270 7635270 7635270 7635270
C8 F05 10067742 10067742 10067742 10067742 10067742 10067742
F10 11967768 11967768 11967768 11967768 11967768 11967768
F01 142947 142947 142947 142947 142947 142947
C1 F05 263800 263800 266453 263800 263800 263800
F10 365836 365836 370400 365836 367454 365836
F01 150977 150977 151269 150977 150977 150977
r13 C2 F05 282682 282682 285415 283080 282682 282682
F10 406790 406790 409626 409626 409626 409626
F01 208088 208088 208656.3 208088 208088 208088
C8 F05 444826 444826 450795 449636 444826 444826
F10 697967 697967 720788 711699 698000 697967
F01 403414 403414 403529 403414 403414 403414
C1 F05 749503 749503 754757 751520 750944 749503
F10 1063098 1063098 1076340 1069357 1063098 1063098
F01 437607 437607 437607 437607 437638 437607
r14 C2 F05 849163.0 849163 853202 851570 849163 849163
F10 1214609.0 1214609 1216473 1215904 1215904 1215904
F01 668216.3 668216.3 670267 670635.7 668216.3 668216.3
C8 F05 1613428.8 1613428.8 1627952 1623886 1625143 1615053
F10 2602690 2602690 2650638 2640929 2624207.2 2614995.5
16
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ද 7: Results for R-Category Problems
Group C F LB/OPT COMB CSGR CSLB CMIP BEST
F01 1000787 1000787 1001491 1000787 1000787 1000787
C1 F05 1966206 1966206 1968199 1969727 1973359 1966584
F10 2826200.7 2884076.5 2902001 2889066.5 2896832.5 2889749
F01 1148604 1148604 1149188.7 1149192 1148604 1148604
r15 C2 F05 2452534.5 2476246 2477502 2485023.7 2478747 2476246
F10 3771050.7 3831870.4 3856335.5 3843106 3843106 3842799
F01 2297919 2297919 2298492.5 2299115.4 2299115.4 2298081.3
C8 F05 5573412.8 5573412.8 5577946.5 5574776 5577946.5 5573412.8
F10 8696932 8696932 8699691.5 8696932 8696932 8696932
F01 136161 136161 136722 136161 136161 136161
C1 F05 239500 239500 240356 240242 239810 239500
F10 325671 325671 326458 325671 325671 325671
F01 138532 138532 138532 138532 138532 138532
r16 C2 F05 241801 241801 243456 241801 241801 241801
F10 337762 337762 337908 337762 337762 337762
F01 169233 169233 171179 169488 169336 169233
C8 F05 348167 348167 355611 349822 350208 348186
F10 525454.3 529988 537096 534626 534626 531347
F01 354138 354138 354223 354138 354138 354138
C1 F05 645488 645488 653017 645488 645488 645488
F10 910518 910518 920776 917683 915958 911515
F01 370590 370590 371269 370590 370590 370590
r17 C2 F05 706746.5 706746.5 709316 708993 708993 708368
F10 1019646 1019917 1033068 1027434 1024738 1021097
F01 501634.5 501634.5 503770 502748 502385 501751
C8 F05 1097312.6 1105083 1108224.3 1107677 1107677 1105083
F10 1752512.3 1781436 1790088 1785819 1793141 1785819
F01 828117 828117 830366 828117 828117 828117
C1 F05 1533675 1533675 1544783 1535457 1536306 1535457
F10 2152710.3 2174276 2208324 2200547 2188346 2183614
F01 919325 919325 921565 920505 921565 920408
r18 C2 F05 1799590.4 1826245 1833652 1831418 1832967 1826039
F10 2640190.2 2703852 2730882 2725746 2745858 2701714
F01 1469035.8 1477395 1481353.3 1479760.4 1480756.4 1478466
C8 F05 3870930.2 3896893.2 3914562.6 3905815 3900861 3895908.5
F10 6361906 6361906 6376447 6378087 6376278 6370685
ද 8: Average Computation Time for R-Category Problems(Seconds)
COMB CSGR CSLB CMIP BEST
3310.5 10.1 36.1 53.9 56.4
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では最適値が44問，最適値を除く最良値はない．しかし，容量スケーリング・MIP 近
傍探索法の最良値では，最適値が53問，最適値を除く最良値が 5 問の合計58問の最良値
を算出している．
表 8 にＲ問題に対する平均計算時間を示す．従来の研究の計算時間は，各論文に掲
載しているものであり，使用しているコンピュータが異なっているため，計算時間を直
接比較することはできない．平均誤差の最も小さいコンバインド法は，範囲の広い局所
分枝法を行っているため，大きな計算時間が必要であり，3310.5秒となっている．容量
スケーリング・貪欲法は10.1秒と短い計算時間となっている．提案した容量スケーリン
グ・局所分枝法は36.1秒，容量スケーリング・MIP 近傍探索法は53.9秒または56.4秒であ
り，容量スケーリング・貪欲法よりは計算時間が必要であるが，誤差の小さなコンバイ
ンド法と比べて大幅に計算時間が短縮されている．提案した解法では，従来に研究に比
2841252 2
2460618
3792777 6
529988
1 0679.3
1763131.8
2174031
3887238
1802828
2645545 6
1470580 5
10196
5299
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ද 7: Results for R-Category Problems
Group C F LB/OPT COMB CSGR CSLB CMIP BEST
F01 1000787 1000787 1001491 1000787 1000787 1000787
C1 F05 1966206 1966206 1968199 1969727 1973359 1966584
F10 2826200.7 2884076.5 2902001 2889066.5 2896832.5 2889749
F01 1148604 1148604 1149188.7 1149192 1148604 1148604
r15 C2 F05 2452534.5 2476246 2477502 2485023.7 2478747 2476246
F10 3771050.7 3831870.4 3856335.5 3843106 3843106 3842799
F01 2297919 2297919 2298492.5 2299115.4 2299115.4 2298081.3
C8 F05 5573412.8 5573412.8 5577946.5 5574776 5577946.5 5573412.8
F10 8696932 8696932 8699691.5 8696932 8696932 8696932
F01 136161 136161 136722 136161 136161 136161
C1 F05 239500 239500 240356 240242 239810 239500
F10 325671 325671 326458 325671 325671 325671
F01 138532 138532 138532 138532 138532 138532
r16 C2 F05 241801 241801 243456 241801 241801 241801
F10 337762 337762 337908 337762 337762 337762
F01 169233 169233 171179 169488 169336 169233
C8 F05 348167 348167 355611 349822 350208 348186
F10 525454.3 529988 537096 534626 534626 531347
F01 354138 354138 354223 354138 354138 354138
C1 F05 645488 645488 653017 645488 645488 645488
F10 910518 910518 920776 917683 915958 911515
F01 370590 370590 371269 370590 370590 370590
r17 C2 F05 706746.5 706746.5 709316 708993 708993 708368
F10 1019646 1019917 1033068 1027434 1024738 1021097
F01 501634.5 501634.5 503770 502748 502385 501751
C8 F05 1097312.6 1105083 1108224.3 1107677 1107677 1105083
F10 1752512.3 1781436 1790088 1785819 1793141 1785819
F01 828117 828117 830366 828117 828117 828117
C1 F05 1533675 1533675 1544783 1535457 1536306 1535457
F10 2152710.3 2174276 2208324 2200547 2188346 2183614
F01 919325 919325 921565 920505 921565 920408
r18 C2 F05 1799590.4 1826245 1833652 1831418 1832967 1826039
F10 2640190.2 2703852 2730882 2725746 2745858 2701714
F01 1469035.8 1477395 1481353.3 1479760.4 1480756.4 1478466
C8 F05 3870930.2 3896893.2 3914562.6 3905815 3900861 3895908.5
F10 6361906 6361906 6376447 6378087 6376278 6370685
ද 8: Average Computation Time for R-Category Problems(Seconds)
COMB CSGR CSLB CMIP BEST
3310.5 10.1 36.1 53.9 56.4
17
ද 9: Computation Time for R-Category Problems(Seconds)
Group C F COMB CSGR CSLB CMIP BEST
F01 0.6 0.0 1.4 1.0 0.8
C1 F05 8.5 0.3 5.9 3.9 3.2
F10 17.8 0.3 10.3 5.9 5.5
F01 5.5 0.1 0.4 0.4 0.3
r10 C2 F05 59.6 0.2 6.0 10.1 9.5
F10 140.7 0.6 23.4 14.7 22.3
F01 11.0 0.6 0.8 3.8 3.2
C8 F05 22.0 0.5 10.3 9.5 7.2
F10 23.3 0.5 5.5 10.1 6.2
F01 10.2 0.4 0.8 0.5 0.4
C1 F05 573.8 2.2 30.8 87.5 39.6
F10 2334.4 2.5 11.5 77.0 120.6
F01 83.5 1.1 2.5 14.2 2.6
r11 C2 F05 303.4 2.5 27.1 43.2 42.6
F10 875.9 6.3 47.5 87.0 5.3
F01 5.1 0.8 1.0 0.4 0.4
C8 F05 8.3 0.7 1.6 0.6 0.5
F10 5.4 0.5 1.9 0.9 0.9
F01 83.5 1.8 6.0 2.6 2.1
C1 F05 5311.2 23.8 53.7 204.0 199.8
F10 7333.6 19.9 29.4 146.5 39.6
F01 77.3 3.6 26.9 23.4 22.4
r12 C2 F05 114.7 3.6 8.4 6.1 5.7
F10 132.1 2.8 9.5 3.7 3.6
F01 7.3 1.6 2.1 0.7 0.7
C8 F05 4.3 1.0 2.9 1.4 1.3
F10 13.6 0.6 2.7 1.3 1.2
F01 1.1 0.1 0.6 0.2 0.2
C1 F05 40.7 0.7 9.8 7.9 4.3
F10 61.1 0.7 10.0 17.6 9.5
F01 3.8 0.1 0.6 0.6 0.4
r13 C2 F05 74.0 0.8 8.6 14.6 7.3
F10 356.2 0.9 4.7 3.4 3.1
F01 225.0 0.4 40.7 26.8 1.0
C8 F05 4011.8 0.6 29.4 145.7 123.2
F10 5376.8 3.1 32.0 146.0 128.0
F01 14.6 0.5 6.9 7.2 6.0
C1 F05 1834.9 2.9 83.3 111.4 114.6
F10 3223.1 3.0 27.5 104.1 62.1 1
F01 25.9 0.6 10.0 11.6 0.8
r14 C2 F05 4905.9 3.8 102.8 182.2 132.7
F10 4769.8 3.8 58.0 53.3 53.3
F01 3995.8 5.4 10.6 98.1 45.3
C8 F05 8440.1 22.5 37.2 200.0 200.3
F10 6806.1 13.8 21.7 216.2 252.5
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べ，精度を保ちながら大幅に計算時間が短縮できることが分かる．表 9 に個別問題の計
算時間を示す．
5　おわりに
本研究では，アークに容量制約をもつネットワーク設計問題に対して，容量スケーリ
ング法と MIP ソルバーによる近傍探索を組み合わせた高速で精度の高い MIP 近傍探索
法を提案した．また，ベンチマーク問題であるＣ問題およびＲ問題に対して，数値実験
を行い，従来の研究との比較を行った．
従来の研究の最良の解法の一つであるであるコンバインド法と比較すると誤差はわず
かながら大きいが，コンバインド法は膨大な計算時間を必要としている．近年に提案さ
れたコンバインド法以外のいずれの解法よりも，誤差の小さな良い解を求めることがで
ද 10: Computation Time for R-Category Problems(Seconds)
Group C F COMB CSGR CSLB CMIP BEST
F01 208.6 1.8 6.9 3.3 3.1
C1 F05 13158.1 10.6 110.2 176.2 100.2
F10 11905.3 12.5 128.7 78.0 74.2
F01 3049.4 5.7 14.3 8.8 7.6
r15 C2 F05 9029.4 33.3 81.9 74.7 57.4
F10 21993.4 31.6 69.8 57.7 59.0
F01 2465.6 15.8 17.4 11.1 13.4
C8 F05 316.4 5.6 19.0 12.4 14.3
F10 103.8 2.3 39.5 37.7 34.3
F01 0.6 0.1 0.7 0.3 0.3
C1 F05 59.3 1.3 4.3 14.8 9.3
F10 114.3 1.4 16.2 18.1 11.5
F01 1.9 0.1 0.3 0.2 0.2
r16 C2 F05 33.5 1.4 10.3 9.7 2.3
F10 212.6 1.5 37.0 30.9 26.8
F01 2973.7 0.3 20.9 31.3 146.3
C8 F05 6730.1 1.1 111.0 81.7 41.9
F10 7734.3 3.1 44.3 45.2 321.2
F01 15.2 0.8 6.7 6.3 1.6
C1 F05 1145.0 4.5 105.0 150.5 53.3
F10 7501.1 5.0 112.0 140.6 300.0
F01 69.8 1.1 33.8 26.0 22.9
r17 C2 F05 5679.2 5.7 21.3 17.4 95.3
F10 7823.3 6.4 149.2 105.2 342.6
F01 6135.1 8.7 20.7 178.1 38.5
C8 F05 8979.1 18.1 46.6 42.6 33.2
F10 12489.6 25.6 91.3 47.5 85.8
F01 2455.5 10.8 50.2 107.4 9.4
C1 F05 6817.3 13.1 84.6 70.7 65.1
F10 12505.6 13.1 170.0 197.2 233.1
F01 9410.5 13.5 59.8 49.3 207.9
r18 C2 F05 14321.7 19.2 91.7 73.9 75.0
F10 12970.2 20.9 94.3 161.0 161.2
F01 14508.3 40.0 75.7 81.3 100.0
C8 F05 13431.7 54.5 77.2 65.9 63.8
F10 25608.2 37.2 76.3 48.0 68.4
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きた．また，高速で精度の劣る容量スケーリング・貪欲解法よりも計算時間を必要とす
るが，それ以外の解法よりも短い計算時間で精度の高い近似解を算出することができた．
本研究は科学研究費基盤研究Ｃ（課題番号17K01268）による成果の一部である．
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Algorithm 1: Capacity Scaling and Local Branch
Set A, P¯ ;
Set λ, ϵ, ITEmin, ITEmax, ArcNum, M , α, T ;
Solve the linear relaxaion problem CNDPL(A, P¯ , C) of CNDP (A, P¯ , C);
C0 ← C; l← 1;
repeat
Solve CNDPL(A, P¯ , C l);
Get the solution y˜ of CNDPL(A, P¯ , C l);
Add paths to P¯ by Column Genaration;
n← 0;
for (i, j) ∈ A do
C lij ← λC l−1ij y˜ij + (1− λ)C l−1ij ;
if y˜ij > ϵ then
n← n+ 1;
end
end
until l ≥ ITEmin and n ≤ ArcNum, or l ≥ ITEmax;
A¯← ∅;
for (i, j) ∈ A do
if y˜ij > ϵ then
A¯← A¯ ∪ {(i, j)};
end
end
Solve CNDP (A¯, P¯ , C), and get the solution y¯ and the upper bound UB;
repeat
Add equations (13) and (17) to CNDA(A¯) for the current solution yˆ;
Solve CNDA(A¯) within time T ;
if CNDA(A¯) has no feasible solution then
Delete equations (13) and (15) from CNDA(A¯);
Add equations (14) and (15) to CNDA(A¯) for the current solution yˆ;
Solve CNDA(A¯) within time T ;
end
if the solution y˜ of CNDA(A¯) is found then
Get the upper bound UBlocal and the solution yˆ of CNDA(A¯);
yˆ ← y˜;
UB ← UBlocal
else
M ← ⌊M/α⌋;
end
until M = 0;
Return yˆ,UB;
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Algorithm 2: Capacity Scaling and MIP Neighborhood Search
Set A, P¯ ;
Set λ, ϵ, ITEmin, ITEmax, ArcNum, M , α, T ;
Solve the linear relaxaion problem CNDPL(A, P¯ , C) of CNDP (A, P¯ , C);
C0 ← C; l← 1;
repeat
Solve CNDPL(A, P¯ , C l);
Get the solution y˜ of CNDPL(A, P¯ , C l);
Add paths to P¯ by Column Genaration;
for (i, j) ∈ A do
C lij ← λC l−1ij y˜ij + (1− λ)C l−1ij ;
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n← 0;
for (i, j) ∈ A do
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until l ≥ ITEmin and n ≤ ArcNum, or l ≥ ITEmax;
A¯← ∅;
for (i, j) ∈ A do
if y˜ij > ϵ then
A¯← A¯ ∪ {(i, j)};
end
end
Solve CNDP (A¯, P¯ , C), and get the solution y¯ and the upper bound UB;
repeat
Add equations (16), (17) and (15) to CNDA(A¯) for the current solution yˆ;
Solve CNDA(A¯) within time T ;
Delete equations (16), (17) and (15) from CNDA(A¯);
if CNDA(A¯) has no feasible solution then
break;
else
if the solution y˜ of CNDA(A¯) is found then
yˆ ← y˜;
UB ← UBlocal
else
M ← ⌊M/α⌋;
end
end
until M = 0;
Return yˆ, UB;
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