Let H, V be self-adjoint operators such that V belongs to the weak trace class ideal. We prove higher order perturbation formula
where τ is a trace on the weak trace class ideal and m n is a finite measure that is not necessarily absolutely continuous. This result extends the first and second order perturbation formulas of Dykema and Shripka, who generalised the Krein and Koplienko trace formulas to the weak trace class ideal. We also establish the perturbation formulae when the perturbation V belongs to the quasi-Banach ideal weak-L n for any n ≥ 1.
Keywords: Singular traces, spectral shift, perturbation formula, Krein trace formula MSC: 47A55, 47A56, 47B10.
Introduction
For a pair of self-adjoint operators H and V acting on a separable Hilbert space H such that V belongs to the trace class ideal L 1 , Krein proved that there is a unique function ξ H,V ∈ L 1 (R), called the spectral shift function, such that the following trace formula holds:
for every function f ∈ C 1 (R) whose derivative f ′ admits the representation
for some finite (complex) Borel measure µ on R (see [17] ) and Tr is the standard trace on trace class operators. Krein's formula originated from research in physics [18] . It has been applied in perturbation theory [31] and in noncommutative geometry in the study of spectral flow [1, 2] . Dykema and Skripka [11] recently extended Krein's formula to perturbation by a weak trace class operator, where the formula now involves a trace on the weak trace class operators. We recall all traces on the weak trace class are singular, that is they vanish on trace class operators and particularly on those of finite rank. As noted in [11] the use of traces on the weak ideal introduces new perturbation formulas that calculate the difference up to trace class perturbation and also introduces spectral measures that are not absolutely continuous. Singular traces are important in classical and noncommutative geometry as well as in applications to physics (see, e.g., [5, 6, 20] and references cited therein), and perturbation formulas for singular traces on the weak trace class ideal open new ground for applications.
In particular, a very recent publication [25] employs singular traces of a Taylor expansion (as in Theorem 1.4 below) for a concrete function f (t) = t p , which are used as a technical tool for studying Fréchet differentiability of the L p -norm of Haagerup L p spaces.
Krein's trace formula was extended to Hilbert-Schmidt operators by Koplienko [16] . He showed that if a perturbation V is from L 2 and if f is any rational function with non-real poles which is bounded at infinity, then the difference
belongs to L 1 and there exists a function η = η H,V ∈ L 1 (R) such that
Recently Potapov, Skripka and Sukochev [24] have extended the trace formula further to the case of the n th Schatten-von Neumann ideal L n . More precisely, they proved that for V ∈ L n there exists a function η n = η n,H,V in L 1 (R) such that
The main aim of the present paper is to extend (2) to the weak Schattenvon Neumann ideals L n,∞ , which are the n th order convexification of the weak trace class ideal L 1,∞ as the Schatten-von Neumann ideals L n are the n th order convexification of the L 1 . The weak trace class ideal possesses a infinite lattice of traces which are well studied [5, 20, 27] . The objective to extend (2) naturally therefore involves traces on the weak trace class ideal (which are all singular traces, that is traces vanishing on finite rank operators) instead of the classical trace.
The first step in this direction was done recently by Dykema and Skripka (see [11] ). They proved the analogues of Krein's and Koplienko's results for a specific class of Lorentz ideals M ψ and Dixmier traces, which are singular traces of a special type (see e.g. [20] ). We state their results for the special case when the ideal M ψ coincides with the classical Dixmier-Macaev ideal M 1,∞ of all compact operators A ∈ B(H) such that A M1,∞ := sup 1,∞ consists of all operators A such that A n ∈ M 1,∞ (see e.g. [22, 4, 20] for details). 
for every f ∈ C 3 (R). 2. If H and V are self-adjoint operators and if V belongs to the Lorentz ideal M (2) 1,∞ , then for every bounded trace τ on M 1,∞ there exists a unique finite Borel measure m 2 on R depending only on H, V and τ such that
for every functions f from
The result of [24] extends the results of Krein and Koplienko, and, in a similar fashion, we extend here the result of Dykema and Skripka [11] (in the setting of self-adjoint operators) as follows:
For every bounded trace τ on M 1,∞ there exists a unique totally finite Radon signed measure m n on R depending only on n, H, V and τ such that
for every Schwartz function f . Moreover, the total variation of m n is bounded as follows:
To treat the case of an unbounded operator H we narrow the class of functions f to that considered in [16] . Theorem 1.3. Let H, V be self-adjoint operators such that V ∈ M (n) 1,∞ . For every bounded trace τ on M 1,∞ there exists a unique totally finite Radon signed measure m n on R depending only on n, H, V and τ such that
for every rational function f with non-real poles which is bounded at infinity. Moreover, the total variation of m n is bounded as follows:
The following theorems provide the trace formulae for weak-L n ideals, that are the proper sub-ideals in M
For every bounded trace τ on L 1,∞ there exists a unique totally finite Radon signed measure m n on R depending only on n, H, V and τ such that
for every Schwartz function f . Moreover, the total variation of m n is bounded as follows: m n ≤ V n Ln,∞ . Theorem 1.5. Let H, V be self-adjoint operators such that V ∈ L n,∞ . For every bounded trace τ on L 1,∞ there exists a unique totally finite Radon signed measure m n on R depending only on n, H, V and τ such that
for every rational function f with non-real poles which is bounded at infinity. Moreover, the total variation of m n is bounded as follows: m n ≤ V n Ln,∞ . Remark 1.6. Although the results of Theorems 1.2 and 1.3 (and also that of Theorems 1.4 and 1.5) present somewhat similar formulae, the bounded operator cases turned out to be more difficult, since a broader class of functions f is considered there. In order to treat these cases we extend the theory of multiple operator integrals to the quasi-Banach setting, using the integration techniques originated in the papers of Turpin and Waelbroeck [29] , and Kalton [15] (see also [14] 
There is a difference however. It lies in the distinction between the sets of traces on M 1,∞ and L 1,∞ . Indeed, if we apply Theorem 1.2 to V ∈ L n,∞ we obtain the result of Theorem 1.4 for every bounded trace on L 1,∞ that is a restriction of a bounded trace on M 1,∞ . However, it is proved in [27, Theorem 4.7] that not every bounded trace on L 1,∞ is the restriction of a bounded trace on M 1,∞ .
To sum up, Theorem 1.4 (respectively, Theorem 1.5) provides a result which is more general than Theorem 1.2 (respectively, Theorem 1.3) applied to L 1,∞ . Remark 1.8. In contrast to Theorem 1.1 from [24] , we do not prove the absolute continuity of measure m n for Theorem 1.4, since in general this is not the case (see [11, Proposition 4.2] ).
Preliminaries
Let C n denote the space of all n times continuously differentiable complexvalued functions on R equipped with the usual norm and let C n b denote the subclass of C n of bounded functions. Also by C(R) we denote the space of continuous real-valued functions equipped with the standard norm.
Let B(H) be the algebra of all bounded linear operators on a separable Hilbert space H equipped with the operator norm · ∞ . Definition 2.1. A trace on an ideal I of B(H) is a linear functional τ :
for all A ∈ I and B ∈ B(H). A trace τ is called singular if it vanishes on finite rank operators.
Note, that we do not require a trace to be positive. By Tr we denote the standard (normal) trace on
(see, e.g., [1, 23] and references cited therein for basic definitions and facts). Whereas there are no non-trivial bounded traces on L p , 0 < p < 1, the stock of traces on L 1,∞ is plentiful. In particular, it contains Dixmier traces [9] (see also [6, Section IV.2.β]), which are bounded traces of a special form.
We now define the derivatives appearing in the perturbation formulae.
Definition 2.2. Let g : R → R. Let SA be the subspace of all self-adjoint operators from B(H) and A, B ∈ SA. Consider the function t → g(A + tB) and define its derivative as follows
provided the limit exists. By
we understand the derivative of the function
Definition 2.3. Let g : SA → SA and A ∈ SA. The function g is called k times Fréchet differentiable at A if there exist bounded linear operators
The multilinear operator F (k)
A is called the k th Fréchet derivative of g at A.
The following lemma describes the relationship between the derivatives introduced in Definitions 2.2 and 2.3. (iii) for every A, B ∈ SA we have
Proof. 
which proves the first and the third assertions.
The following theorem is proved in [24] (see Theorem 1.1).
Theorem 2.5. Let n ∈ N. Let H, V be self-adjoint operators such that V ∈ L n . For every Schwartz function f : R → R the operator
belongs to L 1 and there is a unique function η n ∈ L 1 (R) depending only on n, H, V such that Theorem 2.6. Let n ∈ N and let H, V ∈ B(H) be self-adjoint operators such that V ∈ L n,∞ . For every Schwartz function f we have that:
2. There is a constant c n depending only on n and H such that for every bounded trace τ on L 1,∞ the following estimate
holds.
Before we proceed with the proof of Theorem 2.6 we show that the estimate (9) easily proves Theorem 1.4.
Proof of Theorem 1.4. Since V ∈ L n,∞ ⊂ L n+1 , it follows from Theorem 2.5 that for every Schwartz function f , we have
for every bounded trace τ on L 1,∞ . Hence, the inequality (9) yields
Therefore, for every Schwartz functions f the functional
is bounded in the norm of C n b . Let us consider the subspace E ⊂ C(R) consisting of all bounded functions h such that h = f (n) for some Schwartz function f . Observe that such a function f is necessarily unique, and therefore the mapping
is a correctly defined linear functional on E satisfying
Hence, applying the Hahn-Banach theorem one can extend the functional ϕ to a bounded functional on the space C(R).
By [26, Theorem IV.14, p.108] every linear functional on the space C(R) of continuous functions is a linear combination of positive linear functionals. On the other hand, by the Riesz representation theorem [13, 436K] for every positive linear functional g on C(R) there exists a unique totally finite Radon measure η on R such that
Combining these two results, for every bounded trace τ on L 1,∞ we deduce the existence of a unique totally finite Radon signed measure m n on R such that
Moreover, it follows from (9) and the latter formula that the total variation of m n is bounded as follows: m n ≤ V n Ln,∞ . Theorem 1.2 is proved in a similar fashion, using the estimate which is analogous to that in Theorem 2.6 (see Theorem 5.3 below).
The rest of the paper is devoted to the proof of Theorem 2.6. To prove it we need the concept of multiple operator integrals (MOI) and the method developed in [24] (see proof of Theorem 5.3 there). Two obstacles arise here. First is the construction of MOI on the quasi-Banach spaces L p,∞ , p ≥ 1. Note that in [1] MOI have been constructed on the Banach spaces L p , p ≥ 1 (using the Bochner integral) and one can interpolate them to L p,∞ , p ≥ 1. Here the second problem comes into play. The crucial technical feature of the method from [24] is that at some stage one needs to swap a trace and an integral. Which is not a problem if we are in the setting of L 1 and the standard normal trace.
(The proof of this fact, which can be found in [1, Theorem 3.10], significantly relies on the normality of the trace.)
To overcome these obstacles in Section 3 we construct a (Riemann) integral on the quasi-Banach spaces L p , p < 1 as a limit of integral sums of a specific form (see (15) below) and then interpolate it to L p,∞ , p ≥ 1. In this construction we follow the ideas of Turpin and Waelbroeck [29] further developed by Kalton in [15] . Using these new integrals we introduce the notion of MOI in L p,∞ , p ≥ 1 and prove that they are well-defined for a sufficiently large class of functions. Also this construction of the integral allows us to swap a trace (not necessarily normal) and an integral for sufficiently large class of integrands (see Theorem 3.10 below).
Next, in sections 4 and 5 we employ multiple operator integrals to prove Theorems 1.4 and 1.2 respectively. In Section 6 we also use the multiple operator integrals to establish the perturbation formulae in the case of an unbounded operator H. The last section is an appendix, where we have gathered the results concerning the polylinear interpolation which are used in this paper.
The following Riesz-Fischer type theorem is used in Theorem 3.3 below. Although this result is folklore, we give a short proof for the convenience of a reader.
Proof. Since the quasi-norm of L p satisfies the following inequality (see e.g. [12, Theorem 4.9 
it follows that
is a Cauchy sequence in L p with respect to the metric
Since L p is complete with respect to the metric d p (see e.g. [28] ), it follows that
Next, using the well-known Fatou property of L p , we obtain
Note that the constants below may vary from line to line and even within the line, although the same letter C is used to denote them. We do this when the value of constants has no relevance to statements or proofs.
Multiple operator integrals
We fix an integer n ≥ 1 and denote by R n+1 + the positive cone of R n+1 . Let C n be the class of functions φ : R n+1 → C admitting the representation
for some bounded Borel functions a j (·, s) : R → C and measure ν on R n+1 + such that |ν| is finite and
Following [1, Definition 4.1] for every function φ ∈ C n we define the corresponding operator integral.
pj . For every φ ∈ C n we define the operator
as follows:
where the integral above is the Bochner integral on L p .
For the rest of the section we prove auxiliary results required to extend the notion of multiple operator integrals to the case of L p,∞ spaces.
First we define the integration in an arbitrary quasi-Banach space (X, · X ). However, we will only use it in the case when
The integral sums S m , m ≥ 1 are defined by the following formula
where the sum is taken over all 0 ≤ k ∈ Z n+1 . If the series in (15) and the sequence {S m } ⊂ X itself are convergent in the quasi-norm · X , then we set
Throughout the paper all integrals are understood in the sense of the preceding definition, unless explicitly specified.
Note that, in particular, the latter definition introduces a notion of an integral of L p -valued functions, p ≥ 1. However, for p ≥ 1 the space L p is Banach. Therefore, in these settings, it makes sense also to speak of the Bochner integral of an L p -valued function. So, for p ≥ 1 there are two notions of an integral of an L p -valued function: the Bochner integral and the integral in the sense of Definition 3.2. Theorem 3.5 below shows that if p ≥ 1 and a function u : R n+1 + → L p (satisfying some additional conditions) is integrable in the sense of Bochner, then u is also integrable in the sense of Definition 3.2 and the Bochner integral coincides with that introduced in Definition 3.2.
We start with a result proving that the integral (in the sense of Definition 3.2) exists for a wide class of functions
for every s = (s 0 , . . . , s n ) ∈ R n+1 and every α > 0, where ▽ denotes the gradient of a function and C α is a constant depending on α only.
We have 1. For every m ∈ N the series
is defined and
The following estimate holds:
where w L∞(Lp) := sup s∈R n+1 w(s) Lp < ∞.
Proof. We prove the theorem for the case n+1 n+2 < p < 1. For p ≥ 1 the proof is similar (and easier), with the only difference that instead of Theorem 2.7 we use the triangle inequality for L p -norm.
1. For every m ∈ N we first prove that the series
Using the first inequality (16) for v with α = n+2 p and the fact that the function w is bounded, we obtain
For the latter sum we have
.
(17) Hence, for every m ∈ N Theorem 2.7 yields
By the first part of the proof the latter series is absolutely convergent in L p , so one can change the order of summation. We have
since in the latter sum every element is repeated 2 n+1 -times.
Hence, for m ≥ 2 we have
For the first sum, since w is Lipschitz and v satisfies (16) 
due to (17) . For the second sum, since w is bounded on R n+1 and ▽v satisfies (16) (with α = n+2 p ), we have
due to (17) .
Combining (18) with (19) and (20) and using Theorem 2.7 we obtain
Since p > n+1 n+2 , it follows that n + 1 − (n + 2)p < 0. Therefore,
is a Cauchy sequence in L p with respect to the metric d p defined by the formula (11) . Since L p is complete with respect to the metric d p , it follows that the limit of the sequence {S m } ∞ m=1 exists and, so, the integral 
The inequality (21) yields
Hence,
Note that for p ≥ 1 we can prove a stronger estimate. Indeed, using (16) with α = n + 2 we obtain the following versions of (19) and (20):
Hence, combining (18) with (22), (23) and using the triangle inequality for the norm (instead of the inequality (10) for the quasi-norm) we obtain
Now we show that our Definition 3.2 coincides with the definition of the Bochner integral in L p , p ≥ 1. We need the following result established in [30] .
Recall that a measure ν on a topological space Ω is called tight if for every ε > 0 there is a compact set K ⊂ Ω such that |ν|(Ω \ K) < ε. 
of Ω satisfying lim m→∞ sup j≥0 diam Ω (m) j = 0 there exists a sequence of sample point sets
where the latter integral is the Bochner integral in X.
The following result shows that our new definition of integral extends the notion of Bochner integral to L p,∞ . Proof. In this proof all integrals are understood in the sense of Bochner. Set
Note that the diameter of every set from this partition is n+1 2 m → 0, m → ∞. Also note, that since v satisfies (16) the measure ν is a finite tight Borel measure on R n+1 and the function w is Bochner integrable with respect to the measure ν (since w is bounded Lipschitz and ν is finite).
Hence, by Theorem 3.4 for every k ≥ 0 there exists
Similarly to (22) and (23) (using (16) with α = n + 2) we obtain
Here C is a constant depending on w and n. Next, since L p , p ≥ 1 is a Banach space, it follows that
For the second term above, using (24) and the triangle inequality we have
Consequently,
In other words, the Bochner integral
Now we extend the notion of the multiple operator integral to the quasiBanach ideal L p,∞ . Definition 3.6. Let 1 ≤ p j ≤ ∞, 1 ≤ j ≤ n and let p be such that
pj . Let φ ∈ C n admits the representation (12) with a measure ν being absolute continuous. A function u φ : R n+1 + → L p,∞ is defined as follows:
where the function ν ′ : R n+1 + → C is the Radon-Nikodym derivative of ν.
If the integral
Theorem 3.8 below describes the class of functions φ ∈ C n for which the latter definition makes sense. We first prove the following auxiliary result.
is bounded, Lipschitz and
Proof. We shall prove this lemma for n = 2. The case of n ≥ 3 can be treated similarly. Using Hölder's inequality we obtain
For s, t ∈ R 3 we have
Using the quasi-triangle inequality and Hölder's inequality, we obtain
Since all functions a j are Lipschitz in B(H)
∈ L pj ,∞ and let H ∈ B(H). Let φ ∈ C n be such that 1. φ admits the representation (12) with a measure ν being absolute continuous and such that its Radon-Nikodym derivative ν ′ satisfies (16); 2. the functions a j (H, ·) : R n+1 → B(H) from the representation (12) are bounded and Lipschitz for all 0 ≤ j ≤ n.
Define a function u φ : R n+1 → L p,∞ by setting
We have that the integral R n+1 + u φ (s) ds is well-defined and
where S m is defined as follows:
Proof. First note that the series in the definition of S m are convergent in the quasi-norm of L p,∞ for every m ∈ N. The proof of this assertion is a direct repetition of that of Theorem 3.3 (i). Therefore, we omit it. Set w(s) := a 0 (H, s)x 1 a 1 (H, s)x 2 · · · x n a n (H, s), s ∈ R n+1 and v = ν ′ .
For every α > n+1 n+2 and some 0 < α 1 , . . . , α n < ∞ satisfying
defined as follows: In other words,
Corollary 3.9. Let 1 ≤ p j ≤ ∞, 1 ≤ j ≤ n and let p be such that
pj . If φ ∈ C n satisfies the assumptions of Theorem 3.8, then the operator integral
given in Definition 3.6 is well-defined and for every x j ∈ L pj ,∞ , 1 ≤ j ≤ n the element T φ (x 1 , . . . , x n ) (which is given by the integral in (26)) is the limit of integral sums of the form (15) with respect to the quasi-norm of L p,∞ .
The following result is the crucial part of the proof of Theorem 2.6 below.
Theorem 3.10. Let n ∈ N, p = 1 and let φ ∈ C n and u φ be as in Theorem 3.8. For every bounded trace τ on L 1,∞ we have
Proof. By Theorem 3.8 the integral R n+1 + u φ (s) ds is a limit (with respect to the quasi-norm of L 1,∞ ) of integral sums of the form (15) and since τ is continuous one can swap the trace and the integral. 
Proof of Theorem 2.6
We first recall the notion of a divided difference. For a function f : R → C the divided difference of the zeroth order f
[0] is the function f itself. Let λ 0 , λ 1 , . . . ∈ R and let f ∈ C n . The divided difference f [n] of order n is defined recursively by
Lemma 4.1. Let f be a Schwartz function on R.
The divided difference f
[n] can be written in the following form:
where F f is the Fourier transform of the function f .
f
[n] belongs to C n + C n .
[n] satisfies the assumptions of Theorem 3.8.
Proof. 1. For every Schwartz function f by [1, Lemma 2.3] we have the following representation
where
Second, we make a substitution t n = s n , t k = s k − s k+1 , 0 ≤ k < n in the above integral. We obtain
which proves the first assertion. 2. According to the latter formula for every Schwartz function f the corresponding functions a j (from the representation (12) ) are e ±itj λj , so they are bounded and continuous on R, j = 0, ...n. The corresponding measure ν on R n+1 + is such that dν(t) = (F f ) (t 0 + · · · + t n )dt 0 dt 1 · · · dt n for the first integral and dν(t) = (−1) n+1 (F f ) (−t 0 − · · · − t n )dt 0 dt 1 · · · dt n for the second one. Since the Fourier transform of a Schwartz function is a Schwartz function itself, it follows that the measure |ν| is finite for both integrals and the condition (13) is satisfied. Hence, f
[n] ∈ C n + C n . 3. As was shown in the first and the second parts of the proof the measure ν (corresponding to f [n] in representation (12)) is absolutely continuous with either ν
As was explained above, F f is a Schwartz function. Hence, ν ′ satisfies (16). The functions (t 0 , . . . , t n ) → e ±itj H are bounded on R n+1 , j = 0, ..., n. Also, all of them are Lipschitz. Indeed, for every a, b ∈ R we have
This completes the verification of the conditions of Theorem 3.8 and the proof of Lemma 4.1.
The following result is a straightforward corollary of Lemma 4.1 and Corollary 3.9. Before we proceed with the proof of Theorem 1.4 we state the following technical result, which is used below. Lemma 4.3. Let f be a Schwartz function and set
The following representations of the function φ hold: 1.
In particular, φ satisfies the assumptions of Theorem 3.8.
2.
φ(λ 0 , λ 1 , . . . , λ n−1 ) =
and dσ n is a finite measure on S n defined by requiring that for every continuous function g : R n+1 → C the following equality holds:
Proof. 1. By the definition of the divided difference and Lemma 4.1, we have
The arguments similar to that of Lemma 4.1 (2) prove that φ satisfies the assumptions of Theorem 3.8. 2. By [24, Lemma 5.1] for every f ∈ C n we have the following representation:
Due to the latter formula (see also [7, Chapter IV, §7(a)]) we obtain
Hence, by the first part of this lemma and the definition of dσ n , we have
By the definition of R n we obtain that 0 ≤ t 0 ≤ 1− n−1 j=1 t j and n−1 j=1 t j ≤ 1. So (t 1 , t 2 , . . . , t n−1 ) ∈ R n−1 and we have
Next, we make the following substitution:
Note that, t n−1 = 1 − n−2 j=0 s j . Also note that, n−2 j=0 s j ≤ 1, so (s 0 , . . . , s n−2 ) ∈ R n−1 . The Jacobian of this substitution is (−1) n+1 and so ds 0 . . . ds n−2 = dt 1 . . . dt n−1 . Hence,
by the definition of the measure dσ n .
Finally, we are able to present the proof of Theorem 2.6 stated in Preliminaries.
Proof of Theorem 2.6. Let f : R → R be a Schwartz function and H ∈ B(H), V ∈ L n,∞ be self-adjoint operators. For p > n we have L n,∞ ⊂ L p and, so V ∈ L p . By [1, Theorem 5.7] and Lemma 2.4 the function t → f (H + tV ) is n-times differentiable at H and
is a multiple operator integral in the sense of Definition 3.6. Indeed, we have
where S m are the integral sums of the form (15) corresponding to the function
Now, the first term tends to zero by Theorem 3.5 and the second term tends to zero by Corollary 4.2.
is a multiple operator integral in the sense of Definition 3.6. Hence,
Next, for every trace τ on L 1,∞ we obtain
Combining Definition 3.6 with Lemma 4.1 yields
Recall that all integrals are understood in the sense of Definition 3.2. We now consider the first integral from the latter expression. The second integral is treated similarly. By Theorem 3.8 this integral is the limit of integral sums of the form (15) . Hence, for every bounded trace τ on L 1,∞ by Theorem 3.10 we have
where the latter equality is due to the following property of traces: τ (AB) = τ (BA) for all A ∈ L 1,∞ and B ∈ B(H).
Arguing as in the proof of Lemma 4.1(3) one can show that the function
satisfies the assertions of Theorem 3.8. Therefore, it follows from Theorem 3.10 that one can swap back the trace and the integral. Hence,
(32) Next, we claim that 
In the latter integral we make the following substitution
(34) Combining (32), (33), (34) yields
(35) Similarly for the second integral from (30) we have
(36) Finally we obtain the following representation
Consider the function
By Lemma 4.3(1) the function φ satisfies the assumptions of Theorem 3.8. Hence, by Corollary 3.9 the integral T φ is well-defined. Moreover, according to the representation of φ given in Lemma 4.3 (1) and Definition 3.6 we obtain
By the second part of Lemma 4.3 we have
Hence, the function φ satisfies the conditions of [24, Theorem 5.3] . Next, by [24, Theorem 5.3 ] for every 1 < p j < ∞, 1 ≤ j ≤ n − 1 such that 0 < [24] is defined in a way which differs from ours. However, it is proved in [24, Lemma 3.5] , that for φ ∈ C n−1 this definition coincides with Definition 3.1, that is
where the integral on the right-hand side is the Bochner integral of the L pvalued function. Moreover, by Lemma 3.5 the Bochner integral coincides with the integral in the sense of Definition 3.2. So, our multiple operator integral T φ coincides with that of [24] .
Next, Theorem 7.2 below yields that the operator T φ acts from
In the particular case when p j = n for all 1 ≤ j ≤ n − 1 we obtain
Combining (38) with (37) and (29), yields
Ln,∞ .
The result for the Dixmier-Macaev ideal
Recall that M 
Now we introduce the notion of multiple operator integral on M p,∞ . The following definition is similar to Definition 3.6 Definition 5.1. Let 1 ≤ p j ≤ ∞, 1 ≤ j ≤ n and let p be such that
pj . Let φ ∈ C n admits the representation (12) with a measure ν being absolute continuous. A function u : R n+1 + → M p,∞ is defined as follows:
where the function ν ′ : R n+1 + → C is the Radon-Nikodym derivative of ν. If the integral R n+1 + u φ (s) ds exists in the sense of Definition 3.2, then we define the operator
In a way similar to that of Section 3 it can be showed that for a wide class of functions φ ∈ C n (more specifically those described in Theorem 3.8) the operator integral T φ exists and is the limit of integral sums with respect to the norm of M 
where the constant c n depends only on n and,
is a multiple operator integral associated with H, V and the function
Proof. According to (39) we have
By [24, Theorem 2.1], we have
Using the latter result we are able to extend Theorems 2.6 and 1.4 to the Dixmier-Macaev ideal. belongs to M 1,∞ . Moreover, there is a constant c n depending only on n such that for every bounded trace τ on M 1,∞ the estimate
The proof is a verbatim repetition of that of Theorem 2.6, with the only difference that we use Theorem 5.2 instead of the interpolation argument used in the proof of Theorem 2.6.
Finally, using Theorem 5.3 we can prove Theorem 1.2. The proof is similar to that of Theorem 1.4 and therefore omitted.
The case of an unbounded operator H
In the present section we prove the perturbation formulae for the unbounded operator H. We deal with the class of functions f considered by Koplienko [16] , that is the class of rational functions with non-real poles which are bounded at infinity. Note that every function from this class belongs to the span of the following set:
We start with the representation of the divided difference for this class of functions.
Lemma 6.1. Let m ∈ N and z / ∈ R. For the function f : R → C given by f (λ) = (z − λ) −m the n th divided difference of f can be written in the following form:
Proof. We prove the formula by induction. For n = 0 the formula is evidently correct. Assume that
We have
Note that,
Therefore,
Rename the variables as follows:
Finally, we obtain
If f is as in the previous lemma, then for every 0
is the operator integral in the sense of Definition 3.6. The following theorem is a cornerstone estimate in the proof of Theorem 1.5.
Theorem 6.2. Let f be a rational function with non-real poles which is bounded at infinity. If H, V are self-adjoint operators such that V ∈ L n,∞ , then
2. For every bounded trace τ on L 1,∞ we have
Proof. It is sufficient to prove the first assertion for the function g(λ) = (z − λ) −m . Due to [16, formula 2.4] we have
Note that, every term in the latter sum is a product of bounded operators (zI − H) −mi and n operators V . Since V ∈ L n,∞ , it follows that the every term in this sum belongs to
∈ L 1,∞ . The first assertion has been proved. Next, for every bounded trace τ on L 1,∞ we have
where the latter equality is due to the following property of traces: τ (AB) = τ (BA) for all A ∈ L 1,∞ and B ∈ B(H). Note that 1≤m 0 ,...,mn ≤m m 0 +···+mn =m+n
, where
due to Lemma 6.1. Therefore,
for every function g ∈ {λ → (z − λ) −m : m ∈ N, z / ∈ R} . As was mentioned at the beginning of this section the function f is a linear combination of such functions g. Therefore, due to the linearity of both sides of (43), we obtain
where ψ(λ 0 , λ 1 , . . . , λ n−1 ) = f In order to prove Theorem 1.3 one needs a verbatim repetition of all the construction described in this section for the Dixmier-Macaev ideal M 1,∞ . We omit futher details.
Appendix (Polylinear interpolation)
In this section we prove the result concerning the polylinear interpolation that we used in the preceding sections.
Let 0 < p < ∞, 0 < q < ∞. Define the Lorentz ideal L pq by setting (see e.g [19] and [10] ) L p,q := A ∈ B(H) is compact : Theorem 7.1. Let 0 < α ′ = α ′′ < ∞, 0 < β ′ = β ′′ < ∞, 0 < γ ′ , γ ′′ , δ ′ , δ ′′ ≤ ∞ and 0 < θ < 1. Suppose that a linear operator W acts from L α ′ ,γ ′ to L β ′ ,δ ′ and from L α ′′ ,γ ′′ to L β ′′ ,δ ′′ . If 
The following theorem is the main result of the present section. for every x 1 ∈ L α1,∞ and x j ∈ L αj , j = 2, 3, . . . , n.
2. Fix the operators x 1 ∈ L α1,∞ x j ∈ L αj , j = 3, 4, . . . , n and consider the operator W 2 : L α2 → L α,∞ given by the formula W 2 (x 2 ) := R(x 1 , x 2 , ..., x n ).
Similarly, we fix 0 < θ < 1 and find α ′ , α ′′ , β ′ , β ′′ such that α ′ < α 2 < α ′′ and
Note that, for every x 1 ∈ L α1,∞ , x 2 ∈ L α2,∞ and x j ∈ L αj , j = 3, . . . , n.
Repeating this procedure (n − 2) more times we end up having R(x 1 , x 2 , ..., x n ) Lα,∞ ≤ c 
