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RESUMEN 
 
 
El objetivo del presente trabajo es hacer uso de la teoría 
matemática sobre bifurcaciones en los sistemas dinámicos, con 
aplicación al tratamiento de aguas residuales, con el fin de 
encontrar comportamientos interesantes de las trayectorias del 
sistema. Se parte de un sistema con dos variables de estado y se  
aplica un forzamiento periódico, el cual lo convierte en un sistema 
en el espacio tridimensional a tiempo continuo. Debido a la no 
linealidad del sistema de ecuaciones diferenciales que modelan al 
reactor UASB en estudio, se recurre al uso de métodos numéricos 
tanto para la solución del sistema como para las distintas 
simulaciones y para el análisis de estabilidad. Para simplificar el 
análisis del comportamiento de este sistema se utiliza la aplicación 
de Poincaré, la cual genera un sistema dinámico discreto de dos 
dimensiones y se emplea la teoría de las bifurcaciones con el 
propósito de encontrar para qué valores de los parámetros del 
sistema se producen cambios cualitativos importantes en la 
dinámica del mismo. Los resultados muestran que el reactor UASB 
en estudio tiene un comportamiento dinámico estable bajo 
diferentes condiciones iniciales y ante variaciones en los 
parámetros. Como resultado especial se encuentra las condiciones 
bajo las cuales el sistema presenta el fenómeno de “lavado del 
reactor”. Por último, se realiza la comparación entre el 
comportamiento del  sistema no forzado y el sistema forzado, y se 
encuentra que presentan un comportamiento similar.  
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Capítulo 1 
Introducción 
 
 
Sin duda el agua es el recurso natural más importante para la 
supervivencia del hombre y, en general, para los seres vivos. Es por 
esta razón que se justifica mejorar la tecnología empleada en los 
procesos físicos, químicos y biológicos usados con el fin de  
eliminar o reducir la contaminación  de las aguas residuales, 
esperando que  el medio ambiente sea capaz de absorber los 
efectos de la actividad humana de tal forma que exista un 
equilibrio entre la actividad social del hombre y la preservación de 
los ecosistemas. 
  
En las últimas dos décadas el sector industrial ha incrementado 
los recursos económicos destinados al tratamiento de aguas 
residuales con el objeto de garantizar el cumplimiento de las 
normas y regulaciones en cuanto al límite en la cantidad de  
materia tóxica liberada en los efluentes. 
 
Pero el tratamiento de aguas residuales es necesario no solo para 
cumplir con las normas ambientales sino también para preservar 
nuestro medio ambiente. La contaminación de los recursos 
hídricos genera daños como polución de ríos, proliferación de 
insectos y roedores transmisores de enfermedades, degradación del 
medio ambiente y, por ende, detrimento en la calidad de vida [1]. 
 
De aquí surge la propuesta de analizar el comportamiento 
dinámico del reactor UASB cuyo modelo matemático fue 
desarrollado por Muñoz [2] asumiendo ahora  las entradas en 
forma periódica, ya que los procesos industriales  normalmente se 
realizan cumpliendo  un ciclo.    
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“La biotecnología es una ciencia multidisciplinaria que usa 
organismos vivos, sistemas o procesos biológicos para la 
generación de bienes y servicios a la humanidad sin prejuicio del 
medio ambiente” [3]. De aquí que para la  formulación de los 
modelos cinéticos se utilizan datos experimentales particulares de 
los procesos que se estudian. Los modelos matemáticos de los 
reactores, aunque en general sean muy parecidos, varían en 
cuanto los valores numéricos de sus parámetros dinámicos pues 
estos dependen de las características del efluente a tratar. 
 
Las condiciones óptimas para la digestión anaerobia así como sus 
rangos, han sido estudiadas por numerosos investigadores [4], [5], 
[6], [7] entre otros,  los cuales no siempre coinciden en sus 
conclusiones. Estas discrepancias pueden presentarse por las 
diferencias del material alimentado a los digestores, el empleo de 
metodologías diferentes, y  además, los parámetros empleados para 
estos análisis no  coinciden plenamente. 
 
Dado que las ecuaciones con las que se va a trabajar resultaron de 
balances de materia en las cuales van variando parámetros a 
través del tiempo, se considera que los modelos son de tipo 
dinámico. La simulación en estos modelos, comprende el estudio 
de variables con el fin de determinar el comportamiento del 
sistema dinámico. Por otro lado, los modelos dinámicos nos 
permiten profundizar en el conocimiento del desempeño de los 
reactores anaerobios y observar de manera rápida y económica 
tendencias y patrones de comportamiento con base en la variación 
de diferentes parámetros. 
 
 
1.1 Objetivos del trabajo 
 
El objetivo general de este trabajo es determinar, a partir de 
técnicas de sistema dinámicos, los valores de los parámetros para 
los cuales se producen cambios cualitativos importantes en un 
sistema UASB.  
 
Para lograr este objetivo  se plantearon tres objetivos específicos: 
1. Resolver el sistema empleando métodos numéricos. 
2. Generar los diagramas de bifurcaciones de forma numérica. 
3. Generar y calcular las condiciones para diversas bifurcaciones.  
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1.2 Descripción del trabajo 
 
El trabajo está conformado por cinco capítulos de la siguiente 
manera: 
Capítulo 1 : en este capítulo se hace una breve introducción y se 
presentan los objetivos planteados. 
Capítulo 2:  se presenta un resumen acerca del surgimiento de los 
reactores UASB, su funcionamiento, el modelo matemático en que 
se basa este trabajo y algunas de las ventajas y desventajas que 
presentan estos reactores. 
Capítulo 3: aquí se hace una breve reseña de los conceptos 
relacionados con los sistemas dinámicos no autónomos que son 
aplicados al desarrollo del trabajo, así como los criterios de 
estabilidad que se usaron. 
Capítulo 4: en este capítulo se muestran las herramientas 
matemáticas de las que se hizo uso, ya que debido a la no 
linealidad del sistema de ecuaciones diferenciales del modelo 
matemático en estudio,  fue necesario el uso de métodos 
numéricos.  
Capítulo 5: en esta sección se dan a conocer  los resultados 
obtenidos del estudio de la dinámica del sistema. Se presentan los 
diagramas de estado, los diagramas de bifurcaciones y los 
resultados de los métodos empleados para determinar la 
estabilidad de las órbitas periódicas. Con base en todo ello se 
puede establecer el comportamiento del sistema.  
Por último, se presentan las conclusiones generales que se pueden 
extraer de los diferentes diagramas y del análisis de estabilidad del 
sistema.  
 
 
 
 
 
 
 
 
 
 
 
16 
 
 
Capítulo 2 
Reactores  UASB 
 
 
El tratamiento biológico de aguas residuales utiliza diferentes 
técnicas para crear condiciones ambientales óptimas que 
promuevan la remoción de materia orgánica mediante el uso de 
microorganismos. Uno de los más comunes es el sistema de lodos 
activados, el cual utiliza aireación para las bacterias. Un sistema 
menos usado, aunque es tema actual de investigación es la 
Digestión Anaerobia, la cual opera en ausencia de oxígeno. Los 
reactores UASB  (Upflow Anaerobic Sludge Blanket) o RAFA 
(Reactor Anaeróbico de Flujo Ascendente) son un tipo de 
biorreactor tubular que operan en régimen continuo y en flujo 
ascendente.  Estos sistemas presentan una ventaja adicional ya 
que pueden tratar efluentes con alta carga orgánica como las 
aguas residuales provenientes de tareas de la agricultura y de la 
industria de alimentos. La eficiencia de este sistema se estima en 
una reducción de la DQO (demanda química de oxígeno) del 80% 
aproximadamente. La DQO es el parámetro que se utiliza para 
caracterizar la contaminación orgánica del agua. Esta materia 
orgánica en condiciones naturales puede ser biodegradable 
lentamente a CO2 y H2O mediante un proceso que puede tardar 
desde varios días hasta unos cuantos millones de años, 
dependiendo del tipo de materia orgánica presente y de las 
condiciones de biodegradación.  Otra ventaja es la producción de 
energía (gas metano), además, implica una baja producción de 
lodos comparado con la digestión aerobia [8]. 
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2.1 Surgimiento  
 
 
Los métodos de depuración de residuos se remontan a la 
antigüedad. Las canalizaciones de desagüe construidas por  los 
romanos todavía funcionan en nuestros días. Hacia finales de la 
Edad Media empezaron a usarse en Europa excavaciones 
subterráneas. Entre 1859 y 1875 Joseph Bazalgette desarrolló un 
sistema para desviar el agua de lluvia y las aguas residuales hacia 
la parte baja del Támesis, Londres. A comienzos del siglo XX, 
algunas ciudades e industrias empezaron a reconocer que el 
vertido directo de desechos en los ríos provocaba problemas 
sanitarios. Esto llevó a la construcción de instalaciones de 
depuración.  
 
Alejandro Volta, físico italiano (1745-1827) fue el primero en 
descubrir la digestión anaerobia en 1776 cuando relacionó la 
descomposición de la vegetación con la producción de un gas 
inflamable. Pero solo a mediados del siglo XIX se comenzó a 
estudiar sistemáticamente este proceso, y a principios del siglo XX 
se instalaron los primeros digestores. Hasta la década del 50 del 
siglo pasado la digestión anaerobia solo se empleaba para el 
tratamiento de lodos. A fines de la década del 60 toma auge la 
digestión de residuales líquidos con altas cargas orgánicas y 
durante la década del 70 comienza a desarrollarse variantes más 
perfeccionadas como respuesta a las dificultades emanadas de la 
crisis energética [9]. 
 
De allí en adelante se realizaron aportes significativos en el estudio 
y aplicación de la digestión anaerobia, pasando desde el tanque 
Imhoff y los digestores de primera generación hasta llegar a los 
digestores de alta carga en la segunda mitad del siglo XX. Existen 
actualmente gran variedad de plantas para el tratamiento 
anaerobio cuyo diseño depende de la composición y estado físico de 
la materia orgánica a tratar, así como de las condiciones 
ambientales en que van a operar [9]. Más de cien años han 
transcurrido desde la primera aplicación de la digestión anaerobia 
al tratamiento de aguas residuales. 
 
El proceso UASB se inventó a mediados de los 70 en la Universidad 
de Wageningen (Holanda) por un equipo dirigido por el Dr. Gazte 
Lettinga y se aplicó por primera vez a escala industrial en una 
empresa azucarera alemana. El tratamiento controlado de 
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digestión anaerobia es uno de los más efectivos para la reducción 
de emisiones de efecto invernadero, el aprovechamiento energético 
de los residuos orgánicos y el mantenimiento y mejora del valor 
fertilizante de los productos tratados. La digestión anaerobia es un 
proceso natural y es un componente importante del ciclo 
biogeoquímico del carbono. La degradación anaerobia de la materia 
orgánica a su forma más reducida, metano (CH4), es un proceso 
puramente biológico que se produce en tres pasos, con la 
asistencia de al menos cuatro grupos de bacterias en ausencia de 
oxígeno. 
 
 
2.2 Funcionamiento 
 
 
De los reactores de alta carga, el reactor UASB es uno de los más 
utilizados en el mundo. Su característica principal es retener la 
biomasa sin la necesidad de un soporte gracias  a la formación de 
granos, lo cual hace que sea más económico y le da ventajas 
técnicas sobre otros reactores avanzados. En general, el éxito de 
este reactor se debe a que los granos que forman el lodo 
constituyen biopartículas muy activas y densas, lo que le confiere 
al reactor características de un reactor compacto sin los problemas 
de taponamiento y sin los elevados costos del empaque tradicional. 
 
El proceso de degradación anaerobia se lleva a cabo en cuatro 
etapas: hidrólisis, acidogénesis, acetogénesis y metanogénesis [2]. 
• Hidrólisis: en esta etapa las enzimas extracelulares de las 
bacterias fermentativas se encargan de convertir la materia 
orgánica insoluble en moléculas solubles. Este rompimiento 
de las moléculas complejas se lleva a cabo con el objeto de 
que las bacterias puedan asimilar la materia orgánica. Esta 
etapa es de gran importancia para el tratamiento de 
efluentes residuales con alto contenido de materia orgánica. 
 
• Acidogénesis: los compuestos formados en la etapa 
hidrolítica son absorbidos a través de la pared celular de las 
bacterias acidogénicas, donde se lleva a cabo un proceso de 
degradación interna mediante el metabolismo de los 
microorganismos, produciendo dióxido de carbono, 
hidrógeno y ácidos grasos volátiles (AGV). 
 
• Acetogénesis: los AGV son tra
por efecto de las bacterias acetogénicas, las cuales producen 
además dióxido de carbono e hidrógeno.
 
• Metanogénesis: en esta etapa se produce metano por la 
actividad de un grupo de bacterias, las cuales tienen dos vías 
para la generación  de gas; una de e
acetoclástica, 
convertidas en metano y dióxido de carbono. La otra vía es la 
hidrogenofílica, donde el metano es producido por una 
reacción de reducción del dióxido de car
 
 
En la Figura 1 se ilustra las etapas del proceso en el reactor UASB.
 
 
Figura 1. Esquema de un reactor UA
general.blogspot.com/.../microorganismos
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nsformados en ácido acético, 
 
llas es la vía 
 donde las moléculas de ácido acético son 
bono con hidrógeno.
SB.  Tomado de:microbiologia
-aplicados-en- reactor.html
 
 
 
-
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2.3 Aplicaciones de la digestión anaerobia 
 
En principio, todos los componentes orgánicos pueden ser 
degradados por un proceso anaeróbico, el cual es más eficiente y 
económico cuando los desechos son fácilmente biodegradables.  
 
Los digestores anaeróbicos han sido ampliamente utilizados en el 
tratamiento de lodos provenientes de las plantas de tratamiento de 
aguas de alcantarillado y del tratamiento de efluentes con  
residuos sólidos provenientes de la agricultura, y se estima que 
millones de digestores anaeróbicos han sido construidos en todo el 
mundo con este propósito. A continuación se enuncian algunos de 
los tipos de industrias cuyos efluentes pueden ser tratados por 
procesos anaeróbicos [10]. 
 
Mataderos Vinícolas 
Fábricas de cerveza Procesamiento de papas 
Fábricas de cuero Procesamiento de café 
Lecherías Procesamiento de frutas 
Refinerías Procesamiento de pescado 
Productoras de alcohol Procesamiento de vegetales 
Productoras de almidón Productoras de bebidas suaves 
 
 
2.4 Modelo matemático 
 
 
Sin perder de vista sus limitaciones, un modelo matemático puede 
ser una herramienta importante para entender la cinética de los 
procesos que intervienen, y para desarrollar y poner en práctica 
sistemas racionales para el diseño y control de plantas de 
tratamiento de efluentes [11]. 
 
Un modelo completo y exhaustivo de la digestión anaeróbica 
denominado “The IWA (International Water Association) Anaerobic 
Digestion Model No 1 (AMD1)” presenta 26 variables de estado y 19 
esquemas de reacciones biológicas [12]. Este modelo permite la 
estandarización de los modelos existentes y es un punto de partida 
para la formulación de modelos más específicos.  
 
El modelo del sistema parte de las ecuaciones del balance de 
materia de tres variables de estado: biomasa (expresada como 
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concentración de sólidos suspendidos volátiles), sustrato 
(expresado como demanda química de oxígeno DQO) y ácidos 
grasos volátiles (AGV) [13].  Se basa en un modelo cinético no 
estructurado y no segregado, considerando una reacción total en la 
que se agrupan las diversas colonias microbianas dentro de los 
sólidos solubles volátiles (SSV), y los sustratos involucrados dentro 
de la demanda química de oxígeno (DQO) [2]. 
 
Para el sistema en estudio se hicieron las siguientes suposiciones: 
• Se realizan cuatro etapas: hidrólisis, acidogénesis, 
acetogénesis y metanogénesis. 
• La temperatura de operación es 20°C. Todas las partículas 
son esferas con el mismo diámetro. Esto es importante 
cuando se considera una cinética de hidrólisis basada en la 
superficie. 
• La acidogénesis y la metanogénesis son consideradas como 
un solo proceso comandado por la cinética de Monod. 
 
Monod alrededor del año 1950 planteó que la tasa de crecimiento 
depende no solo de la concentración de microorganismos, sino 
también de la concentración de sustrato [14]. Actualmente se 
acepta que la conversión de sustratos solubles durante la etapa 
anaerobia se rige por la ecuación de Monod, quien describió esta 
relación en forma similar a la propuesta por Michaelis-Menten para 
la interacción enzima-sustrato [15], [16]: 
 
 =   +  (2.1) 
 
Quedando el modelo descrito por las siguientes ecuaciones, según 
el trabajo de Muñoz: 
 
	 = 
 −  −   +    (2.2) 	 = 
−∝  +  +    (2.3) 
 
 
En el presente trabajo se  consideran las concentraciones de 
sustrato y de biomasa en la corriente de entrada como  funciones 
periódicas de la forma: 
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 = 1 +  cos 
 
(2.4) 
 = 1 + cos  (2.5) 
 
Entradas de esta forma se pueden tener en procesos industriales 
que se realizan cumpliendo con un ciclo, por ejemplo cada 8 horas, 
cada 12 horas. 
 
Con base en estas consideraciones, el proceso queda descrito por 
las ecuaciones: 
 
	 = 
1 +  cos −  −   +    (2.6) 	 = 
1 +  cos−∝  +  +    (2.7) 
 
donde: 
S:  concentración de sustrato en el reactor (mg/l DQO) 
D:  factor de dilución d-1. 
 =  ! = "#$%#& %' #&()'*+#"(ó*-.&$)'* %'& /'#"+./ 0 1234  
 TRH = tiempo de retención hidráulico. 
Sin: concentración de sustrato en la corriente de entrada (mg/l 
DQO) 
Y: coeficiente de rendimiento del sustrato 3.35 mg/l SSV ∝= 1 − 5 donde 5 es la eficiencia del separador SLG 0.93 
X: concentración de biomasa en el reactor (mg/l SSV) 
Xin: concentración de biomasa en la corriente de entrada : tasa máxima de crecimiento de microorganismos d-1 
K: constante de Monod, llamada también constante de 
saturación media (kg DQO/m3)  
β: es la amplitud de la función de forzamiento para el sustrato. 
δ: es la amplitud de la función de forzamiento para la biomasa. 
ω: es la frecuencia de las funciones de forzamiento. 
 
 
2.5 Ventajas y Desventajas de los procesos anaerobios 
 
Entre los reactores de alta carga el reactor UASB es uno de los más 
utilizados en el mundo. Su principal característica es que retiene la 
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biomasa sin necesidad de un soporte, ya que la formación de 
gránulos que actúan como soporte hacen que sea más económico y 
que tenga más ventajas sobre otro tipo de reactores. A 
continuación se enuncian algunas de las ventajas y desventajas del 
uso de este tipo de reactores [17].  
 
 
VENTAJAS 
 
DESVENTAJAS 
1. Baja producción de sólidos, 
alrededor de 3 a 5 veces menos 
que en procesos aeróbicos. 
1. Los microorganismos 
anaeróbicos son susceptibles de 
inhibición por una gran cantidad 
de compuestos. 
2. Bajo consumo de energía. 2. El proceso de puesta en marcha 
del reactor puede ser lento. 
3. Bajos requerimientos de terreno. 3. Usualmente es necesario algún 
tratamiento posterior. 
4. Bajos costos de construcción. 4. La bioquímica y la microbiología 
de la digestión anaerobia es 
compleja y requiere un amplio 
estudio. 
5. Producción de metano, que es 
un combustible gaseoso con alto 
poder calorífico. 
5. Genera malos olores, aunque 
ellos son controlables. 
6. Posibilidad de preservación de la 
biomasa. 
6. Posible generación de efluentes 
con aspecto desagradable. 
7. Tolera altas cargas orgánicas. 7. Remoción insatisfactoria de 
nitrógeno, fósforo y patógenos.  
8. Aplicación en pequeña y gran 
escala. 
 
9. Bajo consumo de nutrientes.  
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Capítulo 3 
Sistemas Dinámicos 
 
En este capítulo se presentan algunos conceptos básicos de los 
sistemas dinámicos, especialmente aquellos relacionados con los 
sistemas dinámicos no autónomos ya que son los que se aplican en 
el desarrollo de este trabajo.  
 
Según Kuznetsov [18], un sistema dinámico es la representación 
matemática de un proceso determinístico. Así mismo, da la 
siguiente definición formal: Un sistema dinámico es una tripla 67, , 9:;, donde 7 es el conjunto donde varía el tiempo,  es el 
espacio de estados y 9::  →  es una familia de operadores de 
evolución, la  cual determina el comportamiento del sistema a través 
tiempo. 
 
El concepto de sistema dinámico hace referencia a los modelos 
matemáticos  utilizados en el estudio de fenómenos físicos, 
biológicos, socioeconómicos, etc., caracterizados por su evolución 
temporal [19]. Recientemente la importancia de los sistemas 
dinámicos no-autónomos ha crecido, ya que proporcionan (en 
contraste con los sistemas autónomos) flexibilidad tanto en las 
aplicaciones (por ejemplo, los modelos que dependen 
intrínsecamente del tiempo) como en la áreas inherentes a las 
matemáticas (por ejemplo, en la investigación de soluciones no 
constantes de ecuaciones de la forma del movimiento perturbado) 
[20]. 
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3.1 Sistemas dinámicos no autónomos 
 
 
Un posible modelo matemático de un sistema dinámico a tiempo 
continuo de orden n, es un sistema de ecuaciones diferenciales 
ordinarias de primer orden, generalmente no lineales, de la forma 
[21]:  
 
             
>1>: = ?@A@, AB, … . . , A, >E>: = ?BA@, AB, … . . , A, ...>*>: = ?A@, AB, … . . , A, 
                          (3.1) 
 
El sistema (3.1) puede escribirse en forma abreviada utilizando la 
notación vectorial:   
>F>: = ?,  donde  ∈ ℝ identifica el estado del 
sistema en el instante t.  
 
Cuando las ecuaciones diferenciales que gobiernan el 
comportamiento de un sistema físico contiene coeficientes que 
dependen del tiempo, se dice que el sistema es no-autónomo [22]. 
 
Para un sistema no autónomo el campo vectorial depende del 
tiempo y, distinto del caso autónomo, el tiempo inicial no puede, en 
general, ser el tiempo cero [23]. La solución de (3.1) pasando a 
través de AI en el tiempo I se denota por 9IAI, I.  
 
Si existe un 7 > 0 tal que ?A,  = ?A,  + 7  para todo x y todo t, 
entonces el sistema se dice que es periódicamente forzado con 
período T. El menor de los T se llama período mínimo.  
 
 
3.2 Estabilidad dinámica del sistema 
 
Se conoce como análisis de la estabilidad dinámica del sistema al 
estudio de la forma como varían las soluciones en régimen 
permanente al variar las condiciones iniciales. La importancia  
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análisis está en que  la posición en el espacio de estados en un 
instante dado caracteriza el estado del sistema. Se busca 
identificar los conjuntos invariantes en el espacio de estados que 
rigen la dinámica del sistema y luego determinar la estabilidad de 
estos conjuntos invariantes. Para el caso de un sistema no 
autónomo es especialmente útil el uso de la aplicación de Poincaré.  
 
 
3.2.1 Aplicación de Poincaré 
 
La aplicación de Poincaré o aplicación de primer retorno es una 
técnica que reemplaza el análisis del flujo de un sistema a tiempo 
continuo por el análisis de un sistema a tiempo discreto, con un 
espacio de estados de menor dimensión que el sistema continuo 
original, llamado sección de Poincaré. Esta aplicación lleva cada 
punto de dicha sección en el primer punto en el que la órbita que 
lo contiene retorna a la misma. Fue presentada por Henri Poincaré 
en 1899, quien la aplicó al problema de los tres cuerpos [24].  
 
Un sistema no autónomo periódicamente forzado de orden n, con 
período mínimo T puede ser transformado en un sistema autónomo 
de orden (n+1) agregando una variable L = 2N 7⁄  . Este nuevo 
sistema es periódico en la variable L con período 2N en el espacio 
de estados cilíndrico ℝ × @ donde @ = [0,2N es un círculo [23].  
 
Sea Σ el hiperplano definido por: 
 Σ = 6A, L ∈ ℝ × @: L = LI;   (3.2) 
 
En cada período T, la trayectoria que es solución del sistema 
autónomo, intersecta ∑ como se muestra en la Figura 2. La 
aplicación de Poincaré resultante ST: Σ → Σ ℝU → ℝU está definida 
por: 
 STA = V:WXYA, I   (3.3) 
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x 
 
 
 
 
                          
 
 
                         ∑ 
 
 
 
 
 
 
 
 
 
 
 
Figura 2. Aplicación de Poincaré para un sistema no autónomo de primer 
orden periódicamente forzado 
 
 ST es llamada la aplicación de Poincaré para el sistema no 
autónomo. En estos sistemas la sección de Poincaré es transversal 
al flujo del sistema puesto que las órbitas que comienzan en la 
sección fluyen a través de la misma y no son paralelas a ella.  
 
Como el nuevo sistema discreto preserva todas las características 
del sistema original, la aplicación de Poincaré se usa para ilustrar 
y analizar conceptos importantes sin obtener detalles de la 
solución de las ecuaciones diferenciales. 
 
 
 
  
 
 
               
            
               P(X) 
           X 
          
θ 
θ 
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3.2.2 Solución periódica 
 
 
Por definición,  A∗ es un punto fijo en la aplicación  P si A∗ =SA∗ [25]. 
El conjunto 6A@∗, AB∗, … , A]∗; es una órbita cerrada K-periódica en la 
aplicación  P si A]X@∗ = SA]∗ para ^ = 1,2, … ,  − 1 y A@∗ = SA]∗. 
  
Una órbita periódica simple del sistema dinámico original a tiempo 
continuo corresponde a un punto fijo A∗ en la aplicación de 
Poincaré ST.  
• Una trayectoria cuasiperiódica en el sistema a tiempo 
continuo se convierte en la imagen de una curva cerrada en 
el sistema a tiempo discreto. 
• Un movimiento caótico en el sistema a tiempo continuo se 
convierte en una zona con puntos distribuidos de modo 
errático en el sistema a tiempo discreto. 
  
 
3.2.3 Multiplicadores característicos 
 
 
La estabilidad de una solución periódica está determinada por sus 
multiplicadores característicos, también llamados multiplicadores 
de Floquet. Usando la teoría de Floquet, el problema de la 
estabilidad de soluciones periódicas de ecuaciones diferenciales 
no-autónomas se reduce al caso de la estabilidad de los puntos 
críticos [26]. Los multiplicadores característicos son una 
generalización de los valores propios en un punto de equilibrio.  
 
Considere un punto fijo aislado A∗ de la aplicación P. El 
comportamiento local cerca a A∗ está determinado por la 
linealización de la aplicación en A∗. En particular, la aplicación 
lineal A]X@ = 
SA∗A]      (3.4) 
 
gobierna la evolución de una perturbación AI en vecindades del 
punto fijo A∗.  
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Sea p la dimensión de la aplicación de Poincaré y _ ∈ ℂ los valores 
propios de 
SA∗, con sus correspondientes vectores propios 5 ∈ ℂ, para i=1,2,…,p. Suponiendo que los valores propios son 
distintos, la órbita de P con condición inicial A∗ + AI, para primer 
orden,  A] = A∗ + A]                                    A] = A∗ + 
SA∗]AI                   A] = A∗ + a@_@]5@ + ⋯ + ac_c]5c 
(3.5) 
 
donde los a ∈ ℂ son constantes escogidas de tal forma que 
cumplan con las condiciones iniciales correctas. 
 
Los valores propios _ son llamados multiplicadores característicos 
de la solución periódica. La posición de los multiplicadores 
característicos en el plano complejo determina la estabilidad del 
punto fijo. Si los _ son reales, los 5 y los a también lo serán y 
esto equivale a una contracción (si _ < 1) o una expansión (si _ > 1) cerca a A∗ en la dirección de 5 para una iteración en la 
aplicación.  
 
En el caso de valores propios complejos, la magnitud de _ 
equivale a una expansión (si |_| > 1) o a una contracción (si |_| < 1) para una iteración en la aplicación; el ángulo de los 
multiplicadores característicos es la frecuencia de rotación.  
 
 
3.3 Estabilidad estructural del sistema 
 
 
El concepto de estabilidad estructural fue introducido por 
Andronov y Pontriaguin en 1973. En general, un sistema dinámico 
es estructuralmente estable si ante pequeñas perturbaciones su 
estructura cualitativa permanece inalterada. Este concepto es de 
gran importancia en las aplicaciones debido a que las ecuaciones 
diferenciales que gobiernan los fenómenos son conocidas solo 
aproximadamente.  
Además de la estabilidad, interesa estudiar la “robustez” del 
sistema frente a cambios de los parámetros o en general frente a 
pequeños cambios del sistema dinámico. Esto da lugar a la 
estabilidad estructural y la teoría de bifurcaciones [27]. 
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En general, la evolución temporal de las variables de estado de los 
sistemas dinámicos depende de los parámetros, los cuales son 
constantes del sistema . La diferencia entre las variables de estado 
y los parámetros, está en que estos últimos son generalmente 
controlables.  
 
3.3.1 Diagrama de Bifurcaciones 
 
La estructura cualitativa de un flujo puede variarse modificando el 
valor de alguno de los parámetros del sistema. Ajustando 
adecuadamente el valor del parámetro se puede, por ejemplo, crear 
o destruir puntos fijos o cambiar su grado de estabilidad. Estos 
cambios cualitativos en la dinámica se denominan bifurcaciones y 
el valor del parámetro para el que se producen se conoce como 
punto de bifurcación. Un diagrama de bifurcación muestra uno de 
los estados del sistema en función del parámetro escogido, en un 
rango de valores. 
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Capítulo 4 
Herramientas Numéricas 
 
 
Como lo muestra el modelo AMD [¡Error! Marcador no definido.] 
los procesos anaerobios son dinámicos en cada una de sus etapas 
y la complejidad de ellos debe representarse por ecuaciones 
diferenciales no lineales para las cuales las soluciones, en general,  
deben calcularse numéricamente. Debido a esto el modelado y la 
simulación computacional son esenciales para describir, predecir y 
controlar las  interacciones de estos procesos [28].   A continuación 
se presenta un resumen de las principales herramientas 
numéricas empleadas para realizar las simulaciones y los cálculos 
necesarios. Cabe aclarar que aunque los computadores modernos e 
incluso las calculadoras manuales contienen muchos algoritmos 
para resolver numéricamente las ecuaciones diferenciales,  las 
rutinas empleadas en el desarrollo de este trabajo fueron 
implementadas en su totalidad en el entorno MatLab, para lograr 
una mejor comprensión de los procedimientos.  
 
4.1 Simulaciones y el método de Runge-Kutta 
 
 
El interés por realizar una simulación numérica está en entender el 
comportamiento de cierto tipo de soluciones de las ecuaciones 
planteadas. En las últimas décadas, el campo de los sistemas 
dinámicos ha evolucionado rápidamente. El acceso cada vez más 
común a las computadoras, la amplia disponibilidad de paquetes 
de software para aproximar soluciones de ecuaciones diferenciales 
y la posibilidad de visualizar los resultados a través de gráficos, 
han traído como consecuencia que el análisis de sistemas 
dinámicos sea mucho más accesible de lo que era antes [29]. 
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Excepto por la experimentación  con sistemas reales, la simulación 
es la única técnica disponible para el análisis del comportamiento 
de los sistemas. Para llegar a una buena conclusión, es necesario 
realizar varias simulaciones de tal forme que se logre entender la 
dinámica del proceso a través del modelo.  
 
Existen muchas razones para usar la simulación como 
herramienta para la solución de problemas: 
• El sistema físico no está disponible. 
• La experimentación sobre el sistema físico puede ser 
peligrosa. 
• El costo de la experimentación es alto. 
• El tiempo para realizar el experimento es largo. 
• Las variables o los parámetros del sistema son inaccesibles. 
 
Teniendo en cuenta que el sistema de ecuaciones diferenciales que 
modela al reactor en estudio no tiene solución expresable con un 
número finito de términos, es necesario realizar  aproximaciones 
numéricas. Existen diversos métodos para tal fin, como los 
métodos de Euler, de Heun, de Taylor y de Runge-Kutta entre 
otros. Algunas características de los métodos más conocidos son: 
• El método de Euler utiliza la idea de que los valores cercanos 
a un punto en una curva pueden ser aproximados por 
valores de la recta tangente trazada en ese punto [30]. Tiene 
el inconveniente de acumular errores apreciables a lo largo 
del proceso.  
• El método de Heun  utiliza la aproximación dada por el  
método de Euler como una predicción del valor que se quiere 
calcular y luego usa la regla del trapecio para hacer una 
corrección y obtener el valor definitivo. 
• El método de Taylor utiliza la expansión de Taylor alrededor 
de un punto y puede alcanzar cualquier orden de error que 
se desee. Este método es de aplicabilidad general y es el 
método estándar con el que se compara la precisión de otros 
métodos numéricos para resolver problemas de valor inicial. 
• Los métodos de Runge-Kutta, los cuales se construyen a 
partir del método de Taylor se explican a continuación. 
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4.1.1 Métodos de Runge-Kutta 
 
 
Los métodos de Runge-Kutta son una importante familia de 
métodos iterativos tanto explícitos como implícitos para aproximar 
las soluciones de ecuaciones diferenciales ordinarias. Este método 
fue publicado en 1895 por el matemático alemán Carl David Tomé 
Runge y fue generalizado a sistemas de ecuaciones diferenciales 
ordinarias por el matemático Martin Wilhelm Kutta en el año 1900. 
 
Desde la llegada de las computadoras digitales, ha aumentado el 
interés en los métodos de Runge-Kutta y muchos trabajos de 
investigación han contribuído al desarrollo de métodos particulares 
y a generar extensiones de su teoría. No obstante, los métodos 
originales siguen siendo los de más aplicación general [31].  
 
Los métodos de Taylor tienen la característica de que el error global 
final es de orden O(hN), de modo que se puede escoger N tan grande 
como se desee para reducir el error tanto como se quiera, al menos 
en principio. Sin embargo, en estos métodos es necesario 
determinar N a priori y calcular derivadas de orden superior, lo 
cual hace que el método sea bastante complicado, 
computacionalmente puede ser más costoso y al realizar más 
operaciones puede aumentar el error.  
 
El método de Runge-Kutta de orden cuatro RK4 es el más 
conocido, el más general y se considera bastante preciso, estable y 
fácil de programar. Trabajar con un método de orden superior, en 
general,  no se justifica ya que el coste computacional no 
compensa la mayor exactitud. Lo aconsejable es usar un paso de 
menor tamaño o un método adaptativo [32]. 
 
El RK4 usa un promedio ponderado de pendientes para realizar los 
cálculos así: 
Dados: 	 = ?@, ,                               f = I (4.1) 	 = ?B, ,                               I = I (4.2) 
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Se usan  las fórmulas: 
X@ =  + 16 _@ + 2_B + 2_h + _i (4.3) X@ =  + 16 ^@ + 2^B + 2^h + ^i (4.4) 
 
en  las que: _@ = ℎ?@, ,  _B = ℎ?@ + 12 ℎ,  + 12 _@,  + 12 ^@ _h = ℎ?@ + 12 ℎ,  + 12 _B,  + 12 ^B _i = ℎ?@ + 12 ℎ,  + 12 _h,  + 12 ^h 
 ^@ = ℎ?B, ,  ^B = ℎ?B + 12 ℎ,  + 12 _@,  + 12 ^@ ^h = ℎ?B + 12 ℎ,  + 12 _B,  + 12 ^B ^i = ℎ?B + 12 ℎ,  + 12 _h,  + 12 ^h 
 
donde los términos _ y ^ representan las pendientes en varios 
puntos [33]: _@  y ^@ son las pendientes del método de Euler en  , . _B, ^B  son una estimación de las pendientes en el punto medio del 
intervalo usando el método de Euler para predecir la ordenada en 
ese punto.  _h, ^h  estos son los valores del método de Euler mejorado para la 
pendiente en el punto medio.  _i, ^i son las pendientes en el método de Euler en los puntos  k   utilizando las pendientes  mejoradas _h, ^h  
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4.2 Diferenciación parcial numérica 
 
 
Como en una parte del análisis de estabilidad del sistema  es 
necesario calcular la matriz jacobiana del sistema, evaluada en un 
punto de equilibrio,  las derivadas parciales de este jacobiano se 
calculan  numéricamente. Para esto, consideramos la función 
bidimensional de la forma ?, . La aproximación  para la 
derivada parcial con respecto a X, por ejemplo, puede deducirse 
fijando S en un valor constante S0 y considerando ?, I como 
una función unidimensional. La aproximación de diferencia central 
para esta derivada parcial se puede escribir como: 
  l?l ≈ ?I + ℎ, I − ?I − ℎ, I 2ℎ  (4.5) 
 
De la misma forma, la derivada parcial con respecto a S se puede 
deducir fijando X en un valor constante X0 y considerando ?I,  
como una función unidimensional y la derivada parcial se puede 
escribir como: l?l ≈ ?I, I + ℎ − ?I, f − ℎ2ℎ  (4.6) 
 
Fundamentalmente las derivadas son reemplazadas por 
aproximaciones en diferencias finitas.  Se basa en el método de 
expansión de Taylor, método por el cual se deducen las fórmulas 
de diferencia sistemáticamente y además se deducen los términos 
de error, en este caso el error de aproximación es proporcional al 
cuadrado de h.  
 
4.3 Método de extrapolación de Richardson 
 
El error de las fórmulas de derivación numérica responde a 
expresiones en las que interviene (h)p donde p es un número no 
negativo y h es la distancia entre  puntos consecutivos de soporte. 
De aquí surge la idea  de que reducir el valor de h hace que se 
mejore la precisión del cálculo de la derivada. 
 
El método de extrapolación de Richardson fue desarrollado por 
Lewis Fry Richardson y se utiliza para mejorar la precisión en el 
cálculo numérico de la derivada de una función partiendo de la 
base de la serie de Taylor. 
36 
 
 
El algoritmo usado es el siguiente [34]: 
 
Para m = 0,1,2,3  n,I =  Xop poBo   y para k = 1,2,3 se calcula n,] = n,]p@ + n,]p@ − np@,]p@2B] − 1  (4.7) 
 
El esquema es: 
h1=0.001 A00    
  A11   
h2=0.001/2 A10  A22  
  A21  A33 
h3=0.001/4 A20  A32  
  A31   
h4=0.001/8 A30    
 
en el que el error de  A33 es del orden O(h8), ya que las 
aproximaciones iniciales de Aio  i = 0,1,2,3 eran de orden O(h2). 
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Capítulo 5 
Análisis Dinámico del Sistema 
 
A continuación se muestran los resultados obtenidos del análisis 
del sistema. Primero se hallaron los puntos de equilibrio para unas 
condiciones determinadas, si estas condiciones varían también 
cambiarán los valores de los puntos de equilibrio. Posteriormente 
se hace el estudio dinámico con base en el comportamiento del 
espacio de estados y  los diagramas de bifurcaciones.  
 
5.1 Determinación de puntos de equilibrio.  
 
 
El primer paso para realizar el análisis dinámico de un sistema es 
determinar  si existen o no puntos de equilibrio. Para ello se 
igualan a cero 	 k 	  y se calculan los valores de S y X que 
satisfacen esta condición. Para el sistema en estudio se analiza lo 
que ocurre cuando se elimina la dependencia del tiempo, ya que de 
lo contrario el sistema no presenta puntos de equilibrio.  
 
Se presentan cuatro casos: 
 
Primer caso: La amplitud de las funciones periódicas es cero, es 
decir, no existe forzamiento periódico y el agua a tratar contiene 
biomasa en su composición: 
     
 q = r  s t = r  uvw = xyr z{/}~~  
 
Reemplazando en las ecuaciones (2.6) y (2.7)  se obtiene: 
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0 = 
 −  −   +    (5.1) 0 = 
−∝  +  +    (5.2) 
 
Luego de realizar los procesos algebraicos correspondientes se llega 
a: 
 
  = (*XF(*p    y al reemplazar este resultado en la 
ecuación (5.1) queda: 
  − 
B + 
 − 
 −  −  + 
 = 0 
 
Los valores empleados al usar las ecuaciones (2.6) y (2.7) son los 
valores encontrados por Muñoz empleando el método multivariable 
de Newton-Rapson para minimizar el error entre los valores de las 
variables reales del proceso y los estimados por el modelo. Se 
espera que estos valores de los parámetros del modelo sean 
representativos.  [2]:  
 
 = 3 p@,  = 3000 _
    = 240 _ ,   
Con las constantes:  
 = 1.32p@,  = 0.07,  = 3.35 _ 
_       = 5522 _/ 
 
Se obtuvieron los siguientes puntos de equilibrio: 
 
Equilibrio 1:   = 4266.17 _/          = −1970.87 _/ 
Equilibrio 2:  =  734.644 _/          = 13088.94 _/ 
 
Como se puede observar el equilibrio 1 no es físicamente posible, 
por lo que bajo las condiciones dadas solo se obtiene un punto de 
equilibrio.  
 
Los valores de D, Sin, Xin, pueden variar dependiendo de las 
condiciones de alimentación al reactor y de la composición del 
agua a tratar.   
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Segundo caso: La amplitud de las funciones periódicas es cero, es 
decir, no existe forzamiento periódico y el agua a tratar no contiene 
biomasa: 
  q = r  s t = r  uvw = r  
 
En general, la corriente de entrada no contiene biomasa en su 
composición. Para este tipo de efluentes se cumple que  = 0. Por 
lo que las ecuaciones (2.6) y (2.7) se simplifican así: 
 
 
0 = 
 −  −   +    (5.3) 0 = 
[−∝ ] +  +    (5.4) 
 
Como es claro al observar la ecuación (5.4)  esta igualdad se 
cumple cuando  = 0, y corresponde a la situación física de lavado 
del reactor, lo cual no es deseable.  
La ecuación (5.4) también se cumple cuando: 
 
 = 
 − 
 
 
(5.5) 
De aquí resulta la condición: 
 < )#  para que la expresión (5.5) 
tenga sentido. Al reemplazar (5.5) en (5.3) se obtiene: 
 
 =  − 
 − 
  
 
Tomando nuevamente las mismas condiciones operacionales que 
en el primer caso, se obtiene el punto de equilibrio: 
 
Equilibrio:   = 1044.703 _/         = 647.875  _/ 
 
Tercer caso: la frecuencia de las funciones periódicas es cero, es 
decir, no existe el forzamiento periódico,  pero como cos0 = 1,  
aún se tiene la influencia de los valores de β y δ. El agua a tratar 
contiene biomasa en su composición. 
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  = r,  = xyr / 
 
0 = 
1 +  −  −   +    (5.6) 0 = 
1 + −∝  +  +    (5.7) 
 
Después de hacer las simplificaciones algebraicas 
correspondientes, se llega a que: 
  = (*@XXF(*@Xp   y al reemplazar esta expresión en la 
ecuación (5.6) se obtiene: 
  − 
B + 
1 +  − 
 − 1 + 1 +  + 
 = 0 
 
Reemplazando en estas dos últimas ecuaciones los mismos valores 
para las condiciones de operación y para las constantes y 
agregando los valores de  = @i  k  = @h   se obtiene: 
 
Equilibrio 1:   = 5286.11 _/          = −6630.14 _/ 
Equilibrio 2:  =  783.41  _/          = 17223.28 _/ 
 
Al igual que en el primer caso, se obtiene un punto de equilibrio 
que no es físicamente posible, por lo que el análisis se reduce a un 
punto de equilibrio. 
 
Cuarto caso: la frecuencia de las funciones periódicas es cero, es 
decir, no existe el forzamiento periódico,  pero como cos0 = 1, aún 
se tiene la influencia de los valores de β y δ. El agua a tratar no 
contiene biomasa.  
  = r,  = r  
 
El sistema a resolver es el siguiente: 
 
0 = 
1 +  −  −   +    (5.8) 0 = 
[−∝ ] +  +    (5.9) 
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De forma similar al segundo caso, se obtiene que un punto de 
equilibrio es X=0 cuando ocurre el lavado del reactor.  
El otro punto de equilibrio se presenta cuando: 
 
 = 
 − 
 
 
(5.10) 
De aquí resulta la misma condición:  
 < )#  para que la expresión 
(5.10) tenga sentido. Al reemplazar (5.10) en (5.8) se llega a: 
 
 = 1 +  − 
1 +  − 
  
 
Luego de reemplazar los valores de las diferentes variables se tiene: 
Equilibrio:   = 1044.703           = 12805.458  _/ 
 
En resumen, las características del equilibrio dependen del  valor 
de Xin. Cuando en la corriente de entrada hay presencia de 
biomasa se generan dos puntos de equilibrio, pero solo uno de 
ellos tiene sentido físico. Por otro lado, cuando no hay biomasa en 
la entrada, uno de los puntos de equilibrio corresponde a la 
situación de lavado del reactor.   
 
 
 
 
 
     
 
(a)  ≠ 0   (b)  = 0 
 
 
 
  
 
 
 
 
X X 
S 
S 
Punto  de equilibrio no posible 
Equilibrio correspondiente al lavado 
Equilibrio  físicamente posible 
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Finalmente, cuando no se ha eliminado la dependencia del tiempo, 
el sistema no presenta puntos de equilibrio, se generan  órbitas 
periódicas estables. 
 
Con base en el comportamiento del espacio de estados, la teoría 
cualitativa nos ofrece una visión general de la dinámica de un 
sistema físico. La idea básicamente es encontrar las singularidades 
del sistema  y determinar si para el análisis de estabilidad se 
puede aplicar la linealización [35]. Una vez realizado el estudio del 
sistema linealizado, se espera que este estudio muestre una buena 
descripción de la dinámica del sistema no lineal.  
 
Existen diversas formas de obtener información acerca de un 
sistema dinámico como:  
• Evolución temporal de las variables: a través de una gráfica 
que muestra cómo varía cada una de las componentes del 
vector de estados en función del tiempo. 
• Retrato de fase: muestra una familia de trayectorias de 
evolución del sistema. Se conoce también como diagrama del 
plano de estado. 
• Aplicación de Poincaré: puede interpretarse como un sistema 
dinámico discreto con un espacio de estados de menor 
dimensión que el sistema continuo original. 
• Diagrama de bifurcaciones: muestra  los estados del sistema 
en función de un parámetro, variando en un rango de 
valores.  
 
 
5.2 Evolución temporal de las variables y retrato de fase. 
 
 
Uno de los objetivos al realizar el estudio dinámico de un proceso 
en cuanto a su evolución temporal es poder hacer una predicción 
de dicha evolución, hasta donde sea posible.  
 
A continuación se muestra el comportamiento temporal de las 
variables de estado S y X para diferentes valores de los parámetros 
D y α y para diferentes condiciones iníciales,  las gráficas se 
obtuvieron para un tiempo de 1000 días. 
 
Los valores empleados al usar las ecuaciones (2.6) y (2.7) son: 
43 
 
 = 3000 _¡
      = 240 _¡         = 3,35 _¡  = 5522.3 _/¡         = @i            = @h         = 0,07m 
 
Después de haber realizado diferentes simulaciones variando los 
valores de β y δ entre 0 y 1, se observó que no tienen gran 
influencia en los resultados, por este motivo se decidió trabajar con 
los valores de  = 1 4¢  y  = 1 3¢ . 
 
En las Figuras 3, a 17 se observa la evolución temporal de cada 
una de las variables de estado (sustrato,S, y biomasa,X) y  el 
espacio de estados correspondiente, al variar  los valores del factor 
de dilución D.  
 
 
Figura 3. Evolución temporal de la concentración de sustrato para D = 1 
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Figura 4. Evolución temporal de la concentración de biomasa para D = 1 
 
Figura 5. Espacio  de estados para D = 1 
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Figura 6. Evolución temporal de la concentración de sustrato para D = 2 
 
Figura 7. Evolución temporal de la concentración de biomasa para D = 2 
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Figura 8. Espacio de estados para D = 2 
 
 
Figura 9. Evolución temporal de la concentración de sustrato para D = 4 
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Figura 10. Evolución temporal de la concentración de biomasa para D = 4 
 
 
Figura 11. Espacio de estados para D = 4 
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Figura 12. Evolución temporal de la concentración de sustrato para D = 5 
 
 
Figura 13. Evolución temporal de la concentración de biomasa para D = 5 
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Figura 14. Espacio de estados para D = 5 
 
 
Figura 15. Evolución temporal de la concentración de sustrato para D = 8 
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Figura 16. Evolución temporal de la concentración de biomasa para D = 8 
 
 
 
Figura 17. Espacio de estados para D = 8 
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En las figuras 5, 8, 11, 14 y 17, que corresponden al  espacio de 
estados para valores crecientes del factor de dilución (D), se 
observa cómo la órbita de estabilización se desplaza hacia la 
izquierda, es decir disminuyendo el valor de X. Esto significa que a 
medida que aumenta el valor de D, se tiene menor cantidad de 
biomasa dentro del reactor. Por otro lado, en las figuras 3, 6, 9, 12 
y 15 se puede ver cómo el valor final del sustrato disminuye con 
relación al valor inicial, sin embargo a  medida que aumenta el 
valor de D la diferencia entre el valor inicial y el final se hace más 
pequeña, esto quiere decir que no se está realizando en forma 
eficiente el proceso de tratamiento del agua.  
 
Dependiendo de cuál sea la procedencia del residual líquido a 
tratar, éste puede o no contener biomasa. Por ejemplo los 
residuales provenientes de los rellenos sanitarios traen en su 
composición algo de biomasa, debido al proceso por el que ha 
pasado hasta la formación del lixiviado a tratar.  Pero cuando estos 
procesos previos no ocurren, las aguas residuales a tratar no 
contienen biomasa, y se tiene  Xin = 0.  Para este caso y con los 
mismos valores de los parámetros: 
  = 3000 _¡
       = 0 _¡         = 3,35 _¡ 
 = 5522.3 _/¡         = 14            = 13         = 0,07 
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Figura 18. Evolución temporal para la concentración de sustrato D = 1, Xin = 0 
 
 
Figura 19. Evolución temporal para la concentración de biomasa para D =1, , 
Xin = 0 
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Figura 20. Espacio de estados para D = 1, , Xin = 0 
 
 
Figura 21. Evolución temporal para la concentración de sustrato D = 3, Xin = 0 
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Figura 22. Evolución temporal para la concentración de biomasa D = 3, , Xin = 0 
 
 
 
Figura 23. Espacio de estados para D = 3, , Xin = 0 
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Figura 24. Evolución temporal para la concentración de sustrato D = 5, , Xin = 0 
 
Figura 25. Evolución  temporal  de  la concentración de biomasa para  D = 5,  
Xin = 0 
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Figura 26. Espacio de estados para D = 5, , Xin = 0 
 
A continuación se puede observar que cuando los valores de D se 
encuentran entre 6.5 y 7 aproximadamente,  el tiempo necesario 
para alcanzar el estado estable aumenta. En las Figuras 27, 28 y 
29, el tiempo corresponde a 2000 días. A partir de D=7, el sistema 
nuevamente se estabiliza rápidamente, solo que ahora es una 
estabilidad en un estado no deseado.  
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Figura 27.  Evolución  temporal  de  la concentración del sustrato para  D = 6.5,  
Xin = 0 
 
Figura 28. Evolución  temporal  de  la concentración de biomasa para  D = 6.5,  
Xin = 0 
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Figura 29. Espacio de estados para D = 6.5 .  Xin = 0 
 
 
Figura 30. Evolución temporal de la concentración de sustrato para D=7, Xin=0 
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Figura 31. Evolución temporal de la concentración de biomasa para D=7, 
Xin=0 
 
 
 
Figura 32. Espacio de estados para D=7, Xin=0 
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Al igual que cuando  = 240_/¡, en el comportamiento de la 
órbita de estabilización en el espacio de estados para  = 0, se 
observa que al aumentar el valor de D  disminuye el valor de X y la 
diferencia entre el valor inicial del sustrato y el valor final  sea cada 
vez más pequeña. Finalmente el valor de X es cercano a cero y el 
valor del sustrato es igual al valor de . Esto significa que las 
condiciones del agua a tratar no varían entre el punto de entrada y 
el punto de salida, es decir, no se llevó a cabo el proceso de 
tratamiento de agua.  
 
Cuando el reactor entra en un estado como el mostrado para D=7, 
quiere decir que se ha presentado el fenómeno llamado ¨lavado del 
reactor¨, el cual ocurre cuando la concentración de la biomasa en 
el reactor llega a cero. En este caso, este fenómeno se presenta 
porque la velocidad con la cual asciende el fluído ha aumentado al 
punto que ha arrastrado toda la biomasa fuera del reactor.  
 
Se entiende por lavado del reactor (wash-out), la situación en la 
que el reactor ha quedado sin biomasa. Esta es una condición 
indeseable ya que a partir de ese momento el reactor deja de 
operar correctamente y es necesario entonces realizar nuevamente 
el proceso de puesta en marcha. 
 
 El lavado se puede presentar por varias razones, entre ellas están: 
aumento abrupto del caudal del influente, lo que ocasiona un 
arrastre del material dentro del reactor generando la pérdida de la 
biomasa. El cambio en las características del efluente a tratar, por 
ejemplo que haya sido contaminado con alguna sustancia no apta 
para el consumo de los microorganismos, ocasionando su muerte. 
Por variación de alguno de los factores determinantes como la 
temperatura, la cual puede variar debido al cambio de las 
condiciones ambientales,  o variación en el pH, entre otros.   
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5.3 Estabilidad dinámica del sistema. 
 
 
Además de la evolución temporal de las variables de estado, nos 
interesa conocer la estabilidad dinámica del sistema, la cual se 
determina al observar el comportamiento del sistema ante 
variaciones en las condiciones iniciales. En las Figuras 18 a 25 el 
color de cada curva indica la evolución del sistema para una 
condición inicial diferente.   
 
Los valores empleados son:  
  = 3000 _/¡
       = 240  _/¡         = 3,35 _/¡ 
 = 5522.3 _/¡         = 14            = 13         = 0,07 
 
 
 
 
Figura 33. Estabilidad dinámica para D=0.01 
 
Condiciones Iniciales (X,S) 
(100,25) 
(200,25) 
(400,25) 
(100,50) 
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Figura 34. Estabilidad dinámica para D=1 
 
Figura 35. Estabilidad dinámica para D=2 
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Figura 36. Estabilidad dinámica para D=4 
 
Figura 37. Estabilidad dinámica para D=5 
64 
 
 
Figura 38. Estabilidad dinámica para D=6 
 
 
Figura 39.  Estabilidad dinámica para D=7 
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Figura 40. Estabilidad dinámica para D=8 
 
 
Se puede observar que para diferentes condiciones iniciales el 
sistema se estabiliza en una misma órbita periódica, lo cual nos 
indica que el sistema no tiene equilibrios aislados. Como ya se 
mencionó, el efecto al aumentar el valor del factor de dilución D es 
que la órbita se desplaza, disminuyendo el valor de X y 
aumentando el valor de S.  
 
 
En las Figuras 41 a 46 se ha variado el valor del parámetro D y se 
puede observar cómo influye en el espacio de estados el hecho de 
que Xin = 0. Los valores de los demás parámetros permanecen 
igual: 
     = 3000 _/¡
            = 3,35 _/¡ 
 = 5522.3 _/¡         = 14            = 13         = 0,07 
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Figura 41. Estabilidad dinámica para D=2 
 
 
En la siguiente tabla se puede observar, para D=2 y T=1000 días, 
los valores numéricos de las condiciones iniciales para cada curva 
y se puede verificar que efectivamente todas se estabiliza en la 
misma órbita periódica.  
 
 
Sinicial Xinicial Sequilibrio Xequilibrio 
100 2000 772.9032 9.9666e+03 
500 4000 772.9080 9.9665e+03 
1000 15000 772.9117 9.9666e+03 
600 13000 772.9032 9.9666e+03 
 
67 
 
 
Figura 42. Estabilidad dinámica para D=3 
 
Figura 43. Estabilidad dinámica para D=4 
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Figura 44. Estabilidad dinámica para D=5 
 
Figura 45. Estabilidad dinámica para D=6 
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Figura 46. Estabilidad dinámica para D=6.8 
 
En la siguiente tabla se puede observar, para D=6.8 y T=4000 días, 
los valores numéricos de las condiciones iniciales para cada curva 
y se puede verificar que efectivamente todas se estabiliza en la 
misma órbita periódica.  
 
 
Sinicial Xinicial Sequilibrio Xequilibrio 
100 2000 3.4047e+03 8.1377e-21 
500 4000 3.4047e+03 9.2640e-21 
400 12000 3.4047e+03 1.0284e-20 
1000 15000 3.4047e+03 1.0422e-20 
 
 
 
En las figuras 47 a 50 se observa cómo para D = 6.6, por ejemplo,  
el tiempo necesario para que el sistema alcance su estado estable 
aumenta considerablemente.  En estas figuras cada color 
representa una curva de evolución del sistema  para una condición 
inicial diferente. En las Figuras 49 y 50 la curva de color rojo ha 
desaparecido porque sobre ella se encuentra la curva de color 
magenta. 
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Figura 47. Espacio de estados para D=6.6 T=1000 días 
 
Figura 48. Espacio de estados D=6.6 T=2000 días 
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Figura 49. Espacio de estados D=6.6 T=3000 días 
 
 
Figura 50. Espacio de estados D=6.6 T=5000 días 
 
 
S
X 
S 
X 
S 
X 
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Al igual que en el caso anterior, de Xin = 240, se puede observar 
que para diferentes condiciones iniciales el sistema se estabiliza en 
una misma órbita periódica, lo cual nos indica que el sistema no 
tiene equilibrios aislados cuando Xin = 0. El efecto al aumentar el 
valor de D sigue siendo  que la órbita se desplaza, disminuyendo el 
valor de X y aumentando el valor de S. Aquí nuevamente se 
observa claramente  el fenómeno llamado “lavado del reactor¨. 
 
En las gráficas siguientes se ha cambiado el valor  de α. Este 
parámetro tiene relación con la eficiencia del separador líquido-gas.  = 1 − 5, siendo η la eficiencia del SLG. Los valores de los demás 
parámetros son: 
  = 3000 _¡
      = 0   
 = 3       = 3,35 _/¡ 
 = 5522.3 _/¡         = 14            = 13        
 
Figura 51. Espacio de estados para alfa=0.01 
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Figura 52. Espacio de estados para alfa=0.1 
 
 
Figura 53. Espacio de estados para alfa=0.15 
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Figura 54. Espacio de estados para alfa=0.2 
 
 
En las Figuras 51, 52, 53 y 54 se observa que al variar el valor de 
α, también se presenta el fenómeno de lavado del reactor. Entre 
menos eficiente sea el separador, más fácil se produce el lavado. 
Esto se debe a que durante el proceso se generan burbujas que 
“atrapan” la biomasa y si el separador no funcionar correctamente, 
permite que la biomasa sea expulsada del reactor 
 
En este punto interesa entonces conocer para qué valores de los 
parámetros D y α se genera el fenómeno indeseado del lavado del 
reactor. Para tal fin se realizó la curva de lavado variando 
simultáneamente los dos parámetros hasta encontrar a partir de 
qué valores se encuentra que X=0. Los valores de los demás 
parámetros son:  = 3000 _¡
      = 0    = 3,35 _/¡ 
 = 5522.3 _/¡         = 14            = 13     
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Figura 55. Curva de lavado 
 
 
Con base en esta curva se puede escoger los valores de los 
parámetros D y α de tal forma que el reactor esté funcionando 
correctamente. Se espera que para valores que se encuentren por 
debajo de la curva, el reactor funcione correctamente, obviamente 
habrá valores bajo los cuales no tiene sentido operar el reactor. Por 
ejemplo para α=0.8 y D=0.03, significa que la eficiencia del 
separador SLG es del 20% y la velocidad de la corriente a la 
entrada es muy lenta. 
 
 
 
 
  
 
 
 
 
 
 
ZONA DE LAVADO 
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REACTOR 
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5.4 Método de las perturbaciones. 
 
 
La propiedad característica de un equilibrio es que si el sistema 
arranca en un equilibrio, permanecerá allí en todos los instantes 
futuros. Esto no significa que si el sistema está en equilibrio y es 
perturbado en una pequeña cantidad, volverá al equilibrio. El que 
una solución vuelva o no al equilibrio tras una pequeña 
perturbación depende de la estabilidad del equilibrio.  
 
Para verificarlo, se toma como condiciones iniciales un punto que 
pertenezca a la órbita de estabilización para cualquier condición 
que se quiera analizar, se aumenta o se disminuye en una pequeña 
cantidad los valores de las componentes del punto  y se observa 
cómo evoluciona el sistema.  
 
Como un ejemplo de este proceso, se muestra el resultado para  
D=5,          = 3000 £¤¥¦           = 0         = 3,35 £!      
 = 5522.3 _/¡          = 14            = 13      
 
Para estos valores de los parámetros un punto sobre la órbita de 
estabilización después de un tiempo de 2000 dias es:  
Seq =  2.3042e+03           Xeq = 4.2269e+03 
 
Tomamos como condiciones iniciales valores cercanos a estos y 
observamos la evolución del sistema, los resultados se observan en  
las Figuras 56 y 57. De color azul se observa la órbita de 
estabilización y de colores verde, magenta y negro se observa la 
evolución del sistema para las otras condiciones iniciales.  
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Figura 56. Análisis de un equilibrio para D=5 por el método de la perturbación 
T=10 períodos 
 
 
 
 
Los valores exactos después de un tiempo de 10 períodos se 
encuentran en la siguiente tabla: 
 
Sinicial Xinicial Sequilibrio Xequilibrio 
2.3042e+03 4.2269e+03 2.3042e+03 4.2269e+03 
2310 4230 2.3039e+03 4.2283e+03 
2300 4220 2.3047e+03 4.2241e+03 
2298 4200 2.3061e+03 4.2163e+03 
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Para un tiempo de 50 períodos, se observa que las trayectorias 
efectivamente coinciden con la órbita estable que es analizada, por 
esta razón ya no se observa en la gráfica, porque las otras curvas 
se encuentran sobre ella. 
 
 
Figura 57. Análisis de un equilibrio para D=5 por el método de la perturbación 
T=50 períodos 
 
 
Los valores exactos después de un tiempo de 50 períodos se 
encuentran en la siguiente tabla: 
 
Sinicial Xinicial Sequilibrio Xequilibrio 
2.3042e+03 4.2269e+03 2.3042e+03 4.2269e+03 
2310 4230 2.3042e+03 4.2269e+03 
2300 4220 2.3042e+03 4.2269e+03 
2298 4200 2.3042e+03 4.2269e+03 
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Este proceso basado en la teoría de las perturbaciones consiste en 
analizar el crecimiento o decrecimiento de la perturbación que se le 
induce a la órbita periódica. Sin embargo un método más útil es el 
ideado por Poincaré y es el que se usará a continuación.  
 
 
5.5 Multiplicadores característicos 
 
 
El criterio para decidir si una órbita periódica es estable o no está 
basado en los multiplicadores característicos. El criterio es: si la 
norma de  los multiplicadores característicos es menor que uno la 
órbita es estable, mientras que si hay al menos un multiplicador 
con norma mayor que uno, la órbita es inestable [36]. 
 
Los multiplicadores característicos de calculan así: se construye la 
aplicación de Poincaré,  dada por: S@:  ℝB → ℝB ], ] → S@], § = ]X@,]X@ = S@I, I, SBI, I = 7, 7 
donde T es el período de forzamiento del sistema. 
Esta aplicación nos da el estado del sistema después de un tiempo  = 7 empezando en las condiciones iniciales (So,Xo). Los 
multiplicadores característicos son los valores propios de 
S∗, ∗, donde ∗, ∗ son las condiciones iniciales 
correspondientes a la órbita periódica de período T. 
 

S = ¨lS@l lS@llSBl lSBl © 
 
S∗, ∗ se calcula numéricamente usando una aproximación con 
las diferencias centrales y el método de extrapolación de 
Richardson. Las derivadas parciales son: 
 lS@l ≈ S@∗ + ℎ, ∗ − S@∗ − ℎ, ∗2ℎ  lS@l ≈ S@∗, ∗ + ℎ − S@∗, ∗ − ℎ2ℎ  
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lSBl ≈ SB∗ + ℎ, ∗ − SB∗ − ℎ, ∗2ℎ  lSBl ≈ SB∗, ∗ + ℎ − SB∗, ∗ − ℎ2ℎ  
 
Como estas son aproximaciones O(h2), luego de aplicar el método 
de extrapolación de Richardson con el esquema  mostrado en el 
capítulo anterior, se obtienen aproximaciones O(h8). Luego de tener 
DP se obtienen los multiplicadores característicos.  
 
El comportamiento de los multiplicadores característicos al variar 
el parámetro se puede analizar observando  la siguiente gráfica de 
los valores propios (lambda) contra los valores del parámetro, en la 
que los valores propios de DP son los multiplicadores 
característicos. 
 
Los valores de los demás parámetros son: 
  = 3000 £¤¥¦           = 0         = 3,35 £!        = 0.07      
 = 5522.3 _/¡          = 14            = 13   
 
 
Figura 58. Multiplicadores característicos vs parámetro D 
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También se puede observar según su posición en el círculo 
unitario. 
 
 
Figura 59. Posición de los multiplicadores característicos en el círculo 
unitario. 
 
 
El criterio de estabilidad dice que la ubicación de los 
multiplicadores característicos en el plano complejo unitario 
determina la estabilidad del punto de equilibrio que se está 
analizando. Si todos los multiplicadores característicos son reales y 
menores que la unidad, el punto es asintóticamente estable, que es 
nuestro caso, tanto al variar el parámetro D como el parámetro 
alfa.  
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Los valores se presentan en la siguiente tabla: 
Parámetro D λ1 λ2 Parámetro D λ1 λ2 
  0.1000 0.9931 4.0829e-05 5 0.9092 0.0012 
0.2000 0.9864 4.5199e-05 5.1000 0.9133 0.0012 
0.3000 0.9798 5.0468e-05 5.2000 0.9176 0.0012 
0.4000 0.9734 5.6256e-05 5.3000 0.9221 0.0013 
0.5000 0.9672 6.2603e-05 5.4000 0.9269 0.0013 
0.6000 0.9612 6.9547e-05 5.5000 0.9318 0.0013 
0.7000 0.9554 7.7129e-05 5.6000 0.9370 0.0013 
0.8000 0.9498 8.5389e-05 5.7000 0.9424 0.0013 
0.9000 0.9443 9.4370e-05 5.8000 0.9480 0.0013 
1 0.9391 1.0411e-04 5.9000 0.9537 0.0013 
1.1000 0.9340 1.1466e-04 6 0.9597 0.0013 
1.2000 0.9292 1.2606e-04 6.1000 0.9658 0.0014 
1.3000 0.9245 1.3834e-04 6.2000 0.9721 0.0014 
1.4000 0.9201 1.5155e-04 6.3000 0.9786 0.0014 
1.5000 0.9158 1.6573e-04 6.4000 0.9853 0.0014 
1.6000 0.9118 1.8090e-04 6.5000 0.9949 0.0014 
1.7000 0.9079 1.9711e-04 6.6000 1.0009 0.0014 
1.8000 0.9043 2.1439e-04 6.7000 0.9939 0.0012 
1.9000 0.9009 2.3275e-04 6.8000 0.9870 0.0011 
2 0.8977 2.5222e-04 6.9000 0.9801 0.0010 
2.1000 0.8947 2.7283e-04 7 0.9732 9.1276e-04 
2.2000 0.8919 2.9457e-04 7.1000 0.9664 8.2598e-04 
2.3000 0.8894 3.1747e-04 7.2000 0.9596 7.4746e-04 
2.4000 0.8870 3.4152e-04 7.3000 0.9529 6.7641e-04 
2.5000 0.8849 3.6671e-04 7.4000 0.9463 6.1212e-04 
2.6000 0.8830 3.9303e-04 7.5000 0.9396 5.5395e-04 
2.7000 0.8814 4.2045e-04 7.6000 0.9331 5.0131e-04 
2.8000 0.8800 4.4893e-04 7.7000 0.9265 4.5368e-04 
2.9000 0.8788 4.7841e-04 7.8000 0.9200 4.1058e-04 
3.0000 0.8778 5.0890e-04 7.9000 0.9136 3.7158e-04 
3.1000 0.8771 5.4028e-04 8 0.9072 3.3629e-04 
3.2000 0.8766 5.7255e-04 8.1000 0.9009 3.0436e-04 
3.3000 0.8764 6.0563e-04 8.2000 0.8946 2.7546e-04 
3.4000 0.8764 6.3941e-04 8.3000 0.8883 2.4931e-04 
3.5000 0.8766 6.7379e-04 8.4000 0.8821 2.2565e-04 
3.6000 0.8771 7.0867e-04 8.5000 0.8759 2.0424e-04 
3.7000 0.8778 7.4393e-04 8.6000 0.8698 1.8487e-04 
3.8000 0.8788 7.7946e-04 8.7000 0.8637 1.6733e-04 
3.9000 0.8800 8.1516e-04 8.8000 0.8577 1.5147e-04 
4 0.8814 8.5089e-04 8.9000 0.8517 1.3711e-04 
4.1000 0.8831 8.8647e-04 9 0.8457 1.2412e-04 
4.2000 0.8850 9.2175e-04 9.1000 0.8398 1.1236e-04 
4.3000 0.8872 9.5665e-04 9.2000 0.8339 1.0172e-04 
4.4000 0.8897 9.9105e-04 9.3000 0.8281 9.2090e-05 
4.5000 0.8923 0.0010 9.4000 0.8223 8.3376e-05 
4.6000 0.8952 0.0011 9.5000 0.8166 7.5489e-05 
4.7000 0.8984 0.0011 9.6000 0.8109 6.8351e-05 
4.8000 0.9017 0.0011 9.7000 0.8052 6.1891e-05 
4.9000 0.9054 0.0011 9.8000 0.7996 5.6044e-05 
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Para el parámetro α: 
 
Figura 60. Multiplicadores característicos para el parámetro alfa 
 
 
Figura 61. Ubicación de los multiplicadores característicos en el círculo 
unitario para el parámetro alfa 
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Los valores de los valores propios para el parámetro alfa son: 
 
Parámetro α λ1 λ2 Parámetro α λ1 λ2 
0.0500 0.8939 1.0569e-05 0.4000 0.0498 0.4791 
0.0600 0.8838 1.0228e-04 0.4100 0.0498 0.4649 
0.0700 0.8778 5.0890e-04 0.4200 0.0498 0.4512 
0.0800 0.8760 0.0017 0.4300 0.0498 0.4378 
0.0900 0.8786 0.0040 0.4400 0.0498 0.4249 
0.1000 0.8858 0.0079 0.4500 0.0498 0.4123 
0.1100 0.8975 0.0135 0.4600 0.0498 0.4001 
0.1200 0.9137 0.0206 0.4700 0.0498 0.3883 
0.1300 0.9342 0.0287 0.4800 0.0498 0.3768 
0.1400 0.9585 0.0373 0.4900 0.0498 0.3657 
0.1500 0.9860 0.0459 0.5000 0.0498 0.3549 
0.1600 0.9842 0.0498 0.5100 0.0498 0.3444 
0.1700 0.9551 0.0498 0.5200 0.0498 0.3342 
0.1800 0.9269 0.0498 0.5300 0.0498 0.3243 
0.1900 0.8995 0.0498 0.5400 0.0498 0.3148 
0.2000 0.8729 0.0498 0.5500 0.0498 0.3055 
0.2100 0.8471 0.0498 0.5600 0.0498 0.2964 
0.2200 0.8221 0.0498 0.5700 0.0498 0.2877 
0.2300 0.7978 0.0498 0.5800 0.0498 0.2792 
0.2400 0.7742 0.0498 0.5900 0.0498 0.2709 
0.2500 0.7513 0.0498 0.6000 0.0498 0.2629 
0.2600 0.7291 0.0498 0.6100 0.0498 0.2551 
0.2700 0.7076 0.0498 0.6200 0.0498 0.2476 
0.2800 0.6866 0.0498 0.6300 0.0498 0.2403 
0.2900 0.6664 0.0498 0.6400 0.0498 0.2332 
0.3000 0.6467 0.0498 0.6500 0.0498 0.2263 
0.3100 0.6276 0.0498 0.6600 0.0498 0.2196 
0.3200 0.6090 0.0498 0.6700 0.0498 0.2131 
0.3300 0.5910 0.0498 0.6800 0.0498 0.2068 
0.3400 0.5735 0.0498 0.6900 0.0498 0.2007 
0.3500 0.5566 0.0498 0.7000 0.0498 0.1948 
0.3600 0.5401 0.0498 0.7100 0.0498 0.1890 
0.3700 0.5242 0.0498 0.7200 0.0498 0.1834 
0.3800 0.5087 0.0498 0.7300 0.0498 0.1780 
0.3900 0.4936 0.0498 0.7400 0.0498 0.1727 
0.4000 0.0498 0.4791 0.7500 0.0498 0.1676 
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5.6 Diagramas de bifurcaciones 
 
 
Igual que para los sistemas autónomos, una bifurcación es un 
cambio en la estabilidad y en la estructura de los conjuntos 
invariantes de un sistema [37]. 
 
Después de haber realizado  simulaciones para diferentes valores 
de   los parámetros, se encontró que los parámetros para los cuales 
se genera comportamientos de interés son D (factor de dilución) y  
α (1- eficiencia del SLG). 
 
A continuación se muestra el diagrama de bifurcaciones variando 
el parámetro D mientras los valores de los otros parámetros son:  = 3000 _¡
           = 0         = 3,35 _¡      
 = 5522.3 _¡          = 14            = 1   3      = 0.07 
 
 
Figura 62. Diagrama de bifurcaciones. Parámetro D. T=2000 días 
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Figura 63. Diagrama de bifurcaciones. Parámetro D. T=2000 días 
 
 
Figura 64. Diagrama de bifurcaciones. Parámetro D. T=2000 días 
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Como se observó al realizar el análisis dinámico del sistema, 
cuando  Xin = 240 no se presentan comportamientos interesantes 
(ver Figuras 3 a Figura 17 y Figura 33 a la Figura 40). De igual 
forma esto se puede observar en el diagrama de bifurcaciones: 
 
Figura 65. Diagrama de bifurcaciones. Parámetro D. Xin=240 
 
Figura 66. Diagrama de bifurcaciones. Parámetro α;  T = 5000 días 
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Para Xin = 0 se obtiene el siguiente diagrama de bifurcaciones, con 
condiciones iniciales  S = 3500 y X = 0.5. 
 
 
Figura 67. Diagrama de bifurcaciones. Parámetro alfa. T=2000 días 
 
 
Figura 68. Diagrama de bifurcaciones. Parámetro alfa. T=200 días 
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Figura 69. Diagrama de bifurcaciones.  Parámetro α; T = 5000 días 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
90 
 
 
De los diagramas de bifurcaciones se deduce que el sistema en 
estudio presenta dos ramas de órbitas periódicas: una rama 
correspondiente a estados de buen funcionamiento del reactor 
(rama azul) y una rama de órbitas correspondiente al lavado del 
reactor, X=0, (rama roja). Estas dos ramas se acercan a medida 
que el valor del parámetro D se acerca a 6,6 o el parámetro α se 
acerca a 0,22, de estos valores en adelante el reactor deja de 
funcionar correctamente y las dos ramas siguen trayectorias 
bastante cercanas, sin embargo nunca se tocan. 
 
 
 
     
   
 
 
 
 
 
 ‖‖ = «áAA: 6A/A ∈ ó­®¯°  ±²­¯ó¯a° ;  
 
En tres dimensiones se vería de la siguiente forma: 
 
 
 
 
 
 
 
 
 
 
 
 
‖‖ 
D 
Rama de órbitas periódicas 
D=6 
S 
X 
T 
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Visto en el cilindro de espacio de estados de la aplicación de 
Poincaré, se vería así: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
X=0 
(lavado) 
T(tiempo) 
X 
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5.7 Estabilidad biparamétrica 
 
 
Para determinar los rangos de los parámetros bajo los cuales el 
reactor opera en forma estable, se hace el análisis variando los dos 
parámetros de interés D y α, y aplicando los criterios de estabilidad 
usados anteriormente.  
 
Teóricamente, los valores en color rojo muestra los valores para los 
cuales el sistema es inestable y en color azul se muestran los 
valores para los que el sistema es estable. Sin embargo se puede 
ver claramente  la influencia del tiempo en los resultados.  
Básicamente lo que ocurre es que el sistema necesita más tiempo 
para converger a la órbita de estabilización.  
 
Se puede apreciar la similitud entre la Figura 71 y la Figura 55. 
Los puntos que aparecen de rojo en la Figura 71 son los puntos en 
los que el reactor pasa del equilibrio correspondiente a una 
operación normal al equilibrio correspondiente al lavado del 
reactor, que como se mencionó anteriormente es un estado no 
deseado.  
 
Figura 70. Estabilidad biparamétrica. T=150 días. 
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Figura 71. Estabilidad biparamétrica. T =500 días. 
 
Figura 72. Estabilidad biparamétrica. T = 1000 días. 
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5.8 Comparación entre el sistema no forzado y el sistema 
forzado periódicamente 
 
Para ver los efectos que produce el forzamiento periódico en el 
sistema no forzado se puede comparar el comportamiento de las 
variables de estado en ambos sistemas bajo condiciones similares.  
Se puede observar que el efecto del forzamiento es generar una 
envolvente de baja amplitud en el caso de la biomasa X. 
En el caso del sustrato, S, la envolvente es de alta amplitud.  
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Figura 73. Evolución temporal de la biomasa - Sistema no forzado 
 
Figura 74. Evolución temporal de la biomasa - Sistema Forzado 
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Figura 75. Evolución temporal del sustrato - Sistema no forzado 
 
Figura 76. Evolución temporal del sustrato - Sistema Forzado 
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Figura 77. Espacio de estados - Sistema no forzado 
 
Figura 78. Espacio de estados - Sistema Forzado 
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Figura 79. Diagrama de bifurcaciones para el sistema no forzado- Parámetro D 
 
Figura 80. Diagrama de bifurcaciones para el sistema no forzado. Parámetro D 
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RESULTADOS Y 
CONCLUSIONES 
 
Los resultados encontrados en el análisis dinámico de este reactor, 
solo se pueden considerar como aplicables a él, ya que en el campo 
del tratamiento de aguas no es posible hacer generalizaciones. 
Cuando una empresa decide emplear un reactor UASB para el 
tratamiento de sus aguas residuales, debe tener en cuenta varios 
factores, entre ellos está la caracterización del efluente a tratar 
pues este puede variar mucho y depende completamente del 
proceso industrial. Es así como la escogencia del tipo de 
tratamiento que se quiera usar debe hacerse luego de haber 
realizado una buena caracterización del efluente, de las 
posibilidades de ensayo en una planta piloto y de un buen 
conocimiento de los factores que influyen en el proceso.  
 
Con base en el análisis dinámico del modelo se encontró que: 
 
1.  En general, el reactor UASB en estudio presenta una buena 
estabilidad para diferentes condiciones de operación, 
especialmente cuando el efluente a tratar es el proveniente de un 
lixiviado. Esto es debido a que en este caso no se presenta el 
fenómeno de “washout”, (por lo menos desde el punto de vista 
analítico) pues en todo momento habrá en el reactor biomasa, ya 
que hace parte de la composición del agua a tratar.  
 
2. El sistema deja de funcionar correctamente bajo condiciones de 
lavado. De acuerdo con los resultados obtenidos en las diferentes 
simulaciones, los parámetros que más influyen en este fenómeno 
son el factor de dilución(D), el cual tiene que ver con la velocidad 
con que el efluente atraviesa el reactor y la eficiencia del separador 
sólido-líquido-gas(α). Para valores de D mayores a 6.5 se produce 
lavado o para valores de α mayores de 0.2, aproximadamente.  
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En la Figura 55 se observa las diferentes combinaciones de D y α 
que pueden proveer una buena operación del reactor y cuáles 
condiciones se deben evitar.  
 
3. En el diagrama de bifurcaciones la zona de lavado corresponde a 
los valores de 
 > ³´µEW¶··@p¸   para los cuales Muñoz [2] llegó a la 
conclusión que su sistema estaba en estado estable, luego de 
haber realizado el análisis sugerido por Bequette [38]. Solo que este 
es un estado estable no deseado.  Adicionalmente,  en el presente 
trabajo se encontró la influencia de la eficiencia del separador SLG 
en el fenómeno de lavado del reactor.  
 
4.  Sin duda la herramienta más importante para el desarrollo del 
presente trabajo fue el uso de los métodos numéricos, sin los 
cuales no habría sido posible realizar las diferentes simulaciones. 
Pero la importancia de estos métodos va mas allá de solo obtener la 
solución de ecuaciones diferenciales que no tienen solución por 
métodos analíticos convencionales. El uso de la simulación de 
procesos hace mas eficientes las etapas de investigación y 
desarrollo del tratamiento de residuales.  
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