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INTRODUCTION 
 
 
 
 
The present manuscript is an updated version of the lecture notes I had used in 1993 for 
lectures at Gifu University and the TU Delft. I will update this “Introduction” as the 
lecture evolves. At this stage I have revised Section 1 on Vectors and Tensors. The main 
difference to the previous manuscript is that I have taken out the subsection on covariant 
differentiation, Christoffel symbols etc in acknowledgement of the fact that if curve-
linear coordinates are used it is usually either is in a numerical context (iso-parametric 
finite elements), or one restricts oneself to cylindrical or spherical coordinates. In both 
cases the full differential calculus in curve-linear coordinates is not needed. However this 
does not mean that the ability to express geometric transformations in Lagrangian 
coordinates (which are curve-linear in general) is unnecessary. Quite the contrary, some 
of the basic geometric relationships derived in Section 1 will be very useful e.g. in the 
construction of constitutive relationships and the interpretation of various well-known 
definitions of stress and strain tensors. Accordingly we begin with a brief representation 
of vectors, tensors in curvilinear coordinates, whereby the curvilinear coordinates are the 
deformed material coordinates. The present lecture series is again intended for students 
who have already had their first encounter with continuum mechanics.  I begin with a 
brief representation of vectors, tensors and equations of motion in curvilinear 
coordinates, whereby the curvilinear coordinates may be the deformed material 
coordinates.   
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MECHANICS OF EARTHSYSTEMS 
H-B. Mühlhaus 
 
1.  STATICS AND KINEMATICS IN MATERIAL COORDINATES 
1.1 Vector and Tensor Algebra 
A number of mechanical processes are favourably formulated with respect to deformed 
material coordinate lines.  For this we introduce - besides the cartesian (x1, x2, x3) - 
coordinate system with the fixed basis vectors e1,e2,e3 - a second system which is given 
by the material coordinates ξ1, ξ2, ξ3. In agreement with the conventions of vector and 
tensor analysis in general coordinate systems in some cases we have to superscript the 
indexes (e.g. xi and ξi).  This complication defaults if we use exclusively rectangular 
Cartesian coordinates.  At time t = τ the ξi coordinates or material coordinates and the xi 
coordinates coincide; for t ≠ τ the ξi system is curvelinear in general. 
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 Figure 1: Material coordinates 
 
The basis vectors gI of the ξI system as  
 ikkki x
 and geeg ∂
∂ξ=∂ξ
∂=
i
i
kx
 (1.1) 
We use capital letters for the indexes of material components and lower case letters for 
the spatial components. The deformation gradient is defined as 
  I
k
kI ξ
F ∂
∂= x   (1.2) 
 and accordingly  
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  k
I
Ik
x
ξF ∂
∂=  where kjjkIjkI δδFF ==  , (1.3) 
where ijδ  is the Kronecker-δ tensor. Using the notations (1.2) and (1.3), the relationships 
(1.1) between the basis vectors may be written as: 
  kkII F eg =  and IIkkk F gee ==   (1.4) 
The contravariant components Iv  of the vector v are defined as 
 .vv I
I
i
i gev ==  (1.5) 
If i
iw ew =  is a second vector then the scalar product of v and w is 
  ,  gwvwv IJ
JI
J
JI =⋅=⋅ ggwv I                          (1.6)   
where  
  kJkIIJ FFg =  (1.7) 
is the covariant metric tensor. The significance of IJg in connection with measures for 
strain and deformation will be discussed in section 1.3.  
 Similarly we have 
  ( ) ( )LggggBA ⊗⋅⊗=⋅ KJIKLIJBA  
  )(BA IKJ
IJ
L
KL gggg ⊗⋅=  
  ( )LKL gg ⊗= IJKIJ gBA  (1.8) 
 
  ( ) ( )KJIKLIJT BA ggggBA ⊗⋅⊗=⋅ L  
  ( ) .gBA KIJLKLIJ gg ⊗=  (1.9) 
 For the computation of work expressions and invariants one often requires 
expressions of the kind 
  ( ) ILKL ggBAtr JKIJ=⋅ BA  
and 
  ( ) .ggBAtr IKIJT JLKL=⋅ BA  (1.10) 
 For computational purposes it is useful to introduce the contravariant base vectors gI, 
orthogonal to gI and the corresponding contravariant metric tensor gIJ as 
  ,g, JIIJJIJ
I gggg ⋅=δ=⋅  (1.11) 
where IJδ  is the Kronecker - δ tensor.  From (1.11)1 and (1.11)2 it follows 
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so that 
  .gandg JIJIJ
IJI gggg ==  (1.13) 
where 
  kJkIIJ FFg =  (1.14) 
 The co- and contravariant vector and tensor components are related by 
  ii
I
II
I vvv eggv ===  (1.15) 
so  
  .iKKiJIJIJIJI Fvvandvgv,vgv ===  (1.16) 
 Similarly, we have 
  .AggAandAggA KL
JLIKIJKL
JLIKIJ ==  (1.17) 
 Let eijk = eijk with e123 = 1 be the permutation symbol with respect to the Cartesian 
base.  Then 
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∂
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∂
∂=  (1.18) 
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and with  
  ijk3
k
2
j
1
i
J
i
e
ξ
x
ξ
x
ξ
x
ξ
xdet ∂
∂
∂
∂
∂
∂=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
 (1.20) 
we find 
  )gdet(g,ge IJrstRST ==ε  (1.21) 
and 
  .e
g
1e
g
1ε rstrst
RST ==  (1.22) 
 The vector product of two vectors v and w can be written as 
  tsrrstTSR
RSTTSR
RST wvewvεwvε eggwv ===×  (1.23) 
We record some other useful results.  We have  
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  ,ε TRSTSR ggg =×  (1.24) 
  ,ε T
RSTSR ggg =×  (1.25) 
With 
  [ ] ( )TSRTSR gggggg ×⋅=  (1.26) 
we find 
 [ ] [ ] ,εRSTRTSTSR === Lgggggg  and [ ] [ ] RSTRTSTSR ε=== Lgggggg (1.27) 
 In particular 
  [ ] [ ]
g
1,g 32121 == gggggg 3  (1.28) 
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1.2 Volume and surface Elements 
An infinitesimal  volume element dV of the continuum is obtained as 
  43421
321
1 dξdξg
321 )d(dddV
g
sss
=
×⋅=
dS
 (1.29) 
where 
  ,dξd (I)(I)I gs =  (1.30) 
so that 
  [ ] 0321321321 dVgdξdξdξgdξdξdξdV === ggg , (1.31) 
 
where dV0 is the volume element in the undeformed configuration. For the calculation of 
material surface elements we consider an infinitesimal curve-linear tetrahedron P P1 P2 P3 
(Figure 2) which is bounded by the deformed coordinate curves ξ1 = const., ξ2 = const. 
and ξ3 = const. 
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  Figure 2: Infinitesimal tetrahedron 
 
 The areas of the tetrahedron surfaces are  
.dξdξdS,dξdξdS,dξdξdS 212121321
13
132
1
22
132
322
1
12
1 gggggg ×=×=×=  (1.32) 
Since 
  132 gggg =×  (1.33) 
we note 
  ,dξdξggdS 321121121 =  (1.34) 
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Analogue relations are obtained for dS2 and dS3.  The oriented surface elements are 
  .
g
dS
d
II
I
I
I
gS =  (1.35) 
 Also, the area of P1 P2 P3 is denoted as dS.danddS 212121 nS =   Thus 
  ∑
=
=
3
1i
II
I
I
,
g
dSdS gn  (1.36) 
so that if nI are the covariant components of n with respect to gI, by comparing 
coefficients it follows 
  0I
II
0I
II
I
II
I dSnggdSggSddSgn ===  , (1.37) 
and thus 
 
                                     0II dSgndSn =  . (1.38) 
The following relationship is important when we derive equations of motion with  respect 
to the reference configuration. From (1.38) it follows that 
  0
I
I dSndS gn g=  . (1.39) 
Using the relationship in the second line of (1.12) gives: 
  0kI
Ik dSnFgdS en =  . (1.40) 
 
1.3  Stress and Strain 
 The stress tractions acting on the surface elements dSi and dS of the infinitesimal 
tetrahedron (Figure 2) are designated as τI and t respectively.  Using standard 
equilibrium arguments we find that 
  ∑
−
=
3
1i
II ,dSdS τt  (1.41) 
and, from (1.36) 
  .ng
3
1i
I
II
I∑
=
= τt  (1.42) 
 Since t is invariant and nI covariant, it follows that 
II
I gτ  transforms according to a 
contravariant type of transformation.  We may write 
  .τg J
IJII
I gτ =  (1.43) 
where the contravariant second order tensor τIJ is the so-called Green's stress tensor.   
Stress boundary conditions are written as 
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  ,P I
IgPt ==  (1.44) 
where the distribution of the stress vector P is assumed as known;  inserting (1.43) into 
(1.42) and the result into (1.44) yields: 
  .Pnτ IJ
IJ =  (1.45) 
Other definitions of the stress tensor are obtained if we change the basis to which the 
stress components are referred; i.e.: 
                    
{ ( ) { ( ) { ( ) { ( )ji
Cauchy
ij
Ji
Kirchhoff
Piola
st1
iJ
JI
Kirchhoff
Piola
nd2
IJ
JI
Green
IJ s
g
1S
g
1 eegeggggT ⊗σ=⊗=⊗=⊗τ=
−−
 
             (1.46) 
 Note that the position of the indexes of Cartesian components is insignificant.  In 
(1.46) we could have equally written the components of the Cauchy stress tensor as ijσ . 
Relationships between the various definitions are obtained by inserting (1.4) and (1.12) 
into (1.46). For instance, in symbolic notation 
  T
g
1 FSFσ = and T1 )(g −= Fσs , (1.47) 
where  
  [ ] iKiK F=F  and [ ] KiKi1 F=−F  (1.48) 
 Green's stress tensor is conjugate in energy† to the Green-Lagrange strain tensor, which 
is defined as 
  ( ) ,δ-gγ IJIJ21IJ =  (1.49) 
where we have assumed that the coordinates ξI are ortho-normal in the reference 
configuration at time t = τ.  For an interpretation we note that jiIJ20 dξdξδds =  and 
JI
IJ
JI
JI
2 dξdξgdξdξds =⋅= gg  so that 
  JIIJ
2
0
2 dξdξ2γdsds =−  (1.50) 
We use (1.7) to express IJγ  in terms of iJF ; the result reads 
  )FF(
2
1
IJkJkIIJ δ−=γ  (1.51) 
Or, in symbolic notation 
                                                     
† In the sense that dVvfdVdAvt J
B
J
B
IJ
IJ
J
B
J ∫∫∫ ρ+γτ=
∂
& , where ρ is the mass density of the 
material, f J are the contravariant, material components of the volume force vector per unit mass 
density. 
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  )(
2
1 T δFFγ −=   (1.52) 
In the mechanics literature the metric tensor gIJ is often designated as the right Cauchy-
Green tensor with the notation C instead of g , viz 
  FFC T=  (1.53) 
The left Cauchy-Green tensor is defined as 
  TFFB =  (1.54) 
The components of (1.51) and (1.52) are referred to the material basis, as are the 
components of Green’s and the 2ndPiola-Kirchhoff stress tensors whereas the components 
of (1.53) are referred to the spatial basis, as are the Cauchy stress components. Note that 
covariant components IJγ&  are generally not equal to the components of the rates of  
JI
IJγ ggE ⊗= .  
1.4 Integral theorems 
Gauss’ s divergence theorem states that for any vector field t we have  
  dV)(dVdivdS
B
T
I
I
BB
T ∫∫∫ ξ∂∂==∂ tgtnt , (1.54) 
where the integral on the right being taken over all material point on the inside of the 
body B, and the integral on the left being taken over the whole of the boundary surface 
which encloses B; dSn  being an element of this surface represented by a vector pointing 
outward. 
Stokes’ s theorem states that 
  dS))((dS)rot(d T
B
I
IT
B
T ntgntlt ∫∫∫
∂∂Γ
×ξ∂
∂==  (1.55) 
Here the integral on the right is over any connected surface B∂ , which is bounded by the 
continuous curve Γ . On the left, dl is an element of length along this curve, and the 
integral is over the complete circuit. If the surface and its bounding curve are viewed in a 
direction such that dSn  points towards the observer rather than away from him/her!), 
then dl points round the curve in a anticlockwise direction. With respect to Cartesian 
coordinates where the position of the indices is insignificant, (1.54,1.55) are obtained as: 
  dVtdVt
x
dSnt
B
i,ii
B i
i
B
i ∫∫∫ =∂∂=∂ , (1.56) 
and 
  dSn)t
x
e(dlt i
B
k
j
ijkii ∫∫
∂Γ
∂= . (1.57) 
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1.5 Time Derivatives 
Physical laws such as constitutive relationships have to be invariant or transform in an 
objective fashion upon transformation of the observer frame. For illustration of the notion 
of objectivity in this context we consider the deformation of a body upon which we 
superimpose a rigid body rotation Q.  The stress tensor reads 
  lk
kl
ji
ij eeeeT ⊗σ=⊗σ=   (1.58) 
where the co-rotating basis vectors are related to the spatially fixed basis vectors as: 
  mmkk Q ee =  (1.59) 
In (1.58) ijσ  are the stress components with respect to the spatially fixed bases, ijσ  are 
the components of the original motion, without superimposed rigid body motion, as 
observed by a co-rotating observer. Inserting (1.59) into (1.58) and comparing 
coefficients yields: 
   TQTQT =  (1.60) 
Tensors transforming upon change to a rotating observer frame as in (1.60) are called 
objective. Quantities which are unaffected by such a transformation, i.e. if TT =  are 
called invariant. For instance the components of the Cauchy stress tensor are objective 
whereas the components of the 2nd Piola-Kirchhoff stress tensor are invariant (compare 
equation  (1.46); see also exercise 1.3). 
The material time derivative of an objective tensor is in general not objective: 
   TTT QQTTQQQTQT &&&& ++=  (1.61) 
The tensor T is not objective because of the second and third term on r.h.s. of (1.61). 
Tensor components, which are referred to locally co-rotating or material coordinate bases 
are usually objective or invariant. For instance the components of the 2nd Piola-Kirchhoff 
stress tensor are invariant and the so-called Oldroyd stress derivative is objective.  The 
following relation defines Oldroyd’s stress derivative: 
   nmnJmI
IJ
JI
IJ
O
Omng
FFSS
dt
d eeggT ⊗=⊗=
σ
43421
&&
&
 (1.62) 
Upon superposition of the rigid rotation Q the material basis vectors are obtained as: 
   mmIkmIkmkkII FFQF eeeg ===  (1.63) 
Insertion into (1.62) gives: 
   nmnJmI
IJ
O
FFS
dt
d eeT ⊗= &   (1.64) 
Thus 
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   T
OO
)
dt
d(
dt
d QTQT = . (1.65) 
However there are many other possibilities to define objective tensor rates, infinitely 
many possibly and, which one to choose depends on the physical context and 
convenience. A simple strategy to construct objective tensor rates is as follows: During 
the time interval (t, t+dt) we refer the tensor components to a locally co-rotating 
basis iii deee += , where kkii ee Ω=& and kiik Ω−=Ω . The only constraint for the spin 
Ω is that it can be represented as ΩWΩ ~+= , where W is the spin of an infinitesimal 
volume element of the continuum, the non-symmetric part of the velocity gradient and 
Ω~  is an objective tensor. We now define a group of objective tensor rates as follows: 
 jkjmkmkmmjjiijjiij )(dt
d eeTeeeeTT ⊗Ωσ+Ωσ−=⊗σ−⊗σ−=
Ω
&&&&   (1.66) 
We subtract so to speak the non-objective part from the r.h.s. of (1.61). The prove of the 
objectivity of (1.66) follows directly from the standard result 
   TT QWQQQW += & , (1.67) 
where W is the spin obtained upon superposition of the rigid rotation Q (see solution of 
exercise 1.10 for more details of the derivation). If we substitute WΩ = in (1.66) 
then Tdt/dΩ  is equal to the well-known Jaumann derivative Tdt/d J . Another 
frequently used definition is obtained if we substitute TRRΩ &= where R the rotation 
tensor in the polar decomposition of the deformation gradient F=RU, where CU =  is 
the so-called left stretch tensor. In many case it is advantageous to identify Ω with the 
spin of the microstructure of the material. We consider two special cases for illustration. 
Assume that a material contains thin fibres (Figure 3). The fibres are perfectly bonded 
with the material and are all oriented in the same direction (a0) in the reference 
configuration. The natural choice for the objective stress rate in this case is Oldroyd’s 
stress derivative ((1.62); see also exercise 1.7). However it is often desirable to separate 
the effect of fibre extension from the purely geometrical co-rotation of the spatial tensor 
components. These two effects are mixed in Oldroyd’s derivative.  
 
fibres d ξ3
d ξ2
g1
ξ1
 
Figure 3 Fibre reinforced material. In the Figure the fibres are aligned with the material 
1ξ  coordinate. 
At time t>τ the tangent vector to the fibres reads: 
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   { kkI
I
I
I
ka
Faa ega == .  (1.68) 
 
The time derivative is obtained as: 
kkmmkmI
Jm
kJ
I
kkI
I LaFFFaFa
km
L
eeea === 321&&&   (1.69) 
If a is to be a unit vector then we have to clip off the rate contribution parallel to a. The 
rate of the unit tangent reads: 
  aΩaDaaaDaWaLaaLaa aT ))()(()( =⊗−⊗+=−=& . (1.70) 
Vectors characterising typical material orientations are called directors and the 
corresponding continuum is called a director continuum. The motion of the material 
points does not always determine the transformations of the directors. In such cases the 
transformation is determined by independent rotational degrees of freedom and additional 
balance equations are required to complete the description of the material. Transversely 
isotropic or laminated materials or material containing flat plate-like structures are 
characterised amongst other things by the normal vector m of the material plane of 
isotropy. From (1.40) we know that 
  0
T1 )( mFm −≈   (1.71) 
and the rate of the unit normal is obtained as 
   mΩmDaaaDaWm m))()(( =⊗+⊗−=&   (1.72) 
Both Ωa and Ωm respectively are suitable for the definition of co-rotational stress rates of 
the type (1.66). 
   
  
1.6 Exercises 
1.1 The basis vectors gI of the material coordinate system are not orthonormal in general. 
Derive an expression for the physical components of the 2nd Piola-Kirchhoff stress tensor. 
1.2 Prove (1.57) for )0,t,t( 21
T =t using Gauss’s theorem. Hint: the vectorial line 
element may be written as dlsdl ii = , where jij3i mes −= ; mj are the components of the 
unit outward normal vector to Γ. 
1.3  Show that C and B are invariant and objective respectively with respect to 
superposition of rigid body motion. Hint: iix ex =  (fixed observer), iix ex =  observer 
co-rotating with superimposed rigid body rotation; jjii Q ee = . 
1.4 Derive relationship between stretching ))(vv1/2( jii,jj,i eeD ⊗+=  and the rate of 
the left Cauchy Green tensor C& . 
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1.5 Evaluate the components of  JIIJ ggE ⊗γ=  with respect to the Cartesian basis ei 
and  calculate E& . 
1.9 Use Gauss’s theorem to prove that 0)Fg( I,
Ik = . 
1.7 Show that ))(LLv(g
dt
d
jikjikkjikijk,kij
O eeT ⊗σ−σ−σ+σ= &  where j,iij vL = . 
1.8 Express CU =  in terms of the eigenvectors and eigenvalues of C. 
1.9 Derive matrix representation of (1.72) assuming that the deformation is restricted to 
the (x1,x2) plane. 
1.10 Prove that the derivative dt/d TΩ  as defined in (1.66) is objective. 
1.11 Derive an objective, rate-type rate type constitutive relationship relating a suitable 
objective rate of the contact force ijF  between two spherical particles with mass 
centres at xi  and xj respectively to the relative velocity between the contact points 
Pij and Pji. The particles are assumed as rigid, except at the contact point, which have 
the contact shear and normal stiffnesses kS and kN respectively. The sphere radii are 
Ri and Rj respectively. 
 
2.  CONSERVATION LAWS 
2.1Momentum Balance 
The resulting force F acting on an arbitrary B body may be written as: 
   ∫∫
∂
+=
BB
dSdVρ tfF ,  (2.1) 
where  t is the stress traction (1.41); f is a local (independent of the choice of B) force per 
unit mass.  In the homogeneous gravity field of the earth we have gf g= , where g is the 
gravitational constant and g is the unit vector into the direction of the gravitational force. 
The impulse vector is defined as dVρ
B
vI ∫= and for inertial systems the momentum 
balance  reads:  
   FI =&  where II
dt
d=&  (2.2) 
Inserting (2.1) and the definition of the Impulse vector yields: 
   ∫∫∫
∂
+=
BBB
dSdVρdVρ
dt
d tfv   (2.3) 
For the derivation of the local form of (2.3) with respect to the different bases we use (see 
1.46) 
  { { { 0
B
IJ
IJ
0
B
iJ
iJ
B
ijij
B
dSnSdSnsdSndS
00 nd PK2stPK1Cauchy
∫∫∫∫
∂∂∂∂
==σ= geet = 
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               dV)S(dVsdV J,I
B
IJ
i
B
iJ
J,i
B
j,ij
00
gee ∫∫∫ ==σ ,  (2.4) 
mass conservation 
  0dVρ
dt
ddVρ
dt
ddVgρ
dt
dρdV
dt
d
B B B
00000
B 0 0
==== ∫ ∫ ∫∫   (2.5) 
and obtain, assuming  smoothness of the fields and validity of balance for arbitrary B: 
   0)ρ( ij,ij =σ+− evf &   (2.6) 
or 
   0s)(ρ i
iJ
J,0 =+− evf &   (2.7) 
or 
   0)S()(ρ J,I
IJ
0 =+− gvf & , (2.8) 
depending on the chosen stress measure. 
 
2.2 Angular Momentum Balance 
The angular momentum with respect to the origin of the observer frame is defined as: 
   dVρ
B
vxL ∫ ×=  (2.9) 
The angular momentum balance reads 
   ∫∫ ×+×=
∂ BB
dVρdS fxtxL&  (2.10) 
Considering mass conservation and noting that 0=× vv , we obtain 
   { 0dV)(dV))(ρ( iij
B
j,ij,ij
B 0
=σ×+σ+−× ∫∫ exevfx
je
44 344 21 &   (2.11) 
Inserting (1.24) into (2.11) yields: 
   0dVe ijk
B
jik =σ∫ e   (2.12) 
Since B is arbitrary we conclude in the usual way that 0e ijjik =σ or, equivalently 
jiij σ=σ . By (1.1), (1.18), (1.24) and (1.47) we obtain the material form of (2.12) as: 
   { 0dVSedVS 0
IJK
B
JIK
B
0I
IJ
J,
00 J
==× ∫∫ ggx
g
 (2.13) 
  
 
2.3 Virtual Power 
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The virtual power balance is starting point for many computational schemes including the 
finite element method. Central to the virtual power principle is the notion of virtual 
degrees of freedom, virtual velocities even virtual spins as in the Cosserat continuum 
theory, virtual temperature, etc. The virtual degrees of freedom are constrained by two 
requirements: Firstly their components have to vanish on those parts of the boundary 
B∂ where components of the degrees of freedom are prescribed. If for instance in a 
boundary value problem the velocity component v2 is prescribed on some part of the 
boundary then the component w2=0 on this part of the boundary; the other components 
of w are free.  
Secondly, if n is the order of the highest derivative of a degree of freedom in the 
governing differential equation, then the corresponding virtual degree of freedom must be 
continuously differentiable at least to the order n-2 (see literature on Sobolev spaces). In 
a standard continuum n=2 usually so that the virtual velocities must be continuously 
differentiable to the zero’th order (=continuous). The function space of the n-times 
continuously differentiable functions is called Cn. In finite element solutions of standard 
continuum problems the usual choice is C0-continuity for the interpolation-or shape 
functions of the degrees of freedom as well as the virtual degrees of freedom. It should be 
mentioned that the limit of an expansion (e.g. a Fourier series or a series of finite element 
calculations based on successively refined meshes) may be discontinuous even if each 
member of the series is continuous. The Dirac-delta function is a famous example. In this 
sense is the space of the continuous functions not complete because it does not contain 
the discontinuous limits of series formed by members of the continuous function space. 
For C0 to be complete we must formally include those limits i.e. Dirac-delta functions. 
This has important implications since it allows us to formally accept certain 
discontinuous fields as obtained in certain b.v.p.’s involving plastic instabilities such as 
shear bands.  
Virtual degrees of freedom satisfying these two requirements are called admissible or 
kinematically admissible in connection with virtual velocities or displacements.  
The virtual power balance or virtual power principle (VPP) is obtained by multiplying 
(2.6) with the virtual velocity field w. Integration over B gives: 
   0dVw)vf(( iii
B
j,ij =−ρ+σ∫   (2.14a) 
 Now we apply  Gauss’s theorem and obtain: 
   dSdV)(dV)(D
BB
ij
B
ij wtwvfw
t
⋅+⋅−ρ=σ ∫∫∫
∂
& ,  (2.14b) 
where ij)(D w  is the stretching in the calculation of which we have replaced the velocity 
v by the virtual velocity w and tB∂  is the part of the boundary where stress components 
are prescribed. Before proceeding we need to specify if only in very broad terms the class 
of problems we are considering. It suffices to assume that over the process time s the 
stress is related to the deformation as: 
   )tst),s,(( startijij <<σ=σ ξx  (2.15) 
and the solution or the solutions )s,(ξx  of our initial boundary value problems satisfy 
the momentum balance (2.6), the stress and displacement boundary conditions for all s as 
well as initial conditions at s=tstart. 
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Solutions of the VPP a priory satisfy the displacement boundary conditions and (2.14) for 
arbitrary, kinematically admissible w’s.  
Note that the highest spatial derivative in (2.6) is one order higher than the highest spatial 
derivative in (2.14). Boundary value problems involving (2.6) or ((2.7) or ( 2.8)) are 
therefore called the strong form of the boundary value problem and boundary value 
problems based on the VPP are called the weak form of the boundary value problem. 
Accordingly there are weak and strong solutions. The boundary value problems of 
infinitesimal, linear, isotropic elasticity are uniquely soluble and the weak and strong 
forms and weak and strong solutions coincide. 
We have already established that every solution of (2.6) satisfying the stress boundary 
conditions as well also satisfies the (2.14). Now we have to proceed the other way 
around: We select w fields, which are zero on B∂ . Application of Gauss’s theorem 
yields: 
   0dVw)vf(( iii
B
j,ij =−ρ+σ∫ & . (2.16) 
The positions of the indexes in (2.16) are not significant since all components are 
Cartesian. Now we choose specifically )(w i xδ= where )(xδ  is the Dirac-delta 
function, vanishing everywhere in B except at xx = ; B∈x  and 1dV)(
B
=δ∫ x . This 
choice of w enables the conclusion, that any function satisfying (2.14) for arbitrary 
virtual velocities also satisfies the momentum balance (2.6). We have mentioned above 
that the Dirac-delta function is indeed a legitimate choice for the virtual velocities. It 
remains to show that the stress fields satisfying (2.6) also satisfy the stress boundary 
conditions. Applying again Gauss theorem in (2.16) this time however with non-
vanishing w’s on B∂ . The result reads: 
   0dSw)tn( iijij
B
=−σ∫
∂ t
, (2.17) 
where the stress traction ti is given on tB∂ . By choosing again Dirac-deltas for w we 
conclude that stress fields satisfying the VPP for arbitrary w’s also satisfy the stress 
boundary conditions. 
The mixed form of the VPP is obtained by multiplying (2.7) with kkw ew = , integration 
over B0 and subsequent application of Gauss’s theorem. The result reads: 
   00
B
0iJ
B
iJ dSgdVg)(dV)(Fs
B000
wtwvfw
t
⋅+⋅−ρ= ∫∫∫
∂
&& ,  (2.18) 
The same procedure applies for the material form of the VPP.  Multiplication of (2.8) 
with w, integration and application of Gauss’s theorem, yields: 
   00
B
0kJ,kI
B
IJ dSgdVg)(dVwS
B000
wtwvfeg
t
⋅+⋅−ρ=⋅ ∫∫∫
∂
& .(2.19) 
 We consider the identity 
   { J,kkIlkJ,klIkJ,kI wFwFw
kl
==⋅
δ
eeeg  (2.19a) 
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and since in a standard continuum, the 2nd Piola-Kirchhoff stress is symmetric (2.13), 
only the symmetric part of the r.h.s. (2.19) is required, contributes to the result. The 
symmetric part of (2.19) is equal to )(IJ wγ& so that the result reads:  
  00
B
0ijIJ
B
IJ dSgdVg)(dV)(S
B000
wtwvfw
t
⋅+⋅−ρ=γ ∫∫∫
∂
&& .  (2.20) 
 
2.4 Incremental Forms 
Nonlinear problems are often solved in the form of a succession of linearised problems. 
The linearisation process inevitably entails a discretisation error; however this error can 
be controlled by iteratively improving the quality of the approximation after each or 
every other incremental step. The analysis of the incremental- or tangent operators also 
allows important conclusions on the character of the differential problem (see chapter 5 
which deals with linear instability analyses). In the following outline we restrict 
ourselves on purely mechanical phenomena in which case the basic unknown is the 
history of the positions of the material points. The generalisation to multi-field problems 
is straight-forward. 
The position of a material point at time t+∆t is written as: 
   uxvxx ∆+=∆+=∆+ tttt t   (2.21) 
In a similar way we decompose the acceleration, surface traction and volume force as: 
  .,, t∆tttttttt and ffftttvvv ∆+=∆+=∆+= +∆+∆+ &&&  (2.22) 
Inserting into the mixed form of the momentum balance (2.7) yields: 
    s)(ρs)(ρ i
tiJ
J,
tt
0i
iJ
J,0 evfevf −−−=∆+∆−∆ && , (2.23) 
where 
   iJJ,
tiJ
J,
ttiJ
J, sss ∆+=∆+  . (2.24) 
The right hand side of (2.23) is equal to zero if tv and 
tiJs are exact. However usually 
the fields are not exact, are the result of some form of approximation and in this case it is 
advantageous to include the so called out of balance force (=right hand side of (2.23)) in 
the incremental momentum balance to avoid the accumulation of truncation errors. The 
full form of (2.23) is also needed if we wish to iteratively improve the accuracy of the 
incremental solution. In view of the incorporation of incremental constitutive 
relationships into the formulation it is also advantageous to express (2.24) in terms of 
invariant or objective stress measures such as the 2nd Piola_Kirchhoff or the Cauchy 
stress tensors respectively. Expressed in terms of the 2nd Piola-Kirchhoff, equation (2.23) 
reads: 
{   )S()(ρ))S(uSF()(ρ
t
J,I
IJtt
0iJ,
tKJ
K,i
KJt
iK0
kkI
IJFS e
gvfevf −−−=∆+∆+∆−∆ && , (2.25) 
where we have used the relationship (see (1.46), (1.47)): 
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   SFFSFSs ∆+∆=∆=∆ )(  (2.26) 
For simplicity we illustrate the further course of the procedure by means of the following 
specific constitutive relationship: 
   )uFFu(
2
1CCS N,kkMkNM,k
IJMN
MN
IJMNIJ ∆+∆=γ∆=∆ .  (2.27) 
where IJMNC is the tensor of the incremental moduli. Specific forms will be discussed in 
section 3.  
We remember that the deformation gradient FiJ is defined as 
   J,iiJiiJiJ
i
JiJ u)u(xxF +δ=+ξξ∂
∂=ξ∂
∂=ξ∂
∂=  (2.28) 
and rewrite (2.28) as 
   )uuuu(
2
1CCS N,kkMkNM,k
IJMN
MN
IJMNIJ ∆+∆+ε∆=∆ , (2.29) 
where 
   )uu(
2
1
N,kkMkNM,kMN ∆δ+δ∆=ε∆ . (2.30) 
We consider the symmetry JINMIJMN CC = , insert (2.29) into (2.25) and obtain: 
 
  )S()(ρ))S(uuuuC
uuCuCC()(ρ
t
J,I
IJtt
0iJ,
tKJ
K,iM,l
t
N,l
t
K,i
KJMN
M,l
t
N,liK
KJMN
N,M
t
K,i
KJMN
MNiK
KJMN
0
gvfe
vf
−−−=∆+∆
+∆δ+ε∆+ε∆δ+∆−∆
&
&
     
   (2.31) 
Numerical implementations are usually based on matrix representations of tensor 
components in which the differences between the bases to which the individual 
components are referred to are and can be ignored. Provided of course that the equation is 
consistent as far as the bases are concerned. For example the 66 ×  matrix of the 
components of the tensor 
   NMJiiK
KJMN
NMJi
iJMN )(CC gggeggge ⊗⊗⊗δ=⊗⊗⊗  (2.32) 
is identical to the matrix of the components of  
   NMJK
KJMNC gggg ⊗⊗⊗  (2.33) 
In infinitesimal deformations there is no distinction between spatial and material 
coordinates. All stress and strain tensors are equal and in this case (2.31) reduces to: 
     )()(ρ)C()(ρ tj,iij
tt
0ij,mn
ijmn
0 evfevf σ−−−=ε∆+∆−∆ &&  (2.34) 
In many cases the incremental constitutive relationship is given in terms of a linear 
relationship between the spatial components of some objective stress rate tensor and the 
stretching. For instance virtually all elasto-plastic constitutive relationship are formulated 
in this way; however the stress rate-stretching relationship is only sectorially linear: 
Elasto-plastic in the so called loading sector and elastic or hypo-elastic in the so called 
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unloading sector. We will come back to these issues in section 3.3. We consider the 
following, general, incrementally linear relationship between the spatial components of 
the Oldroyd stress rate per unit current volume Oijσ&  ( see (1.62)) and the stretching: 
   klijkl
O
ij DC=σ&  (2.35) 
The relationships between the spatial components per unit current volume and the 
material components of the Oldroyd stress read (see exercise 1.7, equation 1.7.7) and 
between the stretching and the rate of the Green-Lagrange strain tensor read: 
   MNjNiM
O
ij SFFg
1 && =σ   and KLLjKiij FFD γ= &   (2.36) 
where [ ]Ki-1KiF F= . The relationship between the stretching and the rate of the right 
Cauchy-Green tensor C& was derived in exercise 1.4 and we remember that γC && 2= . 
Inserting (2.36) into (2.35) and comparing coefficients with (2.27) yields the following 
relationship between the material and the spatial components (per unit current volume) of 
the incremental constitutive tensors: 
   ijkl
LlKkJjIiIJKL CFFFFgC =   (2.37) 
The incremental formulation (2.31) in which we keep the reference configuration fixed is 
called the total Lagrangian formulation. In the so called updated Lagrangian formulation 
the tensor components in (2.31) are referred to the spatial observer frame an time t. After 
each incremental time step the reference configuration is updated according to: 
   uxx ∆+← tt  (2.38) 
The equations of motion of the updated Lagrangian formulation are obtained by 
considering in (2.31) the limit txξ → . The result reads: 
  )()ρ())(ueC()ρ( tj,iij
tt
iJ,
t
kjk,imnkjmn evfevf σ−−−=σ∆+∆+∆−∆ &&  (2.39) 
where 
   )u
x
u
x
(
2
1e nt
m
mt
n
mn ∆∂
∂+∆∂
∂=∆  (2.40) 
The virtual power balance of the total Lagrangian formulation is obtained by multiplying 
(2.31) by the virtual velocity w, integration over the domain B0 and subsequent 
application of Gauss’s theorem; in other words we apply exactly the same procedure as in 
section (2.3). The result reads: 
0IJ
t
B
IJ
0
B
t
0
B
0
0
B
0
B
0
0
B
tKJ
K,iJ,iJ,iM,l
t
N,l
t
K,i
KJMN
0
B
KJM,l
t
N,l
KJMN
J,i
t
K,iMN
KJMN
KJMN
KJMN
dV)()(S  -dS)g(dV)(ρ 
dS)g(dV)(ρ
dV))S(uwwuuuC(
dV))(uuCwuC)(C(
000
00
0
0
wwtwvf
wtwvf
ww
tt
t
γ⋅+⋅−
+⋅∆+⋅∆−∆
=∆+∆
+ε∆+ε∆+εε∆
∫∫∫
∫∫
∫
∫
∂∂
∂
&&
&
&&
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   (2.41) 
where 
   σnSnFsnt 00 === 1-g
1
g
1
  (2.42)  
As in the previous section in the definition of the expressions )(and)( wγwε && the virtual 
velocity replaces the velocity vector. For the derivation of the corresponding expression 
of the updated Lagrangian formulation we consider the limit txξ →  in (2.41) and 
obtain: 
   
dV)(D  -dSdV)ρ( 
dSdV)ρ(
dV)w)(u)(eeC(
ij)(e
ij
B
t
ij
BB
BB
B
j,i
t
kjk,ikjmnkjmn
321&
&
&
& w
wwtwvf
wtwvf
w
tt
t
t
∫∫∫
∫∫
∫
∂∂
∂
σ⋅+⋅−
+⋅∆+⋅∆−∆
=σ∆+∆
    (2.43) 
 
2.5 Couple Stresses 
Natural materials are always inhomogeneous. For example each grain of a granular 
medium has its own degrees of freedom, in fact each grain constitutes a deformable 
system again, which has to be treated in its own right if so required by the interest scale. 
The individual grains interact by momentum transfer at discrete contact surfaces or 
contact points as in the case of idealised hard, spherical grains. The momentum  transfer 
maybe predominantly in the form of collisions or frictional sliding or simply by elastic 
e.g. Hertzian contact, depending on the nature of the process. On a scale encompassing 
many grains the motion of the assembly can be dscribed in terms of the velocities and 
rotations of the mass centres of the grains. If we wish to apply a continuum theory then 
we have to introduce velocity and spin fields by means of a sequence of smoothing 
operations.  A velocity field can be constructed by calculating the mean velocity at the 
mass centre of each particle by averaging the particle velocities over a sufficiently large 
number of neighbouring particles. The geometrical shape and size of the envelope of this 
neighbourhood depends on the symmetries of the process. The neighbourhood (the so 
called representative volume element or RVE) must be large enough to render the 
relevant physical quantities sufficiently smooth but must also be small enough to be only 
of the size of a fraction of a typical dimension of the process size or structural dimension 
(for instance the hight of an incline or the size of a foundation). The change of the 
velocity field with time may also be too noisy too unsmooth to enable meaningful 
representations of time histories on the time scale of interest. Possible causes for the 
noise are microscopic stick slip events at particle contacts, particle collisions, micro-
fracture and breakage.  
In some cases the distribution of the velocities within a RVE is known (e.g. Maxwellian) 
and the spatial averaging process can be replaced by averaging over the velocity 
fluctuation distribution as e.g. in the kinetic theory of dense gases (Chapman and 
Cowling) an inelastic version of which is also applied for the modelling of rapid granular 
flows (J. Jenkins, Savage and their co-workers have written many papers on this subject). 
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In some cases the spatial averaging amounts and temporal averaging (over some 
characteristic time scale) amounts to the same thing. 
For the purpose of this outline it suffices to illustrate some these points by means of the 
following simple example.  
We decompose the velocity field c, which we assume as smooth enough to be 
represented as vector field yet containing contributions varying on the scale of a RVE as  
   ....)t,()t,( ++= sxΘxvc  (2.44) 
where v is the mean velocity, s is the coordinate vector of the material points within a 
RVE mass-centred at x and  Θ is a second order tensor, the lowest order term of an 
expansion representing the deviation of the velocities from the mean value on the scale of 
a RVE Ψ with the characteristic dimension D. The angular momentum reads 
   ∫ ∫
Ψ
Ψ+Ψ×+Ψ=
ρB
dVd)()t,,(m)((1 ΘsvsxsxL
43421
, (2.45) 
where 0d =Ψρ∫
Ψ
s because the RVE the origin of the s-system coincides with the mass 
centre and m(x,s,t) is the mass distribution within the RVE. We consider the relatively 
simple special case m(x,s,t)= m(x,t) with TΘΘ −= .  The latter assumption, the 
skew symmetry of Θ , is typical for a Cosserat Continuum. In the context of 
Cosserat continua it is more convenient to replace the notation Θ  for the micro-spin by 
Wc. The superscripted c (for Cosserat) distinguishes the Cosserat spin from the spin W, 
the non-symmetric part of the velocity gradient. We define the Cosserat spin vector as  
   kcijijkc We2
1 eω −=  and )(e jickijk eeWc ⊗ω−=  (2.46) 
We also define the moment of inertia tensor 
   Ψ⊗Ψ= ∫Ψ d
1 ssI  (2.47) 
and obtain by insertion into (2.15): 
   dV)))(tr(( c
B
ωIδIvxL
J
43421 −+×ρ= ∫   (2.48) 
where δ is the unit tensor. 
In the derivation of (2.48), starting from (2.45), we have used the standard 
results cc ωssW ×−= and sωssωsωssωss ××=−=××− ccTcTc )()()( . 
In a Cosserat Continuum the deformation of Ψ , the RVE, is completely described by the 
rotation tensor cR where Tccc RRW &= and 
   0
csRs =  (2.49) 
where )t( τ== ss0 . The moment of inertia tensor and the tensor J defined in (2.48) 
transform as Tc0
c )(RIRI = and Tc0c )(RJRJ = respectively.  
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The relationship (2.48) defines the angular momentum of a so called Cosserat 
Continuum, a continuum in which each material point possesses the degrees of freedom 
of a rigid body, the usual three translational degrees of freedom as in a standard 
continuum but in addition we also have three independent rotational degrees of freedom. 
The spin vector cω  of these additional rotations is different in general from the spin 
vector of the non-symmetric part of the velocity gradient. In such a continuum we have to 
expect additional stress and volume force fields associated with the possible inequality of 
the Cosserat and the continuum spin and inhomogeneous distribution of the spin vector 
field; we may see this in analogy to the interplay between the displacement field and the 
stress field. In this sense we introduce into the angular momentum balance the surface 
tractions pi of a moment stress or couple stress field µij as well as volumetric moment, a 
moment per unit mass ki. 
 As a physical realisation of such a volumetric moment we imagine a magnetically 
polarised material in which each material point experiences a moment per unit volume. 
As an example for a continuum with couple stresses we consider a medium containing 
thin elastic fibres. The fibres are much longer than they are wide so that their deformation 
can be described within the framework of a suitable beam theory. We now imagine a cut 
through the continuum and in order to maintain equilibrium we have to apply in the usual 
way the necessary stress tractions and at such locations where we have cut through a fibre 
we have to apply the fibre bending moment M as well.  Instead of treating each fibre by 
itself we may decide to describe the effect of the fibre bending moments by a statically 
equivalent moment stress field with the dimension M/(unit area). On the surface of our 
imaginary cut with the unit normal ni the role of this moment per unit area or couple 
stress is played by pi=µijnj. We now write the angular momentum balance as follows: 
   ∫∫ +×++×=
∂ BB
dV)ρρ(dS)(
dt
d kfxptxL  (2.50) 
Proceeding as in the previous section 2.2 we arrive at 
   keJω ρ)e()(
dt
d
kj,kjijjik
c +µ+σ=ρ   (2.51) 
where as in (2.1) the local form of the balance equation was obtained by assuming that 
the balance must be valid for arbitrary volumes, including infinitesimally small ones. In a 
Cosserat continuum the nonsymmetric stress in not symmetric in general. Tis is not 
surprising since the moment stress tensor accounts for scale size effects on the scale of a 
RVE and shear stress averages associated with finitely sized element need not to be 
symmetric even if interpreted from a standard continuum standpoint. If for instance we 
interpret the equations of technical beam bending theory as a realisation of a one 
dimensional Cosserat continuum we have a situation where the average shear stress of the 
beam cross section is balanced by the gradient of the bending moment along the beam 
axis. The shear stress parallel to the beam axis is independent in general from the shear 
stress of the beam cross section.  
 We may imagine the magnetic material we have mentioned above as a continuum in 
which L as well as µ vanish so that (2.51) is reduced to 
   0ke =+σ ρe kijjik , (2.52) 
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in which the nonsymmetric part of the stress tensor is completely balanced by the 
volumetric moment. 
Material and mixed component moment stress tensors are defined in analogy to first and 
second Piola-Kirchhoff stress tensors as: 
  { { { JI
Kirchhoff
ndPiola2
IJJi
Kirchhoff
stPiola1
iJji
Cauchy
ij Mg
1m
g
1 gggeeeP ⊗=⊗=⊗µ=
−−
  (2.53) 
For simplicity we have chosen the notations for the moment stress tensors in analogy to 
the stress tensors. The material forms of (2.51) are obtained as: 
  
{
keeJω
kexeJω
g
0mJ
kJ
lmklk
kJ
J,
c
0
0k
kJ
J,k
kJ
J,
c
0
ρ)Fs(em)(
dt
d
ρ)s(m)(
dt
d
km
g
J
++=ρ
+×+=ρ
σ
43421
  (2.54) 
and, the same thing, this time expressed in terms of the 2nd  Piola-Kirchhoff moment 
stress tensor (see also the previous, moment stress free result (2.13)): 
  kggJω 0
KJL
JKLJ,K
KJc
0 ρSe)M()(dt
d ++=ρ   (2.55) 
The cross product term in (2.54) is incidentally exactly equal to the second term on the 
r.h.s. of equation (2.55). 
The virtual power principle for Cosserat materials is obtained in the same way as in a 
standard continuum, namely by multiplying the momentum balance equation (2.6) with 
the virtual velocity w (note that the momentum balance equation of a Cosserat continuum 
is formally identical to the momentum balance of the standard continuum; the difference 
is that the Cauchy stress tensor is not necessarily symmetric in a Cosserat continuum but 
this does not affect the form of the balance equation) and the angular momentum balance 
(2.51) with the virtual Cosserat spin vectorΩ . Adding the two expressions and 
integration over the domain B yields: 
0dV))(
dt
dρ()e())(( ccckj,kjijkjik
B
ij,ij =⋅−+⋅µ+σ+⋅−ρ+σ∫ ΩJωkΩeewvfe &    
                                                                                                                                   (2.56) 
 
 
 
We apply Gauss’s theorem to transform the divergence terms into surface and volumetric 
expressions and obtain: 
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dSdS
dV))(
dt
d-(dV)-(dV)))(W)(L((
BB
c
c
B
c
B
c
j,kkj
B
cc
ijijij
∫∫
∫∫∫
∂
⋅+⋅
=⋅ρ−⋅ρ−Ωµ+−σ
∂ pt
Ωpwt
ΩJωkwvfΩw &
    (2.57) 
where we have used the notations (compare (2.46)): 
   ji,ij w)(L =w , ckijkckjikccij ee)(W Ω−=Ω=Ω    (2.58) 
In (2.57) pt BandB ∂∂ are the parts of the boundary where stresses and couple stresses 
respectively are prescribed (the so called natural boundary conditions). On the remaining 
parts of the boundaries the virtual degrees of freedom are )3,2,1(,0w ∈α=α  on 
boundaries with prescribed displacements or velocities and )3,2,1(0 ∈α=Ωα  on 
boundaries with given components of the Cosserat spin. 
In connection with Cosserat continua it is usual to introduce the following objective 
measures for the deformation rates: 
   cc- WWDWLγ −+==   (2.59) 
 
where in  γ is the relative deformation rate tensor and  
   )( ji
c
j,i eeκ ⊗ω=   (2.60) 
is the rate of curvature tensor. The symmetric part of γ is the stretching D and the 
antisymmetric part is the relative spin. If the argument in a kinematic variable is not 
explicitly indicated then the respective quantity is derived from the actual degrees of 
freedom; i.e. in the Cosserat spin in (2.59) is )( ccc ωWW = . An important special case 
of the general Cosserat theory is obtained if one assumes that  
   )()(and ccc wWΩWWW ==   (2.61) 
The constraint (2.61) is the 3D equivalent of the assumption in the theories for thin 
beams and plates that cross sections are orthogonal to the deformed neutral fibre of the 
plate or beam. In exercise 2.3 the governing equations for a deep beam are derived. In 
this context the equivalent of (2.61) reads 1,v=Ω  (see E2.3.1 and E2.3.6); Ω  is the 
rotation of the cross section of the beam and v is the normal displacement of the centre 
line of the beam.  
A variant of the constraint (2.61) is 
   1RR =Tc  (2.62) 
 where cR is the Cosserat rotation tensor (see (2.49)) and R is the rotation tensor from 
the polar decomposition F=RU. We will consider this version in the next section, which 
deals with constraints. The virtual power principle for the constrained Cosserat 
continuum (2.61) reads: 
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dS)(dS
dV)())(
dt
d-(dV)-(dV))(ω)(D(
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BB
j,kkj
B
ijij
∫∫
∫∫∫
∂
⋅+⋅
=⋅ρ−⋅ρ−µ+σ
∂ pt
wωpwt
wωJωkwvfww &
 
    (2.62) 
where 
   l,kkliklklii ve2
1We
2
1 −=−=ω   (2.63) 
 
 
 
2.7 Constraints 
Fluids change their volume only under high pressures. In slow flow flows as compared to 
the propagation speed of soundwaves within the medium the density of a fluid virtually 
does not change. This behaviour of the material may be described in an idialised way by 
neglecting the compressibility of the fluid altogether, by treating the fluid as 
incompressible. Similarly the forces required to bend a thin wire are much lower than to 
extend it. In many applications it may therefore be advantageous to neglect the 
extensibility of the layer and just consider deformation of the wire by bending. 
Incompressibility and inextensibility are examples for geometrical constraints restricting 
the degrees of freedom of the material to deform. For the maintenance of the constraints, 
i.e. to suppress the deformations violating the constraint forces, constraint forces are 
required, are mobilised during the general deformation of the material. Because the 
motion conjugate in the rate of energy to the constraint forces is not actually happening, 
these forces are statically undetermined. Statically undetermined forces cannot be 
expressed in terms of the local deformation but follow from the motion at large and the 
boundary conditions. In the following we consider constraints, which can be expressed in 
the form: 
   0t)),(( =ψ ξF  (2.59) 
In a Cosserat continuum we have to include the Cosserat rotation tensor 
Tcccc )(where, RRWR &=  in the argument of the constraint (2.59) as well. Equation 
(2.59) has to hold during all of  the motion. The material time derivative of (2.59) reads: 
   0F
F iJiJ
=∂
ψ∂=ψ &&  (2.60) 
Equation (2.60) has the form of an orthogonality conditions: F/ψ∂ is the surface normal 
to the surface iJFinψ  space and iJF& , consistent with (2.59), is tangent to the surface at 
iJF . The constraint (2.59) is maintained by a tensor Z of constraint-stresses 
complementing the part of the stress tensor, which is determined by the deformation 
history (2.15) in the following way: 
   jiijijstartijij ZZwhere,Z)tst),s,(( =+<<σ=σ ξx . (2.61) 
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The tensor Z is the part of the stress tensor suppressing motions violating the kinematic 
constraint. In analogy to the situation in the mechanics of mass points and rigid bodies 
the work of the constraint stresses in the deformation is zero, i.e. 0DZ ijij = , which, 
because of the symmetry of Z can also be written as 
   {
j
K
x
Kj
iKijijij FFZLZ
∂
ξ∂
= & =0  (2.62) 
By comparing coefficients with (2.60) we find that 
   jK
iK
ij FF
Z ψ∂λ= . (2.63) 
The scalar function λ is a Lagrangian multiplier, a function of space and time, which 
cannot be determined locally. The multiplier follows from the equations of motion and 
the boundary conditions. 
As an example we consider an incompressible medium. The constrain has the form: 
   01g =−=ψ  (2.64) 
We insert (see exercise 2.6) 
   Ji
iJiJ
F
F
g
F
=∂
∂=∂
ψ∂
 (2.65) 
into (2.63) and obtain 
   ji
i
jjJ
Ji
ij FFZ λδ=λδ=λ=   (2.66) 
The not entirely unexpected conclusion is that in an incompressible medium the 
Lagrangian multiplier is equal to one third of the trace of the Cauchy stress tensor i.e. 
kk3/1p σ−=−=λ  where p is the pressure. 
 
 
 
 
2.9 Exercises 
2.1 We consider the simple, finite shear 222111 x),(ux ξ=ξ+ξ= .  The layer thickness 
is h.  The boundary conditions are u)h(uand0)0(u 22 == , volumetric forces are not 
considered; the constitutive relations are 
KL
KLIJ
KL
JLIKIJ gg)
3
2K(gg2S γµ−+γµ=    (2.64) 
where Kandµ are the so called shear and bulk modulus respectively. The equation 
(2.64) is one of the possible generalisation of Hooke’s law to finite deformations. Derive 
the physical components of IJS . 
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2.2 Prove that the tensor J is positive definite. 
2.3 For infinitesimal, plane deformations in the )x,x( 21  plane, 
(2.3a) derive the equations of motion for a beam of constant thickness h and length L by 
inserting the virtual velocities and velocities 
    )t,x(vw),t,x(x)t,x(uw 121211 &&& δ=Ωδ+δ=   (2.65a) 
and 
   )t,x(vv),t,x(x)t,x(uv 121211 &&& =Ω+=  (2.65b) 
respectively, into the VPP (2.14b). The assumed kinematics reflects the basic assumption 
of the technical beam theory that cross sections remain plane during the deformation; the 
spin of the cross sections is )t,x( 1Ω& .  
 In (2.14b) assume that 
   given)x(q][)t,x(tand0t 12
h
2
h22121 ==σ==
+
−
.  (2.66a) 
(2.3b) Assume Hooke’s law for isotropic solids and derive the relationship between the 
stress resultants, the bending moment and the deformations ),v,u( 1,1,1, ΩΩ− . In the 
derivation employ the usual (in the technical beam theory) assumption (compare with 
(2.66a)): 
    ∫
−
=σ
2
h
2
h
222 0dx . (2.66b) 
This exercise should be solved as a preparation for the section on couple stress theory. 
2.4 In the governing equations derived in exercise 2.3 assume u=0, v=0 and 
)tvx(qsinA 1qq Ω−=Ω  and derive the relationship between the modal wave 
propagation speed Ωv  and the wave-number q. Such a relationship is called dispersion 
function.  
2.5 In analogy to section 2.4, derive the incremental total and the updated Lagrangian 
formulations for a Cosserat continuum. 
2.6 Prove that i
J
Ji
iJ x
F
F
g
∂
ξ∂==∂
∂
. 
