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Abstract
Multifractal scaling (MFS) refers to structures that can be described as a
collection of interwoven fractal subsets which exhibit power-law spatial scal-
ing behavior with a range of scaling exponents (concentration, or singularity,
strengths) and dimensions. The existence of MFS implies an underlying mul-
tiplicative (or hierarchical, or cascade) process. Panoramic column density
images of several nearby star-forming cloud complexes, constructed from IRAS
data, are shown to exhibit such multifractal scaling, which we interpret as in-
direct but quantitative evidence for nested hierarchical structure. The relation
between the dimensions of the subsets and their concentration strengths (the
\multifractal spectrum") appears to satisfactorily order the observed regions
in terms of the mixture of geometries present: strong point-like concentrations,
line-like laments or fronts, and space-lling diuse structures. This multifrac-
tal spectrum is a global property of the regions studied, and does not rely on
any operational denition of \clouds." The range of forms of the multifractal
spectrum among the regions studied implies that the column density struc-
tures do not form a universality class, in contrast to indications for velocity
and passive scalar elds in incompressible turbulence, providing another indi-
cation that the physics of highly compressible interstellar gas dynamics diers
fundamentally from incompressible turbulence.
1 Introduction
Multifractal scaling (MFS) is a property that refers to measures or elds for which the
local intensity (e.g. density, column density, radial velocity, temperature), integrated
out to distance r from a given position, scales as a power law r, with the scaling ex-
ponent  varying from position to position. If the collection of positions with scaling
exponents in (;  + d) can be described as a fractal with (Hausdor) dimension
f() , for a range of , then the structure is multifractal, and the function f() is
called the multifractal spectrum (MFS; we use MFS for both \multifractal scaling"
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and \multifractal spectrum" when no ambiguity can arise). This denition is not
unique in the literature, but is sucient for our purposes (see Feder 1988, McCawley
1990, Muzzio et al. 1992). The exponent  is called the \singularity strength" in the
multifractal literature, since the power law gives a density singularity as r approaches
zero; here we prefer to use the more descriptive term \concentration strength" for
this exponent. Similarly, the multifractal spectrum is often referred to as the \spec-
trum of singularities" in the physics literature, but we avoid this terminology here;
however, since we do use the potentially misleading term \multifractal spectrum", it
is important to remember that \f" is a dimension of a subset, not a lling factor.
The MFS basically contains information on how the geometry, as measured by the
dimension, depends on the concentration strength ; loosely speaking, the f() curve
shows the manner in which regions of dierent concentration strength ll space. For
example, for subregions with a given , the dimension will be dierent for point-like,
line (or lament)-like, or space-lling structures. So the MFS indicates the distri-
bution of geometries present in a complex structure. For a homogeneous fractal the
f() curve collapses to a point; otherwise the measure (intensity image) is multifrac-
tal, since regions of dierent concentration strength have dierent dimensions. A
common f() curve between physical processes and/or mathematical models can be
interpreted as evidence that they belong to the same \universality class",1 at least
with respect to the f() function. However, it is well-known that the f() descriptor
(and all other structural descriptors of which we are aware) are degenerate with re-
spect to the underlying physics, in the sense that systems with very dierent underly-
ing dynamics can exhibit identical f() curves within the measurement uncertainties;
see Bulajich and Perez-Pascual (1991).
Multifractal scaling usually occurs in systems that arise from multiplicative pro-
cesses or \cascades," in which the intensity (e.g. density, etc.) at a given position
is due to successive multiplications along a hierarchical tree (see below), so the exis-
1For example, in turbulence the MFS is believed to be "universal" at the onset of chaos, because
it agrees with the MFS of the 1-dimensional circle map.
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tence of MFS (and its properties) can be used to infer hierarchical (nested) structure,
and to constrain the types of physical processes that give rise to such a structure.
The present work attempts to test for MFS in column density maps of nearby cloud
complexes and to nd whether the resulting f() function can be used to describe
the mixture of geometries present in these structures.
Densely sampled extinction, molecular line, H I line, and IRAS maps of nearby
cloud complexes have shown that the gas and dust are organized into complicated
structures, with irregularities present over a wide range of scales, from roughly 0.02
parsecs (resolution limit for the nearest cloud complexes) to at least a few hundred
parsecs (see reviews in Scalo 1985, 1990, Wilson and Walmsley 1989, Falgarone and
Phillips 1991, Stutzki et al. 1991, Genzel 1991, Falgarone and Perault 1992, Elmegreen
1992, and references therein). The geometry and scaling of this structure may pro-
vide a signature of the physical processes that are involved in star formation, and
may be related to important quantities such as the star formation eciency and the
initial mass function, as suggested by Henriksen (1991) and Larson (1992). Elmegreen
and Falgarone (1997) and Elmegreen (1997) have proposed that the fractal scaling
properties of the interstellar medium (ISM) can explain many of its observed fea-
tures, including the mass-size scaling, the cloud mass spectrum, and the existence
and properties of the intercloud medium. Scaling behavior is the basis for physical
interpretation in a huge number of applications within physics, with phase transitions
and turbulence being most prominent.
Since there is no unique way to characterize structure, however, there are many
ways to dene structural scaling. One such method is the perimeter-area relation (see
Feder 1988, chap. 12). If contours of equal intensity (or column density, or temper-
ature, etc.) exhibit a power law perimeter-area relation with a non-integer exponent
over a range of scales, this exponent may be interpreted in terms of a fractal dimension
which characterizes the manner in which these curves ll space. A number of stud-
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ies have demonstrated such behavior in local interstellar cloud structures structures2
using extinction maps (Beech 1987, Hetem and Lepine 1993), H I maps (Wakker
1990), 100 m dust emission or column density maps (Bazell and Desert 1988, Scalo
1990, Dickman, Horvath, and Margulis 1990, Vogelaar, Wakker, and Schwarz 1991)
and CO emission maps (Falgarone, Phillips, and Walker 1991); see also Vogelaar and
Wakker 1994. Surprisingly, these studies nd a perimeter-area dimension of about
1.3{1.5 for most clouds studied, similar to the value found for terrestrial cloud and
rain areas (Lovejoy 1982) and slices of laboratory turbulence (see Sreenivasan 1991
for a review). This result suggests a sort of universality for cloud fractal geometry
which is independent of the presence of young stars or the importance of self-gravity,
and may be related to turbulence (by which we mean phenomena associated with
nonlinear advection), as emphasized by Scalo (1990) and Falgarone et al. (1991), or
some other process, since the dimension of a fractal is extremely degenerate with re-
spect to underlying processes and morphological appearance (i.e. many very dierent
processes and forms can give rise to the same dimension).
In the present work we are concerned with a dierent type of scaling behavior,
and it is important to appreciate the dierence. If the intensity (or column density, or
radial velocity, or any measured quantity) image is represented as a surface whose lo-
cal height is the intensity (\mountain range," or \topographic," representation), then
the dimension obtained from the perimeter-area relation characterizes the irregularity
of contours formed by horizontal cuts through the \mountain range." However, this
dimension does not uniquely or completely characterize the scaling of the intensity
surface itself. Adding a constant or multiplying by any function of the image inten-
sity will not aect the power-law slope of the perimeter-area relation, although, for
example, the \spikiness" of the mountain range may be greatly aected. Further-
more, it is commonly stated that if the perimeter-area relation is a power law with
2We use the term \cloud" loosely to designate an under-resolved observed region of space that
appears to contain a coherent density enhancement, recognizing that under sucient resolution this
apparent entity will likely lose its coherence and break up into complex substructure.
4
exponent d, then the clouds have a fractal dimension D = 2d. However, this gives the
incorrect impression that if this scaling holds then the cloud complex is a statistically
self-similar fractal, when in fact perimeter-area scaling only demonstrates that the
\mountain range" is a self-ane fractal.3 The structure of the intensity surface of such
self-ane fractals may possess a continuous range of scaling exponents or dimensions.
In the multifractal approach used here, the column density \surface" is not sliced at
dierent intensities. Instead the present technique is equivalent to partitioning the
image into dierent subsets according to the value of the local concentration strength
, dened by the exponent of a local power law scaling of the intensity integrated
out to distance r from a position, if such a power-law scaling exists. The dimension
of this subset is not estimated by treating it as a collection of curves (contour map)
and characterizing the irregularity of each curve; the dimension is estimated for the
entire subset, treated as a collection of points, and includes all the points, not just
those comprising disjoint closed curves. No reduction to \contours" is involved in the
process. As will be seen, the dimensions estimated in this way are very dierent from
the perimeter-area dimension, although the relation between the two remains unclear
to us. For example, we will show that the column density surface in the Taurus com-
plex (and the other regions we examined) is a multifractal, even though it is known
to possess a well-dened perimeter-area relation with a single fractal dimension for
all intensities (Scalo 1990, Falgarone et al. 1991).
It is also important to distinguish the structural scaling examined here from the
type of power law correlations which have often been discussed for interstellar clouds,
e.g. cloud size or mass spectrum, or correlations between density or velocity dispersion
and region size. First, these latter correlations are between properties dened for
separate entities, such as \clumps within clouds" or certain operationally-dened
3Self-similarity refers to structures for which each sub-structure can be obtained from the whole
structure by a linear contraction which reduces the original structure by the same scale factor in
all coordinates. Self-ane refers to structures whose substructure can be obtained from the original
by a linear transformation in which dierent coordinates (e.g. column density and spatial scale) are
contracted by dierent factors.
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types of \clouds" located in dierent star-forming regions or dierent locations in the
galaxy. In contrast, the scaling examined here is a property of a given region as a
whole, not a correlation between attributes of any operational entities (\clouds"); the
concept of \cloud" does not enter the scaling examined here. Second, the specic
form of the quantities whose scaling is being examined here (see Section III below) is
directly related to the geometry of the structure, in the sense that they describe how
the structure lls space.
The manner in which the discovery of multifractal scaling might be related to phys-
ical processes is indicated by similar investigations in other elds. Fully-developed
incompressible turbulence in a variety of experimental situations exhibits an appar-
ently universal multifractal singularity spectrum, whether determined for the spatial
distribution of the dissipation eld (see Sreenivasan 1991, 1996 and references therein)
or for the velocity signal (Muzy, Bacry, and Arneodo 1991). Thus the f() spectrum
may reveal an invariant signature of the underlying nonlinear fluid dynamical pro-
cesses in incompressible turbulence (e.g. vorticity tilting and stretching in three
dimensions); i.e. f() may reflect the essential physical processes independently of
the type of flow or boundary conditions. However, the process reflected by the MFS
may be much more generic. For example, Meneveau and Sreenivasan (1989), Chhabra
and Sreenivasan (1992) and others have argued that turbulence is in the same MFS
universality class as certain simple multiplicative processes, providing a guide for
theoretical modeling. A comparison with direct numerical simulations was given in
Hosokawa and Yamamoto (1990). Here we show that such a universal f() function
does not exist for the density structures of the highly compressible cool interstellar
medium, even though the structures are multifractal. In an extragalactic context,
Martinez et al. (1990) suggested that the three-dimensional distribution of galaxies
in the CfA survey possesses multifractal scaling, and showed that the corresponding
f() spectrum could be used to distinguish the Soneira-Peebles hierarchical model
(a homogeneous fractal) from the Voronoi tessellation model (a multifractal), even
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though the correlation function for these two models are very similar. A study of
multifractal scaling in cold dark matter simulations, with an emphasis on nite size
eects, has been given by Colombi et al. (1992). A number of more recent discussions
of the relation between possible multifractal scaling and large-scale galaxy clustering
have appeared; see Sylos Labini and Pietronero (1996) and references given there.
Multifractal scaling has been discussed in other astrophysical contexts, such as the
attempt to relate the multifractal spectrum to the geometry and underlying physics
of the solar photospheric magnetic eld by Lawrence, Rumaikin, and Cadavid (1993).
Outside of astrophysics, the use of the multifractal spectrum as a diagnostic tool is
widespread. Examples include various aggregation and coalescence models (see Na-
gatani 1992), characterization of stages of cancer development through analysis of
normal and malignant tissues (Muller et al. 1991), and analysis of protein folding
through proles of solvent accessibilities of amino acid chains (Balafas and Dewey
1995).
Multifractal scaling is closely associated with multiplicative processes (see sec. II
below), such as stretching and folding of fluid elements (e.g. Muzzio et al. 1992), and
so its existence is sometimes taken as evidence for hierarchical structure (e.g. Balafas
and Dewey 1995).4 Since the hierarchical nature of interstellar cloud structure is
not yet adequately established or characterized quantitatively (e.g. Houlahan and
Scalo 1992), a search for multifractal scaling in ISM data is of obvious interest. In
particular, Meneveau and Chhabra (1990) and O’Brian and Chhabra (1992) have
suggested an empirical test for hierarchical processes based on the MFS, which we
apply below.
In addition, the MFS may be useful in characterizing complex interstellar struc-
tures in terms of the distribution of geometries, since it describes the dimensionality
4In contrast, the existence of other types of power-law scaling does not obviously provide evi-
dence for nested or multiplicative structure. For example, if a collection of disks with a power law
distribution of sizes is distributed at random on a plane, the distribution is a homogeneous fractal,
even though there is no nesting; i.e. the distribution will appear (statistically) self-similar as one
\zooms in" on it, but the structure is not hierarchical with respect to nesting. There are many ways
to obtain a power law size distribution that do not involve any multiplicative processes.
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of the subsets as a function of concentration strength. As far as we know, other
global descriptors of structure (e.g. the correlation function) are in eect completely
insensitive to geometry. Descriptors can be found to identify local specic forms
(e.g. minimal spanning tree for nding laments, Bhavsar and Ling 1988; line and
plane shape detectors based on moments, Luo, Vishniac, and Martel 1996), but these
descriptors do not characterize the global geometry in the manner of the MFS.
2 Data
We obtained 60 and 100 m IRAS images of four dierent regions of low-mass star
formation from the Infrared Processing and Analysis Center (IPAC). The emission
seen at these wavelengths is the radiation of warm dust grains heated by local stars
and the galactic radiation eld. IPAC estimated and subtracted the local zodiacal
background, and we removed the galactic background using a cosecant model prole.
Other background models, such as tting a plane or polynomial to local minima,
yielded very similar results.
The far-infrared emission depends on both the dust temperature and the column
density. These two quantities may be separated given the 60 and 100 micron fluxes if
it is assumed that all of the dust along a given line of sight is at the same temperature,
the dust is optically thin, and that a power-law dust emissivity holds. In such a model,
the infrared flux is given by F = B(Tdust)(1−e− ) where  is the dust optical depth
and B(Tdust) is the Planck function. The dust optical depth was assumed to vary
with wavelength as n, with n = -1 or -2. This relation may be iteratively solved for
the temperature and column density for every point in the image.
This method for estimating dust temperatures and column densities assumes that
the dust along a given line of sight is at a constant temperature, which biases the col-
umn density estimates toward the column density of the warmer dust. For embedded
sources this warm dust will be concentrated very near the source (compared to the
line of sight depth), constituting a small fraction of the true column density along
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the line of sight, so the column density will be underestimated, sometimes by a large
factor. As a result, embedded protostars and H II regions may appear as holes in the
nal images. (These artifactual holes may actually provide a useful method for iden-
tifying embedded sources, since they are visually very distinct.) The resulting maps
do, however, closely resemble column density maps based on extinction and molecular
line data away from embedded stars (e.g. Langer et al. 1989 for the B5 cloud, Snell
et al. 1989 for Heiles Cloud 2 and B18 in Taurus, Scalo and Chappell 1997 for various
clouds in Taurus, Jarrett, Dickman, and Herbst 1990 for Oph). For this reason we
mostly chose regions of relatively low mass star formation for this study, since there
the stars have minimal eect on the column density images. A more sophisticated
technique that provides an estimate of temperature variations along the line of sight
has been proposed by Xie et al. (1991).
Four nearby (100{200 pc) cloud complexes containing low- to intermediate-mass
young stellar objects were chosen for study: Taurus, R Corona Australis, Chamaeleon-
Musca, and Scorpius-Ophiuchus. The last three regions were divided into 2, 4 and
6 subregions on the basis of their diering visual appearance and star formation
properties. Table 1 lists the positions, estimated distances, number of resolution
elements (assuming a resolution of 3 arcmin), and rough estimates of the projected
density of young stellar objects, when available, in each subregion. Extinction maps
that cover roughly the same areas as examined here can be found in Cernicharo (1991,
Taurus), Rossano (1978a, R Cr A), Gregorio-Hetem et al. (1988, Cham-Musca)
and Rossano (1978b, Sco-Oph). The star formation activity varies from no detected
activity in Cham III to widely distributed low-mass stars (and probably higher-mass
B stars|see Walter and Boyd 1991) in Taurus, to dense and probably bound clusters
in the Oph core and in the R Cr A core. A discussion of the young stellar populations
in parts of these regions with references to the original papers can be found in the
review by Zinnecker et al. (1993) and the recent study by Chen et al. (1997). The gas
in the entire Sco-Oph region has been aected by interaction with massive stars (see
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DeGeus 1988). Figures 1, 2, 3 (Plates 1, 2, 3) show logarithmically scaled column
density maps of the Cham-Musca, RCrA, and Sco-Oph regions. Figure 4 shows a
contour map of the Cham II and III region. The Taurus image is given in Scalo
(1990) and a contour map and a \landscape" representation of the region are in
Houlahan and Scalo (1992).
3 Calculation of Multifractal Statistics
The multifractal spectrum is a method of characterizing images and point sets which
possess a type of statistical scale invariance called multifractal scaling. The local
density prole around a point in the image is characterized by a scaling exponent
called the singularity strength (here we use the term \concentration strength"). If
Pi(L) is the integral of the image intensity (column density in the present work)
within an aperture of radius L centered at position i, then the concentration strength
 is dened by Pi(L) / L. For a two-dimensional homogeneous image  = 2,
while for a sharp spike  = 0. Thus, the concentration strength measures the local
\spikiness" in the image. The function f() measures how all the points in the image
which have a given concentration strength are distributed and it is the Hausdor
dimension of that point set. The numerical calculation of f() has proven to be
delicate. Diculties with procedures used in multifractal analysis have been recently
discussed by Yamaguti and Prado (1995) and Veneziano, Moglin, and Bras (1995).
The latter paper, in particular, emphasizes that the f() spectrum only generates
the upper envelope of the true MFS, while missing interior points not in the upper
envelope, and generates spurious points if the actual MFS is discrete (a bifractal
would be an extreme example). We selected the canonical method of Chhabra and
Jensen (1989), which is computationally ecient, avoids some of the problems faced
by other techniques, and provides an intriguing mathematical connection to methods
used in statistical mechanics. (See McCauley 1990 for a discussion of \thermodynamic
formalism" for multifractals.)
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The canonical method for computing f() begins by partitioning the image into






















P qi are the q
th coarse-grained moments of the original image
and the sums cover the entire image. For real data sets, the limits are estimated by






i logPi as a function of logL for dierent q
values. If the linear ts are good and the slope varies with q, then the data set is said
to possess multifractal scaling over the specied range of scales. If f and  take on
only a single value for all moments q, then the image is a homogeneous fractal.
The order parameter q can be shown to be the slope of the f() curve, so the
f() curve for multifractals is a convex downward opening curve peaking at the point
where q = 0. The value of f at that point is the Hausdor dimension of the support
of the measure, which is 2 for the images considered here, while (q = 0) is just the
average singularity strength of the image. At the point where q = 1, the f() curve
must lie on the diagonal line f() =. The point at q =1 characterizes the regions
in the image which have the smallest values of  which may be thought of as the
sharpest spikes. Similarly, the q = −1 point characterizes the regions which have
the steepest holes, i.e. with the largest values of . The f() function is related to
the so-called generalized or Renyi dimensions Dq [which characterize the scaling of
the qth order partition function
P
i
P qi (L)] through a Legendre transform.
The dependence of the MFS on the parameters of a simple \toy model" multi-










i logPi as a function of log L for various positive
q values in the Taurus region. The range of box sizes used for the ts was 10 to
100 pixels, which corresponds to linear sizes of 0.4 to 4 pc. We emphasize that the
image size must be signicantly larger than the upper limit for the range examined
for scaling behavior; otherwise edge eects distort the scaling. Related edge eects
give comparable distortion to other descriptors of structure (e.g. correlation function,
see Houlahan and Scalo 1990 for an explicit demonstration). The panoramic nature
of the IRAS images make it possible to satisfy this requirement. However, errors in
calibration and background removal dominate and distort the scaling for negative q
values, which accentuate the low-flux areas. As a result, the scaling for negative q
values could not be investigated. The good linear ts (at least for lower q values),
with dierent slopes for dierent q values, exhibited in Fig. 5 indicates that the
column density structure in Taurus is multifractal, at least over the range of scales
examined. These ts are typical of nearly all the subregions. Fig. 6 shows the scaling
behavior of all of the subregions for a q value of 8.
We conclude that all the regions used in this study exhibit multifractal scaling.
The result itself does demonstrate that there are no preferred scales in the column
density distribution over a factor of about ten in scale (roughly 0.4 to 4 pc in the
regions studied). This supports the claims of Adams (1992) and Scalo (1990) that the
Jeans mass (or any other characteristic mass) plays no role in present day interstellar
structure, at least on these scales. It is of course possible that the Jeans mass has a
characteristic scale much smaller than the scales probed here, as proposed by Larson
(1992) based on the change in slope of the protostellar two-point correlation function
at around 0.04 pc in Taurus.
Multifractal scaling is usually associated with multiplicative processes, involving
hierarchical nesting or a \cascade." Meneveau and Chhabra (1990) and O’Brian and
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Chhabra (1991) have shown that the two-point correlation function of the spatial eld
of scaling exponents , C(s), should exhibit a logarithmic decline with separation s
for random isotropic multiplicative processes, providing a test for hierarchical struc-
ture. We have applied this test to the Taurus region by constructing an images of ,
and then calculating the correlation function C(s). The result is shown in Fig. 7,
where it is seen that a signicant range of logarithmic decay of C(s) exists. The t
to a logarithmic decay is even better than the turbulence examples shown in O’Brian
and Chhabra (1991). We postpone a discussion of the other regions to a separate
publication.
4.2 Multifractal Spectrum
Figure 8 shows the f() curve for positive q values for each of the subregions. These
f() curves were found to be fairly insensitive to the choice of background or to the
adopted power law in the variation of dust emissivity with wavelength. The error
bars represent the 2 tting error in determining f and . The curves are ordered by
their width, i.e. by (q = 20). The f() curves for the subregions display a variety
of shapes.
We have attempted to determine whether the subregions could be uniquely or-
dered according to some overall property of the f() curves. Most of these attempts
consisted of plotting the positions of the subregions in a two-dimensional diagram,
each of whose axes correspond to some property of the f() curves. For example, one
such property is the range of f values covered by a xed range of q values which we
chose as 4 < q < 20 (since the q < 4 points are very similar for most regions). This
parameter f  f(q = 4)−f(q = 20) may be thought of as a \dimensional diversity,"
since images dominated by a single strong point-like concentration will have f values
close to zero for most positive q values (low dimensional diversity), while those with
a range of geometries (from surface-like to point-like) will have a large value of this
parameter. Figure 9 shows the observed regions in the f − (q = 20) plane, where
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(q = 20) indicates the strength of the strongest concentrations. A fair correlation
is present, but this is expected because the f() curve must, by its denition, remain
below the diagonal line f = , so the range in f values must decrease for curves which
have smaller  values; i.e. images which possess strong dominant concentrations will
usually have smaller diversities.
The ordering of the regions in Fig. 8 does correspond to the visual appearance of
the geometry of the structures in the column density images. For example, R CrA
W has the broadest f() and has the largest \point-like" contribution, consistent
with the fact that the region is dominated by an extremely high-column density
core. L134 and Cham I are also \point-like," although not as concentrated as R CrA
W. At the other extreme, the f() curves for Oph N, W, and U are the narrowest
of all the regions, in agreement with the smoother, diuse, appearance and lack of
strong concentrations seen in the column density images. The vertical extent of the
f() curves for the most diuse regions (Oph N,W,U) may be unreliable because
of nite size eects. For example, it is well-known that a white noise eld, which
should appear as a single point at  = f = 2, will instead exhibit a very narrow
measured f() that extends downward to smaller dimensions because of the nite
size of the sample. Thus the dimensional diversity f(q=4)-f(q=20) of Fig. 9 could be
signicantly smaller for these regions than calculated here. The intermediate regions
(Musca, Oph, R CrA E, Cham II, Cham III, Taurus, and Oph E) all exhibit some
quasi-linear or lamentary structure, mixed with point-like concentrations and more
diuse structures. Oph E does not contain any prominent laments, being primarily
diuse like Oph N,W,U, but it does contain an irregular \ridge" that may reflect
the presence of an ionization/shock front, and it is probably this feature that shifts
the f() spectrum toward the regions with prominent laments. Notice also that the
total R CrA region visually resembles the Oph region dense core with \streamers" to
one side. It is because we have divided R CrA into two subregions (the core and the
streamers) that the core, R CrA W, separates so clearly from the rest of the regions
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in Fig. 9.
Since the ordering of regions described above does involve the degree of concen-
tration, it might be erroneously thought that the properties of f() at large q are
simply reflecting the degree of density contrast. We have examined the probability
distributions of column density for all the subregions and their moments. The stan-
dard deviation (s.d.) relative to the mean column density varies from 0.20 (Musca)
to 0.55 (R CrA W). So R CrA W is extreme in both f() ordering and column den-
sity contrast, and, similarly, Oph U and Oph N are rather extreme at the other end,
ranking 10 and 8 (out of 11) in standard deviation, respectively. However there are
exceptions that make it clear that the f() ranking is primarily geometrical, even if
density contrast does correlate with geometry in some cases. For example, Musca
has by far the lowest s.d., yet lies in the middle of the regions in Fig. 9 because it
is primarily a simple lament. L 134 is ranked 7 in s.d. (0.34), yet it, along with
Cham I, is, after R CrA W, the most \point-like" of the regions, not at all like Oph
N, which has a similar s.d. Another example is R CrA E, which is ranked 2 in s.d.
(0.46), even though it is near Musca (rank 11), Cham II (rank 9), and Cham III (rank
6) in Fig. 9 due to the prevalence of line-like structure in all these regions. Oph W
is among the three most \space-lling" or homogeneous regions according to Fig. 9,
yet its standard deviation is rank 5 (0.38). Clearly the f() indicator is responding
to geometry and not density contrast in these cases.
It should be emphasized that, while some properties of f() do reflect some of
the gross character of the geometry of these regions, and hence may be useful de-
scriptors for classication and comparison with simulations, f() denitely does not
capture other aspects of structural detail. For example, the Cham II and Cham III
regions have very similar f() curves but dierent visual appearances: The Cham III
region looks more \disrupted" or lamentary (even though it contains few, if any,
young stellar objects; see below). Thus, the f() spectrum, like all other structural
descriptors that have been proposed, suers from severe compression of structural in-
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formation. On the other hand, the utility of dierent structural descriptors, even if, or
just because, they are highly compressed, is their ability to capture dierent aspects
of the structure, and in that regard the geometrical information expressed compactly
by f() is important because those aspects are not expressed by other descriptors.
However it appears that no quantitative descriptor will be capable of capturing any
but a small fraction of the aspects of structure apparent to the eye/brain. This is
of course a common and severe problem in all applications of pattern analysis when
description, rather than specic recognition or identication, is the goal.
Our method of ordering the regions in terms of some property of the f() curve
is not unique, and we considered other approaches. For example, we tried to order
the regions according to the distance of f() from some ducial reference f() curve,
dening distance as in Adams (1992) and Adams and Wiseman (1994). For the du-
cial curve we tried various colored noises, stochastic multiplicative processes, and the
mean f() for the observed region. However it was found that the resulting ordering
depended strongly on the choice of the standard f() curve. We suspect that this
dependence of ordering on the adopted reference function will be a general problem
for this approach to classication. Instead we would suggest that the variation of
ordering with respect to ducial reference function is itself an important descriptor
of complexity, since it is an indication of the number of ways in which the collection
of regions can be viewed; i.e. a measure of the ambiguity presented by the structure.
This has been a common theme in recent discussions of the meaning of complexity,
although we know of no quantitative measure that has been proposed.
The relation of f() to the stellar content of the dierent regions would also appear
to be of interest. It is generally thought that the star formation properties of cloud
complexes might be related to the geometry of the dust and gas, although even the
direction of the causation is unclear. Larson (1992) proposed that the stellar initial
mass function may be a consequence of the geometry of the gas from which stars form.
From a dierent point of view, it is generally thought that the presence of young stars,
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especially massive stars, should alter the structure of the gas in the parent cloud
complex in a severe manner, although no quantitative descriptor of this eect has, to
our knowledge, been proposed. For this reason, several star formation indicators were
compiled for each of the regions, including the surface density of young stellar objects,
the ratio of stellar luminosity to gas mass, and the star formation eciency. (See the
references in Table 1; also the recent study of star formation in these regions by Chen
et al. 1997.) No correlation with the shape of the f() curve was found. The reason for
this lack of correlation is fairly obvious: There is simply no one-to-one correspondence
between gas morphology and stellar content. For example, while L134, with little
internal activity, has a much smaller column density than either Oph or R CrA W,
it certainly does have a \core-like" appearance, and so is geometrically similar to
the cores with strong star formation activity. When discussing \cores", this lack of
correspondence may seem trivial, since it might simply be due to the fact that a region
without internal activity hasn’t had time to begin star formation, or has too small a
mass to be bound, etc. However other examples show that the lack of correspondence
goes further than regions that appear to comply with conceptions of quasi-spherical
\clouds." Both Taurus and Cham III have similarly prominent lamentary structure,
but Cham III is devoid of star formation activity. Musca is another lament with
little internal activity; the same applies to the streamers extending away from the
Oph and R CrA cores. The dierences may be due to the ages of the regions
or because the gas morphology reflects external forces (particularly for Musca) as
well as internal processes like self-gravity or hydrodynamic instabilities. Perhaps
the most interesting comparison is Cham II and III. As mentioned above, Cham III
appears signicantly more \disrupted," even though it has essentially no measurable
internal star formation activity. These examples suggest that it will be quite dicult
to understand any relationship between star formation and gas structure, given the
small number of regions that can be mapped at sucient resolution, and the fact
that we observe each region at dierent eective ages. Still, it would be interesting
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to carry out the type of geometrical analysis presented here for the column density
structures in regions with strong massive star formation. The IRAS data is unsuitable
for such maps because the heating by the massive stars probably seriously distorts the
derived column densities, as explained in sec.II. The Bell Labs 13CO survey provides
suciently dense mapping of massive star formation regions for estimates of f() (for
the column densities and the radial velocities), and should be attempted. Based on
the results found here, it is likely that f() will primarily reflect the mix of strong
\point-like" structures (very dense \cores") and lamentary structures, both of which
are known to exist in these regions. For this reason, there is no reason to expect the
properties of the f() curve to be signicantly dierent from those found for, say,
Taurus or Oph.
5 Summary
We have investigated the possibility of multifractal scaling in several regions and
subregions of local cloud complexes using column density images with a very large
spatial dynamic range constructed from IRAS data. The major results are as follows.
1. All the regions and subregions exhibited multifractal scaling over the range 0.4
to 4 parsecs, the largest range available for investigating scaling using the available
images and this technique, even though the images covered a much larger range,
because of the sensitivity to nite size eects (see also Takayasu and Suzuki 1991).
That the column density images do exhibit multifractal power law scaling is a new and
surprising result, which should provide an important constraint on theoretical models
for the physical origin of the structure in star-forming clouds. In particular, since
MFS is commonly associated with multiplicative processes, the existence of MFS in
cloud complexes can be taken as indirect evidence for nested hierarchical structure.
We have shown that the correlation function of the -images of Taurus exhibits a
distinct range in which logarithmic decay occurs, consistent with predictions for a
hierarchical multifractal process.
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2. Contrary to results obtained for the dissipation elds and passive scalar elds
of incompressible turbulence (Sreenivasan 1996 and references therein; also Muzy
et al. 1991), the f() curves for these interstellar regions have a variety of shapes
indicating that they do not belong to a single universality class with respect to f() .
This result suggests to us that supersonic magneto-gravitational \turbulence" does
not possess a statistical equilibrium range, or that any such quasi-equilibrium evolves
signicantly with time or depends on initial or environmental conditions. This is in
contrast to the similar perimeter-area dimension found in previous studies of local
star-forming cloud complexes. However it remains to be seen whether the radial
velocity images of these regions are multifractal, and whether they exhibit a universal
MFS.
3. The forms of f() curves for these regions do seem to correlate fairly well with
the mixture of geometric forms seen visually. Thus the MFS appears to be a useful
descriptor for capturing this aspect of structure, and should be useful in combination
with other descriptors in eventually obtaining a quantitative classication scheme for
interstellar structure.
The fact that all the regions do exhibit well-dened multifractal scaling provides
a new constraint on theoretical models for cloud evolution and star formation. Sim-
ulations of realistic ISM evolution are approaching sucient resolution to allow a
search for multifractal scaling, although no such search has yet been conducted. It is
known that simple models for both hierarchical fragmentation (e.g. sequential prob-
abilistic partitioning, as has been used to model the f() spectrum of incompressible
turbulence) and coalescence (aggregation) can result in multifractal scaling. How-
ever, in the fragmentation case the dominant physics is unclear, since the structure
might be produced by nonlinear fluid advection, as in incompressible turbulence, or
by repeated gravitational instability or other fluid instabilities. In the case of coales-
cence, multifractal scaling has only been demonstrated for Monte Carlo simulations
in which spatial correlations were built in using a specic power law correlation func-
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tion (Menci et al. 1993). It is hoped that the present results will motivate theoretical
searches for multifractal scaling in simulations of cloud evolution based on the hy-
drodynamic equations. Although high resolution is required, even a negative result
would allow one to conclude that an important physical process has been neglected,
while a positive result might allow an identication of the physical processes that are
responsible for the variation in f() found among dierent star-forming regions.
This work was supported by NASA grant NAG5-3107 and a grant from Texas
Advanced Research Projects.
20
Appendix A. Multiplicative Toy Models
The f() spectrum is ideally suited to characterizing structure which can be cre-
ated by a multiplicative process. We present one such process, called the p-model (see
Sreenivasan 1991) or multinomial multiplicative process (Feder 1988), to demonstrate
the sensitivity of the f() spectrum to both scaling and geometry in images.
Figure 10 shows the construction process for the model. A uniform square is
divided into four smaller squares each receiving a probability pi. Each smaller square,
in turn, is subdivided into still smaller squares, the probability in each given by
the product of pi with the probability of the \parent" square. Iterating this process
produces a probability distribution densely lled with singularities. Singularities with
common exponents, , are distributed as as homogeneous fractals; however the fractal
dimension varies as a function of the exponent (Feder 1988). The f() spectrum
provides a convenient method of characterizing both the scaling exponents of the
singularities and the fractal dimension of the \iso-" sets.
Figure 11 shows the f() spectrum for several p-models. In each case the pattern
of probabilities was kept constant for all stages of the construction. In the left hand
column, the largest probability is given by p1 and the remaining three probabilities
are set equal p2 = p3 = p4  (1 − p1)=3. The ratio p1=p2 is decreased down the
column. All the curves peak at f(q = 0) = 2 corresponding to the two-dimensionality
of the images. The asymmetry of the f() curves reflects the asymmetry in the
spatial distributions of the strong and weak singularities; the strongest singularities
are distributed as isolated points (f(q = 1) = 0), whereas the weakest singularities
are more densely distributed and can be shown to lie on a \Serpenski gasket" with a
fractal dimension f(q = −1)  1:58.
The value of  at the q = 1 point represents the strength of the strongest sin-
gularities and decreases as the ratio p1=p2 increases. The width of the f() curve
measures the range of the singularity strengths present in the image.
The curves in the right-hand column are based on p-models in which p1 = p3
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and p2 = p4  (1 − p1)=2. Again, the ratio p1=p2 is decreased down the column.
The strongest singularities occur where the probability distribution is largest, i.e.
where the probabilities p1 or p3 have been used in each stage of the construction
process. Since the number of such squares at the nth construction stage scales as
n / L−1, where L is the box size, the strongest singularities have a fractal dimension
D = 1. Similarly, the weakest singularities also have D = 1, producing a symmetrical
f() curve which remains above f = 1.
We conclude with a cautionary remark. Figure 12 shows three point sets which
evoke dierent visual impressions yet which possess the same fractal dimension of
D = 1:0. It is obvious that the fractal dimension (and therefore the f() spectrum)
does not represent a complete description of the underlying data and care should be
taken when making inferences based on this (or any other) characterization.
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FIGURE CAPTIONS
Figure 1 (Plate 1). Logarithmically scaled image of the column density distribu-
tion Chamaeleon-Musca. The small dark holes are embedded protostars which locally
heat the dust, yielding an underestimate of the actual column density. The image is
a mosaic of three frames, each of which covers 8  8 on the sky, corresponding to
20 20pc (assuming a distance of 140 pc), and contains roughly 6:7 104 resolution
elements. North is up and west is to the right.
Figure 2 (Plate 2). Logarithmically scaled image of the column density distribu-
tion around R Corona Australis. The image covers 14 8 on the sky corresponding
to 3218 pc (assuming a distance of 130 pc) and contains roughly 4.5104 resolution
elements. Residual striping artifacts run vertically through the R CrA W subregion.
North is up and west is to the right.
Figure 3 (Plate 3). Logarithmically scaled image of the column density distribu-
tion in the Scorpius-Ophiuchus region. The image covers roughly 28 28 on the sky
corresponding to 6161 pc (assuming a distance of 125 pc), and contains 2.5106
resolution elements. The light and dark bands running below and to the right of L134
and east of  Oph are residual striping artifacts. North is up and west is to the right.
Figure 4. Linearly spaced column density contours of the Cham II (upper half of
image) and Cham III (lower half of image) subregions. The appearance of roughly
circular contours (\cores") is probably an artifact due to the small number of resolu-
tion elements within these contours. Grey scale renderings of all the regions (except
Taurus) are shown in Plates 1{3.
Figure 5. Multifractal scaling in Taurus. The slopes of the linear regression ts
(indicated by straight lines) in the left panel gives the value of  for each q value
while the slopes in the right panel give the valves of f . The units of the abscissas are
log arcminutes. At an assumed distance of 140 pc, the box size limits range from 0.4
to 4.0 pc. Arbitrary constants were added to each set of points to prevent the ts
from overlapping.
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Figure 6. Multifractal scaling for all the regions. The ts for  and f at q = 8 are
shown for all the regions. The ts are ordered by their slopes, with the steepest slopes
at the top. Each set of data points were arbitrarily shifted up or down to prevent
overlapping on the plot.
Figure 7. Correlation function for the image of concentration or \singularity"
strengths  for the Taurus region. The signicant range over which logarithmic
decay occurs is interpreted as evidence for nested hierarchical structure (see text).
Figure 8. Spectrum of singularities of the column density maps of all the sub-
regions. Due to background and calibration uncertainties only the left positive-q
portion of the f() curves were calculated. The regions are ordered by the strength
of the strongest singularities present, i.e. by (q = 20) which is the width of the f()
curve.
Figure 9. The \dimensional diversity," taken as f(q = 4)− f(q = 20), is plotted
as a function of the strength of the strongest singularities present in the region, i.e.
(q = 20).
Figure 10. The multiplicative construction process dening the toy models. A
square with an initially uniform measure is divided into four smaller squares. In
each, the original measure is multiplied by a constant Pi, where if0; 1; 2; 3g. The set
fPig remains xed throughout the entire construction process. Each of the squares
are then divided once again, and the construction process is repeated a large number
of times. The nal function will consist of a large number of spikes and is known to
possess multifractal scaling. This is Sreenivisan’s (1991) \p-model." The f() curves
for several multifractals generated with the p-model are shown in Fig. 11.
Figure 11. The f() singularity spectrum for the toy multiplicative models dened
in Fig. 10. In the right-hand panels the diagonal probabilities are set equal P1 = P2
and P0 = P3  0:5 − P1. In the left-hand panels three probabilities are set equal
P1 = P2 = P3 with P0  1− 3P1. In each case, the dierence jP1 − P0j increases up
the page producing stronger \singularities."
29
Figure 12. Examples showing the degeneracy of the fractal dimension as a struc-
ture descriptor. Each point set has a fractal dimension D = 1. The fractal in the
center panel was created with the xed p-model with P1 = P2 = 0:5 and P0 = P3 = 0
(see Fig. 10). The ordering of the probabilities was reversed on alternate stages of the
construction process. The fractal in the right-hand panel was constructed using the
same set of probabilities, but with random ordering at each stage of the construction
process.
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