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Population annealing Monte Carlo is an efficient sequential algorithm for simulating k-local Boolean Hamil-
tonians. Because of its structure, the algorithm is inherently parallel and therefore well suited for large-scale
simulations of computationally hard problems. Here we present various ways of optimizing population anneal-
ing Monte Carlo using 2-local spin-glass Hamiltonians as a case study. We demonstrate how the algorithm
can be optimized from an implementation, algorithmic accelerator, as well as scalable parallelization points of
view. This makes population annealing Monte Carlo perfectly suited to study other frustrated problems such as
pyrochlore lattices, constraint-satisfaction problems, as well as higher-order Hamiltonians commonly found in,
e.g., topological color codes.
I. INTRODUCTION
Monte Carlo algorithms are widely used in many areas of
science, engineering, and mathematics. These approaches are
of paramount importance for problems where no analytical
solutions are possible. For example, the class of Ising-like
Hamiltonians can only be solved analytically in few excep-
tionally rare cases. The vanilla Ising model can only be solved
analytically in one, two, as well as infinite space dimensions.
A solution in three space dimensions remains to be found to
date [1, 2]. Therefore, simulations are necessary to under-
stand these systems in three space dimensions. The situation
is far more dire when more complex interactions—such as k-
local terms rather than the usual quadratic or 2-local terms—
are used. Similarly, the inclusion of disorder allows for an-
alytical solutions only in the mean-field regime [3–7]. These
spin-glass problems, a subset of frustrated and glassy systems,
represent the easiest 2-local Hamiltonian that is computation-
ally extremely hard. A combination of diverging algorithmic
timescales (with the size of the input) due to rough energy
landscapes and the need for configurational (disorder) aver-
ages to compute thermodynamic quantities makes them the
perfect benchmark problem to study novel algorithms. Fi-
nally, computing ground states of spin glasses on nonplanar
graphs is an NP-hard problem where Monte Carlo methods
have been known to be efficient heuristics [8–10] and where
only few efficient exact methods exist for small system sizes.
It is therefore of much importance to design or improve ef-
ficient algorithms either to save computational effort or have
better quality data with the same computational effort when
studying these complex systems. Two popular algorithms that
are currently in use (for both thermal sampling, as well as op-
timization) are parallel tempering (PT) Monte Carlo [11, 12]
and population annealing Monte Carlo (PAMC) [13–16].
Although both PT and PAMC are extended ensemble
Monte Carlo methods, PAMC is a sequential Monte Carlo
algorithm, in contrast to PT, which is a (replica-exchange)
∗Electronic address: a.barzegar@physics.tamu.edu
†Electronic address: cpattison@tamu.edu
‡Electronic address: wenlongcmp@gmail.com
Markov-chain Monte Carlo method. PAMC is a population-
based Monte Carlo method and thus well suited for imple-
mentations on multicore high-performance computing ma-
chines. PAMC is similar to simulated annealing [17], how-
ever, with an extra resampling step when the temperature is
reduced to maintain thermal equilibrium. PT has been inten-
sively optimized and has been to date the work horse in statis-
tical physics and is equally efficient in simulating spin glasses
when compared to PAMC [16]. PAMC, on the other hand, re-
mains a relatively new simulation method. Although careful
systematic studies of PAMC [16, 18] exist, and the method
has been applied broadly [9, 19–21], little effort has been
made to thoroughly optimize the algorithm. Here we focus on
this problem and study various approaches to improve the effi-
ciency of PAMC for large-scale simulations. While some ap-
proaches improve PAMC, others have little to no effect. Note
that related optimization ideas are explored in Ref. [22].
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FIG. 1: Diagram outlining the different optimizations we have im-
plemented for population annealing Monte Carlo. These range from
optimizations in the implementation, such as efficient spin selection
techniques, to algorithmic accelerators (e.g., the inclusion of cluster
updates), as well as parallel implementations. See the main text for
details.
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2Our strategy to optimize PAMC is three pronged, as illus-
trated in Fig. 1. First, we study different implementation op-
timizations. Here we discuss dynamic population sizes that
vary with the temperature during the anneal, as well as the
optimization of different annealing schedules. We also inves-
tigate different spin selection methods (order of spin updates
in the simulation) such as random, sequential and checker-
board. While for disordered systems sequential updates are
commonplace, random updates are needed for nonequilibrium
studies. In the case of bipartite lattices, a checkerboard spin-
update technique can be used, which is perfectly suited for
parallelization. Furthermore, we discuss how to determine
the optimum number of temperatures for a given simulation.
Second, we analyze the effects of algorithmic accelerators by
adding cluster updates to PAMC. We have studied Wolff clus-
ter updates [23], as well as Houdayer cluster updates [24],
and isoenergetic cluster moves [10]. Third, we discuss differ-
ent parallel implementations using both OpenMP (ideal for
shared-memory machines [16, 18, 25]) and MPI [26] with
load balancing (ideal for scalable massively parallel imple-
mentations). Note that PAMC implemented on graphics pro-
cessing units has been discussed extensively in Refs. [19, 27].
The paper is structured as follows. We first introduce in
Sec. II some concepts needed in this study, such as the case
study Hamiltonian and outline the PAMC algorithm. Imple-
mentation optimizations are presented in Sec. III, algorithmic
accelerators via cluster updates in Sec. IV, and parallel imple-
mentations are discussed in Sec. V, followed by concluding
remarks.
II. PRELIMINARIES
In this section we introduce some concepts needed for the
PAMC optimization in the subsequent section. In particu-
lar, we introduce the Ising spin-glass Hamiltonian (our case
study), as well as PAMC and different algorithmic accelera-
tors.
A. Case study: Spin glasses
We study the zero-field two-dimensional (2D) and 3D
Edwards-Anderson Ising spin glass [3] given by the Hamil-
tonian
H = −
∑
〈ij〉
JijSiSj , (1)
where Si = ±1 are Ising spins and the sum is over the nearest
neighbors on a D-dimensional lattice of linear size L with
Nspin = L
D spins. The random couplings Jij are chosen
from a Gaussian distribution with mean zero and variance 1.
We refer to each disorder realization as an “instance.” The
model has no phase transition to a spin-glass phase in 2D [28],
while in 3D there is a spin-glass phase transition at Tc ≈ 0.96
[29] for Gaussian disorder.
B. Outline of population annealing Monte Carlo
Population annealing Monte Carlo [13–16] is similar to
simulated annealing (SA) [17] in many ways. For example,
both methods are sequential. However, the most important
differentiating aspect between PAMC and SA is the addition
of a population of replicas that are resampled when the tem-
perature is lowered in the annealing schedule.
PAMC [16] starts with a large population of R replicas at
a high temperature, where thermalization is easy. In our sim-
ulations, we initialize replicas randomly at the inverse tem-
perature β = 1/T = 0. The population traverses an an-
nealing schedule with NT temperatures and maintains ther-
mal equilibrium to a low target temperature, Tmin = 1/βmax.
When the temperature is lowered from β to β′, the pop-
ulation is resampled. The mean number of the copies of
replica i is proportional to the appropriate reweighting factor,
exp[−(β′ − β)Ei]. The constant of proportionality is chosen
such that the expectation value of the population size at the
new temperature is R(β′). Note that R(β′) is usually kept
close to R; however, this is not a necessary condition. In-
deed, in our dynamical population size implementation, we
let R change as a function of β and seek better algorithmic
efficiency in the number of spin updates. The resampling
is followed by NS = 10 Monte Carlo sweeps (one Monte
Carlo sweep representsNspin attempted spin updates) for each
replica of the new population using the Metropolis algorithm.
We keep NS = 10 without loss of generality, because the
performance of PAMC is mostly sensitive to the product of
NSNT near optimum. For example, two PAMC simulations
with {NS = 10, NT } and {NS = 1, 10NT } are similar in ef-
ficiency, if NT is reasonably large. The amount of work of a
PAMC simulation in terms of sweeps isW = RNSNT , where
R is the average population size.
As shown in Ref. [16], the quality of thermalization of any
thermodynamic observable is in direct correlation with the
family entropy Sf and the entropic family size ρs. The sys-
tematic errors, on the other hand, are controlled by the equilib-
rium population size ρf . What we here refer to as “efficiency”
or “speed-up” relates to reducing the statistical as well as the
systematic errors while keeping the computational effort con-
stant. Thus, it would be reasonable to use these quantities as
measures of optimality for various PAMC implementations.
Sf , ρs, and ρf are defined as
Sf = −
∑
i
νi ln νi, (2)
ρs = lim
R→∞
R/eSf , (3)
ρf = lim
R→∞
R× var(βF), (4)
where νi is the fraction of the population that has descended
from replica i in the initial population, and β and F are the in-
verse temperature and free energy of the system, respectively.
The free energy is measured using the free-energy perturba-
tion method. Intuitively, exp(Sf) characterizes the number of
surviving families and ρs the average surviving family size.
For a set of simulation parameters, the larger ρs and ρf , or
3the smaller Sf , the computationally harder the instance. Keep
in mind that ρf is computationally more expensive to mea-
sure, because many independent runs (at least 10) are needed
to measure the variance of the free energy. Note that Sf is
“extensive” and asymptotically grows as log(R), while both
ρs and ρf are “intensive” quantities, growing asymptotically
independent of R when R is sufficiently large. In our simula-
tions, these metrics are estimated using finite but large-enough
R values such that the systematic errors are negligible.
It can be shown [16, 22] that the systematic errors in any
population annealing observable at the limit of large R are
proportional to var(βF ). Therefore, in order to ensure that
the simulations are not affected by the systematic errors, one
needs to make certain that the quantity ρf/R is sufficiently
small. When well defined, ρs is strongly correlated with ρf
[16] as it is the case for the majority of the spin-glass instances
that we study in this paper. Hence, we may alternatively min-
imize ρs/R or equivalently maximize Sf as a proxy for the
quality of equilibration. In our simulations, we ensure that
Sf & 2 for all the instances.
C. Outline of cluster updates used
Having outlined PAMC, we now briefly introduce the dif-
ferent cluster algorithms we have experimented with in order
to speed up thermalization.
1. Wolff cluster algorithm
The Wolff algorithm [23] greatly speeds up simulations of
Ising systems without frustration near the critical point. It
is well known that the Wolff algorithm does not work well
for spin glasses in 3D [30] because the cluster size grows
too quickly with β. Nevertheless, we revisit this algorithm
systematically in both 2D and 3D. The idea is that even if
the cluster size grows too quickly when β is still relatively
small, the mean cluster size (normalized by the number of
spins Nspins) is still a continuous function in the range [0, 1]
when β grows from β = 0 to∞. Therefore, it is a reasonable
question to ask if there would be some speed-up when restrict-
ing the algorithm to the temperature range where the normal-
ized mean cluster size is neither too larger nor too small, for
example, in the range [0.1, 0.9].
In the ferromagnetic Ising model, where Jij = J = 1, one
adds a neighboring spin Sj when it is parallel to a spin Si in
the cluster with probability pc = 1 − exp(−2Jβ). In spin
glasses, this is generalized as follows: One adds a neighbor-
ing spin Sj to Si when the bond between the two spins is sat-
isfied and with probability pc = 1− exp(−2|Jij |β). This can
be compactly written as pc = max[0, 1− exp(−2βJijSiSj)]
[30]. Note that from pc, there are two interesting limits for
the mean cluster size. In the limit β → 0, the average clus-
ter size is clearly 0, and in the limit β → ∞, the normalized
cluster size tends to 1, because in the ground state each spin
has at least one satisfied bond with its neighbors and all the
spins would be added to the cluster. From the expression for
TABLE I: Simulation parameters for various experiments to opti-
mize PAMC: Spin selection methods (SSM), annealing schedules
(AS), number of temperatures tuning (NT), dynamic population size
experiment (DPS), and cluster algorithms (CA). D is the space di-
mension, L is the linear system size, R is the population size,
Tmin = 1/βmax is the lowest temperature simulated,NT is the num-
ber of temperatures, and M is the number of disorder realizations
studied. The label “Schedule” refers to the annealing schedule used,
such as the linear-in-β (LB) or the linear-in-β linear-in-T (LBLT)
schedules. NS = 10 sweeps are applied to each replica at each tem-
perature. Note that in the case of dynamic population sizes (DPS), R
is the mean population size. See the text for more details.
Technique D L R Tmin NT Schedule M
SSM 3 4 5× 104 0.2 101 LB 1000
SSM 3 6 2× 105 0.2 101 LB 1000
SSM 3 8 5× 105 0.2 201 LB 1000
SSM 3 10 1× 106 0.2 301 LB 1000
AS 3 8 5× 105 0.2 201 All 1000
AS 3 10 1× 106 0.2 301 All 1000
NT 2 8 5× 104 0.2 variable LBLT 100
NT 2 16 2× 105 0.2 variable LBLT 100
NT 2 25 5× 105 0.2 variable LBLT 100
NT 2 32 1× 106 0.2 variable LBLT 100
NT 3 4 5× 104 0.2 variable LBLT 100
NT 3 6 2× 105 0.2 variable LBLT 100
NT 3 8 5× 105 0.2 variable LBLT 100
NT 3 10 1× 106 0.2 variable LBLT 100
DPS 3 6 2× 105 0.2 101 LB 1000
DPS 3 8 5× 105 0.2 201 LB 1000
DPS 3 10 1× 106 0.2 301 LB 1000
CA 2 8 5× 104 0.2 101 LB/LBLT 1000
CA 2 16 2× 105 0.2 101 LB/LBLT 1000
CA 2 25 5× 105 0.2 201 LB/LBLT 1000
CA 2 32 1× 106 0.2 301 LB/LBLT 1000
CA 3 4 5× 104 0.2 101 LB/LBLT 1000
CA 3 6 2× 105 0.2 101 LB/LBLT 1000
CA 3 8 5× 105 0.2 201 LB/LBLT 1000
CA 3 10 1× 106 0.2 301 LB/LBLT 1000
pc one can see that frustration actually makes the cluster size
grow slower as a function of β. However, frustration also sig-
nificantly reduces the transition temperature, which is the pri-
mary reason why the Wolff algorithm is less efficient for spin
glasses. Finally, note that the Wolff algorithm is both ergodic
and satisfies detailed balance.
2. Houdayer cluster algorithm
Designed for spin glasses, the Houdayer cluster algorithm
[24] or its generalization, the isoenergetic cluster moves
(ICM) [31], greatly improves the sampling for parallel tem-
pering in 2D, while less so in 3D. ICM in 3D, like the Wolff
algorithm, is restricted to a temperature window where the
4method is most efficient [31]. ICM works by updating two
replicas at the same time. First, an overlap between the two
replicas is constructed, which naturally forms positive and
negative islands. One island is selected, and the spin con-
figurations of the island in both replicas are flipped.
In its original implementation, the spin down sector is al-
ways used to construct the cluster. In the implementation of
Zhu et al. a full replica is flipped if the chosen island is in
the positive sector to make it negative [31] and therefore re-
duce the size of the clusters. Here, we improve on this im-
plementation by allowing the chosen island to be either pos-
itive or negative, and flipping the spins of the island in both
replicas. Therefore, we never flip a full replica. This saves
computational time and also has the advantage that it does not
artificially make the spin overlap function symmetric. ICM
satisfies detailed balance but is not ergodic. Therefore, the al-
gorithm is usually combined with an ergodic method such as
the Metropolis algorithm. ICM greatly improves the thermal-
ization time, and also slightly improves the autocorrelation
time in parallel tempering. Because PAMC is a sequential
method, there is no thermalization stage. We therefore focus
on whether the algorithm reduces correlations, i.e., systematic
and statistical errors. Our implementation of PAMC with ICM
is as follows: First, after each resampling step, we do regular
Monte Carlo sweeps and ICM updates alternately. We first
do NS/2 lattice sweeps for each replica, followed by R ICM
updates done by randomly pairing two replicas in the popu-
lation, followed by another NS/2 lattice sweeps. Second, for
each ICM update, we choose an island from the spin sector
with the smaller number of spins. Then the spin configura-
tions of the island in both replicas are flipped. This effectively
means that the spin configurations associated with the selected
island are either exchanged or flipped depending on the sign
of the island being negative in the former or positive in the
latter. Note that the combined energy of the two replicas is
conserved in both cases, therefore making the algorithm re-
jection free.
III. IMPLEMENTATION OPTIMIZATIONS
In this section, we present our implementation improve-
ment to the population annealing algorithm. We first present
spin selection methods, followed by experiments using dif-
ferent annealing schedules, numbers of temperatures, and the
use of a dynamic population. The simulation parameters are
summarized in Table I.
A. Comparison of spin selection methods
We have studied three spin selection methods: sequential,
random, and checkerboard. We have carried out a large-scale
simulation in 3D to compare these methods for L = 4, 6,
8, and 10, with 1000 instances for each system size. We
first run the simulations using the parameters in Table I. To
measure Sf or ρs reliably, we require Sf & 2 [16]. When
this is not satisfied for a particular instance, we rerun it with
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FIG. 2: Comparison of the entropic population size ρs for differ-
ent spin selection methods: random, sequential and checkerboard
updates in three space dimensions. Sequential and checkerboard up-
dates have similar efficiency (b), and both are more efficient than
random updates (a).
a larger population size. We then compare ρs at the lowest
temperature between different spin selection methods. Fig-
ure 2 shows scatter plots comparing ρs instance by instance
for different system sizes and using different spin selections
methods. Figure 2(a) compares random to sequential updates,
whereas Fig. 2(b) compares checkerboard to sequential up-
dates. Interestingly, sequential and checkerboard updates have
similar efficiency (the data lie on the diagonal), whereas both
sequential and checkerboard are more efficient than random
updates. This is particularly visible for the larger system sizes,
e.g., L = 10. The random selection method is therefore the
least efficient update technique for disordered Boolean prob-
lems, keeping in mind that it requires the computation of an
additional random number for each attempted spin update thus
slowing down the simulation. We surmise that a sequential
updating of the spins accelerates the mobility of domain walls
in most cases. However, in some pathological examples, such
as the one-dimensional Ising chain random updating is needed
5for Monte Carlo to be ergodic.
B. Optimizing annealing schedules
Most early population annealing simulations used a simple
linear-in-β (LB) schedule where the change in β in the anneal-
ing schedule is constant as a function of the temperature index.
This, however, is not necessarily the most optimal schedule to
use. We use two approaches to optimize the annealing sched-
ules and the number of temperatures: One approach uses a
mathematical model with free parameters to be optimized and
the other includes adaptive schedules based on a guiding func-
tion, e.g., the energy fluctuations or the specific heat. For the
parametric schedules we introduce a linear-in-β linear-in-T
(LBLT) and a two-stage power-law schedule (TSPL). For the
LBLT schedule there is one parameter to tune, namely a tun-
ing temperature TN [32]. In this schedule, half of the temper-
atures above TN are linear in β, while the other half below TN
are linear in T . For the TSPL schedule we define a rescaled
annealing time τ = kβ/(NT −1) ∈ [0, 1], where kβ is the an-
nealing step (or temperature index) 0, . . . , NT − 1. The TSPL
schedule is modeled as
β(τ) = aτα1θ(τ0 − τ) + bτα2θ(τ − τ0), (5)
where θ is the Heaviside step function. Here α1 and α2 are
free parameters. a and b enforce continuity and the final an-
nealing temperature. τ0 is selected to enforce a switch-over
temperature β0. We optimize the LBLT schedule with a sim-
ple scan of the parameter TN . The optimum value of TN
(where ρs is minimal) is shown in Fig. 3(c) for 2D (TN ≈ 0.8,
marked with a vertical shaded area) and Fig. 3(d) for 3D
(TN ≈ 1.0, marked with a vertical shaded area).
The TSPL schedule, however, has more parameters that
have to be tuned. Therefore, we have used the Bayesian op-
timization package Spearmint [33, 34] rather than a full grid
scan in the entire parameter space. We find numerically that
the parameters α1 = exp(−0.0734), α2 = exp(2.15), and
β0 = 1.63 work well. However, we note that there is no
guarantee of global optimality. For the adaptive schedules,
we optimize using information provided by energy fluctua-
tions, because energy is directly related to the resampling of
the population. We therefore define a density of inverse tem-
perature β, g(β), and study the following adaptive schemes.
var(E) schedule with g(β) ∼ var(E),
std(E) schedule with g(β) ∼√var(E),
CV schedule with g(β) ∼ CV (β),
√
CV schedule with g(β) ∼
√
CV (β),
where CV is the specific heat of the system. Note that the
functions are disorder averaged, and the proportionality is de-
termined by the number of temperatures. Because g(β) may
become extremely small, we have replaced all the function
values that are less than 10% of max(g) by 0.1 ×max(g) to
prevent large temperature leaps. With this small modification,
we generate NT temperatures according to the above density
functions. The shapes and β densities of all schedules are
shown in Figs. 3(a) and 3(b), respectively. There are clear dif-
ferences between the different schedules, especially in com-
parison to the traditionally used LB schedule. We compare
the efficiency of these different schedules in Fig. 4 by analyz-
ing the systematic errors in a number of paradigmatic observ-
ables. We have studied the internal energy (E), free energy
(F ), and the spin-glass Binder cumulant [35] for the system
size L = 10. To overcome the scale difference when show-
ing the systematic errors for these observables in one plot, we
have normalized the errors with respect to the schedule that
has the greatest error. Therefore, all the errors will be rela-
tive to that of the worst schedule. In Figs. 4(a) and 4(b) we
show the normalized systematic errors for two randomly cho-
sen and extremely hard instances. In Fig. 4(c) we show the
disorder averaged systematic errors calculated from 100 of
the hardest instances. It can be readily seen from the plots
that the LBLT and TSPL schedules yield the best efficien-
cies among all the experimented schedules with TSPL slightly
more efficient. Both LBLT and TSPL schedules place more
temperatures at high temperature values (smaller β values),
presumably because the Metropolis dynamics is more effec-
tive at high temperatures. Additionally, in Fig. 4(c) we have
shown ρs for various schedules. We observe great correlation
between ρs and the systematic errors which corroborates the
use of ρs as a good measure of efficiency.
We stress that the optimum schedule depends on the choice
of the number of sweeps at each anneal step NS, because NT
and NS are exchangeable when NT is large enough. In our
approach, we have fixed NS. It is therefore possible that other
techniques may result in different optimal schedules. For in-
stance, one may use the energy distribution overlaps at two
temperatures to define the optimum schedule [22, 27], which
only depends on the thermodynamic properties of the system.
As an example, in Fig. 5 we show the energy distributions of
the LBLT schedule for L = 8 in 3D. The energy histograms
overlap considerably up to several temperature steps. Within
this framework, the optimization is transferred to the distribu-
tion of sweeps. However, the density of work (the product of
density of β and density of sweeps) should be similar in the
two different approaches. In our implementation as the num-
ber of sweeps is constant, the density of work is the same as
the density of β.
C. Optimization of the number of temperatures
To optimize the number of temperatures and their range,
we use the LBLT schedule as it is easy to implement and
very close to optimal. Our figure of merit is to maximize
the number of independent measurements R/ρs for constant
work W = RNSNT . We define efficiency as γ = R/(ρsW )
by tuning NT for a constant W . Because NS = 10 is fixed,
we need to maximize 1/(ρsNT ) by tuning NT . In the limit
R → ∞, ρs and the efficiency γ are independent of the pop-
ulation size. This is expected as γ is an intensive quantity.
Therefore, to measure γ, we only need to make sure R is suf-
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FIG. 3: Panel (a) shows the β values as a function of the inverse temperature index kβ for the different schedules experimented with and
panel (b) shows the resulting β densities g(β) (the data are cut off at β = 3 for clarity). Note that both TSPL and LBLT schedules have more
temperatures at high T . Panels (c) and (d) show ρs as a function of TN for 2D and 3D simulations, respectively. The vertical shaded line marks
the optimum. See the main text for details.
ficiently large such that ρs has converged. It is not necessary
to use the same W for different NT .
The results for both two- and three-dimensional systems are
shown in Figs. 6(a) and 6(b), respectively. The solid curves
show the disorder average while the dashed envelopes are
the instance-by-instance results. It is interesting to note that
for relatively smaller system sizes we observe a pronounced
peak. The existence of an optimum number of temperatures
can be intuitively understood in the following way: For a fixed
amount of computational effort, if NT is too small, then the
annealing or resampling would become too stochastic, which
is inefficient. On the other hand, if the annealing is too slow
(NT is too large) this becomes unnecessary and keeping a
larger population size is more efficient. Therefore, the opti-
mum comes from a careful balance betweenNT andR. How-
ever as the system size grows, the optimum peak starts to flat-
ten out due to the onset of temperature chaos [36–42]. This
can be seen in Fig. 6 as a discernible increase in the density
of instances with irregular oscillatory behavior. Thus we con-
clude that the optimization presented here, although captur-
ing the bulk of the instances, might not be reliable in case
of extremely hard (chaotic) instances. Instead one may con-
sider performing more Metropolis sweeps rather than merely
increasing the temperature steps or the population size. This
is especially relevant if memory (which correlates to R) be-
comes a concern for the hardest instances.
D. Dynamic population sizes
The reason the LBLT schedule is more efficient than a sim-
ple LB schedule is because the Metropolis dynamics is less ef-
fective at low temperatures, and therefore using more “hotter”
temperatures is more efficient. Here we investigate another
technique, namely a variable number of replicas that depends
on the annealing temperature, thus having a similar effect to
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FIG. 4: Comparison of the systematic errors for various annealing
schedules. The studied observables are energy (E), free energy (F ),
and the spin glass Binder cumulant (gSG) for the system size L =
10. Panels (a) and (b) show the systemic errors for two randomly
chosen hard instances, whereas panel (c) illustrates the systematic
errors averaged over 100 of the hardest instances. Systematic errors
of different observable often have magnitudes largely apart. For this
reason, the errors in each observable have been normalized relative
to the maximum error across all schedules. For instance, in the top
panel the std(E) schedule which has the greatest systematic error
is normalized to 1 while the rest of the schedules lie below 1. It is
seen from the plots that the TSPL schedule is the most efficient. The
LBLT schedule, although conveniently simple, competes well with
the optimal schedule. Note that we also show ρs (as a dual y-axis) in
panel (c). We observe that ρs greatly correlates with the systematic
errors justifying the use of it as an effective optimization criterion.
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FIG. 5: Energy density distribution of the LBLT annealing sched-
ule for L = 8 in three space dimensions. Thinner curves show the
histograms at all temperatures whereas the thicker ones are drawn at
every 10 temperature steps. There are 200 temperature steps in total.
The histograms overlap considerably.
having more temperatures at higher values. Regular PAMC is
designed to have an approximately uniform population size as
a function of temperature. Here we allow the population size
to change with β. Because most families are removed at a
relatively early stage of the anneal, transferring some replicas
from low temperatures to high temperatures may increase the
diversity of the final population, even though the final popula-
tion size would be smaller [43].
We study a simple clipped exponential population schedule
where the population starts as a constantR0 until β = β0, and
then decreases exponentially to Rf = R0/r at β = βmax,
R(β) =
{
R0 β ≤ β0
aR0/
[
(r − 1)(eβS − eβ0S) + a] β > β0, (6)
where a = exp(βmaxS)− exp(β0S). The free parameters to
tune are S, β0, and r. S is chosen such that the function is
continuous and naturally characterizes the slope of the curve.
Once the parameters are optimized, we can scale the full func-
tion to have a comparable average population size to that of
the uniform schedule. The optimization is again done using
Bayesian statistics, and we obtain β0 = 0.9, r = 33.8, and
S = exp(−2.52).
It is noteworthy to mention that there are two different mea-
sures to detect efficiency when the population size is allowed
to change. For the same average population size, the dy-
namic population schedule is always better at high tempera-
ture. However, at low temperature, a smaller ρs does not jus-
tify that the number of independent measurements is larger,
becauseR is also smaller. It is thus reasonable to optimize the
parameters using ρs, and then also to compare to R/ρs. Note
that we use the local population size R at each temperature to
compute ρs. The correlations and comparisons of ρs and ρf
are also studied. With the optimum parameters, we compare
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FIG. 6: Optimization of the number of annealing steps NT in two
space dimensions [2D, panel (a)] and three space dimensions [3D,
panel (b)]. To maximize sampling efficiency, one needs to optimize
1/(ρsNT ) with respect toNT . In both panels the points and the solid
curves show the disorder average while the dashed envelopes display
all 100 studied instances. For smaller system sizes the peak (opti-
mum) is sharp, whereas for systems with more than approximately
1000 spins the peak is broadened, especially in two dimensions. The
reason for this broadening can be understood by noticing the increase
in the density of chaotic samples as the system grows in size (wiggly
lines).
the efficiency of the dynamic and uniform population sizes.
The results are shown in Fig. 7. We see that ρs and ρf are
well correlated for the dynamic population size. ρs is greatly
reduced, suggesting that the simulation is much better at the
level of averaging over all temperatures. We also see that even
using the worst-case measure, the dynamic population size is
more efficient than the uniform one. Note, however, that the
peak memory use of the dynamic population size is larger due
to the nonuniformity of the number of replicas as a function
of β.
IV. ALGORITHMIC ACCELERATORS
We now turn our attention to algorithmic accelerators by
including cluster updates in the simulation. The simulation
parameters are summarized in Table I.
A. Isoenergetic cluster updates
Here we study PAMC with ICM updates. In 3D, similarly
to the Wolff algorithm, there is an effective temperature range
where ICM (see Ref. [31] for more details) is efficient. In
ICM, two replicas are updated simultaneously. This process
uses the detailed structure of the two replica configurations,
and it is natural to question if the family of a replica is still
well defined. For example, occasionally, two replicas may
merely exchange their configurations. This is equivalent to
exchanging their family names which potentially increases the
diversity of the population at little cost. To resolve and inves-
tigate this issue, we have therefore measured the (computa-
tionally more expensive) equilibration population size ρf as
well, which unlike ρs, does not depend on the definition of the
families. Our results are shown in Fig. 8 and Fig. 9, for 2D
and 3D, respectively. We find that ρs is indeed artificially re-
duced by the cluster updates. In both 2D and 3D, ρf has a wide
distribution, while ρs is almost identical for all instances. Fur-
thermore, ρs and ρf are strongly correlated for regular PAMC,
but the correlation is poor when ICM is turned on. Therefore,
we conclude that ρs is no longer a good equilibration metric
for PAMC when combined with ICM. Using ρf , we find that
similar to PT [31], there is clear speed-up in 2D. In 3D, how-
ever, the speed-up becomes again marginal. This is in con-
trast to the discernible speed-up for PT with the inclusion of
ICM in 3D. The results suggest that ICM is mostly efficient
in 2D and likely quasi-2D lattices, reducing both thermaliza-
tion times (PT) and correlations (PAMC and PT). In 3D, ICM
merely reduces thermalization times, while marginally influ-
encing correlations.
B. Wolff cluster updates
Wolff cluster updates are not effective in spin-glass simu-
lations. We, nevertheless, have revisited this type of cluster
update in the context of PAMC for the sake of completeness.
More details can be found in Appendix A.
V. PARALLEL IMPLEMENTATION
Population annealing is especially well suited for paral-
lel computing because operations on the replicas can be car-
ried out independently and communication is minimal. Since
OpenMP is a shared-memory parallelization library, it is lim-
ited to the resources available on a single node of a high-
performance computing system. Although modern compute
nodes have many cores and large amounts of RAM, these are
considerably smaller than the number of available nodes by
90
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FIG. 7: Instance-by-instance comparison for a PAMC simulation with fixed and dynamic population sizes. With a dynamic population size,
ρs and ρf are well correlated, similarly to the case of uniform population. ρs is greatly reduced, suggesting that the simulation is much better
at the level of averaging over all temperatures. The dynamic population size is also more efficient than the uniform one using the worst-case
measure. Here Rf is the final population size.
often several orders of magnitude. To benefit from machines
with multiple compute nodes and therefore simulate larger
problem sizes, we now present an MPI implementation of
PAMC which can utilize resources up to the size of the cluster.
While for typical problem sizes single-node OpenMP imple-
mentations might suffice for the bulk of the studied instances,
hard-to-thermalize instances could then be simulated using a
massively parallel MPI implementation with extremely large
population sizes. Although the exact run time depends on
many variables such as the simulation parameters, architec-
ture, code optimality, compiler, etc., here we show some ex-
ample of a typical simulation time with the parameters listed
in Table I. On a 20-core node with Intel Xeon E5-2670 v2
2.50 GHz processors, it takes approximately 1.3, 12, and 75
minutes to simulate an instance in 3D with N = 216, 512,
and 1000 spins, respectively.
A. Massively parallel MPI implementation
The performance and scaling of our MPI implementation
for 3D Edwards-Anderson spin glasses is shown in Fig. 10.
Note that the wall time scales ∼ 1/N with N the number
of cores for less than 1000 cores. In our implementation,
the population is partitioned equally between MPI processes
(ranks). Each rank is assigned an index k with I/O operations
occurring on the 0th rank. A rank has a local population on
which the Monte Carlo sweeps and resampling are carried out.
We also define a global indexGwhich is the index of a replica
as if it were in a single continuous array. In practice, the global
index G of a replica j on a rank k is computed as the sum of
the local populations ri on the preceding ranks plus the local
index j, i.e.,
G = j +
k−1∑
i=0
ri. (7)
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FIG. 8: Population annealing with ICM updates in 2D. Note that replica family is not well defined when ICM updates are included. Therefore,
we use ρf to characterize speed-up. Significant speed-up is observed in 2D.
The global index for a particular replica varies as its position
in the global population changes.
Load balancing is carried out when a threshold percentage
between the minimum and maximum local populations is ex-
ceeded. In our implementation, all members of a family must
be in a continuous range of global indices to allow for efficient
computation of the family entropy and the overlap function of
the replicas. Therefore, load balancing must maintain adja-
cency. The destination rank k of a replica is determined by
evenly partitioning the global population such that each rank
has approximately the same number of replicas, i.e.,
k = bG/ (RN )c, (8)
where N is the number of ranks (cores).
Measurement of most observables is typically an efficient
accumulation operation, i.e.,
〈A〉 = 1
R
N∑
k
rk∑
j
Aj,k. (9)
On the other hand, measuring observables such as the spin-
glass overlap is more difficult and only done at select temper-
atures. Sets of replicas are randomly sampled from a rank’s
local population and copies are sent to the range of ranks
[(k + N/4) mod N, (k + 3N/4) mod N ] with periodic
boundary conditions to ensure that the overlap is not com-
puted between correlated replicas. The resulting histograms
are merged in an accumulation operation similar to regular
observables.
Improving scaling with process count will require a lower
overhead implementation of the spin overlap measurements—
a problem we intend to tackle in the near future.
VI. CONCLUSIONS AND FUTURE CHALLENGES
We have investigated various ways to optimize PAMC,
ranging from optimizations in the implementation, to the ad-
dition of accelerators, as well as massively parallel imple-
11
−1
0
1
2
3
4
5
−1 0 1 2 3 4 5
lo
g
1
0
(ρ
f)
[P
A
+
IC
M
]
log10(ρf) [PA]
L = 4
L = 6
L = 8
L = 10
3D (c)
−1
0
1
2
3
4
5
−1 0 1 2 3 4 5
lo
g
1
0
(ρ
f)
[P
A
]
log10(ρs) [PA]
L = 4
L = 6
L = 8
L = 10
3D
(a)
−1
0
1
2
3
4
5
0.8 1 1.2 1.4 1.6 1.8 2 2.2
lo
g
1
0
(ρ
f)
[P
A
+
IC
M
]
log10(ρs) [PA+ICM]
L = 4
L = 6
L = 8
L = 10
3D(b)
0.9
1.2
1.5
1.8
2.1
1 2 3 4 5
lo
g
1
0
(ρ
s)
[P
A
+
IC
M
]
log10(ρs) [PA]
L = 4
L = 6
L = 8
L = 10
3D (d)
FIG. 9: Population annealing with ICM updates in 3D. Note that replica family is not well defined when ICM updates are included. Therefore,
we use ρf to characterize speed-up. Modest speed-up is observed in 3D.
mentations. Many of these optimizations lead to often con-
siderable speed-ups. We do emphasize that these approaches
and even the ones that showed only marginal performance im-
provements for spin glasses in 2D and 3D might be applied to
other approaches to simulate statistical physics problems po-
tentially generating sizable performance boosts. The reduc-
tion in thermal error studied in this work can most directly be
applied to the study of spin glasses by providing more CPU
time for disorder averaging.
For the study of spin glasses, our results show that the best
performance for PAMC is obtained by selecting the spins in a
fixed order, i.e., sequentially or from a checkerboard pattern.
Similarly, LBLT and TSPL schedules yield the best perfor-
mance with LBLT having the least parameters to tune and thus
easier to implement. The number of temperatures needed for
annealing is remarkably robust for large system sizes. Hence,
in order to tackle hard instances, it is often convenient to in-
crease the number of sweeps rather than merely using more
temperatures. Dynamic population sizes are desirable, albeit
at the cost of a larger memory footprint. However, this can
be easily mitigated via massively parallel MPI implementa-
tions. In conjunction with Ref. [22], and as far as we know,
this study represents the first analysis of PAMC from an im-
plementation point of view.
Recently, we learned [44] that the equilibration population
size ρf can be measured in a single run using a blocking
method. It would be interesting to further investigate and test
this idea thoroughly in the future. With an optimized PAMC
implementation, it would be interesting to also perform large-
scale spin-glass simulations to answer some of the unresolved
problems in the field, such as the nature of the spin-glass state
in three and four dimensions. We plan to address these prob-
lems in the near future.
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FIG. 10: Scaling of the total wall time as a function of the number
of processorsN for two system sizes L = 8 and L = 12. Launching
and initialization time are not included. Note that the efficiency be-
comes better for larger and harder problems. For L = 12, the scaling
remains 1/N up to about 1000 processors. The efficiency then de-
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Note that resampling still takes a relatively small time.
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Appendix A: Wolff cluster updates
For the Wolff algorithm, we first measure the mean clus-
ter size per spin, as shown in Figs. 11(a) and 11(c) for the
2D and 3D cases, respectively. Note the smooth transition of
the mean cluster size from 0 to 1. We identify a temperature
range where the mean cluster size is in the window [0.1, 0.9]
[45]. We perform Wolff updates in this temperature range,
i.e., we perform 10 Wolff updates in addition to the 10 reg-
ular Metropolis lattice sweeps for each replica. The compar-
ison of ρs with regular PAMC is shown in Figs. 11(b) and
11(d). While the Wolff algorithm speeds up ferromagnetic
Ising model simulations in 2D, the speed-up is marginal for
2D spin glasses because of the zero-temperature phase tran-
sition. In 3D, the Gaussian spin glass has a phase transition
near Tc ≈ 0.96, but the temperature window where the Wolff
algorithm is effective is much higher than Tc. The speed-up
is therefore almost entirely eliminated, presumably because
the Metropolis algorithm is already sufficient for these high
temperatures. The fact that the Wolff algorithm is more effi-
cient in 2D than 3D is because clusters percolate faster in 3D,
again rendering the effective temperature range higher in 3D.
Therefore, Wolff updates constitute unnecessary overhead in
the simulation of spin glasses in conjunction with PAMC.
Even though PAMC with the Wolff algorithm does not
appear to work very well for spin glasses, this does not
mean they cannot be used together. For example, in two-
dimensional spin glasses, adding the Wolff algorithm still has
marginal benefits. The combination of PAMC and the Wolff
cluster updates can be used for ferromagnetic Ising models
for the purpose of parallel computing, because parallelizing
the Wolff algorithm while doable, is challenging. In popula-
tion annealing, however, this can be easily parallelized at the
level of replicas, and not within the Wolff algorithm itself.
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