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ABSTRACT
Robotic systems often operate with uncertainties in their
dynamics, for example, unknown inertial properties.
Broadly, there are two approaches for controlling uncer-
tain systems: design robust controllers in spite of un-
certainty, or characterize a system before attempting to
control it. This paper proposes a middle-ground ap-
proach, making trajectory progress while also accounting
for gaining information about the system. More specif-
ically, it combines excitation trajectories which are usu-
ally intended to optimize information gain for an estima-
tor, with goal-driven trajectory optimization metrics. For
this purpose, a measure of information gain is incorpo-
rated (using the Fisher Information Matrix) in a real-time
planning framework to produce trajectories favorable for
estimation. At the same time, the planner receives sta-
ble parameter updates from the estimator, enhancing the
system model. An implementation of this learn-as-you-
go approach utilizing an Unscented Kalman Filter (UKF)
and Nonlinear Model Predictive Controller (NMPC) is
demonstrated in simulation. Results for cases with and
without information gain and online parameter updates
in the system model are presented.
Key words: NMPC; Fisher information; excitation trajec-
tory; trajectory optimization.
1. INTRODUCTION
Complete characterization of a system is often needed
to conduct precise tasks like maneuvering in cluttered
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Figure 1: Robotic systems often have a variety of uncer-
tain parameters. In particular, space systems that must
manipulate or dock with an uncertain target (left) will in-
herit the uncertainty of the target (right) as the system’s
inertial properties change (e.g. mass, shown here with a
sample probability density function).
or sensitive environments, or performing close proximity
operations such as docking. Such tasks are especially im-
portant for robotic spacecraft operations, where execut-
ing trajectories accurately is important, as is characteriz-
ing an unknown system, for example, after grappling un-
known targets. In the literature, parameter identification
methods used for spacecraft involve offline calculation of
excitation trajectories that make the parameters observ-
able [12], [1], [3]. However, a pre-computed trajectory
might not be feasible for robots operating in dynamic en-
vironments, like a free-flying robot transporting payload
onboard a manned space station. It can also be undesir-
able to halt the system’s operation for the identification
process to be performed. Further, there are potential per-
formance improvements from having better parameter es-
timates available, faster.
To that end, this paper presents a framework for joint op-
eration of the estimator and the planner, such that exci-
tation trajectories (“richness”) are combined with trajec-
tory optimization in a real-time fashion [11], [18], result-
ing in a weighting of information gain when parameter
estimation is desired. Due to this real-time capability, the
estimates can be incorporated by the planner on-the-fly,
resulting in more precise execution. When sufficient con-
fidence in the estimates is attained, the fast receding hori-
zon planner allows the excitation trajectory to gradually
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blend into a quadratic-weighted optimal trajectory.
This approach is well-suited in the context of certain
space robotics applications like free-flying grappling of
unknown targets. The novelty of this approach is that
the robot’s primary tasks can be performed concurrently
with the identification process. In most parameter iden-
tification methods proposed in the literature, not only
are excitation trajectories planned offline, but calibration
is carried out exclusively–updating the controller model
with the new estimates is not addressed. Other planning
approaches (e.g. robust control) assume bounded un-
certainty and provide guarantees within this uncertainty
bound, but they do not address parameter estimation. [8]
[13] Adaptive control does self-tune or adapt parameters
online, but these methods track a reference trajectory or
operating point rather than performing real-time planning
and require trajectory “richness” for adaptation. [14] [16]
The paper is structured as follows: Section 2 explains the
fundamental problem, while Section 3 presents details
regarding the proposed solution, like the planning algo-
rithm and information weighting. Section 4 elaborates on
the simulation conditions under which the proposed algo-
rithm was tested. The results of these simulation tests are
provided in Section 5. Concluding remarks and possible
extensions of this work are provided in Section 6.
2. PROBLEM FORMULATION
A robotic system with state x ∈ Rn×1 and uncertain pa-
rameters θ ∈ Rj×1 is initially positioned at state x0. A
goal region Xg is specified (green dot in Figure 3). (For a
rigid body system, θ may include: mass, moments and
products of inertia, and center of mass.) The dynam-
ics and measurement model of the system are specified
(equations (1) and (2), respectively). The aim is to plan a
trajectory respecting constraints while minimizing a cost
function J , formally stated in equation (11), by selecting
optimal inputs to the dynamic system, ui ∈ u ∈ Rk×1.
[9]
The problem of combining information gain with goal-
driven planning by considering a robot with uncertain
model parameters (e.g. a docked satellite) must be solved
by: incorporating a measure of information gain; adapt-
ing parameters; adjusting information gain weighting;
and performing real-time computation of u∗i . At a high
level, these components interact as shown in Figure 2.
The aim is to not only control the satellite to reach the
goal position despite this uncertainty, but also to learn
the system parameters while tracking a path towards the
goal. Common sensor fusion algorithms combine mea-
surements from different sensors to produce estimates of
x. It is assumed that these estimates are available for use
by the controller and the parameter estimator.
Figure 2: A high-level representation of the interac-
tion between the NMPC and the estimation components.
Components of interest are highlighted in green.
3. APPROACH
This work proposes combining the excitation that is ob-
tained via offline excitation trajectories with traditional
goal-oriented model predictive control. The result is
a real-time planning framework that adds excitation to
goal-achieving trajectories in order to characterize the
system to satisfaction during useful motion. The Fisher
information matrix is used as a measure of the informa-
tion content, and a receding horizon planner is used for
real-time planning in combination with a parameter esti-
mator. Three key advantages are obtained:
• Inclusion of excitation in goal-achieving trajectories
• Update of (more accurate) parameters on-the-fly
• Continual replanning for trajectory deviation
Figures 4 and 5 detail each of these advantages. This
section provides an overview of the planning algorithm
and its components for a general system.
3.1. The Fisher Information Matrix
Fisher information is a measure of the amount of informa-
tion provided by the measurements on the unknown pa-
rameters. The Crame´r-Rao Lower Bound (CRLB) gives
a theoretical lower bound on the expected uncertainty
of the parameter estimates. For an unbiased estimator,
the CRLB is the inverse of the Fisher information ma-
trix (FIM) [2]. If the information content is maximized,
for instance, by maximizing any norm of the FIM, then it
would also correspond to minimizing the lower bound on
the variance of the estimates. Wilson et al. address using
the FIM for excitation in [19]. The FIM is additive across
time steps, and is at least positive semi-definite. The FIM
has been used to maximize information in applications
such as target localization [10] and recently real-time ac-
tive parameter estimation [18].
3.2. Calculation of the FIM
Let the process and measurement models of the system
be represented as:
x˙ = f(x,u, θ) + wx (1)
y˜ = h(x,u, θ) + wy (2)
where the state vector is x, the vector of the measured
quantities is y˜ ∈ Rm×1, and θ is the vector that con-
tains the parameters to be estimated, with covariance
P ∈ Rj×j . The process noise wx, and measurement
noise wy , are assumed zero mean Gaussian, with covari-
ances C ∈ Rn×n and Σ ∈ Rm×m, respectively. By
definition, the FIM can be found as:
F = E
{[
∂
∂θ
ln [p(y˜|θ)]
] [
∂
∂θ
ln [p(y˜|θ)]
]T}
(3)
Assuming that there is no process noise in the parameter
model, i.e., θ(ti + 1) = θ(ti), and due to the Gaussian
nature of the measurement noise, over time t0 to tf (3)
reduces to:
F =
f∑
i=0
H(ti)
TΣ−1H(ti) (4)
where
H(ti) =
∂h(x(ti),u(ti), θ)
∂θ
+
∂h(x(ti),u(ti), θ)
∂x
· ∂x(x(ti),u(ti), θ)
∂θ
(5)
Let
φ(ti) =
∂x(x(ti),u(ti), θ)
∂θ
(6)
Eq. (6) can also be written as (note that subscript ti is
dropped for brevity):
φ =

∂x1
∂θ1
· · · ∂x1∂θj
...
. . .
...
∂xn
∂θ1
· · · ∂xn∂θj
 (7)
Then, the value of φ can be obtained by the solution of
the following ordinary differential equation, with initial
conditions φ(0) = {0} ∈ Rn×j [15] [18]
φ˙ =
∂f(x,u,θ)
∂x
φ +
∂f(x,u, θ)
∂θ
(8)
3.3. Trajectory Optimization and Model Predictive
Control
A large body of work uses model predictive control for
spacecraft operations, e.g. [17] [6]. Receding (or mov-
ing) horizon controllers function on the principle of only
executing the first n of N timesteps of computed tra-
jectory inputs. At every n timesteps, an optimal trajec-
tory is recomputed over a horizon of length N . Only
u(1)...u(n) of these optimal inputs are actually executed.
Since the optimization is computed online in real-time as
frequently as every timestep, n=1, new information about
the model and the environment can be incorporated on-
the-fly. Moreover, the online trajectory generation also
serves as a controller, making the system robust to er-
ror and uncertainty. Guarantees on stability and robust-
ness are possible to provide for model predictive con-
trol (MPC), which uses quadratic cost and linear state
dynamics, but are difficult to obtain for nonlinear MPC
(NMPC).
MPC is particularly suited for online control in the pres-
ence of constraints as long as the problem being solved
is a quadratic program. Nonlinear dynamics and cost
throw out these assumptions–NMPC must be used, which
relies, ultimately, on nonlinear programming (NLP) to
solve a nonlinear optimization description of the system
trajectory.
Figure 3: The fundamental trajectory optimization prob-
lem. A system, here two docked satellites, must obey
dynamic constraints and environmental constraints (e.g.
avoiding the space station shown here) while moving to-
ward the goal, Xg (green dot).
3.4. Cost Function and Optimization Formulation
The cost function combines two contrasting objectives of
maximizing the excitation and minimizing the state error
toward the goal. The FIM must be interpreted in scalar
form to be incorporated in the excitation portion. Mul-
tiple ways of converting the information in the FIM to a
scalar exist. [4]. Minimizing the trace of the FIM inverse,
i.e., Tr
(
F−1
)
, also referred to as the A-optimality crite-
rion, is chosen in this case, equivalent to minimizing the
lengths of the axes of the estimate uncertainty ellipsoid.
The second part of the objective function is goal-driven,
including tracking error and input with relative weight-
ing matrics, Q and R. The adjustable relative weighting
term, γ, automatically begins to assign relative weight to
this state-input weighting at a desired rate.
J =
∫ ∞
0
x>Qx + u>Ru + γTr
(
F−1
)
dt (9)
Figure 4: Real-time parameter updates allow for better decision-making since a more accurate model is available. The
poorly known parameter impedes tracking (left), while online update improves tracking performance (right). The latest
information from parameters and the environment can be taken in using this real-time implementation.
Figure 5: Excitation (information gain weighting) allows uncertain parameters to be better understood. The non-exciting
trajectory has no need to apply torque so it gains no information about its moment of inertia (left). The addition of
excitation allows tracking to the goal, but with additional rotation to understand moment of inertia (right).
Discretizing the above using the discrete version of the
FIM, adding constraints, and setting R to 0 for this im-
plementation gives:
minimize J
u
=
f∑
i=0
x>(ti)Qx(ti) + γTr
(
F(ti)
−1)
subject to x˙ = f(x,u, θ),
umin ≤ u(ti) ≤ umax
x ∈ Xfree
(10)
Note that f is the horizon length. In the implementation
discussed here, γ depends on the norm of state error as
well as elapsed time through the following relation,
γ = e−1/τt + ||x||2 (11)
where τ is the time constant for decay. As a result, the
emphasis on the FIM weighting decreases exponentially,
and is practically zero by the time the goal position is
reached to avoid wasteful excitation. Developing a good
heuristic for γ is a matter of design choice: potentially
useful choices include how much information gain is ob-
tained compared to past values and trajectory-tracking er-
ror.
4. IMPLEMENTATION
As a test case, a free-flyer with uncertain mass and princi-
pal moments of inertia is considered. In such a situation,
the benefits of using the proposed algorithm are two-fold:
the information weighting will lead to an improvement in
estimation accuracy, while updating these parameters in
the NMPC system model should result in more accurate
tracking. In order to highlight these aspects, the perfor-
mance of this method was evaluated through two kinds of
tests:
1. Comparison of the estimates when the cost function
also weights information, as opposed to exclusively
performing goal-tracking (γ = 0).
2. Comparison of tracking performance with and with-
out updating the system model with parameters esti-
mated on-the-fly.
These tests were carried out using a six degree of free-
dom (DoF) free-flyer model. The optimization problem
detailed in Section 3.4 was solved for each horizon us-
ing the ACADO toolkit [5]. Since a sequential estima-
tor which could accommodate systems with complex dy-
namic models just as easily as 6DoF rigid body dynamics
is desired, the Unscented Kalman Filter (UKF) [7] is used
for mass and principal moments of inertia estimation. As
1: procedure PARAM-PLAN(x0,Xg,P0,Q,R,θ0)
2: InitEst(P0,θ0)
3: InitNMPC(xref ,uref)
4: while xk 6∈ Xg do
5: uk+1 ← NmpcStep(xk,θk,xref ,uref )
6: x˙ = f(xk,uk+1) . system dynamics update
7: (θk+1,Pk+1) ←
ParamEst(θk,Pk, y˜k+1,uk)
8: end while
9: return (X0:k,U0:k)
10: end procedure
11:
12: procedure NMPCSTEP(xk,θk,xref ,uref )
13: γ ← SetGamma
14: uk+1 = RunNmpc(CalcFisher)
15: return uk+1
16: end procedure
Figure 6: An abbreviated summary of the planner’s logic.
The estimator and planner are initialized, and a desired
target setXg is set. At each step, a trajectory optimization
is computed online with the latest θ. The γ modification
logic can be modified to desired operation in SetGamma.
stated previously, it is assumed that the state estimates are
available through independent sensor fusion algorithms,
and the resulting linear and angular velocities are fed to
the UKF as measured data.
4.1. Robot Dynamics and Specifications
The state vector for a free-flying rigid body is given in
equation (12), consisting of rigid body position r, orien-
tation q, linear velocity v, and angular velocity ω .
r = [rx ry rz]
>
q = [qx qy qz qθ]
>
v = [vx vy vz]
>
ω = [ωx ωy ωz]
>
x =
rqv
ω
 (12)
r˙CoM = v (13)
v˙CoM =
F
m
(14)
ω˙ = −I−1ω × Iω + I−1τ (15)
I
Bq˙ =
1
2
H¯(IBq)
>BωIB (16)
(17)
Where I ∈ R3×3 is the second moment of inertia with
respect to the center of mass, expressed in FB . Note that
the quaternion convention is scalar last and IBq represents
the attitude of the body frame with respect to the inertial
frame.BωIB indicates FB with respect to FI , expressed
in FB .
In the simulated robot model, the actual system mass is
taken as 9.7 kg, while the principal moments of inertia
Ixx and Iyy are taken as 7 kg ·m2, and Izz as 10 kg ·m2.
The NMPC loop was run at 1 Hz, with a horizon length
of 40 s.
5. RESULTS
Results from the tests detailed in Section 4 are presented
here. To demonstrate visually, Figure 7 illustrates the ex-
citation introduced in the trajectory due to the presence
of information weighting. This 3DoF example shows the
robot moving linearly to the goal point (the origin) if no
rotation error is present and no information weighting is
used. However, when information weighting for param-
eters of mass and Izz is used, torques are commanded
about the Z axis as the robot progresses toward the goal.
With the aid of these rotations, data to estimate the value
of Izz can now be gathered.
For the first test objective, Figure 8 shows how the esti-
mates of the principal moments of inertia of a 6DoF sys-
tem evolve for a case of trajectory tracking without the
inclusion of information weighting (γ = 0). From its ini-
tial state, the robot has to perform both rotation and trans-
lation motion to reach the goal. Even though some infor-
mation about the moments of inertia is gained through
these maneuvers, the resulting estimate is either less ac-
curate, or is associated with a high level of uncertainty. In
contrast, the ’Estimated’ case in Figure 9 presents iner-
tia estimates that are more accurate and certain when the
cost includes information weighting, for the same start
and goal points.
For the second test, i.e, assessment of NMPC perfor-
mance with parameter updates, the complete 6DoF model
of the robot is considered. From an arbitrary position
and attitude, the robot is commanded to reach the goal
point where the attitude is the identity quaternion, q =
[0, 0, 0, 1]> and all other states are zero. Figures 9 and
10 illustrate that precise tracking is obtained when the
known parameters are incorporated in the system model
on-the-fly. In the case where the NMPC model param-
eters are not updated, the system does not stabilize at
the goal even after 100 s. The simulation was performed
on a 16 GB, 8 core Intel i7-4700MQ CPU @ 2.40GHz,
running Linux Mint 18.3 using the C++ bindings of the
ACADO MATLAB interface. NMPC steps are essen-
tially instantaneous, requiring approximately 85 ms on
average for the stated 40 s time horizon.
6. CONCLUSION
In this paper, we introduce a framework for robotic sys-
tems to plan an optimal goal-oriented trajectory while si-
Figure 7: Two different trajectories for a system with uncertainty in mass and moment of inertia, Izz . On the left, the
non-excited trajectory gains no information about Izz . However, on the right torques are commanded to aid the parameter
estimator when information weighting is added. Note that the motion is 3DoF in this example for clarity.
Figure 8: Evolution of the estimates of the principal moments of inertia of a 6DoF free-flyer when the cost function does
not have information weighting, i.e. γ = 0.
multaneously attempting to identify some of their uncer-
tain parameters. The latest estimates, as well as infor-
mation regarding the estimator’s confidence in them, are
incorporated in the real-time calculation of the trajecto-
ries. This enables the system to perform calibration while
also using this information to plan for its primary task in
a more robust manner.
A cost function composed of the trace of the inverse
Fisher Information Matrix (FIM) as a measure of infor-
mation gain and the error of the current state to the goal
was formulated. A Nonlinear Model Predictive Con-
troller (NMPC) was used to minimize this cost, obeying
system dynamics and actuator constraints. Its real-time
nature ( 85 ms per 40 s time horizon) allows for model
updates based on new information from the estimator.
Simulation results for 3DoF planar as well as complete
6DoF rigid body dynamics with uncertain inertial param-
eters were presented. Trajectories with little overshoot
from arbitrary initial conditions were shown, particularly
in comparison to planning that does not update parame-
ters on-the-fly. In addition, trajectories for another sce-
Figure 9: Values of the inertial parameter (mass and principal moments of inertia) with respect to time, for the updated
and non-updated case.
Figure 10: Trajectory tracking, with and without updates
for the system used in Figure 9. With poor initial guesses
for parameters and no updates, the system does not con-
verge well to its desired attitude and position.
nario show the ability of information-weighted planning
to discover parameters that would otherwise not be ade-
quately excited by a standard cost function.
Development of experiments using the SPHERES testing
platform onboard the International Space Station are un-
Figure 11: The information weighting term, γ, is de-
creased exponentially with time and inversely to distance
to the goal state. Many intersting heuristics for γ may be
created, depending on the desired operation. The plot for
test objective 2 is shown here.
der consideration, which would provide 6DoF hardware
validation of the approach. In future work, this approach
can be extended for systems with more complex models,
for instance, control and characterization of docked satel-
lites or manipulator-equipped satellites handling uncer-
tain payloads. In cases where some parameters are known
with more certainty than others, the proposed algorithm
could be modified to re-plan trajectories by focusing only
on the uncertain subset of parameters. Moreover, mea-
sures can be implemented to identify divergence of the
parameter estimates or to monitor poor trajectory track-
ing. Developing useful heuristics for shifting the relative
weighting term, γ is another interesting area of future
progress, along with a more thorough analysis of guar-
antees provided by this control method. Finally, these
experiments have not yet demonstrated one of the key
advantages of real-time trajectory optimization, obstacle
avoidance. Additional useful test scenarios (e.g. with ob-
stacles) would be worth analyzing.
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