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ABSTRACT 
In general, combining Dempster-Shafer belief functions over a frame of n 
elements i a problem with exponential time complexity in n. This is a consequence 
of an exponential number of focal elements being generated when the focal 
elements of the belief unctions being combined intersect. In order to avoid this 
undesirable behavior, we must impose some special structure on the focal sets. Our 
approach is to work with families of subsets that are closed under intersection. 
Hence, we present four polynomiai time algorithms for combining some particular 
types of belief unctions. In the first case, the case of Bayesian belief unctions, we 
exploit the result that if any belief unction is Bayesian, then the resulting belief 
function is also Bayesian. Thus the resulting belief unction has no more than n 
focal elements. In the second case, the special case of polytomic belief unctions 
over the same partition, we exploit he fact that no new focal elements are created. 
In the case of exact polytomic belief functions, we exploit the fact that the 
resulting belief unction is also exact polytomic, with no more than n focal sets. 
Finally, in the case of hierarchical belief unctions, we exploit the fact that the 
resulting belief unction has the same hierarchy. 
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1. INTRODUCTION 
Dempster-Shafer (DS) theory is a generalization f the Bayesian approach. 
This theory was first introduced by Dempster [1]. Later, it was reformulated 
by Shafer [2] in terms of finite discrete domains. This kind of domain is 
widespread in knowledge-based systems applications. DS theory is appropriate 
when the probabilistic model is incomplete. This is the case when it is 
impossible to determine some of the model's parameters, such as prior 
distributions or some of the conditional probabilities among the model's 
variables. 
Let O be a frame of discernment, that is, a set of propositions where only 
one is true. Combining belief functions over O has a time complexity that is 
exponential on the size of O. Some polynomial time algorithms for combining 
special belief functions have already been proposed. The three most important 
of these algorithms were proposed by Barnett [3], Shafer and Logan [4], and 
Shafer et al. [5]. However, they do not explicitly compute the resulting belief 
function. These algorithms compute just the belief measures (degree of belief, 
basic probability assignment, etc.) for a few propositions. A similar computa- 
tion for all possible propositions through these algorithms would be either 
impossible or require an exponential time complexity. 
The algorithms proposed in this paper explicitly compute the resulting belief 
function and have polynomial time complexity on the input size. These 
algorithms are very useful because they fully and clearly express the resulting 
belief function. This is particularly convenient when, after the combination 
process, there is a decision process based on the belief measures of some 
subsets of the frame. 
This paper is divided into seven sections. Section 2 summarizes the main 
topics of DS theory, such as belief function, basic probability assignment, 
plausibility, focal set, focal elements, belief functions over a frame of discern- 
ment O, belief functions defined over a partition fl of O, special kinds of 
belief functions, and orthogonal sum. Section 3 describes a polynomial time 
algorithm that combines a Bayesian belief function with any other kind of 
belief function. Section 4 describes a polynomial time algorithm for the 
combination of polytomic belief functions defined over a common partition of 
O. Section 5 describes a polynomial time algorithm that computes the combina- 
tion of exact polytomic belief functions defined over different partitions of O. 
Section 6 describes a polynomial time algorithm that combines hierarchical 
belief unctions over a common hierarchy of O. The structure of this hierarchy 
is defined by a tree. Finally, Section 7 presents our general comments and 
conclusions on the construction ofalgorithms for computing the combination of 
belief functions. 
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2. DEMPSTER--SHAFER THEORY 
Before introducing our four algorithms we first briefly review some of the 
basic concepts in DS theory. These concepts help to clarify the evidence 
combination procedures treated in this paper. A general introduction to this 
theory can be found in Shafer [2]. A more recent approach is presented by 
Sharer and Logan [4] and Shafer et al. [5]. 
First, we need to define some basic notation. 
DEFINrrIoN Suppose that 4, = { A~, A 2 . . . . .  A ,}  and let A denote a 
general associative binary operator. We define A4, by 
A4, = A IAA2A " .  AA  k 
EXAMPLES 
1. Suppose that 4, is a set of real numbers and A = +,  or more generally 
A = E; then 
4, = A I + A 2 + •. .  +A k 
2. Suppose that 4, is a family of sets and A = U; then 
04, = A,  O A 2 O "'" O A k 
3. Suppose that 4, is a set of belief functions and A = ~,  where • is the 
orthogonal sum operator; then 
e4,= A i  o A2 0 . . .  e A k 
2.1. Belief Functions 
Let O be a finite set of propositions. Assume that just one proposition is 
true, but we do not know which one. In this case, we call O a frame of 
discernment. Any subset A of O is a disjunction of all original propositions in 
A. Therefore, each A C O has the following properties 
1. If  there is p e A such that p is a true proposition, then A is also true. 
2. I f  A C B and A is true, then B is also true. 
Our uncertainty on which subset of O contains the true original proposition 
can be expressed by means of a random set S of O. The value of Pr[S = A] 
measures one's belief in the hypothesis of proposition A being true, without 
accounting for the belief mass distributed among all subpropositions of A. 
In the evidential approach of DS theory, the probability density function of 
the random set S is viewed as a function m:2  ° - ,  [0, 1], called a basic 
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probability assignment (bpa). This function distributes the basic unit mass of 
belief among all subsets of O. Hence, we can define m by 
m(A)  = Pr[S = A] 
for each subset A C O. This function has the properties 
m(O)  = o 
and 
Y~ {m(A)IA C O} = 1 
where re(A) measures the portion of belief that is specific to A and to none of 
its proper subsets. 
How would the related measures Pr[S C A] and Pr[S n A :# O]  be inter- 
preted? In DS theory jargon, these measures are respectively known as degree 
of belief in A, denoted by BeI(A), and degree of plausibility in A, denoted 
by PI(A). The belief function Bel is also given by (2.1), and it attributes 
degrees of belief to every subset A of O: 
Bel(A) = Pr[S C A] = Z {Pr[S = B]IB C A} 
= E{m(B) IBCA} (2.1) 
BeI(A) is interpreted as the total belief mass attributed to subset A. The P1 
function given by (2.2) attributes degrees of plausibility to every subset of O: 
P I (A)  = Pr[S OA q: O]  = Y~ {Pr [S=B] IBOA q: QS} 
= ~_, {m(B) IBOA :/: 0}  
= 1 - Bel(A--) 
(2.2) 
PI(A) is the belief mass that does not contradict he hypothesis of A 
containing a true proposition. 
From (2.1) and (2.2) it is easy to see that BeI(A) ~ PI(A) and BeI(A) + 
PI(A'-) = 1. The doubt in A is given by Bel(A). Expression (2.2) relates 
PI(A) to the doubt in A. If O is a frame of discernment, then a belief function 
Bel: 2 ° ~ [0, 1] has the following basic properties: 
1. Bel(O) = 0. 
2. Bel (O)= 1. 
3. If k > 0 and A 1, A 2 . . . . .  A k are nonempty subsets of e ,  then 
BeI(A ! U A 2 U . . -  U Ak) 
= ~ {(-1)l"l+'Bel(n{mil ie } If~ ~ IC {1,2 . . . . .  k}} 
Algorithms for Combining Belief Functions 77 
The set • = { A C O I m(A)  > 0} is called the focal set of Bel, and its 
elements are the focal elements of Bel. The set K --- U cI, is the core of Bel. It 
is easy to see that BeI(K) = 1. 
Let fl be a partition of O, and let fi* denote the set consisting of all unions 
of elements of ft. The set ~* is a o-algebra of subsets of O, and ~ is a base 
for fl*. If Bel is a belief function over O, with focal set 4, satisfying ~ C fl*, 
then we also say that Bel is defined over the partition ft. In this case, 
Belt~({P,, P2 , - . . ,  Pk}) = Bel(P~ O P2 U - - .  U Pk) 
for all positive k and subset {Pi, P2 . . . . .  PJc} of fl, where Belt~ is the 
function Bel over O. This function can be interpreted as a belief function over 
fl at the level of implementation (Shafer et al. [5]). 
Next, we define some special types of belief functions. They show properties 
that are relevant o the construction of belief combination algorithms. 
Support function. Let Bel be a belief function over O, let • be its focal 
set, and let K be its core. If K ~ ~, then Bel is called a support function. 
Vacuous function. Let Bel be a support function over O. If • = {O}, then 
Bel is called a vacuous belief function. 
Simple support function. Let Bel be a support function over O, and let A 
be a nonempty proper subset or O. If  • C { A, O}, then Bel is called a 
simple support function. The set A is called the focus of Bel. 
Dichotomic function. Let Bel be a belief function over O, and Let A be a 
nonempty proper subset of O. If • C { A, A-, O}, then Bel is called a 
dichotomic belief function with dichotomy { A, A }. 
Polytomic belief unction. Let Bel be a belief function over O, with focal 
set cb. Also let ~ = {A l, A 2 . . . . .  Ak} be a partition of O. If Bel's 
focal set q~ C { A 1, A 2 . . . . .  AK, O} then Bel is called a polytomic 
belief function defined over ft. 
Exact polytomic belief unction. Let Bel be a polytomic belief. If O ~/~, 
then Bel is called an exact polytomic belief function defined over ft. 
Bayesian belief function. Let Bel be an exact polytomic belief function 
over O. If  every focal element A ~ • is atomic, that is, I A ] = l, then 
Bel is called a Bayesian belief function. 
2.2. Evidence Combination 
Bodies of evidence are not directly combinable, but the belief functions 
supported by them are. Hence, before combining the bodies of evidence, each 
one of them must be judged in order to obtain its corresponding belief 
function. Belief functions over the same frame and supported by independent 
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bodies of evidence can be combined if the intersection of their cores is not 
empty. The resulting belief function is therefore supported by all the pooled 
bodies of evidence. The independent bodies of evidence, or interpretations of 
them, are combined through their belief function representations. The basic 
procedure to combine evidences is Dempster's rule described below. Let S~ 
and S 2 be random sets of the frame O. Suppose that S 1 and S 2 are 
probabilistically independent and that Pr[S~ (3 $2 ~ O]  > 0. Let Bel I and 
Bel 2 be two belief functions with bpa's m~ and m2, respectively, defined for 
each A C O by 
and 
m,(A)  = Pr[S 1 = A] 
m2(A)  = Pr[S 2 = A] 
Therefore, the orthogonal sum Bel, defined by Bel = Bel I e~ Bel2, has its bpa 
m defined for each A C O by 
m(A) = Pr[S 1 (3 S 2 = A ISl t3 S 2 ~= ~]  
When R > 0 this equation can be reformulated as 
m(A)  =RY~ {ml (A l )m2(A2) [A  I NA 2 =A,  A IE4,I ,  A 2E4,2} 
(2.3) 
where R is defined by the equation 
R - '=  E{mt(At )m2(A2) [  A, NA2 ~e ~,At~4,1, A2~4,2} 
where 4,1 and 4,2 the focal sets of Bel I and Bel 2, respectively. Equation (2.3) 
is the so-called Dempster's rule. 
Let us assume that O is an abstract data type with union, intersection, 
membership, and contained operations. Suppose that the elements of the frame 
of discernment O are represented by { 1,2 . . . . .  n}, where each i ~ O labels a 
proposition. These numbers might, in practice, be indices into a symbol table 
where the actual propositions are stored. There always is a suitable data 
structure for O, such that any of these operations i performed in linear time 
O(n). 
2.3. Focal Sets 
Let Bel, Belo, and Bel I be belief functions over the same frame of 
discernment O such that Bel = Bel o • Bel I. Let also 4", 4, o, and 4,t be their 
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respective focal sets. Hence, the focal set 4, is given by 
4,=4,004,1  = { A tq BI A e4,o, Be4,1} 
Our goal is to keep the size of 4, as small as possible so that we can 
minimize the combination effort. Therefore, we must look for situations where 
the size of 4, is small even when 4, o and 4,1 are large. 
Next, we present some lemmas that have trivial proofs. 
LEMMA 2.1 I f  i is a partition o f  0 ,  4,o C i ,  and 4,1C fl*, then 
4, = 4,0 • 4,1 C 4,0. 
LEMMA 2.2 I f  i is a partition o f  0 and 4,, 4,1 C (fl O {O}), then 
4, = 4,0 ~ 4,1 C ( i  U {O}). 
LEMMA 2.3 I f  i o and fl I are partitions o f  O, then fl o • fl I = { A f3 
B [ A e i o, B e fl t, ,4 f3 B ~e O} is also a partition o f  O. 
LEMMA 2.4 I f  fl0, flt are partitions o f  O, 4,0 C i o, and 4,1 C fl l, then 
4,1 • 4,1 C fl o • ill. 
LEMMA 2.5 Let fl be a partition o f  O, and Y C i* .  Assume that for  
all distinct nonempty subsets A and B o f  Y, just one o f  the following 
possibilities is true: A C B, B C A ,  or A f) B = f~. Then Y is closed 
under intersection. 
LEMMA 2.6 Let i and Y be defined as in Lemma 2.5. / f  4,o, 4,1 C Y, 
then 4, = 4,0 • 4,1 C Y. 
3. BAYESIAN BELIEF FUNCTION 
A Bayesian belief function is a particular kind of exact polytomic belief 
function, where all of  the focal dements are atomic. When a Bayesian belief 
function is combined with any other belief function, this atomicity generates 
another Bayesian belief function. 
3.1 Basic Results 
THEOREM 3.1 Suppose that Bel o and Bel I are combinable belief unc- 
tions, and Bel o is a Bayesian belief unction. Then the resulting belief 
function Bel, defined by Bel = Bel o • Bell, is a Bayesian belief func- 
tion too. 
Proof See Shafer [2]. • 
COROLLAgY 3.1 Suppose that Bel o, Bel I . . . . .  Bei,  are combinable be- 
lief functions, with at least one o f  them being a Bayesian belief unc- 
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tion. Then the combined belief unction Bel = Bel o • Bel I • . "  • Bel k 
is a Bayesian belief unction too. 
THEOREM 3.2 Suppose that Bei o and Bel I are combinable belief unc- 
tions over O. Let Bel o be a Bayesian belief function, and P! l the 
plausibility function associated with Bel I. Then, the bpa m associated 
with the belief unction Bel, defined by Bel = Bel o •Be l i ,  is given by 
m({0}) = Rmo({O})Pl l({O}) 
for  each 0 ~ e ,  where R- l  = ~{mo({0} ) Pll({0}) I 0 ~ O} is the normal- 
izing constant o f  Bel. 
Proof From Dempster's rule for the orthogonal sum it follows that 
m({0}) =RY~{mo(A)m, (B) [A  f) B= {0}, A~ o ,B~l}  
Since all A ~ ~o are atomic, 
m({0}) = Rmo({O}) Z {ml (B)  l{O} f) B= Q,  B~l}  
But the above sum is the same as expression (2.2) for P1 when A is replaced 
by { 0}. Hence, 
m({0}) = Rmo({O})Pl,({O}) 
for each 0 ~ O. • 
3.2. Algorithm 
The high-level description of the CombineBayes algorithm just described 
appears as Algorithm 3.1. It is based on Theorems 3.1 and 3.3 and on 
Corollary 3.1. This algorithm combines a Bayesian belief function with any 
Procedure CombineBayes(Mb,~ dVl); 
{ PI - real vector with n elements 
p - integer variable 
A - focal element (type set, subset of ®) 
} 
Begin 
1 Forp:=l  tondo  Pl[p]:=0; 
2 For each A E ¢I> do 
3 For each pEA do Pl[p] := Pl[p] + M[order(A )]; 
4 For p:=l to n do Mb[p] := Mb[p] x Pl[p]; 
End 
Algorithm 3.1. Combining a Bayesian belief function with any other belief 
function. 
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other belief function. The Bayesian belief function is represented by the vector 
M b with n entries, whereas the other function is represented by it focal set 
and by a real vector M, corresponding to its bpa m. 
Suppose that the frame O is finite with I O I = n. Then each A ~ • is a 
subset of O= (1,2 . . . . .  n}. We can think of cb and Ae~ as lists at the 
level of implementation. We can take the bpa m as a real vector M indexed by 
the order of the focal element (sublist) A into the focal set (list) cb. So we use 
M[order(A)] = re(A), for each A ~ ~. The real vector M is the representa- 
tion of the bpa m restricted to ~. However, we describe the algorithm using 
set notation by thinking of the sets cI, and A as abstract data types. To 
illustrate this algorithm, let us show an example. 
EXAMPLE Let O = {1, 2, 3, 4} be a frame of discernment, le t  Bel o be a 
Bayesian belief function over O, with focal set ~o given by ~0 = 
{{1}, {2}, {3}, {4}} and bpa m o given by M b = (1/4, 1/4, 1/4, 1/4). In this 
case, mo(A) = 1/4 for each ,4 ecI, o. Let Bel be another belief function over 
O whose focal set is cI, = {{1,2},{2,3 ,4},{1,2 ,3 ,4}} and with bpa m 
given by M = (3/6, 1/6, 2/6). 
The orthogonal sum Bel o • Bel is calculated by first computing the plausi- 
bility function P1 associated to Bel, for each elementary proposition of O. 
After computing P1 we have its representation given by the real vector 
P1 = (5/6, 6/6, 3/6, 3/6). Next, we must multiply, coordinate by coordinate, 
the vectors M b and P1 to get the new Bayesian belief function. Numerically, 
we obtain 
M b × PL ~ (5/24, 6/24, 3/24, 3/24) 
If there are several belief functions to combine, then we call procedure 
CombineBayes iteratively until all belief functions have been combined. For 
each iteration it receives M b, ~, and m as inputs and returns M b as the 
resulting Bayesian belief function. 
After combining all given belief functions, the resulting Bayesian belief 
function must be normalized. The normalization procedure finds first the sum 
S of the elements of M b and then divides each element of M b by S. In the 
preceding example, the normalized Bayesian belief function is given by the 
vector 
M b = (5/17, 6/17, 3/17, 3/17). 
3.3. Complexity Analysis 
THEOREM 3.3 Suppose that Bel 0, Bel I . . . . .  Bel k are combinable belief 
functions over O, with focal sets of size fo,  fn . . . . .  fk,  respectively. 
Let f = max{f  I . . . . .  fk}. Assume that Bel o is a Bayesian belief unc- 
tion. Then, the iterative application of the CombineBayes algorithm 
yields the combination of the belief unctions in O( nkf) time. 
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Proof To combine k + 1 belief functions, the Combine Bayes algorithm 
has to be called k times. Hence, the computing time is proportional to k. Now 
we must know the complexity of the CombineBayes algorithm. The loop of 
line 1 iterates n times. Each iteration takes O(1) time. Then its total time is 
O(n). The nest of loops of lines 2 and 3 repeats ~{ I A [ [ A e cI, } times. 
However, ~{ I A I I A ~ • } _ n f ,  where f = [ • ], and each iteration takes 
O(1) time. Therefore, the computing time of lines 2 and 3 is O(nf) .  The time 
for the loop of line 4 has the same order as the one of line 1. Adding the 
computing time found at lines 1, 2 and 3, and 4 we obtain the computing time 
of the CombineBayes algorithm, which is O(nf) .  I f  we take f as the greatest 
number of focal elements among the belief functions Bel I and Bel k, then the 
time necessary to combine all the k + 1 belief functions is O(nkf) .  • 
4. POLYTOMIES OVER THE SAME PARTITION 
Combining polytomic belief functions over O, with each one of them 
defined over the same partition fl and O, yields another function of the same 
kind. Suppose that fl has f elements and there are k + 1 functions to be 
combined. In this section, we propose an algorithm that combines these 
polytomic belief functions defined over fl in O(kf )  computing time. 
4.1. Basic Results 
THEOREM 4.1 Let fl = {A l, A 2 . . . . .  Af}  be a partition o f  O. Let 
Bel o and Bel I be two polytomic belief unctions over O, both o f  them 
defined over the partition ft. Then, Bel = Bel o • Bel I is also a poly- 
tomic belief unction over ft. 
Proof Taking O, ~I,o, and Ol as focal sets of Bel, Bel o, and Bel l, 
respectively, we have by Lemma 2.2 that Bel is a polytomic belief function 
over the partition ft. • 
COROLLARY 4.1 Let fl be a partition of  O, and let Bel o, Bel 1 . . . . .  Belk 
be a list o f  polytomic belief unctions over O, with each one o f  them 
defined over ft. Then Be1 = Bel o • Bel I • . - -  • Belt, is also a poly- 
tomic belief unction over ft. 
4.2. Algorithm 
Let fl = {A l, A 2 . . . . .  Af}  be a partition of O, and let Bel be a poly- 
tomic belief function over the partition ft. Then, for the focal set of tI, of Bel 
we have that • C { A l, A 2 . . . . .  A f ,  O}. For computational convenience we 
join both O and the partition fl in the vector P = (0 ,  A l, A 2 , . . . ,  A f). In 
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this case, P[0] = (9 and P[k] = A k for k = 1, 2 . . . . . .  f .  We represent the 
bpa m of Bel by a real vector M with f + 1 positions. When M[ p] > 0 then 
P[p] is a focal element of Bel with m(P[p])= M[p] ,  for each pc  
{0, 1 . . . . .  f} .  
This structure allows us to combine polytomic belief functions in a simple 
way. Let Bel o and Bel I be two polytomic belief functions. We represent their 
bpa's by the real vectors M o and Ml, respectively. So Bel = Bel o • Bel t has 
bpa M given by 
M[ p] = Mo[ P] ( M,[ p ] + Ml[O] ) + Mo[O] Mt[ P ] (4.1) 
for each p ~ {0, 1 . . . . .  f} .  This expression is easily derived from the orthog- 
onal sum. A high-level description of the CommonPolytomy algorithm just 
described is Algorithm 4.1. Its correctness i  based on Theorem 4.1 and 
Corollary 4.1. This algorithm has inputs M o and M r They represent the 
bpa's of the belief functions Bel o and Bel t, respectively. The output M 
represents he bpa of Bel. Using expression (4.1) for the computation of M, 
this algorithm does not yield a normalized function. This could be achieved by 
another procedure, which adds the elements of M to obtain the sum S. To get 
the normalized function, we need just to divide each element of M by S. 
If there are k + 1 polytomic belief functions to be combined, we must call 
the CommonPolytomy algorithm k times. The normalization procedure is 
called only once, after all combinations have been done. This saves computing 
time. 
Next, we present an example that illustrates the combination of two given 
polytomic belief functions. 
Procedure CommonPolytomy (M0,M1 aM) ; 
I M0 and MI - Input real vectors with f+l positions. They 
represent the bpa's of Belo and Bel I . 
M - Output real vector with f+l positions. It represents he 
bpa of Bel - Belo~ Bel 1. 
p - local integer variable. It is the pth proposition in P 
] 
Begin 
1 M[0] := M0[0] × M1 [0] ; 
2 Forp:=l  to fdo  
3 M[p] := M0[p] x (Ml[p] + MI[0]) + M0[0] x Ml[p] ; 
End 
Algorithm 4.1. Combining two polytomic belief functions. 
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EXAMPLE Let P = (O, A,B,  C, D) be the vector of all possible focal 
dements of Bel o and Bel 1. Let M o= (2 /6 ,0 ,2 /6 ,3 /6 ,0 )  and M I = 
(0, 1/3, 1/3, 0, 1/3) be their corresponding bpa's. After calling the Common- 
Polytomy algorithm, with the inputs M o and M~, we get as a result the 
unnormalized bpa M = (0, 2/18, 3/18, 0, 2/18). After normalization we get 
M = (0, 2 /7 ,3 /7 ,2 /7 )  
4.3. Complexity Analysis 
THEOREM 4.2 Let fi = { A 1, A 2 . . . . .  A f} be a partition of O. Sup- 
pose that Bel o, Bell . . . . .  Bel k are combinable polytomic belief unc- 
tions over the partition fi. Then, the CommonPolytomy algorithm, 
called k times, combines these belief unctions in O(kf) computing 
time. 
Proof By examining Algorithm 4.1 we can easily access the computing 
time of the CommonPolytomy algorithm. Line 1 takes O(1) time to compute 
Bel's bpa on O. The loop of lines 2-3 iterates f times, and each iteration 
takes O(1) time. Therefore, the computation time of this loop is O(f).  Adding 
the computing time of lines 1 and 2-3,  we obtain O(f)  computing time for the 
CommonPolytomy algorithm. As this algorithm is called k times for combin- 
ing the k + 1 belief functions, then the total effort takes O(kf) time. • 
In addition, we observe that the space requirements of this algorithm are 
very small. Besides the three vectors Mo, MI,  and M, just an additional 
space of constant size is required. 
5. EXACT POLYTOMY 
An exact polytomic belief function is a particular case of polytomic belief 
functions. A polytomy is exact when O is not a focal element. In this case, the 
combination of exact polytomic belief functions always results in another exact 
polytomic belief function. Exploring this fact, we propose an algorithm to 
compute the combination of k + 1 belief functions in O(kn) time. 
5.1. Basic Results 
THEOREM 5.1 Suppose that fio and fit are partitions of O, and Bel o 
and Bel I are combinable xact polytomic belief unctions defined over 
to  and fl t, respectively. Then, Bel = Bel o • Bel I is an exact polytomic 
belief unction over fio ~ ill. 
Proof Theorem 5.1 is an immediate consequence of Lemma 2.4 by taking 
Cbo, ~t,  and ~o ~ ~! as the focal sets of Belo, Bel 1, and Bd, respectively. • 
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COROLLARY 5.1 Suppose that fli is a partition of O, for i = 
0, 1 . . . . .  k. Let Belo,Bel ~ . . . . .  Bel~ be a list of combinable xact 
polytomic belief unctions defined over the partitions flo, fl~ . . . . .  i lk, 
respectively. Then, the belief function Bel, defined by Bel = Bel o • 
Bel I • . . .  • Bel k, is an exact polytomic belief unction defined over 
flo ~ fll ~ "'" ~ ilk. 
5.2.  A lgor i thm 
There are at least two ways to represent an exact polytomic belief function 
Bel. First, directly by its focal set • and its bpa m. Second, by its inverted 
focal set E and by the representation M of the bpa restricted to cI,. 
Let O = {1,2 . . . . .  n}, fl a partition of O, and Bel defined over the 
partition fL Then, ~ C fl and E is an integer vector with n positions. E[ p]  
represents the position in • of the Bel's focal element hat contains the pth 
proposition of O- -here,  we are considering • and cI,'s focal elements as lists. 
As an example, let O = {1 ,2 ,3 ,4}  and fi = {{1}, {2}, {3,4}}. Suppose 
that Bel's focal set • = {{1}, {3,4}} and Bel's bpa m is represented by 
M= {1/3,2/3} on ~, that is, m({1})=Mi l l  and m({3,4})=M[2] .  
Then, the vector ,~ is given by E = (1 ,0 ,2 ,2) .  El1] = 1 tells us that 
proposition 1 belongs to the first focal element of Bel, represented by { 1 } in 
cI,. Similarly, ~,[3] = 2 tells us that proposition 3 belongs to the second focal 
element of Bel, represented by {3, 4} in cI,. However, ~,[2] = 0 tells us that 
proposition 2 belongs to none of the focal elements in ~. 
The ExactPolytomy algorithm, described by Algorithm 5.1, implements 
the results in Theorems 5.1 and 5.2. It uses both representations of the exact 
polytomic belief functions. This algorithm combines two of these belief 
functions at a time. Receiving Bel o and Bel I as inputs, it combines them and 
returns as output its sum Bel defined by Bel = Bel o • Bel I. Bel 0 is repre- 
sented by its inverse focal set ~ and by the representation M of its bpa. Bel ~ is 
represented by its focal set • and its bpa m. The resulting belief function Bel 
is represented by its inverse focal set E, and its bpa's image M r. This function 
is not normalized, so an additional procedure must normalize it. 
EXAMPLE Let O = { 1,2, 3, 4}. Let also cI, 0 be the focal set of Belo, with 
~I, 0 = {{2,3,5},  {1,4}}. The representation of the bpa m of Bel o is M = 
(1/4, 3/4), and its inverse focal set ~, is the vector (2, 1, 1,2, 1). The focal set 
~I, of  Bel I is {{2,3,4},  {1, 5}}, and it bpa m is represented by (1/3 ,2/3) .  
After calling ExactPolytomy(.~, M cI,, m, Er, Mr), we obtain E r = 
(3, 1, 1 ,2 ,4)  and M r = (1 /12 ,3 /12 ,6 /12 ,2 /12) .  This result is already nor- 
malized because Bel o and Bel I have no conflicts between their supporting 
evidences. 
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Procedure ExactPolytomy (~-, M, Op, m, ~-,, Mr) ; 
{ E[1..n] - integer vector containing the inverted representation 
of the ]'ocal set of Belo 
M[1..n] - real vector representing the bpa of Belo 
- focal set of Bell 
m - bpa of Bel 1 
"~, [1..n] - integer vector containing the inverted representation 
of the focal set of Bel 
Mr[1..n] - real vector epresenting the bpa of Bel 
nef - local; counter of focal elements of Bel 
V[1 ..n] - global; integer vector. For A E ~, p EA, and 
i=~,[p]>0, then V[i]=0 indicates that the i-th focal 
element of ~o was not intesected with A yet. Otherwise, 
V[1]>I. 
p - local; integer variable; pth elementary proposition of ® 
] 
1 nef :=0; 
2 For each AE~ do 
3 Begin 
4 For each p E A do 
5 If (i:=E[p])~0, then 
6 If V[i]=0, then 
7 negin 
8 nef := nef+l; 
9 V[i] := nef; 
i0 ~, [p] := nef; 
11 Mr[nell := m (A) × M[i]; 
12 End 
13 Else 
14 ~,[p] := V[i]; 
15 For each p E A do 
16 If (i:=,.E[p])~0, then V[i] := 0; 
17 End; 
End; 
Algorithm $.1. Combining two exact polytomic belief functions. 
5.3. Complexity Analysis 
THEOREM 5.2 Given a list of  k + 1 combinable xact polytomic func- 
tions over the same frame of  discernment 0 = { I, 2 . . . . .  n} , then the 
ExactPolytomy algorithm, described by Algorithm 5.1, combines these 
functions in O( kn) time. 
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Proof The ExactPolytomy algorithm combines just two belief functions at 
a time. In order to combine all the functions, it must be called k times. So the 
total computing time grows linearly on k. Now we must estimate the comput- 
ing time of the ExactPolytomy algorithm. In Algorithm 5.1, there is an 
external loop on line 2 and two internal loops on lines 4 and 15, respectively. 
The external loop of line 2 is repeated I ~ [ times. For each A e q,, the loops 
of lines 4 and 15 are repeated I A I times. Consequently, these internal oops 
separately iterate a total of at most n times, since • is a subset of a partition of 
O and E{ ] A I I A e ~} _ n. Independently of what conditions are true in 
each one of these internal oops, each iteration takes O(1) time. Adding the 
effort found in these loops, we obtain O(n) computing time for the Exact- 
Polytomy algorithm. Therefore, the k calls of ExactPolytomy take O(kn)l 
6. HIERARCHICAL PROPOSITION SPACE 
Let the tree T = ( V, E) be a hierarchy for the frame of discernment O, Bel 
a belief function over O, with its focal set • satisfying q, C V. Then, Bel is 
called a hierarchical belief function on T. The following example illustrates 
this concept. 
EXAMPLE 6.1 Let O = {1, 2, 3, 4, 5}, and V = {O, {1, 2}, {1}, {2}, 
{3, 4}, {3}, {4}, {5} }. The corresponding tree structure is illustrated in Figure 
6.1. 
The combination of two hierarchical belief functions on T generates another 
hierarchical belief function on T. The naive algorithm combines two of these 
functions in O(n 3) time, where n is the size of O. 
Here, we propose an algorithm that combines two hierarchical belief func- 
tions in O(n) computing time. Therefore, the combination of k + 1 belief 
functions of this kind takes O(kn) time. 
o® 
1 4 7 
{ ].2} 13,4} 151 
I I 
2 3 5 6 
111 {21 131 14} 
Figure 6.1. A hierarchy of O = { l, 2, 3, 4, 5}. 
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6.1. Basic Results 
DEFINITION 6.1 Let T be a directed tree T = ( V, E) rooted on node O. 
Then, fo r  each A ~ V we define the following concepts: 
• f (A )  is the father ofnodeA i f f ( f (A ) ,  A )eE ;  
• A(A)  is the ancestor set ofnodeA / f fA (A)  = A( f (A) )  U { f (A)} ,  
with A(O) = O;  
• F (A)  = {B I (A ,  B)~E} is the children set of  A; 
• A(A)  = {B] A cA(B)}  is the descendants set of  node A; 
• I is the set of  internal nodes of  T. 
DEFINITION 6.2 Let fl be a partition o f  O. The rooted tree T -- ( V, E) 
is a hierarchy of  O, iff 
• The tree root is O, 
• The tree leaves are the elements o f  fl, and 
• A is an internal node o f  T, A = OF(A) .  
DEFINITION 6.3 Let Bd be a belief unction over O, and let T = ( V, E) 
be a hierarchy o f  O. I f  the focal set • satisfies • C V, then we say that 
Bel is hierarchical on T. 
THEOREM 6.2 Suppose that T = (V, E) is a hierarchy o f  O. Then V is 
closed under intersection. 
Proof Let A be any element of V. If  A is not a leaf of T, then 
O :# I ' (A )  C V, and A = t3 I ' (A ) .  Hence, for any A ,  B ~ V we have the 
conditions of Lemma 2.5, and the proof is done. • 
THEOREM 6.2 Let T = (V, E) be a hierarchy o f  O. Let Bel o and Bel 1 
he hierarchical belief functions on T. Then Bel = Bel o • Bel I is also 
hierarchical on T. 
Proof Take cI,, Cbo, and cI, n as the focal sets of Bel, Belo, and Bell ,  
respectively. Since cb = cI, o • cb 1 and cI, o, Ol C V, it follows from Theorem 
6.1 that cI, C V. Therefore, Bd  is hierarchical on T. • 
THEOREM 6.3 Let Bel o, Bel I . . . . .  Bel k be combinable belief unctions 
over 0 and defined on the same hierarchy T = ( V, E) o f  O. Then, 
Bel = Bel o • Bel 1 . . .  • Bel k is also hierarchical on T. 
The proof follows from Theorem 6.2 by using finite induction of k. 
6.2. Algorithm 
Suppose that Bel o and Bel I are combinable belief functions over O and that 
both are also hierarchical on the tree T = (V, E) ,  defined in Example 6.1. All 
possible intersections among the focal dements of Bel o and Bel, are illustrated 
in Table 6.1. 
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Table 6.1. All possible intersections ofBel o • Bel I 
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m I 
m o 0 {1,2} {1} {2} {3,4} {3} {4} {5} 
0 0 {1,2} {1} {2} {3,4} {3} {4} {5} 
{1,2} {1,2} {1,2} {1} {2} 0 Q~ Q 0 
{1} {1} {1} {1} Q~l Q 0 Q~ Q~ 
{2} {2} {2} ~ {2} Q~ Q~ Q~ Q 
{3,4} {3,4} Q~ Q~ Q~ {3,4} {3} {4} Q 
{3} {3} Q Q Q {3} {3} 0 ® 
{4} {4} Q) Q~ Q~ {4} (~ {4} Q~ 
{5} {5} 0 0 Q Q Q Q {5} 
Figure 6.1 and Table 6.1 show that the intersection of A either with itself or 
with any other subset B, which is an ancestor of A, results in A. They also 
show that the intersection of A with any descendant B of A results in B. The 
remaining cases would result in empty sets. 
Let A = { 1}. In this case, f (A )  = { 1, 2}. Observing the structure illus- 
trated in Figure 6.1 and using the results in Table 6.1, we can compute the bpa 
m of Bel = Bel o • Bel 1 by the equation 
m(A)~mo(A)S l ( f (A ) )  + ml (A)So( f (A) )  + mo(A)ml (A  ) (6.1) 
where Si(f(A)) = mi({1,2}) + mi(O). Observe that this result in not nor- 
malized yet. We also observe the taking A = O, 
m(A)  ~ mo(A)ml (A  ) (6.2) 
Equations (6.1) and (6.2) suggest a recursive procedure for the computation 
of m. Each node A of V should receive the values Si(f(A)) from its father 
f (A ) ,  for i = 0, 1. Next, it computes its bpa re(A) from an equation similar 
to Eq. (6.1). The same procedure is called for each one of its children, with 
the arguments Si(A) = Si(f(A)) + mi(A), for i = 0, 1. 
THEOREM 6.4 Let Bel o and Bel i be hierarchical belief unctions on the 
hierarchy T = ( V, E) of O. Suppose that m o and m I are the bpa' s of 
Bel 0 and Bel I , respectively. Then, the orthogonalsum Bel = Bel o • Bel l 
has bpa m given by 
m(A)  = R[mo(A)S I ( f (A ) )  + ml (A)So( f (A) )  + mo(A)ml(A)]  
(6.3) 
for each A ~ V, where R is the normalizing factor. The expression 
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defining R, the recurrence relation for Si, and its boundary conditions 
are given by the following equations. 
g - '=  ~_ ,{mo(A)mI (B) ]A ,BeV,  ANB:#O} (6.4) 
S i ( f (A ) )=S i ( f ( f (A ) ) )+mi ( f (A ) ) ,  i=0 ,1  (6.5) 
Si(Q5 ) = 0, i = 0, 1 (6.6) 
re (O)  = 0 (6.7) 
f(O) =f (O)  = ~ (6.8) 
Proof By Dempster's rule, each focal element of Bel o must intersect with 
all the focal elements of Bel ! in order to yield the focal set of Bel. Since the 
focal sets of Bel o and Bel I are subsets of V, the resulting focal set • is 
contained in V. On the other hand, we know that for each A e V we have 
A O B = A for each Be(A(A)  U {A}); A n B = B for each Be  A(A); 
and A n B = ~5 otherwise. 
For each A e V, the orthogonal sum is obtained by the addition of the 
products mo(A)mt(B), for A n B = A. This happens only when Be  (A(A) 
O { A }). The bpa m is given by 
m(A) o~mo(A)~, {ml (B) ]BeA(A)}  
+ ml (A)~,  {mo(B) lBeA (A)} + mo(A)ml(A) 
Defining S i for i = 0, 1 by 
Si( f (A))  = ~_, {mi (B) ]BeA(A)}  
and multiplying m(A) by the normalizing factor R, we obtain Eq. (6.3). 
The addition of the belief masses attributed to the focal elements of Bel 
before normalization gives the factor R -  1. By multiplying these belief masses 
by R - l ,  we obtain the bpa m satisfying ~{ rn(A)} [ A e V} = I, if we define 
R - l  through Eq. (6.4). 
The sum Si(f(A)) should be recursively computed by (6.5), since 
Si( f (A))  = ~_, {m,(B) IBeA(A)} 
= ~ {mi(B) lBe(A(A  ) - {f (A)})}  + mi( f (A) )  
= S i ( f ( f (a ) ) )  + mi ( f (A) )  
for i = 0, 1 and AeV.  
Equations (6.6)-(6.8) set the necessary boundary conditions on S r • 
Algorithm HierarchicalBelief implements he results of Theorem 6.4. The 
resulting belief function is not normalized yet. Its high-level description 
appears as Algorithm 6.1. To combine two hierarchical belief functions Bel o 
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Procedure HierarchicalBelief (x:node; SoS ~:real) ;
{ R - real; global; normalization factor 
m 0 - global; bpa ofBel o 
m I " global; bpa of Bel 1 
Mx o - local auxiliary variable 
} 
Begin 
1 Mx o:=m 0(x); 
2 m o(x ) :=m o(x )×S l+ml  (x )×So+m0(x)×m I (x); 
3 R :=R+m 0(x); 
4 Foreach ze  F (x )do  
HierarchicalBelief (z, So + Mxo, $1 + ml (x)) 
End 
Algorithm 6.1. Combining two hierarchical belief unctions. 
and Bel I on T = (V, E), we must call HierarchicalBelief(root_node, 0, 0), 
where root_node is the root of T. R, m o, m I and the tree T = (V, E) are 
global data structures. R is initialized with 0. The final value of R is used by 
the normalization procedure because the output of HierarchicalBelief is not 
normalized. 
To combine k + 1 hierarchical belief unctions on the same tree T = ( V, E), 
we must call HierarchicalBelief k times. Bel o will always be the resulting 
belief function of the preceding call and Bel I the next belief function on the 
list. Normalization is called once, just after all the functions have been 
combined. This saves computing effort. 
6.3. Complexity Analysis 
THEOREM 6.5 Let fl be a partition of  O, and let t *  denote the set 
consisting of  all the unions of  elements of  ft. Assume that T = (V, E) 
is a hierarchy with V C fl*. The HierarchicalBelief algorithm described 
in Algorithm 6.1 combines two hierarchical belief functions on T = 
( V, E) in O( I fl I) time. 
Proof The HierarchicalBelief algorithm visits each node of T just once,  
because it traverses the tree recursively in preorder. In each node, it takes 
O(1) time. Therefore, it takes O( IV  I) time to visit all the nodes of T. 
However, T is a hierarchy of O, and the elements of fl are the leaves of T. 
Hence, I V I -< 2 1 fl [- Finally, we get that the total computing time of the 
HierarchicalBelief algorithm is O( [ fl I ). • 
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Table 6.2. The values computed by the Hierarch ica iBe l ie f  algorithm 
v x m o S O m I S l m R m/R  
0 0 0.1 - -  0.2 --  0.02 0.02 0.04 
1 {1,2} 0.3 0.1 0.4 0.2 0.22 0.24 0.39 
2 {1} 0.2 0.4 --  0.6 0.12 0.36 0.21 
3 {2} - -  0.4 0.1 0.6 0.04 0.40 0.07 
4 {3,4} 0.2 0.1 0.3 0.2 0.13 0.53 0.22 
5 {3}  - 0 .3  - 0 .5  - 0 .53  - 
6 {4} - -  0.3 - -  0.5 --  0.53 - -  
7 {5} 0.2 O. 1 - -  0.2 0.04 0.57 0.07 
The following example illustrates the preorder traversal performed by the 
Hierarch ica lBe l ie f  algorithm, and also the values computed at each visited 
node of T. 
EXAMPLE 6.2 Let T = (V, E)  be the same hierarchy of O defined in 
Example 6.1. Let Bel o and Bel I be two hierarchical belief functions on T with 
bpa's m 0 and m I given in Table 6.2. The orthogonal sum Bel = Bel 0 • Bel 1 
computed by the Hierarch ica lBe l ie f  algorithm has an evolution suggested by 
Figures 6.2 and 6.3. Table 6.2 shows the following information for each node: 
(1) the values S O and S I that are passed as arguments to the algorithm; (2) the 
resulting bpa m; and (3) the factor R. 
Figure 6.2 illustrates the bpa's m o and m 1 attached to each node of T. It 
also shows the sums S O and S l of the root's ancestors, which are both zeros 
before the Hierarch ica iBe l ie f  algorithm is called. 
Figure 6.3 illustrates the preorder traversal when the 5th node is being 
visited. The number above each node suggests the traversal order. Observe 
mo o@ So=SI= 0 
m 1 
m 0 1{1,2 } m 0 4 mo 7 13,41 15} 




2 _ 3 5 _6  
11} 12} 13} 141 
Figure 6.2. Computation of bpa for each node x ~ V. 
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Figure 6.3. The propagation f S o and S t , and the computation of R and m. 
that when node {1} is visited, it receives the values So = 0.4 and S 1 = 0.6 
from its father node {1,2}. Since mo({1})= 0.2 and ml({1})= 0, then 
m({ 1}) = 0.12, without normalization. 
The normalization procedure can be recursive too. Figure 6.4 illustrates the 
preorder traversed made by such procedure. It must receive two arguments: the 
node and the factor R. Table 6.2 has the normalized bpa m in the column 
m/R 
7. CONCLUSION 
Combining belief functions owes its complexity to the potential explosion in 
the number of focal elements of the resulting belief function. In order to avoid 
this undesirable behavior, we must somehow restrict he structure of the focal 
sets. 
In this paper, we have shown some special cases of restrictions on the focal 
sets of belief functions that allow us to construct efficient algorithms for belief 
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Figure 6.4. The normalization of m. 
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1. The Bayesian belief function, whose focal elements must be atomic, can 
be combined with any other belief functions. The resulting belief function 
is also Bayesian. Therefore, the size of its focal set is less than or equal 
tot / .  
2. The polytomic belief function that has as its focal elements the elements 
of a partition fl of O, or the frame O itself, is defined over the partition 
ft. When two or more polytomic belief functions are defined over the 
same partition f] of O, then the combination of them is also a polytomic 
belief function defined over the same partition ft. Therefore, the size of 
its focal set is no greater than n. 
3. A polytomic belief function that does not have O as a focal element is 
called an exact polytomic belief function. Combining exact polytomic 
belief functions defined over different partitions of O yields another 
polytomic belief function also defined over a partition of O. Therefore, 
the size of its focal set is no greater than n. 
4. For hierarchical belief functions, we have the underlying hierarchy of O 
defined by a tree T = (V, E). The set of leaves of T corresponds to a 
partition of O. Suppose that the belief functions being combined have 
their focal sets as subsets of V. Then the focal set of the resulting belief 
function is also a subset of V. Since V is closed under intersection, the 
size of its focal set is no greater than 2 n. This result follows from the 
well-known relation I V I - 2 ] f l]. 
In all four cases, the resulting belief function is completely specified. 
Therefore, any algorithm described in this paper can be used as a subprocedure 
of an inference system that models its uncertainty through belief functions. 
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