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clear applications in many engineeringapplications [4, 5, 6]. In particular,the radial
basis function (RBF) network is a popular type of linear-in-the-parameters model
and has been widely applied in diverse ﬁelds of engineering [7, 8, 9, 10]. The ulti-
mate objective of model construction from observed data sets should be to produce
a model which captures the true underlying dynamics and predicts accurately the
output for unseen data. This translates into the practical principle in nonlinear mod-
elling of ﬁnding the smallest model that generalizes well. Sparse models are prefer-
able in engineering applications since a models’ computational complexity scales
with its model complexity. Furthermore, a sparse model is easier to interpret from
the angle of knowledge extraction from observed data sets.
A fundamental concept in the evaluation of model generalization capability is
that of cross validation [11] which is often used to derive the information theo-
retic metrics, e.g. the leave-one-out (LOO) cross validation has been used to derive
model selective criteria such as the Akaike information criterion (AIC) [12]. Model
selective criteria can be used for predicting a model’s performance on unseen data
and evaluating a model’s quality amongst other competitive models. The forward
orthogonal least squares (OLS) algorithm is an efﬁcient nonlinear system identiﬁ-
cation algorithm [13, 14] which selects regressors in a forward manner by virtue
of their contribution to the maximization of the model error reduction ratio (ERR).
In order to produce a model with good generalization capabilities, the AIC [12] is
usually incorporated into the forward orthogonal least squares (OLS) algorithm to
determinate the model construction process. The OLS algorithm has become a pop-
ular modelling tool in a wide range of applications [15, 16, 17, 18]. Note that most
of model selective criteria are formula of approximating the LOO mean-square er-
ror (mse), and due to the approximation, have lost discriminate power in selecting
terms if being used in the forward OLS algorithm. The LOO mean-square error
(MSE) criterion, which directly measures the model generalization capability, has
been introduced into the framework of forward OLS algorithm [19] in which the
LOO mean-squareerror(MSE)criterionis calculatedefﬁciently(as outlinedin Sec-
tion 2). An additional advantage is that the process is fully automatic, so that there
is no need for the user to specify a termination criterion of the model construction
process.
In this review we bring together some of our recent work from the angle of the
diversiﬁed RBF topologies, including three different topologies; (i) the RBF net-
work with tunable nodes [20]; (ii) the Box-Cox RBF [21]; and (iii) the BVC-RBF
network [22]. The RBF network with tunable nodes is initially described in Sec-
tion 3. Note that the parameters of the RBF network include its center vectors and
variance or the covariance matrices of the basis function as well as the connect-
ing weights from the RBF nodes to the network output. In [19] and many other
RBF modelling paradigms [23, 24, 25, 26], the RBF centers are restricted to be se-
lected from the input data sets and a common variance is employed for every RBF
node. The common variance should be treated as a hyperparameter and determined
via cross-validation, which may be computationally costly. The recent work [20]
has introduced a construction algorithm for the tunable RBF network, where each
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OFS procedure is developed to append the RBF units one by one by minimizing
the LOO mse. Because the extra ﬂexibility for the basis functions is allowed in
the tunable RBF topology and all the parameters are optimized via minimizing the
LOO mean-square error (MSE) criterion, the algorithm is computationally efﬁcient
and the resultant models have sparser representations with excellent generalization
capability, in comparison with the existing sparse kernel modeling methods.
In Section 4, the Box-Cox RBF topology and its fast model construction algo-
rithm [21] is described. It is a common practice to construct the RBF network in
order to represent a systems’ input/output mapping. For the network training the
system output observations are used as the direct target of the model output. Least
squares algorithm is often used as the parameter estimator, which is equivalent to
the maximum likelihood estimator (MLE) under the assumption that the noise is
additive and independentidentically distributed (i.i.d) Gaussian with zero mean and
constantvariance.Inpracticethevarianceofprocessnoisemayvarywiththeoutput,
e.g. the variance of noise may increase as the system output increases. For some dy-
namical processes in which the model residuals exhibit heteroscedasticity, e.g. with
nonconstant variance or skewed distribution, or being multiplicative to the model,
using conventional RBF models to construct a direct systems’ input/output map-
ping based on the least squares estimator is no longer appropriate. The work [21]
has modiﬁed RBF topology based on Box-Cox transformation. The fast identiﬁca-
tion algorithm [21] is developed based on a maximum likelihood estimator (MLE)
to ﬁnd the required Box-Cox transformation.It is shown the OFS-LOO algorithmis
readily applicable to construct a sparse Box-Cox RBF model with good generalisa-
tion [19, 27, 21].
FinallySection5describesthetopologyoftheBVC-RBF network[22].Notethat
most of RBF modellingalgorithmsﬁt into the statistical learningframework,i.e. the
model is determinedbased on the observationaldata only. In many modelling tasks,
there are more or less prior knowledge available. Although any prior knowledge
about the system should help to improve the model generalization, in general in-
corporating the deterministic prior knowledge into a statistically learning paradigm
would make the developmentof modelling algorithms more difﬁcult if not impossi-
ble. The work [22] has introduced the idea of modifying RBF topology in order to
enhance its capability of automatic constraints satisfaction. We considered a special
type of prior knowledge given by a type of boundary value constraints (BVC), and
introduced the BVC-RBF as a new topology of RBF neural network that has the
capability of satisfying the BVC automatically.The BVC-RBF network [22] is con-
structed and parameterized based on the given BVC. It is shown that the BVC-RBF
remains as a linear-in-the-parameter structure just as the conventional RBF does.
Thereforemany of the existing modellingalgorithms for a conventionalRBF are al-
most directly applicable to the new BVC-RBF without added algorithmic complex-
ity nor computational cost. Consequently the topology of the BVC-RBF effectively
lends itself as a single framework in which both the deterministic prior knowledge
and stochastic data are fused with ease.