Abstract: AA2024-Tx is one of the most common highstrength aluminium alloys used in the aerospace industry. This article reviews current understanding of the microstructure of sheet AA2024-T3 and chronicles the emergence of new compositions for constituent particles as well as reviews older literature to understand the source of the original compositions. The review goes on to summarise older and more recent studies on corrosion of AA2024-T3, drawing attention to areas of corrosion initiation and propagation. It pays particular attention to modern approaches to corrosion characterisation as obtained through microelectrochemical techniques and physicochemical characterisation, which provide statistical assessment of factors that contribute to corrosion of AA2024. These approaches are also relevant to other alloys.
Introduction
AA2024-T3 is a high-strength, lightweight, aluminium alloy (Hatch, 1984; Polmear, 1995) . Its high strength-toweight ratio has seen it, its predecessors, and related variants used extensively in aircraft manufacture for many years. Although it is still used in aircraft manufacture, it is being gradually replaced by newer alloys such as the Al-Cu-Li alloys and Al-Cu-Li-Mg alloys (Bucci, Warren, & Starke, 2000; Starke & Staley, 1996) . Nevertheless, since the service life of aircraft often extends well beyond their design lifetime (typically 25 years), issues associated with the corrosion of AA2024-T3 (and other high-strength alloys) are likely to be ongoing for many years to come (Laudise, 1997; Pitt & Jones, 1997; Schmitt, 1998) . These are the so-called legacy alloys.
The corrosion of AA2024-T3 within aircraft structures is a complicated problem (Birbilis & Hinton, 2013; Russo et al., 2009) . It combines the influence of (i) aerosol deposition (Cole & Paterson, 2009; Hughes et al., 2007) , (ii) corrodant accumulation, (iii) corrosion processes including wetting and drying cycles, (iv) load cycles, and (v) anolyte composition (Larignon et al., 2011) . Research into this area often separates these effects in an attempt to understand individual contributions to the overall process. Consequently, there is considerable literature that examines only the corrosion contribution to microstructural degradation as well as the influence of load cycles. The objective of this review is to examine the corrosion processes in detail, paying particular attention to the initiation of stable pits in AA2024-T3. Much of the literature is confined to corrosion of sheet product AA2024 mostly in the T3(51), most likely because it is the easiest to handle in the laboratory and is relatively common in the skins of aircraft. Clad material will not be dealt with here. Although the focus is on pit initiation, the intention is to draw more broadly from other areas listed at the start of this paragraph, to set a context for the corrosion work.
Overview of the history of AA2024 microstructure
A review of the corrosion of AA2024-T3 needs to start with a description of the alloy microstructure. AA2024 has one of the most complicated microstructures of all the Al alloys (Hughes et al. 2011a,b; Sukiman et al., 2012) . This is because it has one of the highest levels of added alloying metals, as well as impurities such as Fe and Si (Polmear, 1995) , but exceeded AA7075 (Polmear, 1995) . This review will deal primarily with sheet AA2024 in the T351 condition (quenched, stretched, and naturally aged), although other tempers will be used to demonstrate changes in microstructure that are relevant for the corrosion of AA2024-T351. A key aspect of the microstructure is the intermetallic particles. The intermetallic particles in AA2024 can generally be divided into three length scales including (i) coarse constituent and impurity particles ( > 0.5 μm), (ii) dispersoids (100-500 nm), and (iii) hardening precipitates ( < 200 nm). The constituents and dispersoid particles form during ingot formation, and a number of these particles are considered insoluble with respect to further treatment including solutionising. The hardening precipitates are manipulated by solutionising and ageing treatments to optimise the microstructure for various applications. The major dispersoid in AA2024 is Al 20 Mn 3 Cu 2 , which forms short rods with aspect ratios of 1.1-1.6 . The hardening precipitates generally form from clustering of either Cu or Cu and Mg into zones called Guinier-Preston (Al-Cu) or Guinier-Preston-Bagaratsky (Al-Cu-Mg) zones. From here, the precipitates go through either θ″→θ′→θ for Al 2 Cu or S″→S′→S for Al 2 CuMg. The different stages of precipitation represent different levels of coherency with the aluminium matrix, from fully coherent (″) to semi-coherent (′) to complete loss of coherency (no prime). Although there is some dispute about the earliest stages of formation of hardening precipitates, the composition of these precipitates and the dispersoid phase are well accepted (Hutchinson & Ringer, 2000; Jena, Gupta, & Chaturvedi, 1989; Ringer, Caraher, & Polmear, 1998; Ringer, Hono, Sakurai, & Polmear, 1997a; Ringer, Sakurai, & Polmear, 1997b; Wilson & Partridg, 1965) . However, there is considerable uncertainty about the composition and crystal structure of the constituents as outlined below. It is emerging that improvements in cleaning the alloy (i.e., removing unwanted elements such as Si and Fe) have resulted in changes to the constituents compositions of modern AA2024-T3 compared with older variants of the AA2024-T3 alloy. Early efforts at characterising the constituents in AA2024-T3 had a focus on the Al-Cu-Mg alloys know as Duralumin. Aluminium alloy 24S (4.5% Cu and 1.5% Mg), which subsequently acquired the designation AA2024, was probably the most studied of these alloys for many years, and a summary of some of the reported compositions are presented in Table 1 . These studies seem to culminate, in the 1950s, with the study of Sperry (1956) and the monumental work of Phragmen (1950) . These types of studies relied on the identification of constituents in the alloy using etching agents and optical microscopy and so the constituents were classified by appearance (as an example, see Table XXVII of Phragmen, 1950) . The etching agents used to differentiate constituent compositions were developed in-house in the aluminium companies of the day. Some insight into the development of these etchants can be found in the papers of Keller and Bossert (1942) and Phragmen (1950) . This seems to be where shape classification emerged for S and θ phases since they are described as rounded particles (Sperry, 1956) . However, it is not 
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Phase stoichiometries a immediately clear how the compositions of these particles were determined, but it appears to be by extraction from the alloy and chemical analysis. Extraction techniques involved either (i) direct physical extraction of crystals from cavities in the centre of ingots or (ii) aluminium dissolution and separation, gravimetrically. Once isolated, the constituents were examined using X-ray diffraction (XRD) and wet chemical analysis. The majority of this work was performed on model alloys and not on AA2024. Phragmen's (1950) work is probably a good example of this type of approach and provides the best insight. He attempts to build an understanding of the constituent compositions based on model alloys that become progressively more complex. Therefore, he starts with various binary phase diagrams, progresses to ternary, quaternary, quinary, and finally senary diagrams before moving on to discuss commercially relevant alloys like 24S. Phragmen notes that there are metastable phases, which he defines as "enveloped phases", denoted by "E" in Table 1 . Many of these types of phases are also collected by Mondolfo (1976) . What is clear from these studies is that the classification in constituents proposed by Sperry and Phragmen are close to those that seem to have been taken up in the reference literature (Hatch, 1984; Starke & Staley, 1996) , although the source for constituent compositions reported in Hatch (1984) appears to be directly through Kaiser Aluminium and has the additional phase Al 12 (Mn,Fe) 3 Si in both ingot and wrought material; in the latter case it is being the precursor for Al 7 Cu 2 Fe via decomposition. Thus, in the wrought alloy, the following constituents were identified, Al 2 CuMg, Al 12 (Mn,Fe) 3 Si, Al 7 Cu 2 Fe, Mg 2 Si, and minor amounts of Al 2 Cu. Of course, this may depend on the levels of alloying elements, particularly Mg and impurities such as Si as outlined below.
Modern metallurgical studies seem to focus more on the particle types that provide the high strength and good mechanical properties of this series of alloys. These are the hardening precipitates. The constituents appear to get little attention. So the focus has been on the nature of precipitation of the hardening precipitates, particularly with small alloying additions that modify the mechanical properties by changing the habit planes for precipitation such as Sc (Chen, Zheng, & Ringer, 2004; Røyset & Ryum, 2005) or Ag (Raviprasad, Hutchinson, Sakurai, & Ringer, 2003) or ageing treatments. Another avenue of research in this direction is with light-weighting alloys where Li has been used to substitute for Mg in 2xxx and 8xxx series alloys. Again, it is the hardening precipitates that are of interest and not so much the constituents. Although in this case, the constituent T 1 phase has been of interest because of its electrochemical similarity to S phase (Buchheit, 2000; Buchheit, Moran, & Stoner, 1990 Davó, Conde, & De Damborenea, 2005) .
The emergence of scanning electron microscopy (SEM) as a characterisation tool in the early 1970s meant that a new tool was available for rudimentary determination of constituent compositions. Thus, numerous papers appeared but used compositions reported in the reference literature such as by Hatch (1984) . Furthermore, it was often assumed that the constituents had homogeneous compositions. Even the more extensive studies, like that of Buchheit et al. (1997) , categorise the constituents in terms of the compositions reported in the reference texts mainly based on Phragmen (1950) and Mondolfo (1976) . However, papers started to emerge in the corrosion literature that suggested that constituents contained compositional domains (Obispo, Murr, Arrowood, & Trillo, 2000) . This was fully confirmed in an electron microprobe study of 18,000 constituents where it was shown that there were 82,000 compositional domains shared between these particles (Boag, 2009; Hughes et al., 2010a,b) . It is curious to note that compositional domains within constituents were observed nearly 50 years earlier in the optical microscopic studies of Sperry (1956) on wrought AA2024 along with envelopment of one precipitating phase by another as well as rimming (e.g., α-Al(Mn,Fe)Si by Al 7 Cu 2 Fe) (Phragmen, 1950) .
Few papers in the corrosion literature devote time to determining the crystallography of the constituents. Wei and coworkers represent an exception and, using TEM, reported composition and crystallography for Al 2 Cu, Al 2 CuMg, and (Al,Cu) y (Fe,Mn) x Si (y = 11, x = 3), with the last having a rhombohedral structure and proposed to be a modified form of either Al 8 Fe 2 Si or Al 10 Mn 3 Si, highlighting the role of substitution in constituent compositions. Ayer, Koo, Steeds, and Park (1985) also noted that, in commercial alloys (in their case, AA7xxx series), there is often substitution of other elements in these constituents. Even today, now that more attention is paid to constituent composition, there is still some dispute. DeRose et al. (2012) , for example, note that none of the compositions reported by Buchheit et al. (1997) or Al 10 (Cu,Mg) reported by Boag et al. (2009) were actually observed in their alloy apart from the S and θ phases.
Cu, Fe, and Mn with lesser amounts of Si and Mg, (ii) AlCu-Mg/Al-Cu, and (iii) Mg and Si with lesser amounts of other elements. Constituents from all three categories form during initial ingot formation. During sheet formation, these particles will experience shear, and since they are brittle, they will break up into smaller particles aligned in the rolling direction; these are often referred to as stringers. If extrusions are formed from the ingot, then a similar fracture of constituent particles will occur as well as alignment in the extrusion direction. Attempts have been made to measure the level of cracking of constituents in AA7075-T651 (Lee, Mao, Gokhale, Harris, & Horstemeyer, 2009) . Similarly, milling will break the constituents apart, in this case, they will follow the circular pattern of the milling tool (Scholes, Furman, Hughes, & Markley, 2006) . Also, high-shear processes such as equal-channel angular processing breaks up constituents (Brunner, Birbilis, Ralston, & Virtanen 2012) . For a sheet product, there is a solutionising step with reported temperatures between 493°C and 525°C (Hutchinson & Ringer, 2000; Ketcham, 1967; Ketchum & Haynie, 1963; Sugimoto, Hoshino, Kageyama, Kageyama, & Sawada, 1975) where constituents from group (ii) may re-dissolve, but those from groups (i) and (ii) are not dissolved but do experience some decomposition for constituents from group (i) (e.g., α-Al(Mn,Fe)Si by Al 7 Cu 2 Fe mentioned above). Campestrini, Van Rooijen, Van Westing, and De Wit (2000a) and Campestrini, Van Westing, Van Rooijen, and De Wit (2000b) have observed that delay in quenching can result in the nucleation of an Al-Cu-Mg phase on the Al-Cu-Fe-Mn-Si-Mg particles. Buchheit et al. (1997) noted that not all S-phase constituents had depletion zones around their periphery suggested that part of the S-phase population do not re-dissolve. All these reactions occur via solid-state diffusion. Each of these categories will be dealt with below.
Al-Cu-Mn-Fe-Si-Mg
The authors have included Si and Mg in this classification in addition to Al, Cu, Mn, and Fe, since in the authors' work, these elements have been found in all constituent particles that contain the latter elements. Although this may be a point of contention, Si was identified by Phragmen (1950) for the enveloped phase but Mg was not, so no reference to it can be found in the older literature. Meanwhile, the amount of Mg is small and it might be optimistic to expect it to be found with wet chemical analyses. There was considerable debate about the composition of IM particles containing Al, Cu, Mn, Fe, Si, and Mg in the early literature. Much of this debate was not actually on the compositions of the constituents in AA2024-T3 but on compositions in ternary and quaternary phase diagrams and it is not clear how closely these compositions relate to commercial alloys such as Duralumin, 24S, or early AA2024-T3 given the extra elements present in these commercial alloys. As an example, compositions for a quaternary mixture of Al, Cu, Fe, and Mg, may be altered if there is a significant amount of impurity Si, since Mg 2 Si formation will consume Mg and may lead to Al 2 Cu formation instead of Al 2 CuMg, depending on the Cu/Mg ratio (Hutchinson & Ringer, 2000; Raviprasad et al., 2003; Suzuki, Araki, Kanno, & Ito, 1977) .
Three of the key historical precursors that are relevant to constituent compositions within Al-Cu-Fe-MnSi-Mg domains are Al 3 Fe, α(Al-Cu-Fe)/β-(Al-Cu-Fe), and c-Al(Mn,Fe)Si. A brief summary is given below.
Al 3 Fe
For many of the simpler phase diagrams, this constituent is reported to be pure with no incorporation of other elements. Indeed, Phragmen does not report this for Al 24S and Sperry (1956) indicated that it was consumed rapidly by α-Al(Fe,Mn)Si. By contrast, Phillips (1954) observed that for crystals extracted from ternary mixtures of Al, Cu, and Fe, there was one phase that could definitely be associated with Al 3 Fe but contained 0.5-0.55% Cu in addition to 36% Fe, but there was a second crystal type that contained 33% Fe and 6.1-8.0% Cu, but it was not possible to separate these crystals manually since they appeared very similar to the FeAl 3 crystals. Also, they were of similar density to FeAl 3 since they both sank in tetrabromoethane, which was used to separate the lighter-density phases from the heavier ones. Nevertheless, these results clearly suggest the substitution of Cu.
3.1.2 α(Al-Cu-Fe) and β-(Al-Cu-Fe)
As with Al 3 Fe, the α(Al-Cu-Fe) and β-(Al-Cu-Fe) can take up a number of elements. Prior to 1943, there were two phases identified in ternary Al-Cu-Fe alloys, α(Al-Cu-Fe) and β(Al-Cu-Fe), which had different characteristics in different etchants (Phillips, 1954) . The α phase was the same as Mondolfo's ω phase (Keller & Wilcox, 1933) and was suggested by Phragmen (1950) to be either of the composition (Cu,Fe)(Cu,Al) 6 based on the extraction of crystals from a quaternary alloy containing Al, Mg, Cu, and Fe or (Cu,Fe,Mn)(Cu,Al) 6 from quaternary containing Al, Mn, Cu, and Fe. According to Phillips (1954) , Phragmen's composition accords with a composition where half of the Fe and half of the Al are replaced with Cu. This analysis agrees with the Pauling-Raynor theory based on metal atom size, and the electron/atom ratio (Phillips, 1954) . The β phase was later determined to be Al 7 Cu 2 Fe (also known as Al 6 Cu 2 Fe and N phase).
c-Al(Mn,Fe)Si
The "c" notation designates this phase as being cubic (Phragmen, 1950) , but it is also synonymous with α-Al(Mn,Fe)Si. It is a ternary phase found in Al-Fe-Si and Al-Mn-Si systems with a wide range of compositions, and Sperry considers it a predominant phase in wrought AA2024 (Sperry, 1956) . In AA2024, it apparently forms from Al 3 Fe during rapid cooling but is suppressed during slower cooling, suggesting that it is not an equilibrium phase.
More recently, the advent of X-ray analysis in SEM meant that researchers were able to at least identify which elements were present in constituents that were under examination. However, without statistical analysis, it was impossible to say whether these compositions were different from those reported in the literature, i.e., were they new compositions, or variants of those reported in the literature. Energy dispersive spectroscopy has been used extensively to determine elements present in these types of particles (Arns et al., 2005; Berrada & Ghali, 1994; Berrada, Elboujdaini, & Ghali, 1992; Blanc, Lavelle, & Mankowski, 1997; Campestrini et al., 2000a,b; DeRose et al., 2012; Huda, Taib, & Zaharinie, 2009; Obispo et al., 2000; Schneider, Yezerska, & Lohrengel, 2008) . Volta potentials have also been measured for these constituents (Schmutz & Frankel, 1998a,b) . Only Wei and coworkers Wei et al., 1998) undertook crystallographic selected area diffraction studies of Al-Cu-Fe-Mn-Si-Mg-type particles in AA2024-T3, although Warner, Schmidt, Sommer, and Bellot (1995) and Posada et al. (1997) made reference to some phases in their work (Table 1 ). The alloy examined by Wei et al. was from the 1960s, and they reported a (Al,Cu) y (Fe,Mn) x Si (y = 11, x = 3) composition, which contains Mg. In the case of Warner et al., their alloy is older than 1994, and they reported that the crystallographic structure of one particle containing Al, Fe, Mn, Si, and Cu was identical to α-Al 12 Mn 3 Si (this alloy was in the T4 condition). Posada et al. (1997) examined the KC135 fuselage skin, which was probably a pre-1970 alloy. They observed compositions that did not agree with those of Gao et al. (1998) or Wei et al. (1998) , but these differences may not have been due only to age, but also temper and ageing conditions. They observed no depletion zones adjacent to grain boundaries. DeRose et al. (2012) reported that the Cu/Mg ratio of the alloy also makes a difference in the constituent compositions. They found a wide range of compositions for constituents containing Al, Cu, Fe, Mn, and Si but did not further divide them into categories. They suggested that their microstructure agreed with that of Ilevbare et al. (2004) . In summary, there is no clear agreement on composition and too few crystallographic studies to determine how these constituents relate to earlier work.
For modern alloys, the recent work has demonstrated that the compositions in modern versions of AA2024-T3 are different to those for older alloys, but also consistent across a number of different modern alloy batches . Specifically, Hughes and coworkers found seven different compositional types (nominated as Tx and not to be confused with temper designation) in modern alloys as listed in Table  1 . No crystallography has been reported for these compositional types, although electron backscatter diffraction (EBSD) for T3 and T4 confirms that they are S and θ phases, respectively. From the authors' work, there are three well-defined compositions in the Al-Cu-FeMn-Si-Mg compositional space (Table 1 ). These can be distinguished from each other based on the Cu content . These compositions are different from those reported by Gao et al. (1998) , but the alloy used in their study was from the 1960s.
Al-Cu-Mg
There appears to be general consensus from the old and new literature that Al 2 Cu and Al 2 CuMg are representative constituents for this group in AA2024-T3. However, there appears to be two groups of compositions reported for S phase with one group reporting close to stoichiometric compositions (Buchheit et al., 1997; Chen, Gao, & Wei, 1996a; Chen, Wan, Gao, Wei, & Flournoy, 1996b; Lacroix, Ressier, Blanc, & Mankowski, 2008a,b; Wei et al., 1998) and the second reporting Al-rich compositions (Boag, 2009; Guillaumin & Mankowski, 1999; Hughes et al., 2010a Hughes et al., ,b, 2013 Ilevbare et al., 2004) . For Al 2 CuMg, Sperry includes the following as being the same Al 5 Cu 2 Mg 2 , Al 13 Cu 7 Mg 8 , Al-Cu-Mg, and α-Al-Cu-Mg, and S phase, the last, by which this composition is commonly known. Mixed S-phase/θ-phase particles have been reported by a number of authors (Boag, 2009; DeRose et al., 2012; Hughes et al., 2013; Ilevbare et al., 2004) . Kelvin probe measurements have also been made of these particle types (Lacroix et al., 2008a,b) .
Mg-Si
It is generally accepted that Mg 2 Si is present in the alloy. This is probably because it is formed during ingot cooling and is not re-dissolved. This phase is not commonly reported in the corrosion of AA2024-T3, but this may be due to it having no passive region, meaning that it is likely to be removed early during the corrosion process (Birbilis & Buchheit, 2005) . This phase is not easy to detect in SEM since its backscatter contrast is negligible compared with other constituents. It is included in the T6 grouping . It was not observed by Buchheit et al. (1997) .
Dispersoids and hardening precipitates
The hardening precipitates and dispersoids have been reported to constitute a larger surface area than the constituents in AA2024 at 4% compared with 2% (DeRose et al., 2012). As stated above, the predominant dispersoid particles are Al 20 Mn 3 Cu 2 , which form as short rods in the alloy microstructure both within grains and at grain boundaries. It is generally considered that these particles will not be effected by heat treatments but may be influenced by solutionising. Dispersoid-free zones have been reported around both S phase- (Buchheit et al., 1997; Guillaumin & Mankowski, 1999) and Al-Cu-Fe-Mn (SiMg)-containing constituents (Guillaumin & Mankowski, 1999) , suggesting some changes to their distribution during processing. The hardening precipitates will be dissolved during solutionising and re-precipitate either during natural (T3) or artificial ageing. Heterogeneously formed S-phase particles have been reported to form on the surface of dispersoid phases as a result of the accumulation of defects at those sites (Feng et al., 2013) . Precipitation of S′ (Larignon et al., 2011) and θ′ can occur in the grain boundary and result in Cu depletion zones adjacent to the grain boundary, which are more active than the grain body and preferentially corrode, giving rise to intergranular attack (IGA) or corrosion (IGC).
Although the hardening precipitates have traditionally not been a prime focus for corrosion studies apart from precipitation process in the grain boundary, some recent studies by Birbilis and coworkers have focused attention on these particles (Birbilis, Cavanaugh, Kovarik, & Buchheit, 2008; Ralston et al., 2010a; Ralston, Birbilis, Weyland, & Hutchinson, 2010b) and showed that, electrochemically, the hardening precipitates are similar to the constituent S phase down to a size of a few nanometres. The activity of these clusters of atoms and eventual particles rises rapidly from around 3 nm (Ralston et al., 2010a,b) . In most metal finishing treatments, these are the particles that will give rise to the Cu-enriched layer even after nitric acid treatment to remove smut (Curioni, de Miera, Skeldon, Thompson, & Ferguson, 2008; Hughes et al., 2001 Hughes et al., , 2003 Hughes, Harvey, Nikpour, Muster, & Hardin, 2005; Hughes, Nelson, & Miller, 1999; Hughes, Taylor, Nelson, Hinton, & Wilson, 1996; Muster, Hughes, & Thompson, 2009; Nelson et al., 2001; Toh, Hughes, McCulloch, duPlessis, & Stonham, 2004) . In corrosion, their initial local anodic dissolution followed by the coupling of the Cu remnant will facilitate Cu enrichment during corrosion.
Grain bodies
Grain bodies are not often considered explicitly in corrosion studies except where the underlying alloy is attacked. This is probably because attack around constituents is more often the focus of corrosion studies of AA2024. The grain bodies, however, do experience considerable change to their microstructure during ageing since they go from a supersaturated condition to a structure that consists of α-Al and hardening precipitates as well as dispersoids during natural ageing. Ralston et al. (2010a,b) examined the influence of these on corrosion. Elevated ageing may cause depletion of the grain body, and important electrochemical differences may develop as a result of these changes. Moreover, for cold-worked materials, different grains may have different dislocation densities that depend on the details of the mechanical treatment (Raviprasad, Hutchinson, & Ringer, 2000) with high levels of dislocation density leading to a greater susceptibility to attack . Grain boundaries are sites of a considerable amount of important electrochemistry and corrosion as outlined below.
Finally, the role of porosity in corrosion in aluminium alloys has not been considered in either initiation or propagation. New techniques of surface preparation such as plasma or glow discharge techniques remove thin surface layers of alloy that cover many of these types of sites within grain bodies and around constituents that might otherwise be obscured even after fine diamond polishing. Porosity is another aspect of alloy microstructure that has not been examined to any extent in the corrosion literature. This is because much porosity is obscured by polishing debris. Plasma and glow discharge cleaning are revealing much higher levels of porosity than previously observed, and three-dimensional imaging techniques have also contributed to our understanding of porosity in AA2024-T3 .
Corrosion of AA2024-T3

Overview
Interest in corrosion of AA2024-T3 stems from a need to understand the influence of corrosion on mechanical properties (Alexopoulos, 2009; Alexopoulos & Papanikos, 2008; Bucci et al., 2000; Chen, Liao, Wan, Gao, & Wei, 1997; Dolley, Lee, & Wei, 2000; Farmery & Evans, 1956; Grandt et al., 1997; Habashi, Bonte, Galland, & Bodu, 1993; Jones & Hoeppner, 2006; Kamoutsi, Haidemenopoulos, Bontozoglou, & Pantelakis, 2006; Little, Connolly, & Scully, 2007; Nichols & Rostker, 1963; Wan, Chen, Gao, & Wei, 2000; Wei, 2001a,b) . In this context, the early corrosion literature for AA2024-T3 deals largely with stress corrosion cracking (SCC) (Ketcham, 1967; Ketchum & Haynie, 1963; Sugimoto et al., 1975; Urushino & Sugimoto, 1979) , exfoliation (Habashi et al., 1993) , and grain boundary attack (Sugimoto et al., 1975; Urushino & Sugimoto, 1979) , i.e., they examine corrosion propagation. For example, Urushino and Sugimoto (1979) found that increased grain boundary susceptibility to IGA led to increased SCC and decreased stress corrosion lifetime. This is attributed to the grain boundary being more active than other parts of the microstructure, such as the grain body, under many conditions. SCC susceptibility can vary across the thickness of plate material (Kim, Kwon, Jeong, Woo, & Kim, 2013) , with the overall thickness (Jones & Hoeppner, 2006) and corrosion environment (Robinson & Jackson, 1999) . Moreover, IGA, which is a key contributor to SCC in sensitised alloys, is sensitive to the metallographic direction in highly anisotropic alloys such as rolled sheet with a preference along the elongated grain boundary structures (Knight, Birbilis, Muddle, Trueman, & Lynch, 2010a; Knight, Clark, Davenport, & Trueman, 2010b; Knight, Salagaras, & Trueman, 2011; Song, Zhang, Liu, Han, & Li, 2013; Zhang & Frankel, 2000; Zhang, Liu, & Frankel, 2001) . Its higher level of activity is a result of microstructural changes whereby it develops a separate pitting potential to the matrix (α-Al) during ageing after solutionising at elevated temperatures (170°C-190°C) (Ghosh, Hilal, & Bose, 2013; Urushino & Sugimoto, 1979) . For example, Figure 1A shows that when the AA2024 is artificially aged at 170°C, a separate breakdown potential associated with IGA is developed for times between 0.1 and 1 day. The maximum difference occurs where the SCC lifetime is lowest at 0.2 days in an EXCO accelerated test ( Figure 1B) .
The microstructural changes that bring about these sites of preferential attack are related primarily to the grain boundary and the adjacent grain surfaces. Peak ageing leads to a grain boundary network where there is little precipitation of S′ or θ′ particles and no depletion zone adjacent to the grain boundary as a result of the precipitation Posada et al., 1997; Zhang & Frankel, 2003) . Unlike the classification of constituents by composition and crystallography as occurs in metallurgy, in the corrosion literature, classification by electrochemical activity is more useful. Hence, these microstructural changes are often interpreted in terms of changes in potential. Urushino and Sugimoto (1979) only observed one pitting potential on peak aged and quenched AA2024-T3 but two pitting potentials on AA2024-T3 that had been solutionised, quenched, and then artificially aged at 170°C for 0.2 h (Figure 1 ), which corresponded to the worst case for SCC susceptibility. When aged for 10 h, the two potentials were close and often overlapped. They argued that the SCC susceptibility is due to the grain boundary composition and not the nature of the precipitates that form in the grain boundary (Urushino & Sugimoto, 1979) . Meanwhile, overageing to the T8 condition 1 (Hatch, 1984) leads to heavy decoration of the grain boundary along with Cu-depleted zones along the grain boundary (Sha, Marceau, Gao, Muddle, & Ringer, 2011) . Even depletion of the grain itself can occur (Zhang & Frankel, 2003) . All these different features of the microstructure have different electrochemical activities that can be examined using potentiodynamic polarisation in deaerated solutions. For example, Zhang and Frankel (2003) examined the breakdown potential of AA2024-T3 for the three orthogonal sections of AA2024-T3 collected in deaerated 1 m NaCl (Figure 2 ). They showed two breakdown potentials at -690 and -610 mV versus saturated calomel electrode (SCE). The first (-960 mV) was attributed to S-phase attack in agreement with Guillaumin and Mankowski (1999) , whereas the second was attributed to IGC through a combination of potentiodynamic and electron microscopic studies. These types of studies can then be used to infer the activity of various types of sites in an aerated solution.
In aerated solutions, the open-circuit potential (OCP) of A2024-T3 is pinned to the most active sites (Blanc, Freulon, Lafont, Kihn, & Mankowski, 2006; Zhang & Frankel, 2003) . Hence, it is the relative net anodic or cathodic current densities that are important (Birbilis & Buchheit, 2005) . The OCP varies with solution conditions where, in relatively concentrated NaCl solutions, it sits around -550 to -640 mV versus SCE (Table 2 ), but moves in the vicinity of -1300 mV versus SCE at high pH Ghosh et al., 2013) . Knight et al. (2011) have suggested that the OCP of the grain boundary solute-depleted zone is about -220 mV more negative than that of the AA2024-T3 (0.6 m NaCl) on the basis that the depleted zone is similar to pure aluminium (-849 mV in 0.6 m NaCl). This explains why there is preferential attack at these sites. The important aspect of these studies is that at the OCP of AA2024, all these sites may experience some corrosion, but the sites with the active potential and high net anodic current density will experience the most attack (Birbilis & Buchheit, 2005; Boag et al., 2010) .
This principle can be applied more generally to all sites in the surface. Potentials for a range of immersion conditions for AA2024 as well as a number of intermetallic compositions are presented in Table 2 . There are two types of data included in this table: those for aerated solutions and those for deaerated solutions. The first thing to note is the range of OCPs for AA2024-T3 in chloride solutions in either aerated or deaerated solutions. This variation may arise from differences in the distribution of sites between different samples (even of the same alloy batch) since it has been noted that the OCP is pinned by the most active site (Zhang & Frankel, 2003) and regional variation of constituent distributions and densities , which leads to different OCPs on separate samples. The second thing to note is many intermetallic compounds have OCP and pitting potentials that are considerably different to AA2024-T3. This gives rise to the heterogeneous nature of AA2024-T3, but, as pointed out by Birbilis and Buchheit (2005) , the magnitude of the current at the OCP of AA2024-T3 is more important than differences in the OCP of the constituents with respect to that of AA2024-T3. Boag et al. (2010) also report the current densities for IM compositions at the OCP of AA2024-T3. The current densities taken from these reports are plotted as a function of potential in Figure 3 . The OCP of AA2024-T3 can vary from -550 to -680 mV versus SCE depending on heat treatment and ageing conditions. There might also be as much as 80 mV of variation depending on constituent particle density. Closed symbols follow Birbilis and Buchheit (2005) and open symbols follow Boag et al. (2010) . it can be seen that S phase will have the largest current density (anodic) at OCPs of AA2024-T3 between -550 and 600 mV. Below -600 mV versus SCE, the current densities measured by Birbilis and Buchheit decrease significantly, meaning that the dissolution is likely to be slower. Meanwhile, the current densities measured by Boag et al. for Al 2 CuMg, remained significant at lower potentials. It is not clear why there are differences between the two sets of measurements. In the case of Birbilis and Buchheit, the potentiodynamic polarisation measurements were made immediately upon immersion using a microelectrode with a faster scan rate and without active oxygen supply. For Boag et al., the potentiodynamic measurements were performed on 0.2-cm 2 electrodes after 30 min of OCP stabilisation and at an order of magnitude slower scan rate (0.001 V/s). Moreover, in the work of Boag et al. there were small amounts of secondary phases, whereas Birbilis and Buchheit used the microelectrode to avoid secondary phases in their samples. Any of these differences might contribute to the differences in seen in Figure 3 . Mg 2 Si has a large anodic current density across the potential range, and Al 7 Cu 2 Fe has a small anodic current density as shown in Figure 3B . This is contrary to AA7075, where Al 7 Cu 2 Fe would behave as a net cathode. Both Al 3 Fe and Al 2 Cu have small cathodic current densities. The particles that demonstrate an anodic dissolution need to be supported by equivalent cathodic current densities, otherwise the anodic process may become cathodically limited. This interplay is always in progress on the surface perhaps experiencing its greatest changes during the early dissolution of S phase where the local reactions may experience some cathodic limitations, and at latter times where Cu enrichment has occurred, there may be anodic limitations. This type of surface heterogeneity can also
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The larger the difference between zero (effectively the net current of AA20224) and the intermetallic compound, then the greater the level of activity. For example, be mapped onto surface intermetallic phase maps as shown in . In recent years, the interplay between the different localised corrosion sites has been revealed by microelectrochemisty experiments that have provided a considerable insight into the influence of local electrochemistry on corrosion (Birbilis & Buchheit, 2005; DeRose et al., 2012; Leblanc & Frankel, 2002) . These experiments can be used to determine the electrochemical characteristics of individual microstructural features and can provide a lot of insight into local breakdown. For example, a number of studies have shown a range of both OCP and pitting potentials for small regions containing only matrix as well as ones containing constituents Izquierdo, González, & Souto, 2012; Krawiec, Vignal, & Szklarz, 2009; Leblanc & Frankel, 2002; Shao & Lin, 2002; Shao, Fu, Hu, & Lin, 2003) . The constituents can show a range of potentials, suggesting that local composition plays a significant role in determining the most active phase. They also highlighted that anodic and cathodic behaviour will be dominated by the strongest local anodes and cathodes and further reinforce a perspective that local clustering has a strong influence on corrosion activity.
Most of the discussion so far has revolved around chloride containing electrolytes such as NaCl in either 0.1 or 1.0 m concentration. However, there is also a substantial body of work where Na 2 SO 4 is used often with around 10 -3 m of chloride ions. In Na 2 SO 4 solution, the OCP of AA2024-T3 is between -50 and -150 mV. The addition of a small amount of chloride pulls the OCP down to that typical of chloride solutions. However, even though the OCP of AA2024 in mixed SO 4 2-/Cl -is close to that of chloride containing solutions, the presence of the sulphate slows down the kinetics of the corrosion reaction. This, it seems, is due to the different chemistry of sulphate ions rather than a mixture of chemistry and electrochemistry (Galvele, 1976) . Moreover, in field exposure, surfaces are exposed to a range of electrolytes that have a range of concentrations, particularly through drying and wetting cycles. Another electrolyte of interest is AlCl 3 solution since the anolyte solution will have high concentrations of both aluminium and chloride ions in it. Experiments, based on the depression of the electrolyte freezing temperature, have shown that the anolyte may be as concentrated as 5 m NaCl for 1 m NaCl parent electrolyte (Larignon et al., 2011) . The OCP of AA2024-T4 is reported to be more negative in HCl than in neutral NaCl, meaning that the alloy at the site of the anolyte is likely to experience more attack than elsewhere near the active front (Chen, Myung, Sumodjo, & Nobe, 1999) . In nitrate-containing solutions, the Cu-rich constituents are heavily attacked whereas the aluminium matrix is protected, which is opposite to the trend seen in pure chloride solutions (Blanc, Gastaud, & Mankowski, 2003) . Temperature is another variable that influences the position of various potentials (Ergun, Balbaşi, & Tosun, 1997) .
Electrochemistry of metastable to stable pitting
To this point, we have examined some general aspects of microstructural variation of AA2024 and defined general characteristics of corrosion. In this section, an electrochemical approach to determining the characteristics of stable pits will be examined. This approach examines current transients as a function of time and interprets them in terms of a population of metastable pitting events, some of which convert to stable pitting events. ) is another product of the reduction of protons; at this point, however, the discussion will be confined to H 2 since gas evolution from the corrosion site is all that can be observed visually. Atomic hydrogen generation and hydrogen embrittlement will be dealt with later. A further assumption here is that the anolyte solution will continue to be maintained at the corrosion front.
This approach introduces the concept of nucleation events and metastable and stable pitting events, which are derived from current transients in electrochemical studies (Amin, 2009; Pride, Scully, & Hudson, 1994; Trueman, 2005; Wloka & Virtanen, 2008) . These types of transients are normally described by their duration, with nucleation events being very short lived, metastable events (tens of seconds) being of intermediate length, and stable events (ongoing) being longer and characterised by a step in the background current (Burstein, Pistorius, & Mattin, 1993; Trueman, 2005) . Examples of these events are depicted in Figure 4 . The conversion of metastable to stable pits was investigated some years ago when Galvele (1976) proposed that a stable pit was created if the product of the current density (i) and the pit depth (r pit ) was > 10 -2 A/cm. This quantity was called the pit stability product and was based on modelling considerations of the chemistry within pits. Further to this work, Pride et al. (1994) proposed that a stable pit could be maintained when the rise in pit current was enough to maintain i·r pit > 10 -2 A/cm. This model was seen as particularly useful for the study of pitting in alloys (Burstein et al., 1993; Frankel, 1998; Pistorius & Burstein, 1992 ) since it appears to provide a boundary between metastable pitting and stable pitting via the i·r pit criterion. However, the focus on the rate of increase of the pit stability product has its origins in the depth of the metastable pit and specifically whether this depth is long enough for the stabilisation of the anolyte solution. The depth is established from the charge passed, which for Pride et al. (1994) was 18 μC for pure Al. Trueman (2005) determined a figure of 13 μC for AA2024-T3. An implicit assumption behind this approach is that there is a distribution of pit stability products and that the pits at the high end of this distribution are the ones that will be stable pits, but they are otherwise similar sites. At the time of this research, there was a strong focus on trenching behaviour, and it was thought that all the metastable pitting events were trenching events; however, although some very good detailed work was performed on trenching and pit stability product , it was concluded that other factors may influence the initiation of stable pitting. Boag et al. (2010) summarised this debate, putting greater emphasis on an alternative initiation mechanism to trenching around isolated constituents involving clustering of IM particles. This is still an active area of research and clustering is clearly important, but it seems that there may be additional influences on corrosion initiation beyond clustering, some of which are discussed below.
More recently, this approach has been extended to observe the influence of hardening precipitates in AA2024 with different ageing treatments as well as AA7075 (Brunner et al., 2012; Wloka & Virtanen, 2008) . For example, Wloka and Virtanen (2008) were able to detect very small current transients in the passive range of polarisation curves using a microcapillary (30-40 μm). From the charge passed, they were able to determine that the size of the event was around 100 nm and was attributed to the dissolution of a grain boundary η phase (Zn 2 Mg). On AA2024, Birbilis et al. (Ralston et al., 2010a,b) were able to demonstrate the dissolution of hardening precipitates from the grain matrix. They were further able to demonstrate that S-phase precipitates as small as 5 nm behaved electrochemically the same as the S-phase constituents (Birbilis et al., 2008) . Sophisticated approaches to analysis of electrochemical noise spectra has been reported by Homberg et al. (Guseva, Derose, & Schmutz, 2013 ) who were able to distinguish different timescales at which the electrochemical noise occurred.
Corrosion initiation
Overview
In the previous section, it was revealed how electrochemical approaches could be used to determine the critical pit size for conversion to stable pits from metastable pit distributions. This is a good definition because sites where the corrosion activity is low will not be able to develop a long enough diffusion path and repassivate (metastable pits) and it offers a logically consistent reason for stable pitting to occur at clustered sites since they are likely to drive the dissolution of anodic sites, particularly if there is Cu enrichment on particles at these sites, other than S phase, as has been observed (Boag et al., 2010; Chen et al., 1996a,b; Harlow, Wang, & Wei, 2006; Hughes et al., 2011a,b; Kowal, DeLuccia, Josefowicz, Laird, & Farrington, 1996; Lacroix et al., 2008a,b; Leblanc & Frankel, 2002; Sieradzki et al., 2002; Vukmirovic, Dimitrov, & Sieradzki, 2002; Zhu & van Ooij, 2003a,b) . However, the majority of nucleation and metastable pitting events are far smaller and in looking for stable pitting sites using surface characterisation techniques, such as SEM or atomic force microscopy (AFM), it is not easy to categorise small corrosion events into nucleation, metastable, or stable pitting sites on their appearance. The problem is not just the size of the features, but also the activity of the feature, i.e., was it still active when the sample was removed from the electrolyte. Moreover, the 13 μm determined by Trueman (2005) for transition from metastable to stable pits is much larger than the early initiation sites since it represents the transition size.
Corrosion initiation is often described as a process where the surface oxide is undermined through chloride attack resulting in localised corrosion sites on the underlying alloy. For pure Al, these sites are proposed to be at the base of mechanical defects (Evans & Jeffrey, 1971; Sato, 1971) or at residual flaws in the surface oxide (Evans & Jeffrey, 1971; Frankel, 1998; McCafferty, 1995 McCafferty, , 2003 Richardson & Wood, 1970; Sato, 1971; Shimizu, Kobayashi, Skeldon, Thompson, & Wood, 1997; SzklarskaSmialowska, 1999) .
The advent of scanning probe techniques such as AFM has been used to study the initial stages of corrosion in AA2024 (Schmutz & Frankel, 1998a,b; Warner et al., 1995) . Warner et al. (1995) found very small pits around the periphery of constituents after only 2 min in a dilute H 2 O 2 /NaCl solution. These pits were only 6-8 nm deep and approximately 50 nm across. In a more concentrated version of the same electrolyte, they also found pits at grain boundaries, which were 150 nm deep and 240 nm wide. The depth of this type of attack appeared to vary with the ageing condition of the AA2024. Of course, it is not clear whether either or both of these features were still active at the time of termination of the experiment. Nevertheless, these results show that pitting occurs around constituents and at grain boundaries at very early times during immersion, although by the 13-μm definition above, all the corrosion features are very small metastable pits or nucleation events. Indeed, it is not clear that local attack occurring on a grain boundary is really a pit or IGA; if it is considered to be IGA, then this suggests that both types of attack occur at same time. Similar results were reported by Kowal, DeLuccia, Josefowicz, Laird, and Farrington (1996) at HCl solutions of various concentrations, but in their case, the IGA occurred slightly after the pitting around constituent particles. In both cases, pitting was observed in the matrix at sites that were apparently unrelated to any feature detectable by AFM. Clearly, these types of sites are where the surface oxide is its weakest since the initial breakdown occurs there. In other studies, Ilevbare et al. (2004) observed pits initiating in S-phase particles < 500 nm in size, but only some of these pits resulted in etchout of the matrix after dealloying. However, if we take the figure of Galvele (1976) of 10 nm as a benchmark for the depth of the pit required to reach a pH for propagation (pH 3-4) then it would seem the IGA exceeds this criterion by an order of magnitude, whereas the pitting around the constituent does not meet the criterion. Needless to say, the details of the onset of this attack at these sites are still not well understood. There are, however, some interesting papers that examine metastable current fluctuations (Hoerle, Malki, & Baroux, 2006) , electrochemical noise fluctuations (Sasaki, Levy, & Isaacs, 2002) , and fluctuations in current using a wall jet cell (Dufek, Seegmiller, Bazito, & Buttry, 2007) . Combining the perspectives presented in these papers suggest that close to the establishment of a pit, a competition between the anodic film formation and the cathodic reactions not only leads to pH increases, but also destabilisation of the oxide film adjacent to a constituent. These fluctuations continue until a stable pH gradient is achieved from the base of the anodically attacked region to the bulk electrolyte. Of course, at the interface of these two regions, aluminium hydrolysis products will meet the alkalinity generated at the constituents and a precipitate will form, partly or completely occluding the anodic site and perhaps permitting a stable pit to form. One final point to this overview is that corrosion of the constituent particles is relevant for corrosion-related crack initiation since crack initiation sites on corroded AA2024 are known to be of a similar size to these particles (Russo et al., 2009; Wei, 2001a,b) or clusters of particles (Harlow & Wei, 1998) and are closely related to interacting pits through IGA under loading (Jones & Hoeppner, 2006; Larignon et al., 2011; van der Walde & Hillberry, 2007) .
Other influences on initiation
Even before assessing the magnitude of the electrochemical effects on corrosion, it is important to have an understanding of other variables that can influence the outcome of corrosion experiments. Surface condition is one variable, for example, that makes interpretation of the corrosion literature difficult (Sukiman et al., 2012) . In most studies, the alloy undergoes some form of polishing. Many electrochemical studies use only coarse abrasives (SiC or alumina) up to 4000 grit and perform grinding under flowing water. This process may also be used for standard weight loss experiments, although Scotchbrite™ (alumina embedded in polymer) is also used. Microscopy studies often go beyond grinding, to polishing, using diamond abrasives and kerosene-based lubricants. The polishing can go down to 0.25 μm and may finish with a colloidal silica etch. These approaches result in different surface conditions. Mechanical treatment of any kind, including different grades of polishing, creates a near-surface deformed layer (NSDL), which is sometimes referred to as the Beilby layer, after Beilby, who first suggested in 1921, that surface treatment may produce a surface layer with different properties . This is well documented in the filiform corrosion literature (Afseth, Nordlien, Scamans, & Nisancioglu, 2002; Ambat, Davenport, Afseth, & Scamans, 2001 Leth-Olsen, Nordlien, & Nisancioglu, 1997 Liu et al., 2006 Liu et al., , 2010 Mol, De Wit, & Van Der Zwaag, 2002; Szymanski et al., 2002; Zhou, Thompson, & Scamans, 2003) and the metal working literature (Fishkis & Lin, 1997; Scamans et al., 2010; Zhou, Thompson, Scamans, Skeldon, & Hunter, 2011) . The layer is characterised by equiaxed grains with mixed oxide particles on the grain boundaries (Hughes et al., 2011a,b; Zhou et al, 2011) . These oxide particles act as Zener pinners, i.e., they retard grain growth. This layer can be microns thick for abraded surfaces to a few nanometres for polished surfaces (Hughes et al., 2011a,b) . Consequently, the surface condition for many electrochemistry experiments is considerably different from the surfaces often examined using microcharacterisation techniques. The consequences of this are not entirely clear. It is the view of the authors, that the NSDL will have an influence on corrosion initiation but probably little influence on propagation. Once corrosion has penetrated in the NSDL, then propagation is likely to be dominated by the bulk microstructure. If the rate of penetration is supported by surface cathodes, then the NSDL may have a moderating influence on the corrosion rate particularly if it partially covers these cathodes. The reason for suspecting that the NSDL will have an influence on initiation is that most particles in an abraded surface generally end up with a thin layer of matrix covering them, which will have an influence on the ability to participate in corrosion reactions (Hughes et al., 2011a,b; Lunder & Nisancioglu, 1988; Muster et al., 2009 ). This may cover some sites that might otherwise be the most active on the surface, which means formerly less active sites become the most active. If both types of sites are detected in backscatter imaging, then conclusions may be misguided by the influence of the overlayer.
Another effect that may influence the outcome of some experiments is SEM examination prior to corrosion experiments where there is deposition of carbon contamination during exposure to the electron beam. Lau, Hughes, Muster, Davis, and Glenn (2010) have demonstrated that a carbon contamination layer is deposited on surfaces during SEM exposure, which has the characteristics of the raster pattern of the electron beam. Glenn et al. (2013) demonstrated that this contamination coating can have a significant influence on the development of corrosion on the surface of AA2024, and it should be removed prior to the corrosion experiment by either a very light polish or plasma treatment. The carbon coating prevents etching of the aluminium matrix, including trenching formation around Al-Cu-Fe-Mn-Si-Mg-containing particles and severely modifies S-phase dealloying.
Corrosion and isolated particles
Attack around isolated particles is well documented using SEM Park, Paik, Huang, & Alkire, 1999; Paussa, Andreatta, De Felicis, Bemporad, & Fedrizzi, 2014; Schneider et al., 2004; Shao et al., 2003; Zhu & van Ooij, 2003a,b) . It has also been examined using fluorescein dye, which highlights the trenching phenomena (Alodan & Smyrl, 1998; Buchler, Watari, & Smyrl, 2000) as well as by scanning probe techniques (Campestrini et al., 2000a,b; Davoodi, Pan, Leygraf, & Norgren, 2008; Izquierdo et al., 2012; Kowal, DeLuccia, Josefowicz, Laird, & Farrington, 1996; Lacroix et al., 2008a,b; Schmutz & Frankel, 1998a,b; Warner et al., 1995) . Modelling of the trenching phenomena has also been published (Abodi et al., 2012; Guseva et al., 2013; Oltra, Malki, & Rechou, 2010; Sorriano, Oltra, Zimmer, Vuillemin, & Borkowski, 2013; Xiao, Kwak, & Chaudhuri, 2011) . Warner et al. (1995) observed nanoscopic pits around the periphery of constituents and at grain boundaries after 2-min immersion in NaCl+H 2 O 2 solution, suggesting that attack can occur at both sites simultaneously. This observation is similar to the results of Boag and coworkers (Boag, Hughes, Glenn, Muster, & McCulloch, 2011; Hughes et al., 2011a,b) , who suggested that both processes occurred at the same time in 0.1 m NaCl solution. Kowal et al. (1996) observed pitting (micron size) and IGA after 60 min in various strength acidic solutions. Warner et al. (1995) proposed that the attack around the periphery of these particles was via alkaline attack on the matrix following Nisancioglu (1990) . Although there are few studies in the literature that suggest that in neutral to alkaline solutions, there is a pH excursion beyond the periphery of the boundaries of cathodic particles (Alodan & Smyrl, 1998; Liao, Olive, Gao, & Wei, 1998) , it seems to be now accepted that the attack at the peripheries is due to anodic dissolution of the matrix .
Dealloying of S-phase particles was the subject of intense research from the mid-1990s under immersion conditions (Buchheit, 1998 (Buchheit, , 2000 Buchheit, Boger, & Donohue, 2000a; Buchheit et al., 1997; Buchheit, Martinez, & Montes, 2000; Ferreira et al., 1995; Hashimoto et al., 2013; Sieradzki et al., 2002; Vukmirovic et al., 2002; Zhu & van Ooij, 2003a,b) and has also been examined under droplets of artificial seawater (Bode et al., 2013; King, Cole, Corrigan, Hughes, & Muster, 2011; King et al., 2012) . In summary, dealloying occurs via preferential dissolution of Al and Mg from the particles. Lacroix et al. (2008a,b) made a comprehensive scanning Kelvin probe force microscopy study of the S-phase and found a wide range of potentials. These studies show that S-phase particles undergo Al and Mg loss, leaving behind a Cu sponge-like material, but the details vary according to the electrolyte. This is in agreement with the work of the authors where dealloying preceded trenching in 0.1 m NaCl electrolyte . Trenching around the S-phase is likely to be due to Cu depletion of the surrounding matrix (Buchheit et al., 1997; Guillaumin & Mankowski, 1999; Warner et al., 1995) , which is consistent with its occurrence after conversion to a Cu-rich remnant Ilevbare et al., 2004; King et al., 2011) , i.e., the depleted zone is less active than the S-phase but more active than the remnant. Cu halos have often been found around these particles (Buchheit et al., 1997; Buchheit et al., 2000a,b; Guillaumin & Mankowski, 1999; Kolics, Besing, & Wieckowski, 2001; Lacroix et al., 2008a,b; Malladi et al., 2013ab,c; Obispo et al., 2000; Warner et al., 1995) . Buchheit proposed that there is redistribution of Cu via mechanical means as a result of incorporation of Cu nanoparticles into oxidic corrosion product. Dimitrov et al. (Vukmirovic et al., 2002) observed that the porous structure left by dealloying initially has a 2-nm ligament size, which plays an important role in dissolution since the radius of curvature of the particle can have a large influence on its potential (Buchheit, 2000) . Boag et al. (2011) , using SEM, observed the transition from anodic dissolution to cathodic behaviour and noted that the corrosion product that covered the surface of dealloying S-phase particles may be completely dissolved after the transition to net cathodic behaviour since it was not observed on the particle after the transition. This suggests that any Cu nanoparticles incorporated into the S-phase corrosion product may have ended up in solution and subsequently dissolved, resulting in a source of copper ions in solution that could plate out elsewhere on the surface as well as on the Cu remnant.
For AlCuFeMnSiMg particles, 2 there are numerous reports of trenching around these particles and Cu enrichment (Boag et al., 2010; Hughes et al., 2011a,b; Schmutz & Frankel, 1998a,b) . The reactivity of these particles is less than the S-phase particles, so the development of corrosion associated with their cathodic nature is observed at later times than reactions around S-phase particles including dealloying. A Cu-rich phase (designated type 5 in a previous work of Hughes et al., 2013) has been identified at the periphery of a number of these types of particles and appears to be a more active cathode than the rest of the particle Campestrini et al., 2000a,b; DeRose et al., 2012) . Trenching began with the Cu-rich AlCuFeMnSiMg phases and then moved to the Cu-poor phases (Chen et al., 1996a,b; Schmutz & Frankel, 1998a,b) . This class of particles also become Cu-enriched (Boag et al., 2010; Chen et al., 1996a,b; Hughes et al., 2011a,b; Jakab, Little, & Scully, 2005; Obispo et al., 2000; Zhu & van Ooij, 2003a,b) . Cu enrichment has even been observed on structures (Joma, Sancy, Sutter, Tran, & Tribollet, 2013; Obispo et al., 2000) .
Corrosion around particles clusters
Corrosion around groups of constituents has been the subject of renewed interest in recent years (Boag et al., 2010; Hughes et al., 2011a,b) . This work builds on earlier work on the influence of clusters on corrosion (Cawley & Harlow, 1996; Chen et al., 1996a,b; Harlow & Wei, 1998; Liao et al., 1998; Wei, 2001a,b; Wei et al., 1998) . Many of these studies tend to be post mortem analyses after long periods of corrosion, so they do not provide much insight into initiation, given that after long periods of corrosion attack, sites are randomly distributed even when clustering was initially present (Cawley & Harlow, 1996) . Anecdotally, stringers have historically been considered the sites of more corrosion activity (Liao, Chen, & Wei, 1996) . However, with the application of techniques such as the electron microprobe, the tools to study the influence of clusters of mixed composition on corrosion can now be used to obtain statistical information on these types of corrosion sites. The extended mapping that is possible with an electron microprobe means that statistical information can be obtained with better quality on the composition of particles. In addition, the spatial distributions of the constituents can be studied through the analysis of centroid positions of particles. It is emerging that there are clusters on polished surfaces of AA2024 other than stringers that are sites of stable pitting (Boag, 2009; Boag et al., 2010; Cawley & Harlow, 1996; Chen et al., 1996; Hughes et al., 2006; Liao et al., 1998) . This is ascertained by mapping prior to and after corrosion and examining the sites where stable pits were established, as determined by hydrogen evolution and corrosion ring formation. Moreover, these studies are examining very short exposure times, thus capturing the earliest stages of attack.
There are two aspects to the determination of clustering. The first relates to identifying which parts of the microstructure have an influence on corrosion initiation and can be measured. The second relates to which measure of clustering is to be used for the determination of cluster characteristics. To answer the first question, all clustering studies to date measure only the constituent and large impurity particles. The reason for this is that these particles are most easily observed in a standard SEM, which has a lower limit of around 0.5 μm at the magnification typically used for these types of mapping exercises (500 × 500 μm field of view). Indeed, compositional domains within the constituent particles can also be measured. There are a number of different approaches to examine clustering Jakab et al., 2005; Mao, Gokhale, & Harris, 2006) . The two approaches to be discussed here are pair correlation function and number of nearest neighbours.
The pair correlation function, g(r), measures the ratio of the number of neighbours at a distance r to the average IM particle density and therefore approaches unity as r increases. Ironically, the height of g(r), i.e., the level of clustering, decreases with increased particle density; however, surfaces with high particle densities are likely to experience more corrosion. So the height of g(r) may not reflect the level of corrosion activity, which is a disadvantage for this approach. However, it does provide a correlation distance for the clustering, which is useful as an input for defining the size of regions for particle counting in nearest neighbour determination. The g(r)s for S-phase in one batch of AA2024-T3 is displayed in Figure 5A . The different types of interparticle relationships are displayed in Figure 6 . The alloy studied in Figure 5 has composite particles of S-and θ-phase domains for Al-Cu-Mg type of particle and types 1, 2, and 5 (Table 1) in the AlCuFeMnSiMg containing particles. The four g(r) represent pair correlations of S-phase with S phase, S phase with θ phase, composite S/θ phase with other composite S/θ phase, and composite S/θ phase with all other types of particles with combined compositional domains and new centroid positions ( Figure 6C ). The average separation at the peak of S phase with S phase is around 3 μm, the separation for the peak of S phase with θ phase appears to be below 1 μm, which is consistent with particles that have multiple domains of adjacent S and θ phases as depicted in Figure 6A and B. In this situation, the nearest S-phase to any individual S-phase is likely to be either a separate S-phase particle or an S-phase domain separated by a θ-phase domain ( Figure 6B ). These numbers are consistent with particles sizes reported by DeRose et al. (2012) . As expected, the average separation of S/θ composite particles with other S/θ composite particles is larger at around 5.5 μm. Unexpectedly, there is a strong peak in the S/θ phase with all other types of particles at < 1 μm. This is due to type 5 compositions, which can occur with S/θ composite particles.
Another method of measuring the spatial relationship of intermetallic particles is through the number of nearest neighbours. In this approach, the number of neighbours within a defined radius are counted. Nearest neighbour distributions for the same sample as Figure 5A are included in Figure 5B for two radii of 25 and 50 μm. The lower radius has been chosen on the basis of where g(r) goes to 1 in Figure 5A , whereas the larger radius has been chosen from g(r) for a much larger sample, which showed low levels of clustering between to 50 and 100 μm and beyond (Hughes et al., 2010a,b) . These diagrams show that between 14% and 18% of particles have around five nearest neighbours within 25 μm on average and around 10% have 22 neighbours within 50 μm on average. At the extreme ends of these distributions, there are particles with 20 or 35 neighbours for 25-or 50-μm radii, respectively. Using these types of approaches, it has been demonstrated that clustering is associated with stable pitting (Boag et al., 2005 (Boag et al., , 2010 Hughes et al., 2006) , but it does not seem to be the only factor.
The onset of stable pitting occurs early in the corrosion process with the establishment of rings of corrosion product (Boag et al., 2010; Büchler, Kerimo, Guillaume, & Smyrl, 2000; Homborg et al., 2014; Hughes et al., 2011a,b; Liao et al., 1998; Luo et al., 2012; Pearson, Huff, & Hay, 1952; Richardson & Wood, 1970; Roberge & Lenard, 1998) . As recent studies show, the early stages of stable pitting are characterised by pitting and IGA, which eventually develops into subsurface grain attack Hughes et al., 2010a,b; Ilevbare et al., 2004; Kamoutsi et al., 2006; Luo et al., 2012; Schneider et al., 2004; Warner et al., 1995; Zhou, Luo, Hashimoto, Hughes, & Thompson, 2012) . The initial stable pitting sites take the form of rings of corrosion product that do not increase in diameter with ongoing corrosion but accumulate corrosion product. These rings have been observed in other studies on AA2024-T3 (Boag et al., 2010; Büchler et al., 2000) as well as in purer aluminium such as 2S (Pearson et al., 1952) . However, after much longer periods of immersion, new sites initiate according to Wei and coworkers , although re-emergence of corrosion from the intergranular network may explain new sites appearing after long immersion times . Figure 7 shows a cluster of constituents where the S-phase particles are in the process of dealloying as determined by the chloridecontaining corrosion product on top of them. The S-phase particle at the bottom left of Figure 7A is between the two θ-phase particles. The AlCuFeMnSiMg particles with their compositional domains appear unactivated. As demonstrated previously, the dealloying S-phase particles were the only sites where chloride was detected on the surface at this short immersion time of 2.5 min.
In addition to the S-phase attack, there are some dark areas near these particles that suggest attack of the oxide covering the surrounding matrix. These areas are probably hydrated aluminium oxides since the secondary electron emission coefficient of hydrated aluminium oxide is lower than aluminium oxide (Olefjord & Nylund, 1994) . Additionally, since the dark regions do not appear in the backscatter image ( Figure 7B ), the effect must be confined to the surface. This attack is not the same as the small AFM pits mentioned above or trenching since it is much larger than typical trenching. This type of attack may be related to early stages of grain boundary attack or attack on depletion zones as described below. After 15-min immersion in 0.1 m NaCl, there was evidence of grain boundary attack on the surface sometimes emanating from constituents. In other cases, there was no strong evidence that the grain boundary attack came from the constituents as displayed in Figure 8A and B. After 15-min immersion, there was strong evidence for grain boundary attack coming from adjacent AlCuFeMnSiMg IM particles that themselves show evidence of trenching around their periphery. In this instance, the grain boundary attack transforms into a wide surface attack that may be a grain boundary that intersects the surface with a very low angle. IGA is also emerging from the corrosion pit of unidentified origin. Finally, Figure 9 shows typical attack at the centre of a corrosion ring after 30-min immersion. There are a number of pits surrounding a dealloyed S-phase particle as well as between it and an AlCuFeMnSiMg particle containing types 1 and 2 compositional domains. There are also some other features that are labelled as pits but do not have the same characteristics as the deeper pitting near the dealloyed S-phase particle. In addition to the pitting attack and dealloying, there is extensive grain boundary attack within the attack region and extending away from it as well as some grain attack. The susceptibility of grain boundaries to preferential attack has been attributed to depletion zones as a result of precipitate (S′ or θ′) formation (Galvele & Demichel, 1970) and, in the absence of precipitates, to grain-stored energy (GSE) differences resulting from higher defect density within The grain boundary attack adjacent to a AlCuFeMnSiMg IM particle, which has very little attack. (C, D) IGA coming from a corrosion pit as well as surface attack, which may be grain boundary attack that has a very low angle with respect to the surface. There is also the beginning of trenching around the IM particle. Figure 9 Attack at the centre of a corrosion ring after 30-min exposure to 0.1 m NaCl. There is evidence of pitting around the dealloyed S-phase particles. There is also evidence of pitting around the type 2 domain in the AlCuFeMnSiMg composite particle, but not around type 1. There are two pits that do not appear to be associated with microstructure. There is extensive interganular attack connecting all the attack sites.
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particular grains . This latter explanation has only been observed during corrosion propagation in AA2024 and not initiation.
Other sites that may be initiation sites
Advances in characterisation techniques are revealing new types of sites that might be involved in corrosion initiation. AA2024-T3 (51) is a cold-worked and ambient temperature-aged material, and as such, there are grains in this material that have high levels of dislocation densities as a result of repeated rolling and perhaps also from stretching (51 treatments). High levels of dislocation densities mean that metal atoms at those sites have a greater free energy or, from a corrosion perspective, are more likely undergo oxidation reactions. These types of phenomena may be responsible for attack sites that have no apparent connection to constituents. Such sites are displayed in Figure 10 after immersion of AA2024-T351 for 7.5 min in 0.1 m NaCl solution. Figure 10A shows a region of apparent deep etchout, but there is no evidence of intermetallic particles. The width of the attack in Figure 10A and B is very narrow and elongated, which excludes particle removal. In any case, particle removal was not observed at this short immersion time. Figure 10C and D shows corrosion that appears to be confined to the surface (apart from the pit); again, there is no indication of the involvement of constituents, suggesting some other origin. The smaller pit sizes in these images, for example, the small pit at the top of Figure 10D , which is around 250 nm in diameter, is similar to pit sizes reported by Warner et al. (1995) . One possible source for this attack is locally high levels of dislocations due to forming processes. EBSD can be used to assess the levels of dislocations. This is achieved through the determination of misorientation angles between adjacent pixels and generally confined to small misorientation angles (e.g., 15° by Luo et al., 2012) , but can be as low as 5°. This approach is not dissimilar to that used for determining grain misorientation and the nature of the grain boundary such as through the coincident site lattice (CSL) theory, which seems to have good application in steels (Gertsman & Bruemmer, 2001) . Indeed, as with steels, some special grain boundary orientations have been shown to be corrosion resistant in pure aluminium (Kim, Erb, Aust, & Palumbo, 2001 . It should be noted that the CSL approach seems to have little application in the study of AA2024-T3 since most grain boundaries have high angles .
Increasing access to SEMs with EBSD has meant that the study of the influence of dislocation density on corrosion is an emerging field. This field is young and interpretation of data is not straightforward at this stage. Nevertheless, misorientation angles can be a good guide to local levels of dislocation and strain within a lattice. The pixel misorientation angle (φ) can be used to determine 
where γ 0 and A are constants (Hughes et al., 2011a,b; Zhou et al., 2013) . This approach has been used to explain differential rates of attack on grains sitting on either side of the grain boundary in IGA . Grains with high levels of GSE were preferentially attacked during IGA. The high level of GSE is also thought to be responsible for the preferential attack on individual grains beneath the surface . High levels of dislocation within grains of AA2024-T3(51) arise because some grains will experience more shear during rolling than others, and deformation is also likely to occur around constituents. This effect creates regions with slightly different electrochemical characteristics. Without an annealing step, the accumulated strain in the grains that experienced more shear is not removed, hence the higher levels of GSE. The higher levels of strain also lead to differences in the electrochemical potential of these regions. They tend to have more active potentials and therefore act as anodes with respect to the OCP of the AA2024-T3. For example, Salimon, Salimon, and Korsunsky (2010) measured the change in corrosion potential (in sulphate solutions) with the dislocation density as determined using line broadening in XRD. They found that the difference in potential could change by as much as 15-20 mV from a low level of dislocation density to a high level. This is smaller than the potential difference between solute-depleted zones and the matrix, which has been reported to be nearly an order of magnitude larger (Knight et al., 2010a,b) . A second type of site that has not been investigated is the dispersoid-free/depletion zone around some types of sites. This type of zone has variously been described as dispersoid-free (Al 20 Mn 3 Cu 2 ) (Guillaumin & Mankowski, 1999) around constituents, Cu-depleted around constituents and grain boundary precipitates (Brunner et al., 2012; Warner et al., 1995; Zhang & Frankel, 2003) , or Mnenriched around constituents (Hughes et al., 2010a,b) . Although this zone has been invoked to explain trenching behaviour around constituents Chen et al., 1996; Guillaumin & Mankowski, 1999; Schneider et al., 2004) that have been sectioned during polishing, it has not been examined in the instance where the polishing has only exposed the top surface of the periphery zone, but not the constituent beneath it as displayed in Figure  11 . The dispersoid-free zone around constituents (S phase) is at least 500 nm or greater, meaning that it is unlikely that the underlying constituents will influence the electrochemical properties of the surface. In other studies Hughes et al. (2010a,b) found a dispersoid-free zone around constituents (mainly S and θ phases) up to 1 μm wide , which have slightly higher levels of Mn and Fe than either matrix or S or θ-phase particles, but the Cu content was intermediate between the constituents and the matrix. Closely related to this dispersoid-free zone are surface oxides that develop on polished constituents as a result of air exposure. The surface oxide on an S-phase particle is more noble than the particle itself as demonstrated by AFM scratching experiments (Schmutz & Frankel, 1998a,b) . For the dispersoid-free zones, the coupling of the electrochemical properties of this zone to the surrounding matrix (α-Al) would be the driver of the corrosion event. Bearing a close similarity with this type of site is the depleted zone adjacent to the grain boundary (Birbilis et al., 2008; Galvele & Demichel, 1970; Guillaumin & Mankowski, 1999; Ralston et al., 2010a,b;  Figure 11 Example of where the periphery or depletion zone surrounding an S-phase particle is either sectioned at the surface of the periphery zone of through the centre of the particles. In the latter case, under corrosion conditions, it may give rise to trenching depending on the electrochemistry of the zone. Zhang & Frankel, 2003) , although as far as the authors knows, there are no studies of these sites in the literature, i.e., they are not generally observed on the air-exposed surface of polished AA2024.
Corrosion propagation
Interest in corrosion propagation arises from a need to understand the relationship between corrosion of the microstructure and its effect on structural integrity as discussed above. Ketchum and Haynie (1963) summarise this in the context of aircraft on aircraft carriers since they are exposed not only to the saline environment of the sea but also the exhaust stack of the carrier itself. This corrosive environment coupled with the cyclic loads experienced by the aircraft combine to put these aerostructures at higher risk of SCC. Hence, there is a need to understand corrosion propagation as part of the SCC issue. However, the intention here is not to review the literature on SCC or pit growth laws (Bron, Besson, & Pineau, 2004; Dolley et al., 2000; Frankel, 1998; Harlow & Wei, 1998; Turnbull, 1993) , since the size and shape of large pits that lead to SCC can be determined using optical microscopy, SEM, or methods for replicating pits such as infusion with epoxy (Liao, 1996) or anodising (Zhou & Hebert, 1998) , where the latter process is demonstrated for electrolytic capacitors. The objective is to examine the process of growth from the earliest attack site than can be considered as a pit to the smallest flaw from which a fatigue crack can initiate, which from the work of Wei (Wei, 2001a,b) is around 20 μm.
From the previous section, the destabilisation of the surface oxide and the development of nanoscopic localised attack was identified as the first stages of pitting or IGA. From this point, several processes appear to occur concurrently during pit propagation. These include IGA, Cu enrichment (particularly on and around S, θ, and AlCuFeMnSiMg particles), etching of grain bodies, and hydrogen evolution. Attack around constituents starts with the dissolution of S-phase constituent particles, which demonstrate dealloying and Cu enrichment (Blanc et al., 2003; Boag et al., 2011; Buchheit, 1998 Buchheit, , 2000 Buchheit et al., 1997 Buchheit et al., , 2000a Buchheit et al., , 2000b Chen et al., 1996; Ilevbare et al., 2004; Lacroix et al., 2008a,b; Leard & Buchheit, 2002; Schneider et al., 2004; Sieradzki et al., 2002; Vukmirovic et al., 2002; Wei et al., 1998; Yoon & Buchheit, 2006) .
As described above, the propagation of corrosion appears to be initially via IGA. Rapid penetration of IGA has been reported in many studies on AA2024-T3 (Alexopoulos, 2009; Alexopoulos, Dalakouras, Skarvelis, & Kourkoulis, 2012; Knight et al., 2010a,b; Knight et al., 2011; Larignon et al., 2011; Malladi, et al., 2013a,b,c; Robinson & Jackson, 1999; Russo et al., 2009; Scully, Peebles, Romig, Frear, & Hills, 1992; Wei, 2001a,b) . There are also a number of studies on relevant binary Al-Cu (Galvele & Demichel, 1970; Sugimoto et al., 1975 ) system or ternary Al-Cu-Mg (Blanc et al., 2006) system, respectively. The binary Al-4%Cu alloy is one of the most susceptible alloys to SCC with the correct ageing treatment particularly when aged between 150°C and 175°C for short periods (typically 1-2 h) and develops stress corrosion lifetimes similar to those reported in Figure 1B . The microstructure that is present in this sensitive state include grain bodies, solute depleted grain surfaces at the grain boundary, and Al 2 Cu precipitates in the grain boundary (Galvele & Demichel, 1970; Luo et al., 2012; Urushino & Sugimoto, 1979; Zhang & Frankel, 2003) , or for Al-Cu-Mg, S phase and dispersoid (Larignon et al., 2011; Zhang & Frankel, 2003) . The level of decoration of the grain boundary varies from as little as 15% to a high level of decoration (Zhang & Frankel, 2003) . Urushino and Sugimoto (1979) observed that it is not the nature of the precipitates within the grain boundary that is important, but the pitting potential of the depleted zone. Of course, this only applies to this particular sensitised condition.
As noted above, sensitivity to grain boundary attack can be detected in potentiodynamic polarisation curves using deareated solutions (Guillaumin & Mankowski, 1999; Zhang, Liu, & Frankel, 2001) . Deaerated solutions have relevance to the anolyte solution that develops at active sites within the intergranular network since it is highly likely that any O 2 that is in the electrolyte is consumed on active cathodes prior to getting to the anodic site. Meanwhile, deaerated NaCl may not be the best solution to approximate the anolyte, which is likely to be acidic and contains significant amounts of ions forming alloys such as Al 3+ and Mg 2+ ions. IGA and pitting attack show preference for the longitudinal and long transverse directions (Zhang et al., 2001; Zhang & Frankel, 2000) . Kowal et al. (1996) observed that after 6-h immersion in 1 m HCl, new pits were observed near IGA. Their explanation for this attack was based on potential differences between the grain boundary regions; however, if this is the case, then it is not clear why these regions were not uniformly attacked at the outset. A possible alternative explanation is that this new attack could be the result of re-emergence of subsurface IGA onto the surface . Alternatively, not all grain boundaries may be equally susceptible. Recent work on AA2024-T351 has revealed that the degree of decoration of grain boundaries may vary considerably, and in some cases, no Cu or Mg depletion is present .
The influence of subsurface clustering on propagation has also been investigated Muster et al., 2009; Zhou et al., 2012 ). An early work suggested that subsurface clusters could accelerate subsurface attack in the early stages of pitting . This is clearly the case if a part of a cluster is connected to the surface via other parts of a cluster such as S/θ-phase clusters ; however, if the cluster of particles is separated from the surface by the grain boundary network, then they will have no influence on the direction of corrosion growth, i.e., the IGA will not "seek out" subsurface clusters. Even when the IGA encounters subsurface constituents, there appears to be very little additional attack beyond typical "trenching" attack at the earliest stages of propagation. This may be because the intergranular walls are Cu-enriched and therefore protected (Larignon et al., 2011) . Of course, in the long term, grain etchout occurs, but in some instances, this may be because the grains become electrically isolated by large amounts of corrosion product during the early stages of exfoliation corrosion. Finally, grains with higher GSE have a higher probability of being attacked than elsewhere.
Once a stable pit with its anolyte solution is established, hydrolysis of aluminium ions will lead to ongoing production of acidity and the potential for hydrogen embrittlement (Charitidou, Papapolymerou, Haidemenopoulos, Hasiotis, & Bontozoglou, 1999; Kamoutsi et al., 2006; Larignon et al., 2011; Petroyiannis, Kermanidis, Papanikos, & Pantelakis, 2004) . This type of attack will weaken the grain boundary network well ahead of the corrosion attack front, resulting in a loss of mechanical properties. Larignon et al. (2011) demonstrated that cyclic exposure caused more severe attack than straight immersion and further demonstrated that the freeze thaw cycle for the salt solution further increased the degree of damage. Attack on grain boundaries results in Cu enrichment behind the active corrosion front that facilitates proton adsorption (Ketcham, 1967; Larignon et al., 2011) . Embrittlement occurs as a result of the formation of atomic hydrogen via the reaction Scully, Young, & Smith, 2000) :
H O e OH +H.
+ →
Atomic hydrogen sits at a number of defect sites within the alloy particularly at grain boundaries (Lynch, (B) Magnification of (A) in the region up to 1.0 μg H 2 /min. Thermal desorption performed after pitting experiments in EXCO solution (234 g NaCl/50 g KNO 3 /6.3 ml HNO 3 (70 wt%)/l distilled water). Reproduced with permission from Kamoutsi et al. (2006) . 2012a,b). The binding energy of hydrogen at these sites is determined by thermal desorption techniques as depicted in Figure 12 . In an elegant series of experiments, Kamoutsi et al. (2006) showed, using temperature-programmed desorption (Figure 12) , that there are a number of hydrogen trapping sites in AA2024-T1 to AA2024-T4 (not to be confused with temper designation) as listed in Table 3 . They demonstrated hydrogen embrittlement by sectioning and found that the yield strength was restored after removal of the corrosion product, but the ductility could only be restored after annealing to remove trapped hydrogen, which causes the loss of ductility. This weakened the volume ahead of the active subsurface attack and adds to the loss of mechanical properties around stable pit sites.
Conclusions
Even after 100 years of use, understanding the corrosion of AA2024 and its predecessors still provides many challenges. A considerable amount is known at a phenomenological level about the individual corrosion processes such as attack on or around constituents, grain boundary attack, exfoliation, and pit growth. However, the complicated metallurgy of AA2024 combined with processing that introduces new structures such as constituent fracture, NSDLs, or high levels of local defects means that there are nuances in the microstructure that give rise to secondary effects in the corrosion and electrochemistry. The need for structural health management systems for aircraft maintenance means that these effects need to be understood in greater detail than before as well as integrated to provide an overall model of corrosion progression. The advent of many new characterisation techniques and greater sophistication of traditional techniques means that we are in a better position than ever before to develop an integrated model of the corrosion of AA2024. 
