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Abstract: We study the asymptotic volume dependence of the heavy-heavy-light three-
point functions in the N = 4 Super-Yang-Mills theory using the hexagon bootstrap ap-
proach, where the volume is the length of the heavy operator. We extend the analysis of
our previous short letter [1] to the general case where the heavy operators can be in any
rank one sector and the light operator being a generic non-BPS operator. We prove the
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1 Introduction
Form factor bootstrap program [3] is a powerful method to obtain non-perturbative results
of correlation functions in integrable systems. The N = 4 Super-Yang-Mills theory in
the large Nc limit is a new kind of integrable system with very rich structure. In recent
years, there has been many solid progress in the computation of three-point functions in
the planar N = 4 SYM theory, both at weak and strong coupling [4{32]. In order to tackle
this problem at nite coupling, it is desirable to relate the three-point functions to form

















There are at least three proposals in this direction so far. Klose and McLaughlin
proposed a set of bootstrap axioms for the worldsheet form factors [33]. This is a direct
generalization of the form factor bootstrap program in 2d integrable eld theories. How-
ever, due to the non-relativistic nature of the light-cone gauge xed string theory and the
complicated spectrum of the theory, it is highly challenging to solve the bootstrap axioms.
Also, relating the worldsheet form factors to three-point functions is a non-trivial problem.
Inspired by the structure of lightcone string eld theory, which has been used to calcu-
late three-point functions in the BMN regime, Bajnok and Janik proposed a set of axioms
for the so-called generalized Neumann coecient [34]. This object can be dened for any
integrable eld theories and is obtained by taking a special decompactication limit of the
structure constant. In contrary to the usual form factors in integrable eld theories, the
generalized Neumann coecient corresponds to form factors of non-local operators. This
fact modies the form factor bootstrap axioms by some extra phase factors. Again the set
of axioms is quite challenging to solve, but some progress has been made recently in [35]. At
weak coupling, similar ideas have led to the proposal of the spin vertex formalism [36{38].
Very recently, Basso, Komatsu and Vieira [39] proposed a dierent method called the
hexagon bootstrap program. In this method, one cut the three-point function, which is
represented by a pair of pants, into two more fundamental objects called the hexagons
or the hexagon form factors. The authors of [39] proposed a set of bootstrap axioms for
the hexagon form factor which can be solved explicitly. Gluing back the two hexagons
by taking into account the mirror excitations, one obtains the structure constant. This
method has been veried by many non-trivial checks [39{41].
Apart form these proposals, there is yet another way of relating form factors to a special
type of three-point functions called the heavy-heavy-light (HHL) three-point function. Here
heavy (light) means the quantum number of the operator is large (small). This type of
three-point function is rst investigated in the dual string theory in [42, 43]. It can be seen
as a kind of \perturbation" of classical string solutions with light supergravity modes. If
we regard the two heavy operators as incoming and outgoing states and the light operator
as some operator sandwiched between these states, then the HHL three-point function can
be seen as a diagonal form factor or the mean value of the light operator in the state
corresponding to the heavy operator. This idea is made more concrete in [2].
The form factor bootstrap method gives us non-perturbative result in innite volume.
In the context of three-point function, the \volume" is the length of the operator and
should be nite. It is therefore an important question to take into account the volume
corrections. There are in general two type of volume corrections. The rst type is called
asymptotic volume correction, which takes the form of polynomials of 1=L. It originates
from imposing the periodic boundary condition which changes the quantization condition of
the excitations. The second type is called wrapping corrections or nite volume corrections,
which is due to the propagation of virtual particles and takes an exponential form e E L
where E is the energy of the virtue particle and L is the length that it propagates. While
the asymptotic volume corrections can be taken into account in a systematic manner, it is
notoriously hard to take into account the wrapping corrections.
Based on previous studies in the 2d integrable eld theories [45], Bajnok, Janik and

















HHL structure constant at any coupling. This conjecture was checked at strong coupling
by the same authors for several examples and at weak coupling in [44] in the su(2) sector.
Using the hexagon form factor approach, the BJW conjecture is also checked at nite
coupling in the su(2) sector for the light operator being the BMN vacuum [1]. In this
paper, we generalize the result of [1] and show that the BJW conjecture is valid for non-
BPS light operator. We prove the conjecture for all the rank one sectors, namely su(2),
sl(2) and su(1j1) sectors. As in [1], due to the fact that it is not yet clear how to take into
account all the mirror excitations, we restrict our proof to only the physical excitations.
The rest of the paper is organized as follows. In section 2, we describe the set-up of
the problem. In section 3, we present a method to check the validity of BJW conjecture
directly for few excitations. When the rapidities of two excitations on the two physical
edges coincide, they will decouple and the hexagon form factor is proportional to the one
without these two excitations. In section 4, we study this decoupling limit in detail. We
call the relation of the hexagons before and after decoupling the factorization properties.
In section 5, we prove the BJW conjecture up to mirror excitations. In section 6, we give
some comments on the innite volume form factors which appear in the BJW conjecture.
We conclude in section 7 and discuss future directions to explore. Some complementary
details are presented in the appendices.
2 The set-up
In this section, we give the set-up of our problem. For HHL three-point functions, the two
heavy operators O1 and O2 are conjugate to each other. They can be chosen in any of the
three rank one sectors, namely the su(2), sl(2) and su(1j1) sectors. The excitations in these
three sectors are scalars, (covariant) derivatives and fermions, respectively. We denote a
generic excitation by  and its conjugate by . There are 8 pairs of excitations:
 1_1 1_2 D3_3 D3_4 	1_3 	2_3 	1_4 	2_4
 2_2 2_1 D4_4 D4_3 	2_4 	1_4 	2_3 	1_3
The polarizations of the excitations of the two heavy operators are chosen such that O1 : 
and O2 : 2 so that by performing 2 transformations of the excitations on O2 to the
edge of O1 the two sets of excitations are conjugated to each other. Let us denote the
length and the number of excitations of the heavy operators by L and N . The two heavy
operators take the following form
O1 = TrZL NN +    ; O2 = Tr ZL N N +    : (2.1)
We denote the two sets of rapidities of  and  by u = fu1;    ; uNg and v = fv1;    ; vNg
respectively. The length of the third operator is denoted by 2l0, where l0  L. In the
previous paper [1], the light operator is taken to be the BPS operator Tr ~Z2l0 with ~Z =
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Figure 1. The arrangement of excitations on the two hexagons.
excitations on the BMN vacuum. The set of excitations of the light operator is denoted by1
XA _A(w) = fXA1 _A1(w1);XA2 _A2(w2);    ;XAn _An(wn)g: (2.2)
where XAk _Ak denotes a generic excitation. According to the hexagon approach [39], the







( 1)jj+jj+jj!l31(; )!l12(; )!l23(; )H(jj) H( jj) (2.3)
The arrangement of excitations is depicted in gure 1.
For our set-up, we have L1 = L2 = L, L3 = 2l0 and
l12 = L  l0; l23 = l0; l31 = l0: (2.4)
For later convenience, we denote l = L l0. The explicit form of the splitting factor depends
on the ordering of the excitations. However, the normalized structure constant (2.8) does
not depend on the ordering. We choose the same ordering as in [1], namely the rapidities
u are reverse ordered. We use the Bethe Ansatz Equations (BAE) for the rst splitting












The second splitting factor !l12(;












1If there are more than one type of excitations, we need to use the nested Bethe ansatz and take proper
linear combinations of the excitations in order the third operator to have well-dened scaling dimension.
In that case, what we consider is one of the terms in the linear combination. We show that the BJW

















We do not need the explicit form of the third splitting factor2 and we simply denoted
by !l0(;













The normalization constant a(u) is dened
a(u) = ( 1) _f2 f+1n (u) (2.9)
where f and _f is the fermionic number of the un-dotted and dotted indices of the ex-
citations, (u) is the measure introduced in [39] and n is a simple number which will
be dened in section 4. In (2.8), ;N (u) is the asymptotic Gaudin determinant of the
su(2), sl(2) and su(1j1) sector for  being scalars, derivatives and fermions, respectively.
The asymptotic Gaudin determinant is proportional to the norm of the Bethe state and is
given by








where S(u; v) is the S-matrix in the corresponding subsectors. When we consider a subset
  u, we can dene two quantities related to N (u). We dene sjj() as the Gaudin
determinant with respect to the rapidities uj 2  and cN () as the diagonal minor of the
Gaudin determinant N (u) with respect to uj 2 . While sjj() depends only on the









where Fw;sjj () is some well-dened quantity in innite volume, which we shall call the
innite volume form factor. A theorem in [45] states that (2.11) has another equivalent









where Fw;cjj () is dierent from F
w;s
jj () in general, but they are related by the relations
given in [45]. The fact that we have two expansions reveals the ambiguity of the diagonal
form factor in the innite volume. Nevertheless, the nite volume form factor CHHL is
unambiguously dened.
2If there are more than one type of excitations for the light operator, the splitting factor can be a matrix

















Figure 2. Two possible crossing transformations. The left diagram corresponds to a  2 trans-
formation and the right diagram corresponds to a 4 transformation.
Finally we comment on the mirror excitations. In order to obtain the complete result
of the structure constant, we need to take into account all the mirror excitations on the
three mirror edges, as is shown in gure 1. The mirror excitations on the opposite edge to
the edge of the light operator corresponds to the physical wrapping corrections, which are
of order e E L and can be neglected safely since we are considering the large L limit. The
mirror excitations on the edges that are adjacent to the edge of the light operator leads
to the so-called bridge wrapping corrections, which is of order e E l0 . Since l0 is nite, we
should take into account all the mirror excitations on the adjacent mirror edges. However,
in the hexagon approach, when two mirror excitations on the two adjacent edges coincide,
there is a double pole in the integrand and so far it is not yet clear how to deal with
this divergence. Due to this restriction, we will not consider any mirror excitations in this
paper and leave this question for future investigations. We stress here that our proof in
this paper is only up to mirror excitations.
3 A direct check of BJW conjecture
In this section, we describe a method to check the BJW conjecture (2.11) explicitly for
a few magnons. For simplicity, we consider the case where the excitations for the heavy
operators are the transverse scalars 1_1;2_2 and the light operator being the BPS operator
O3 = Tr ~Z2l0 . We will check the BJW conjecture explicitly for N = 1 and N = 2. The
method can be readily applied to more general cases.
3.1 Diagonal limit and kinematical poles
In order to calculate the hexagon form factors, one needs to use mirror/crossing transfor-
mations to move all the excitations on the same edge. In our current example, we choose
to move all the excitations on the edge which corresponds to O1. There are two possible
transformations, as is shown in gure 2. The two crossing transformations lead to the same
nal result, as is should be. However, the intermediate steps are rather dierent. In the
diagonal limit where ui ! vi, there is a kinematical pole in the hexagon form factor. The
hexagon form factor can be written as the product of a scalar or dynamical part and a

















matrix part while if we perform the 4 transformation, the kinematical pole appears in
the dynamical part. Since the dynamical part is a simple product of the scalar functions
h(u; v), it is much easier to keep track of the kinematical poles. At the same time, when
performing crossing transformations, there will be some phase factors which originate from
changing between the string frame and the spin chain frame. In the 4 transformation,
this phase factor is usually simpler. For the current case, it is simply 1. Therefore, we will
proceed our calculation by performing 4 transformations for excitations of O2.
The general hexagon form factor in our example takes the form
H(ujv) = phase4 H(v4 ; u) (3.1)
where phase4 = 1 is the phase factor alluded before. Here and after, the hexagon with
excitations on dierent edges is denoted as H(ujwjv) while the one with excitations on the
same edge is denoted by H(u; w; v). The latter is called the fundamental hexagon and can
be written as a product of the dynamical part and matrix part3














F (ui; uj); F (u;v) =
Y
i;j
F (ui; vj) (3.4)
for any function F (u; v) and have used the property h(v4 ; u) = 1=h(u; v). The scalar
function h(u; v) can be written as
h(u; v) =
u  v
u  v   i
~h(u; v); ~h(u; v) =
(1  1=x 1 x+2 )2




where x1 = x(ui=2) and x2 = x(vi=2) are the Zhukowsky variables satisfying x+1=x =
u=g and 12 is the square root of BES dressing phase [50]. The scalar function ~h(u; u) is
















3In general there is also a phase factor ( 1)f taking into account the proper grading. For scalar excita-


























where the kinematical poles in the diagonal limit are all in the rst factor of (3.8).
The matrix part of the hexagon is given in terms of Beisert's S-matrix elements [49]
with the dressing phase setting to 1. Under 4 transformation, the Zhukowsky variables
are invariant x(u4) = x(u) and hence the S-matrix elements and the matrix part of
the hexagon form factor are also invariant
Hmat(v4 ;u) = Hmat(v;u): (3.9)
3.2 N = 1 case
We rst consider the simplest case, u = fu1g and v = fv1g. There are two terms in the
sum-over-partition formula



















In the diagonal limit, we can take v1 = u1    and  ! 0. The sum t1 + t2 can be
rearranged as


















Here and later in this section, we omit the upper index of Hmat to simplify the notation.
The next step is to expand each term T0 and T1 in terms  and keep only the leading term.
The diagonal limit of the nite volume form factor is well dened, so we should have
T0 = T0;0 + T0;1 +    (3.14)
T1 = T1;1 + 
2 T1;2 +   
Namely, the  expansion of T1 starts at order O() and T1;0 = 0. This fact can be seen

















in the next subsection that for more magnons, the fact that the diagonal form factors are
well-dened is ensured by the factorization properties of the hexagon. The un-normalized
structure constant reads




F s1 (u) = iH







We see indeed that the volume dependence is encoded in the function 1(u). The innite
volume form factor for one magnon is given by F s1 (u). Here the upper indices (1; 0) and















3.3 N = 2 case
For two magnon case, there are 6 terms

























































































In the diagonal limit, we take vk = uk    and arrange the sum as
6X
i=1







Then we perform the  expansion for each term, Tk =
P1
n=0 Tk;n
n, k = 0; 1; 2. We
should have T1;0 = T2;0 = T2;1 = 0 in order the diagonal limit to be well-dened. The
un-normalized diagonal structure constant is given by
CHHL(u1; u2) = T0;0 + T1;1 + T2;2: (3.24)
As alluded before, the disappearance of Tk;n (n < k) is guaranteed by the factorization




[H(u1; u2; u2; u1) + H(u2; u1; u1; u2)  2H(u1; u1)H(u2; u2)]
(3.25)
which does not vanish automatically. However, notice that there are coinciding rapidities
in the matrix part of the hexagon, they can be written in terms of hexagons with less
excitations. In fact, we will derive in the next section that
H(u1; u2; u2; u1) = H(u1; u2; u2; u1) = H(u1; u1)H(u2; u2): (3.26)
Taking into account (3.26), we have indeed T2;0 = 0. Similarly, T2;1 does not vanish
automatically, but will vanish if we take into account (3.26) as well as the relations of the
following type











Here H(1;0;0;0)(u1; u2; u2; u1) stands for
H(1;0;0;0)(u1; u2; u2; u1)  @
@v




The relation (3.27) comes from taking the derivatives with respect to v of the following
factorization relation
H(v; u2; u2; u1) =S(v;u2)S(u2; u1)H(v; u1) (3.29)
The mechanism works also for more magnons. By using the factorization properties and
the corresponding derivatives, the terms Tk;n with n < k will vanish. Taking into account

































where F s1 (u) is derived in (3.16) and F
s
2 (u1; u2) a rather complicated function in terms of
the momenta p(u), su(2) scattering matrix S(u; v), the scalar factor h(u; v), the matrix
part of the hexagon for 2 and 4 excitations H(u1; v1), H(u1; u2; v1; v2) and their derivatives.
The explicit form of F s2 (u1; u2) can be found in appendix A.
3.4 Generalization to N magnons
The generalization to N magnon case is now straightforward. In the diagonal limit, vk =

















In order to check (2.11) for N magnons, we need to know the expression of all the innite
volume form factors F sn(u1;    ; un) with n < N in terms of p(u); h(u; v); S(u; v) and H.
Then by subtracting the volume dependence from the nite volume form factor of N
magnons, we obtain the innite volume form factor of N magnons F sN (u1;    ; uN ).
We can check the structure (2.11) for a few excitations. The expression for the innite
volume form factors become complicated very quickly. Although a general proof is very
hard to achieve following this method, we can give an argument for (2.11) based on our
calculation.
In our previous calculations for one and two excitations, we do not specify the explicit
form of p(u); h(u; v); S(u; v) and H. The calculation is exactly the same whether we take
the leading order expressions or the all-loop expressions. The only dierences are the
explicit form of s and innite volume form factors F s. As far as the structure (2.11) is
concerned, they are equivalent. If we can nd a \representation" of the quantities p(u),
h(u; v), S(u; v) and H such that the structure (2.11) holds, then the BJW conjecture should
hold in general. In our case, such a \representation" indeed exists, where we take all the
quantities p; h; S;H at the leading order. In [44], we have shown that (2.11) holds for
any magnons at the leading order using the solution of the quantum inverse scattering
problem and the Slavnov determinant formula. Based on this argument and the explicit
calculations of the rst few magnons, we already see that the structure (2.11) should hold
at nite coupling.4 The rigorous proof will be given in section 5.


















Figure 3. The two dierent transformations: (a) the  4 transformation; (b) the 2 transforma-
tion.
4 Factorization property
In this section, we derive the factorization property of the hexagon form factor. These
properties are used in the previous section to insure the diagonal form factors to be well-
dened and will be used in the next section to prove the BJW conjecture. The main
result is
Hmat (u;u; u) = ( 1)f nHmat (u) (4.1)
where the polarizations of the excitations are ((u);XA1 _A1(u1);    ;XAN _AN (uN ); (u)),
with XA _A(u) = XA1 _A1(u1)    XAN _AN (uN ) being arbitrary. The phase factor ( 1)f takes
into account the proper grading and is given in (4.5) and (4.6) and n is a simple number
dene in (4.14) and calculated in appendix D.
To prove the factorization properties, we compute the following hexagon form factor
H = hhj(u)XA _A(u)ij2(v)ij0i: (4.2)
in the limit v ! u. We compute the hexagon by performing crossing transformations for .
We can choose either a 2 transformation or a  4 transformation, as is shown in gure 3.
By comparing the expressions for two dierent crossing transformations, we obtain the
factorization properties. The two mirror transformations should lead to the same result
H = phase

2 H;2 = phase

 4 H; 4 (4.3)
where phase2 , phase

 4 are the phase factors coming from the crossing transformations









The fundamental hexagons can be written as a product of the dynamical part, the matrix
part and the phase factor which takes into account the grading. Let us denote the ratio of
the two phase factors by ( 1)f, namely


















f2 = ( _f + _f)fA + _ff; (4.6)
f 4 = _ffA + _f _Af2 + _ff2 :
Here the symbol f and _f denote the fermionic number for the corresponding excitation of






_f _Ai . Let us notice that for
the 8 pairs of excitations ; , we always have _f + _f  0 (mod 2). Therefore f2  _ff






; Hmat; 4 = H
mat
; 4(u;u; v): (4.7)












For the r.h.s. of (4.4),
Hdyn;2 = h(v
2 ;u)h(u;u); Hmat;2 = H
mat
;2(v
2 ; u;u): (4.9)
In the decoupling limit v ! u, the dynamical part is regular while the matrix part has a

















Here c = 1; 0;
1






The derivation of (4.10) can be found in appendix B. The ratio of the phase factors phase2







=  e ic(p+P ); p = p(u): (4.12)
Combining (4.5), (4.8), (4.10) and (4.12), we have


























is a simple number and is computed in appendix D. We list n for the 8 pairs of excitations
in the following table
 1_1 1_2 D3_3 D3_4 	1_3 	2_3 	1_4 	2_4
 2_2 2_1 D4_4 D4_3 	2_4 	1_4 	2_3 	1_3
n 1  1 1  1 1  1  1 1
For our purpose, we are concerned with the following type of factorization property
Hmat(u;u; w; v; u) = ( 1)f n Hmat(u; w; v) (4.15)
where fu;ug and fv; ug are rapidities of the excitations of type  and 2 , respectively.
The polarizations of w can be arbitrary. If the coinciding rapidities are not on the leftmost
and rightmost, we can use the following relation to move the excitations
Hmat(   ; ui; uj ;    ; ?; ?) =S(ui; uj)h(uj ; ui)
h(ui; uj)
Hmat(   ; uj ; ui;    ; ?; ?) (4.16)
Hmat(?; ?;    ; ui; uj ;    ) =S(ui; uj)h(uj ; ui)
h(ui; uj)
Hmat(?; ?;    ; uj ; ui;    ):
Equation (4.15) and (4.16) together give the factorization property.
5 Proof of BJW conjecture
In this section, we prove the BJW conjecture up to mirror excitations. We rst prove a
recursion relation for the un-normalized HHL structure constant and then prove the BJW
conjecture based on the recursion relation. This is a generalization of the proof presented
in [1].
5.1 The recursion relation
As we can see from the examples, the explicit L-dependence comes from taking derivatives
of the phase factor (vi) = e
ilp(vi). This implies that the polynomial dependence of l
always enters through the combination zi = lp
0(ui). It proves to be useful to consider the
zi-dependence of the structure constant. Let us rst introduce some notations. We denote
the expression in the sum-over-partition formula (2.3) by Cw2N (ujv)  C123 . The diagonal
limit of this quantity is denoted by
CwHHL(u) = limv!u C
w
2N (ujv): (5.1)
Note that the sum-over-partition formula gives the structure constant in the large but nite

















way we take the diagonal limit. We can take vi = ui   i and then take i ! 0 one by
one, or equivalently we can take i =  and take  ! 0, they give the same result. This
is dierent from the diagonal limit in innite volume where the result is divergent and
depends on how one takes the diagonal limit. Another useful quantity in the diagonal limit
is given by





In terms of words, we rst put the phase factor eilp(vi) ! eilp(ui) and then take the diagonal
limit. As we discussed before, the explicit l-dependence originates from derivatives of the
factor (vi). Replacing these factors by (ui) before taking the diagonal limit eliminates
the l-dependence. Therefore FwN (u) does not depend on l and is a well dened quantity in
the innite volume. In both (5.1) and (5.2), after taking the diagonal limit, we impose the
BAE to replace the phase factors e ilp(ui) by eil0p(ui) together with products of S-matrices.
The dependence of CwHHL(u) on zk is linear and is given by the following relation
@
@zk
CwHHL(u) = a;k Cw;modHHL (u n uk); k = 1;    ; N: (5.3)
where the set u n uk means the rapidity uk is deleted from the original set and
a;k  a(uk) = ( 1) _ff+1 n (uk) (5.4)
The index \mod" stands for the following replacement




We rst prove the recursion relation for zN . The quantity zN comes from taking
derivatives of the factor eip(vN )l, therefore we must have vN 2  in order to have such a
factor. On the other hand, we also need to have uN 2  because otherwise uN and vN
are on dierent hexagons and there is no kinematical pole and hence not necessary to take
derivatives. Consider a generic such term in the sum-over-partition formula (2.3) denoted
by t(fuNg [ ;  [ fvNg; ). The splitting factors satisfy
! l(; fuNg [ )!l(;  [ fvNg)!l0(; )
! l(; )!l(; )!l0(; )
= e ilp(uN )+ilp(vN ) (5.6)
The hexagon form factor that we are interested in takes the following form
H( ; vN jjuN ; ) = phase4 H( 4 ; v4N ; 2 ;uN ; ) (5.7)
We want to study the relation between this hexagon form factor and the one without uN
and vN
H( jj) = phase04 H( 4 ; 2 ; ) (5.8)
One can prove that phase4 = phase
0
4 in the limit vN ! uN . The fundamental hexagon

















Let us denote the ratio of the phase factors of the hexagons H( 4 ; v4N ;
2 ;uN ; ) and
H( 4 ; 2 ; ) by ( 1)f. The dynamical parts of the fundamental hexagons satisfy
Hdyn( 4 ; v4N ;
2 ;uN ; )
Hdyn( 4 ; 2 ; )
=




h(2 ; uN )
h(2 ; vN )
 1
h(uN ; vN )
(5.9)
The splitting factor and the dynamical part are universal in the sense that they do not
depend on the polarizations of excitations. For the matrix part of the hexagon, we apply
the factorization property
Hmat( 4 ; v4N ;
2 ;uN ; )
Hmat( 4 ; 2 ;)
= ( 1)f nS( ; uN )S(uN ; )h(uN ;
)





where n = 1 depending on the polarizations. One can show straightforwardly that
( 1)f+f = ( 1) _ff : (5.11)





Cw2N (ujv)jvN=uN N = a;N C
w;mod
2(N 1)(u n uN jv n vN ): (5.12)
where again the index \mod" stands for the replacement rule (5.5). After taking vi ! ui
for the rest of the rapidities, we obtain
@
@zN
CwHHL(u) = a;N Cw;modHHL (u n uN ): (5.13)
Finally let us notice that the structure constant is symmetric with respect to the rapidities,
hence (5.3) is valid for any k.
5.2 Proof of BJW conjecture
Now we are ready to prove to the BJW conjecture up to nite size corrections. For a given







where sjj;l() indicates the fact that it is dened with respect to the length l = L   l0.





As a rst step, we want to show






















N 1;l(u n uk) (5.17)
with the modication rule given in (5.5), we can deduce the zk dependence of WwN
@
@zk
WwN (u) = a;kWw;modN 1 (u n uk): (5.18)
We can prove (5.16) by induction. The case n = 1 can be veried by explicit computation.
Assume that (5.16) holds for n  N   1, we need to prove that it is also true for n = N .
From (5.3) and (5.18) we nd that the zi dependence of the two quantities are the same.
It remains to show that the terms independent of zi is also the same. Putting zi ! 0, all
sjj;l() = 0 and hence
WwN (u)jzi=0 = FwN (u): (5.19)
On the other hand, form the denition of FwN (u) (5.2), we rst put eilp(vi) to eilp(ui) and
then take the diagonal limit, which prevents the appearance of zi and thus
CwHHL(u)jzi=0 = FwN (u): (5.20)





























Fwjj() sjj; l0( ): (5.24)
Taking into account the normalizations, the normalized structure constant indeed takes

















6 Innite volume form factors
The normalized structure constant takes the same form as diagonal form factors in nite
volume. For the later case, the coecients in front of s and c are identied with the
diagonal form factor in innite volume. Keeping this analogy in mind, we also call our
coecient Fw;sjj () or F
w;c
jj () as the innite volume form factor. From the denition of
these coecients (5.20) and (5.24), we can calculate them in terms of p(u), S(u; v), h(u; v),
Hmat and their derivatives. The explicit expression becomes cumbersome very quickly.
For the moment, we do not have a good understanding of the structure of the innite
volume form factors. This is an interesting question to explore in the near future. One
possible direction is to formulate a set of bootstrap axioms directly for the diagonal form
factors and solve these axioms.
In the case where the light operator is BMN vacuum and the heavy operators are in
the su(2) sector, we can expand F c at weak coupling and compare with the known results
in [44] where a perfect match is found. At tree level, the innite volume form factor F c(0)
for l0 = 1 is conjectured to take the following form
F
c(0)

















; '(0)(u; v) =
2
(u  v)2 + 1 (6.2)











(u  v)2 + 1 +
4g2(u2   v2)
(u2 + 1=4)(v2 + 1=4)((u  v)2 + 1)
It is possible that the structure still holds at higher loop orders6 with proper modications
of (u) and '(u; v). This may give us some hints about the general structure of the diagonal
form factors in the innite volume and lead to more ecient ways of calculating them.
7 Conclusions and discussions
In this paper, we prove the conjecture of Bajok, Janik and Wereszczyski concerning the
asymptotic volume dependence of the heavy-heavy-light structure constant at all loops in
the planar N = 4 SYM theory up to mirror excitations. The proof is given for all the rank
one sectors with generic non-BPS light operators.
In order to complete the proof, we need to take into account the bridge wrapping
corrections. Once the double pole problem of the hexagon form factor approach is resolved
5We checked up to 4 excitations.

















properly, we can try to use the similar method to complete the proof. Most probably, the
bridge wrapping corrections will not modify the asymptotic volume dependence but will
correct the innite volume form factors.
Another kind of mirror excitations give rise to physical wrapping corrections of the
form e E L. For the diagonal form factor, there are conjectures of the nite volume form
factor with both asymptotic volume corrections and wrapping corrections taken into ac-
count [46{48]. It will be very interesting to incorporate the wrapping corrections for the
HHL structure constant within the hexagon approach and compare with the proposals of
nite volume diagonal form factors in the literature.
The explicit results we have obtained so far are restricted to the su(2) case and the light
operator being BMN vaccum. In order to gain a general understanding of HHL structure
constant, it is useful to explore other congurations. One of the most interesting case is the
light operator being the dilaton. In this case, the HHL structure constant is known to be
related to the derivative of the scaling dimension of the heavy operator with respect to the
coupling constant g2 [43]. This allows us to make contact with the results of the spectral
problem. In addition, since the relation is valid for any coupling, it may shed some light
on taking into account bridge wrapping corrections.
It will also be interesting to perform the strong coupling expansion and compare the
results with the string theory calculation in the literature [2, 42, 43]. In this direction,
one particularly interesting example is taking the giant magnon solution for the heavy
operators and dilaton for the light operator.
Finally, the BJW conjecture only concerns the rank one sectors, namely there is only
one type of excitation for the heavy operators. This is also the case that has been studied
in 2d integrable eld theories. A natural direction of further investigation is to study the
HHL structure constant in higher rank sectors and nd out the form of asymptotic volume
corrections. For the operators in higher rank sectors, one needs to apply the nested Bethe
ansatz and there will be richer structures to explore.
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A Explicit expression for F s2 (u1; u2)
The explicit expression for the innite volume form factor with 2 excitations is given by














































  H(0;0;1;1)(u2; u1; u1; u2) H(1;1;0;0)(u1; u2; u2; u1):
B Singlet state and factorization
In this appendix, we derive (4.10) in the main text. Let us rst take (u) = 1_1(u) and




2 ; u;u) = h _An    _A1 _1 _2jSj2(v2)1(u)A1   Ani (B.1)
Let us focus on the part
Sj2(v2)1(u)A1   Ani (B.2)
We need to scatter all the excitations with each other. The scattering can be organized as
follows, we rst scatter the rst two excitations in the decoupling limit v ! u. The result
is divergent due to the kinematical pole and the residue is proportional to Beisert's singlet





2)22(u)i / jZ 112i: (B.3)
Then we scatter the singlet with rest of the excitations, which is trivial up to a scalar factor
nY
k=1




h(u2 ; uk)h(u; uk)
jZ A1   An112i (B.4)













The analysis is similar for other polarizations.
The Z makers usually leads to some global phase factors, which needs to be taken with
some care. In order to nd these factors, we notice that when forming the singlet state,
there is a dierence of Z  maker between bosonic and fermionic excitations
S12ja1b2i  jZ 121i; S12j 1 2 i  j112i (B.6)


























For ;  being scalars, one scatters the rst two bosonic excitations a and form a singlet
with Z  marker, then move the singlet to the rightmost, nally contract the singlet with
the scalar excitations of the right sector where we need to take into account the Z+ marker.
We need to move the Z+ marker to the leftmost in order to pull it out. The Z+ and Z 
markers cancel each other. However, when moving the Z+ markers to the leftmost, we
pick up the phase factor eiP by the rule of moving makers.
For ;  being derivatives, one scatters the fermionic excitations   and form a singlet.
Then move the singlet to the rightmost and nally contract the singlet with fermionic
excitations of the right sector. No markers are involved in the process, hence the phase
factor is 1.
For ;  being fermions, there are two types of process. The rst corresponds to
scattering the scalar excitations and contract the singlet with fermionic excitations in the
right sector. This involves a Z  maker on the left and no Z+ maker. Pulling it out, we get
a phase factor e
i
2
P . The second case corresponds to scattering the fermionic excitations and
contract the singlet with bosonic excitations. This involves a Z+ marker on the rightmost
and no Z  markers. Moving the Z+ marker to the leftmost picks up a phase eiP , pulling
it out gives another phase e 
i
2
P . In total the phase factor is e
i
2
P . To summarize, the phase
factors for the three kind of excitations are given by
 : eiP ; D : 1; 	 : e i2P : (B.8)
Combining (B.7) and (B.8), we obtain (4.10) in the main text.
C The ratio of phase factors
In this appendix, we calculate the ratio of phase factors in (4.12) of the main text.
C.1 Scalars
For scalar excitations, we can take  = 1_1 and  = 2_2 and consider the following hexagon
form factor
H = hhj1_1(u)XA _A(u)ij2_2(v)ij0i (C.1)
The phase factor contains three parts
 Phases come from changing from spin chain frame to string frame before crossing;
 Phases come from crossing transformation of 2_2(v);
 Phases come from changing from string frame to spin chain frame after crossing.
The rst part is the same for both 2 and  4 transformations. The second part is  1
for 2 transformation and 1 for  4 transformation. In order to nd the ratio of the two

















transformation rules between spin chain frame and string frame for the derivatives, scalars
and fermions are given by7 [39]















Here FA is the phase factor coming from moving all the Z-markers of XA _A(u) to the left.
Since we allow any kind of excitations, n does not have to be equal to N and not even have
to be an integer. We can then move all the Z-markers to the leftmost and then pull them
out using the rule
hhjZn i = znhhj i; z = e ip=2 (C.4)
where p is the total momentum of the state j i. The result is given by
hhj2_2(v2)1_1(u)XA _A(u)ij0ij0istring = hhj2_2(v2)1_1(u)XA _A(u)ij0ij0ispin (C.5)













where FA is the same phase factor as in (C.3). By moving and pulling out the Z-markers,
we obtain
hhj1_1(u)XA _A(u)2_2(v 4)ij0ij0istring = hhj1_1(u)XA _A(u)2_2(v 4)ij0ij0ispin (C.7)
 e i2 (n+1)p1  i2 (n+1)p2  i2nPFA:
From (C.5) and (C.7) and taking into account the relative minus sign from crossing trans-
formation, it is clear that
phase2
phase 4
=  e ip1 iP : (C.8)
C.2 Derivatives
For derivatives, we take  = D3_3,  = D4_4 and consider the following conguration
HD = hhjD3_3(u)XA _A(u)ijD4_4(v)ij0i: (C.9)
Again we only consider the third step of changing back from string frame to spin chain
frame since we are considering the ratios.


















hhjD4_4(v2)D3_3(u)XA _A(u)ij0ij0istring = hhjD4_4(v2)D3_3(u)XA _A(u)ij0ij0ispin (C.10)
 ei(p1 p2)n  i2 (p1 p2+P )n FA
 4 transformation:
hhjD3_3(u)XA _A(u)D4_4(v 4)ij0ij0istring = hhjD3_3(u)XA _A(u)D4_4(v 4)ij0ij0ispin (C.11)
 eip1n  i2 (p1+p2+P )n FA:





For fermions, we take  = 	1_3 and  = 	4_2 and consider the following conguration
H	 = hhj	1_3(u)XA _A(u)ij	4_2(v)ij0i: (C.13)
2 transformation:
hhj	2_4(v2)	1_3(u)XA _A(u)ij0ij0istring = hhj	2_4(v2)	1_3(u)XA _A(u)ij0ij0ispin (C.14)
 e i4p1  3i4 p2+i(p1 p2)n  i2 (p1 p2+P )(n+1) FA:
 4 transformation:
hhj	1_3(u)XA _A(u)	4_2(v2)ij0ij0istring = hhj	1_3(u)XA _A(u)	4_2(v2)ij0ij0ispin (C.15)
 e i4 (p1+p2)+ip1n+ i2 (p1+P )  i2 (p1+p2+P )(n+1) FA:
Comparing the two results, we obtain
phase	2
phase	 4
=  e  i2 (p1+P ) (C.16)
D Computation of n
In this appendix, we compute n for dierent polarizations.
  = 1_1,  = 2_2
Hmat (v
2 ; u) =   1
2









2 ; u) = eip(u):

















  = 1_2,  = 2_1
Hmat (v
2 ; u) =   1
2










2 ; u) =  eip(u):
Therefore n =  1.
  = 3_3,  = 4_4
Hmat (v
2 ; u) =  1
2









2 ; u) = (u)
therefore n = 1
  = 3_4,  = 4_3
Hmat (v
2 ; u) =  1
2










2 ; u) =  (u)
therefore n =  1.
  = 	1_3,  = 	2_4,
Hmat (v



















therefore n = 1. The rest three fermionic excitations also gives n = 1.
The result is summarized in the following table
 1_1 1_2 D3_3 D3_4 	1_3 	2_3 	1_4 	2_4
 2_2 2_1 D4_4 D4_3 	4_2 	4_1 	3_2 	3_1
n 1  1 1  1 1  1  1 1
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