Abstract. It is shown, that any proper holomorphic map f : D → D between bounded domains D, D C 2 with smooth real-analytic boundaries extends holomorphically to a neighborhood ofD.
(1) D, D strictly pseudoconvex and f biholomorphic, H. Lewy (1977) [22] , S. Pinchuk (1975) [24] . (This, actually, also contains the case, where f is only supposed to be proper, because, in this case, f is automatically unbranched, S. Pinchuk (1978) [25] .) (2) D, D are pseudoconvex, f is proper holomorphic, S. Baouendi-H. Jacobowitz-F. Treves (1985) [2] , S. Baouendi-S. Bell-L. Rothschild (1988) [1] , K. Diederich-J.E.Fornaess (1988) [17] and S. Baouendi-L. Rothschild (1988) [3] . (3) Positive results for the non-pseudoconvex case are, for instance, contained in several articles by K. Diederich-J. E. Fornaess from (1979) [15] , (1988) [16] and together with Ye (1994) [18] and by S. Bell (1982) [8] and others.
For a long time, it seemed that the most elegant and best suited method for getting positive answers to the conjecture above would be the one using regularity properties of the Bergman projections of D and D , namely, the socalled conditions R and Q of S. Bell (for details, see [7] and [6] ). However, since D. Barrett constructed in 1984 [4] his counterexamples of domains D C 2 with smooth real-analytic boundaries (non-pseudoconvex), which do not satisfy condition R (and also not condition Q), it has become clear, that other methods have to be used for treating the conjecture in the non-pseudoconvex case.
Since the analytic method encounters the difficulties mentioned above, it is natural to ask for a more geometric approach. This has been developed in a long series of articles using the so-called Segre varieties which seem to us the natural generalization of the classical reflection principle. We use here the tools worked out by S. Webster [27] , K. Diederich-S. Webster [19] , K. Diederich-J. E. Fornaess [17] , [16] , [18] . For several technical details of this method we will refer the reader to these articles.
The main result here is as follows: 
Remark.
(a) It has been proved in [18] , that under the hypothesis of the theorem, f extends holomorphically to a neighborhood ofD if it is supposed to be biholomorphic and known to extend homeomorphically toD. In this article, we will not use this result. Instead, we will give a complete proof of the theorem which, nevertheless, uses many methods from [18] . (b) Our proof of the theorem also gives immediately local versions of the result in terms of cluster sets. However, because our principal interest here is the global problem, we do not formulate them explicitly.
The proof of Theorem 1.2 consists of the following two major parts:
(1) We show that f extends as a proper holomorphic correspondence to a suitable neighborhood of any point a ∈ ∂D. (2) We generalize Theorem 3 from [16] to the case of proper holomorphic maps, namely, we show that any such map f , which extends as a proper holomorphic correspondence to a neighborhood of a point a ∈ ∂D, extends holomorphically to a neighborhood of a.
Our proof given in this article is independent of the arguments used in [16] .
Remark : A fundamental step in our proof is Theorem 7.4. X. Huang [21] , using our preliminary notes, gave a version of this for CR-mappings.
The structure of this article is as follows. In Section 2 we remind the reader of the Segre varieties and many of their properties which have been used before in the literature. In Section 3 we clarify basic notions concerning proper holomorphic correspondences. The main result of Section 4 is the invariance of Segre varieties extending proper holomorphic correspondences and in Section 5 we extend this result to the inverses of such correspondences. In Section 6 we, finally, consider the same invariance property for proper holomorphic correspondences extending the inverse of proper maps. All this leads in Section 7 to the first main result, namely, that proper maps which extend as proper holomorphic correspondences even extend as maps.
The rest of the article contains the necessary material for locally extending proper holomorphic maps as correspondences. Namely, in Section 8 we construct the "bricks" for the desired correspondences from Segre varieties and give a criterion under which this construction is applicable. Section 9 presents some material about the structure of real-analytic smooth hypersurfaces of finite type in C 2 , which is essentially already known from previous work (see [14] , [15] ). The results from this section are the tools for a new proof of the fact that proper holomorphic maps (in dimension 2) always holomorphically extend through an open dense subset of the set of strictly pseudoconvex points in the boundary (Section 10). Building on this and on the construction from Section 8, we obtain in Section 11 the holomorphic extendability across the whole strictly pseudoconvex part of the boundary. In the last section we also construct, in a step by step fashion, the proper holomorphic correspondences extending f at the weakly pseudoconvex points and at the critical points in the "border". Moreover, during all these constructions we always have to do analogous steps for the (multi-valued) inverse g = f −1 of the given proper holomorphic map. (They are not necessary if f is biholomorphic.) and Marseille and Indiana University, Bloomington. Further support came from the International Science Foundation, grant RK4300. We would like to thank these institutions.
2 . Segre varieties. The essential tool in our proof are geometric invariants associated to ∂D, which are called Segre varieties. They have been used in the context of the boundary regularity of biholomorphic mappings by S. Webster in [27] and then in [19] , where the reader, who is not familiar with this notion, also can find many basic definitions and properties. Important additional properties were explained in Section 1 of [17] . Finally, we also will have to use additional information collected in [18] , Section 2 and Lemma 4.2 (together with property (e) following it). For the convenience of the reader and the clarity of the definitions and notations, we mention in this section all basic properties of Segre varieties that will be needed (mostly without proofs).
Notice that, for any domain D C n with smooth real-analytic boundary, there is an open neighborhood W of ∂D and a real-analytic function r : W → IR such that D ∩ W = {z ∈ W : r(z) < 0} and dr(z) = 0 for all z ∈ ∂D. We call this a global real-analytic defining function of D. We denote by r(z, w) the complexification of r. It is defined on a suitable neighborhood V ⊂ C 2n of the diagonal ∆ ⊂ W × W and is holomorphic in z and antiholomorphic in w. For points z ∈ C n we will sometimes write z = ( z, z n ) ∈ C n−1 × C.
Definition 2.1 Let z 0 ∈ ∂D be an arbitrary point. We call standard coordinate system for z 0 with respect to ∂D any local biholomorphic coordinate system centered at z 0 , such that z 0 = 0 and a defining function r can be written with respect to these coordinates in the form
A pair of open neighborhoods U 1 U 2 is called a standard pair of neighborhoods of z 0 if it has the following properties:
(a) With respect to a suitable standard coordinate system for z 0 one has U 2 = U 2 × U 2n with U 2 an open neighborhood of 0 ∈ C n−1 and U 2n an open neighborhood of 0 on the z n -axis; (b) The complexification r(z, w) is well defined on U 2 × U 1 , such that for any w ∈ U 1 the set
is a closed smooth complex-analytic hypersurface, called the Segre variety associated to w; (c) Q w can be written as a graph. More precisely, there is a holomorphic function h w ( z) on U 2 (depending antiholomorphically on w), such that
(d) for any ζ ∈ Q w we denote by ζ Q w the germ of Q w at ζ.
Remark. Notice that each point z 0 ∈ ∂D admits a family of standard pairs of neighborhoods, such that the corresponding neighborhoods U 2 form a neighborhood basis of z 0 . Notice, furthermore, that the Segre varieties do not depend on the choice of the defining function r.
With the notations of Definition 2.1, the function h( z, w) := h w ( z) can be written in the form h( z, w) = j λ j (w) z j with antiholomorphic functions λ j (w) on U 1 . It has been shown in [19] that, for any given real-analytic ∂D, there is an integer N such that, for all z 0 ∈ ∂D and any standard pair of neighborhoods U 1 U 2 of z 0 , the coefficients {λ j (·) : |j| ≤ N } uniquely determine Q w (for more details see Section 1 of [17] ). This makes it easily possible to define the structure of a complex analytic variety of finite dimension on the family of all Segre varieties, such that the maps
are finite antiholomorphic branched coverings (for precise statements and details see [17] ). For a fixed point z 0 ∈ ∂D and a fixed standard pair of neighborhoods U 1 U 2 of z 0 we denote the variety of Segre varieties by S = S(U 1 , U 2 ). (1) For z, w ∈ U 1 one has z ∈ Q w ⇔ w ∈ Q z ; (2) z ∈ Q z ⇔ z ∈ ∂D; (3) the sets A w := {z ∈ U 1 : Q z = Q w } are finite (they contain at most as many points as the sheet number of λ is);
(5) for w ∈ ∂D one has A w ⊂ ∂D;
(7) suppose D, D C n are domains with smooth real-analytic boundaries. Suppose, furthermore, that (U 1 , U 2 ) resp. (U 1 , U 2 ) is a standard pair of neighborhoods for D at z 0 ∈ ∂D resp. for D at z 0 ∈ ∂D and that f : U 2 ∩ D → U 2 ∩ D is a holomorphic map which extends in a locally biholomorphic way to a neighborhood V ⊂ U 1 of z 0 such that
The following fact was proved in Lemma 2.4 of [18] : Proposition 2.3 Let z 0 ∈ ∂D and fix a suitable standard coordinate system and a standard pair of neighborhoods
Then one has:
(1) For any two points w 1 , w 2 ∈ U 1 \D with the same Im w n -coordinates and the same w-coordinates, but with Re w 1 < Re w 2 the relation Ω w 1 ⊂ Ω w 2 holds.
(2) There is a δ > 0, such that for any w ∈ U 1 the set U δ 1 := U 1 ∩ {w = ( w, w n ) ∈D : Re w n > δ} = Ø and the set Ω w is connected for any
Remark. One of the technical difficulties in using the Segre varieties for proving Theorem 1.2 lies in the fact that, in general, the set Q w ∩ D might have several connected components. Because of this, we sometimes will need statement (2) of Proposition 2.3, and in other situations we will need to pick a special connected component of Q w ∩ D. This can be done as explained in the following passage.
For any point w ∈ W with W being a small enough open neighborhood of ∂D one has the following fact: The complex line w through w containing the real line passing through w and orthogonal to ∂D intersects the Segre variety Q w at exactly 1 point s w, called the symmetric point to w. For w ∈ W \D one always has s w ∈ D. The connected component of Q w ∩ D containing s w is denoted by s Q w and called the symmetric component. The following estimate is immediate:
3 . Proper holomorphic correspondences. As explained in the Introduction, Theorem 1.2 will be proved in two essential steps. One part is to show that f extends as a proper correspondence. The other part consists in proving that this implies that f even extends holomorphically. In fact, in the step by step approach to the first part, the second part will already be useful. Therefore, we treat it first in this article. We introduce at first some notation. Namely, for any domain D ⊂ C n we denote by D its envelope of holomorphy which is known always to exist in the category of Riemann domains over C n . Furthermore, we denote for any compact set K ⊂ D by K its holomorphically convex hull (with respect to O(D)) as a compact subset of D). Finally, we introduce the following:
Principle of notation: To the notation of all objects introduced in this article for the domain D we add a if we consider them for the domain D .
We start with the following observation about the envelope of holomorphy which will be useful several times in the article.
Lemma 3.1 Let f : D → D be a proper holomorphic map, a ∈ ∂D, and let a ∈ ∂D be a point in the cluster set
More precisely, there are functions a µ ∈ O(D ) for µ = 1, . . . , m, such that for any z ∈ D and w ∈ C one has w ∈ h (z ) if and only if
Since a ∈ D and all the a µ extend holomorphically to D , h has an algebroid extension to a neighborhood U of a . Hence h is uniformly bounded near a . This is a contradiction.
We now come to the subject of proper holomorphic correspondences. For clarity we make precise what we mean by saying that f extends locally as a proper holomorphic correspondence.
C n be domains and z 0 ∈ ∂D an arbitrary point. We say that f extends as a proper holomorphic correspondence to a neighborhood U of z 0 if there is an open set U ⊂ C n and an irreducible proper holomorphic correspondence F ⊂ U ×U , such that F ⊃ Γ f ∩{(D∩U )×D }, where Γ f is the graph of f . We will use the same way of speaking also for multi-valued maps.
Remarks.
(1) A correspondence F assigns to any point z ∈ U a finite number of image points, namely, the points of the set F (z) := π (π −1 (z)) ⊂ U , where π denotes the projection of F to U . Counted with multiplicity, the number of such images is equal to the sheet number m of the branched covering π : F → U . After perturbing the coordinates in the image space in an arbitrarily small way, we may make the following assumptions:
Generic situation: There is a closed low-dimensional complexanalytic subset B ⊂ U such that, for all z ∈ U \ B, the following holds: if
The components of the image points from F (z), written as z k = f k (z) for k = 1, . . . n, are algebroid functions on U , i.e., they satisfy equations of the form
with holomorphic coefficients a kj (·) ∈ O(U ). Because of the generic situation and since F is supposed to be irreducible, these polynomials are irreducible over O(U ). (2) Suppose that ∂D is smooth real-analytic. Then, because of [14] , it is minimal (in the sense of Tumanov). Therefore, according to a theorem of Trépreau from [26] , there are only the following two possibilities: all functions holomorphic on D near z 0 extend holomorphically to a neighborhood of z 0 , or all functions holomorphic outside ofD near z 0 have this extension property. In the first case, any extension of f as a proper holomorphic correspondence to a neighborhood of z 0 is necessarily a holomorphic map near z 0 , if U has been chosen small enough. Only in the second case, the sheet number m of the extension can be larger than 1. (3) We just want to point out for later use that in the situation where f extends as a proper holomorphic correspondence to a neighborhood U of a point z 0 ∈ ∂D, f automatically extends as a holomorphic map through an open dense subset of U ∩ ∂D.
From Remark (1) we immediately obtain the following elementary observation (see also [16] ): Proposition 3.3 If f extends as a proper holomorphic correspondence to a neighborhood U of a point z 0 ∈ ∂D, then f extends in a Hölder continuous way toD ∩ U .
Proof. Notice that the cluster set cl f (z) of any point z ∈ ∂D under the map f is always connected. On the other hand, for any z ∈ ∂D ∩ U , (3.3) leaves only finitely many possibilities for the image points. Hence, cl f (z) is a singleton implying the continuous extendability of f toD ∩ U . The Hölder continuity of this extension follows again from the system (3.3).
is well defined, as we just saw, and (z 0 , z 0 ) ∈ F . We, therefore, can consider the germ of the correspondence F at (z 0 , z 0 ), and we may always assume that this germ is irreducible.
The following simple lemma will be very useful to us.
Lemma 3.4 Let D C n be a domain with smooth real-analytic boundary, U a connected neighborhood of a point z 0 ∈ ∂D, and suppose that F ⊂ U × U is an irreducible proper holomorphic correspondence. Define
Proof. We denote the sheet number of π : F → U by m and may assume that the coordinates in U have been chosen such that we are in a generic situation. Then we have, as in (3.3), irreducible pseudopolynomials of the form
over O(U ). Suppose now that F c is reducible. Then F c would have an irreducible componentF ⊂ (U \D)×U , such that the sheet number of π :F → U \D is less than m. Hence, the polynomials (3.4) would be reducible over O(U \D). Because of Trépreaus's theorem and since z 0 ∈ D, the decomposition of (3.4) would extend to a decomposition over O(U ) (after possibly shrinking the neighborhood U ). This is a contradiction, thus proving that F c is irreducible.
. Invariance of Segre varieties for correspondences . Let D, D
C n be domains with smooth real-analytic boundaries, and let f : D → D be a proper holomorphic mapping which extends as a correspondence F to a neighborhood of the point z 0 ∈ ∂D. Choose standard coordinates such that z 0 = 0, f (z 0 ) = 0 and standard neighborhoods U 2 U 1 0 resp. U 2 U 1 0, and denote
. . analogously. For z ∈ U 2 and ω ∈ U , we put ρ(z, ω) := r(z,ω) and analogously for ρ . We writeF for the setvalued map given by the correspondence F , and may suppose thatF (
We then have the following invariance property for the Segre varieties underF :
Remark. Notice that this means: any branch ofF maps any point from Q w to Q w for any w ∈F (w).
Before we give a strict proof for this theorem, we mention, for the convenience of the reader, the following argument, not quite complete, explaining why the Theorem should be true. Let
It is enough to show that the function ρ (z , ω ) vanishes on M . In a suitable neighborhood V of a point of biholomorphic extendability of the map f we have r (f (z)) = α(z)r(z) with a non-vanishing real-analytic function α. After complexification of this identity, we get
where
vanishes on an open non-empty subset of the complex variety M . This implies the desired fact ρ | M ≡ 0 if M would be known to be irreducible.
The (complete) proof of Theorem 1 will be given in several steps:
Proof of Theorem 4.1. We denote
(1) We suppose at first that (w, w ) ∈ F c . We want to show that
We use Lemma 3.4 together with Proposition 2.3, (2) while traveling with w in U 1 \D. Namely, if w moves sufficiently far away from ∂D, the variety Q w ∩ D becomes connected. Then, because of (4.6), even
holds for any w with (w, w ) ∈ F c . Moving with w down again preserves this relation, since F c is irreducible.
(2) Next we will show that, for any 2 points in F of the form (w, w 1 ) and
get from (4.7) that Q w 1 = Q w 2 . From this, the general claim follows again by analytic continuation because of the irreducibility of F .
(3) We write the multi-valued mapF in the formF = {f 1 , . . . , f m } and put w j := f j (w). We need to show that
Consider at first the case w ∈ U 1 \D. Then, from (1), we get for all z ∈ D∩Q w that f (z) ∈ Q w j . Hence, by (2), w
Together, we have shown that f k (Q w ) ⊂ Q w j . By analytic continuation it follows that (4.8) holds for all w ∈ U 1 and for all k, j. This proves Theorem 4.1.
As an immediate consequence, we obtain the following result:
is commutative.
.
Further invariance properties of Segre varieties. Using Theorem 4.1, we will now show the following result:
Theorem 5.1 If the proper holomorphic map f : D → D extends as a proper holomorphic correspondence F ⊂ U × U to a neighborhood of a point a ∈ ∂D, then π : F → U also is proper (for suitably chosen sets U and U ).
Remark. In some sense this result can be looked at as saying, that the inverse (multi-valued) map g := f −1 extends as a correspondence to a neighborhood of the point a := f (a) (which is well-defined, since F gives a continuous extension of f to D ∪ (∂D ∩ U )). We will have to consider this point of view more precisely and in detail in Section 6.
Proof. We may assume that a = a = 0. We denote byF the multi-valued map given by F . It suffices to show that the set E :=F −1 (0) is discrete. For this, notice that E is analytic. For any point z ∈ E ∩ D, one has, according to Theorem 4.1, Q f (z) = Q 0 . Hence E ∩ D must be discrete, since f is finiteto-one. But also dim(E ∩ (U \D)) = 0, since, again by Theorem 4.1, one has f (Q w ∩ D) ⊂ Q 0 ∩ D for any w ∈ E \D. And finally, because of a well-known theorem, no open non-empty part of E can be contained in ∂D. Together, this proves the theorem.
Next we want to show the invariance of the Segre varieties under the inverse (multi-valued) mapĜ :=F −1 : U → U . Of course, this has already been shown (almost) in Theorem 4.1. The only difference is that the underlying map (f |U ) −1 is now itself (possibly) multi-valued. As a preparation for the proof of this more general invariance property, we introduce at first the so-called reflected points, which are similar to the symmetric points as defined at the end of Section 2. Suppose that 0 ∈ ∂D and U 2 U 1 0 are standard neighborhoods. We also fix standard coordinates for ∂D near 0. We write C n w = ( w, w n ), such that w = (w 1 , . . . , w n−1 ). Then, for any w ∈ U 1 , we define the reflected point κ w with respect to ∂D and the coordinates above by the following conditions:
κ w, w) = 0, where r(z) is, of course, again a real-analytic defining function for D near 0 and r(z, w) is its complexification, which is holomorphic in z and antiholomorphic in w.
The conditions defining
κ w can also be written in the form
Notice that the map κ : w → κ w is a real-analytic diffeomorphism depending highly on the choice of the coordinate system. The reality condition for r implies κ • κ(w) ≡ w. We have the following result: Lemma 5.2 Let E ⊂ U 2 be a complex analytic set of pure dimension (n − 1). Then there exist a standard coordinate system near 0 and a dense open subset
Proof. Let E = q ν=1 E ν be the decomposition of E into irreducible components. Fix points w ν ∈ E ν . After a suitable small deformation of the coordinate system, we have κ(w 1 ) ∈ E. Repeating this argument gives κ(w ν ) ∈ E for all ν = 1, . . . , q. Hence dim(κ(E ν ) ∩ E) < n − 1 for all ν = 1, . . . , q. Therefore, dim(κ(E) ∩ E) < n − 1. This proves the lemma.
Next we introduce the following notations: We choose standard neighborhoods U 2 U 1 0,Ũ 2 Ũ 1 0 with respect to 0 ∈ ∂D and U 2 U 1 0 with respect to 0 ∈ ∂D , such thatF (
, and letm be the sheet number of
The generalized invariance property of the Segre varieties can be formulated as follows:
For the proof we need the following part of the theorem as a first step:
Remarks.
(a) For both, the theorem and the lemma, the underlying situation is the one given in Theorem 5.1. We recommend, that the reader observes while reading the proofs of the Lemma and the Theorem, that no use is being made of the fact that the projection π : F → U is proper. (b) We will prove the lemma and the theorem at first only under the following hypothesis.
Additional hypothesis: a ∈D.
Proof of the Lemma: Notice at first that the branch set E g of g (the set of points w ∈ D , where #(g(w )) is less than it is generically) is contained in E . We choose coordinates as in Lemma 5.2.
(1) We show that, for all (w 0 , w 0 ) ∈F c , there exists a branch g 1 of g in a neighborhood of z 0 := κ(w 0 ) such that for z := κ(w )
for all (w, w ) ∈ F close to (w 0 , w 0 ). Namely, this is true near any point (a, a ) ∈ F with a ∈ ∂D such that some branch g 1 of g extends biholomorphically and a = g(a ). Connect (a, a ) and (w 0 , w 0 ) by a curve inF c ∪ {(a, a )}. This is possible because F c is irreducible, as follows from Lemma 3.4. By analytic continuation we get (5.9). (2) Let now g 1 , . . . , g k be all the branches of g near z 0 for which
for all (w, w ) ∈ F close enough to (w 0 , w 0 ). We will show that the number k does not depend on the choice of (w 0 , w 0 ).
Namely, we fix (w 0 , w 0 ) as above and take any other point (w 1 , w 1 ) ∈F c .
We connect it to (w 0 , w 0 ) by a curve (w(t), w (t)), t ∈ [0, 1] inF c , such that z (t) := κ(w (t)) ∈ E 0 . This can be done because the real codimension of κ(E ) in U 2 is ≥ 2 and, hence,F c \ π −1 (s(E )) is connected.
Letg ν be an analytic continuation of g ν along z (t). By analyticity, we haveg
for all (w, w ) ∈ F close enough to (w 1 , w 1 ). If k 1 is the number of all branches of g near w 1 satisfying (5.10), then we have k 1 ≥ k. But viceversa, one also gets k 1 ≤ k. This proves the claim of (2). (3) Finally, we want to show that k =m. Suppose that k <m and
arbitrarily close to b , and a w 0 ∈ g(w 0 ) such that:
. . , g k of g are the branches of g near z 0 satisfying the relation analogous to (5.9) near (w 0 , w 0 ), then one of them, say g 1 , goes over by analytic continuation along a small curve
(Condition (i) can be satisfied since the graph of g as analytic set is the same as the graph of f and is, hence, irreducible.) Put w (t) := κ(z (t)) and let (w(t), w (t)) be the lifting of w (t) toF c with w(0) = w 0 . Then, by (ii), we have w(1) = w 0 , i.e., this lifting ends where it started, namely at (w 0 , w 0 ) ∈F c . This is a contradiction of the fact that, by continuation along z (t), we obtained the branch g µ different from all the g 1 , . . . , g k . This finishes the proof of Lemma 5.4.
Proof of Theorem 3: Based on Lemma 5.4, the proof of Theorem 5.3 is now the same as the proof of Theorem 4.1, steps (1), (2) and (3).
We should not forget that, so far, we have proved both the theorem and the lemma under only the additional hypothesis, that a / ∈D. Therefore, we still have to consider the case a ∈D.
Case: a ∈D. It suffices to just give the following reduction to the previous case: If a ∈D, then a ∈D too, according to Lemma 3.1. (The coordinates have been chosen such that a = 0 = a .) Hence f extends as a proper holomorphic map to a neighborhood U ⊂ U 1 of 0. The set U := f (U ) is open and f : U → U is proper for proper choices of U and U 1 . We define g := (f |U ) −1 (multi-valued). Then we have g(U ∩D ) ⊂ U ∩D, and it also easily follows that g(U \D ) ⊂ U \D. Namely, suppose there is a point z ∈ U \D with a point
We claim that this observation reduces this case to the previous one. The reason is that, according to the theorem of Trépreau, a = 0 now lies in the (local) envelope of holomorphy of U \D , such that we have both the lemma and the theorem if we exchange the role of the insides and the outsides of D (resp. D ). This finishes the proof.
An immediate consequence of Theorem 5.3 is the following statement concerning the map ϕ introduced in Corollary 4.2:
Corollary 5.5 The map ϕ : S → S as defined in Corollary 2 is one-to-one.
6 . The inverse of proper correspondences. In order to make the material more easily comprehensible, we considered in Section 5 only (local) proper holomorphic extensions F of the proper holomorphic map f : D → D and their inverses. However, for later use, we need to generalize this also to proper holomorphic correspondences extending the inverse of proper holomorphic maps. We now define precisely what we mean by this, and have to distinguish between the purely local extension of the inverse of f and a somewhat more global situation.
We consider the situation of smooth real-analytic domains D, D C n and a proper holomorphic map f : D → D . Definition 6.1 We say that the global inverse g := f −1 of the map f extends as a proper holomorphic correspondence to a (connected) neighborhood U of a point a ∈ ∂D , if there is an open set U ⊂ C n and a closed complex analytic subset G ⊂ U × U of pure dimension n (which may possibly be reducible), such that
From this, we highlight the following: Definition 6.2 Let a ∈ ∂D and a ∈ cl f (a) ∈ ∂D . We say that g = f −1 extends as a proper holomorphic correspondence to a neighborhood of the pair (a, a ) (or that the local inverse of f at the pair (a, a ) extends as a proper holomorphic correspondence) if there are open (connected) neighborhoods U of a and U of a and an irreducible closed complex analytic set F ⊂ U × U of pure dimension n such that:
Remark. In a somewhat ambiguous way, we can also say that
As pointed out already before the proof of Theorem 5.3, no use was made in it of the fact that, in the situation as considered there, the projection π : F → U is proper. Therefore, the proof actually shows that one also has the following more general invariance property: Theorem 6.4 Let a ∈ ∂D and a ∈ cl f (a). Suppose that g = f −1 extends as a proper holomorphic correspondence G ⊂ U × U to a neighborhood of the pair (a, a ) (in the sense of Definition 6.2). LetĜ : U → U be the (multi-valued) map given by G. Then one haŝ
The same arguments as used in the proof of Theorem 5.1 now give the following result.
Theorem 6.5 In the situation of Theorem 6.4 the map f extends as a proper holomorphic correspondence F to a neighborhood of the point a ∈ ∂D. One can, in fact, choose F = G (as complex analytic sets). We show at first this result.
Proposition 7.1 Let D, D C n be domains with smooth real-analytic boundaries and f : D → D a proper holomorphic mapping. Suppose that F is a proper holomorphic correspondence extending f near a point z 0 ∈ ∂D, and put z 0 := f (z 0 ). Choose standard coordinates for D and for D near z 0 (resp. z 0 ) and corresponding standard pairs of neighborhoods U 2 U 1 0 (resp. U 2 U 1 0), such thatF (U 1 ) ⊂ U 1 . Then one has the following:
Proof. (1) To prove (a), we choose w ∈ ∂D ∩ U 1 and w ∈F (w). Then, according to Theorem 4.1, Q w = Q f (w) . Hence, since f (w) ∈ ∂D , also w ∈ ∂D .
(2) Let w ∈ U 1 \D be any point, and choose a point a ∈ ∂D ∩ U 1 of biholomorphic extendability of f . Connect a and w by a curve w(t) in (
(3) The proof of part (c) follows from (a), (b), and the irreducibility of F c as defined before Theorem 5.3. Namely, let us examine first (w 0 , w
We connect it by a curve in F c to (w 0 , w 0 ). On this curve there is a point
. This, however, contradicts (a).
The second case, in which there might be a point (w ∂D ) ), leads to a contradiction in a quite similar way.
As an application of the invariance of the Segre varieties under the extending correspondence and its inverse (Theorems 4.1 and 5.3), we obtain immediately an extension result for the "normal" components of the mappings in suitable coordinates. These are introduced in the following way. Suppose 0 ∈ ∂D. It is well known that coordinates near 0 and a defining function r of D near 0 can be chosen in such a way that r has the form
where the functions a ν ( z) are real-analytic and their complexifications a ν ( z, ω), which are holomorphic in z and in ω, satisfy
We will call such coordinates "normal" at 0 with respect to D. The holomorphic complexification ρ(z, ω) of r is then given by
Of course, we can make the analogous choices at 0 ∈ ∂D with respect to D . We can now formulate the following result.
(a) The componentsF n andĜ n are single-valued on U (resp. on U ), f n ∈ O(U ) and g n ∈ O(U ). (b) There are functions a ∈ O(U ) and b ∈ O(U ) with a(0) = 0 and b(0) = 0 such that
Proof.
(1) We choose with respect to the given normal coordinates defining functions r of D near 0 and r of D near 0, such that (7.11) holds and, analogously,
By the implicit function theorem, the Segre varieties Qω and Q ω are then given by equations of the form
n . Because of Theorem 4.1, however, this means that for any w ∈ U , where U is a small enough neighborhood of 0, and any two points w 1 , w 2 ∈ F (w), one hasF (Q w ) ⊂ Q w 1 and alsoF (Q w ) ⊂ Q w 2 . Hence, Q w 1 = Q w 2 and, therefore, w
n . This shows thatF n is single-valued on U . In particular, it gives the desired holomorphic extension of f n to U . By using Theorem 5.3, we obtain the respective facts forĜ n and g n .
(2) Because of (7.15), one has Q 0 = {z n = 0} and Q 0 = {z n = 0}. Together with Theorems 4.1 and 5.3, this means that
Sinceg n (0) = 0 andf n (0) = 0, we have pq = 1, hence p = 1 and q = 1. This finishes the proof.
The decisive information, which will allow us to prove that f : D → D extends as a map if it extends as a proper holomorphic correspondence, consists in showing that the critical set E of the Segre map λ : U 2 → S , i. e., the set of points where λ is not locally one-to-one, is closely related to the branching locus E ⊂ U 2 ofF and enters into the domain D in a nice way. In this article, we will show this only for the case D, D C 2 . The general case, which is considerably more complicated, will be treated by the authors in a forthcoming article. (Notice that E ⊂ U 2 and E ⊂ U 2 are always complex analytic sets of pure dimension 1.)
Then ,any E ν with 0 ∈ E ν enters into D . Furthermore, the estimate
holds on E , where p denotes the 1-type of ∂D at 0.
Proof. To show (a), we just observe that we know, from Corollary 4.2, that λ •F = ϕ • λ. Since ϕ • λ is single-valued, Claim (a) follows.
In order to show (b), we fix a component E ν with 0 ∈ E ν and call it, for the time being, E . We only have to consider the case E = {w 1 = 0}.
(1) We first show how to reduce the claim to the situation where E is a complex manifold of dimension 1 near 0. The projection π : E ∩ {|w 1 | < δ} → {|w 1 | < δ} is proper. We call its sheet number . Then there is a holomorphic function h(ζ) on the disc {|ζ| < δ 1/ } such that
After the proper holomorphic change of variables,
E becomes a complex manifold (and the new domain D still has realanalytic smooth boundary). Notice that it suffices to prove the theorem in thew -coordinates. This finishes (1).
For the sake of simplicity, we again denote the changed coordinates by w . After a biholomorphic change, they become normal coordinates with an associate defining function r (z ) for D near 0 of the form (7.11) and ( 7.12). Since D is of finite type, one has a 0 = 0. In fact, a 0 (z 1 ,
, where
and there exists an index m : 1 ≤ m ≤ p − 1 such that α m = 0. By the implicit function theorem, we can solve the equation
for z 2 . We get
The coefficients {b ν (ω )} together with −ω 2 are the components of the map λ . Furthermore, for any w ∈ E , the map λ does not have maximal rank. Hence, w =ω ∈ E implies (∂b ν /∂ω 1 )(ω ) = 0 for any ν. The equation (∂b m /∂ω 1 )(ω ) = 0 means that
We know from (7.16), that w ∈ E is equivalent to w 2 = h(w 1 ), and this can be written as ω 2 = h(ω 1 ) =: h * (ω 1 ). Since (7.20) holds on all of E , we can substitute h * (ω 1 ) for ω k 2 on its left-hand side. The right-hand side shows that the function of ω 1 that we obtain then vanishes at 0 exactly with order p−m −1. Hence, the order of vanishing of h at the origin must be ≤ (p − m − 1) < (p − 1). The restriction of the defining function r (z ) to E has the form
Since Re h(z 1 ) vanishes with order less than p, as a harmonic term changes sign, ρ also changes sign on E . This finishes the proof of the theorem.
We now are ready to show the following result. Proof. We may suppose that z 0 = 0 and z 0 := f (z 0 ) = 0. We use all the standard notations introduced above and choose normal coordinates for D and for D near 0. We fix a small constant c > 0 and put for any ε ≥ 0 ∆ ε := {(z 1 , z 2 ) : |z 1 | < c, z 2 = −ε} By Proposition 7.2,F −1 (∆ ε ) is a complex manifold (near 0) given by the equation z 2f (z) = −ε. We may choose a neighborhood U = V 1 × V 2 0, where V 1 and V 2 are small discs in C, such that for all ε ∈ (0, ε 0 ), ε 0 > 0 small enough, the set ∆ ε :=F −1 (∆ ε ) ∩ U is a graph of the form {z 2 = h ε (z 1 ) : z 1 ∈ V 1 }. Notice that, because of Propositions 7.1 and 7.2,F −1 ((0, −ε)) ⊂ D. We show:
Claim (a) For any ε ∈ (0, ε 0 ), the map f extends holomorphically along any curve in ∆ ε to a map f ε , holomorphic in a neighborhood U ε of ∆ ε in C 2 . Moreover, (b) there is a δ > 0 such that U ε contains a δ-neighborhood of ∂∆ ε for any ε ∈ (0, ε 0 ).
Let us first prove (a). The multi-valued mapF branches on E ⊂F −1 (E ) and, according to Theorem 7.3, one has ∆ ε ∩ E ⊂ D . Hence, because of Proposition 7.1,F |∆ ε can branch only in ∆ ε ∩ D. Therefore, the map f analytically extends along each path in ∆ ε . By the monodromy theorem, this gives a holomorphic extension of f to a neighborhood of ∆ ε .
In order to show that (b) also holds, we observe that, because of part( b) of Theorem 7.3, we have ∆ 0 ∩ E = {0}. From part (a) of the same theorem together with Theorem 5.1, it follows that ∆ 0 ∩ E = {0}. Hence there exists a δ > 0 such that the 2δ-neighborhood W of ∂∆ 0 does not intersect E. Hence (b) follows by continuity.
The theorem follows from the claim by the disc theorem applied to the family of the f ε and the fact that 0 ∈ ∆ 0 .
8 . The possible extension as a correspondence. In this section we start with the constructions that, finally, will show that the map f : D → D under the conditions of Theorem 1.2 extends as a proper holomorphic correspondence to a suitable neighborhood of any point z 0 ∈ ∂D. This result has already been proved in [18] , Lemma 4.1, under the additional hypothesis that f is already known to extend homeomorphically to a map fromD toD . Although the basic techniques here are the same as in [18] , our proof is (logically) independent of Lemma 4.1 from [18] and, therefore, it also is an alternative proof for this lemma.
The desired correspondences will be built from Segre varieties. The pertinent part is as follows.
Definition 8.1 (1) For any point z 0 ∈ ∂D with a standard coordinate system and a standard pair of neighborhoods U 1 U 2 and a suitably small open neighborhood U of ∂D , we define
and call it the Segre correspondence for f on U 1 \D. By π, π we denote the natural projections from C 
(2) For the global inverse g = f −1 of f , any point z 0 ∈ ∂D with a standard pair of neighborhoods z 0 ∈ U 1 U 2 and a suitably small neighborhood U of ∂D, we put
(1) Notice that this definition indeed makes sense as soon as U and U have been chosen small enough, because thenŪ (resp.Ū ) can be covered by a finite number of standard coordinate systems and neighborhoods U 1 (resp U 1 ) of standard pairs of neighborhoods U 1 U 2 (resp. U 1 U 2 ). It easily follows from the properties of the Segre varieties that V and V do not depend on these choices. (2) The condition defining V is equivalent to the condition f (s w Q w ) ⊂ Q w . (3) The definition of V from (8.23 ) is symmetric to the definition of V from (8.21 ). In the following, it will be quite often necessary to consider such symmetric situations, and to prove symmetric statements. We would like to point out to the reader that he can always ignore the respective second cases if he first wants to understand how the proof of Theorem 1.2 works in the case of biholomorphic maps f : D → D .
A fundamental fact for the use of the Segre correspondences for extending Γ f is now contained in the following two lemmas, which give conditions under which the sets V (resp. V ) from above are complex-analytic varieties. 
is equivalent to the condition (8.25) wherew is the unique point on Q w withw 1 = s w 0 1 . It is easy to see that condition (8.25 ) is equivalent to a system of holomorphic equations. This shows that V is locally complex-analytic. We still have to show that V is closed in (U 1 \D) × (U \D ). To this end, let (w ν , w ν ) ∈ V be a sequence converging to a point (w 0 , w 0 ) ∈ (U 1 \D) × (U \D ). We have to show that (w 0 , w 0 ) ∈ V .
Since w ν → w 0 , s w ν → s w 0 ∈ D too, and, hence, according to the definition of V , there exist points
By the continuity of the Segre varieties and the compactness assumption on E, it follows that ζ 0 ∈ Q w 0 ∩ U 2 , and, hence, f (Q w 0 ∩ D) ⊃s w 0 Q w 0 . This finishes the proof of (a). d(z , ∂D ) < δ 1 }. We therefore suppose that our standard pair of neighborhoods U 1 U 2 has been chosen such that d(z, ∂D) < δ 2 for any z ∈ D ∩ U 2 . Then (b) follows.
(c) We assume that there is a sequence (w ν , w ν ) ∈ V converging to a point (w 0 , w 0 ) ∈ (U 1 \D) × Σ , and consider the sequence
We may suppose that the sequence ζ ν converges to a point ζ 0 and, necessarily, ζ 0 ∈ ∂D. The compactness assumption on E implies that ζ 0 ∈ U 2 , too. Hence, since w 0 ∈ Σ , we have ζ 0 ∈ Σ according to Theorem 6.5, and f (ζ 0 ) = w 0 . This means that, because of Theorem 7.4, there are neighborhoodsŨ of ζ 0 andŨ of w 0 such that f extends holomorphically to D ∪Ũ and f |Ũ :Ũ →Ũ is proper.
We putg := (f |Ũ ) −1 . Then we can choose z ν ∈g(w ν ) such that z ν → ζ 0 . We necessarily have
Therefore,
such that, by continuity also,
Since, however, ζ 0 ∈ ∂D, one has, according to Proposition 2.2 (5), A ζ 0 ⊂ ∂D. This is a contradiction to w 0 ∈ ∂D.
In complete symmetry to this lemma, we also have the following result:
(a) V is a closed complex-analytic subset of (U \D) × (U 1 \D ); (b) there are no limit points of V on ∂U × (U 1 \D ); (c) if Σ ⊂ ∂D denotes the set of points of holomorphic extendability of f , then V does not have limit points on Σ × (U 1 \D ).
Proof. Exactly the same sequence of arguments as in the proof of Lemma 8.2 may be used for this lemma. We will therefore skip repeating it here.
The decisive hypothesis in Lemmas 8.2 and 8.3 is, of course, the compactness assumption for the set E. A simple "geometric" criterion for this is given by the following lemma.
Lemma 8.4 Let z
0 ∈ ∂D be a point such that Q z 0 ∩D = {z 0 }. Then, for a suitable standard pair of neighborhoods U 1 U 2 of z 0 , the set E as defined by (8.22 ) is relatively compact in U 2 (and, hence, Lemma 8.2 can be applied). In particular, this is the case if z 0 is a strictly pseudoconvex boundary point of D.
Proof. Observe that, according to (8.22) , .27) always holds. We now choose a neighborhood U U 2 of z 0 . Since Q z 0 ∩D = {z 0 }, we have, for a suitable constant c > 0,
Hence, if the neighborhood U 1 U has been chosen small enough, we also have
This proves the lemma (because of (8.27)).
The main difficulties in applying the Segre correspondence (as defined in Definition 8.1) as the basic part of a proper holomorphic correspondence extending the map f are as follows.
(1) The hypothesis of Lemma 8.4 is not satisfied at all points z ∈ ∂D; (2) In the cases where V is known to be complex-analytic, we will have to show, in addition, that the setV :
is complex-analytic and the projection π :V → U 1 \D is proper.
9 . The structure of the boundary. Before we can enter into the concrete construction of the (local) proper holomorphic correspondences extending the given map f : D → D , we have to study the boundary ∂D more carefully in order to characterize a certain exceptional subset of ∂D, which will cause the greatest difficulties for the desired extension. For this exceptional set we will need to show that it is at least always pluripolar. For simplicity, we restrict ourselves in this section to the case of dimension 2. We will use a few facts about real-analytic and semi-analytic sets, for which we refer the reader to [23] and [12] If z 0 ∈ ∂D is any point, then we can choose a neighborhood U together with a real-analytic vector field X on ∂D ∩ U with values in T 10 ∂D, which vanishes nowhere on ∂D ∩ U . Furthermore, we choose a real-analytic defining function r for D on U . We then write
Notice, that this function is real-analytic on U ∩ ∂D. In the following, we will use only such properties of L ∂D (·) as are independent of all the choices made here.
Since D is bounded, there are always strictly pseudoconvex points on ∂D. We denote by ∂D + s the set of all of them. Furthermore, by ∂D − s we mean the set of points in ∂D, where the Levi form L ∂D is strictly negative. Because of the main results of [17] and [3] , we may, of course, always assume in this article without mentioning that ∂D − s = Ø. We call the set
the pseudoconvex region of ∂D (the interior is taken in the relative topology on ∂D), and the set
the pseudoconcave region of ∂D. It is well known that ∂D − ⊂D, whereD denotes as always the envelope of holomorphy of D.
In some sense the most interesting part of ∂D is the remaining rest.
Remarks. For the purpose of this article it is even crucial to know that, in some sense (see below), most of M is contained inD, a fact that was first proved in [15] .
Next we introduce
Notice that T is a compact real-analytic subset of ∂D of dimension ≤ 2 and, obviously, M ⊂ T . In fact, it is easy to see that M is always a closed semianalytic set.
We put T + := T ∩ ∂D + and call it the set of weakly pseudoconvex points on ∂D, and T − := T ∩ ∂D − and call it the set of weakly pseudoconcave points of ∂D. Then, one has the following result:
Lemma 9.2 The set T can be stratified in the following way by semianalytic sets
where T k is a locally finite set of smooth real-analytic submanifolds of dimension
Our next goal is to refine this stratification in a way needed for our later purposes. For this, we observe that the set
is semi-analytic of dimension ≤ 1 in T 2 since, otherwise, there would be a piece of a complex-analytic curve contained in ∂D. This is, however, impossible according to [14] . Notice that T 2 \ T h is maximally totally real. Furthermore, if we denote by o L (z) the order of vanishing of the Levi form L ∂D at the point z ∈ ∂D, then the set
is real-analytic of dimension ≤ 1.
From this construction, the next result follows.
can be stratified in the formT 1 ∪T 0 , whereT 1 is a locally finite family of smooth curves andT 0 a locally finite family of points. In particular, the setT 1 ∪T 0 is pluripolar. The setT 2 := T 2 \ (T 1 ∪T 0 ) is a locally finite family of maximally totally real submanifolds.
In what follows, in order to keep our notation as simple as possible, we make the following chance.
Change of notation:
From now on we write T k instead ofT k for k = 0, 1, 2, and we put T
The following result was shown in [15] . Claim 1: For all z ∈ S, the cluster set cl f (z) ⊂ M e , where M e is the exceptional set of Theorem 9.4.
Proof. Namely, if cl f (z) contained a point z ∈D, then z ∈D would also, according to Lemma 3.1. If, on the other hand, cl f (z) contains a point z ∈ ∂D + , i.e., the pseudoconvex region of ∂D, then, because of a theorem of F. Berteloot [11] , f extends continuously to ∂D ∪ V for a certain neighborhood V of z. The image of S ∩ V under this extension necessarily lies in ∂D + and, hence, the extension is even locally biholomorphic at all points z ∈ S ∩ V . This proves Claim 1. We now use the information of Theorem 9.4, which says that M e is pluripolar. Therefore, there exists a function ϕ = −∞ plurisubharmonic on C 2 and such that ϕ|M e ≡ −∞. The function ψ := ϕ • f is plurisubharmonic on D and if D z → z 0 ∈ S, then ψ → −∞. Since, however, S ⊂ ∂D is relatively open, it follows that ψ ≡ −∞, such that ϕ would also be ≡ −∞ on D-a contradiction.
Before we come to a statement symmetric to Theorem 10.1, we introduce the following. Analogously to Theorem 10.1, the following also holds. for any z ∈ S , the global inverse g does not extend as a proper holomorphic correspondence to a neighborhood of z . We show at first:
Then g extends as a proper holomorphic correspondence to a neighborhood of the pair (z 0 , z 0 ) (in the sense of Definition 6.2).
Namely, notice that z 0 ∈ cl f (z 0 ). If z 0 ∈D, f extends holomorphically to a neighborhood of z 0 . Hence Theorem 6.3 does the job. If z 0 ∈ cl g (z 0 ) ∩ ∂D + , then f extends continuously to a neighborhood of z 0 (again according to the result by F. Berteloot). Applying a theorem by S. Bell and D. Catlin [9] gives the C ∞ -extendability of f to a neighborhood of z 0 and, finally, it follows from [17] that f extends as a proper holomorphic map to a neighborhood of z 0 . Hence, again because of Theorem 6.3, g extends as a proper holomorphic correspondence to a neighborhood of the pair (z 0 , z 0 ). This proves Claim 1.
Notice that, whenever g extends as a proper holomorphic correspondence to a neighborhood of the pair (z 0 , z 0 ), then, for a suitable neighborhood U of z 0 , the restriction Γ g (U ) := Γ g |{D × (U ∩ D )} can be represented in the form M e . Then we can repeat the procedure above and split from Γ g 2 (U ), U ∈ z 1 , another "remainder" with an even lower degree. After a finite number of steps we get a point a ∈ S with a neighborhoodŨ and a proper holomorphic correspondenceg : D ∩Ũ → D such that f •g = id and clg(S ∩Ũ ) ⊂ M e . Now, let ϕ again be a plurisubharmonic function on C 2 , such that ϕ|M e ≡ −∞. The function ψ(z ) := max
Therefore, ψ ≡ −∞-a contradiction. This contradiction shows that there is a (relatively) open subsetÛ S such that cl g (z ) ⊂ ∂D + ∪D for all z ∈Û . Claim 1 therefore says that the global inverse g extends as a proper holomorphic correspondence to a neighborhood of any point z ∈Û . This is a contradiction to our assumption about the set S , thus proving the theorem. Now that we know that the given map f : D → D extends biholomorphically across an open dense subset of ∂D, we can make the following useful change in the definition of the variety V from Definition 8.1. Namely, the variety V as defined at first might contain useless components. Therefore, we now replace it by the following part of it: Namely, according to part (b) of Lemma 8.2, the set V does not have limit points on (U 1 \D) × ∂U , and according to part (c) of the same lemma, V does not have any limit point on the set
Let us, therefore, suppose that V has a limit point (w 0 , w
Then there is a sequence (w [11] implies that f extends in a Hölder continuous way toD ∩ U for a certain neighborhood U ofz. Hence, the theorem of S. Bell and Catlin from [9] tells us that f extends even in a C ∞ way toD ∩ U , from which it follows that f is locally biholomorphic on U according to [17] and [3] . By continuity of the Segre varieties it also follows thatzQ w 0 =zQz. This, however, contradicts Proposition 2.2.
The possibility still unaccounted for is that there are limit points of V on (U 1 \D) × ∂D lying on the set (U 1 \D) × M e . Then V is even closed and complex-analytic in ((U 1 \D) × U ) \ E , where we use the notation E := (U 1 \D) × M e ⊂ (U 1 \D) × U . But, according to Lemma 9.3 and Theorem 9.4, we know that E is pluripolar. So, there is a plurisubharmonic function ϕ = −∞ on (U 1 \D)×U , such that E ⊂ {(z, z ) ∈ (U 1 \D)×U : ϕ(z, z ) = −∞}. We put
ThenṼ is a closed complex-analytic subset of ((U 1 \D)×U )\Ẽ ; we haveṼ = Ø and dimṼ ≡ 2. However, there are points z ∈ U 1 ∩ ∂D such that the map f extends biholomorphically to a neighborhoodŨ of z. Therefore, on (Ũ \D) × U , the Segre correspondence V is just the graph of a holomorphic mapping. Indeed, let (w, w ) ∈ V with w ∈Ũ \D. SinceŨ is small, then Q w ∩ D and f (Q w ∩ D) are small and close to z and f (z), respectively. Therefore, s w ∈ f (Q w ∩ D) is also close to f (z). Since f (z) ∈ ∂D s + , the mapping λ is locally one-to-one near f (z), and we conclude that w is uniquely defined, i.e., w = f (w). This shows that we have the situation of the so-called Bishop's Lemma (see [13] , p. 240), which tells us thatV :=Ṽ is a closed complex-analytic subset of (U 1 \D) × U of pure dimension 2 without limit points on (U 1 \D) × ∂U . Hence, the projection π :V → U 1 \D is proper. We also haveV ∩((U 1 \D)×(U \D ) = V .
The map π :V → U 1 \D is proper holomorphic, hence a finite-branched, covering, the sheet number of which we denote by m. From this, it is easy to obtain an extension of f as a proper holomorphic correspondence to a neighborhood of z 0 . Namely, it follows that there are two pseudopolynomials of the form
with holomorphic coefficients a kj (·) ∈ O(U 1 \D), such that
If U is a small enough neighborhood of z 0 , then all coefficients a kj extend to holomorphic functions on U such that we get
whereF is a closed complex-analytic subset of U × U containing Γ f |D ∩ U . The irreducible component F ofF containing Γ f |D ∩ U gives us the desired proper holomorphic correspondence extending f to U . Proof. The proof is the same as in Lemma 1.
.
Final steps for proving Theorem 1.2. It remains to extend f holomorphically beyond the "rest" of ∂D, namely, the set T + ∪ M ε . We will do this in a step-by-step approach by constructing local extensions as proper holomorphic correspondences and then applying Theorem 7.4. At the same time, we will obtain (and, in fact, need) an extension of g = f −1 as a proper holomorphic correspondence to
We first show another fact about the Segre varieties, which will be very useful:
Lemma 12.1 For any point z 0 ∈ T + 2 there exist arbitrarily small standard neighborhoods U 1 U 2 of z 0 such that
Proof. After an appropriate local holomorphic change of coordinates, we may assume that z 0 = 0 and that the totally real submanifold T In the next lemma we consider another situation in which the set V , as defined by (8.21) , turns out to be useful for the construction of a proper holomorphic correspondence extending f .
Lemma 12.2 Let z
0 ∈ ∂D, U a suitable neighborhood of ∂D , U 1 U 2 a suitable standard pair of neighborhoods of z 0 and V ⊂ (U 1 \D) × (U \D ) as given by (8.21) . If ((Q z 0 ∩ ∂D)\{z 0 }) ⊂ Σ, the set of points of holomorphic extendability of f , then V is a closed complex-analytic subset of (U 1 \D)×(U \D ) without any limit points on (U 1 \D) × (∂U ∪ Σ ).
Proof. Shrinking U 2 , if necessary, we may assume that Q z 0 ∩ ∂D ∩ ∂U 2 ⊂ Σ and that there exists a radius τ 1 > 0 such that, for all w ∈ Q z 0 ∩ ∂U 2 ∩D, the map f extends holomorphically to the ball of radius τ 1 centered at w. Let R (z 0 ) be the set of all points w ∈ U \D for which
Then R (z 0 ) is discrete in U \D , because the map λ is finite. Therefore, the set R(z 0 ) := {w ∈ Q z 0 ∩ D ∩ U 2 : f (w) = s w for some w ∈ R (z 0 )} (12.40) also is discrete in D. Shrinking U 2 and U 1 again, we may assume that R(z 0 ) ∩ ∂U 2 = Ø , and, moreover, there exists a radius τ 2 > 0 such that, for all w ∈ U 1 \D, the set R(w) (defined as in ( 12.40)) does not intersect the neighborhood of width τ 2 /2 of the set Q w ∩ D ∩ ∂U 2 (of course, such a neighborhood of the empty set is taken to be empty). Hence, the hypothesis E U 2 of Lemma 8.2 is satisfied, such that V is a closed complex-analytic subset of (U 1 \D) × (U \D ) without limit points on (U \D) × (∂U ∪ Σ ).
In total symmetry to Lemma 12.2, we also have the following result. Proof. The arguments are totally analogous to the proof of Lemma 12.2.
Our essential additional goal in all situations, where V is known to be a closed complex-analytic subset of (U 1 \D) × (U \D ), is to show that the projection π : V → (U 1 \D) is proper. Then it can immediately be used to obtain an extending proper holomorphic correspondence and, hence, holomorphic extendability of f . We consider at first the following case. Notice that in the case cl f (z 0 ) ∩ Σ = Ø, because of Theorem 6.5 together with Theorem 7.4, we have z 0 ∈ Σ. Because of the results of F. Berteloot [11] , S. Bell and D. Catlin [9] and [17] , this means, in particular, that we are done if cl f (z 0 ) ∩ ∂D + = Ø. Since, furthermore, ∂D − ⊂ Σ , we only need to consider the case where
However, according to Lemma 9.3, the set T 1 ∪ T 0 is pluripolar, which enables us to use Bishop's Lemma if we know that the following holds:
Claim: For a suitable choice of U 1 there is a non-empty open set U ⊂ U 1 \D such that V ∩ (Ũ × (U \D )) is a closed complex-analytic subset ofŨ × U .
In order to deduce this claim, we have to choose U 1 U 2 at first very carefully. Namely, Q z 0 is a complex manifold of dimension 1 and λ is an open map. Therefore, for any (small) δ > 0 and U 0 := {z : z − z 0 < δ}, the set We now conclude as follows.
The set V ∩ {Ũ × (U \D )} has no limit points onŨ × ∂D . Otherwise, for a point (z 0 , z 0 ) ∈V ∩ (Ũ × ∂D ) we would get, as in Part (3) of the proof of Lemma 8.2, that z 0 ∈ f (Q z 0 ) ∩ ∂D ⊂ Σ . This is a contradiction to Lemma 12.2, thus proving the Claim. Now Bishop's Lemma implies thatV is an analytic set in (U 1 \D)×U . Since it has no limit points on (U 1 \D) × ∂U , the map f can be extended as a proper holomorphic correspondence to a neighborhood of the point z 0 , exactly as in the second half of the proof of Lemma 11.1. This finishes the proof of Lemma 12.4.
Again we also have the following symmetric statement by the symmetric arguments using the fact that we have already obtained all results symmetric to those used in the proof of Lemma 12.4. The symmetric statement will no longer be needed.
Proof. Since we already know that ∂D \ (T 1 ∪ T 0 ) ⊂ Σ , we get from Lemma 12.2 that the set V , as considered there, does not have any limit points on (U 1 \D) × {∂D \ (T 1 ∪ T 0 )}, nor on (U 1 \D) × ∂U . The same as above, this allows us again to apply Bishop's Lemma in order to show that, in fact,V is an analytic set in (U 1 \D) × U . As we already know, this implies z 0 ∈ Σ.
What remains is the situation where, for a certain point z 0 ∈ (T \ T 2 ) \ ∂D − ,
If in this case Q z 0 ∩ (T 1 ∪ T 0 ) is discrete, we can just shrink U 1 and U 2 and are in the situation of Lemma 12.6. Therefore, it now suffices to show the following.
Lemma 12.7 Let z 0 ∈ (T \ T 2 ) \ ∂D − , and suppose that Q z 0 ∩ (T 1 ∪ T 0 ) contains a real-analytic set of dimension 1 near z 0 . Then z 0 ∈ Σ.
Again, the symmetric statement is no longer needed.
Proof. If U 1 is suitably chosen small enough, then any of the finitely many smooth curves contained in the set (T 1 ∪ T 0 ) ∩ U 1 has a complexificationT . Then the following fact holds true:
Fact: Whenever for a point z ∈ U 1 ∩ (T \ T 2 ) the set z Q z ∩ (T 1 ∪ T 0 ) is the germ of a smooth real curve, then there is a componentT , as defined above, such that zT = z Q z .
Since, however, the sets A z are discrete according to Proposition 2.2, the hypothesis of the "Fact" above can only be satisfied for a finite number of points z ∈ U 1 ∩ (T \ T 2 ). Therefore, we have altogether shown that f is holomorphically extendable across all points of U 1 ∩ ∂D with the possible exception of a finite number of them. After shrinking U 2 and U 1 again, we may therefore assume that (Q z 0 ∩ ∂D)\{z 0 } ⊂ Σ. Hence, Lemma 12.6 implies also here z 0 ∈ Σ.
As explained, the sequence of lemmas of this section finishes the proof of Theorem 1.2.
Final remark.
After Lemmas 12.6 and 12.7, we said we no longer needed the symmetric statements. They do, however, hold.
