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We develop a unified theoretical picture for excitations in Mott systems, portraying both the heavy
quasiparticle excitations and the Hubbard bands as features of an emergent Fermi liquid state formed
in an extended Hilbert space, which is non-perturbatively connected to the physical system. This
observation sheds light on the fact that even the incoherent excitations in strongly correlated matter
often display a well defined Bloch character, with pronounced momentum dispersion. Furthermore,
it indicates that the Mott point can be viewed as a topological transition, where the number of
distinct dispersing bands displays a sudden change at the critical point. Our results, obtained from
an appropriate variational principle, display also remarkable quantitative accuracy. This opens an
exciting avenue for fast realistic modeling of strongly correlated materials.
PACS numbers: 71.27.+a, 71.30.+h,71.10.Hf
Introduction:— The physical nature of the excited
states in strongly interacting quantum systems has long
been a subject of much controversy and debate. Deeper
understanding was achieved by Landau, more than half a
century ago [1], who realized that in systems of fermions
the Pauli principle provides a spectacular simplification.
He showed that many properties of Fermi systems can
be understood in terms of weakly interacting quasiparti-
cles (QP), allowing a precise and detailed description of
strongly correlated matter. Modern experiments provide
for even more direct evidence of such QP excitations, for
example from using angle-resolved photoemission spec-
troscopy (ARPES) [2] or scanning-tunneling microscopy
(STM) methods [3].
The Fermi liquid paradigm, however, describes only
the low energy excitations. At higher energies, the phys-
ical properties are often dominated by incoherent pro-
cesses, which do not conform to the Landau picture. The
task to provide a simple and robust theoretical descrip-
tion of such incoherent excitations has therefore emerged
as a central challenge of contemporary physics. An in-
triguing apparent paradox is most evident around the
Mott point. Here, ARPES and STM experiments provide
often clear evidence of additional well-defined high energy
excitations (Hubbard bands) which, while being fairly in-
coherent, still display relatively well defined Bloch char-
acter with pronounced momentum dispersion, see, e.g.,
Ref. [4]. As a matter of fact, it is often difficult to ex-
perimentally even distinguish the Hubbard bands found
in Mott insulators from ordinary Bloch bands found at
high energy in conventional band insulators. While such
behavior can be already numerically reproduced by some
modern many-body approximations [5, 6], a simple con-
ceptual picture for the apparent Bloch character of such
high energy charge excitations is not still available. In
particular, variational methods such as the Gutzwiller
Approximation (GA) [7] — which are often able to re-
produce the numerical results in a much simpler semi-
analytical fashion — generally capture only the low-lying
QP features on the metallic side, but cannot provide a
description of charge excitations around the Mott point
and in the insulating regime.
The goal of this Letter is to write an appropriate vari-
ational wave function able to capture both the (low en-
ergy) QP bands and the (high energy) Hubbard bands,
within the same theoretical framework. A particularly
interesting fact emerging from our theory is that many
important features of both types of excitations are en-
coded in the bare density of states (DOS) of the uncorre-
lated system and a few renormalization parameters — in
a similar fashion as for the QP excitations in Landau the-
ory of Fermi liquids. This is accomplished, similarly as
in many other theories for many-body systems, see, e.g.,
Refs. [8–10], by enlarging the Hilbert space by introduc-
ing auxiliary ”ghost” degrees of freedom. In particular,
this construction sheds light on the physical origin of the
”hidden” Bloch character of the Hubbard bands men-
tioned above. Our calculations of the single-band Hub-
bard model, which are benchmarked against the Dynami-
cal Mean Field Theory (DMFT) [5, 6] solution, show that
the new wave function quantitatively captures not only
the dispersion of the QP but also the Hubbard bands.
Furthermore, our theory enables us to describe the Mott
transition and the coexistence region between the metal-
lic and the Mott-insulator phases.
Ghost GA theory:— For simplicity, our theory will be
formulated here for the single-band Hubbard model
Hˆ =
∑
RR′
∑
σ
tRR′ c
†
RσcR′σ +
∑
Rσ
U nˆR↑nˆR↓ (1)
at half-filling. The generalization to arbitrary multi-
orbital Hubbard Hamiltonians is straightforward [11].
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2Figure 1: (Color online) Representation of a lattice including
2 ghost orbitals (α = 2, 3). The Hamiltonian of the system
acts as 0 over the the auxiliary ghost degrees of freedom.
In particular, the Hubbard interaction U acts only over the
physical orbital α = 1.
In order to construct the Ghost-GA theory we are go-
ing to embed the physical Hamiltonian of the system
[Eq. (1)] within an extended Hilbert space obtained by
introducing auxiliary Fermionic ”ghost” degrees of free-
dom not coupled with the physical orbitals, see Fig. 1.
Let us represent Hˆ within the extended Hilbert space
mentioned above as follows:
Hˆ =
∑
RR′
∑
αβσ
t˜αβRR′ c
†
RασcR′βσ +
∑
R
U nˆR1↑nˆR1↓
=
∑
k
∑
αβσ
˜αβk c
†
kασckβσ +
∑
R
U nˆR1↑nˆR1↓ , (2)
where t˜11RR′ = tRR′ are the physical hopping parameters,
˜11k = k are the eigenvalues of the first term of Hˆ, t˜
αβ
RR′ =
˜αβk = 0 ∀ (α, β) 6= (1, 1) and σ is the spin.
Our theory consists in applying the ordinary multi-
orbital GA theory [12–16] to Eq (2). In other words,
the expectation value of Hˆ is optimized variationally
with respect to a Gutzwiller wave function represented
as |ΨG〉 = PˆG|Ψ0〉, where |Ψ0〉 is the most general Slater
determinant, PˆG =
∏
R PˆR, and PˆR acts over all of the
local degrees of freedom labeled by R — including the
ghost orbitals α > 1. The variational wave function is
restricted by the following conditions:
〈Ψ0| Pˆ†RPˆR |Ψ0〉 = 〈Ψ0|Ψ0〉 (3)
〈Ψ0| Pˆ†RPˆR c†RασcRβσ |Ψ0〉 = 〈Ψ0| c†RασcRβσ |Ψ0〉 , (4)
which are commonly called ”Gutzwiller constraints”.
Furthermore, the so called ”Gutzwiller Approxima-
tion” [7] — which is exact in the limit of infinite dimen-
sions (where DMFT is exact) — is employed. The min-
imization of the variational energy will be performed by
employing the algorithms derived in Ref. [17].
The basis of our theory is that extending the Hilbert
space by introducing the ghost orbitals does not affect
the physical Hubbard Hamiltonian Hˆ, as all of its terms
involving ghost orbitals are multiplied by 0, see Eq. (2).
The advantage of enlarging the Hilbert space arises ex-
clusively from the fact that the corresponding Ghost-GA
multi-orbital variational space is substantially more rich
with respect to the original GA variational space (where
PˆR acts only on the physical degrees of freedom) [11]. In
this respect, our scheme presents analogies, e.g., with
the solution of the Affleck, Lieb, Kennedy and Tasak
(AKLT) model [8] and with the theories of Matrix Prod-
uct States (MPS) and Projected Entangled Pair States
(PEPS) [9, 10], which are also variational constructions
involving virtual entanglement and local maps [18]. Fur-
ther technical details about the role of the ghost orbitals
are provided in the supplemental material [11].
As shown in previous works, see, e.g., Refs. [14], the
variational energy minimum of Hˆ is realized by a wave
function |ΨG〉 = PˆG|Ψ0〉 where |Ψ0〉 is the ground state
of a quadratic multi band Hamiltonian represented as
Hˆqp =
∑
k
∑
abσ
[R˜˜kR˜† + λ˜]ab f†kaσfkbσ
=
∑
knσ
˜∗kn ψ
†
knσψknσ , (5)
where fkaσ are related to ckaσ by a proper unitary
transformation [12, 14], the matrices R˜ and λ˜ are de-
termined variationally and ˜∗kn are the eigenvalues of
Hˆqp. The states |ΨpGknσ〉 = PˆGψ†knσ|Ψ0〉 and |ΨhGknσ〉 =
PˆGψknσ|Ψ0〉, where ψ†kaσ are the eigen-operators of Hˆqp,
represent excited states of Hˆ [11, 19, 20].
The energy-resolved Green’s function of the physical
degrees of freedom (α = 1) can be evaluated in terms of
the excitations mentioned above [11] and represented as
G(k, ω)=
[
R˜† 1
ω−(R˜˜kR˜†+λ˜)R˜
]
11
=
[
ω−k−Σ(ω)
]−1
,
(6)
where the subscript ”11” indicates that we are interested
only in the physical component α = β = 1 of the Green’s
function. We point out that, since Eq. (6) involves a
matrix inversion [21, 22], the Ghost-GA approximation
Σ(ω) to the physical self-energy is generally a non-linear
function [11] — while it is linear by construction in the
ordinary GA theory. Note also that the poles of G(k, ω)
coincide with the eigenvalues ˜∗kn of Hˆqp, see Eq. (5).
Application to the single-band Hubbard model:— Be-
low we apply our approach to the Hubbard Hamiltonian
[Eq. (2)] at half-filling assuming a semicircular DOS [23],
which corresponds, e.g., to the Bethe lattice in the limit
of infinite connectivity, where DMFT is exact [5]. The
half-bandwidth D will be used as the unit of energy. The
extended Ghost-GA scheme will be applied following the
procedure of Ref. [17], utilizing up to 2 ghost orbitals.
In Fig. 2 is shown the evolution as a function of the
Hubbard interaction strength U of the Ghost-GA total
energy, the local double occupancy and the QP weight
3z. Our results are shown in comparison with the or-
dinary GA theory and with DMFT in combination with
Numerical Renormalization Group (NRG). In particular,
we employed the ”NRG Ljubljana” impurity solver [24].
The agreement between Ghost-GA and DMFT is quan-
titatively remarkable. In particular, the Ghost-GA the-
ory enables us to account for the coexistence region of
the Mott and metallic phases, which is not captured by
the ordinary GA theory. The values of the boundaries of
the coexistence region Uc1 ' 2, Uc2 ' 2.88 are in good
agreement with the DMFT results available in the litera-
ture [25–28], i.e., Uc1 ' 2.39, Uc2 ' 2.94. The Ghost-GA
value of Uc2, which is the actual Mott transition point
at T = 0, is particularly accurate. The method also
gives a reasonable value for the very small energy scale
characterizing the coexistence region, which we can esti-
mate as Tc ' Eins(Uc1)− Emet(Uc1) ' 0.02, consistently
with both DMFT and experiments [29, 30]. We point
out also that, as shown in the second panel of Fig. 2, the
Ghost-GA approach captures the charge fluctuations in
the Mott phase, while this is approximated by the simple
atomic limit (which has zero double occupancy) within
the Brinkman-Rice scenario [31].
Interestingly, while at least 2 ghost orbitals are neces-
sary to obtain the data illustrated above for the Metallic
solution, 1 ghost orbital is sufficient to obtain our re-
sults concerning the Mott phase. Increasing further the
number of ghost orbitals does not lead to any appreciable
difference [11]. As we are going to show, this is connected
with the fact that the electronic structures of the Mott
and the metallic phases are topologically distinct.
Let us now analyze the Ghost-GA single-particle
Green’s function G(, ω), see Eq. (6). In Fig. 3 is
shown the Ghost-GA energy-resolved spectral function
A(, ω) = − 1pi ImG(, ω) in comparison with DMFT [32].
Although the broadening of the bands (scattering rate),
is not captured by our approximation (as it is not cap-
tured by the ordinary GA), the positions and the weights
of the poles of the Ghost-GA spectral function encode
most of the DMFT features, not only at low energies (QP
excitations), but also at high energies (Hubbard bands).
In order to analyze how the spectral properties of the
system emerge within the Ghost-GA theory, it is partic-
ularly convenient to express the QP Hamiltonian [Eq. (5)]
in a gauge where λ˜ is diagonal [33].
In the metallic phase, an explicit Ghost-GA calcula-
tion obtained employing 2 ghost orbitals shows that the
matrices R˜ and λ˜ are represented as follows:
λ˜ij = l δij(δ2i − δ3i) (7)
R˜ij = δj1
(√
z δi1 +
√
h (δi2 + δi3)/
√
2
)
, (8)
where δij is the Kronecker delta, and l, z and h are real
positive numbers determined numerically as in Ref. [17].
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Figure 2: (Color online) Evolution of total energy (up-
per panel), local double occupancy (middle panel) and QP
weight (lower panel) as a function of the Hubbard interaction
strength U for the single-band Hubbard model with semicir-
cular DOS at half-filling. The Ghost-GA results are shown in
comparison with the ordinary GA and with the DMFT+NRG
results. The Ghost-GA boundaries of the coexistence region
Uc1, Uc2 are indicated by vertical dotted lines. Inset: Integral
of Ghost-GA local spectral weight over all frequencies (see
discussion in main text).
The corresponding self-energy, see Eq. (6), is [34]:
Σ(ω) =
ω
1 + 1
z−ω2−l2+2hω2
ω2−l2
= −1− z
z
ω + o(ω2) . (9)
Thus, the variational parameter z of Eq. (8) represents
the QP weight, whose behavior was displayed in the
third panel of Fig. 2. Note that the overall spectral
weight
∫
dω
∫
d ρ()A(, ω), where ρ() is the semicir-
cular DOS, is not z as in the ordinary GA theory, but it
is z+h = [R˜†R˜]11, which is almost equal to 1 for all val-
ues of U (see the inset of the third panel in Fig. 2). The
additional spectral contribution h, which is not present in
the ordinary GA approximation, enables the Ghost-GA
theory to account for the Hubbard bands.
In the Mott phase, an explicit Ghost-GA calculation
obtained employing 1 ghost orbital shows that the ma-
trices R˜ and λ˜ are represented as follows:
λ˜ij = l δij(δ1i − δ2i) (10)
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Figure 3: (Color online) Poles of the Ghost-GA energy-
resolved Green’s function (bullets), see Eq. (6), in compar-
ison with DMFT+NRG. The size of the bullets indicates the
spectral weights of the corresponding poles. Metallic solution
for U = 1, 2.5 and Mott solution for U = 3.5, 5.
R˜ij = δj1
√
h (δi1 + δi2)/
√
2 , (11)
where l and h are real positive numbers determined nu-
merically as in Ref. 17. Note that h = [R˜†R˜]11 ' 1 (see
the inset of the third panel in Fig. 2). The corresponding
self-energy, see Eq. (6), is [34]:
Σ(ω) = −1− h
h
ω +
l2
h
1
ω
. (12)
The pole of the self energy at ω = 0, which is the source
of the Mott gap, is captured by the Ghost-GA theory.
The analysis above clarifies also why, by construction,
within the Ghost-GA approximation the self-energy can
develop poles, see Eqs. (9) and (12), but can not capture
branch-cut singularities on the real axis.
It is important to point out that the Hilbert space ex-
tension that we have introduced in this work has been
essential in order to capture the effect of the electron
correlations on the topology of the excitations — such as
the change of the number of bands at the Mott transition
(between 3 bands in the metallic phase and 2 bands in
the Mott phase). In fact, without extending the Hilbert
space, the ordinary GA theory enables only to renor-
malize and shift the band structure with respect to the
uncorrelated limit U = 0, without affecting its qualita-
tive topological structure. On the other hand, extend-
ing the Hilbert space enables us to relax this constraint,
as G(, ω), see Eq. (6), is variationally allowed to have
any number of distinct poles equal or smaller to the
corresponding total (physical and ghost) number of or-
bitals [11]. It is for this reasons that only 1 ghost (2
orbitals) is sufficient to describe the Mott phase of the
single-band Hubbard model, while at least 2 ghosts (3
orbitals) are necessary in order to describe its metallic
phase — whose spectra includes the QP excitations and
the 2 Hubbard bands. A remarkable aspect of this con-
struction is that, within the Ghost-GA theory, the infor-
mation concerning the spectral function — including the
Hubbard bands — is entirely encoded in only 3 param-
eters (z, h, l) in the Metallic phase, and in 2 parameters
(h, l) in the Mott phase, see Eqs. (7), (8), (10), (11).
Conclusions:— We derived a unified theoretical pic-
ture for excitations in Mott systems based on a general-
ization of the GA, which captures not only the low-energy
QP excitations, but also the Hubbard bands. The essen-
tial idea consists in extending the Hilbert space of the
system by introducing auxiliary ”ghost” orbitals. This
construction enables us to express analytically many im-
portant features of both types of excitations in terms of
the bare DOS of the uncorrelated system and a few renor-
malization parameters, in a similar fashion as for the QP
excitations in Landau theory of Fermi liquids. In par-
ticular, this idea provides us with a conceptual picture
which assigns naturally a Bloch character to the Hub-
bard bands even in Mott insulators. In this respect, we
note that our theory presents a few suggestive analogies
with the interesting (but rather speculative) idea of ”hid-
den Fermi liquid” previously introduced by P. W. Ander-
son [35] within the context of the BCS wave function (for
superconductors) and the Laughlin’s Jastrow wave func-
tion (for the Fractional Hall Effect). In fact, they both
propose a descriptions of non-Fermi liquid states related
to ordinary Fermi liquids residing in unphysical Hilbert
spaces, see, e.g., Ref. [36]. From the computational per-
spective, our Ghost-GA theory constitutes a very promis-
ing tool for ab-initio calculations in combination with
Density Functional Theory (DFT) [14, 16, 37–39], as it
is substantially more accurate with respect to the ordi-
nary GA approximation, without much additional com-
putational cost. In fact, within the numerical scheme
described in Refs. [14, 17], our theory results in solving
iteratively a finite impurity model, where the number of
bath sites grows linearly with the total number of ghost
orbitals [11]. Since there exist numerous available tech-
niques enabling to solve efficiently this auxiliary problem,
see, e.g., Refs. [40–44], this opens an exciting avenue for
realistic modeling of many challenging materials, includ-
ing predictions of ARPES spectra for complex orbitally-
selective Mott insulators. Furthermore, since the Ghost-
GA theory is based on the multi-orbital GA [14, 17], it
5can be straightforwardly generalized to finite tempera-
tures [45–47], to non-equilibrium problems [48, 49], and
to calculate linear response functions [50]. For the same
reason, the Ghost-GA theory can be also straightfor-
wardly reformulated [12, 14, 51] in terms of the rota-
tionally invariant slave boson (RISB) theory [11, 52, 53],
whose exact operatorial foundation recently derived in
Ref. [17] constitutes a starting point to calculate further
corrections [54]. It would be also interesting to apply the
ghost-orbital Hilbert space extension in combination with
the Variational Monte Carlo method [55] or the general-
ization of the GA to finite dimensions of Ref. [56], which
might lead to a more accurate description of strongly
correlated electron systems even beyond the DMFT ap-
proximation.
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1Supplemental Material:
Emergent Bloch Excitations in Mott Matter
In this supplemental material we summarize several technical details concerning the Ghost-GA
method, including the numerical implementation and an alternative reformulation in terms of Ro-
tationally Invariant Slave Boson (RISB) theory. Furthermore, we discuss the Ghost-GA solution of
the Hubbard model utilizing up to 3 ghost orbitals (i.e., 2 additional ghost orbitals with respect to
the main text) in all regimes of interaction strength. Finally, we show calculations of the Hubbard
model away from half-filling and of the single-orbital Anderson Impurity Model.
I. TECHNICAL DETAILS ABOUT GHOST-GA THEORY
A. Introduction
Let us consider a generic multi-orbital Hubbard Hamiltonian represented as
Hˆ =
∑
RR′
ν˜∑
α,β=1
tαβRR′ c
†
RαcR′β +
∑
R
Hˆ locR =
∑
k
ν˜∑
α,β=1
αβk c
†
kαckβ +
∑
R
Hˆ locR , (1)
where ν˜ is the total number of Fermionic degrees of freedom (both spin and orbital), and Hˆ locR is a generic local
operator (i.e., any operator that can be expressed in terms of operators {c†Rα, cRβ} with fixed label R).
The multi-orbital Gutzwiller Approximation [1–5] (GA) consists in minimizing the expectation value of Hˆ with
respect the most general Gutzwiller wave function:
|ΨG〉 = PˆG|Ψ0〉 , (2)
where |Ψ0〉 is the most general Slater determinant, PˆG =
∏
R PˆR, and PˆR is the most general map acting over all of
the local degrees of freedom labeled by R. As discussed in Ref. [4], it is convenient to represent PˆR in a ”mixed basis”
representation as follows:
PˆR =
2ν˜−1∑
A,n=0
Λ˜An |A,R〉〈n,R| , (3)
where
|A,R〉 = [c†R1]q1(A) ... [c†Rν˜ ]qν˜(A) |0〉 , A ∈ {0, ..., 2ν˜ − 1} (4)
〈n,R| = 〈0| [fRν˜ ]qν˜(n) ... [fR1]q1(n) , n ∈ {0, ..., 2ν˜ − 1} , (5)
the occupation numbers q1(l), ..., qν˜(l) are the digits of a generic integer l ∈ {0, ..., 2ν˜ − 1} in basis 2, and the ladder
operators f†Ra are related to c
†
Rα through a unitary transformation such that
〈Ψ0| f†RafRb |Ψ0〉 ∝ δab ∀ a, b ∈ {1, ..., ν˜} . (6)
The variational wave function is restricted by the following conditions:
〈Ψ0| Pˆ†RPˆR |Ψ0〉 = 〈Ψ0|Ψ0〉 (7)
〈Ψ0| Pˆ†RPˆR f†RαfRβ |Ψ0〉 = 〈Ψ0| f†RαfRβ |Ψ0〉 ∀α, β = 1, ..., ν˜ , (8)
which are commonly called ”Gutzwiller constraints”. Furthermore, the ”Gutzwiller Approximation”, which becomes
exact in the limit of infinite dimension [1] — where Dynamical Mean Field Theory (DMFT) is exact [6] — is assumed.
As shown in previous works, see, e.g., Refs. [2, 7], the accuracy of the Gutzwiller method is improved substantially
when the operator PˆG (Gutzwiller projector) is allowed to act also beyond the space generated by the correlated degrees
of freedom. The main technical idea underlying the Ghost-GA theory presented in this work consists essentially in
creating new auxiliary (inert) orbitals with the sole purpose of enriching the variational space without changing its
formal structure (i.e., a Gutzwiller-projected Slater determinant). Of course, as the ordinary GA, the Ghost-GA
theory exploits the so called ”Gutzwiller Approximation” [1], which becomes exact in the limit of infinite dimension
(where DMFT is exact). Thus, in summary, the Ghost-GA theory consists in an improved variational approximation
to DMFT realized by enlarging the ordinary GA variational space.
Further details about the role of the ghost orbitals are provided in the subsections below.
2B. Functional formulation of the Gutzwiller energy minimization
As discussed in the main text, all of our calculations of the single band Hubbard Hamiltonian [see Eq. 1 of the
main text] have been performed by applying the ordinary multi-orbital Gutzwiller theory to the same Hamiltonian
”embedded” within the extended Hilbert space obtained by introducing auxiliary ghost orbitals [see Eq. 2 of the main
text]. Specifically, we have employed the numerical procedure derived in described in Refs. [4, 8], which we summarize
below for completeness.
For simplicity, the theory will be formulated here assuming a translationally invariant Gutzwiller solution. As
shown in Refs. [4, 8], the minimization of the expectation value of a generic multi-orbital Hamiltonian represented
as in Eq. (1) with respect to the Gutzwiller wave function can be conveniently formulated in terms of the following
Lagrange function:
L[Ψ0, E; Φ, Ec; R,R†, λ; D,D†, λc; ∆] = 1N 〈Ψ0| Hˆqp[R,R
†;λ] |Ψ0〉+ E(1−〈Ψ0|Ψ0〉)
+
[
〈Φ| Hˆemb[D,D†;λc] |Φ〉+ Ec(1− 〈Φ|Φ〉)
]
−
 ν˜∑
a,b=1
(λab + λ
c
ab) ∆ab +
ν˜∑
c,a,α=1
(
DaαRcα [∆(1−∆)]
1
2
ca + c.c.
) , (9)
where N is the total number of k points, E and Ec are real numbers, ∆, λc and λ are Hermitian matrices, D and R are
generic complex matrices. The auxiliary Hamiltonians Hˆqp and Hˆemb, which are called ”quasiparticle Hamiltonian”
and ”Embedding Hamiltonian”, respectively, are defined as follows:
Hˆqp =
∑
k
ν˜∑
a,b=1
[RkR† + λ]ab f†kafkb = ∑
k
ν˜∑
n=1
∗kn ψ
†
knψkn (10)
Hˆemb = Hˆ
loc[{cˆ†α}, {cˆα}] +
ν˜∑
a,α=1
(
Daα cˆ†αfˆa + H.c.
)
+
ν˜∑
a,b=1
λcab fˆb fˆ
†
a . (11)
The auxiliary Fermionic Hamiltonian Hˆemb, which was introduced in Ref. [4], enables us to exploit techniques such
as those developed in quantum chemistry in order to tackle the energy minimization problem. The state |Φ〉, see
Eq. (9), is the most general many-body state — with ν˜ electrons — belonging to the auxiliary embedding Hilbert
space mentioned above.
C. Connection between embedding state |Φ〉 and Gutzwiller variational parameters
Let us consider the following expansion of the most general state |Φ〉:
|Φ〉 ≡
2ν˜−1∑
A,n=0
ei
pi
2Nn(Nn−1)φ˜An [cˆ
†
1]
q1(A) ... [cˆ†ν˜ ]
qν˜(A) [fˆ1 ]
q1(n) ... [fˆν˜ ]
qν˜(n) |0¯〉 , (12)
where A,n ∈ {0, ..., 2ν˜ − 1}, Nn =
∑ν˜
a=1 qa(n) and |0¯〉 = [fˆ†1 ] ... [fˆ†ν˜ ] |0〉.
For later convenience, it is important to point out that, as shown in Ref. [4], the matrix φ˜ with entries φ˜An is
connected with the Gutzwiller variational parameters as follows:
φ˜ = Λ˜
√
P 0 , (13)
where Λ˜ is the matrix defining PˆR as in Eq. (3), P 0 is 2ν˜ × 2ν˜ matrix with entries
P 0nm = 〈Ψ0| [fRν˜ ]qν˜(n) ... [fR1]q1(n) [f†R1]q1(m) ... [f†Rν˜ ]qν˜(m) |Ψ0〉 , (14)
and n,m ∈ {0, ..., 2ν˜ − 1}. Note that, because of Eq. (6), P 0 is diagonal.
3D. Gutzwiller Lagrange equations in the standard multi-orbital GA
Following Ref. [4], in order to take into account the fact that ∆, λc and λ are Hermitian matrices we introduce the
following parametrizations:
∆ =
ν˜2∑
s=1
ds
ths (15)
λc =
ν˜2∑
s=1
lcs hs (16)
λ =
ν˜2∑
s=1
ls hs (17)
R =
ν˜2∑
s=1
rs hs (18)
where the set of matrices hs is an orthonormal basis of the space of Hermitian matrices with dimension ν,
ths are
the corresponding transposed matrices, and ds, l
c
s and ls are real numbers, while rs are complex numbers. The
above-mentioned orthonormality is defined with respect to the standard scalar product (A,B) ≡ Tr[A†B].
It can be readily shown that the saddle-point conditions of L, see Eq. (9), with respect to all of its arguments
provides the following system of Lagrange equations:
1
N
∑
k
[
f
(RkR† + λ) ]ba = ∆ab (19)
1
N
∑
k
[
kR† f
(RkR† + λ) ]αa = ∑
c
Dcα [∆ (1−∆)]
1
2
ac (20)∑
cbα
∂
∂dps
[∆ (1−∆)] 12cbDbαRcα + c.c. + [l + lc]s = 0 (21)
Hˆemb[D, λc] |Φ〉 = Ec |Φ〉 (22)[F (1)]
αa
≡ 〈Φ| cˆ†αfˆa |Φ〉 −
∑
c
[∆ (1−∆)] 12ca [R]cα = 0 (23)[F (2)]
ab
≡ 〈Φ| fˆb fˆ†a |Φ〉 − [∆]ab = 0 , (24)
where the function f appearing in Eqs. (19) and (20) is the Fermi function at zero temperature (T = 0).
The solution of the equations above can be obtained numerically employing the following procedure [4]. (I) Given
a set of coefficients rs and ls, determine the corresponding matrices R and λ using Eqs. (17) and (18), and calculate
∆ using Eq. (19). (II) Calculate D by inverting Eq. (20). (III) Calculate the coefficients lcs using Eq. (21) and the
corresponding matrix λc using Eq. (16). (IV) Construct the embedding Hamiltonian Hˆemb and compute its ground
state |Φ〉, see Eq. (22), within the subspace with ν electrons. (V) Determine the left members of Eqs. (23) and (24).
The equations (23) and (24) are satisfied if and only if the coefficients rs and ls proposed at the first of the steps
above identify a solution of the GA Lagrange function. The steps above enable us to reduce the solution of the GA
Lagrange equations to a root problem, which can be formally represented as
(F (1)(r, l),F (2)(r, l)) = 0 , (25)
that can be readily solved numerically, e.g., using the quasi-Newton method.
All of the expectation values with respect to the Gutzwiller wavefunction can be readily expressed in terms of the
states |Φ〉 and |Ψ0〉 obtained after convergence.
E. Proof that the solution of the Ghost-GA equations is disentangled from the auxiliary ghost subsystem
As explained in the main text, the Ghost-GA theory is formulated by embedding the Hamiltonian Hˆ within an
extended Hilbert space, which includes also auxiliary (ghost) Fermionic degrees of freedom. Such a procedure is
4obviously licit, as the inequality underlying the variational principle, i.e.,
〈Ψ| Hˆ |Ψ〉 ≥ E0 , (26)
where E0 is the ground state energy of Hˆ, remains valid even if |Ψ〉 is a generic state of the extended Hilbert space.
Since Hˆ lives only within the physical subsystem, we already know a-priori that the exact ground state (which
realizes the above variational minimum) has to be disentangled from the auxiliary degrees of freedom. Here we
demonstrate that, indeed, this condition is satisfied exactly by our converged Ghost-GA solution |ΨG〉 = PˆG|Ψ0〉.
Let us assume that among the ν˜ Fermionic degrees of freedom in Hˆ, see Eq. (1), only ν are physical, while the
other ν˜ − ν degrees of freedom are ghost modes. In other words, Hˆ is constructed utilizing only the physical ladder
operators {c†Rα, cRα |α ∈ {1, ..., ν}} (which implies, in particular, that [k]αβ = 0∀ k, ∀α, β > ν).
It is convenient to represent the Gutzwiller local maps PˆR as follows:
PˆR =
2ν˜−1∑
A,n=0
Λ˜An |A,R〉〈n,R| =
2ν−1∑
P=0
2ν˜−ν−1∑
P ′=0
2ν˜−1∑
n=0
Λ˜(P,P ′)n |(P, P ′), R〉〈n,R| , (27)
where
|(P, P ′), R〉 = [c†R1]q1(P ) ... [c†Rν ]qν(P ) [c†Rν+1]q1(P
′) ... [c†R,ν˜ ]
qν˜(P
′) |0〉 . (28)
As we are going to show, since Hˆ depends only on the physical degrees of freedom, i.e., it is constructed utilizing only
the physical operators {c†Rα, cRα |α ∈ {1, ..., ν}}, the coefficients defining the Gutzwiller projector are of the form:
Λ˜(P,P ′)n = ΛPn ξP ′ . (29)
Consequently, the converged Ghost-GA solution |ΨG〉 = PˆG|Ψ0〉 can be represented as
|ΨG〉 = |ΨphysG 〉 ⊗ |ΨghostG 〉 , (30)
where |ΨphysG 〉, which resides entirely within the physical subsystem, and |ΨghostG 〉, which resides entirely within the
ghost subsystem, are disentangled.
Let us now demonstrate Eq. (29). Since we assumed that [k]αβ = 0∀ k, ∀α, β > ν, from Eq. (20) it follows that
Daα = 0 ∀α > ν . (31)
Consequently, the ground state |Φ〉 of Hˆemb, see Eq. (11), is such that the subsystem generated by the ghost degrees
of freedom {c†Rα, cRα |α > ν} is disentangled from the rest of the embedding system. Thus, from Eq. (12) it follows
that the matrix φ˜ can be represented as
φ˜(P,P ′)n = φPn ξP ′ . (32)
The proof of Eq. (29) (and, in turn, of Eq. (30)) follows immediately from Eqs. (32) and (13).
In summary, we have shown that the Ghost-GA solution, see Eq. (2), does not have any spurious entanglement
with the auxiliary ghost degrees of freedom (as expected).
F. Exploiting Eq. (30) numerically
Since we know a-priori that Eq. (30) must be satisfied by the converged result, it is computationally convenient to
impose from the onset this condition onto the Ghost-GA variational parameters.
• The first simplification due to Eq. (30) arises from the fact that from Eq. (31) implies that
〈Φ| cˆ†αfˆa |Φ〉 = 0 ∀α > ν . (33)
Consequently, from Eq. (23) it follows that
Raα = 0 ∀α > ν . (34)
This equation enables us to reduce substantially the computational complexity of the root problem [Eq. (25)],
as the dimension of the space of matrices satisfying Eq. (34) has only dimension νν˜ instead of ν˜2, see Eq. (18).
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• The second simplification arises from the fact that, because of Eq. (31), the embedding Hamiltonian [Eq. (11)] is
such that its subsystem generated by {cˆ†Rα, cˆRα |α ∈ {1, ..., ν}} ∪ {fˆ†Ra, fˆRa | a ∈ {1, ..., ν˜}} is disentangled from
the ghost degrees of freedom {cˆ†Rα, cˆRα |α > ν}. Consequently, it can be solved independently.
These observations reduce exponentially the scaling of the computational complexity of the problem as a function
of the number of ghost orbitals used in the calculation.
G. Similarities with theory of Matrix Product States (MPS) and Projected Entangled Pair States (PEPS)
In the previous subsections we have shown that the Ghost-GA wavefunction |ΨG〉 = PˆG|Ψ0〉 is disentangled from
the auxiliary subsystem. However, as we pointed out in the main text, |Ψ0〉 resides within the entire Hilbert space —
including the ghost degrees of freedom. In other words, the Gutzwiller operator PˆG =
∏
R PˆR maps |Ψ0〉 — which is
entangled with the auxiliary subsystem — into the a disentangled state represented as in Eq. (30). It is interesting to
note that, in this respect, the Ghost-GA variational framework is very similar to the theory of Matrix Product States
(MPS) and Projected Entangled Pair States (PEPS) [9, 10].
As we are going to show, the main differences between the Ghost-GA theory and MPS/PEPS are the following:
• Within the Ghost-GA theory, the local maps (i.e., the Gutzwiller projectors PˆR) act on a generic ”virtual”
Slater determinant |Ψ0〉 belonging to an extended Hilbert space, which is determined variationally.
• Instead, MPS/PEPS are variational techniques formulated by applying local maps to fixed ”pair states”, which
are also constructed within an extended Hilbert space [9].
In this respect, the variational ansatz represented in Eq. (2) constitutes an extension of the MPS/PEPS variational
space. Of course, as we pointed out above and in the main text, in our work we have also assumed the Gutzwiller
Approximation [1] (which is exact only in the limit of infinite dimensions) and the Gutziller constraints, see Eq. (8) —
which are approximations not employed in MPS/PEPS theory. Because of this reason, while our approach constitutes
a variationally improved scheme with respect to the ordinary GA, it is not ”numerically exact”.
In order to illustrate more clearly the connection between the Ghost-GA theory and MPS/PEPS, let us consider
a generic 1-dimensional Fermionic system belonging to a Hilbert space represented as H := ⊗ΩR=1HR, where each
local subsystem HR is generated by a set of Fermionic operators {f†Rα}, where a ∈ {1, ..., ν˜}. In this subsection we
are going to assume also that ν˜ is even. Following, e.g., Ref. [9], let us consider the following state:
|Ψ0〉 =
Ω⊗
R=1
|BR〉 , (35)
which is a tensor product of maximally entangled ”bonds” represented as
|BR〉 =
ν¯
2∏
a=1
1√
2
[
f†Ra + f
†
R+1 a+ ν˜2
]
|0〉 , (36)
where f†RΩ+1 = f
†
R1. Note that the state |Ψ0〉 defined in Eq. (35) is a Slater determinant.
Let us now assume that only ν < ν˜2 of the degrees of freedom are physical, i.e., that we are interested in the ground
state of a Hamiltonian Hˆ constructed only with the operators {c†Rα, cRα |α ∈ {1, ..., ν}}, which are connected to the
operators {f†Ra, fRa | a ∈ {1, ..., ν˜}} by unitary transformations
c†Rα =
ν˜∑
a=1
[uR]aα f
†
Ra . (37)
6As in Sec. I E, in order to construct a variational approximation of the ground state of Hˆ, we apply on |Ψ0〉 a
Gutzwiller operator PˆG =
∏
R PˆR, see Fig. 1, where PˆR is the most general map acting over all of the local degrees
of freedom labeled by R represented as follows:
PˆR =
2ν˜−1∑
A,n=0
Λ˜An |A,R〉〈n,R| =
2ν−1∑
P=0
2ν˜−ν−1∑
P ′=0
2ν˜−1∑
n=0
Λ˜(P,P ′)n |(P, P ′), R〉〈n,R| , (38)
where
|(P, P ′), R〉 = [c†R1]q1(P ) ... [c†Rν ]qν(P ) [c†Rν+1]q1(P
′) ... [c†R,ν˜ ]
qν˜(P
′) |0〉 , (39)
and the coefficients defining the Gutzwiller projector are of the form:
Λ˜(P,P ′)n = ΛPn ξP ′ . (40)
Following Ref. [9], it can be readily verified by inspection that the so obtained state |ΨG〉 = PˆG|Ψ0〉 can be represented
as follows:
|ΨG〉 = |ΨphysG 〉 ⊗ |ΨghostG 〉 , (41)
where |ΨphysG 〉 is a MPS with bond dimension 2ν˜ , which resides entirely within the physical subsystem.
In particular, the observation above clarifies that, within the Ghost-GA variational ansatz, increasing the number
of ghost orbitals amounts essentially to increase the so-called ”bond dimension” [9], which is the parameter controlling
the accuracy of the variational ansatz also in MPS/PEPS. However, we remark that within the Ghost-GA theory the
state |Ψ0〉 is variationally determined, i.e., it is not restricted to the form [Eq. (36)]. In future works, it would be
interesting to apply the ghost-orbital Hilbert space extension without employing the Gutzwiller constraints and the
Gutzwiller approximations, e.g., utilizing the Variational Monte Carlo method [11].
II. GHOST-GA EXCITATIONS FROM VARIATIONAL PARAMETERS
A. Gutzwiller excitations and ARPES spectra in the standard multi-orbital GA
Let us assume that the Gutzwiller energy minimum is realized by a solution of Eqs. (19)-(24) identified by the
variational parameters |Ψ0〉, E, |Φ〉, Ec,R, λ,D, λc,∆. Thus, |Ψ0〉 is the ground state of Hˆqp corresponding to the
parameters R, λ, see Eq. (10). Such a solution corresponds to a Gutzwiller wavefunction which can be represented as
|ΨG〉 = PˆG|Ψ0〉 , (42)
see Eq. (2). It is important to observe that, in the thermodynamical limit N → ∞, Eqs. (19)-(24) are satisfied also
by ψ†kn|Ψ0〉, E + ∗kn, |Φ〉, Ec,R, λ,D, λc,∆, where ψ†kn is any eigenoperator of Hˆqp[R, λ], see Eq. (10), and ∗kn is the
corresponding eigenvalue. Each one of the corresponding Gutzwiller states can be represented as
|ΨpGkn〉 = PˆG ψ†kn|Ψ0〉 . (43)
Similarly, Eqs. (19)-(24) are satisfied also by ψkn|Ψ0〉, E − ∗kn, |Φ〉, Ec,R, λ,D, λc,∆, which correspond to Gutzwiller
states represented as
|ΨhGkn〉 = PˆG ψkn|Ψ0〉 . (44)
Since the states [Eqs. (43) and (44)] correspond to saddle points of the Gutzwiller energy functional, they can
be interpreted as variational approximations to many-body excitations of the system (with a number of particles
differing by 1 with respect to the ground state). It is important to note that each one of these states is connected to
a single-particle excitation of Hˆqp through the action of the many-body operator PˆG. Thus, these states represent
complex collective excitations of the system, which are commonly called ”Gutzwiller-Landau quasiparticles” [12].
As pointed out in previous publications, see, e.g., Ref. [13] and the references therein, this information allows us to
evaluate the Gutzwiller ARPES spectra, which is defined as follows:
Aαβ(k, ω) = 〈ΨG| ckα δ(ω − Hˆ) c†kβ |ΨG〉+ 〈ΨG| c†kβ δ(ω + Hˆ) ckα |ΨG〉 . (45)
7The main idea in order to evaluate approximately Eq. (45) consists in inserting projectors over the Gutzwiller-Landau
quasiparticle states
∑
n |ΨpGkn〉〈ΨpGkn| and
∑
n |ΨhGkn〉〈ΨhGkn| (see Eqs. (43) and (44)) in Eq. (45) and use the following
identities:
〈Ψ0|ψkn Pˆ†G c†kβ PˆG |Ψ0〉 =
∑
b
Rbβ 〈Ψ0|ψkn f†kβ |Ψ0〉 (46)
〈Ψ0| Pˆ†G ckα PˆG ψ†kn |Ψ0〉 =
∑
a
R†αa 〈Ψ0| fka ψ†kn |Ψ0〉 , (47)
where fka are the operators appearing in Eq. (10). From the identities above one can readily obtain [13]:
Aαβ(k, ω) '
∑
nm
〈ΨG| ckα |ΨpGkn〉〈ΨpGkn| δ(ω − Hˆ) |ΨpGkm〉〈ΨpGkm| c†kβ |ΨG〉
+
∑
nm
〈ΨG| c†kα |ΨhGkn〉〈ΨhGkn| δ(ω + Hˆ) |ΨhGkm〉〈ΨhGkm| ckβ |ΨG〉
=
[R† δ(ω − [RkR† + λ])R]αβ . (48)
Note that, in general, [Eqs (44) and (44)] are not a complete basis. In fact, we have that, within the approximations
employed in Eq. (48), ∫ ∞
−∞
dω Aαβ(k, ω) = [R†R]αβ = Zαβ . (49)
Within the standard GA theory, the interpretation of Z as the matrix of quasiparticle weights is motivated by the
fact that the Green’s function corresponding to Eq. (48) is
Gαβ(ω) =
∫ ∞
−∞
d
Aαβ(k, ω)
ω −  =
[
R† 1
ω − [RkR† + λ] R
]
αβ
=
[
1
ω − k − Σ(ω)
]
αβ
. (50)
Thus, if R is invertible, it can be straightforwardly verified that:
Σ(ω) = −ω 1− Z
Z
+
1
R λ
1
R† . (51)
It is very important to note that Eq. (51), which provides a linear expression for the self-energy as a function of the
frequency ω, is valid only if R is invertible. However, we already know that this condition is not satisfied within the
Ghost-GA theory, see Eq. (34). This important point will be further stressed in the next subsection.
B. Gutzwiller excitations and ARPES spectra in the Ghost-GA theory
As explained in the main text and in the previous section of the present supplemental material, the Ghost-GA
theory consists in applying the ordinary multi-orbital Gutzwiller theory to the Hamiltonian ”embedded” within the
extended Hilbert space obtained by introducing auxiliary ghost orbitals. The only difference with respect to the
ordinary theory is that, as shown in the main text, utilizing the enlarged Gutzwiller variational space leads to a better
approximation to the ground state |ΨG〉 and to the excited states |ΨpGkn〉 and |ΨhGkn〉, see Eqs. (43) and (44), which
are all saddle points of the Ghost-GA energy functional.
Let us consider again the Hamiltonian Hˆ, see Eq. (1), embedded within an enlarged Hilbert space. In other words,
we assume that Hˆ is constructed utilizing only the physical ladder operators {c†Rα, cRα |α ∈ {1, ..., ν}} (which implies,
in particular, that [k]αβ = 0∀ k, ∀α, β > ν).
The Ghost-GA spectral function of the system is given by the components of the spectral function
Aαβ(k, ω) = 〈ΨG| ckα δ(ω − Hˆ) c†kβ |ΨG〉+ 〈ΨG| c†kβ δ(ω + Hˆ) ckα |ΨG〉 (52)
such that α, β ∈ {1, ..., ν}. The same steps utilized in the previous section lead to the following approximation to the
physical Green’s function:
Gαβ(ω) =
∫ ∞
−∞
d
Aαβ(k, ω)
ω −  '
[
R˜† 1
ω − [R˜˜kR˜† + λ˜]
R˜
]
αβ
, (53)
8Note also that, as expected, from Eqs. (34) and (53) it follows that
Gαβ(ω) = 0 ∀α, β > ν , (54)
i.e., only the physical components of the Green’s function are non-zero.
The Ghost-GA physical self-energy is given, by definition, by the Dyson equation, i.e., it is the function Σ(ω)
satisfying the following equation:
Gαβ(ω) =
[
1
ω − k − Σ(ω)
]
αβ
∀α, β ≤ ν , (55)
where Gαβ(ω) is given by Eq. (53). It is important to note that, as pointed out above and in the main text, R is
not invertible, see Eq. (34). Consequently, the Ghost-GA self-energy Σ(ω) defined above is not necessarily a linear
function of the frequency ω.
Remarkably, Eq. (55) provides us with an analytical expression for the Ghost-GA spectral function A(k, ω) in
terms of the bare physical dispersion k and a few renormalization parameters, i.e., the matrices R˜ and λ˜. Of course,
the entries of R˜ and λ˜ depend on the specific system considered, as they have to be calculated numerically from
Eqs (19)-(24). In particular, Eqs. 8-13 of the main text have been obtained from Eq. (55).
Note that, within the context of the Ghost-GA theory, the excited states |ΨpGkn〉 and |ΨhGkn〉 are constructed by
applying the Gutzwiller projector to states belonging to the extended Hilbert space. In this respect, these mathe-
matical form of these states present suggestive formal analogies with the ”hidden Fermi liquid” excitations previously
introduced by P. W. Anderson [14, 15].
We point out also that the construction above is not specific to the single band Hubbard Hamiltonian considered
in this work, as it can be straightforwardly applied to generic Hubbard Hamiltonian — with an arbitrary number of
physical orbitals.
III. ADDITIONAL REMARKS ABOUT THE BENCHMARK CALCULATIONS OF THE SINGLE
BAND HUBBARD MODEL
A. Behavior of the Ghost-GA self-energy
As discussed in the main text, the Ghost-GA self-energy of the single band Hubbard Hamiltonian can be represented
as follows in the metallic phase:
Σ(ω) =
ω
1 + 1
z−ω2−l2+2hω2
ω2−l2
= −1− z
z
ω + o(ω2) (56)
while it can be represented as follows in the Mott phase:
Σ(ω) = −1− h
h
ω +
l2
h
1
ω
. (57)
The values of the parameters z and h evolve as illustrated in Fig. 2 of the main text. The behavior of the Ghost-GA
self-energy is shown in Fig. 2 in comparison with DMFT.
As discussed in the main text, some of the main features of the self energy are captured by Eqs. (56) and (57).
The differences with respect to the DMFT solution arise mostly from the fact that within the Ghost-GA theory,
by construction, the self-energy can develop only poles, see Eqs. (56) and (57), but can not capture branch-cut
singularities on the real axis. In other words, the so-called ”scattering rate” is not captured by our approximation (as
it is not captured by the ordinary GA).
It is interesting to observe that in the limit of U → 0 we have z → 1 and h → 0. Thus, from Eq. (56) we deduce
that limU→0 Σ(ω) → 0 ∀ω, i.e., the uncorrelated limit is described exactly by our theory. Note that this result is to
be expected as, by construction, the Ghost-GA variational space includes all of the Slater determinants.
B. Ghost-GA solution utilizing 3 ghost orbitals
In this work, the accuracy of the Ghost-GA theory has been explicitly demonstrated (in all regimes of interaction
strength) on the single-band Hubbard Model for a semi-circular density of states (DOS) — which corresponds, e.g.,
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Figure 2: Behaviour of the Ghost-GA self-energy Σ(ω) obtained utilizing 2 ghost orbitals at U = 2.5 (metallic phase) and 1
ghost orbital at U = 3.5 (Mott-insulator phase), in comparison with DMFT.
to the Bethe lattice in the limit of infinite coordination number, where DMFT is exact. Specifically, the calculations
discussed in the main text were performed using 2 ghost orbitals in the metallic phase and 1 ghost orbital in the Mott
phase, as this was the minimal ghost extension enabling us to capture the main features of the ARPES spectra and
of the T = 0 phase diagram of the system. In this section we are going to discuss how the Ghost-GA result depends
on the number of ghost orbitals used in the calculations.
The Ghost-GA physical Green’s function of the single-band Hubbard model
G(ω) =
[
R˜† 1
ω − [R˜˜kR˜† + λ˜]
R˜
]
11
, (58)
see the third member of Eq. (53), is analytical by construction everywhere over the upper-half plane, and has poles
over the eigenvalues ˜∗kn of:
Hˆqp =
∑
kσ
∑
ab
[R˜˜kR˜† + λ˜]ab f†kaσfkbσ = ∑
kσ
∑
n
˜∗kn ψ
†
knσψknσ . (59)
However, the physical spectral weights of these poles is generally not 1 because of the presence of the renormalization
coefficients R˜ in Eq. (58).
As mentioned in the main text, if 2 ghost orbitals are used to study the Mott phase of the Hubbard model, all
of the results, including both the ground state properties and the ARPES spectra, remain essentially unchanged. In
particular, even though Hˆqp has 3 bands (by construction), the converged values of the renormalization parameters
are such that one of these bands is flat and acquires spectral weight 0 (i.e., it does not contribute to the ARPES
spectra), while the other 2 bands do not display any visible difference with respect to those computed using only 1
ghost orbital. Here we show that, as expected, the same mechanism occurs when 3 ghost orbitals are used to describe
the system, both in the metallic and in the insulating phases of the single-band Hubbard model with semicircular
DOS at half-filling.
In Figs. 3 and 4 the Ghost-GA energy-resolved spectral function A(, ω) = − 1pi ImG(, ω), see Eq. (58) is analyzed for
2 values of U in comparison with the Ghost-GA quasiparticle spectral function Tr
[
δ(ω− [R˜ ˜ R˜†+ λ˜])] = ∑n δ(ω− ˜∗n),
see Eq. (59). The Ghost-GA results obtained in the main text — utilizing 2 ghost orbitals in the metallic phase and
1 ghost orbital in the Mott phase — are compared with the results obtained using 3 ghost orbitals for both phases.
This analysis shows that, in all cases analyzed so far, increasing the number of orbitals (ghost plus physical) beyond
the minimal number necessary in order to match the number of bands in the system does not affect the physical
10
Figure 3: Poles of the physical Ghost-GA energy-resolved Green’s function (left panels) and bands of the Ghost-GA quasiparticle
Hamiltonian obtained in the main text utilizing 1 ghost orbital (upper panels) and 3 ghost orbitals (lower panels) at U = 1
(metallic phase). The size of the bullets indicates the spectral weights of the corresponding poles.
Figure 4: Poles of the physical Ghost-GA energy-resolved Green’s function (left panels) and bands of the Ghost-GA quasiparticle
Hamiltonian obtained in the main text utilizing 1 ghost orbital (upper panels) and 3 ghost orbitals (lower panels) at U = 5
(Mott phase). The size of the bullets indicates the spectral weights of the corresponding poles.
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Figure 5: Evolution of total energy, local double occupancy, QP weight and local occupancy for the single-band Hubbard model
with semicircular DOS as a function of the Hubbard chemical potential µ, for different values of interaction strength U . The
Ghost-GA results (blue curves) are shown in comparison with the ordinary GA and with the DMFT+NRG results.
spectral function A(, ω). In particular, in the results shown in Figs. 3 and 4 we observe that the physical spectral
function obtained with 3 ghost orbitals displays 1 flat band with zero spectral weight in the metallic phase, while it
displays 2 degenerate flat bands with 0 spectral weight in the Mott phase.
C. Benchmark calculations of the single-band Hubbard model away from half-filling
In order to study the Hubbard Hamiltonian away from half filling, here we work in the grand-canonical ensemble,
i.e., we study the following Hamiltonian:
∑
kσ
k c
†
k1σck1σ +
∑
R
U nˆR1↑nˆR1↓ +
(
µ− U
2
) ∑
Rσ
nˆR1σ . (60)
Note that Eq. (60) is represented in such a way that the particle-hole symmetric case (half-filling) corresponds to
µ = 0. In Fig. 5 is shown the evolution as a function of the chemical potential µ of the total energy, the local
double occupancy, the QP weight z and the local occupancy, for 2 values of the Hubbard interaction strength U . The
Ghost-GA results are shown in comparison with the ordinary GA theory and with DMFT.
As in the case of half filling considered above and in the main text, the agreement between Ghost-GA and DMFT
is quantitatively remarkable.
IV. GHOST-GA BENCHMARK CALCULATIONS OF THE SINGLE-ORBITAL ANDERSON
IMPURITY MODEL
In order to provide further evidence of the quality the Ghost-GA theory and, in turn, to further validate the results
provided in the main text, in this section we provide also benchmark calculations of the single-band Anderson Impurity
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Figure 6: Evolution as a function of the Hubbard interaction strength U of the impurity double occupancy and the QP weight
z. The Ghost-GA results obtained by adding 2 ghost orbitals on the impurity site (blue curves) are shown in comparison with
the ordinary GA theory and with NRG.
Model (AIM).
Hˆimp =
U
2
[
1−
∑
σ
c†0σc0σ
]2
+
∑
σ=± 12
∑
k
(
Vk c
†
kσc0σ + H.c.
)
+
∑
σ=± 12
∑
k
k c
†
kσckσ , (61)
where σ is the spin label. In particular, we are going to consider the case of a flat density of states, whose hybridization
function [16] can be represented as follows:
lim
η→0+
[∆(ω + iη)]σσ′ = δσσ′
[
Γ
pi
ln
∣∣∣∣ω +Dω −D
∣∣∣∣− iΓθ(D2 − ω2)] , (62)
where θ is the Heaviside step function.
In Fig. 6 is shown the evolution as a function of the Hubbard interaction strength U of the impurity double
occupancy and the QP weight z. The Ghost-GA results obtained by adding 2 ghost orbitals on the impurity site are
shown in comparison with the ordinary GA theory and with NRG.
Consistently with the benchmark calculations of the Hubbard model considered above and in the main text, here
we observe that the accuracy of the Ghost-GA solution is quantitatively remarkable also for the AIM. In particular,
we note that the Ghost-GA results are substantially more accurate with respect to the ordinary GA — as expected,
since the Ghost-GA theory enlarges the ordinary Gutzwiller variational space.
It is interesting to analyze more in detail the behavior of z (which is commensurate with the Kondo temperature [16]),
in the strong-coupling regime U  Γ. It is well known that the ordinary Gutzwiller theory provides, even without ghost
orbitals, an exponentially decaying Kondo scale in the large-U limit: z ∼ e− pi16 UΓ . The only well-known discrepancy
of this result with respect to the exact solution of the AIM is that the Gutzwiller prefactor at the exponent is pi/16,
while the exact universal numerical value is pi/8, see, e.g., Eqs. 101-102 of Ref. [17] and the references therein. A
numerical analysis of the results displayed in Fig. 6 shows that the Ghost-GA theory obtained by adding 2 ghost
13
orbitals provides, in particular, a more accurate estimation of the universal prefactor in front of U/Γ at the exponent
of the expression for TK , which behaves as z ∼ e− pi13.7 UΓ in the large-U regime.
A more detailed study of the AIM will be provided in future publications.
V. GHOST ROTATIONALLY INVARIANT SLAVE BOSON (Ghost-RISB) THEORY
As mentioned in the conclusions of the main text, the Ghost-GA theory can be equivalently reformulated as the
mean field approximation of an alternative formulation of the Rotationally Invariant Slave Boson (RISB) theory,
which we call Ghost-RISB theory. For completeness, this construction is briefly described in this section.
Let us consider a generic Hubbard Hamiltonian represented as in Eq. (1). In Ref. [8] it was demonstrated that
Eq. (1) can be equivalently reformulated as a gauge theory in an auxiliary Hilbert space (i.e., the RISB theory), and
that this exact reformulation of the many-body problem reduces to the ordinary GA at the mean-field level.
Here we observe that the mapping mentioned above could be equivalently applied to the Hubbard Hamiltonian
expressed within a Ghost-GA extended Hilbert space. Of course, this construction would result in an alternative
exact reformulation of the many body problem, which we call Ghost-RISB theory. However, by construction, the
Ghost-RISB theory reduces to the Ghost-GA theory at the mean field level — which is substantially more accurate
with respect to the ordinary GA. Because of this reason, it would be very interesting to explore the possibility of
taking into account fluctuations beyond mean-field within the framework of the Ghost-RISB, as it has been done in
previous works within the ordinary SB theory [18].
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