Abstract: Disease subtype identification (clustering) is an important problem in biomedical research. Gene expression profiles are commonly utilized to infer disease subtypes, which often lead to biologically meaningful insights into disease. Despite many successes, existing clustering methods may not perform well when genes are highly correlated and many uninformative genes are included for clustering due to the high dimensionality. In this article, we introduce a novel subtype identification method in the Bayesian setting based on gene expression profiles. This method, called BCSub, adopts an innovative semiparametric Bayesian factor analysis model to reduce the dimension of the data to a few factor scores for clustering. Specifically, the factor scores are assumed to follow the Dirichlet process mixture model in order to induce clustering. Through extensive simulation studies, we show that BCSub has improved performance over commonly used clustering methods. When applied to two gene expression datasets, our model is able to identify subtypes that are clinically more relevant than those identified from the existing methods.
Introduction
For complex diseases such as cancers, there exist great heterogeneities among patients (e.g. Jeste and Geschwind, 2014) , which are often attributed to disease subtypes. Many studies have been conducted to identify disease subtypes in the past decades, largely due to the advancement of molecular technologies, such as gene expression microarrays (Sorlie et al., 2001; Wigle et al., 2002) . Disease subtypes identified using gene expression data are usually associated with clinical features and/or outcomes and hence they are valuable in understanding disease onset and progression (Sorlie et al., 2001; Wigle et al., 2002) .
Existing approaches of inferring disease subtypes based on gene expression profiles can be broadly divided into two categories, where they share the common first step in selecting important genes related to the disease under study. After gene selections, standard clustering methods are used directly on those selected genes to infer subtypes for approaches in the first category, such as K-means (Hartigan and Wong, 1979) , partitioning around medoids method (PAM) (Caliński and Harabasz, 1974) , model-based clustering (MCLUST) (Fraley and Raftery, 2002) , and hierarchical clustering (Johnson, 1967) . However, these approaches might not perform well when the variables used for clustering are highly correlated and contain a large proportion of uninformative genes, as commonly observed in gene expression data. To deal with these challenges, approaches in the second category first use matrix factorization methods, such as principal component analysis (PCA) (Wold et al., 1987) and non-negative matrix factorization (NMF) (Lee and Seung, 2001 ), to define metagenes and then clustering methods are applied on the metagenes to infer subtypes. It has been shown that the metagene-based approaches can usually improve clustering results by reducing noise and allowing for improved visualizations and biologically meaningful interpretations (Tamayo et al., 2007; Liu et al., 2008) . However, all current metagene-based approaches are two-step procedures, where the definition of metagenes and subsequent clustering are conducted in two separate steps. As a result, the uncertainties associated with estimating the metagenes are ignored during clustering.
A factor analysis model, where a few unobserved latent factors are used to model multivariate data, is commonly used for dimension reduction in genomics studies (West, 2003; Carvalho et al., 2008) . Similar to PCA and NMF, the factor analysis model is also a matrix factorization method, which tries to preserve the correlation structure in the data. In the factor analysis model, the factor loading matrix can be used to define metagenes while the factor scores can be seen as the expression values of the metagenes and used for clustering.
A Dirichlet process mixture model (DPM) is an infinite mixture model that has been previously used for clustering gene expression data (e.g. Dahl, 2006; Kim et al., 2006; Qin, 2006) . Compared to finite mixture models, such as MCLUST, DPM does not require specification of the number of mixture components a priori and the clustering structure obtained from DPM is in fact averaging over models of all possible numbers of mixture components and hence is robust to the misspecification of the number of clusters. Moreover, DPM also allows for the assessment of the uncertainty in the number of clusters. However, sampling from DPM is challenging for high dimensional data, where specific techniques, such as the split-merge algorithm, might be needed (Jain and Neal, 2004) .
In this article, we propose a metagene-based clustering method for disease subtype identification under the Bayesian framework, called Bayesian Clustering method for Subtype identification (BCSub), which defines metagenes and identifies subtypes simultaneously in a single step. More specifically, BCSub adopts the factor analysis model to construct metagenes and then the Dirichlet process (DP) prior (Ferguson, 1973; Sethuraman, 1994) is specified on factor scores to induce clustering. Compared to the existing two-step methods, BCSub can appropriately account for the uncertainties in defining metagenes when performing clustering and hence improve clustering performance over two-step procedures. In addition, the adoption of the factor analysis model in BCSub reduces the dimension of the data to a few factor scores, which not only alleviates the impact of high correlations among genes and the uninformative genes included for clustering, but also allows efficient sampling from the DPM. An R package to implement the newly developed method is available from CRAN with package name "BCSub" (https://cran.r-project.org/web/packages/BCSub/index.html).
The rest of this article is organized as follows. Section 2 presents the details of our proposed method. Section 3 displays prior specifications and computation details. Section 4 shows the comparison of clustering performance for different methods in simulation studies. Section 5 presents the comparisons of all methods in real data applications. We conclude the paper in Section 6.
Methods

Statistical model
In this section, we describe our proposed model and inferential procedure. Let [Y i ] G × 1 denote the gene expression profile vector for the i th subject, where i = 1, 2, . . ., n, n is the number of subjects, and G is the total number of genes. Then, a factor analysis model with M factors is introduced to model the observed expression data such that
where [η i ] M × 1 is the vector of factor scores for subject i, [Λ] G × M is the factor loading matrix, 0 G is a vector of length G with all elements being 0, and [Σ] G × G is a diagonal covariance matrix with diagonal elements being σ 2 g , g = 1, 2, . . ., G. Here, we assume that the data matrix is standardized across all samples and hence the mean is assumed to be 0 for Y i in Equation (1).
In order to ensure identifiability, constraints have to be placed on the factor loading matrix Λ (Geweke and Zhou, 1996; Erosheva and Curtis, 2011) . Different constraints can be imposed on Λ, which do not influence the model fit (Erosheva and Curtis, 2011) . We constrain Λ to be a lower-triangular matrix with all diagonal elements being one (Erosheva and Curtis, 2011) so that we can model the covariance matrix of the factor scores flexibly.
Then, the DPM is assumed for the factor scores η i 's such that
where F is the unknown distribution for the means of the factor scores, Φ(·; µ, Ω) is the density function for a multivariate normal distribution with mean vector µ and diagonal covariance matrix Ω, c and F 0 are the concentration parameter and base distribution, respectively, in the DP prior. In our case, the base distribution F 0 is taken to be MVN(0 M , ρ I M ), where I M is the identity matrix with dimension M and ρ controls the overall variability in all factor scores. The model is fully specified after prior distributions are selected for all unknown model parameters (see Section 3.1 for details). When appropriate, we choose conjugate priors for most parameters and hence it is straightforward to apply Gibbs sampling to obtain posterior samples through a Markov chain Monte Carlo (MCMC) algorithm. The infinite number of mixture components in the DPM models makes the posterior sampling computationally difficult in practice. Many sampling algorithms have been proposed to address this challenge, including Neal (1992) ; MacEachern (1994); Walker (2007) ; Papaspiliopoulos and Roberts (2008) and Kalli et al. (2011) . In our work, we adopt the efficient method proposed by Neal (1992) and MacEachern (1994) for sampling, where the distribution of the parameters involved in the mixture components is integrated out over its prior distribution and, as a result, those parameters follow a generalized Pólya urn scheme.
Choosing the number of factors
The number of factors in the factor analysis model is unknown a priori and is challenging to infer in practice (Hoyle and Duvall, 2004) . In the standard Bayesian factor analysis model, a few methods have been proposed to determine the number of factors (see Lopes and West (2004) and references therein). Among these, the method proposed in Lopes and West (2004) is a popular one, where the number of factors is treated as an unknown parameter and reversible jump MCMC algorithm is used to update this parameter. However, the factor analysis model is coupled with the DPM model in our method and the performance of these proposed techniques in our framework is unknown. Moreover, incorporation of the inference on the number of factors in the method can increase computation time considerably. To improve computational efficiency, especially in cases where a large number of factors might be needed (e.g. when the number of genes (G) is large and the correlation structure among genes is complex), we propose to first select the number of factors and then apply our proposed model for the given numbers of factors. Specifically, we use the parallel function (Drasgow and Lissak, 1983) within the R package "nFactors" to infer the number of factors, which is based on the empirical distribution of the eigenvalues of the correlation matrix of uncorrelated normal variables.
Clustering inference
In Bayesian mixture models, the labels for different clusters can exchange during the MCMC sampling without changing the likelihood and hence it is meaningless to summarize the clustering results by using the ergodic averages of the labels (Jasra et al., 2005) . Instead, the posterior similarity matrix, which can be easily calculated based on the collected MCMC samples, is usually used to derive the clustering structure, since it is robust to the label switching issues. The (i, j) th entry of the posterior similarity matrix, which represents the posterior probability that subject i and subject j are in the same cluster, can be calculated from the S posterior samples as Several methods have been proposed to infer the optimal number of clusters and the clustering structure based on the posterior similarity matrix, including Binder (Binder, 1978 ), Dahl's criterion (Dahl, 2006) , and MPEAR (Fritsch et al., 2009) . Among these, the objective function that MPEAR optimizes over is most appealing. It optimizes over the expectation of the adjusted Rand index between the estimated and true clustering structure. The adjusted Rand index represents the degree of agreement between two clustering partitions (it usually ranges from 0 to 1 with larger value indicating better agreement, but can also be negative in some situations) and is a commonly used measure of clustering performance (Hubert and Arabie, 1985; Yeung and Ruzzo, 2001; Lock and Dunson, 2013) . Therefore, we adopt MPEAR with average linkage in our simulation studies.
Another approach, as introduced in Medvedovic et al. (2004) , to inferring the clusters is the classical agglomerative hierarchical clustering method (HCLUST). In this approach, the posterior similarity matrix is used to generate the pairwise distance of all subjects and then the pairwise distance is given as input to HCLUST with average linkage to infer the clustering structure for a given number of clusters. This approach is useful when the number of clusters is known a priori or can be determined based on clinical relevance for better interpretation. Also, since the number of clusters could affect the adjusted Rand index, which is usually unknown in real data, we compare different clustering methods by fixing the number of clusters and hence we use this approach in the real data analysis.
Methods for comparison
To demonstrate the usefulness of our proposed method, we compare the clustering performance of BCSub with four commonly used clustering methods, including PAM, MCLUST, and two two-step procedures based on NMF and PCA, respectively.
The PAM method (Caliński and Harabasz, 1974 ) is a robust alternative to K-means, since it minimizes a sum of dissimilarities instead of a sum of squared euclidean distances. The optimal number of clusters is determined by average silhouette width in PAM (Rousseeuw, 1987) . We use the pamk function in R package "fpc" in our comparisons.
The MCLUST method (Fraley and Raftery, 2002) , a finite Gaussian mixture model, optimizes over different numbers of clusters and different structures for the covariance matrix using the expectation-maximization algorithm. The optimal number of clusters and covariance matrix structure is determined based on the Bayesian information criterion. We use the Mclust function in R package "mclust" in our analysis.
For the two-step procedure based on PCA, PCA is first applied to obtain principal component scores for each subject and then MCLUST is used for clustering on the principal component scores. The number of principal components retained is determined using the parallel analysis as in our newly introduced method. PCA is implemented using the function prcomp in R. We will denote this method as PCA in our following discussion.
The two-step procedure based on NMF is implemented similarly as that based on PCA. Since NMF requires all elements in the data matrix to be nonnegative, all data matrices are transformed to nonnegative matrices whenever this approach is used. The NMF is implemented using the nmf function in the R package "NMF". We will denote this method as NMF in our following discussion.
Inference
In this section, we describe our prior specifications for unknown model parameters and posterior sampling details in both simulation studies and real data applications.
Prior specification
The concentration parameter c in the DP prior controls the prior expectation of the number of clusters in the data, where a larger value of c leads to a larger prior expected number of clusters. We fix c = 1 for our analyses, which results in the prior expected number of clusters to be 4.49 for 50 subjects based on Theorem
We specify independent and weakly informative conjugate prior distributions for all variance parameters involved in the diagonal matrices Σ and Ω through the Inverse Gamma(0.01,0.01) distribution. We select a Uniform(0,2) prior distribution for the variance parameter ρ in the base distribution of the DP prior, where the upper bound is reasonably large, since the data matrix is standardized prior to clustering analysis.
Next, we specify prior distributions for the unknown parameters in the factor analysis model. Independent normal prior distributions N(0, σ 2 ) are used for all off-diagonal elements of the loading matrix Λ. In our application, we choose σ 2 = 1, which is reasonable for standardized data matrices.
All priors other than ρ are selected to be conjugate. Hence, the Gibbs sampling algorithm can be used to sample from the posterior distributions of all parameters other than ρ. For ρ, we use a Metropolis Hastings algorithm for posterior sampling. See Appendix for more details on the sampling algorithm.
Computational details
In simulation studies, 20,000 MCMC samples are generated and the first 10,000 samples are discarded as burn-in. All subjects are initially placed in one cluster. The initial value for ρ is set to be 1. The initial value for Σ is taken to be identity matrix I G . The initial values for Λ and η i 's are randomly sampled from their prior distributions.
For the real data analyses, 30,000 samples are collected after a burn-in period of 30,000 iterations from three separate chains for a total of 90,000 posterior samples available for making posterior inference. Starting values for each chain are selected to be over-dispersed with respect to the target marginal posterior distributions based on early runs of the model. Convergence monitoring is conducted by visual inspection of all traceplots and by calculating the differences among the posterior similarity matrices given by the three chains, since our primary goal is clustering as determined by the posterior similarity matrix.
Simulation studies
In this section, the performance of BCSub, PAM, MCLUST, PCA, and NMF is evaluated in simulation studies. The true cluster membership is known for all simulation settings and hence the adjusted Rand index is calculated directly to indicate clustering performance.
Simulation setup
In the simulation studies, we assess the influence of both uninformative genes and different covariance structures on the performance of these clustering methods. In all simulation settings, we generate expression profiles of 200 genes for 100 subjects coming from two clusters, i.e. 50 subjects per cluster. Here, we assume that the genes are pre-filtered prior to cluster analysis to select informative ones. Also, we try to make the clustering task challenging so as to distinguish the performance of different clustering methods. If many genes are informative of clustering, any clustering method could easily identify the true clustering structure well. Hence, only 200 genes are considered in our simulations. The gene expression profiles for the subjects in two clusters are generated from multivariate normal distributions with different means and the same covariance matrix, that is
where different configurations of µ 1 , µ 2 , and Σ are employed as detailed below in order to assess the influence of both uninformative genes and different covariance structures on the clustering performance.
To assess the influence of the covariance structures, we consider two different covariance matrices, which define two simulation settings "F" and "R" as follows. ] T . Then, the four factor loadings in Λ are taken to be λ with the first factor loading only having non-zero values in block 1, the second factor loading only having non-zero values in block 2, and so on, where all non-zero values are generated from the Uniform(−3, 3) distribution. -R: to more closely represent real data, we consider another covariance matrix Σ =R, which is the estimated correlation matrix based on the top 200 genes with the largest variances in the breast cancer data (see Section 5.1 for a detailed description).
For simulation setting F, we consider µ 1 = [0.5, . . . , 0.5
To study the influence of uninformative genes, we consider two other scenarios, where 50 elements and 100 elements in µ 1 are randomly selected and set to be 0, respectively. µ 2 is fixed to be a vector of zeros for all three scenarios. We denote the three scenarios as {F0, F50, F100}. Similarly, we have {R0, R50, R100} for simulation setting R, except that the non-zero elements in µ 1 are changed to 1.0. The simulation setting F allows us to assess the performance of the clustering methods as well as the estimation of the number of factors while setting R allows us to assess the performance of the clustering methods in a situation closely resembling our specific dataset.
Simulation results
For each scenario, we simulate 50 datasets and the adjusted Rand index is calculated for each clustering method on each of the simulated datasets. The number of factors is estimated using the parallel analysis for each dataset.
The means of the estimated number of factors across all 50 datasets using the parallel analysis are {5.0, 5.0, 5.0} and {7.1, 8.4, 9.0} for settings {F0, F50, F100} and {R0, R50, R100}, respectively. It seems that the parallel analysis tends to overestimate the number of factors in setting F, where the true number of factors is 4. This is potentially due to the fact that the parallel analysis ignores the clustering structure in the data. In addition, the estimated numbers of factors are different for different scenarios under simulation setting R, which suggests that the proportion of uninformative genes also affects the estimation of the number of factors.
The averages and standard deviations of the adjusted Rand index over 50 datasets are shown in Table 1 , from which we can see that the performance of BCSub is consistently better than or similar to other methods in all scenarios. Comparing the clustering methods in the second category, including BCSub, PCA, and NMF, we find that BCSub has better or similar performance than the other two methods in all scenarios. PCA performs reasonably well in setting F, since the underlying covariance matrix is low rank and matches the assumption of PCA. However, the performance of PCA is extremely poor in setting R, which may be caused by the estimated correlation matrix from the real data that is not low rank. In contrast, it seems that the The numbers in each cell indicate the adjusted Rand index for each method under each scenario with standard deviation in the parenthesis. The bold numbers indicate the top performers for each scenario (The methods having differences in the average adjusted Rand index less than 0.02 are considered to have similar performance).
performance of BCSub is robust in this setting. Overall, NMF does not perform well, which may be due to the non-negativity constraints on the data matrix (we have to arbitrarily transform the standardized data matrix to a non-negative matrix) and also the method of determining the number of factors (the parallel analysis is mainly developed for PCA and factor analysis models). Next, we compare the performance of BCSub to the clustering methods in the first category, i.e. MCLUST and PAM. When the proportion of the uninformative genes increases, the performance of MCLUST and PAM becomes worse. However, it seems BCSub is robust to the uninformative genes, especially in setting F, where the covariance matrix is low rank. This suggests that the dimension reduction property embedded in BCSub could reduce noise and improve clustering. Note that the difference in the means of gene expression profiles for the two clusters in setting R is larger than that in setting F and hence all other methods have improved performance in setting R. However, this is not true for BCSub, suggesting that BCSub performs best when the underlying covariance matrix is truly low rank. However, BCSub also outperforms the other methods in setting R.
Based on the simulation results, BCSub has improved performance over competing clustering methods. This is especially true in the situation where the selected genes are highly correlated, which can be explained by a few latent factors, and some of the selected genes are uninformative of the clustering; a commonly observed setting in gene expression data.
Real data analysis
In this section, we apply BCSub, PCA, PAM, and MCLUST to two real datasets and compare their performance. The NMF method is omitted for comparison due to its poor performance in simulations. The true cluster membership is unknown in the real data and hence important clinical variables are used to defined clinically relevant subtypes, based on which the adjusted Rand index is calculated. In each of our analyses, the data matrix is standardized prior to clustering analysis as commonly done in the literature (Pan and Shen, 2007) . Here, we consider two datasets, where sample size is large and the clustering task is relatively difficult so that it is easier to see the differences in the clustering performance of different methods. All methods should work well in discriminating cancer patients with normal controls and hence we don't consider such datasets.
Breast cancer data
We first compare the clustering methods on the Agilent mRNA expression microarrays data of breast cancer patients from The Cancer Genome Atlas (TCGA) project (The Cancer Genome Atlas Network, 2012). It is well accepted that several subtypes exist in breast cancer patients, where PAM50 gene signatures are commonly used to define the subtypes, which are highly associated with several biomarkers, including oestrogen receptor (ER), progesterone receptor (PR), and HER2 (Perou et al., 2000; Parker et al., 2009; The Cancer Genome Atlas Network, 2012) . The normalized gene expression data of the 531 breast cancer patients are downloaded from the UCSC cancer browser (https://genome-cancer.ucsc.edu) and the 622 genes with the largest variances (standard deviation greater than 1.5) are selected for clustering. The number of factors given by the parallel analysis on this dataset is 30.
First, in order to see how well these clustering methods could identify the clinically relevant subtypes defined by the PAM50, we treat the subtypes defined in The Cancer Genome Atlas Network (2012) as true clustering structure and calculate the adjusted Rand index. The subtypes include 96 Basal-like, 58 HER2-enriched, 231 Luminal A, 127 Luminal B, and 8 Normal-like (11 unclassified patients are omitted). Since the number of clusters could affect the adjusted Rand index and the number of the true underlying subtypes is unknown, we choose to compare these methods by fixing the number of clusters. Specifically, we calculate the adjusted Rand index for each method given a pre-specified number of clusters that ranges from 2 to 10 (Here, HCLUST is used to derive the clustering structure for BCSub). From Figure 1A , we can see that BCSub outperforms the other methods for most of the given numbers of clusters including the number of clusters being 5 (The number of PAM50 defined subtypes is 5). Next, we want to see if the subtypes defined by different methods are associated with ER, PR, and HER2, since these are important biomarkers for breast cancer and higher association with these biomarkers indicate greater clinical relevance of the defined subtypes. Based on the ER status, the patients can be divided into three different subtypes with 404 ER positive, 118 ER negative, and two indeterminate (Seven patients with no ER or PR status are omitted). As shown in Figure 1B , we can see that BCSub has much better performance than the other methods, except when the number of clusters is 2, in which case MCLUST performs the best. We observe similar results for the subtypes defined based on PR status (342 PR positive, 179 PR negative, and three indeterminate), as shown in Figure 2A . The performance of the other methods decreases dramatically when the specified number of clusters changes from 2 to 3, which may be due to the small number of patients in the indeterminate group and that the other methods tend to separate the patients into clusters of similar sizes. Thus, the performance of the other methods could be impaired by the misspecification of the number of clusters and the imbalanced number of patients across subtypes while it seems that BCSub is robust to the misspecification in a certain range of number of clusters. For HER2 status, all methods fail to achieve reasonable concordance with the subtypes defined by HER2 (Result is not shown here). One reason for this could be that HER2 is not specific to any subtypes defined by PAM50, as observed in The Cancer Genome Atlas Network (2012), and hence might not be a perfect biomarker alone to define subtypes that have distinctive gene expression profiles.
Moreover, BCSub identifies one interesting cluster that is totally missed by other methods or in the PAM50 subtypes. Specifically, when the number of clusters is specified to be 2 in HCLUST, one cluster of two patients appears (this cluster does not disappear when different number of clusters are specified), suggesting that these two patients are very different from the majority of breast cancer patients. In fact, these two patients are the only breast cancer patients who are classified into Glioblastoma patients based on the RNAseq expression profile of the 6000 most variable genes in the Pan-cancer analysis as done in Hoadley et al. (2014) . Therefore, these two patients might represent an interesting subtype. As suggested by the posterior similarity matrix shown in Figure 2B , there might be more than 10 clusters in the breast cancer dataset and, in fact, the MPEAR method yields 36 clusters with some clustering having a few patients. Detailed investigation on these clusters by integrating other information such as the copy number variation profiles might provide hints on some clinically important subtypes.
Lung disease data
The second dataset is the gene expression data for 474 patients with lung diseases from the Lung Genomics Research Consortium (LGRC). The 474 patients are broadly divided into two groups with 255 patients having interstitial lung disease (ILD) (Schwarz and King, 2003) and 219 patients having chronic obstructive pulmonary disease (COPD) (Vestbo, 2014) with four outlier COPD patients being removed. It is worth noting that different subgroups can exist for each group. ILD is a general category including different types of lung diseases, such as interstitial pneumonia, idiopathic pulmonary fibrosis, and others (Schwarz and King, 2003) , while different subtypes have been observed in COPD (Garcia-Aymerich et al., 2011) . Here, the ILD group and COPD group are treated as the true clusters, although we know there are likely more than two clusters in this dataset. The normalized gene expression data are downloaded from the LGRC genomics website (http://www.lung-genomics.org) and the 482 genes with the largest variances (standard deviation greater than 1.5) are selected for clustering. The number of factors given by the parallel analysis on this dataset is 14. Similar to what we have done in the breast cancer dataset, we compare the clustering performance of these methods when we vary the number of clusters from 2 to 10. From Figure 3A , we can see that the adjusted Rand index for BCSub is much higher than the other methods. Also, we take a closer look at the clusters identified by BCSub to see if any interesting clusters are discovered. When the number of clusters is specified to be 3, one cluster of 19 patients appears (this cluster is robust to the increased number of clusters specified), apart from the two major clusters with the majority being ILD patients and COPD patients, respectively. In fact, 47.4% of the 19 patients are very severe COPD patients, which is significantly higher than that in the two major clusters (1.3% and 15.1%). Also, the proportion of patients with evenly distributed emphysema, one important clinical variable that guides surgical procedures for COPD patients (Boutou et al., 2015) , in the 19 patients (57.9%) is higher than that in the other two clusters (5.1% and 31.2%). These suggest that the clusters identified by BCSub is clinically relevant. And, the number of clusters given by BCSub (MPEAR) is large (30 clusters), as also suggested in Figure 3B . Detailed investigation on these clusters is needed to confirm if these clusters represent clinically important subtypes.
For both real data applications, trace plot monitoring suggests that the models converged relatively quickly. Also, the average of differences of each entry across three posterior similarity matrices is calculated to further check if the clustering structures from the three chains have substantial differences. The mean, median, and standard deviation of the average differences for all upper diagonal entries (excluding the diagonal elements) are 0.028, 0.000, 0.078 for the breast cancer dataset and are 0.04, 0.000, 0.116 for the lung disease dataset, which suggests that the posterior similarity matrices and hence the clustering structures are similar across the three chains for both datasets.
Conclusion
In both real data applications, we find that BCSub has similar or better performance than other commonly used clustering methods, provided that the number of clusters is appropriately chosen. However, the performance of the other methods is not stable, that is MCLUST works better in the breast cancer dataset whereas PAM works better in the lung disease dataset, and is not robust to the misspecification of the number of clusters. Moreover, BCSub identifies some clinically interesting clusters that are missed by other methods. However, it seems BCSub (MPEAR) yields a large number of clusters, which may or may not represent unknown subtypes in these patients. In practice, detailed investigation of these clusters given by BCSub (MPEAR), together with visual inspection on the posterior similarity matrix and prior clinical knowledge, is highly recommended to determine the number of clusters and therefore the clustering structure.
Discussion
In this article, we have proposed a Bayesian clustering method, called BCSub, for subtype identification based on gene expression profiles. This method is based on the construction of metagenes and clustering is done simultaneously with metagene construction under a single framework. In BCSub, the factor analysis model is used to define the metagene and the DP prior is specified on the factor scores to induce clustering. Both simulation studies and real data application showed that BCSub outperforms other commonly used clustering methods, especially in situations where the variables used for clustering are highly correlated so that they can be explained by a few latent factors and some of the variables are uninformative. While we focus on the applications to gene expression data in this paper, our proposed model can be easily extended for clustering other data types and hence can be applied to applications in other fields. For example, our proposed model can be integrated into the generalized linear model for clustering mixed data with both discrete and continuous data, as commonly encountered in social science (Yang and Dunson, 2010; Murray et al., 2013) . Our proposed method, when coupled with other appropriate statistical models, can also be used for clustering temporally and/or spatially correlated data, such as brain fMRI data (Craddock et al., 2012) .
In BCSub, we use the parallel analysis to determine the number of factors. There are a few methods in the literature that incorporate the inference on the number of factors. However, these methods increase the computation time considerably, especially in the high dimensional setting. A computationally efficient approach with inference on the number of factors, which performs the model averaging step for models with different number of factors in a more natural way, could be an interesting research topic for future study.
All clustering methods come with their own ways of determining the optimal number of clusters. Some of them are statistically optimal and some of them are heuristic. For instance, we use MPEAR on the posterior similarity matrix of our methods to determine the number of clusters. However, these methods might not always provide clinically relevant clustering structure, although they may be statistically optimal. Therefore, our recommendation is to use the plot of posterior similarity matrix, together with clinical insights, to choose the number of clusters, which could produce clinically more relevant subtypes.
Our proposed method allows the incorporation of more structural constraints on the loading matrix Λ to further increase interpretability and efficiency. When the number of genes increases, the dimension of the loading matrix will increase drastically, in which case sparsity constraints on the loading matrix might be preferable to increase stability and efficiency of the method. Also, prior knowledge of the pathway structure could be used to generate structural constraints on the loading matrix to make the factors scores more biologically interpretable.
where c = 1 is the concentration parameter in the DP prior, v 1 = v 2 =0.01 are the parameters in the Inverse Gamma prior distributions for the diagonal elements of Σ and Ω, n k = ∑︀ n i=1 δ(e i = k) is the number of subjects in cluster k in the current step, and [·] gm denotes the element in the g th row and m th column of the matrix. Then, MCMC sampling proceeds in the following steps: 1. The gene specific variances are sampled as follows.
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3. The subject specific factor scores η i are sampled as follows.
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where Ω )︁ −1 . 6. The cluster membership indicator for each subject is sampled as follows. For cluster k, which is occupied by some subjects excluding subject i, we have
where l is some positive constant shared across all clusters, Φ(·; µ, Σ) is the density function for Multivariate Normal distribution with mean µ and covariance matrix Σ, n
is the number of subjects in cluster k excluding i th subject, and̃︀ µ
are the cluster specific means and variances for the factor scores respectively, which can be calculated as︀
For a new cluster K + 1, we have
Then, the cluster membership indicator is drawn from a multinomial distribution, that is e i |e −i , Ω, ρ, η ∼ multinomial(P 1 , . . . , P K+1 ).
7. The variance parameter ρ in the base distribution of the DP prior can be sampled as follows. For convenience, we first transform the variance parameter to avoid the positive constraint on the variance parameter and the posterior sampling is conducted on the transformed variance parameter. Specifically, let τ = log( a−ρ ρ−b ), where a and b are the parameters in the prior distribution for ρ ∼ Uniform(a, b) (a = 0 and b = 2 in our case). Then, a Metropolis Hasting updating step can be performed to draw τ using N (︁ τ ′ , ω
2 )︁ as the proposal distribution, where τ′ is the current value and ω 2 can be used to tune the acceptance rate. The acceptance probability can be calculated as
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