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Abstract
Background Freehand three-dimensional ultrasound imaging (3D-US) is
increasingly used in image-guided surgery. During image acquisition, a set of
B-scans is acquired that is distributed in a non-parallel manner over the area
of interest. Reconstructing these images into a regular array allows 3D visual-
ization. However, the reconstruction process may introduce artefacts and may
therefore reduce image quality. The aim of the study is to compare different
algorithms with respect to image quality and diagnostic value for image
guidance in neurosurgery.
Methods 3D-US data sets were acquired during surgery of various intracere-
bral lesions using an integrated ultrasound-navigation device. They were
stored for post-hoc evaluation. Five different reconstruction algorithms, a
standard multiplanar reconstruction with interpolation (MPR), a pixel nearest
neighbour method (PNN), a voxel nearest neighbour method (VNN) and two
voxel based distance-weighted algorithms (VNN2 and DW) were tested with
respect to image quality and artefact formation. The capability of the algorithm
to ﬁll gaps within the sample volume was investigated and a clinical evaluation
with respect to the diagnostic value of the reconstructed images was
performed.
Results MPR was signiﬁcantly worse than the other algorithms in ﬁlling
gaps. In an image subtraction test, VNN2 and DW reliably reconstructed
images even if large amounts of data were missing. However, the quality of
the reconstruction improved, if data acquisition was performed in a structured
manner. When evaluating the diagnostic value of reconstructed axial, sagittal
and coronal views, VNN2 and DW were judged to be signiﬁcantly better than
MPR and VNN.
Conclusion VNN2 and DW could be identiﬁed as robust algorithms that
generate reconstructed US images with a high diagnostic value. These algo-
rithms improve the utility and reliability of 3D-US imaging during intraoperative
navigation. Copyright © 2012 John Wiley & Sons, Ltd.
Keywords three-dimensional ultrasound; intraoperative imaging; neurosurgery;
reconstruction algorithms
Introduction
Neuronavigation systems have become a standard tool in neurosurgery.
However, image guidance depending on preoperative images may become
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inaccurate due to brain shift during ongoing surgery
(1–4). An update of the anatomy is needed using
intraoperative imaging. While intraoperative magnetic
resonance imaging (MRI) can be considered as the
gold standard (5–8), it is time-consuming, expensive
and demands special equipment and is therefore not
ubiquitarily available. Intraoperative ultrasound (US)
has been used in neurosurgical procedures since the
early 1980s (9–11), as it is basically everywhere accessi-
ble and allows cheap, real-time imaging.
However, there are some major disadvantages using
two-dimensional (2D) US: the limited insonation
window of the cranial opening only allows certain
planes of view, usually in an oblique orientation. This
makes orientation more difﬁcult for the neurosurgeon
who is used to axial, coronal and sagittal imaging
(12). Moreover the quality of the 2D images as well as
their interpretation depend on the experience and skill
of the examiner (13). Fenster et al. (13) also state that
there might be difﬁculties in ﬁnding the exact view
again when monitoring therapeutic procedures. In the
neurosurgical setting, it can be difﬁcult to compare 2D
US during ongoing surgery to monitor the extent of a
tumour resection.
Three-dimensional (3D) US addresses some of these
problems by allowing advanced 3D analysis such as
reslicing, surface and volume rendering, that once were
exclusive to MRI and CT (14). In neurosurgery, a sensor-
based freehand technique is usually used for 3D US
acquisition (15–20). In summary, a position sensor is
attached to the transducer and the relative location of
the B-mode image to the sensor is determined through
a probe calibration. The calibrated probe allows to
measure position and orientation of the acquired
images. During image acquisition, a set of 2D B-scans
with the corresponding spatial information is acquired.
These scans are usually distributed in a non-parallel
manner over the area of interest. Reconstructing these
images into a regular array allows 3D-visualization. An
anyplane reslicing permits viewing the data in axial,
coronal and sagittal image planes similar to MRI,
thus improving orientation (21). Moreover, this might
lead to a better comparison of pre- and post-resection
images, possibly improving resection control in tumour
surgery (22).
Due to the technical advances in 3D US, this imaging
modality is used more frequently intraoperatively.
However, further improvements are still necessary. The
quality of 3D US depends on 2D image quality, a precise
spatial registration and the reconstruction algorithm.
Image reconstruction refers to the process of generating
a 3D representation of the anatomy by placing the
acquired 2D images in their correct relative positions
and orientations in the 3D image volume and then
using their pixel values to determine the voxel values
in the 3D image (13). The examiner controls the motion
of the probe in freehand 3D ultrasound acquisition, thus
the distance and the orientation of the scans to each
other are non-uniformly distributed. This means that
the positions of the pixels within a voxel array are
irregular leading to a reconstruction problem that has
been described as scattered (or unstructured) data inter-
polation (23). Advantages and disadvantages of different
algorithms have been reviewed in controlled conditions
elsewhere (24,25).
In this paper, we will focus on the reconstruction step
in clinical data sets, as an unsuitable reconstruction
algorithm might lead to a loss of image quality com-
pared with 2D imaging. Moreover, artefacts due to the
3D reconstruction could possibly mislead the surgeon.
The aim of the study is to compare different reconstruc-
tion algorithms with respect to image guidance in
neurosurgery. Due to the sparsity of data the reconstruc-
tion algorithm must have a high interpolation capability.
Moreover, a fast algorithm is required for surgical appli-
cations, as near real-time imaging is essential in this
situation. Therefore, we tested algorithms with a rela-
tively low computational complexity. Reconstructed
images should have a high diagnostic value for the
surgeon, because therapeutic decisions might be made
according to these images.
Materials and methods
Patient data
Anonymized image data from seven patients, who under-
went image guided resection of an intracerebral lesion
using intraoperative sensor-based freehand 3D US
between 2006 and 2008 at Marburg University Hospital,
were selected retrospectively for the study from our
library of 3D US data sets. Patients had given informed
consent for intraoperative 3D US acquisition, image data
collection and further studies. Selection criteria were
low number of artefacts in the original 2D US images
and a relatively dense 3D data volume with little gaps
because we considered this to be essential for the evalua-
tion of reconstruction algorithms.
There were ﬁve male and two female patients with a
mean age of 46.6 years (21–77 years). Pathology included
three glioblastomas, one anaplastic astrocytoma, two
metastases and one hamartoma. The lesions were located
in the frontal lobe in two cases, in the temporal lobe in
two cases, in the parietal lobe in one case, intraventricu-
larly in one case and in the cerebellum in one case,
respectively.
Navigation and intraoperative three-
dimensional ultrasound acquisition
The day before the operation, MRI for conventional
intraoperative navigation was performed following
the navigation protocol including T1 weighted images
without contrast enhancement, T2, FLAIR and thin sliced
(1mm) T1 weighted images with contrast enhancement.
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Magnetic resonance images (MRIs) were then transferred
to the navigation station. An integrated ultrasound-
navigation device with a laptop based ultrasound system
(IGSonic, Brainlab, Feldkirchen, Germany) connected to
a navigation system (VectorVision2, Brainlab, Feldkirchen,
Germany) as described previously (26) was used for
intraoperative image acquisition and navigation (FigureF1 1
(a)–(c)). The navigation system consists of an optical
tracking system using a stereo-infrared camera and reﬂec-
tive spheres. Precalibration of the ultrasound probe with a
position sensor adapter with reﬂective spheres was
performed prior to surgery using a calibration phantom
as described previously (27). After induction of general
anaesthesia, the patient’s head was ﬁxed in the Mayﬁeld
clamp and a reference star for navigation was mounted
onto the Mayﬁeld clamp. Patient registration was done
using skin ﬁducials. A navigated craniotomy centred over
the intracerebral lesion was carried out. After the craniot-
omy the precalibrated position sensor adapter was
mounted on the sterile draped ultrasound probe (phased
array, 5–9MHz) that could be tracked by the infrared
camera of the navigation station. There is only one way
to mount the position sensor adapter onto the probe due
to a special design of the adapter; therefore a new calibra-
tion prior to the intraoperative use was not necessary. A
transdural ultrasound scan was performed manually.
256 2D US scans and their encoded positional information
were stored by the navigation system per data set and
reconstructed to a 3D volume (Figure 1(d)). The ultra-
sound data was then displayed in an axial, sagittal and
coronal view with the corresponding MRIs side by side
(Figure 1(e)).
Postoperative data processing
Postoperatively, MRIs and US images with the corresponding
positional information were transferred to a regular
computer and stored in an image library for post-hoc
evaluation.
The original patient data was imported into the
programme Alcathon1.1 (Brainlab, Feldkirchen, Germany),
which was designed to allow a visual comparison of
different reconstruction algorithms. All individual patient
information was anonymized. Five different reconstruction
algorithms, a standard multiplanar reconstruction with
interpolation (MPR), a pixel nearest neighbour method
(PNN) )28), a conventional voxel nearest neighbour inter-
polation method (VNN) (25) and two different voxel based
algorithms with distance weighted input (DW (29) and
VNN2) were then performed. VNN2 is similar to the
algorithm described by Barry et al. (14), however Barry
described it as a pixel based algorithm whereas the
algorithm here is voxel based. A short description of the
algorithms is given in Table T11.
Evaluation
Image quality
After importing the patients’ data sets into the Alcathon
programme (see above), ten points Pi (with i=1, . . ., 10)
with the coordinates (x/y/z) were selected randomly in
each data volume (Figure F22). The data was reconstructed
using each single reconstruction algorithm described
above. Slice thickness (MPR) and kernel size (VNN,
VNN2, DW) were set to 1mm, the gapﬁll radius (PNN)
was set to 1 pixel for the primary reconstruction process
and the evaluation of gap ﬁlling capacity described below.
Axial, sagittal and coronal images deﬁned through point
Pi were viewed; image quality and possible artefacts were
noted. Moreover image quality and possible artefacts were
described (1) after altering the parameters slice thickness,
kernel size and gapﬁll radius for the different algorithms,
(2) after creating artiﬁcial gaps as described below.
Gap ﬁlling capacity
In a second step, we tested the robustness of the algo-
rithms to ﬁll gaps within the sample volume. We therefore
removed various amounts of input data from the data sets
Figure 1. Navigated freehand 3D-ultrasound. (a, b) Navigation station with integrated US probe. Note the adapter for collecting spa-
tial information mounted onto the ultrasound probe in image 1(b). (c) Acquisition of a 3D-US volume using a tracked freehand
method. (d) Reconstruction of the 2D-US slices into a 3D-volume. (e) Reconstructed axial, coronal and sagittal US-images side by side
with the corresponding MRIs in a recurrent left frontal low grade glioma. The green line represents the position of the tip of a pointer
after tumour resection
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Table 1. Reconstruction algorithms
Algorithm Description
MPR Standard multi-planar reconstruction
Reconstructs an arbitrary orientated plane (e.g. axial, sagittal and coronal view-planes) out of any given (non-)orthogonal data
set.
The ultrasound 3D data consists of single images. Assuming a given slice thickness (parameter) the data set consist of a set of
thick slices located in a 3D volume.
A reconstruction plane is deﬁned; the plane cutting through the data volume cuts the slices creating a polygonal border for
every slice in the reconstruction plane.
The resulting image is created by putting the pixels from the corresponding images into
the polygon using tri-linear interpolation of neighbouring pixels.
Parameter: Slice thickness
PNN Pixel nearest neighbour reconstruction
First, the algorithm loops over every pixel in every US-slice and puts every pixel in the nearest voxel of the target volume.
If more than one pixel are to be put into the same target voxel, the arithmetic average of the values is used.
In a second step, the algorithm loops over the target volume and ﬁlls the gaps. For every empty voxel, neighbouring voxels in a
certain gap-ﬁll radius (starting with a radius of 1 voxel) around the empty one are checked and averaged into one resulting
value.
If there are no ﬁlled voxels within the radius of 1 voxel, the radius is extended to 3 voxels, then to 5 voxels, if needed.
Parameter: Gap-ﬁll radius
VNN Voxel nearest neighbour method
The algorithm loops over the target volume and searches for the closest image slice for every target voxel, taking the kernel size
as maximum distance allowed. The grey value of the closest pixel inside this slice is taken as the value for the voxel.
Only the grey value of the pixel with the smallest distance to the voxel is used; other pixels in the kernel size radius are ignored.
Parameter: Kernel size
VNN2 Voxel nearest neighbour method using distance weighted averaging
The algorithm loops over the target volume. For every target voxel, all image slices having a distance smaller than the given
kernel size, are collected. The grey values of the closest pixels inside these slices are averaged. The average uses the inverse
distance to the voxel center as a weight.
Parameter: Kernel size
DW Distance weighted method
Similar like VNN2, but the voxel position is projected orthogonal onto the collected slices inside the kernel size.
A bilinear interpolation is performed and used to average the grey values from the original slices.
Parameter: Kernel size
Figure 2. Evaluating image quality and the capability of the reconstruction algorithm to ﬁll gaps. The data set of an occipital high
grade glioma was displayed using the Alcathon programme. Reconstructed axial, sagittal and coronal views were shown and evalu-
ated with regards to image quality and artefact formation. Points Pi (with I=1, . . ., 10) within the data set were selected as indicated
by the centre of the blue cross line. The coordinates (x/y/z) of the position of the point are displayed in the upper left corner of the
image (in this example x=13.6/y=31.8/z=12.5). The original grey value GO of Pi as well as the grey value GR0 after application of
the different algorithms was recorded. Then the 2D scan including Pi was deleted and another reconstruction was performed. The
grey value GR-1 at position (x/y/z) was again noted
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and checked the algorithms’ ability to recreate the
removed data in a grey value analysis.
In a 2D US exam in B-mode the echo intensity of a
given point is translated into brightness on a grey scale
from zero to 255 (with 0=black and 255=white), which
is visualized on an image. Every pixel on the B-mode scan
therefore has a certain grey value GO. As every US image
in a 3D volume has corresponding positional information,
we can deﬁne any point in the 3D volume with the coordi-
nate (x/y/z) and the grey value GO.
After the reconstruction process with the different algo-
rithms the absolute grey value GR0 of the reconstructed
image at point Pi was recorded. The difference (GR0–GO)
between the reconstructed grey value GR0 and the origi-
nal grey value GO was noted. Then, the 2D US slice that
included the point Pi was removed to form an artiﬁcial
gap within the original data set. The reconstruction algo-
rithm was performed and the grey value GR-1 at point Pi,
as well as the difference (GR-1–GO) from the original grey
value GO was documented. Thereafter, the nearest 2D US
slice to point Pi was again removed from the original data
set. Again, a reconstruction was performed; the grey
value GR-2 at point Pi and the difference (GR-2–GO) from
the original grey value at this point were recorded. In
total ten 2D US slices were removed that were closest to
Pi in order to increase the size of the artiﬁcial gap within
the data set. In each case this procedure was done in ten
different positions Pi of the data set. Again axial, sagittal
and coronal images deﬁned through point Pi were viewed;
image quality and possible artefacts were noted.
Data acquisition
We selected three patient data sets that showed a
clear difference in the way of image acquisition to test
the inﬂuence of different ways of data acquisition on
the algorithm’s ability to ﬁll gaps. In visualizing the
acquired original US slices, we could show that the
transducer had been moved in a fan-like manner over
the area of interest in patient 1. In patient 2, the US
probe had been moved in a parallel manner, and in
patient 3, the examiner had performed several sweeps
from different insonation angles. The image pattern
was similar in all three patients showing a cystic
tumour. The data sets were imported into the Alcathon
software. Slice thickness (MPR) and kernel size (VNN,
VNN2, DW) were set to 1mm, the gapﬁll radius
(PNN) was set to 1 pixel. A plane x was randomly
selected in the patient data set, that would cut all 2D
sclices. Twenty points Qj (with j=1, . . ., 20) were
randomly selected in the plane x. The plane x was
reconstructed with every algorithm to create the image
IR0 (FigureF3 3(a)). Then, 20 2D US scans deﬁned
through the points Qj were deleted. Again the image
plane x was reconstructed with every algorithm to
create image IR-20 (Figure 3(b)). This procedure was
repeated for another 20 scans nearest to points Qj until
100 scans were deleted. Each pixel in IR-20 to R-100 was
subtracted from the corresponding pixel in IR0. The
absolute difference was displayed as a subtraction image
(Figure 3(c)). Results of the distribution of grey values
in the subtraction image were displayed in a histogram
(Figure 3(d)). The mean pixel values were calculated
with standard deviations. Mean pixel values of the sub-
traction images and standard deviations were compared.
A high mean pixel value signiﬁes that pixels in IR-20
differ from pixels in IR0. A greater standard deviation
signiﬁes a greater spread in pixel brightness.
Clinical evaluation
A total of 450 axial, coronal and sagittal reconstructed
images in ﬁve different patient data sets were evalu-
ated with respect to image quality by two different
Figure 3. Image subtraction. An example of the image subtrac-
tion process is illustrated. (a) 2D image reconstruction IR0 in
plane x using the full data set. (b) 2D image reconstruction IR-
20 in the same plane of view using a data set from which 20 2D
slices were deleted. Please note, that there are a few gaps in
the centre of the image, where data is missing. (c) Subtraction re-
sult of the two images above. (d) The histogram displays the dis-
tribution of the pixel values in 3(c). Most pixels were black (0 on
the grey scale), the brightest pixels showed a dark grey (90 on
the grey scale) with a mean value of 1.2343.963 (standard
deviation)
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neurosurgeons that were blinded towards the recon-
struction algorithm. We selected data sets that
included several anatomical landmarks such as ventri-
cles, falx or other dural structures for the evaluation
process. The ability to deﬁne tumour borders, to delin-
eate ventricles and to depict dural structures in each
image as well as an overall impression of the image
were evaluated. A grade from 1 to 6 was given for
each of the above-mentioned criteria with 1= very
good, 2= good, 3= satisfactory, 4= fair, 5=poor and
6= completely unsatisfactory. An overall grade was
calculated as the sum of the individual grades
described above.
Afterwards, the two best algorithms were compared
with the original 2D ultrasound images in all patient data
sets in the US plane of view to check for artefact forma-
tion within the image.
Statistical analysis
A multifactorial variance analysis was used in grey value
analysis to evaluate the gap ﬁlling capacity of the recon-
struction algorithm. Results in the image subtraction
exam to demonstrate the inﬂuence of data acquisition on
the reconstruction result were displayed in a descriptive
manner. In the clinical evaluation, an ANOVA-model was
used to evaluate the inﬂuence of the algorithm on the
overall grade, taking the effect of the examiner into
account.
Results
Evaluation
Image quality and artefact formation
MPR
With the slice thickness set to 1mm the algorithm still left
small gaps within the data volume (Figure F4 F54(a), 5(a),
green arrows). A reduction in slice thickness led to an in-
crease in gap formation, so that anatomical structures
were barely recognizable. Gaps were closed when the
slice thickness was set to 1.5mm and more. This led to a
broadening at the image boundaries, but image quality
remained unchanged compared with a slice thickness of
1mm. Misalignment artefacts were obvious in all images
(Figure 4(a), yellow arrow).
Figure 4. Image quality and gap ﬁlling capacity. Two reconstructed images from the data set of a patient with a cerebellar metastasis
were used to illustrate image quality and gap ﬁlling capacity. The left column (a, c, e, g, i) represents the reconstruction R0, the right
column (b, d, f, h, j) represents the reconstruction R10 as described in the methods section. Ten scans were deleted in the area of the
blue cross hairs. (a-b) MPR, (c-d) PNN, (e-f) VNN, (g-h) VNN2, (i-j) DW. Note the gap formation in R10. The reconstruction process of
PNN by ﬁlling missing data leads to a blurry artefact, as shown in 4(d). The area of artefact formation is magniﬁed. The green arrows
indicate gaps that were not ﬁlled by the reconstruction algorithm in the ﬁrst place. The blue arrows in Figure 5 point to a rather ﬁne
structure that is visualized more or less clearly depending on the reconstruction algorithm and the gap formation. Note the slight mis-
alignment artefacts that occur in all reconstruction algorithms (orange arrows), but are more obvious in Figure 4 Q1.
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Gaps within the image enlarged with an increasing
number of scans removed (Figure 4(b), 5(b)); two–three
scans could be removed until a signiﬁcant gap disturbed
the image. Gaps were generally larger than in other
reconstruction algorithms.
PNN
With the gapﬁll radius set to 1 pixel, the algorithm was
very good at interpolation and ﬁlled almost all gaps
within the data volume. However it also created white
artefacts around the image that appeared like a smear
(Figure 4(c), 5(c), white open arrow). Depending on the
density of data a blurring occurred in some areas within
the image, in others the image appeared more structured
(Figure 4(d), magniﬁcation). If the gapﬁll radius was set
to 0, there were obvious gaps within the image. They were
closed if the gapﬁll radius was set to 1. An increase in
gapﬁll radius did not change the image quality, as ﬁlled
voxels were not changed, however, the smear artefact
increased with increasing gapﬁll radius. Again there
were misalignment artefacts visible (Figure 4(c), yellow
arrow).
Although the algorithm did not show any gaps, ﬁne
structures might have disappeared due to the averaging
of data. Interestingly, in Figure 5(c) ﬁne structures (blue
arrow) were not visible, but reappeared after removal of
data (Figure 5(d), blue arrow).
VNN
The algorithm left rather obvious gaps when the kernel
size was set to 1mm (Figure 4(e), 5(e), green arrows).
Overall the image had more of a speckle appearance than
the other reconstructions. Misalignment artefacts seemed
to be more obvious than in PNN (Figure 4(e), yellow ar-
row). A reduction of the kernel size left more gaps un-
ﬁlled, after an increase of the kernel size to 1.5mm almost
all gaps were ﬁlled. No other change in image quality
could be noted. The algorithm always searches for the
nearest pixel within the kernel size to ﬁll the voxel. If
the voxel is ﬁlled, it will not be changed again. Therefore
a change in kernel size should not change image quality.
Gaps enlarged with an increasing number of scans
removed (Figures 4(f), 5(f)); however, seven–eight scans
could be removed until a signiﬁcant gap disturbed the
image. Even though gaps appeared, some of the ﬁne
structures were still visible (Figure 5(f), blue arrow).
VNN2
The algorithm left very small gaps, when the kernel size
was set to 1mm (Figure 4(g), green arrow). Images
Figure 5. Image quality and gap ﬁlling capacity. Two reconstructed images from the data set of a patient with a cerebellar metastasis
were used to illustrate image quality and gap ﬁlling capacity. The left column (a, c, e, g, i) represents the reconstruction R0, the right
column (b, d, f, h, j) represents the reconstruction R10 as described in the methods section. Ten scans were deleted in the area of the
blue cross hairs. (a-b) MPR, (c-d) PNN, (e-f) VNN, (g-h) VNN2, (i-j) DW. Note the gap formation in R10. The reconstruction process of
PNN by ﬁlling missing data leads to a blurry artefact, as shown in 4(d). The area of artefact formation is magniﬁed. The green arrows
indicate gaps that were not ﬁlled by the reconstruction algorithm in the ﬁrst place. The blue arrows in Figure 5 point to a rather ﬁne
structure that is visualized more or less clearly depending on the reconstruction algorithm and the gap formation. Note the slight
misalignment artefacts that occur in all reconstruction algorithms (orange arrows), but are more obvious in Figure 4.
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appeared smoothed out. A slight misalignment artefact
was visible, but it was not as disturbing as in VNN because
of the smoothing (Figure 4(g), yellow arrow). A reduction
of the kernel size left more gaps unﬁlled. If the kernel size
increased above 1mm all gaps were ﬁlled, a further in-
crease of kernel size led to a decrease in image quality
as it become more and more washed-out. Structures such
as the falx became broadened. The reason is that the algo-
rithm forms a distance-weighted average of all input
values within the kernel size. With increasing kernel size
more and more pixels are averaged.
Gaps enlarged with increasing number of scans
removed (Figure 4 h, 5 h); four–ﬁve scans could be
removed until a signiﬁcant gap disturbed the image. Fine
structures were well visible but were not completely recon-
structed when data was removed (Figure , 5(g), 5(h),
blue arrows).
DW
The algorithm left very small gaps, when the kernel size
was set to 1mm (Figure 4(i), green arrow). Again mis-
alignment artefacts were not as disturbing as in VNN
due to the smoothening process (Figure 4(i), yellow
arrow). A reduction of kernel size led to more gap forma-
tion. Above 1mm kernel size all gaps were closed. A
further increase in kernel size led to a smoothing of the
images, however, a broadening of structures as in VNN2
could not be noticed.
Gaps enlarged with increasing number of scans
removed (Figures 4(j), 5(j)); six or seven scans could be
removed until a signiﬁcant gap disturbed the image.
Again there was a very smooth appearance of the image.
Fine structures were well visible throughout the recon-
structions (Figure , 5(i), 5(j), blue arrows).
Gap ﬁlling capacity
All results are reported as difference on a grey scale (with
0=black and 255=white) with conﬁdence intervals,
results are displayed in FigureF6 6.
There was a mean difference of 28 8.58 points (range
24–31 points) between the original grey value and the
reconstructed grey value in all reconstruction algorithms
before removing any input data. The difference increased
with the amount of input data removed to 54 23.58
points (range 46–89 points). This was not statistically
signiﬁcant.
Grey value analysis showed that MPR was signiﬁcantly
worse than the other algorithms in ﬁlling gaps when 0.8%
or more of the input data were removed (P< 0.05), this
was highly signiﬁcant (P< 0.005) when 1.6% or more of
the input data were removed. There was no statistically
signiﬁcant difference between the other four reconstruc-
tion algorithms.
Data acquisition
The mean pixel value as well as the standard deviation
was higher for PNN than for the other reconstruction
algorithms most likely due to the bright artefacts that
were formed at the image borders. Interestingly, mean
pixel value was greatest in the patient with a parallel data
acquisition. Both VNN2 and DW showed the least mean
values with also the least standard deviation in all three
patient data sets with VNN2 performing slightly better
than DW. Thus, with these reconstruction algorithms the
reconstructed image after producing several gaps in the
data set (IR-20, IR-40, etc.) was comparable to the ﬁrst
image reconstruction IR0.
When comparing the three different ways of data acqui-
sition, we could see a clear difference in performance for
all algorithms except PNN. MPR, VNN, VNN2 and DW
performed worse in the data set where several US sweeps
were acquired from different insonation angles, but did
well in the parallel and fan-like data acquisition. A fan-like
data acquisition method seemed to lead to the best recon-
struction results.
When comparing MPR, VNN, VNN2 and DW, MPR did
worse when more and more data was removed. This is
in agreement with the results in the gap ﬁlling capacity
Figure 6. Gap ﬁlling capacity. Mean differences between the original grey value and the grey value in the reconstructed Q5image are
shown with conﬁdence intervals. The original US-dataset included 256 2D slices. Up to 10 slices were deleted to test the robustness
of the algorithm to ﬁll gaps within the sample volume. Results of the different algorithms were compared using the F-test. P-values
are given in the table, showing that MPR was signiﬁcantly worse in image reconstruction when two US slices or more were deleted.
There was no signiﬁcant difference between any of the other reconstruction methods. *Signiﬁcant; **highly signiﬁcant
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analysis, as MPR had the least capability of closing gaps.
Results are summarized in FigureF7 7.
Clinical evaluation
When evaluating the diagnostic value of 450 recon-
structed axial, sagittal and coronal images (FigureF8 8),
VNN2 and DW were judged to be signiﬁcantly better
than MPR and VNN in the ANOVA model. Mean grades
(standard errors) were 2.0 (0.12), 2.0 (0.13), 2.8
(0.24), 3.5 (0.25), respectively and 2.4 (0.18) for PNN
(FigureF9 9).
No relevant artefact production was seen in VNN2 and
DW when comparing the reconstructed images to the
original 2D images. However, images appeared smoothed
compared with the original 2D images.
Discussion
The value of 3D US has been recognized in many
medical and surgical disciplines. Reconstruction of ultra-
sound data in 3D, allowing volumes to be measured
independently of the data acquisition views, was
reported as early as 1980 (32). However, it took another
two decades until this technique was used in neurosur-
gery (15–20).
We believe that a basic understanding of the underlying
technology is important for the surgeon to improve the
value of this technique.
The quality of 3D US depends on 2D image quality, a
precise spatial registration and the reconstruction algo-
rithm. 2D image quality depends on the US probe as well
Figure 7. Image subtraction. (a) Fan-like image acquisition. (b) Parallel image acquisition. (c) Image acquisition using several US
sweeps from different angles. Mean pixel values of the subtraction images (as displayed in Figure 3) with standard deviations are pre-
sented on the chart
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as the handling in theatre, so that artefacts can be
reduced. A precise calibration of the probe is important,
as reviewed by Mercier et al. (33). A basic understanding
of the reconstruction algorithm is important already
during image acquisition as many algorithms have
difﬁculties in handling overlapping data (34). This is
supported by our results using an image subtraction test.
We could show that most reconstruction algorithms did
better if the data was acquired in a parallel or fan-like
sweep over the area of interest as compared to an unstruc-
tured manner. A fan-like data acquistion method seemed
to lead to the best reconstruction results. However, this
has to be conﬁrmed in a bigger series.
Advantages and disadvantages of
different reconstruction algorithms
MPR is a standard multi-planar reconstruction with trilin-
ear interpolation for any-slice reconstruction that is
designed for structured or isotropic data. Evaluation of
gap ﬁlling capacity showed that MPR was signiﬁcantly
worse than the other reconstruction algorithms in ﬁlling
bigger gaps. Moreover, its diagnostic value in the clinical
evaluation was judged to be inferior to VNN2 and DW.
We therefore judged MPR as unsuitable for 3D US recon-
struction in the neurosurgical setting.
There are a number of reviews on different algorithms
specially designed for 3D US reconstruction. Rohling
et al., (24) grouped algorithms according to how they
worked in PNN, VNN and distance weighted algorithms,
whereas Solberg et al., (25) sorted algorithms on how
they were implemented in pixel based, voxel based or
function based algorithms. Even though the grouping by
Solberg et al. allows a better understanding of the imple-
mentation, the function and weight of the local neigh-
bourhood used for data input seem to be more important
in clinical practice. We therefore preferred to group the
algorithms used in our setting in PNN, VNN and two
distance-weighted algorithms VNN2 and DW.
The pixel nearest neighbour (PNN) algorithm has been
described by McCann et al. (30), Hottier and Billon (31),
Nelson and Pretorius (28), and others. The PNN is a
two-stage algorithm with a so-called bin-ﬁlling or distri-
bution step and a hole-ﬁlling step. First, the algorithm
traverses every pixel in every US-slice and distributes
the input data to the nearest voxel (bin-ﬁlling step). Para-
meters to be set are the weights of multiple contributions
to the same voxel. In this second step, the algorithm loops
over the target volume and ﬁlls the gaps. The parameters
to be set here are the weights of the contributing voxels.
In our setting, pixels were averaged if more than one
pixel were placed into the same target voxel. Gaps that
occurred, if the scanning interval was larger than the
voxel size, were ﬁlled by averaging the value of voxels in
a certain radius around the empty voxel.
We could show that voxels ﬁlled in the second step of
the reconstruction algorithm had a smoothed appearance
Figure 8. Evaluation of the diagnostic value of different recon-
struction mechanisms. Example of one reconstructed image
showing a temporomesial hamartoma. The tentorium is clearly
visible, too: (a) MPR, (b) PNN, (c) VNN, (d) VNN2, (e) DWI
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Figure 9. Evaluation of the diagnostic value of different recon-
struction mechanisms. Mean grades for each algorithm are
shown with standard deviations. *Signiﬁcant
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compared with voxels ﬁlled in the ﬁrst step. Moreover, a
strong artefact formation could be noted at the borders
of the image. Both effects probably led to high mean pixel
values and high standard deviation in subtraction images.
We can therefore conclude that even though the algo-
rithm tried to ﬁll gaps, brightness seemed to differ in
the reconstructed image. This might even mislead the
surgeon in certain cases during image-guided surgery.
We therefore judged PNN as less suitable than VNN2
and DW in the neurosurgical setting.
In VNN the algorithm traverses each voxel and ﬁlls it
with the value of the nearest pixel (35). This is a very
fast method, but is prone to artefacts due to registration
errors such as motion artefacts and sensor errors (24).
In our setting, the greatest pixel value was taken, if
there were several input pixels with the same distance.
Although the algorithm showed good performance in
the image subtraction test, the diagnostic value of the
technique was judged to be inferior to the distance-
weighted methods. The algorithm was graded badly in
the clinical evaluation, most likely due to the rather
obvious speckle pattern and the motion artefacts that
reduced the capability of delineating anatomical struc-
tures. Due to the lack of diagnostic value, VNN was
judged to be less suitable than VNN2 and DW in the
neurosurgical setting.
Distance-weighted methods can be pixel-based interpo-
lations (14,36,37) or voxel based interpolations (29,38).
The distance to the voxel weights the input data in a local
neighbourhood of the voxel. Parameters to be set are the
weight function and the size and shape of the local neigh-
bourhood. In VNN2 a spherical kernel and an inverse
distance weight were employed. If kernel size was set
too small, gaps occurred. If kernel size was too large, the
voxel array appeared too smoothed. In DW a bilinear
interpolation according to Trobaugh et al. (38) was
applied. The voxel position was projected orthogonal onto
the nearest slices and the grey value was interpolated
from the surrounding pixels in a distance-weighted
manner. This method had the advantage of retaining the
resolution of each B-scan in the voxel array and avoided
gaps. However, in cases of nonlinear sweeps, it might be
difﬁcult to choose the nearest slices. Both algorithms
showed the best overall performance in gap ﬁlling
capabilities and in clinical evaluation. VNN2 and DWwere
judged to be signiﬁcantly better in diagnostic imaging
than MPR and VNN. Both VNN2 and DW had a smoother
appearance making it easier for the clinician to recognize
certain structures. Both algorithms were therefore judged
to be good candidates to be implemented in a neurosurgi-
cal setting.
There are several algorithms described in the literature
that estimate a function of the input data to create a voxel
grid such as a Rayleigh interpolation with Bayesian frame-
work (39) and a radial basis function interpolation (24).
As these algorithms are more demanding on computa-
tional time, we did not consider them as suitable algo-
rithms for an intraoperative setting and therefore did
not test these algorithms.
Impact of data acquisition on the
reconstruction result
Most algorithms except PNN performed better, when
image data was acquired in a rather structured way such
as a parallel or fan-like US sweep. These ﬁndings are
conclusive with the work of Huang et al.(34). Even
though a compounding of data by acquiring data from
different insonation angles may reduce speckle noise
and registration errors (14,34), handling of overlapping
data seems to be problematic for most algorithms and
results in a reduced spatial resolution due to averaging
(34). A reduced spatial resolution will eventually reduce
the diagnostic value of the reconstructed image. Solutions
that have been discussed in the literature by different
authors such as ‘super resolution image reconstruction’
techniques (34,36) might still use too much computa-
tional time for intraoperative use.
For the clinician it is therefore important to know the
reconstruction algorithm that is applied to acquire data
in the way that is best for 3D reconstruction.
Limitations of the study
This is a retrospective data analysis of selected patient
data sets. Using surgical patient data sets best represents
the real situation in a neurosurgical operating theatre.
However, these data sets might contain more artefacts
than data sets of phantoms or volunteers as described by
other authors, previously (24,29,40). We evaluated the
impact of the way of data acquisition on the reconstruc-
tion result by an image subtraction method, as this is a
very good way of comparing images. However, a statisti-
cal analysis of these data is difﬁcult to achieve. We could
demonstrate that a structured data acquisition led to a
better reconstruction result in the selected cases. How-
ever, these results need to be further evaluated in a
prospective study.
Conclusion
VNN2 and DW were identiﬁed as robust algorithms that
generate reconstructed US images with a high diagnostic
value. These algorithms improve the utility and reliability
of 3D-US imaging during intraoperative navigation. These
algorithms are good candidates for an intraoperative eval-
uation in a larger patient cohort in a prospective manner.
However, caution should be exercised during image acqui-
sition to produce a rather structured data set to reach a
high quality reconstruction.
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