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The problem of comparing the precisions of two instruments using repeated 
measurements can be cast as an extension of the Pitman-Morgan problem 
of testing equality of variances of a bivariate normal distribution. Hawkins 
(1 981) decomposes the hypothesis of equal variances in this model into two 
subhypotheses for which simple tests exist. For the overall hypothesis he 
proposes to combine the tests of the subhypotheses using Fisher’s method 
and empirically compares the component tests and their combination with 
the likelihood ratio test. In this paper an attempt is made to resolve some 
discrepancies and puzzling conclusions in Hawkins’s study and to propose 
simple modifications. 
The new tests are compared to the tests discussed by Hawkins and to 
each other both in terms of the finite sample power (estimated by Monte 
Carlo simulation) and theoretically in terms of asymptotic relative efficien- 
cies. 
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1 Introduction 
The problem of testing equality of the variances of two correlated normal variables was 
resolved independently and almost simuItaneously by PITMAN (1939) and MORGAN 
(1939). The likelihood ratio procedure obtained by them consists of testing indepen- 
dence of two normal variables. HAWKINS (1981) considered this problem in the context 
of the model 
XI, = r1 f 8, + El , ’  (1) 
i = 1 , 2  ,..., n ; j = 1 , 2  ,..., p + q , w h e r e  (Xll ,..., X , p , X , p + l  ,..., XI , ,+ , )  aretheobservations 
on the ith subject obtained using two instruments; the first p components with instru- 
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ment 1, and the next q components with instrument 2. The measurementsXiJ may alter- 
natively be the responses from the i I h  subject after receiving two drugs, the first p 
responses being associated with drug 1 and the next q with drug 2. It is assumed that the 
E , ~ ’ S  are independent and normally distributed with zero means and variances given by 
a:,j=1,2 ,..., p 
Var(Ei,) = 
0 2 ,  j = p  + 1 ,..., p + q. 
Note that in the preceding example on a clinical drug trial a possible serial correlation 
between the readings taken on the same subject at different times is neglected. 
The  parameters SJ are the fixed effects associated with the treatments, SJ = S(l), 
j = 1, ..., p and SJ = ~ 5 ( ~ ) , j  = p + 1, ..., p + q ;  the random variables tl, ..., t, are indepen- 
dent and normally distributed with the same expectation, which w.1.o.g. may be taken 
equal to 0, and variance r2 .  It is assumed that 
(2) 2 0: 2 0, g2 2 0, r2 2 0, a: + a: > 0, 0; + r2 > 0, 0: + r2 > 0, 
where a normal distribution with variance 0 corresponds to a degenerate distribution. 
In particular, the random variables (, may be degenerate. 
Further, the t,’s and E , / ’ S  are independent. Since the primary concern in the evalua- 
tion of the instruments is their precision, a major statistical problem in this model is 
that oftesting Ha : 0: = ~2’. It is easy to see that whenp = q = 1, the problem reduces to a 
problem closely related to that considered by PITMAN and MORGAN. (Note that there are 
some restrictions on the covariance matrix, due to r2 2 0). 
The  assumptions of model (1) imply that the covariance matrix of X,, the vector of 
observations for the individual, is 
a: I,, + ?ERR 
Var (X i )  = [ r2Eqp o:lq + r2Eqq 
where I, denotes the identity matrix of order m, and Em, denotes the m x n matrix of 
unities. The structure of the problem is simplified by making orthogonal transforma- 
tions of the p observations with treatment 1 and the q observations with treatment 2 
as follows. 
Let H,, denote the Helmert matrix with (m-’12, ..., m-’12) as the first row, and let 
Then  it is easily verified that 
Furthermore the components of Y, may be rearranged so that 
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u; + pr2  r2(Pq)’I2 o 0 
r2(Pq)’i2 at + qr2 o 0 
0 0 0; 1,- I 0 
0 0 0 a24-1- z 
Var 
0 (a: - 
P + 4  
+ (P + d r 2  Pa: + 40: 
P + 4  
0 (0: - o:)(Pq)i’2 (40: + p a t )  Var (Z,) = 
P + 4  P + 4  
0 0 a: I p - i  0 
0 0 0 u;1& 
(6)  
with corresponding expected value (fid(i), fid(2), 0, ..., 0). 
formation 
The  problem is discussed in detail by HAWKINS for the case p = q. A second trans- 
yields normal variables with covariance matrix 
2 1 0 0 0 0 2  [ p - I  
For the general case HAWKINS does not identify a transformation that simplifies the 
problem. However, we note that the transformation 
z i I = ( h Y i l  + i i ~ i p + l ) / G y  
z/3= K 2 j . - . I Z i p + i =  Y i p ,  Z r p + 2 =  K p + 2 3 . . - 7 Z / p + g =  Y I P + @  
leads to normal variables with covariance matrix 
2 Tests by Hawkins 
For testing Ho: a: = a:, whenp  = q, HAWKINS (1981) examines the likelihood ratio test 
labelled GLR (generalized likelihood ratio) in terms of the Zl,’s. The  GLR while 
feasible gives serious problems. It requires numerical maximization of the likelihood 
function. Moreover, its null distribution which involves the nuisance parameter r2 is 
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unavailable. For examining the power function ofthe GLR, simulated percentiles are 
obtained for various values of the nuisance parameter. 
We can not even use standard asymptotical theory. As is shown in Appendix A, the 
maximum likelihood estimator of r2 is irregular under r 2 = 0  (?=O is advised by 
HAWKINS to take in practice and is called “worst-case”). Note also the correction on p. 46 
ofHAwKrNs (1981) to the asymptoticxi-theory ifr2 = o : ir0 = 0.08, while i r l  = ir4 = 0. SO, 
the GLR is difficult to apply and it is worthwile to develop other test statistics, which 
(i) should be easy to compute, 
(ii) should have an easy (asymptotic) null distribution, and 
(iii) should be nearly as powerful as the GLR. 
In an attempt to develop an alternative to the GLR, it is noted that the testing problem 
can be decomposed in two more simple subproblems, testing (i) Hol : cov (Z,,, Z12) = 0, 
and (ii) Ho2 : ( Z 1 3 ,  ..., 2, ,+,) and (Zl  p + 2 ,  ..., Z,,,) have equal variances. The likelihood 
ratio test of Hol due to Pitman-Morgan, based on ( Z I 1 , Z l 2 ) ,  i = 1, ..., n, ignoring the 
restrictions induced by T’ 2 0, reduces to a t-test for zero correlation between Z, I and 
Z12.  For the hypothesis Hoz of equal variances the alternative is two sided for which 
HAWKINS uses an F-test. The corresponding test statistics T and F are independent and 
the “pooled test” for Ho obtained by combining the two P-values using Fisher’s method 
provides an alternative to the GLR. 
The power functions of T, F, the pooled test and the GLR are compared using a 
Monte Carlo experiment. From the empirical study it is concluded that (i) the GLR is 
the best of the four tests and its power decreases as increases; (ii) T alone is the 
poorest, (iii) the power of the GLR decreases to that of F as T’ increases; (iv) the com- 
bination of T and F is weaker occasionally than one of its components namely the F- 
test. The pooled test seems better when r2 < 1, and the F-test seems better when r2 2 1. 
HAWKINS then suggests estimating T’ and using it to decide between F and the pooled 
test. The value 1 here is due to the choice u: = a: = 1 (under Ho) in the Monte Carlo 
experiment. Not the magnitude of r2 itself, but of r2/u: is important. 
In this paper we try to explain the role of r2/u: in the preceding conclusions. More- 
over, we present a new test statistic, which is asymptotically optimal for testing the 
conjunction ofHol and Ho2, which is easy to compute and has an easy asymptotic null- 
distribution: the standard-normal distribution. It turns out that the new test is as power- 
ful as GLR, even for n = 10. So this test satisfies the three aims mentioned before. 
Therefore we recommend this statistic, given in (7) in section 3, f o r  testing u: = u: against 
a: # g;. This new test statistic may be seen as a weighted combination of T and F. 
Further we consider several classical combination procedures for testing Ho, and HO2. 
We also consider another way of decomposing the testing problem, Hol and H&, say. 
We discuss tests for H,*, only, and several combination procedures. 
In section 3 the various modified tests are described. In section 4 we estimate the 
power functions of these modified procedures by simulation with the parametric con- 
figuration considered by HAWKINS. In section 5 the tests are theoretically compared in 
terms of Pitman efficiencies and (local) slopes. Also some open questions and some 
suggestions are presented. 
, 
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3 Modified tests 
In this section we examine Hawkins’ study and propose some new tests. Among the 
conclusions of Hawkins’ simulation study the optimality of the GLR, the general 
strength of the F-test and the weakness of T alone are reasonable. At first sight it looks 
rather strange that the combination of T and F (where one uses more information) is 
occasionally weaker than the F-test alone. To clarify this point, the role of .’/of has to 
be investigated more closely. 
If r2 is large with respect to a: and at, the power of the T-test at the point (o?, oi, r2) 
will be low, since the power is low ifthe correlation between Z,, and Z,, is low and this is 
the case when r2 is large. In other words the T-test is not very informative for large 
values of r2 (with respect to 0: and 0;). This explains why the F-test alone is sometimes 
(for r2 large!) more powerful than the pooled test, because in that case applying Fisher’s 
method the F-test is combined in an unweighted way with a poor test. Nevertheless, i t  
should be possible to use both the information in the T-test and in the F-test. Although 
in general Fisher’s method of combining independent tests may be effective, in this 
situation it seems to be better to combine the T-test and F-test in a different way, using 
their asymptotic normal distributions. In view of the bad performance of the 7‘-test for 
large values of r2 i t  seems to be more appropriate to give the T-test a low weight if r2 is 
relatively large (cf. also Hawkins’ proposal to estimate r2 and then to select the pooled 
or F-test; here we consider a more refined method of weighting). 
We now express the test statistics in terms of the Z, = (Z,l, ZI2 ,  ..., Z, p + g ) ’ ,  
i = 1,2, ..., n and use the form of the dispersion matrix of Z,, given by (6). Since E(Z, , ) ,  
E ( Z I 2 )  involve unknown parameters and E(Z,)  = 0, j = 3, . . . ,p  + q, we compute the 
sample covariance matrix of ZI, ..., Z, as Sz = ((S:)) where 
n 
1 (Z,, - Y,)(Z,, - Z , ) / ( n  - l), for j, k = 1,2 
/ = I  
S$ = 
n 
1 Z, Z,,/n, otherwise 
/=I 
and 
n 
Z , = ~ z , / n ,  j = l ,  ..., p + q .  
i=l  
The null hypothesis Ho : 0: = 0; is now replaced by two subhypotheses, HOl : Z, I and Z,, 
are independent, and HO2 :Zi3, ..., Z, p+ and Z, p + 2 ,  ..., Z, p + 4  have the same variances, 
which may be tested using 
2 112 T = M n  - 2)/(1 - R12)I 3 
F = S:/S:, 
where 
P +  I P + Y  
I = 3  , = p + 2  
z sz sz 112 Rl2 =s,,/( 1 1  22) 1 s:= E S W -  0, sf = c S X S  - 1). 
204 W. C. M. Kallenberg, G. S. Mudholkar and P. Subbaiah 
Note that T 2  with T as defined above corresponds to Hawkins' T. Further note that the 
test statistic T is easy to compute also in casep # q in spite of Hawkins' (1981) remark 
on p. 45. 
Under H,, T follows Student's f-distribution with (n - 2) df, and F follows Snede- 
cor's F-distribution with ( n ( p  - l) ,  n(4 - 1)) df. 
Next consider contiguous alternatives of the form 
To derive the asymptotically optimal weights, first suppose r2/lif to be known. Defining 
it follows that 
W2N(6'cl ,1)  as n - r m  
with 
c1 = (pq) lP(p  + 4)-'(1 + r2(p + 4)(0:)-')-'/'. 
(For the nonning factor see, for example, JOHNSON and KOTZ, 1970b, p. 229.) 
Note that W and T are equivalent test statistics for testing Hol. Here again it is seen that 
we obtain low power if r2 is relatively large, since in that case cI  is relatively small. 
Based on the Wilson-Hilferty approximation to the distribution of chi-squared 
random variables, cf. JOHNSON and KOTZ, (1970b), p. 83, define 
It follows that 
with 
So at first order the two testing problems together are equivalent to testing 6' = 0 against 
6' # 0 with two independent normal variables with variance 1 and expectation 6'cl and 
8c2, respectively. Now it is clear how we have to pool both tests, rejecting Ho if 
where @ denotes the standard-normal distribution function and a the (approximate) 
level of the test. Note that if r2 is relatively large the weight c I  of W is small, which 
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agrees with the above reasoning. The final step is replacing c I  by E l ,  where E ,  is obtained 
by inserting a consistent estimator of r2/a: in c1 for which we take ?2/c?: with 
?2  = max (0, [s; - S: - (p - q)(pq)-1/2~Iz2](p + q)-I) 
6: = s:. 
u = (?I w + c2 v)(e: + c:)-1/2 
and 
So the test statistic is 
(7) 
and we reject Ho at level a if I U I > @-'(l - $ a ) .  
REMARK 1. Although simulation results show that even for n = 10 the actual level of 
the test based on U is close to the nominal level a, a modification is possible using test 
statistics, which are exactly N(0 ,  1)-distributed under Ho. The idea of this modification 
is due to the referee. It can be worked out as follows. The one-sided P-value corre- 
sponding with T is defined by 
Qi(T) with Qi(t) =Pr(Tn-25 
where Tn-2 has a t-distribution with (n - 2) df. 
Under Ho, Ql(T) is uniformly distributed on (0,l) and therefore @-'[Q,(T)] has 
a N(0 ,  1)-distribution under Ho. Under contiguous alternatives of the form a: a;' = 
1 + we get 
@p- l [Ql (T) ]~N(Bc l ,  1) as n-.ca. 
The one-sided P-value corresponding with F is defined by 
Q2(F) with QzV) = Pr{F(n(p  - I ) ,  n ( q  - 1)) S f I ,  
where F [ n ( p  - l), n ( q  - l)] has a F-distribution with [n(p - l), n ( q  - l)]df. Under Ho, 
@-'[Q2(F)] has a N ( 0 ,  1)-distribution, while under contiguous alternatives of the form 
a: aF2 = 1 + we have 
@-'[Q2(F)] 3 N ( B c 2 ,  1) as n 4 w.  
Arguing as before we may replace in (7) W by the equivalent test statistic W * =  
@-'[QI(T)] and V by the equivalent test statistic V* = @-'[Q'(F)] ,  rejecting Ho if 
I (el W* + c2 v*)(c^: + c;)-'l2l >@-'(I  - fa) .  
Now W* and V* are exactly N ( 0 ,  1)-distributed under Ho. Note that we do not combine 
the two-sided P-values, but first combine the one-sided P-values and then take the two- 
sided critical region (as we also combine W and V in (7) and not 1 W I and I V I ) .  This is 
due to the fact that the two-sided P-values have a less nice limiting distribution under 
(contiguous) alternatives. 
Of course, calculating W* and V* might be slightly less easier than calculating W 
and V .  
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The  tests based on T, F, U and Fisher’s combination of T and F all fall into the 
following scheme. 
- The testing problem is decomposed in two more simple subproblems. 
- For each subproblem one or more suitable tests are chosen. 
- The two tests are combined or a test for only one of the two subproblems is 
Next a lot of other tests will be discussed along the preceding scheme. An examination 
of the structure of the covariance matrix (6) suggests an  alternative way of decomposing 
Ho : o: = a;, namely in Hol : Z,I and Z,, are independent, and HA : Z12,  Z,3, ..., Z, p + l ,  
‘Z, p + 2 ,  ..., Z, p + q  have the same variances, cf. REMARK 3 (section 5). So, three sub- 
problems are involved and now we will discuss in a systematic way suitable tests for 
each of these three subproblems. 
Testing HOl against the alternative u: # oi is close to testing independence of Z,I 
and Z,, against dependence (the difference is caused by the restriction on r2) .  The test 
statistic T is a standard test statistic for the latter testing problem and therefore T seems 
suitable for testing Hal. 
For testing Ho2 both F and Bartlett’s statistic B2 are standard test statistics. Bartlett’s 
statistic B2 is defined by 
considered. 
B2 = M 2 / b 2  with 
M2=n(p +q-2)[log(aS:+ (l-a)S:}-{alogS:+ (l-a)logS:}], 
a =  - ’ b2 = 1 + 
p + q - 2 ’  
For testing HA we apply Bartlett’s statistic B3, defined by 
B3 = M 3 / b 3  with 
M 3 = ( ( n -  1) + . ( p + ~ - 2 ) J [ l o g ( a I S ~ + a 2 S : + a 3 S : } -  
{aIlogS;+ a2logS:+ UJlOgS:}], 
, a3=- n(q - I ) ,  A =  (n - 1) + n(p + q -2) n - 1  n(P-1) a1=- , a2=- 
A A A 
The test statistic B3 is suitable if (p + q)-I(qo: + p o t )  in (6) is replaced by a: and we 
want to test the hypothesis o: = o: = 03, based on Sg, S:, S:. 
REMARK 2. Another possibility is to test a: = r~i = a2 by the F-test mentioned before, to 
test (qa: + po:)/(p + q) = o2 separately by using 
F* = (p + 4 - 2)S&/ ( (p  - 1)s: + (q - l)S:}, 
and to combine these two test-statistics. Note however, that F and F* are independent 
under Ho, but not under alternatives, cf. also Remarks 4 and 5 in section 5. 
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We consider also two other test statistics for testing H A :  
Dl = fi(Si - S:)/S,Z, 
and 
Both test statistics D I  and D2 are simple to compute and their distributions do  not 
involve r2.  The null hypothesis is rejected when these statistics are too small or too 
large. The critical values associated with these statistics can be obtained either by simu- 
lation or by using Cornish-Fisher approximation for percentiles (cf. JOHNSON and KOTZ, 
1970a, p. 34) involving the first four moments. 
For large n it follows by Cox and REID (1987) that under Ho 
P ( D , < x ) = P ( U , j x )  + O(n- ' )  as n + m ,  
where U, has a normal distribution with mean (2/9)n-'l2( (p - l)-' - ( 4  - l)-') and 
variance (2/9)((p - 1)-' + (4 - l)-'}. Writing 
d; = [(2/9){(p - l)-' + ( 4  - 1)-']]'/*@-'(1 - 2 4 
we therefore have 
P ( 1 D 2 1 > d ; ) = a + 0 ( n - l )  as n - a ,  
thus obtaining a simple and theoretically accurate approximation of the critical value. 
Note however, the discussion on critical values in section 4. We conclude the descrip- 
tion of tests for the three subproblems by noting that D I  and D2 are strongly related as 
is seen from 
2 2 1/3 
D 1  = 3  (-) D2 + n-'D:. 
Having discussed tests for the subproblems we now come to the combination of the 
tests. Combination of k independent tests can be done in several ways. First of all we 
have the combined statistic U and its modification, given in REMARK 1. These tests have 
already been discussed in detail at the beginning ofthis section. Next we mention some 
classical combination statistics based on  (two-sided) P-values. If PI, ..., Pk are the P- 
values associated with k independent tests, then consider 
k 
(i) y f  = - 2 log PI, due to FISHER, 
, = I  
k 
(ii) yL  = 1 - log (P,/(l - P,) } ,  studied by MUDHOLKAR and GEORGE (19791, 
(iii) i y r  = - min PI,  due to TIPPETT. 
Under Ho, i y f  is distributed as x 2  with 2k df, y r  is distributed as minus the first order 
I = I  
1<lSA 
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statistic from a sample of size k from a uniform distribution, and y L  is distributed as 
the sum of k i.i.d. logistic variables which can be well approximated by n[k(5k + 2 ) /  
{3(5k  + 4))]1/2 x qk+4 where TSk+4 denotesa randomvariable with Student’s t-distribu- 
tion with 5k + 4 df. The critical values of the combination statistics are the upper 
a-percentiles of these null distributions. 
W e  apply the three methods on  T and B2, which are used for testing Hol and HQ2, and 
on T and B3, which are used for testing Hol and HA. The P-value corresponding with T 
is defined by 
P1(T)  with Pl( t )=2Pr(T, -2> I t l ) .  
For Bartlett’s statistic Bz we use its limiting distribution. 
The  (approximate) P-value associated with B2 is given by 
P2(B2) with P2(b) = P r h :  > b) .  
Further it is immediately seen that T and B2 are independent and hence also P l ( T )  and 
P2(B2) are independent. The three combination statistics mentioned above are denoted 
Bartlett’s statistic BJ, used for testing HA, is under Ho approximately distributed as,$ 
by V F 2 7  v/L2 and VT2- 
with 2 df. The (approximate) P-value associated with B3 is given by 
P;”(B3) with P;”(b) = P:h: > b) .  
In order to show that the P-values being combined: PI, P;” are independently distributed 
under Ho, we need the following: 
LEMMA 1. Under H,: 
tri b uted. 
= ui = u2, say, the statistics T and BJ are independently dis- 
PROOF. The null distribution of T does not depend on the nuisance parameters ~ 5 ( ~ ) ,  
6(2), u2 and r2 .  Moreover, (zl, z2, Sfi, S5) are the complete sufficient statistics for 
the nuisance parameters (6(1), 6(2), u2, r2) ,  when restricting attention to Z,, 
i =  1 ,..., n, j=1,2 .  
Hence, using BASLJ’S (1955) theorem, it follows that T is independent of S,”,. It is 
obvious that (T,S,”,) is also independent of (S!,S:). Consequently, B3 which is a func- 
0 tion of S,”,, S:, S:, is independent of T. 
It follows from this lemma that P1, P;”, the P-values associated with T and BJ, are 
independent when the null hypothesis is true. 
The  three combination statistics of PI and P;” are denoted by VFJ,  YLJ and yT3. 
In summary we have the following test statistics 
- T for testing H,, only, 
- B2 or F for testing HO2 only, 
- B3, D1 or D2 for testing HG only, 
- W F 2 ,  V L ~ ,  v / T 2  and U: combination tests for Hol and HO2, 
- v F 3 ,  WLJ,  ~ 7 3 :  combination tests for Hol and H0:. 
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4 Comparison of power functions 
In order to investigate the power functions of the tests described in section 3, a Monte 
Carlo study is conducted. In the simulation study we considered the same values for the 
parameters as in Hawkins' study, viz., n = 10,20,50; p = q = 2,3,4,5; T' = 0,1,4. The 
power for the GLR is taken from HAWKINS (1981). A random sample of size n is gen- 
erated from a bivariate normal population with mean 0 and covariance matrix specified 
by the first principal minor ofVar (Zi) in (6) ,  using IMSL routine RNMVN and S;, S&, 
S& are calculated. Similarly, n(p  - 1) observationsfrom N ( 0 ,  o;), n(q - 1) observations 
From N(0 ,  CT;) are generated with the IMSL routine R " 0 V A  and S:, S: are calculated. 
Then  the test statistics T, F, B3, yFZr yLz, y ~ 2 ,  YF3, y ~ ~ ,  yT3, D1, 0 2  and U are obtained 
and compared with the corresponding critical values. This process is repeated for 5000 
samples, and the power ofeach test is estimated by the proportion oftimes the test leads 
to rejection of the null hypothesis. The standard error for the estimate of the power is at 
most (20000)-1~2 = 0.007. 
Calculation of critical constants: 
The  upper 100(a/2)-percentage point of the t-distribution with ( n  - 2) df is compared 
with I T I .  In the simulationp = q and hence F is used instead of B2. The maximum of F 
and I / F  is compared with the upper 100(a/2)-percentage point of the F-distribution 
with ( n ( p  - l),  n ( p  - 1)) df. The P-value P2(F)  which is needed in calculating yF2 ,  yL2,  
tyT2 is obtained as 
B3 is compared withX:-a;z, the upper 100a-percentile of theX'-distribution with 2 df. 
The  critical constant for yF2 ,  y/~3 is yL2,  yL3 are compared with 
7 ~ ( 2 4 / 4 2 ) ' ~ ~ t ~ - ~ ; ~ ~ ,  where as y T 2 ,  y T 3  are compared with - [l -(1 - a ) ' / 2 ] .  I U I is com- 
pared with z ~ - ~ / ~ ,  the upper 100(a/2)-percentile of the standard normal distribution. 
The  critical constants for D, and 4 are obtained using two methods. One simple way 
is as follows: For large n, hi /n)I /3 is approximately normally distributed with mean 
1 - 2(9n)-' and variance 2(9n)-' based on the Wilson-Hilferty approximation. Let 
Ul = t ~ ' / ~ o - * / ~ ( ( S ; ) ' / ~  - (Si)'/3}, Uz = ( c J - ' S ~ ) ' / ~ ,  and dz be a constant such. that under 
H,, Pr(Dz = Ul /U2  5 dz) = 1 - a, i.e., Pr(Ul - dz Uz 5 0) = 1 - a. Since UI is approxi- 
mately normal with mean 0, and variance ___ and Uz is approximately normal 
4 
9(p - 1) ' 
2 
9(n - 1) 
and variance ____ , dz is obtained as 2 with mean 1 -- 
9(n - 1) ' 
21 0 W. C. M. Kallenberg, G. S. Mudholkar and P. Subbaiah 
Note that as n + 03, d2 -t d; = , the critical constant based on the 
approximation, given in section 3. The power using the constants d2 and d; is denoted 
by column headings D2 and D; in Table 1. Similarly the critical constants for D1 are 
These critical constants are summarized in the following table. 
TEST STATISTIC CRITICAL CONSTANT 
ID1 I 
1 0 2 1  
112 
4 
(zl-a/2)2 
2 
9(n - 1) 
4 = 
The estimated power of the tests is given inTable 1. The actual significance levels ofthe 
tests are also estimated in the Monte Carlo study. Except for D I ,  0; and D; the actual 
levels agree with the nominal level 0.05. 
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Table 1. Estimates of power function based on 5000 samples with a = .05; ~7:=2, u: = 1 
(probabilities x lo2) 
10 2 0 17 14 4 
10 2 1 17 13 4 
10 2 4 17 14 4 
10 3 0 32 24 6 
10 3 1 32 24 6 
10 3 4 33 26 6 
10 4 0 46 36 8 
10 4 1 47 36 9 
10 4 4 48 37 9 
10 5 0 57 47 11 
10 5 1 58 48 11 
10 5 4 58 47 11 
20 2 0 33 25 22 
20 2 1 32 25 21 
20 2 4 31 24 20 
20 3 0 58 48 37 
20 3 1 59 47 37 
20 3 4 58 48 36 
20 4 0 76 66 52 
20 4 1 16 65 52 
20 4 4 76 65 53 
20 5 0 87 80 63 
20 5 1 87 79 64 
20 5 4 87 80 64 
SO 2 0 68 57 58 
SO 2 1 67 57 57 
SO 2 4 68 58 57 
SO 3 0 94 90 86 
50 3 1 93 88 85 
SO 3 4 93 88 85 
50 4 0 99 97 96 
SO 4 1 99 91 96 
SO 4 4 99 97 96 
50 5 0 100 100 99 
50 5 1 100 100 99 
50 5 4 100 100 99 
25 17 20 15 
26 17 20 7 
26 17 20 6 
37 30 35 16 
37 30 34 7 
37 30 35 6 
47 42 47 16 
48 43 49 6 
49 44 50 5 
55 52 58 1.5 
55 53 58 7 
56 53 59 6 
34 32 34 29 
33 31 33 10 
33 31 33 7 
55 55 58 30 
54 56 58 10 
54 56 59 6 
69 73 75 31 
70 73 75 9 
70 73 76 6 
80 85 87 31 
80 85 86 8 
81 85 86 5 
64 67 68 67 
63 66 67 23 
63 66 67 10 
90 93 93 67 
88 92 92 17 
89 92 93 9 
97 99 99 67 
97 98 99 15 
97 99 99 8 
LOO 100 100 66 
99 100 100 14 
LOO 100 100 8 
29 21 
20 15 
18 14 
43 33 
34 25 
33 25 
55 45 
48 37 
48 37 
65 54 
59 48 
58 47 
55 44 
39 29 
34 25 
74 64 
62 52 
60 48 
86 78 
78 67 
76 65 
93 88 
88 80 
88 79 
93 88 
77 68 
71 60 
99 97 
95 90 
94 88 
100 100 
99 98 
99 97 
100 100 
100 100 
100 100 
22 
15 
14 
33 
24 
23 
44 
34 
34 
52 
44 
43 
45 
29 
23 
64 
49 
43 
77 
62 
59 
86 
74 
73 
88 
66 
56 
97 
87 
83 
99 
96 
95 
100 
99 
99 
19 19 
14 12 
13 12 
29 27 
25 20 
25 20 
41 37 
37 29 
38 29 
52 45 
49 38 
48 37 
38 39 
28 24 
25 20 
59 57 
SO 41 
49 38 
73 71 
68 57 
67 55 
84 81 
81 71 
81 70 
81 83 
64 60 
59 50 
96 96 
89 84 
89 82 
99 99 
98 95 
98 94 
100 100 
100 99 
100 99 
19 
12 
12 
28 
19 
19 
37 
28 
26 
44 
36 
34 
39 
23 
19 
57 
40 
35 
70 
53 
50 
80 
65 
64 
84 
59 
48 
96 
81 
76 
99 
93 
91 
100 
98 
97 
17 
12 
11 
24 
19 
19 
33 
29 
29 
41 
39 
37 
33 
21 
19 
50 
40 
38 
64 
57 
57 
77 
72 
72 
76 
55 
49 
92 
83 
82 
98 
96 
95 
100 
99 
99 
28 
22 
19 
40 
33 
30 
56 
50 
48 
71 
61 
61 
54 
40 
35 
75 
62 
55 
86 
79 
17 
93 
87 
88 
91 
80 
70 
99 
95 
94 
100 
99 
99 
100 
100 
100 
* The power of GLR is taken from HAWKINS (1981), Table 1. 
** The simulated level of D, equals .01 for n = 10. The simulated level of 0; equals .13 for n = 10, 
.09 for n =20, .07 for n =SO. The simulated level of 0; equals .07 for n = 10. .06 for n = 20 and .05 
or .06 for n=50.  In all other cases the simulated levels are .05 (with sometimes .06 or .04). 
Conclusions: The following observations are made from the results of Table 1. 
1. The conclusions drawn by HAWKINS from the simulation study are all verified here 
also. Although HAWKINS wrongly takes a one-sided Etest in defining Fisher's 
method, it seems that in Hawkins' simulation study the correct P-values are used, 
based on the two-sided F-test. It is seen that the power of F given in Table 1 is very 
similar to the power of F, presented by HAWKINS. Among the four tests considered by 
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HAWKINS, namely, GLR, F, T, yF2, it is observed that GLR is never inferior. In terms 
of power, the four tests can be arranged as follows: 
G L R > v F 2 2 F > T  if r 2 < 1  
G L R 2 F 2 y F 2 > T  if ? 2 2 1  
2. The power functions of B3, D, and D2 do not depend on 7'. Among these four, i t  
seems that the powers of F and 4 are close to each other, the power of F being 
slightly larger. The ordering of these tests with respect to power is 
F k) D2 2 B3 2 D,. (10) 
3.  Since F 2 B3, the combination tests involving F are better than those involving B3. 
The reason for it may be that in using B3 the structure of var(Z,2) = 
(p + q)- ' (4a:  + p o i )  is ignored. 
4. The ordering of yF2,  yL2,  y T 2  seems to be 
Y F 2  = y / L 2  2 v T 2 7  if 7' < 1 
W F 2  = v / T 2  2 VL2, if T 2  2 1. 
5. GLR seems to be better than both F and Y F 2 .  When T~ = 0, clearly GLR is better. As 
t2 gets larger, F has power getting closer to that of GLR. Comparison of the GLR, D2, 
F and leads to the ordering 
G L R > V F ~ ~ D ~ = F  if T 2 c  1 
G L R 2 D 2 = F 2 y F 2  if r 2 2 1 .  
6. It is clear from Table 1, that U, which is simple to compute, has power close to that of 
GLR. We therefore recommend the use of U. 
5 Theoretical comparisons and open questions 
To investigate the performance of the tests several efficiency concepts are available. 
Here we consider Pitman efficiency, (approximate) Bahadur efficiency and local limits 
of the latter. 
For Pitman efficiency limiting distributions under local (contiguous) alternatives are 
needed. As in section 3 alternatives of the form 
are considered, keeping the nuisance parameter r2 fixed, 0 I T~ c 03. By standard 
methods we obtain the following. 
THEOREM 1. Under alternatives of the form (1 1) the limiting distributions (as n 4 w) of the 
test statistics are given by (x;.(d) denotes a chi-square distribution with k df and non- 
centrality 6) 
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D~ -. N ( e ,  c;~) 
D2- .N( fB ,  ( 3 4 - 2 )  
u+ N ( e ( c :  + c:)Il2, 1). 
The limiting distributions of YF2, y L 2  and tyT2 are easily derived from Theorem 1. For 
example 
W F 2  + - 2 log (2@(- I W C l ,  1) Ill - 2 log P2h:(e2c:)). 
However, these limiting distributions are rather complicated and lead to Pitman 
efficiencies depending on the level a and the prescribed power p .  
The limiting distributions of yF3, vL3 and tyr3 can not be deduced directly from 
Theorem 1, due to the fact that under the alternatives S& and RI2  are dependent. How- 
ever, by using their simultaneous limiting distribution one can obtain also the limiting 
distributions of yF3,  yL3 and yT3.  Since these distributions are rather complicated we 
do not present them here. 
From Theorem 1 it is easily seen that B2, F, DI and D2 have Pitman efficiency 1 w.r.t. 
each other, that either of them has Pitman efficiency c$/cf (2 1 i fp  2 2 and q 2 2, with 
equality iffp = q = 2 and z2 = 0) w.r.t. T and Pitman efficiency c:/(c: + c:) < 1 w.r.t. to 
U. The Pitman efficiency of these tests w.r.t. B3 depends on a and p (cf. Theorem 4 of 
ROTHE, 1981). 
As a second criterion of theoretical comparison of the tests involved here, we con- 
sider (approximate) Bahadur efficiency and its local limit. This criterion is based on the 
(exact) slope, i.e. the rate at which P-values converge to zero under a (fixed) alternative 
as n increases. SpecificaIly, let T(") be a statistic based on n observations for testing 
Ho : B E Oo against H I  : 8 E 0 I ,  where O,, fl0 I = 0 and Oo, 0 I are subsets of the param- 
eter space 0. For simplicity assume that Ho is rejected for large values of T(") and that 
the null distribution of T(") (or its asymptotic null distribution in case of approximate 
Bahadur efficiency) is the same for all B E 00. 
DEFINITION 1. The exact slope C(8) at B of (T(")}  with P-values (P'")} is defined as the 
a.e. limit of -(2/n) log P(") as n -. co under the alternative distribution denoted by 8. 
The approximate slope C(')(B) of T(")  at B is obtained from the exact slope by replacing 
the P-values by the approximate P-values, where in stead of the exact null distribution 
of T(")  its limiting distribution is used. 
The Bahadur efficiency of {Ti ' ) ]  w.r.t. { T i 2 ) )  at B is defined by C,(B)/C2(8), where 
Cl(B) and C2(B) are the respective slopes. The approximate Bahadur efficiency of (T i ' ) }  
w.r.t. {Ti')} at B is defined by C/')(B)/Cj')(B), where C/')(B) and Cj"(8) are the 
respective approximate slopes. 
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The  slopes ofthe test statistics are derived in the following theorems. When the exact 
null-distribution depends on B E Oo, or is difficult to manage, we compute the approxi- 
mate slope, based on the asymptotic null-distribution. 
THEOREM 2. The exact slopes of the T-test, the F-test and Bartlett's tests B2 and B3 are 
given by 
(i) CT = log (1 - p2), 
where 
e2 = Q:,,Z,~ = [corr (zll, ~ 1 2 > 1 2  
= (0: - d ) 2 P q / { b d  + qa: + (P + d 2 r 2 1 [ q d  + P d l ?  
(ii) CF = c,, = log ( ( ~ ~ ) " * - ' / [ ( . : ) ~ - - ' ( ~ ~ ) q - ' ] ] ,  
where 
PROOF. Part (i) follows from the covariance matrix given in (6) and the result of 
MUDHOLKAR and SUBBAIAH (1981, p. 162). The exact slope of the F-test follows from 
(2.13) on p. 949 of HWANG and KLOTZ (1975). The  rest of part (ii) and part (iii) follow 
0 from Theorem 2 of HSIEH (1979, p. 594). 
The  approximate slopes of the combination tests based on (approximate) P-values are 
obtained by standard methods (cf. e.g. WIEAND, 1976, p. 1004). 
THEOREM 3. The approximate slopes of the test statistics using Fisher's combination 
method vF2 and V f 3  are 
c!",' = CT + cB, i = 2,3 
The approximateslope of vr, is thesameas that of y F , .  The approximateslope of Tippett's 
combination test vTl is 
Ck) = max { CT, Cs l}  ( i  = 2,3). 0 
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We now examine approximate slopes of U, D1 and D2 in (7), (8) and (9). 
THEOREM 4. The approximate slope of U is 
1 - e  
The approximate slope of D1 is 
The approximate slope of Dz is 
PROOF. The statistic U converges under Ho to the absolute value of a standard normal 
distribution. The statistics Dl and D2 converge under HO to normal distributions with 
2 1  1 2 2 
, respectively. Under the mean 0 and variance - (-+-) and -+- 
9 p - 1  4 - 1  p - 1  q - 1  
alternative we have 
The results now easily follow. 0 
Although the approximate slopes are doubtful for fixed values of the alternative (cf. 
GLESER, 1964, p. 1544), they are useful when we consider local limits (cf. WIEAND, 1976). 
Writing a: cryz = 1 + 8 we therefore study the behaviour of the slopes as 0 -+ 0. 
THEOREM 5 . A S  e -+ o 
CT = 0%: + O(83) 
c, = cB2 = e2c:  + 0(e3)  
Ck' = e2(c: + c;) + 0(03) 
ck,) = e2c: + o(e3) 
clP,'= eZC: + 0(e3).  
PROOF. The results follow by Taylor expansion of the slopes. 
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The results of Theorem 5 lead to the following ordering 
T < B2= F = v ~ 2 =  D1= D2< Y / L ~ =  ~ , q =  U 5 v ~ 3  = v ~ 3  
and 
B2 5 B3 < PL3 = V/F3.  
The ordering does not quite agree with the simulation results. Especially, the perfor- 
mance ofthe tests based on B3 is overestimated. This is due to the criterion used. Even if 
we consider local limits of the slopes, the critical values based on different chi-square 
distributions are considered as asymptotically equivalent, because log { 1 - Fk(x)} with 
Fk the distribution function ofX2 with k dJ behaves like - f x  as x +  OD, irrespective the 
value of k. However, for a = 0.05 the critical values for k = 2 and 3 are 5.99 and 7.81, 
respectively. So in fact there are two opposite effects: under alternatives B3 will be 
larger than B2, while the critical value for B, is also larger than for B2; the first point is 
picked up by the criterion, and the second point is ignored. This explains the contrast 
between the position of B3, 4vL3 and V/F3 in the ordering based on slopes and their 
position in the ordering based on the Monte Carlo experiment. 
We conclude with some remarks and suggestions. 
REMARK 3. The disadvantage of tests based on (combinations) of T, B2 and F is of 
course that they do not use explicitly S&. This is clearly seen in Theorem 5: the best 
local slope for tests based on T, B2 and F is c: + c:, which is obtained e.g. by U. In 
general this is smaller than 
which seems to be the best available local slope for tests based on all observations. Note 
that in the particular case p = q (which is used in the simulations) c: + c: equals (12) .  
Intuitively it is not quite clear why in this case it is not important (in the above sense) to 
forget about SZ. 
REMARK 4. Testing H A  means testing a: = a: against 0: # 0: based on S,",, S:, S:, or, in 
other words, testing 0: = a: against a: # a: based on 
where the three chi-square distributions are independent. This is a particular case of a 
so called curved exponential family (cf. EFRON, 1975). This theory may be applied to 
obtain a motivated suitable test. 
REMARK 5. From a theoretical point of view B2, F, DI and Dz are equivalent (at first 
order) both in terms ofTheorem 1 (and the implied Pitman efficiencies) and in terms of 
Theorem 5. Hence, based on Pitman or Bahadur efficiency the use of DI or D2 in stead of 
B2 or F does not give any gain. So, asymptotically S& plays only a minor role in DI and 
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D2. Therefore, it seems not very useful to combine T and D1 or D2 in a similar way as 
leading to U in (7). 
Another possibility is to combine T and B3. Note however, that in contrast to the null 
case, under alternatives T and B3 are dependent, which is caused by S;. A similar 
remark applies to the combination of T, F and F*, or U and F*. 
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APPENDIX A 
In this appendix the maximum likelihood estimators 8:, 6; and f 2  of a:, a: and r2 are 
derived if p = q = 1. It is shown that under r2 = 0, f 2  is irregular in the sense that 
( f 2  - r2)fi is not asymptotically normal. 
To obtain c??, 6; and f 2  it is easily seen that we have to maximize 
L(a:,a!,r2) = ((a: + r2)(a; + r2)(1 - p 2 ) ) - @  x 
exp {-i7 1 ["- 2 r 2 n v 1 2  + "I}
1 - Q a: + r2 (a: + r2)(c: + r') a! + r2 
under &he conditions given by ( 2 ) ,  where 
Q = .'(a: + r2)-1/2(a! + r2)-II2 
v,, = , - I  C ( x j f  - x;)(x,, - x,), X; = . - I  2 x I r ,  r ,  s = I, 2, 
n n 
r = l  r = l  
and x, ,  is the realisation of XI , ,  i = 1, ..., n ,  r = 1 , 2 .  Since 
e+;,Ah > 0, v22 > 0, VII - 2 VI2 + v22 > 0) = 1 
it is assumed w.1.o.g. that v I 1  > 0, v22 > 0 and v I I  - 2 v I 2  + v22 > 0 .  
By standard theory under the less restrictive conditions 
a:+r2>0,  a i+r2>0 ,  - I < Q < I ,  
L is maximized by taking 
2 A  2 A 2 -  a1 + r2 = v l l ,  a2 + r - v12 and 2, = v 1 2 ( q l  v22)-'/'. 
If the individual estimators 6:, 6; and f 2  are nonnegative, then of course these esti- 
mators maximize L also under (2) and are the required maximum likelihood esti- 
mators, since their values are in the parameter space. Therefore 
case (i): 0 s v12 I v I I  and v 1 2  I v22 
- 2  - 2  
5 = v  12, 6? = v11 - VIZ, 0 2  = v 2 2  - v12. 
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Next consider the case v I 2  > v , ] .  Define 
a = aid-’, b = gfd-1, c = 52d-I 
with d = (a: + T~)(o: + r2)(1 - p 2 ) ,  and 
x = v I 1 ,  y = v22 and z = v I 1  - 2vI2 + v22.  
Then we have to maximize 
L*(a, b, c )  = (L(a:, u:,T2))2’n 
= (ab + ac + bc) exp { -  a x  - by - CZ) 
under the conditions 
Since v I 2  > v I I  we have y > x  + z and hence 
max 
a y O . 6 9  ahO,bzO 
c>O.d>O C > O . d > O  
= max 
L*(a,  b, c) 5 max (a6 + ac + bc) exp { -  a x  - b(x + z) - cz) 
{ (a  + b)(b + c)  - b 2 )  exp { -  (a  + b)x - ( b  + c)z] 
o>0.620 
ezO.d>O 
5 max (a + b ) ( b  + c) exp (-.(a + b ) x  - (b  + c)z) 
O ; r O . 6 2 0  
c>O.d>O 
= max L*(a, 0, c). 
azO.r>O 
Therefore, i fy  > x + z, L* is maximized under condition (13) by taking a  ^= x - I ,  6 = 0, 
E= z - ’ .  This leads to 
case (ii): v I 2  > v I I  
T = vII, 8: = 0, a2 = v I 1  - 2 v 1 2  + vZ2 .  - 2  a 2  
Similarly one obtains 
case (iii): v12  > v22 
- 2  
T = V 2 2 ,  8: = YI I  - 2 Y 1 2  + V 2 2 ,  8; = 0 
and 
case (iv): v I 2  c 0 
t - 2  =o, 8 + V l l ,  8;=v22. 
P ( f 2  = 52) = P ( f 2  = 0) = P( v,, c 0) = f 
Now it easily follows that under r2 = 0 
and thus ( f 2  - r2)fi is not asymptotically normal. 
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