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Abstract—The haptic system has two key performance issues: 
stability and transparency. A haptic interface controller (HIC) is 
designed to address these issues. Addressing these issues becomes 
a complex problem as both are complementary to each other. 
Here, when transparency of the system is increased, its stability 
degrades and vice-versa. To overcome this problem, intelligent 
optimized solutions are used in this paper to design a HIC 
controller for the haptic system. SVM and NN techniques have 
been employed to identify the performance of the controller, 
ensuring stability and transparency both. The disadvantages of 
NN in terms of the number of neurons and hidden layers are 
overcome by SVM. Further, the performance of SVM is highly 
dependent upon the selection of free parameters. So, further, a 
modified PSO technique is employed for the optimal selection of 
these parameters to enhance the performance of SVM. Hence, this 
novel proposed hybrid technique of m-PSO optimized SVM is 
applied for the optimal design of the HIC to find out an optimal 
solution between trade-off the transparency and stability of the 
haptic device simultaneously. To appreciate the efficacy of the 
proposed technique, the result obtained with this is compared with 
HIC design using neural network and conventional ZN method 
also. This designed controller ensures stability as well as 
transparency, even under the presence of uncertainty, delay, and 
quantization error. 
 
Index Terms—Haptic system, stability, transparency, neural, 
SVM, m-PSO-SVM, HIC. 
I. INTRODUCTION 
APTIC system is the combination of hardware and 
software so connected that the user feels as if he is 
interacting with the real objects using haptic feedback 
techniques. This feedback can be in terms of either force, 
velocity, sound or vibration, etc. The applications of this 
technique include the training of medical surgeons and the pilot 
before hands-on with the real body or system. To ensure that 
the user feels realistic objects while interacting, there should be 
minimum deviation between the applied user force or velocity 
and the one executed in the virtual environment (VE) [1]. This 
minimization in error is termed as transparency. Further, the 
stability of haptic system may be defined as how fast 
oscillations or vibrations in the output response of the system  
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get settled over a definite period of time. In literature, several 
authors have worked on the above said two performance issues 
but not simultaneously [2]. 
Passivity based approach has been used by Weir et. al in [3] 
which consider user end as a passive port for keeping system 
stable. In [4], [5] Colgate et al., explain the passivity condition, 
which includes VE, interface controller, and the haptic device. 
Routh Hurwitz method has been used to find the boundary 
limits on HIC parameters for stability. The stability range is also 
defined for LHIfam haptic system under the presence of delay 
in [6]. Further, various factors affecting the performance issues 
are required to be considered in the model to make it a more 
realistic one while designing the controller. Transparency can 
be maximized by minimizing the error between applied user 
force and the feedback force from VE. Transparency and 
stability are complementary to each other. Maximizing the 
transparency will minimize the stability and vice-versa [7]. So 
optimal solution is required so as to maintain balance between 
achieving the stability of the system along with improved 
transparency. 
Over the period of time, various soft computing techniques 
have been evolved, such as genetic algorithm, neural network, 
particle swarm optimization, fuzzy logic, etc. [8]–[13]. These 
techniques have shown various advantages and disadvantages 
of different applications. An optimization algorithm (OA), 
which has given the best results for an application, may or may 
not provide an optimal solution for others. The neural network 
has proved its competency in a wide range of applications in 
literature [14]–[17]. But it has been found that NN is prone to 
local convergence, slow learner, and overfitting problems in 
some applications [16]. Recently, support vector machine 
(SVM) has emerged as a tool to overcome the drawbacks of NN 
[11], [18], [19]. The SVM has three independent factors that 
affect its performance significantly. The selection of these 
parameters is generally by TAE method and prior expertise 
knowledge [20]. The selected factors of SVM for one 
application sometime may not fit for others. Moreover, if one 
has to apply this tool for other applications or uncertainty is 
added to the system, then these parameters have to be tuned 
again. This application-specific selection creates more 
difficulties and time-consuming process for the researcher 
always. The learning and regression properties of SVM have 
made it suitable for identifying the parameters of the HIC 
controller. The independent parameters of SVM, which are to  
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be chosen by the designer, impact the performance of SVM.  
In this paper, a novel hybrid intelligent technique is 
proposed. This technique employs modified PSO for the 
optimal selection of SVM parameters to optimize its 
performance. Further, modification in PSO also ensures the 
faster convergence to global minima than its precedent. The 
results obtained using this proposed hybrid technique is 
compared with HIC design by classical technique ZN method 
and NN. 
The organization of this paper is as follows. Section II 
describes a neural network, SVM, and proposed m-PSO 
optimized SVM. The problem model of the haptic system is 
formulated in section III. The haptic interface controller (HIC) 
design algorithm and simulation results using different 
optimizing techniques are given in section IV. The comparison 
of results is discussed in section V, followed by the conclusion 
section. 
II. CONTROL DESIGN TECHNIQUES FOR HIC 
To ensure the transparency and stability of the haptic device, 
so that the tradeoff between the two is taken care of, the optimal 
solution of parameters of HIC is required. In this section 
techniques such as NN, SVM and proposed m-PSO optimized 
SVM are presented which are employed for the optimal design 
of HIC in this paper. 
A. Neural Network 
The interconnections of neurons are known as neural 
network. In this, neurons are the combination of summing node 
and activation function. These are connected using weights and 
adjusted using different training techniques and the desired 
outputs. There are 'm' number of inputs connected to 'n' number 
of neurons [21]. The weight matrix ‘w’ and input vector ‘x’ 
given in (1) and (2) respectively. 
 
𝑥 = [𝑥1 𝑥2 𝑥3 … … . 𝑥𝑚]
𝑇      (1) 
 w = [w1, w2, w3, … . . wm]     (2) 
 
The output function ′y′ may be defined as  
 
𝑦 = 𝑓[(𝑥1𝑤1 + 𝑥2𝑤2 … . . 𝑥𝑚𝑤𝑚) + 𝑏]    (3) 
 
where b is the bias. The mathematical expression for neurons is 
defined as 
𝑦 = 𝑓(𝑥) = 𝑓[𝑏 + ∑ (𝑥𝑘𝑤𝑘)
𝑚
𝑘=1 ]       (4) 
 
Now, the output vector for ‘y’, defined as  
 
𝑦 = [𝑦1 𝑦2 𝑦3 … … . 𝑦𝑛]
𝑇      (5) 
 
The input and the output vector can be termed as patterns. 
Here, the 𝑝𝑡ℎ neurons would be connected to the 𝑞𝑡ℎ output 
using the weight 𝑤𝑝𝑞. The output of each neuron as   
 
𝑎𝑝 = ∑ 𝑤𝑝𝑞𝑥𝑞
𝑚
𝑞=1  𝑓𝑜𝑟 𝑝 = 1, 2, 3 . . … . 𝑛   (6) 
 
 
The 𝑝𝑡ℎ neuron output with activation function can be written 
as 
𝑦𝑝 = 𝑓(𝑤𝑝
𝑡𝑥) 𝑓𝑜𝑟 𝑝 = 1, 2, 3 . … . 𝑚   (7) 
 
The weight vector 𝑤𝑝, is the weight linked with 𝑝
𝑡ℎneurons 
can be written as  








































Fig. 2. Neurons architecture for Feed-forward network 
 
B. Support Vector Machine (SVM) 
The SVM was introduced by Vapnik et al [22] received 
popularity in a short period of time. It uses a supervised learning 
method to overcome the disadvantages of neural network (NN), 
to select the number of neurons and the hidden layers for 
different systems. Further, it has shown regression in limited 
samples for various applications. The simpler form of SVM is 
linear SVM shown in Fig. 3 having a single line separating the 
data represented in (9) [23]. 
 
 
Fig. 3. Separation of data set with L-SVM 
 
Further, for better prediction, the width of the separating line 
has been increased as shown in Fig 4.  
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Support Vectors
 
Fig. 4. Widen separating line and support vectors 
The data points touching this widen line, are known as 
support vectors. The width of the separating line can be 
increased within a certain limit, as given in the equation below. 
 
. 1svmw x b          (9) 
. 1svmw x b           (10) 
1 ( . ) 1svmw x b          (11) 
 
where x is the input data, wsvm and b are constants. This limit 
helps while selecting the data points, and based on this, a linear 
function may be rewritten as (12). 
 
𝑓(x) = 〈w𝑠𝑣𝑚 , x〉 + b       (12) 
 
where 𝑓(𝑥) is an unknown target function and 〈. , . 〉 represents 
the inner product. Now to generalize this method, {x1, y1}, 
{x2, y2} … … . . {xl, yl} are considered as input data set such that 
X ∈ ℝ where ‘X’ represents the for input space and Yl ∈
{−1, 1}. Moreover, a soft margin 𝜉 is also taken into account 




Fig. 5. Inclusion of soft margin into the separating line 
 
The generalized formula for SVM including the soft margin 










𝑦𝑖 − 〈𝑤𝑠𝑣𝑚, 𝑥𝑖〉 − 𝑏 ≤  𝜀 + 𝜉𝑖  
〈𝑤𝑠𝑣𝑚, 𝑥𝑖〉 + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
𝜉𝑖 , 𝜉𝑖
∗             ≥ 0 
    (13) 
 
Here, constant 𝐶 > 0 , used to determine the trade-off 
between the flatness ‘f’ and deviation amount accepted larger 
than ‘1’. This is called as insensitive loss function 𝜉 and it can 
be represented as 
|𝜉|  = {
0,                  𝑖𝑓 |𝜉|  <  1
|𝜉| − 1,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     (14) 
 
Using the langrage multiplier, and kernel techniques in [24] 
 











𝑟=1 𝑦𝑟 + 𝜀 ∑ (∝𝑠
∗−∝𝑠)
𝑙








where 0 ≤∝𝑟 , ∝𝑟
∗ ≤ 𝐶, r, s= 1….l. 
 
Further, radial bias krnel function based nonlinear SVM 
technique [25], [26] can be formulated as  
 
𝐾(𝑥𝑟 − 𝑥) = exp (−𝛾|𝑥 − 𝑥𝑟|
2 
 
And using KKT condition 
 
𝑏 = {
𝑦𝑟 − ∑ (∝𝑠
∗−∝𝑠) ∗ 𝐾 (𝑥𝑟 − 𝑥𝑠) + 𝜀          ∝𝑟> 0
𝑙
𝑠=1
𝑦𝑟 − ∑ (∝𝑠





Using this equation, SVM output would be 
 
f̂(x) = ∑ (∝𝑠
∗−∝𝑠) ∗ 𝐾 (𝑥𝑟 − 𝑥𝑠) + ?̅? 
𝑙
𝑠=1    (17) 
where ?̅? represents average of b using (17). 
The error of the system should be 
 
|f̂(x) − f(x) ≤ 𝜀|.      (18) 
 
The SVM model based on RBF kernel has three factors name 
as cost factor (C), gamma (𝛾) and epilson (𝜀) which are to be 
selected using TAE and research experiences. Further, the 
selection of these factors affects the performance of this 
technique for various applications. Manual selection of three 
free parameters is very time consuming and also application-
specific. Hence need was felt to find a solution so that 
automatically optimized values of these parameters can be 
found. 
C. Proposed m-PSO Optimized SVM 
It is proposed in this paper that a modified PSO can be 
introduced for the optimal selection of free parameters of SVM. 
The detail is given below.  
 
1) Modified Particle Swarm Optimization (m-PSO) 
The PSO concept was introduced by J. Kennedy et. al. in 
[27]. It is a population-based search algorithm in which the 
particle converges to find the best optimal solution within a 
given search space. Each particle moves with a velocity that 
dynamically changes according to particle’s previous best 
experience and along with its neighborhood best position in the 
previously visited search space. Velocity and position of each 
particle are updated with population law locally in pbest and 
globally gbest. Velocity and position update formulas are given 
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in (19) and (20), respectively [28]. 
 
𝑣𝑖,𝑗
(𝑘+1) = 𝑤𝑐 ∗ 𝑣𝑖,𝑗
(𝑘 ) + 𝑐1 ∗ 𝑟𝑎𝑛𝑑(1) ∗ (𝑝𝑏𝑒𝑠𝑡𝑖,𝑗 − 𝑥𝑖,𝑗
(𝑘)) +
𝑐2 ∗ 𝑟𝑎𝑛𝑑(2) ∗ (𝑔𝑏𝑒𝑠𝑡𝑗 −  𝑥𝑖,𝑗






                         (20) 
where,  
i=1, 2, …………..,n;   
j=1, 2, …...……., m and   
k=1, 2, …………..…., t 
 
n    Total number of particles in swarm space 
m    Dimension of the search space 
 t    Maximum no of iterations               
𝑣𝑖,𝑗
(𝑘)
   The jth component of the velocity of particle i at kth 
iteration k 
if        𝑣𝑖,𝑗
(𝑘)
 > 𝑣𝑚𝑎𝑥  then 𝑣𝑖,𝑗
(𝑘)
= 𝑣𝑚𝑎𝑥  
else if    𝑣𝑖,𝑗
(𝑘)





 jth component of the position of particle i at 
iteration k 
𝑐1, 𝑐2  Acceleration factors 
wc   Inertia weight factor   
rand(1)  Random number in between 0 to 1 
rand(2)  Random number in between 0 to 1 
pbesti,j  ith particle best position at iteration k (local) 
gbestj  swarm particle best position until iteration k 
(Global) 
There are different modifications introduced by various 
researchers over time in basic PSO algorithms. The selection of 
weight ‘wc’ would help in a quick search of optimal results in 
the population. In [28], [29], the idea of variable weight is 
presented. Further, modification in variable weight factor ‘wc’ 
was presented by [30] as (21). This modification also reduces 
the local search time and the total time of convergence.  
𝑤𝑐 = (𝑤𝑐𝑚𝑎𝑥 − 𝑤𝑐𝑚𝑖𝑛) − (
𝑖𝑡𝑒𝑟𝑚𝑎𝑥−𝑖𝑡𝑒𝑟
𝑖𝑡𝑒𝑟𝑚𝑎𝑥
) ∗ 𝑤𝑐𝑚𝑖𝑛    (21) 
where 𝑤𝑐𝑚𝑎𝑥𝑎𝑛𝑑 𝑤𝑐𝑚𝑖𝑛  are maximum and minimum inertia 
weights selected as 0.9 and 0.4 respectively, 𝑖𝑡𝑒𝑟 represents the 
current iteration and 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 denotes the maximum iteration. 
Initially, inertia weight has large value but decreases 
continuously with an increase in the number of iterations. 
In addition to this, velocity is modified as proposed in [31], 
for defining the range of velocity 𝑣𝑚𝑎𝑥  and 𝑣𝑚𝑖𝑛, given in (22) 
and (23). 
𝑣𝑚𝑎𝑥 = 0.1 ∗ (𝑘𝑚𝑎𝑥 − 𝑘𝑚𝑖𝑛)     (22) 
𝑣𝑚𝑖𝑛 = −0.1 ∗ (𝑘𝑚𝑎𝑥 − 𝑘𝑚𝑖𝑛)   (23) 
 
where 𝑘𝑚𝑖𝑛 and 𝑘𝑚𝑎𝑥 are lower and the upper limits 
respectively. The initial value of velocity and position are 
calculated as given in (24) and (25), respectively.  
𝑣𝑖𝑛𝑖𝑡𝑎𝑙 = 𝑣𝑚𝑖𝑛 + (𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛) ∗ 𝜖𝑝𝑠𝑜    (24) 
𝑝𝑖𝑛𝑖𝑡𝑎𝑙 = 𝑣𝑚𝑖𝑛 + (𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛) ∗ 𝜖𝑝𝑠𝑜    (25) 
where 𝑣𝑖𝑛𝑖𝑡𝑖𝑎𝑙  and 𝑝𝑖𝑛𝑖𝑡𝑖𝑎𝑙  are initial velocity and the position, 
𝜖𝑝𝑠𝑜 is the random number matrix. 
 
2) Novel m-PSO optimized SVM 
Modified PSO (m-PSO) having variable weights, initial 
velocity and position is applied to find the optimal values of 
independent or free parameters of SVM. In SVM, the three 
independent parameters are: cost factor (C), gamma 𝛾, and 
epsilon (𝜀). In the previous section in (13) ‘C’ the cost factor, 
has been used as a constant value. It affects the loss value of 
objective function i.e. error value. More clearly, the greater the 
value of the cost factor, the greater will be the error. When error 
is large, SVM is on the verge of over-fitting and when ‘C’ is too 
small, SVM might find inadequate fitting. 
Next is epsilon (𝜀), which controls the width of 𝝐-insensitive 
zone. If 𝜖 is too high, the insensitive zone would have enough 
margin to include data points, and it leads to unacceptable flat 
regression. Subsequently, parameter gamma ‘𝛾’ represents the 
RBF kernel width. If it is large, then it will make SVM not 
flexible enough for complex function approximation, if it's 
small the SVM tends to overfit to the training data. So, instead 
of using the predefined value of the various SVM parameters, 
an optimizing tool (m-PSO) has been employed in this work for 
optimal selection of these parameters so as to obtain the optimal 
performance of SVM. 
The flow chart of the proposed algorithm is shown in Fig 6.  
Step 1: Firstly, the range of the parameters of SVM which are 
to be optimized in defined along with the parameters of the m-
PSO.  
Step 2: Then m-PSO is initialized. The fitness value is 
evaluated against fitness function.  
Step 3: After each iteration, update the position and velocity 
of each particle until the maximum iteration reached.  
Step 4: This final value evaluated is called as optimum value.  
Set SVM parameter Range
Initialize the particles 
Initialize the position and velocity of 
each particles
Evaluate the Fitness function











Fig. 6. Flow chart for m-PSO to optimize SVM free parameters 
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III. FORMULATION OF HAPTIC INTERFACE CONTROLLER 
The problem of the design of a continuous-time haptic 
interface controller (HIC) for the haptic system is taken up in 
this work. The free body diagram of haptic system is shown in 
Fig. 7, has been considered is used in this paper, having mass 
‘m’, damping coefficient ‘b’. Assuming ‘x’ as position, ‘Fd’ as 
driving force applied by means of actuating motor and ‘Fu’ is 
the user force.  The dynamic equation for haptic device can be 
written as (26) 
𝑚?̈? + 𝑏?̇? = 𝐹𝑑 + 𝐹𝑢     (26) 
 
Here, F is considered as net equivalent force, then Laplace 







     (27) 
 
The corresponding haptic system continuous-time model is 
shown in Fig 7. This mass damper model is used as a plant in 







Fig. 7. Haptic system continuous-time model 
Further, a complete haptic system is consists of three main 
building blocks: robotic manipulator, virtual environment (VE) 
and the interfacing network. The manipulator is used for 
handling or interaction with the device and VE. The interface 
circuitry is the significant controlling part known as HIC, 
consist of a spring-damper model shown in Fig. 8 and given in 
(28).  
𝐶(𝑠) = 𝐾 +
𝐵
𝑠
        (28) 
 
where K is the virtual stiffness, B  is the virtual damping. 
 
Fig. 8. Spring damper model of haptic system or HIC 
 
The parameter for this model affects the system’s stability 
and transparency. The parameters of the interface circuitry i.e. 
K and B cannot be chosen significantly high or low because at 
their high-values system can vibrate violently, and at the lower 
value, the system may not give an adequate response to user 
input. The limiting values (boundary values) of these 
parameters are given by Gil et al. [6] as (29), and (30) as below 
using the stability analysis by Routh–Hurwitz stability criterion 






 (𝑏 + 𝐵)      (29) 
  𝑏 + 𝐵 >
𝐾𝑇
2
        (30) 
 
where K is the virtual stiffness, B  is the virtual damping, T is 
sampling time period,  time delay 𝑡𝑑, the physical damping 𝑏. 
Moreover, to make system model more realistic, the un-
modeled haptic system dynamics as transfer function W(s) and 
uncertainty as delta ∆ varying in range −1 ≤ ∆≤ 1, are also 
incorporated while designing simulation model [32], [33]. The 
W(s) is modeled as  
𝑊(𝑠) = 𝜓𝑚𝑠 +  Ω𝑏      (31) 
 
The complete system model including uncertainty, delay, and 














Fig. 9. Haptic system with uncertainty and delay 
IV. HIC DESIGN AND SIMULATION RESULTS 
The objective of this work is to design the HIC controller 
C(s), to find out the optimal value of K and B satisfying the 
boundary values for stability condition so that the stability and 
transparency both are preserved, as both are complementary in 
nature to each other. The effectiveness of the proposed 
optimization technique presented in the previous section is 
tested in the critical optimal problem of haptic system to design 
HIC. The objective of the HIC controller is to maintain stability 
while increasing transparency. The error in the input force 
applied by the user (fixed as 5N in this case) and the feedback 
force is to be minimized. So that system becomes stable as the 
oscillations (transient) should die as earliest and the user must 
experience the same force required from VE as the force applied 
by the user. It is also essential that feedback force and force 
error must settle down to steady-state as early as possible [34]. 
Hence to achieve this objective, it is of utmost important to 
optimally design the HIC controller. The objective of the 
intelligent techniques is to find the optimal values of the 
parameters of K and B so that both transparency and stability is 
achieved and the trade-off between them is satisfied. 
A. HIC Design using Neural Network 
In this section, a single hidden layer type NN has been 
proposed to use with five neurons hidden for better performance 
and easy computation for the design of HIC [14]. The training 
data set has been obtained from HIC controller design using ZN 
method [33] as given in Table 1. 
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TABLE I 
NN PARAMETERS TO DESIGN HIC 
Number of Layers  2 
Number of Inputs 1 
Number of Output 1 
Number of Weight Elements 10 
Activation Function tansig 
Transfer Function traingda 
 
Following is the algorithm for FFNN: 
 
Step 1: First, training data for NN has been prepared using ZN 
method. Here error is considered as input, and the control signal 
u is considered as output. 
Step 2: Now, train the NN using the feed-forward back-
propagation method (FFNN). 
Step 3:  Simulate FFNN model with input as an error signal, and 
control parameters. 
Step 4:  Store the error signal as well as the control parameter 
obtained. 
Step 5:  Repeat step 3 to 4 till stopping criterion achieved. 
Step 6: Pick the control parameter giving a minimum error 
signal and obtained force error, feedback force (Ff) are shown 
in Fig 7 and 8 respectively.  
Step 7: Simulate the Haptic system Model using obtained 
control parameters in step 6 and obtained error in force (Ff) 
 Using this algorithm, simulation experiments is performed for 
design of HIC and results obtained as the error in force e(t), and 
feedback force (Ff)are shown in Fig 10 and 11, respectively. 
 
 
Fig. 10. Force error response e(t) using neural network 
 
 
Fig. 11. Feedback Force (Ff) using neural network 
Figures 10 and 11 show stable responses. The objective of 
the HIC controller is to maintain stability while increasing 
transparency. The error e(t) in the force (input force = 5N), and 
the feedback force is to be minimized. It is also essential that 
feedback force and force error e(t) must settle down as early as 
possible [34]. The oscillations in force error is settled down at 
38 ms, K and B obtained as 3.0083 and 301.8379, respectively.  
B. HIC Design using Support Vector Machine 
The SVM optimizer has been used to find the optimal 
parameter of HIC. It uses two MATLAB libraries ‘svmtrain’ 
and ‘svmpredict’ have been used for SVM regression.  The user 
format for these library has been given below:  
 
Model= svmtrain (training_output, training_input, “libsvm 
options”).  
A pre-trained model has been used for the class of new input 
data. 
Predict label = svmpredict (testing output, testing input, 
“libsvm options”). 
Training data for SVM regression model has been obtained 
from the design of HIC using ZN method. The input data to the 
SVM is velocity and error. Using the said library, simulation 
experiments have been performed and the control parameters 
are obtained as 𝐾 = 6.888  and 𝐵 = 1000. The force error e(t), 
force feedback error Ff are shown in Fig 12 and 13, respectively.  
 
Fig. 12. HIC Error response e(t) using SVM 
 
Fig.13. HIC Feedback Force (Ff) response using SVM 
The results obtained using the proposed SVM based HIC 
design gives better results as compared to NN based HIC in 
terms of improved settling time and lesser initial oscillations. 
The minimization in settling time means the input signal is 
executed perfectly immediately as desired. These 
improvements in settling time has been shown in Fig 12 and 13. 
It has been observed that, when HIC parameter are designed 
using SVM, the settling time of force error signal has been 
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reduced to 29 ms, which is better than the conventional 
technique Z-N method (60 ms) and as well as for settling time 
obtained with Neural Network (38 ms). 
Further, it is also observed by performing many simulation 
experiments that the choice of free parameters (C, 𝛾, and 𝜀) 
greatly influences the performance of SVM. Also, these 
parameters are to be selected again if any change is made in the 
system or any uncertainty is added into the system. This 
selection process has to follow again for different applications 
also. To overcome this problem, an optimal tool is can be 
employed to select the SVM independent parameters.  
C. HIC Design using Proposed m-PSO Optimized SVM 
This section employs the proposed modified PSO optimized 
SVM to design the HIC for haptic system [35]. Here, m-PSO 
has been utilized to overcome the drawbacks of manual 
selection of SVM independent parameters. In m-PSO 
algorithm, first range of independent parameters, the cost factor 
(C), gamma 𝛾, and epsilon (𝜀) of SVM is defined and initialized. 
Then fitness function is evaluated for the best performance of 
HIC with different combinations of SVM parameters. The m-
PSO algorithm is stopped when the best performance is 
achieved. Using this proposed technique for HIC design, the 
optimal parameters of HIC for K and B are 8.3541 and 800, 
respectively. Using these optimal value, output force error e and 
feedback force response is shown in Fig. 14 and 15, 
respectively. 
 
Fig. 14. Error response e using m-PSO optimized SVM  
 
Fig. 15. Feedback Force response (Ff) using m-PSO optimized SVM 
These figures show that the settling time and initial 
oscillations in output responses are reduced. The reduced 
oscillation at the initial phase means fewer vibrations in objects 
in Virtual Environment and in feedback force to the user also. 
Both of these are important requirements, for the haptic device 
applications in medical and other precise applications. The 
settling time for force error response is 24 ms, which is least as 
compared to SVM, NN, and conventional ZN method. 
V. RESULTS AND DISCUSSION 
For the comparison purposes, the result obtained using 
proposed m-PSO optimized SVM is compared with SVM, NN, 
and conventional ZN method. The force error e(t) and feedback 
force Ff responses from all the above techniques are shown in 
Fig. 16 and 17, respectively.  
 
Fig. 16. Error response e using m-PSO optimized SVM 
 
Fig. 17. Feedback Force response (Ff) using m-PSO optimized SVM 
It has been observed from the said figures that HIC design 
using m-PSO optimized SVM gives better result among other 
discussed techniques in terms of reduced settling time and 
initial oscillations. The parameters of HIC, as well as the 
performance measure obtained with different design methods 
obtained in this work, are tabulated in Table II and Table III 
respectively. 
TABLE II 

















K 17 3.0083 6.888 8.3541 
Virtual 
damping 
B 800 301.8379 1000 800 
 
The performance measure given in Table III shows that, there 
is an improvement in settling time, shorter the peak overshoot, 
and 2-norms of error signal e(t) are shown in the form of bar 
graph for pictorial comparison and analysis in Fig. 18, 19, 20 
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and 21, respectively. 
TABLE III 












Settling Time 60 38 29 24 
Peak overshoot  21 4 5 5 
2-Norm of error 
e(t) 
151.988 82.4901 61.144 19.682 




Fig. 18. Performance of HIC in terms of error e(t) setting time (ms) 
 
 
Fig. 19. Percentage improvement in settling time with different method 
 
 
Fig. 20. Performance comparison of HIC in terms of Peak Overshoot 
 
In Fig. 19, the improvement obtained in settling time of force 
error e(t) with applied techniques is compared with ZN method 
is shown. It has been analyzed that there is 57% improvement 
in settling time in case of m-PSO optimized SVM technique as 
compared to ZN method. The 2-norm of the error and peak 
overshoot is also reduced up to much extent in the proposed 
method. Here it is worth mentioning that the m-PSO perform 
outstanding performance for optimizing the SVM model, and 
hence this proposed technique outperforms other techniques. 
 
 
Fig. 21. Performance comparison of HIC in terms of 2-Norm of error 
 
VI. CONCLUSION 
This paper presents a novel m-PSO optimized SVM 
technique for designing the haptic interface controller. A haptic 
system has performance issues in terms of stability and 
transparency, but both are complementary in nature to each 
other. When stability is enhanced, transparency gets hampered 
and vice-versa. The conventional ZN method is not able to find 
the optimal value to maintain the balance between two. To 
overcome this problem, intelligent techniques such as NN and 
SVM prove to be successful. NN disadvantages in terms of the 
number of hidden layers and neurons are conquered by SVM. 
Further, the selection of three independent parameters of SVM 
(cost factor (C), gamma (γ), and epsilon (𝜀)), which 
significantly influence the performance of SVM. Hence, their 
optimal selection is up-most important to ensure the 
performance of SVM. The proposed modified PSO optimized 
SVM technique successfully ensures both the transparency and 
stability for HIC design. In this paper, m-PSO is employed for 
the optimal selection of free parameters of SVM. It has 
advantages in optimal selection of independent parameters over 
basic SVM. The performance of the proposed m-PSO 
optimized SVM is compared with SVM, NN, and conventional 
ZN method. Based on this, it has been observed that the 
proposed novel hybrid technique shows stable and better results 
in various performance measures. The lower the settling time 
higher the transparency, so this proposed technique results in an 
improvement in settling time over ZN method simultaneously 
ensuring lesser transient and average error. 
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