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Abstract
We establish the existence and uniqueness of a solution to the Cauchy problem for the transport equa-
tion with random noise in Rd . When the vector field is time-periodic and the noise is multiplicative and
nondegenerate, we show the existence of a time-periodic measure, which includes an invariant measure as
a special case.
© 2010 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper, we study an initial value problem for the transport equation in Rd with random
noise
ut + b · ∇u+ cu =
∞∑
j=1
fj (u)
dBj
dt
, (t, x) ∈ (0,∞)×Rd (0.1)
u(0, x) = u0(x), x ∈ Rd (0.2)
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tually independent standard Brownian motions. For the deterministic case where fj ≡ 0 for all j ,
and b is a smooth vector field, the results for the Cauchy problem are well known by the clas-
sical method of characteristics. For nonsmooth vector fields of the type W 1,ploc (R
d), 1 p ∞,
[5] provides comprehensive results and analysis in conjunction with the well-posedness of cor-
responding ordinary differential equations. The result was extended in [1] for L∞(Rd)-solutions
to the case where the vector fields are locally of bounded variation.
Here we study the transport equation perturbed by random noise of standard semilinear form
defined in the sense of Ito. The goal in the first part of this paper is to establish the well-posedness
of the Cauchy problem (0.1)–(0.2) in the function class Lp(Rd), 1  p < ∞, under the same
assumptions on the vector field b and the scalar function c as in [5]. For 2  p < ∞, we can
obtain results comparable to those for the deterministic equation under usual assumptions on fj ’s
in (0.1). However, for 1 p < 2, we need more restriction on fj ’s. The case p = ∞ under the
same assumptions on b and c as in [5] and with random noise of standard semilinear form defined
in the sense of Ito is completely open. This is not surprising considering that the theory of Ito
stochastic integrals in Banach spaces has been established only for M-type 2 Banach spaces,
which do not include Lp(Rd), 1 p < 2, or L∞(Rd). However, the recent work [7] established
the well-posedness of the Cauchy problem in L∞(Rd) when the vector field b is globally Hölder
continuous, and random noise is a linear functional of the gradient of u defined in the sense
of Stratonovich. The uniqueness result in [7] covers even the case where the uniqueness of a
solution to the corresponding deterministic equation fails. The main feature of analysis in [7] is
the use of stochastic flow maps. Along this line, related problems were also discussed in earlier
works in [2,6,8,10,12]. However, there seems to be no work which addressed our specific issue
discussed in this paper.
Our approach is entirely different from that of the above references. We first consider an
additive noise. By regularizing coefficients with respect to the space variables, the stochastic ap-
proximate equation can be reduced to essentially a deterministic equation with nonhomogeneous
terms. By means of estimates uniform with respect to the regularizing parameter, we can obtain a
solution of the original equation as a limit. For a multiplicative noise, we employ a standard iter-
ation scheme. Obviously, the key component of the whole procedure is a set of various estimates
in Lp(Rd). In particular, we need estimates involving Lp(Rd)-valued stochastic integrals. Even
though the general theory of stochastic integrals in M-type 2 Banach spaces is well established
(see [3,13] and references therein), we could not find direct references for some of necessary en-
ergy identities. So we proceed from the bottom based on Hilbert space valued stochastic integrals
in a self-contained manner.
In the second part of our work, we will study the case where the given coefficients in (0.1)
including the vector field are time-periodic. Under the assumption of the nondegenerate mul-
tiplicative noise, we will show the existence of a time-periodic measure which can include an
invariant measure as a special case. The interesting feature is dissipation of energy due to the
noise term. In other words, the corresponding deterministic equation can have solutions which
can grow exponentially fast in time. This study is motivated by the well-known example of the
stochastic differential equation
dY
dt
= aY + bY dB
dt
, Y (0) > 0 (0.3)
where a and b are constants, and B(t) is a standard Brownian motion.
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(i) If a > 12b2, then Y(t) → ∞ as t → ∞, almost surely.
(ii) If a < 12b2, then Y(t) → 0 as t → ∞, almost surely.
(iii) If a = 12b2, then Y(t) fluctuates between arbitrarily large and small values as t → ∞, almost
surely.
For a < 12b
2
, the random noise has stabilizing effect.
One of the methods to prove the existence of an invariant measure is the energy method for
dissipative equations; see [4] and [14]. However, the method discussed in [4] and [14] cannot be
directly used, because the corresponding deterministic equation may not be dissipative. We will
adapt the presentation in [14] by utilizing the stabilizing effect of nondegenerate multiplicative
noise. The key idea is to apply Ito’s formula twice in an appropriate way to capture the stabilizing
effect.
It is interesting to discover the hidden mechanism of dissipation. However, if we define the
noise term in the sense of Stratonovich, our procedure breaks down. This implies that the noise
in the sense of Stratonovich does not provide dissipation. So there is a limitation on our result.
In Section 1, we explain our notations and present some technical lemmas. In Section 2, we
state our main results. The remaining sections consist of proofs.
1. Notation and preliminaries
A version of the following fact was already used in [5]. Another version was proved in [11].
For a proof of the following fact, we could not find a direct reference, and thus, we provide the
full details.
Lemma 1.1. Let b be a time-dependent vector field in Rd such that b ∈ L1(0, T ;Lqloc(Rd)),
1 q < ∞, and ∇x · b ∈ L1(0, T ;L∞(Rd)). Then, there is a sequence of time-dependent vector
fields {bk}∞k=1 in C∞([0, T ] ×Rd) and a sequence of positive numbers {Lk}∞k=1 such that
(i) Lk ↑ ∞,
(ii) suppbk ⊂ [0, T ] ×BLk , k  1,
(iii) ‖∇x · bk‖L1(0,T ;L∞(Rd )) K for all k  1, for some constant K > 0,
(iv) for each 0 <L< ∞, bk → b in L1(0, T ;Lq(BL)),
where
BL =
{
x ∈ Rd ∣∣ |x| <L} (1.1)
Proof. Let ρ = ρ(t) and ρˆ = ρˆ(x) be the standard Friedrichs mollifiers in R and Rd , respec-
tively. Extend b so that b(t, ·) = 0 for t /∈ [0, T ] and define
ck = (b ∗ ρ 1
k
) ∗ ρˆk
We can choose a sequence {k}∞k=1 of positive numbers decreasing to zero such that
ck → b in L1
(
0, T ;Lq (Rd))loc
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‖∇x · ck‖L1(0,T ;L∞(Rd))  ‖∇x · b‖L1(0,T ;L∞(Rd ))
Let
hk(t, x1, . . . , xd) =
x1∫
0
(∇x · ck)(t, y, x2, . . . , xd) dy
The divergence-free vector field ck − (hk,0, . . . ,0) corresponds to a (d − 1)-form
αk ∈ C∞
([0, T ] ×Rd ;Λd−1(Rd))
defined by
αk = (ck,1 − hk)dx2 ∧ dx3 ∧ · · · ∧ dxd
− ck,2 dx1 ∧ dx3 ∧ · · · ∧ dxd
...
(−1)d−1ck,d dx1 ∧ · · · ∧ dxd−1
where ck = (ck,1, . . . , ck,d) and Λk(Rd) stands for the space of all skew-symmetric k-linear
functions on Rd . Since dαk = 0, it follows from the constructive proof of Poincare’s lemma
in [15] that there is a (d − 2)-form βk ∈ C∞([0, T ];Λd−2(Rd)) such that αk = dβk . Define
χk(x) = χ
(
x
k
)
(1.2)
where χ is a function in C∞(Rd) such that χ(x) = 1 for |x| 1, 0 χ(x) 1, for 1 |x| 2,
and χ(x) = 0 for |x| > 2. Then, we define
αˆk = d(χ2kβk) (1.3)
Let γk = (γk,1, . . . , γk,d) be the vector field associated with αˆk by
αˆk = γk,1 dx2 ∧ dx3 ∧ · · · ∧ dxd
− γk,2 dx1 ∧ dx3 ∧ · · · ∧ dxd
...
(−1)d−1γk,d dx1 ∧ · · · ∧ dxd−1
Also,
αˆk = (dχ2k)∧ βk + χ2kαk
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αˆk = αk for (t, x) ∈ [0, T ] ×B2k
Define
bk = γk + (χ2khk,0, . . . ,0)
Then, bk ∈ C∞([0, T ] ×Rd) and suppbk ⊂ [0, T ] ×B4k . It holds that
∇x · bk = ∇x · γk + χ2k ∂hk
∂x1
+ ∂χ2k
∂x1
hk
But ∇x · γk = 0, and
supp
∂χ2k
∂x1
⊂ [0, T ] × {x ∣∣ 2k  |x| 4k}∣∣hk(t, x)∣∣ 4k∥∥∇x · ck(t)∥∥L∞(Rd), for |x| 4k∣∣∣∣∂χ2k∂x1 (x)
∣∣∣∣ Ck , for all x for some constant C > 0
Hence, ∥∥∥∥∂χ2k∂x1 hk
∥∥∥∥
L1(0,T ;L∞(Rd))
 C
uniformly in k  1. Thus, ∇x · bk is bounded in L1(0, T ;L∞(Rd)) uniformly in k  1.
Next choose any 0 <L< ∞. For 2k > L,
bk = ck − (hk,0, . . . ,0)+ (χ2khk,0, . . . ,0) = ck
on [0, T ] ×BL, and bk → b in L1(0, T ;Lq(BL)). 
Here we note that if b ∈ L1(0, T ;W 1,qloc (Rd)) in addition to the above conditions, then
bk → b in L1
(
0, T ;W 1,q(BL)
)
, for each 0 <L< ∞
A stochastic basis (Ω,F ,P ) is given throughout this paper. Let {Ft } be a filtration over
(Ω,F ,P ) such that it satisfies the usual condition, i.e., it is right continuous, and F0 contains all
P -negligible sets in F . Let
G = {A ∈ FT ⊗ B([0, T ]) ∣∣A∩ (Ω × [0, t]) ∈ Ft ⊗ B([0, t]) for each t ∈ [0, T ]}
Then, (Ω × [0, T ],G, dP × dt) is a finite measure space. Let X be a Banach space. A function
f :Ω × [0, T ] → X is said to be X -valued progressively measurable if f−1(G) ∈ G for each
G ∈ B(X ). B(X ) stands for the collection of all Borel subsets of X . For 1 p < ∞, 1 r < ∞,
J.U. Kim / Journal of Functional Analysis 259 (2010) 3328–3359 3333let Sp,r be the set of equivalent classes of X -valued progressively measurable functions f such
that
∫
Ω
( T∫
0
‖f ‖rX dt
) p
r
dP < ∞
Next let
Yr = Lr
([0, T ],B([0, T ]), dt;X )
Each member of Sp,r belongs to an equivalent class in Lp(Ω,F , dP ;Yr ). By the usual con-
vention, we regard an equivalent class in Lp(Ω,F , dP ;Yr ) as a member of Sp,r if it contains
a representative from Sp,r . See [9, p. 131]. In this way, it is easy to see that Sp,r is a closed
linear subspace of Lp(Ω,F , dP ;Yr ). Hence, it is also weakly closed. The following fact can be
proved by the standard argument.
Lemma 1.2. Let X be a reflexive Banach space. Let {fn}∞n=1 be a sequence of X -valued progres-
sively measurable functions such that for some 1 <p < ∞,∫
Ω
ess sup
0tT
∥∥fn(t)∥∥pX dP  C, for all n 1 for some constant C > 0
Then, there is an X -valued progressively measurable function f and a subsequence {fnk }∞k=1
such that ∫
Ω
ess sup
0tT
∥∥f (t)∥∥pX dP  C
and
fnk → f weakly in Lp(Ω,F , dP ;Yr ), for every 1 r < ∞
Also, for each ψ ∈ L1([0, T ],B([0, T ]), dt;X ∗), and each A ∈ F ,
∫
A
T∫
0
〈
fnk (t),ψ(t)
〉
dt dP →
∫
A
T∫
0
〈
f (t),ψ(t)
〉
dt dP
as k → ∞, where 〈·,·〉 denotes the duality pairing between X and X ∗.
We also need the following facts which can be proved in the same manner as in [5].
Lemma 1.3. Let b ∈ L1(0, T ;W 1,qloc (Rd)) and w ∈ L∞(0, T ;Lploc(Rd)), 1 p < ∞, 1p + 1q = 1.
Then, as δ = 2 → 0,
(b · ∇w) ∗ ρ − (b ∗ ρδ) · ∇(w ∗ ρ) → 0 in L1
(
0, T ;L1loc
(
Rd
))
where the convolution is taken with respect to the space variables only.
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ν = √ → 0,
(c ∗ ρν)(w ∗ ρ)− (cw) ∗ ρ → 0 in L1
(
0, T ;L1loc
(
Rd
))
For 2 < p < ∞, we will show that a stochastic integral of an Lp(Rd)-valued progressively
measurable random variable can be defined as an Lp(Rd)-valued continuous martingale based
on the Ito stochastic integral in the Hilbert space setting. We assume
gj is Lp
(
Rd
)
-valued progressively measurable such that (1.4)
E
( ∞∑
j=1
T∫
0
‖gj‖2Lp(Rd) dt
) p
2
< ∞ (1.5)
Lemma 1.5. Under the assumptions (1.4)–(1.5), there is a unique Lp(Rd)-valued continuous
martingale M(t), 0 t  T , such that for each ψ ∈ Lq(Rd),
〈
M(t),ψ
〉= ∞∑
j=1
t∫
0
〈
gj (s),ψ
〉
dBj (s) (1.6)
holds for all t ∈ [0, T ], for almost all ω ∈ Ω , where 〈·,·〉 denotes the duality pairing between
Lp(Rd) and Lq(Rd). Furthermore, it holds that
E
(
sup
t∈[0,T ]
∥∥M(t)∥∥p
Lp(Rd)
)
 CE
( ∞∑
j=1
T∫
0
∥∥gj (s)∥∥2Lp(Rd) ds
) p
2
(1.7)
for some constant C > 0 independent of {gj }∞j=1.
Proof. We first note that the mapping F :w → ‖w‖p
Lp(Rd)
is of class C2 from Hm(Rd) into R,
m> d2 . Its first derivative DF is given by
(
DF(w)
)
(ψ) =
∫
Rd
p|w|p−1 sgn(w)ψ dx, ∀ψ ∈ Hm(Rd)
and the second derivative D2F is given by
(
D2F(w)
)
(ψ1,ψ2) =
∫
d
p(p − 1)|w|p−2ψ1ψ2 dx, ∀ψ1,ψ2 ∈ Hm
(
Rd
)
.R
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Mk,(t) =
∞∑
j=1
t∫
0
gj,k, dBj
where gj,k, = (gjχk) ∗ ρ . Then, Mk,(t) is an Hm(Rd)-valued continuous martingale.
It follows from Ito’s formula that
∥∥Mk,(t)∥∥pLp(Rd) =
∞∑
j=1
t∫
0
∫
Rd
p|Mk, |p−1 sgn(Mk,)gj,k, dx dBj
+ 1
2
∞∑
j=1
t∫
0
∫
Rd
p(p − 1)|Mk, |p−2(gj,k,)2 dx ds (1.8)
By the Burkholder–Davis–Gundy inequality and Hölder’s inequality, we can derive from (1.8)
E
(
sup
0tT
∥∥Mk,(t)∥∥pLp(Rd)
)
 CE
( ∞∑
j=1
T∫
0
‖gj,k,‖2Lp(Rd) dt
) p
2
(1.9)
for some positive constant C independent of k and . Now for each k = 1,2, . . . , there is k > 0
such that as k → ∞,
E
( ∞∑
j=1
T∫
0
‖gj,k,k − gj‖2Lp(Rd) ds
) p
2
→ 0 (1.10)
The inequality (1.9) is valid for Mk,k −Ml,l on the left and gj,k,k − gj,l,l on the right.
Thus, {Mk,k }∞k=1 is a Cauchy sequence in Lp(Ω;C([0, T ];Lp(Rd))). Let
lim
k→∞Mk,k = M in L
p
(
Ω;C([0, T ];Lp(Rd))) (1.11)
For each k, (1.6) is valid with Mk,k on the left and gj,k,k on the right; see Lemma 2.4.1 of [14].
Hence, M(t) satisfies (1.6) with gj . By (1.10) and (1.11), (1.7) holds. Next suppose there is
another Lp(Rd)-valued continuous martingale Mˆ which satisfies (1.6). Let {ψk} be a countable
dense subset of Lq(Rd). Then, there is some Ω˜ ⊂ Ω such that P(Ω \ Ω˜) = 0, and for each
ω ∈ Ω˜
M,Mˆ ∈ C([0, T ];Lp(Rd))〈
M(t),ψk
〉= 〈Mˆ(t),ψk 〉, for all t ∈ [0, T ] and all k = 1,2, . . .
Then, M = Mˆ for all ω ∈ Ω˜ . 
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continuous martingale M(t), 0 t  T , such that for each ψ ∈ Hm(Rd),
〈
M(t),ψ
〉= ∞∑
j=1
t∫
0
∫
Rd
gjψ dx dBj (1.12)
for all t ∈ [0, T ], for almost all ω, where 〈·,·〉 is the duality pairing between Hm(Rd) and
H−m(Rd).
Proof. Since Lp(Rd) is continuously embedded into H−m(Rd), M(t) can be defined as an
H−m(Rd)-valued continuous martingale. (1.12) follows from Lemma 2.4.1 of [14]. 
2. Statement of the main results
Let (Ω,F ,P ) be a given stochastic basis with a filtration {Ft } which satisfies the usual con-
dition.
Let 1 p < ∞, and 1
p
+ 1
q
= 1. We assume that T > 0 is given, and
b ∈ L1(0, T ;W 1,qloc (Rd)) (2.1)
∇ · b, c ∈ L1(0, T ;L∞(Rd)) (2.2)
b
1 + |x| ∈ L
1(0, T ;L∞(Rd))+L1(0, T ;L1(Rd)) (2.3)
gj is Lp
(
Rd
)
-valued progressively measurable such that
E
( ∞∑
j=1
T∫
0
‖gj‖2Lp(Rd) dt
) p
2
< ∞ (2.4)
u0 is F0-measurable and u0 ∈ Lp
(
Ω;Lp(Rd)) (2.5)
We first define a solution of
ut + b · ∇u+ cu =
∞∑
j=1
gj
dBj
dt
, (t, x) ∈ (0, T )×Rd (2.6)
u(0, x) = u0(x), x ∈ Rd (2.7)
Definition 2.1. Let 2  p < ∞. An Lp(Rd)-valued progressively measurable stochastic pro-
cess u is a solution of (2.6)–(2.7) if u ∈ C([0, T ];Lp(Rd)) for almost all ω, and
∫
Rd
u(t)φ dx =
∫
Rd
u0φ dx +
t∫
0
∫
Rd
u(s)b · ∇φ dx ds
+
t∫ ∫
d
(∇ · b − c)uφ dx ds +
∫
d
M(t)φ dx (2.8)
0 R R
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Lemma 1.5.
Theorem 2.2. Let 2  p < ∞, and T > 0 be given. Under the above assumptions (2.1)–(2.5),
there exists a pathwise unique solution of (2.6)–(2.7) in Lp(Ω;C([0, T ];Lp(Rd))). Further-
more, it holds that
E
(
sup
t∈[0,T ]
∥∥u(t)∥∥p
Lp(Rd)
)
 CE
(‖u0‖pLp(Rd))+CE
( ∞∑
j=1
T∫
0
‖gj‖2Lp(Rd) dt
) p
2
(2.9)
for some constants C independent of u0 and gj ’s.
Next we assume the following condition on fj ’s in Eq. (0.1). For each w ∈ Lp(Rd),
fj (w) = gj + hj (w) (2.10)
where gj ’s satisfy (2.4), and hj is a time-independent continuous map from Lp(Rd) into itself
such that
hj (0) = 0 (2.11)
and ∥∥hj (w1)− hj (w2)∥∥Lp(Rd)  λj‖w1 −w2‖Lp(Rd), ∀w1,w2 ∈ Lp(Rd) (2.12)
for some constant λj . We suppose that
∞∑
j=1
λ2j < ∞ (2.13)
Theorem 2.3. Let 2  p < ∞. Under the assumptions (2.1)–(2.5) and (2.10)–(2.13) there is a
pathwise unique solution of (0.1)–(0.2) in Lp(Ω;C([0, T ];Lp(Rd))).
For 1 p < 2, we assume that
fj (w) = ajw, ∀w ∈ Lp
(
Rd
) (2.14)
where aj = aj (t,ω) is bounded and progressively measurable such that
∞∑
j=1
‖aj‖2L∞((0,T )×Ω) < ∞ (2.15)
We also need to restrict the condition (2.3) to
b ∈ L1(0, T ;L∞(Rd))∩L1(0, T ;L 22−p (Rd)) (2.16)1 + |x|
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in (2.8) is replaced by 〈M(t),φ〉 where M(t) is defined in Lemma 1.6 with gj = fj (u), and 〈·,·〉
is the duality pairing between Hm(Rd) and H−m(Rd) for m> d2 .
Theorem 2.4. Let 1 p < 2. Under the assumption (2.1), (2.2), (2.5) and (2.14)–(2.16), there is
a pathwise unique solution to (0.1)–(0.2) in Lp(Ω;C([0, T ];Lp(Rd))).
For the existence of a time-periodic measure, we consider the following equation
ut + b · ∇u+ cu = hdB0
dt
+
∞∑
j=1
fj (u)
dBj
dt
, (t, x) ∈ (0,∞)×Rd (2.17)
where we assume that {Bj }∞j=0 is a sequence of mutually independent standard Brownian mo-
tions, and
b ∈ L1loc
(
0,∞;W 1,qloc
(
Rd
)) (2.18)
∇ · b, c ∈ L1loc
(
0,∞;L∞(Rd)), h ∈ L∞(0,∞;Lp(Rd)) (2.19)
b(t, ·) = b(t + T , ·), c(t, ·) = c(t + T , ·), h(t, ·) = h(t + T , ·), ∀t  0 (2.20)
b
1 + |x| ∈ L
1
loc
(
0,∞;L∞(Rd))+L1loc(0,∞;L1(Rd)) (2.21)
∇ · b − pc κ, ∀(t, x) (2.22)
for some positive constant κ . We also need the following assumption on fj ’s.
Each fj satisfies (2.10)–(2.13) with gj ≡ 0, and for all w1,w2 ∈ Lp(Rd),
∞∑
j=1
(∫
Rd
|w1 −w2|p−1 sgn(w1 −w2)
(
fj (w1)− fj (w2)
)
dx
)2
 η1
(∫
Rd
|w1 −w2|p dx
)2
(2.23)
∞∑
j=1
∫
Rd
|w1 −w2|p−2
(
fj (w1)− fj (w2)
)2
dx  η2
∫
Rd
|w1 −w2|p dx (2.24)
where η1 and η2 are positive constants which satisfy
η1 > η2
(
1 − 1
p
)
+ 2
p2
κ (2.25)
In the special case, fj (w) = ajw for some constant aj , we may take
η1 = η2 =
∞∑
a2j < ∞
j=1
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on the interval [s, η] for the given initial condition u(s) = y ∈ Lp(Rd), for any 0 s < η < ∞,
which follows from Theorem 2.3. We denote the solution by Y(·; s, y). Following [4] and [14],
we define for 0 s  t < ∞,
(Ps,tϕ)(y) = E
(
ϕ
(
Y(t; s, y)))
for each bounded continuous function ϕ on Lp(Rd).
Definition 2.5. A probability measure μ over (Lp(Rd),B(Lp(Rd))) is called a T -periodic mea-
sure to (2.17) if
∫
Lp(Rd)
(P0,t ϕ)(y) dμ(y) =
∫
Lp(Rd)
(P0,t+T ϕ)(y) dμ(y) (2.26)
for all t  0 and all bounded continuous functions ϕ on Lp(Rd).
By convention, (2.26) is written as
P ∗0,tμ = P ∗0,t+T μ
Theorem 2.6. Let 2  p < ∞. Under the above assumptions (2.10)–(2.13) with gj ≡ 0,
and (2.18)–(2.25), there is a unique T -periodic measure over Lp(Rd) to (2.17). If b, c, and h
are time-independent, there is a unique invariant measure.
3. Proof of Theorems 2.2 and 2.3
Throughout this section, 2  p < ∞ and T > 0 are fixed. The proof consists of several
steps.
Lemma 3.1. Let m > d/2. Suppose that b ∈ C([0, T ];Hm+1(Rd)), c ∈ C([0, T ];Hm(Rd)),
M ∈ C([0, T ];Hm+1(Rd)), and u0 ∈ Hm(Rd). Then, there is a unique solution u ∈ C([0, T ];
Hm(Rd)) of
∂u
∂t
+ (b · ∇)u+ cu = ∂M
∂t
u(0) = u0
Furthermore, the mapping
(u0,M) → u
is a continuous linear map from Hm(Rd) × C([0, t];Hm+1(Rd)) into C([0, t];Hm(Rd)) for
each t ∈ [0, T ].
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∂v
∂t
+ (b · ∇)v + cv = −(b · ∇)M − cM
v(0) = u0 −M(0)
Then, the result follows easily from the classical theory of linear hyperbolic equations. 
By the continuous dependence on u0 and M , we have the following fact.
Lemma 3.2. Suppose that u0 and M in the above lemma are random such that M :Ω →
C([0, t];Hm+1(Rd)) is Ft -measurable for each t ∈ [0, T ], and u0 :Ω → Hm(Rd) is F0-
measurable. Then, u :Ω → C([0, t];Hm(Rd)) is also Ft -measurable for each t ∈ [0, T ].
By Lemma 1.1 and the remark right below Lemma 1.1, we can find sequences {bk}∞k=1 in
C([0, T ];Hm+1(Rd)) such that suppbk is a compact subset of [0, T ] ×Rd , and
bk → b in L1
(
0, T ;W 1,qloc
(
Rd
)) (3.1)
∇ · bk is bounded in L1
(
0, T ;L∞(Rd)) uniformly in k (3.2)
We can also find a sequence {ck}∞k=1 in C([0, T ];Hm(Rd)) such that
ck → c in L1
(
0, T ;Lqloc
(
Rd
)) (3.3)
and
ck is bounded in L1
(
0, T ;L∞(Rd)) uniformly in k (3.4)
Under the assumption (2.4), we can define an Lp(Rd)-valued continuous martingale M(t) by
Lemma 1.5. Let us write Mk(t) = Mk,k (t) where Mk,k was defined in the proof of Lemma 1.5.
Then, {Mk}∞k=1 is a sequence in Lp(Ω;C([0, T ];Hm+1(Rd))) such that
Mk → M in Lp
(
Ω;C([0, T ];Lp(Rd))) (3.5)
Next we choose a sequence {u0,k}∞k=1 in Lp(Ω;Hm(Rd)) such that each u0,k is F0-measurable,
and
u0,k → u0 in Lp
(
Ω;Lp(Rd)) (3.6)
By virtue of Lemmas 3.1–3.2, we obtain the solution uk of
∂uk
∂t
+ (bk · ∇)uk + ckuk = ∂Mk
∂t
uk(0) = u0,k
By the regularity of uk , bk , ck , and Mk , we can proceed as in the proof of Lemma 1.5 to obtain
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∣∣uk(t)∣∣p dx =
∫
Rd
|u0,k|p dx +
t∫
0
∫
Rd
(∇ · bk)|uk|p dx ds −
t∫
0
∫
Rd
pck|uk|p dx ds
+
∞∑
j=1
t∫
0
∫
Rd
p|uk|p−1 sgn(uk)gj,k,k dx dBj (s)
+ 1
2
∞∑
j=1
t∫
0
∫
Rd
p(p − 1)|uk|p−2(gj,k,k )2 dx ds (3.7)
for all t ∈ [0, T ], for almost all ω. By means of (1.10), (3.2) and (3.4), we use the Burkholder–
Davis–Gundy inequality to derive
E
(
sup
t∈[0,T ]
∥∥uk(t)∥∥pLp(Rd)
)
 C (3.8)
for all k  1, for some constant C > 0. Thus, by Lemma 1.2, there is a progressively measurable
u ∈ Lp(Ω;L∞(0, T ;Lp(Rd))) (3.9)
such that for some subsequence still denoted by {uk},
∫
A
T∫
0
∫
Rd
ukψ dx dt dP →
∫
A
T∫
0
∫
Rd
uψ dx dt dP (3.10)
for all A ∈ F , and all ψ ∈ L1(0, T ;Lq(Rd)).
It is easy to see that for each φ ∈ C∞0 ([0, T )×Rd),
T∫
0
∫
Rd
uφt dx dt +
∫
Rd
u0φ(0) dx +
T∫
0
∫
Rd
ub · ∇φ dx dt +
T∫
0
∫
Rd
u(∇ · b − c)φ dx dt
=
T∫
0
∫
Rd
Mφt dx dt
holds for almost all ω. Meanwhile, there is a countable subset S of C∞0 ([0, T ) × Rd) such that
each φ ∈ C∞0 ([0, T )×Rd) can be approximated by a sequence in S with respect to the norm of
C1([0, T ];W 1,q(Rd)∩W 1,∞(Rd)). Thus, it follows that
∂u
∂t
+ (b · ∇)u+ cu = ∂M
∂t
holds in D′((0, T )×Rd), for almost all ω, and
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∂t
∫
Rd
(u−M)ψ dx =
∫
Rd
u(b · ∇ψ)dx +
∫
Rd
u(∇ · b − c)ψ dx (3.11)
holds in D′((0, T )), for all ψ ∈ C∞0 (Rd), for almost all ω. The right-hand side belongs to
L1(0, T ) for all ψ ∈ C∞0 (Rd), for almost all ω.
Since M ∈ C([0, T ];Lp(Rd)) for almost all ω, it follows from (3.11) that
u ∈ C([0, T ];D′(Rd)), for almost all ω
which, combined with (3.9), implies that
u(t) is Lp
(
Rd
)
-weakly continuous in t ∈ [0, T ], for almost all ω (3.12)
and
∫
Rd
u(t)ψ dx =
∫
Rd
u0ψ dx +
t∫
0
∫
Rd
u(b · ∇ψ)dx ds
+
t∫
0
∫
Rd
u(∇ · b − c)ψ dx ds +
∫
Rd
M(t)ψ dx (3.13)
for all t ∈ [0, T ] and all ψ ∈ C∞0 (Rd), for almost all ω. Obviously, it follows that
u(0) = u0
Next we prove continuity in t with respect to the norm of Lp(Rd). For each 0 <K < ∞ and
 > 0, the mapping
w → w ∗ ρ
is continuous from Lp(Rd) into Hm(BK), m> d2 , with respect to the weak topology of L
p(Rd).
Thus, by (3.12), u ∗ ρ ∈ C([0, T ];Hm(BK)), for almost all ω, and it follows from (3.13) that
d(u ∗ ρ) = −(bδ · ∇)(u ∗ ρ)dt − cν(u ∗ ρ)dt + f dt + h dt + dM (3.14)
holds in Hm(BL), m> d2 , for all  = 1k , k = 1,2, . . . , and L = 1,2, . . . , for almost all ω, where
δ = 2, ν = √
bδ = b ∗ ρδ, cν = c ∗ ρν
f = (bδ · ∇)(u ∗ ρ)− (b · ∇u) ∗ ρ
h = cν(u ∗ ρ)− (cu) ∗ ρ
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M(t) =
∞∑
j=1
t∫
0
gj ∗ ρ dBj
Here the convolution is taken with respect to the space variables only.
We define β ∈ C2(R) such that
β(y) =
{ |y|p, |y| 1,
2p, |y| > 2, β(y) 0
Let βL(y) = |L|pβ(y/L). We also use χK(·) defined by (1.2). Since the mapping
w →
∫
Rd
χKβL(w)dx
is C2-mapping from Hm(B2K) into R, we can apply Ito’s formula to (3.14) to obtain∫
Rd
χKβL
(
u(t) ∗ ρ
)
dx
=
∫
Rd
χKβL(u0 ∗ ρ) dx −
t∫
0
∫
Rd
χKcνβ
′
L(u ∗ ρ)(u ∗ ρ) dx ds
+
t∫
0
∫
Rd
χK(∇ · bδ)βL(u ∗ ρ) dx ds +
t∫
0
∫
Rd
(bδ · ∇χK)βL(u ∗ ρ) dx ds
+
t∫
0
∫
Rd
χK(f + h)β ′L(u ∗ ρ) dx ds +
∞∑
j=1
t∫
0
∫
Rd
χKβ
′
L(u ∗ ρ)(gj ∗ ρ) dx dBj (s)
+ 1
2
∞∑
j=1
t∫
0
∫
Rd
χKβ
′′
L(u ∗ ρ)(gj ∗ ρ)2 dx ds (3.15)
There is Ω1 ⊂ Ω , such that P(Ω \Ω1) = 0, and for each ω ∈ Ω1,
(i) (3.15) holds for all t ∈ [0, T ], all  = 1/k, k = 1,2, . . . , all L = 1,2, . . . , all K = 1,2, . . . ,
and
(ii) u(ω) ∈ L∞(0, T ;Lp(Rd)), and u(t,ω) ∈ Lp(Rd), for all t ∈ [0, T ], which follows
from (3.12).
Fix K and L, and pass  = 1/k → 0 using Lemmas 1.3 and 1.4. There is Ω2 ⊂ Ω1 such that
P(Ω \Ω2) = 0, and for each ω ∈ Ω2,
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Rd
χKβL
(
u(t)
)
dx =
∫
Rd
χKβL(u0) dx −
t∫
0
∫
Rd
χKcβ
′
L(u)udx ds
+
t∫
0
∫
Rd
χK(∇ · b)βL(u)dx ds +
t∫
0
∫
Rd
(b · ∇χK)βL(u)dx ds
+
∞∑
j=1
t∫
0
∫
Rd
χKβ
′
L(u)gj dx dBj (s)+
1
2
∞∑
j=1
t∫
0
∫
Rd
χKβ
′′
L(u)(gj )
2 dx ds
holds for all K = 1,2, . . . ,L = 1,2, . . . , and all t ∈ [0, T ]. Here we used the fact that as  → 0,
E
( ∞∑
j=1
T∫
0
∣∣∣∣
∫
Rd
χKβ
′
L(u ∗ ρ)(gj ∗ ρ) dx −
∫
Rd
χKβ
′
L(u)gj dx
∣∣∣∣
2
dt
)
→ 0
Next fix L and pass K → ∞. By (2.3), we can proceed as in [5] to find
lim
K→∞
t∫
0
∫
Rd
(b · ∇χK)βL(u)dx ds = 0
for all t ∈ [0, T ], for almost all ω.
There is Ω3 ⊂ Ω2 such that P(Ω \Ω3) = 0, and for each ω ∈ Ω3,
∫
Rd
βL
(
u(t)
)
dx =
∫
Rd
βL(u0) dx +
t∫
0
∫
Rd
(∇ · b)βL(u)dx ds −
t∫
0
∫
Rd
cβ ′L(u)udx ds
+
∞∑
j=1
t∫
0
∫
Rd
β ′L(u)gj dx dBj (s)+
1
2
∞∑
j=1
t∫
0
∫
Rd
β ′′L(u)(gj )2 dx ds
holds for all L = 1,2, . . . , and all t ∈ [0, T ]. Next pass L → ∞.
∫
Rd
∣∣u(t)∣∣p dx = ∫
Rd
|u0|p dx +
t∫
0
∫
Rd
(∇ · b)|u|p dx ds −
t∫
0
∫
Rd
pc|u|p dx ds
+
∞∑
j=1
t∫
0
∫
Rd
p|u|p−1 sgn(u)gj dx dBj (s)
+ 1
2
∞∑
j=1
t∫ ∫
d
p(p − 1)|u|p−2(gj )2 dx ds (3.16)
0 R
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all ω. Since Lp(Rd) is uniformly convex, u ∈ C([0, T ];Lp(Rd)) holds for almost all ω.
In the meantime, by the Burkholder–Davis–Gundy inequality and Hölder’s inequality, we ar-
rive at (2.9). For pathwise uniqueness of a solution, let u1 and u2 be two solutions of (2.6)–(2.7).
By the same procedure as for (2.9),
E
(
sup
0tT
∥∥u1(t)− u2(t)∥∥pLp(Rd)
)
 0
which yields u1 = u2 for almost all ω. Now the proof of Theorem 2.2 is complete.
We now proceed to prove Theorem 2.3.
Let u(0) ≡ u0, and u(n) be the solution of
u
(n)
t + b · ∇u(n) + cu(n) =
∞∑
j=1
(
gj + hj
(
u(n−1)
))dBj
dt
, (t, x) ∈ (0,∞)×Rd (3.17)
u(n)(0, x) = u0(x), x ∈ Rd (3.18)
for n = 1,2, . . . . It follows from (2.9) and (2.12) that
E
(
sup
0st
∥∥u(n+1)(s)− u(n)(s)∥∥p
Lp(Rd)
)
 CE
( ∞∑
j=1
t∫
0
λ2j
∥∥u(n)(s)− u(n−1)(s)∥∥2
Lp(Rd)
ds
) p
2
 Ct
p−2
2 E
( t∫
0
∥∥u(n)(s)− u(n−1)(s)∥∥p
Lp(Rd)
ds
)
, n = 1,2, . . . , (3.19)
where C denotes positive constants independent of t and n. Now suppose that
E
(
sup
0st
∥∥u(n)(s)− u(n−1)(s)∥∥p
Lp(Rd)
)
 C1tα, ∀t ∈ [0, T ]
Then, (3.19) implies
E
(
sup
0st
∥∥u(n+1)(s)− u(n)(s)∥∥p
Lp(Rd)
)
 CC1
tα+
p
2
α + 1 , ∀t ∈ [0, T ] (3.20)
In the meantime, it follows from (2.9) that
E
(
sup
0st
∥∥u(1)(s)− u(0)(s)∥∥p
Lp(Rd)
)
 2pE
(
sup
∥∥u(1)(s)∥∥p
Lp(Rd)
)
+ 2pE(‖u0‖pLp(Rd)) C˜ (3.21)0st
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we derive
E
(
sup
0st
∥∥u(n+1)(s)− u(n)(s)∥∥p
Lp(Rd)
)
 C˜Cn t
pn
2
(
p
2 + 1)(p + 1) · · · (p(n−1)2 + 1)
for all t ∈ [0, T ], and all n 1, for some constants C˜, C independent of n and t . Hence, we have
∞∑
n=1
(
E
(
sup
0tT
∥∥u(n+1)(t)− u(n)(t)∥∥p
Lp(Rd)
)) 1
p  C˜
∞∑
n=1
(
CnT
pn
2
n!
) 1
p
< ∞
So {u(n)} is a Cauchy sequence in Lp(Ω;C([0, T ];Lp(Rd))), and the limit is a solution
of (0.1)–(0.2). Next suppose that u1 and u2 are two solutions of (0.1)–(0.2). As above, it fol-
lows from (2.9) and (2.12) that
E
(
sup
0st
∥∥u1(s)− u2(s)∥∥pLp(Rd)
)
 CE
( t∫
0
∥∥u1(s)− u2(s)∥∥pLp(Rd) ds
)
for all t ∈ [0, T ], which yields u1 = u2 for almost all ω.
This completes the proof of Theorem 2.3.
4. Proof of Theorem 2.4
Let 1 p < 2 and T > 0 be fixed. The idea is to obtain a solution as the limit of a sequence
of L2(Rd)-valued solutions. Let {u0,n} be a sequence in Lp(Ω;Lp(Rd))∩L2(Ω;L2(Rd)) such
that each u0,n is F0-measurable, and
u0,n → u0 in Lp
(
Ω;Lp(Rd)) (4.1)
We can construct such a sequence as follows. Let
ξn(y) =
{
1, for |y| n
0, for |y| > n
Then, ξn(‖u0‖Lp(Rd))u0 ∈ L2(Ω;Lp(Rd)), and
ξn
(‖u0‖Lp(Rd))u0 → u0 in Lp(Ω;Lp(Rd))
For each fixed n 1, (
ξn
(‖u0‖Lp(Rd))u0) ∗ ρ1/k ∈ L2(Ω;L2(Rd))
and, as k → ∞,
ξn
(‖u0‖Lp(Rd))(u0 ∗ ρ1/k) = (ξn(‖u0‖Lp(Rd))u0) ∗ ρ1/k → ξn(‖u0‖Lp(Rd))u0
in L2(Ω;Lp(Rd)). Thus, for each n, there is n > 0 such that
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def= ξn
(‖u0‖Lp(Rd))(u0 ∗ ρn) ∈ L2(Ω;L2(Rd))∩Lp(Ω;Lp(Rd))
and
u0,n → u0 in Lp
(
Ω;Lp(Rd))
For 0 < η < 1, choose a nonnegative function γη ∈ C2(R) such that
γη(y) =
{
(η + |y|2)p/2, |y| 1,
2p, |y| 2,
∣∣γ ′′η (y)∣∣ C, ∀|y| 1 (4.2)
where C is a constant independent of η. For 1 L< ∞, set
γL,η(y) = Lpγη
(
y
L
)
(4.3)
Then, ∣∣γ ′L,η(y)y∣∣ C|y|p (4.4)
and ∣∣γ ′′L,η(y)y2∣∣ C(|y|p +Lpηp/2) (4.5)
for all 0 < η < 1, 1 L< ∞, and all y ∈ R, for some constant C > 0.
According to Theorem 2.3 with p = 2, there is a solution un of (0.1)–(0.2) with un(0) = u0,n.
Here we note that the conditions on b and c for 1 p < 2 also satisfy the corresponding condi-
tions for p = 2.
Choose any m> n 1 and set
w = un − um
Then, (3.14) is valid with u replaced by w and with M defined by
M(t) =
∞∑
j=1
t∫
0
aj (w ∗ ρ) dBj
By applying Ito’s formula to (3.14), we obtain as in (3.15)∫
Rd
χKγL,η
(
w(t) ∗ ρ
)
dx
=
∫
Rd
χKγL,η
(
w(0) ∗ ρ
)
dx −
t∫
0
∫
Rd
χKcνγ
′
L,η(w ∗ ρ)(w ∗ ρ) dx ds
+
t∫ ∫
d
χK(∇ · bδ)γL,η(w ∗ ρ) dx ds +
t∫ ∫
d
(bδ · ∇χK)γL,η(w ∗ ρ) dx ds
0 R 0 R
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0
∫
Rd
χK(f + h)γ ′L,η(w ∗ ρ) dx ds
+
∞∑
j=1
t∫
0
∫
Rd
χKγ
′
L,η(w ∗ ρ)aj (w ∗ ρ) dx dBj (s)
+ 1
2
∞∑
j=1
t∫
0
∫
Rd
χKγ
′′
L,η(w ∗ ρ)a2j (w ∗ ρ)2 dx ds (4.6)
for all t ∈ [0, T ],  = 1
k
, k = 1,2, . . . , for almost all ω. By virtue of (2.15) and (4.2)–(4.3), we
can pass  = 1
k
→ 0 to find∫
Rd
χKγL,η
(
w(t)
)
dx
=
∫
Rd
χKγL,η
(
w(0)
)
dx −
t∫
0
∫
Rd
χKcγ
′
L,η(w)w dx ds
+
t∫
0
∫
Rd
χK(∇ · b)γL,η(w)dx ds +
t∫
0
∫
Rd
(b · ∇χK)γL,η(w)dx ds
+
∞∑
j=1
t∫
0
∫
Rd
χKγ
′
L,η(w)ajw dx dBj (s)+
1
2
∞∑
j=1
t∫
0
∫
Rd
χKγ
′′
L,η(w)a
2
jw
2 dx ds (4.7)
for all t ∈ [0, T ], L = 1,2, . . . , η = 1
k
, k = 1,2, . . . , for almost all ω. Next by (4.4)–(4.5), we
take η = 1/L4, and pass L → ∞ to obtain∫
Rd
χK
∣∣w(t)∣∣p dx
=
∫
Rd
χK
∣∣w(0)∣∣p dx −
t∫
0
∫
Rd
cχKp|w|p dx ds
+
t∫
0
∫
Rd
χK(∇ · b)|w|p dx ds +
t∫
0
∫
Rd
(b · ∇χK)|w|p dx ds
+
∞∑
j=1
t∫
0
∫
Rd
pχK |w|paj dx dBj (s)+ 12
∞∑
j=1
t∫
0
∫
Rd
p(p − 1)χK |w|pa2j dx ds (4.8)
for all t ∈ [0, T ], K = 1,2, . . . , for almost all ω.
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right-hand side.
E
(
sup
0st
∣∣∣∣∣
∞∑
j=1
s∫
0
∫
Rd
pχK |w|paj dx dBj
∣∣∣∣∣
)
 C
√
tE
(
sup
0st
∫
Rd
χK
∣∣w(s)∣∣p dx) (4.9)
for some constant C independent of K and t . We also see that
E
( ∞∑
j=1
t∫
0
∫
Rd
p(p − 1)χK |w|pa2j dx ds
)
 CtE
(
sup
0st
∫
Rd
χK
∣∣w(s)∣∣p dx) (4.10)
for some constant C independent of K and t . The second and the third integrals on the right-hand
side can be estimated in the same way. To estimate the fourth integral, we use the fact
w ∈ L2(Ω;C([0, T ];L2(Rd)))
Let
Ξ(t) =
∥∥∥∥ b1 + |x|
∥∥∥∥
L
2
2−p (Rd)
∈ L1(0, T )
Then,
CK def= E
( T∫
0
∫
Rd
|b · ∇χK ||w|p dx ds
)
 CE
( T∫
0
Ξ(s)
( ∫
K|x|2K
∣∣w(s)∣∣2 dx)
p
2
ds
)
→ 0 as K → ∞ (4.11)
Let us write
ZK(t) = E
(
sup
0st
∫
Rd
χK
∣∣w(s)∣∣p dx)
Θ(t) = ∥∥∇ · b(t)∥∥
L∞(Rd) +
∥∥c(t)∥∥
L∞(Rd ) ∈ L1(0, T )
Combining (4.8)–(4.11), we find that
ZK(t) ZK(0)+C
t∫
0
Θ(s)ZK(s) ds +C(
√
t + t)ZK(t)+ CK
for some constant C > 0 independent of K and t .
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E
(
sup
0st
∫
Rd
χK
∣∣w(s)∣∣p dx) CE(∫
Rd
χK
∣∣w(0)∣∣p dx)+CCK (4.12)
where we can choose a positive constant C independent of K , w and t , but depending on
‖Θ‖L1(0,T ). We now partition the interval [0, T ]
0 = t0 < t1 < · · · < tN = T , tj − tj−1 = T/N
By considering the interval [tj−1, tj ] instead of [0, t] in (4.12), it holds that
E
(
sup
tj−1stj
∫
Rd
χK
∣∣w(s)∣∣p dx) CE(∫
Rd
χK
∣∣w(tj−1)∣∣p dx
)
+CCK, j = 1,2, . . . ,N
for some constant C independent of w and K . Thus,
E
(
sup
0tT
∫
Rd
χK
∣∣w(t)∣∣p dx) N∑
j=1
E
(
sup
tj−1ttj
∫
Rd
χK
∣∣w(t)∣∣p dx)
 CE
(∫
Rd
∣∣w(0)∣∣p dx)+CCK (4.13)
for some constant C independent of K and w.
Next we see that
E
(
sup
0st
∫
Rd
∣∣w(s)∣∣p dx)= lim
K→∞E
(
sup
0st
∫
Rd
χK
∣∣w(s)∣∣p dx) (4.14)
It follows form (4.11), (4.13) and (4.14) that
E
(
sup
0tT
∫
Rd
∣∣w(t)∣∣p dx) CE(∫
Rd
∣∣w(0)∣∣p dx) (4.15)
This is also valid with w replaced by each un. Hence, by (4.1), {un} is a Cauchy sequence in
Lp(Ω;L∞(0, T ;Lp(Rd))). In fact, it is a Cauchy sequence in Lp(Ω;C([0, T ];Lp(Rd))). We
will show this. It is enough to show that each un ∈ C([0, T ];Lp(Rd)), for almost all ω. First of
all, each un ∈ C([0, T ];L2(Rd)), for almost all ω, and hence, un(t) ∈ Lp(Rd), for all t ∈ [0, T ],
for almost all ω. Fix any n 1. With w replaced by un, (4.8) is valid for all t ∈ [0, T ], for almost
all ω. By passing K → ∞,
∫
d
∣∣un(t)∣∣p dx =
∫
d
∣∣un(0)∣∣p dx −
t∫ ∫
d
cp|un|p dx ds
R R 0 R
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t∫
0
∫
Rd
(∇ · b)|un|p dx ds +
∞∑
j=1
t∫
0
∫
Rd
p|un|paj dx dBj (s)
+ 1
2
∞∑
j=1
t∫
0
∫
Rd
p(p − 1)|un|pa2j dx ds (4.16)
for all t ∈ [0, T ], for almost all ω. By subtracting (4.8) (with w replaced by un) from (4.16), we
have
∫
Rd
(1 − χK)
∣∣un(t)∣∣p dx =
∫
Rd
(1 − χK)
∣∣un(0)∣∣p dx −
t∫
0
∫
Rd
cp(1 − χK)|un|p dx ds
+
t∫
0
∫
Rd
(∇ · b)(1 − χK)|un|p dx ds −
t∫
0
∫
Rd
(b · ∇χK)|un|p dx ds
+
∞∑
j=1
t∫
0
∫
Rd
p(1 − χK)|un|paj dx dBj (s)
+ 1
2
∞∑
j=1
t∫
0
∫
Rd
p(p − 1)(1 − χK)|un|pa2j dx ds (4.17)
for all t ∈ [0, T ], for almost all ω. By the Burkholder–Davis–Gundy inequality, it holds that
E
(
sup
0tT
∣∣∣∣∣
∞∑
j=1
t∫
0
∫
Rd
p(1 − χK)|un|paj dx dBj (s)
∣∣∣∣∣
)
 CE
( T∫
0
(∫
Rd
(1 − χK)
∣∣un(t)∣∣p dx
)2
dt
) 1
2
→ 0 as K → ∞ (4.18)
and
E
( ∞∑
j=1
T∫
0
∫
Rd
p(p − 1)(1 − χK)|un|pa2j dx dt
)
 CE
( T∫ ∫
d
(1 − χK)
∣∣un(t)∣∣p dx dt
)
→ 0 as K → ∞ (4.19)0 R
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E
(
sup
0tT
∥∥(1 − χK())un(t)∥∥Lp(Rd))<  (4.20)
Fix any δ > 0 and choose sequences of positive numbers {mk} and {k} such that
mk ↑ ∞, k ↓ 0,
∞∑
k=1
mkk < δ
Let Kk = K(k) be determined by (4.20) with  = k . Define
Qk =
{
ω
∣∣ sup
0tT
∥∥(I − χKk )un(t)∥∥Lp(Rd) > 1mk
}
Then, P(Qk) <mkk . Let
Q =
∞⋃
k=1
Qk
Let Ω˜ ⊂ Ω such that P(Ω \ Ω˜) = 0, and for each ω ∈ Ω˜ , un(ω) ∈ C([0, T ];L2(Rd)), and thus,
χKkun(ω) ∈ C([0, T ];Lp(Rd)), for each k. Then, P(Q) < δ and for each ω ∈ Ω˜ \Q,
un(ω) ∈ C
([0, T ];Lp(Rd))
Since δ > 0 is arbitrary, un(ω) ∈ C([0, T ];Lp(Rd)), for almost all ω, and {un} is a Cauchy
sequence in Lp(Ω;C([0, T ];Lp(Rd))).
Let u be the limit. Then,
u ∈ Lp(Ω;C([0, T ];Lp(Rd)))
and it is easy to see that it is a solution of (0.1)–(0.2). Next we consider the pathwise uniqueness.
Let u1 and u2 be two solutions. Set
w = u1 − u2 ∈ Lp
(
Ω;C([0, T ];Lp(Rd)))
We can repeat the same procedure as above to arrive at (4.8). But the fourth integral on the
right-hand side of (4.8) is estimated differently. Let
Ξ(t) =
∥∥∥∥ b1 + |x|
∥∥∥∥
L∞(Rd )
∈ L1(0, T )
Then,
E
( t∫
0
∫
Rd
|b · ∇χK ||w|p dx ds
)
 CE
( t∫
0
Ξ(s)
( ∫
K|x|2K
∣∣w(s)∣∣p dx)ds
)
→ 0
as K → ∞.
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at (4.15), which yields the uniqueness of a solution. The proof of Theorem 2.4 is complete.
5. Proof of Theorem 2.6
Let 2 p < ∞ be fixed. Under the assumptions (2.10)–(2.13) with gj ≡ 0, and (2.18)–(2.25),
there is a unique solution on the interval [0, T ], for every 0 < T < ∞ according to Theorem 2.3.
Hence, a solution exists in C([0,∞);Lp(Rd)) for almost all ω.
Let us define
Λ1(u) =
∫
Rd
(∇ · b − pc)|u|p dx
Λ2(u,h) = p
∫
Rd
h|u|p−1 sgn(u) dx
Λ3(u,h) = 12p(p − 1)
∫
Rd
|u|p−2h2 dx
Λ4,j (u) = p
∫
Rd
|u|p−1 sgn(u)fj (u) dx
Λ5,j (u) = 12p(p − 1)
∫
Rd
|u|p−2(fj (u))2 dx
X(t) =
∫
Rd
∣∣u(t)∣∣p dx
As in (3.16), we can obtain
dX = Λ1(u)dt +Λ3(u,h)dt +
∞∑
j=1
Λ5,j (u)dt +Λ2(u,h)dB0 +
∞∑
j=1
Λ4,j (u)dBj (5.1)
Let 0 < K < 1, 0 < r < 12 , and λ be a small positive number to be determined later. By Ito’s
formula, it holds that
eλt
(
K +X(t))r = (K +X(0))r +
t∫
0
λeλs
(
K +X(s))r ds
+
t∫
eλsr
(
K +X(s))r−1Λ1(u) ds +
t∫
eλsr
(
K +X(s))r−1Λ3(u,h)ds0 0
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∞∑
j=1
t∫
0
eλsr
(
K +X(s))r−1Λ5,j (u) ds
+
t∫
0
eλsr
(
K +X(s))r−1Λ2(u,h)dB0
+
∞∑
j=1
t∫
0
eλsr
(
K +X(s))r−1Λ4,j (u) dBj
+ r(r − 1)
2
t∫
0
eλs
(
K +X(s))r−2(Λ2(u,h))2 ds
+ r(r − 1)
2
∞∑
j=1
t∫
0
eλs
(
K +X(s))r−2(Λ4,j (u))2 ds (5.2)
for all t  0, for almost all ω. We will estimate the integrals on the right-hand side.
t∫
0
eλsr
(
K +X(s))r−1Λ1(u) ds  rκ
t∫
0
eλs
(
K +X(s))r−1X(s)ds
 rκ
t∫
0
eλs
(
K +X(s))r ds (5.3)
t∫
0
eλsr
(
K +X(s))r−1Λ3(u,h)ds
 1r
t∫
0
eλs
(
K +X(s))r−1X(s)ds +Cp,1r
t∫
0
eλs
(
K +X(s))r−1∥∥h(s)∥∥p
Lp(Rd)
ds
 1r
t∫
0
eλs
(
K +X(s))r ds +Cp,1rKr−1( sup
0s<∞
∥∥h(s)∥∥p
Lp(Rd)
) t∫
0
eλs ds (5.4)
where we have used
∣∣Λ3(u(t), h(t))∣∣ 1X(t)+Cp,1∥∥h(t)∥∥pLp(Rd)
for some positive constants Cp, , for every 1 > 0.1
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2
t∫
0
eλs
(
K +X(s))r−2(Λ2(u,h))2 ds  0 (5.5)
∞∑
j=1
t∫
0
eλsr
(
K +X(s))r−1Λ5,j (u) ds  12p(p − 1)rη2
t∫
0
eλs
(
K +X(s))r−1X(s)ds
 1
2
p(p − 1)rη2
t∫
0
eλs
(
K +X(s))r ds (5.6)
−1
2
r(1 − r)
∞∑
j=1
t∫
0
eλs
(
K +X(s))r−2(Λ4,j (u))2 ds
−1
2
r(1 − r)p2η1
t∫
0
eλs
(
K +X(s))r−2X(s)2 ds
−1
2
r(1 − r)p2η1(1 − 2)
t∫
0
eλs
(
K +X(s))r ds
+ 1
2
r(1 − r)p2η1CK,2Kr−2
t∫
0
eλs ds (5.7)
where we have used
(1 + δ)X2  (K +X)2 −
(
1 + 1
δ
)
K2, ∀δ > 0
which can be written as
X2  (1 − 2)(K +X)2 −CK,2 , ∀2 > 0
By virtue of (2.25), we can choose some small 0 < r < 12 , 1 > 0, 2 > 0, and λ > 0 such that
1
2
r(1 − r)p2(1 − 2)η1 > 12p(p − 1)rη2 + r1 + λ+ rκ (5.8)
Then, it follows from (5.2)–(5.8) that
E
(
eλt
(
K +X(t))r)E((K +X(0))r)+CK 1 (eλt − 1) (5.9)λ
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Then, u1 − u2 is a solution of
ut + b · ∇u+ cu =
∞∑
j=1
(
fj (u1)− fj (u2)
)dBj
dt
, (t, x) ∈ (0,∞)×Rd (5.10)
Let us set
X1,2(t) =
∫
Rd
∣∣u1(t)− u2(t)∣∣p dx
By repetition of the above procedure as in (5.2), we arrive at
eλt
(
K +X1,2(t)
)r = (K +X1,2(0))r +
t∫
0
λeλs
(
K +X1,2(s)
)r
ds
+
t∫
0
eλsr
(
K +X1,2(s)
)r−1
Λ1(u1 − u2) ds
+
∞∑
j=1
t∫
0
eλsr
(
K +X1,2(s)
)r−1
Λ5,j (u1, u2) ds
+
∞∑
j=1
t∫
0
eλsr
(
K +X1,2(s)
)r−1
Λ4,j (u1, u2) dBj
+ r(r − 1)
2
∞∑
j=1
t∫
0
eλs
(
K +X1,2(s)
)r−2(
Λ4,j (u1, u2)
)2
ds (5.11)
where
Λ4,j (u1, u2) = p
∫
Rd
|u1 − u2|p−1 sgn(u1 − u2)
(
fj (u1)− fj (u2)
)
dx
Λ5,j (u1, u2) = 12p(p − 1)
∫
Rd
|u1 − u2|p−2
(
fj (u1)− fj (u2)
)2
dx
A salient feature of the estimate of the terms of (5.11) is that we can pass K → 0, which is
impossible in the presence of h.
lim
K→0E
( t∫
eλsr
(
K +X1,2(s)
)r−1
Λ1(u1 − u2) ds
)
 rκE
( t∫
eλs
∣∣X1,2(s)∣∣r ds
)
(5.12)
0 0
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K→0E
( ∞∑
j=1
t∫
0
eλsr
(
K +X1,2(s)
)r−1
Λ5,j (u1, u2) ds
)
 1
2
p(p − 1)rη2E
( t∫
0
eλs
∣∣X1,2(s)∣∣r ds
)
(5.13)
lim
K→0E
(
−1
2
r(1 − r)
∞∑
j=1
t∫
0
eλs
(
K +X1,2(s)
)r−2(
Λ4,j (u1, u2)
)2
ds
)
−1
2
r(1 − r)p2η1E
( t∫
0
eλs
∣∣X1,2(s)∣∣r ds
)
(5.14)
Under the same condition as in (5.8), we have
E
(
eλt
∣∣X1,2(t)∣∣r)E(∣∣X1,2(0)∣∣r) (5.15)
Following [4,14], we can introduce a sequence of mutually independent Brownian motions
{B˜j (t)}∞j=0 and a filtration {F˜t } which extend the original {Bj (t)}∞j=0 and {Ft } to the whole real
line −∞ < t < ∞. We then denote by Y(t; s, z) the solution u(t) of (2.17) on the interval [s,∞)
with the initial condition
u(s) = z ∈ Lp(Rd)
Let L{. . .} denote the probability law. Then, by virtue of (2.20) and the procedure to construct
the solution, we have
L{Y(t; s, z)}= L{Y(t + kT ; s + kT , z)} (5.16)
for all integer k. Also, (5.9) and (5.15) are valid in the form
E
(
eλ(t−s)
(
K +X(t))r)E((K +X(s))r)+CK 1
λ
(
eλ(t−s) − 1) (5.17)
and
E
(
eλ(t−s)
∣∣X1,2(t)∣∣r)E(∣∣X1,2(s)∣∣r) (5.18)
for all −∞ < s < t < ∞.
By using the same method as in [4,14], it can be shown that Y(·; ·, ·) satisfies the Markov
property. It follows from (5.17) and (5.18) that {Y(0;−nT ,0)}∞n=1 is a Cauchy sequence in
Lpr(Ω;Lp(Rd)), which is a complete metric space. Let us define
Y∞ = lim
n→∞Y(0;−nT ,0) in L
pr
(
Ω;Lp(Rd))
μ = L{Y∞}, μn = L
{
Y(0;−nT ,0)}
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μn → μ weakly
We will show that
P ∗0,tμ = P ∗0,t+T μ, ∀t  0 (5.19)
Let us choose any bounded continuous function ϕ on Lp(Rd).∫
Lp(Rd)
(P0,t ϕ)(y) dμ(y)
=
∫
Lp(Rd)
E
(
ϕ
(
Y(t;0, y)))dμ(y)
= lim
n→∞
∫
Lp(Rd)
E
(
ϕ
(
Y(t;0, y)))dμn(y) = lim
n→∞
∫
Ω
E
(
ϕ
(
Y(t;0, y)))∣∣
y=Y(0;−nT ,0) dP
= lim
n→∞
∫
Ω
E
(
ϕ
(
Y(t;−nT ,0))∣∣Fˆ0)dP = lim
n→∞
∫
Ω
E
(
ϕ
(
Y(t;−nT ,0)))dP
= lim
n→∞
∫
Ω
E
(
ϕ
(
Y
(
t + T ;−(n− 1)T ,0)))dP
= lim
n→∞
∫
Ω
E
(
ϕ
(
Y
(
t + T ;−(n− 1)T ,0))∣∣Fˆ0)dP
= lim
n→∞
∫
Lp(Rd)
E
(
ϕ
(
Y(t + T ;0, y)))dμn(y) =
∫
Lp(Rd)
(P0,t+T ϕ)(y) dμ(y)
which proves (5.19).
Next we will show that
lim
k→∞(P0,kT ϕ)(ξ) =
∫
Lp(Rd)
ϕ(y) dμ(y) (5.20)
for each ξ ∈ Lp(Rd), and each bounded Lipschitz continuous function ϕ on Lp(Rd). By means
of (5.19), ∣∣∣∣(P0,kT ϕ)(ξ)−
∫
Lp(Rd)
ϕ(y) dμ(y)
∣∣∣∣
=
∣∣∣∣
∫
p d
(
(P0,kT ϕ)(ξ)− (P0,kT ϕ)(y)
)
dμ(y)
∣∣∣∣
L (R )
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∫
Lp(Rd)
∣∣E(ϕ(Y(kT ;0, ξ))− ϕ(Y(kT ;0, y)))∣∣dμ(y)
It follows from (5.18) that
E
(∥∥Y(kT ;0, ξ)− Y(kT ;0, y)∥∥pr
Lp(Rd)
)
 Ce−kT ‖ξ − y‖pr
Lp(Rd)
→ 0
as k → ∞. Thus, for each ξ , y,∥∥Y(kT ;0, ξ)− Y(kT ;0, y)∥∥
Lp(Rd)
→ 0 in probability
as k → ∞, and
lim
k→∞E
(
ϕ
(
Y(kT ;0, ξ))− ϕ(Y(kT ;0, y)))= 0, for each ξ, y
This proves (5.20) for every bounded Lipschitz continuous function on Lp(Rd). This yields
the uniqueness of μ among all probability measures over (Lp(Rd),B(Lp(Rd))) which sat-
isfy (5.19).
Now we consider the case where b, c, and h are time-independent. Then, we may take T > 0
arbitrary. By the uniqueness of T -periodic measure, the above measure μ is a unique invariant
measure. This completes the proof of Theorem 2.6.
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