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a b s t r a c t
In this paper we provide higher order conditions which imply the appearance of non-
standard local bifurcations in uniparametric families of one-dimensional continuous-time
dynamical systems. By the Center Manifold Theory, they also describe generalizations of
local bifurcations of uniparametric families of systems on Rn.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Consider a uniparametric family of continuous-time dynamical systems x˙ = f (x, µ) where µ ∈ R is the parameter and
x ∈ R is the variable in the state space under consideration.
Roughly speaking, if there is a qualitative change when crossing a particular value of the parameter µ0 ∈ R, then µ0 is
said to be a bifurcation value or it is said that a bifurcation occurs at µ0.
In this sense, we focus on the changes of the number and stability of equilibria, and our goal is to provide higher order
conditions which ensure the appearance of the most common local bifurcations that, in fact, generalize the classical ones
(see [1–5] or [9]).
This idea of getting higher order conditions comes from [6], where the standard conditions for the appearance of the
Hopf–Neimark–Sacker bifurcation are generalized, providing higher order ones, and the author calls this non-standardHopf
bifurcation for maps. Following this terminology, we employ the term non-standard for the bifurcations achieved.
In uniparametric families of systemswith a non-hyperbolic equilibrium, three types of local bifurcationsmay generically
occur: fold or saddle–node, transcritical and pitchfork. We provide higher order conditions in Sections 2–4 respectively, which
imply the appearance of non-standard cases of these three types of bifurcations.
In addition, thanks to the Center Manifold Theory (see [7,8]); they can also be used to describe generalizations of the
bifurcations of uniparametric families of systems on Rn or, more generally, on a Banach space.
2. Non-standard fold or saddle–node bifurcation
The following result provides higher order conditions than those given in [1–5] or [9], for a family to present a non-
standard fold bifurcation.
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Theorem 1. Suppose that a one-parameter family of systems x˙ = f (x, µ), with f belonging to class C2n, has at µ0 = 0 the
equilibrium x0 = 0 and let fx(0, 0) = 0.
Assume that the following non-degenerated conditions are satisfied:
(F1) fxx(0, 0) = fxxx(0, 0) = · · · = fx2n−1(0, 0) = 0, fx2n(0, 0) 6= 0
(F2) fµ(0, 0) 6= 0.
Then the family undergoes a non-standard fold bifurcation.
Proof. We shall suppose that fx2n(0, 0) > 0 and fµ(0, 0) > 0. Anyway, we will see later how the signs influence the
bifurcation diagrams.
Since f (0, 0) = 0 and fµ(0, 0) > 0, the Implicit Function Theorem ensures the existence of a unique C2n curve µ(x) for x
near zero such that µ(0) = 0 and f (x, µ(x)) = 0.
Differentiating successively the last equation and evaluating each new equation at x = 0, we have dµdx (0) = d
2µ
dx2
(0) =
· · · = d2n−1µ
dx2n−1 (0) = 0, and d
2nµ
dx2n
(0) < 0. So µ(x) has a point of relative strict maximum at x = 0 and the existence statement
follows.
For the stability of the equilibria, we consider the equation which defines them, f (x, µ(x)) = 0.
Now, deriving it, we obtain fx + fµ dµdx = 0, or in other words fx = −fµ dµdx .
Since µ(x) has a point of relative strict maximum at x = 0, in a small neighborhood of x = 0
dµ(x)
dx
< 0 if x > 0
dµ(x)
dx
> 0 if x < 0.
The two inequalities together with the supposition fµ > 0 lead to the conclusion that the positive equilibria are unstable
and the negative equilibria are stable. 
Remark 1. The result given in [1–5] or [9] about the appearance of a standard fold bifurcation corresponds to the case n = 1
of Theorem 1 above.
Remark 2. If we change the signs of the non-degenerated conditions, which we have supposed along the proof, we will
have the following different cases:
1. With a reversal of one of these two inequalities, the side of µ = 0, where the curve of fixed points lies, reverses. In
particular, if we reverse the inequality corresponding to the derivative with respect to x, then the stability of the fixed
points also reverses.
2. With a reversal of both inequalities, only the stability of the fixed points reverses.
Remark 3. Generalizations of the same type for the condition (F2) seemmore complicated, because partial derivatives with
involve both x and µ could produce different changes as one can see for the polynomial family−µ3 + xµ+ x2.
3. Non-standard transcritical bifurcation
Thenext result provides higher order conditions than those given in [1,2,4] or [5] and avoids themost common restriction,
which is that the origin should be an equilibrium for all values of the parameter, for a family to have a non-standard
transcritical bifurcation.
Theorem 2. Suppose that a one-parameter family of systems x˙ = f (x, µ), with f belonging to class C2n+1, has at µ0 = 0 the
equilibrium x0 = 0 and let fx(0, 0) = 0, fµ(0, 0) = 0.
Assume that the following non-degenerated conditions are satisfied:
(T1) fxx(0, 0) = fxxx(0, 0) = · · · = fx2n−1(0, 0) = 0, fx2n(0, 0) 6= 0
(T2) fxµ(0, 0) 6= 0.
Then the family undergoes a non-standard transcritical bifurcation.
Proof. First of all, we shall assume that fx2n(0, 0) > 0 and fxµ(0, 0) > 0, although we will analyze later how the signs of
these partial derivatives determine the bifurcation diagrams.
Consider the functionG(x, ν) = f (x, νx). Such a function verifiesG(0, ν) = Gx(0, ν) = 0. Effectively,G(0, ν) = f (0, 0) =
0 and Gx(0, ν) = fx(0, 0)+ fµ(0, 0)ν = 0.
Also, it belongs to class C2n+1, because it is the composition of (x, ν)  (x, νx) and f . So, for every value of ν, the Taylor
polynomial of 2n-degree at x = 0 is
G(x, ν) = 1
2!Gxx(0, ν)x
2 + · · · + 1
(2n)!Gx2n(0, ν)x
2n + O(x2n) = x2F(x, ν).
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The new function F(x, ν) can be written as
F(x, ν) =

G(x, ν)
x2
if x 6= 0
Gxx(0, ν)
2! if x = 0
and satisfies the following conditions{
F(0, 0) = 0
Fν(0, 0) = 12!Gxxν(0, 0) =
1
2! fxµ(0, 0) 6= 0.
Hence, according to the Implicit Function Theorem, we can ensure the existence of a unique curve ν(x) defined in a
neighborhood of x = 0, which verifies ν(0) = 0 and F(x, ν(x)) = 0.
Differentiating the last equation, we have
Fx(x, ν(x))+ Fν(x, ν(x))dνdx (x) = 0 (1)
and evaluating at x = 0, it follows that
1
3!gxxx(0, 0)+
1
2!gxµ(0, 0)
dν
dx
(0) = 0.
Now, using the properties of f , it follows that dνdx (0) = 0. So, differentiating the Eq. (1) and evaluating again at x = 0, we
get d
2ν
dx2
(0) = 0.
Acting in this way successively, we obtain 0 = d3ν
dx3
(0) = · · · = d2n−3ν
dx2n−3 (0) and finally for the (2n − 2)-th derivative, we
deduce that
Fx2n−2(x, ν(x))+ · · · + Fν(x, ν(x))
d2n−2ν
dx2n−2
(x) = 0. (2)
Then, evaluating (2) at x = 0, we have
1
(2n− 2)(2n− 1) fx2n((0, 0))+
1
2! fxµ(0, 0)
d2n−2ν
dx2n−2
(x) = 0
and, thanks to the properties of f in the statement of this theorem, we can conclude that d
2n−2ν
dx2n−2 (x) < 0.
This proves that the curveµ(x) given byµ(x) = xν(x) is decreasing at x = 0 and hence, in the plane determined by x, µ,
that curve crosses the origin and (locally) exists in both sides of µ = 0.
But, µ(x) is also the curve of equilibria of the family of systems, because f (x, xν(x)) = G(x, ν(x)) = x2F(x, ν(x)) = 0.
If we factorize this curve in the equation which defines de equilibria of f , i.e., if we write
f (x, µ) = (µ− µ(x))H(x, µ), (3)
then the solutions of the f (x, µ) = 0, different to those which are determined by the curve µ(x), will be those defined by
H(x, µ) = 0.
Thus differentiating (3) with respect to the parametric variable µ, we have
fµ(x, µ) = H(x, µ)+ (µ− µ(x))Hµ(x, µ) (4)
and evaluating at (x, µ) = (0, 0), it follows that H(0, 0) = fµ(0, 0) = 0.
On the other hand, differentiating (4) with respect to the state variable, we obtain
fµx(x, µ) = Hx(x, µ)− dµdx (x)Hµ(x, µ)+ (µ− µ(x))Hµx(x, µ)
and evaluating at (x, µ) = (0, 0), we can conclude Hx(0, 0) = fµx(0, 0) 6= 0.
Therefore, by the Implicit Function Theorem, again, we obtain the existence of a unique curve x(µ) such that x(0) = 0
and H(x(µ), µ) = 0, what represents a curve of equilibria of the family crossing the origin of the plane determined by the
variables x and µ, which locally exists in both sides of µ = 0.
Finally, we are going to analyze the stability of the equilibria. To do that, we need to know the sign of fx at every
equilibrium. We shall distinguish two cases:
(a) Equilibria defined by the curve x(µ). It consists in knowing the sign of fx(x(µ), µ) for any value of µ. By the hypotheses,
we know that fx(0, 0) = 0. So, differentiating, we have
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d
dµ
fx(x(µ), µ) = fxx(x(µ), µ) dxdµ(µ)+ fxµ(x(µ), µ)
and, evaluating at µ = 0, it follows that ddµ fx(x(µ), µ)|µ=0 = fxµ(0, 0) > 0, what implies that the function fx(x(µ), µ)
is strictly increasing at µ = 0.
This fact, let us deduce that:
• If µ < 0, x(µ) is an asymptotically stable equilibrium of f (·, µ).
• If µ > 0, x(µ) is an unstable equilibrium of f (·, µ).
(b) Equilibria defined by the curve µ(x). The equation which defines these equilibria is f (x, µ(x)) = 0. If we derive this
equation, it follows that
fx(x, µ(x))+ fµ(x, µ(x))dµdx (x) = 0,
Because of the values we obtained before for the derivatives of ν(x), we can conclude that, in a small neighborhood of
x = 0, dµdx (x) < 0.
Now, we can calculate the sign of fµ(x, µ(x)). Note that at x = 0 this function vanishes. On the other hand, its
derivative at x = 0 is ddx fµ(x, µ(x))|x=0 = fµx(0, 0) > 0, what implies that fµ(x, µ(x)) is strictly increasing at x = 0.
Concretely, in a small neighborhood of x = 0, we can conclude that{
fµ(x, µ(x)) < 0 if x < 0
fµ(x, µ(x)) > 0 if x > 0.
According to these conclusions, it follows that the equilibria defined by µ(x) are unstable if x < 0 and asymptotically
stable if x > 0. 
Remark 4. The result about the appearance of a standard transcritical bifurcation given in [1,2,4] or [5] corresponds to case
n = 1 of Theorem 2.
Remark 5. Again, if we change the signs of the non-degenerated conditions, which we have supposed, we will arrive at the
following different cases:
1. With a reversal of one of these two inequalities, the slope of the curve µ(x) reverses. In particular, if we reverse the
inequality corresponding to the derivative with respect to x, then the stability of the fixed points also reverses.
2. With a reversal of both inequalities, only the stability of the fixed points reverses.
4. Non-standard pitchfork bifurcation
The theorem below provides higher order conditions than those given in [1,2,4] or [5] and avoids the most common
restriction, which is that f is an odd function of the variable x, for a family to have a non-standard pitchfork bifurcation.
Theorem 3. Suppose that a one-parameter family of systems x˙ = f (x, µ), with f belonging to class C2n+2, has at µ0 = 0 the
equilibrium x0 = 0 and let fx(0, 0) = 0, fµ(0, 0) = 0.
Assume that the following non-degenerated conditions are satisfied:
(P1) fxxx(0, 0) = · · · = fx2n−1(0, 0) = 0, fx2n+1(0, 0) 6= 0
(P2) fxµ(0, 0) 6= 0.
Then the family undergoes a non-standard pitchfork bifurcation.
Proof. In this case the proof is similar to that one shown in the Theorem 2 of Section 2. 
Remark 6. The result about the appearance of a standard pitchfork bifurcation given in [1,2,4] or [5] corresponds to case
n = 1 of Theorem 3.
Remark 7. As in the previous cases, if we change the signs of the non-degenerated conditions, which we have supposed,
we will obtain four different bifurcation diagrams.
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