We present a technique to construct a fair sample of simulated galaxy clusters, and build such a sample for a specific cosmological structure formation scenario. Conventionally one extracts such a sample from a single low-resolution large-scale simulation. Here we simulate the clusters individually at high resolution. This is made possible by the method of constrained random fields, in which one can put linear constraints on peaks in the initial smoothed density field.
INTRODUCTION
Cluster of galaxies are the largest bound structures in the Universe, but they are dynamically young and still contain ⋆ Present address: Theoretical Astrophysics Center, Juliane Maries Vej 30, DK-2100 Copenhagen, Denmark, eelco@tac.dk signatures of their initital conditions. Statistical properties of samples of galaxy clusters can therefore provide constraints for models of large-scale structure formation in the universe. Large catalogues of observed clusters of galaxies have been compiled, of which the Abell, Corwin & Olowin (1990, ACO from here on) catalogue is the best known, but complete X-ray selected cluster samples have recently become available (eg. Ebeling et al. 1996) . The ACO clusters have been most extensively observed in the optical, as that is where they have been defined. A renewed interest in their observational properties has recently led to a flood of new data, and to a better understanding of their properties. It is therefore desirable to construct a model catalogue that mimics observed ones, thus allowing a meaningful statistical comparison between observations and predictions. In this paper we discuss a technique to construct such a model catalogue, and we build a catalogue for one particular cosmological scenario, viz. Ω 0 = 1 standard CDM.
One approach for obtaining a sample of model clusters is to extract clusters from large-scale N-body simulations. This has been done by Frenk et al. (1990) , and more recently by van Haarlem, Frenk & White (1996) , and Eke, Cole & Frenk (1996) . The advantage of this approach is that completeness of the resulting catalogue is automatically guaranteed. However, a disadvantage is that the resolution of the extracted cluster models is relatively poor since voids and filaments, which are simulated as well, take up most of the volume. This means that the fraction of particles in clusters is only about 10 per cent. We avoid this problem by running an ensemble of individual, high-resolution cluster simulations. This technique has been used by various authors in order to study the influence of the choice of initial conditions on the final cluster properties (Evrard 1989; Evrard, Mohr, Fabricant & Geller 1993; van Haarlem & van de Weygaert 1993) . However, because these authors did not aim to construct a fair sample, a statistical comparison with observed catalogues as performed by Frenk et al. (1990) and others was not feasible. This is exactly the goal we aim for here: to construct a statistically fair catalogue of individual cluster models, each of which is simulated at relatively high resolution. In this context the term 'fair sample' is meant to indicate a sample which is representative of a volume-limited sample.
We add to this a method which includes the formation and merging of galaxies in dissipationless N-body simulations (van Kampen 1996) . The basic idea is that each group of particles that is roughly in virial equilibrium is replaced by a single particle with mass, position, velocity and softening corresponding to that group. This is done several times during the evolution. Since groups that form later in the evolution can contain one or more earlier formed galaxies, both growing and merging of galaxies are included in this simulation method, although somewhat crudely (improvement on this scheme is in progress). One reason for using this method is that groups of particles that can be identified as galaxies need to be protected from destruction within the main cluster by numerical two-body disruption (Carlberg 1994 , van Kampen 1995 . But it also is highly desirable to be able to directly compare the properties of the modelled galaxy distribution to observations, instead of making assumptions on the relation between galaxies and dark matter.
Both the fluctuations in the galaxy distribution and in the underlying dark matter distribution grow with time. The relation between the two (usually described by some bias parameter), may change with time. In the simulations, the present epoch is identified as the time when the properties of the simulated galaxy distribution match the observed ones. We use the normalisation obtained by van Kampen (1996) from a set of field models run for the same cosmology as adopted here.
In order to construct a sample of individually simulated cluster models, we need to make a few assumptions. We assume that clusters of galaxies, as we observe them at the present epoch, formed from peaks in the initial density field smoothed at the length-scale appropriate for clusters. These initial peaks have several characteristics which can be used to predict whether they will evolve into rich Abell clusters. We also assume that the initial density fluctuations are Gaussian distributed. This allows the use of the theory of Gaussian random fields (Rice 1954; Doroshkevich 1970; Adler 1981; Peacock & Heavens 1985; Bardeen et al. 1986 , BBKS from here on) which provides the probability distributions for the peak parameters in the early (linear) stages of the evolution of the density field.
The construction of a sample of cluster models involves the generation of a set of initial conditions that produce a set of simulated clusters with the same statistical properties as for an observed sample. Such realisations of initial matter distributions that produce a cluster with specific properties can be obtained by means of the Hoffman-Ribak method of constructing constrained random fields (Hoffman & Ribak 1991) . We used the implementation of this method by van de Weygaert & Bertschinger (1996) . An important limitation of this method is that it can only constrain linear functionals of a field. This means that the defining quantity of the catalogue has to be a linear functional as well. Given this limitation on the constrained random field method of generating initial conditions, we argue (in Section 3.2) that the final cluster mass is the best choice for the defining quantity.
In order to construct a catalogue, we assume that N rich Abell clusters within a given volume originate from those N initial density peaks that have the largest predicted final mass. We use the amplitude and the curvature of the initial peak to predict the final cluster mass (Section 3.3 and Appendix B) . This combination appears to give a better prediction of the actual final cluster masses than that based on the initial amplitude alone, which would be sufficient if the evolution would remain linear. Using the probability distributions from Gaussian random field theory we then sample the distribution of expected total masses to construct a fair statistical sample.
In order to build a model catalogue, we need to choose a cosmological scenario, and an observational catalogue to compare to. We adopt the standard CDM Ω 0 = 1 scenario, because it allows us to compare with other studies (Frenk et al. 1990; White, Efstathiou & Frenk 1993; Eke, Cole & Frenk 1996) . It also has the property that the amplitude of the dark matter fluctuations need not be fixed at the outset. This is important, since we do not know a priori how the galaxy distribution will evolve with respect to the dark matter.
The observational catalogue we try to mimic is a complete subset of the Abell catalogue for which data was gathered in the context of an ESO Key-programme Mazure et al. 1996; den Hartog 1995) . This sample, denoted as ENACS from here on, is the largest well-defined catalogue presently available with extensive information on the internal structure of clusters of galaxies.
Because there is bound to be significant scatter in the relation between richness and the expected final cluster mass, our model catalogue, constructed to be complete in mass, will not be complete in richness. In Section 5 we dis-cuss the cause of this incompleteness, and apply a statistical method to correct for it. This gives us complete distribution functions for cluster properties like richness and line-of-sight velocity dispersion.
In Section 6 we present the model counterpart of the ESO-Kpgm catalogue for the Ω 0 = 1 CDM scenario. We use the distribution of cluster richness in addition to the galaxy auto-correlation function (van Kampen 1996) to fix the normalisation (in terms of σ 8 ). We find that both measures provide a consistent timing for the Ω 0 = 1 CDM scenario.
We can use the catalogue to test the validity of the chosen scenario by means of other measures, like the distribution of cluster shapes or line-of-sight velocity dispersions. We describe several such tests in Section 7. A preliminary comparison to observations and a more detailed study of the intrinsic properties of the model clusters can be found in van Kampen (1994) .
RICH ABELL CLUSTERS AND PEAKS IN GAUSSIAN RANDOM FIELDS
Our aim is to build a sample of model clusters that can be compared to an observed catalogue. We therefore need to find a relation between the defining criteria for observed and model clusters. The former are found within the discrete distribution of galaxies as observed in projection on the sky, while the latter are defined in the continuous density field which we sample with the particle distribution in a numerical simulation. In this section we discuss the observational and theoretical ways to define clusters of galaxies, and also the numerical methods to build cluster models.
Abell's observational definition of a rich cluster
We will compare our models to rich Abell (1958) clusters, so we first list Abell's main criteria for the definition of an observed richness class ≥ 1 cluster. They read:
Richness criterion -'A rich cluster must contain at least 50 members that are not more than 2 magnitudes fainter than the third brightest member'.
Compactness criterion -'A rich cluster must be sufficiently compact that its 50 or more members are within a given (projected) radial distance R of its centre'.
Abell's choice R = 1.5h −1 Mpc is usually referred to as the 'Abell radius'. The richness and compactness criteria jointly set the length-and mass-scale of Abell clusters. We now know that the Abell radius is somewhat small compared to more physical scale-lengths like the turnaround radius, so the Abell radius defines just the central region of a cluster. Most observations are restricted to an area within this radius, or to an even smaller region (the cluster catalogue extracted from e.g. the APM survey uses half the Abell radius, Dalton et al. 1992) .
Instead of a richness class we will use the richness measure C ACO , which actually gives the number of galaxies satisfying both of Abell's criteria.
Clusters as peaks in the smoothed density field
Theoretically, clusters are identified in the density contrast field
as fluctuations at a certain mass scale (e.g. Kolb & Turner 1990) . This requires smoothing, or 'windowing', of the field at a corresponding length-scale. The smoothed density contrast field is
where W (r, R W ) is a normalised spherically symmetric window function. Clusters are identified as the peaks in this smoothed density field, and the properties of these peaks characterise and define them. However, galaxy clusters exhibit highly non-linear evolution. This means that the present-day properties can not be linked directly to the initial conditions from which they formed: we cannot simulate backwards in time. We are forced to make an educated guess for the initial conditions, simulate the formation of clusters starting from these conditions, and compare the resulting models to observations. This means that model clusters are necessarily defined in the initial density field, preferably at the epoch before clusters 'break away' or 'turn around' from the general expansion of the universe.
To generate a catalogue of cluster models, we must define models by peak parameters in the initial density field that can be sampled from a known probability distribution. If we choose peak parameters that are linear functionals of Gaussian random fields filtered with a Gaussian filter, we can use the results of BBKS. We therefore choose the Gaussian filter
and make the implicit assumption that structure forms from small Gaussian density fluctuations in the early universe. Conveniently, integrals with a Gaussian kernel behave well and can often be found analytically. Note that the probability distributions derived by BBKS are only valid for the initial, linear regime (i.e. δ W ≪ 1). Non-linear evolution changes these distributions in an unknown manner, which makes the relation between the initial peak parameters and the final cluster model rather uncertain. Fortunately, the smoothing scale needed for cluster sized peaks is large enough that the evolution of clusters in the smoothed density field is not too non-linear, so that the BBKS distributions can be used.
Initial peak parameters

Definitions
It is convenient to express peak parameters in terms of global parameters for the cosmological scenario in which a cluster is to be modelled. The general density fluctuation field smoothed with a Guassian with length-scale R G can be characterised by the spectral moments
where δ k is the Fourier transform of the density field. Two special spectral parameters are usually defined:
They relate to the width of the spectrum and its correlation length respectively. For this paper we adopt the standard adiabatic CDM scenario for Ω 0 = 1 with R G = 4h −1 Mpc, which has γ(4h −1 ) = 0.729 and R * (4h −1 ) = 5.16h −1 Mpc. We define the origin of the coordinate system at the centre of the peak, and define all peak parameters at this position. The primary parameter of a peak is its amplitude δ G (0, R G ), expressed in units of the r.m.s. fluctuation at the same scale:
We can further specify the peak using the first and second spatial derivatives of δ G (r, R G ). The gradient ∇δ G (0, R G ) is zero for an extremum. This accounts for three parameters. The second derivative tensor ∇ i ∇ j δ G has six independent elements, resulting in six additional parameters. They characterise the shape (two parameters), the orientation (three parameters) and the size (one parameter) of the peak. The latter is the trace of ∇ i ∇ j δ G , and is usually defined in a dimensionless form as the curvature:
This curvature (a measure for the width of the peak) is positive for a peak, and negative for a dip. The shape of the peak can be characterised by the two axial ratios of the isodensity contours around the peak, as found from the small r approximation of the smoothed density field around the peak using a second order Taylor expansion in spherical coordinates (r, θ, φ) :
(BBKS). Here F 5 (a 12 , a 13 , θ, φ), given by equation (A7) in Appendix A, describes the asphericity, and
are the axial ratios, where a is the major axis, b the intermediate axis, and c the minor axis.
Probability distributions
BBKS give the probability distributions for the peak parameters (the amplitude ν, the curvature x, and the shape parameters a 12 and a 13 ) in the linear field smoothed with a Gaussian window of size R G . In order to make dependencies transparent, we use functions F (adapted from BBKS) which are listed for reference in Appendix A. The differential peak amplitude probability density is given in the form of the expected number of peaks within a volume V with an amplitude in the range [ν, ν +dν]:
The other probabilities are conditional; given a peak with height ν, the probability distribution for its curvature to be equal to x is
For a peak with curvature x, the axial ratios a 12 and a 13 have a joint probability distribution (a12,a13) . (12) This distribution does not depend on ν and R G directly, but only through x. All probabilities do depend on the spectral parameters γ(R G ) and R * (R G ).
Building individual cluster models
Constrained initial conditions
It is straightforward to generate initial configurations for an average patch of universe in a given cosmological scenario (e.g. Efstathiou et al. 1985) . However, for our purpose we need initial conditions that will produce a cluster defined by certain peak parameters. This is made possible by the method of constrained random fields, pioneered by Bertschinger (1987) . We use a code written by van de Weygaert & Bertschinger (1996) , based on the Hoffman & Ribak (1991) method, which is very well suited for our purpose. It can sample an unsmoothed density field constrained to form a peak characterised by linear functionals of the Gaussian smoothed density field. Therefore the only restriction of this scheme is that we must use linear peak parameters to define clusters in the initial conditions. This is an important limitation on the choice of a quantity that defines a model cluster catalogue (Section 3.2).
Non-linear evolution and galaxy formation
The highly non-linear evolution of clusters of galaxies requires the use of N-body methods. However, N-body simulations suffer from a problem that is particularly severe for galaxy clusters: small groups of particles that represent galaxies in such simulations get disrupted by numerical and tidal effects (Carlberg 1994; van Kampen 1995) . This problem can be solved by replacing those groups of particles by a single 'galaxy particle' just after they have formed into a virialised system that resembles a galactic halo. This new galaxy particle is softened according to the size of the group it replaces, and gets the position and momentum of the centre-of-mass of the original group. In van Kampen (1995) such galaxy particles were only formed at a single epoch.
Here an extension of this scheme to 'continuous' galaxy formation, which consists simply of applying the algorithm several times during the evolution, is used (van Kampen 1996) . Since groups of particles can contain already formed galaxies, merging is included as well, although somewhat crudely. The actual N-body code we use is the Barnes & Hut (1986) treecode, slightly adapted for the modelling of clusters (see van Kampen 1995 for details) and supplemented with the galaxy formation algorithm. For all simulations we generated initial conditions in a 64
3 cube with a size of 32 h −1 Mpc, using an implementation of the Hoffman & Ribak (1991) method by van de Weygaert & Bertschinger (1996) . Because we use non-periodic boundary conditions (the universe outside the simulation volume is homogeneous), we cut a sphere out of the volume containing 64 3 particles. The radius of this sphere is chosen such that it is sufficiently large to easily include the final turnaround radius, thus containing the full cluster and its region of influence (see Appendix C for a discussion on the reliability of the simulations).
Model cluster richness
Abell's richness measure C ACO is defined in a magnitude interval. This means that we should correctly model the shape and the amplitude of the luminosity function in order to obtain a sensible richness measure from our numerical models. Frenk et al. (1988) found for CDM models that the shape of their mass function differs from that of the observed luminosity function. However, such results strongly depend on how one identifies galactic haloes at the present epoch (Suginohara & Suto 1992) . The influence of the details of the modelling of galaxy formation is also present in our simulations. We expect to get a more realistic luminosity function since we identify and form galaxies during the simulation, rather than only at the end. If we assume a constant mass-to-light ratio, which should be reasonable for the factor of 30 in mass range, we find that the resulting luminosity function fits the observed one quite well. This means that we can obtain a realistic richness measure for our cluster models.
The assumed constant M/L implies that the mass interval corresponding to Abell's richness criterion ranges from the mass of the third most massive galaxy to a mass 6.31 times smaller. There is one property of our galaxies that plays a rôle here: the galaxy particle masses are multiples of the N-body particle mass, which is 7 × 10 10 M ⊙ for our simulations. Before we determine the richness, we add or subtract a random fraction of half the N-body particle mass. This removes the artifical discreteness sufficiently well.
Note that we do not have sufficient foreground and background galaxies in our simulations to mimic the ACO richness measure. For this reason we will use a different richness measure, which is statistically equivalent to Abell's (see Section 5.2).
DEFINITION OF A MODEL CATALOGUE
From initial density peaks to rich Abell clusters
In order to build a catalogue of individual cluster models, we need to assume an one-to-one mapping of the peak parameters ν and x in the initial smoothed density to properties of clusters in the final unsmoothed density field. However, this mapping might be complicated by initial peaks merging into a single final cluster, a worry that comes in two flavours.
Mergers of rich cluster peaks
In a hierarchical structure formation scenario, like CDM, merging of clumps into larger clumps is an ongoing process. Because we assume a one-to-one mapping of peaks in the initial density field to overdensities in the final density distribution, we need to check if merging is still important on cluster scales. If evolution would remain linear, peaks that were separate in the initial smoothed density field would remain separate for the same comoving smoothing scale. They can only merge due to non-linear evolution of the density field. We estimate the fraction of clusters that can merge from the statistics of the smoothed density field, i.e. the correlation function of Abell cluster peaks, and their peculiar velocities. The average peculiar velocity for a cluster-sized peak is about 300 km s −1 , with a maximum of about 600 km s −1 , for a Ω 0 = 1 CDM cosmology with σ 8 = 0.6 (de Theije, van Kampen and Slijkhuis, 1996) . In this scenario, a typical cluster is therefore expected to travel about 2h
Mpc up to the present epoch.
The average nearest-neighbour distance rnn is given by
where nc is the cluster number density, and ξcc(r) the cluster-cluster correlation function, which is observed to be a power-law,
where the cluster-cluster correlation length rcc is around 18h −1 Mpc (eg. Peebles 1993) . This means that for a mean cluster density of 8.6 × 10 −6 h 3 Mpc −3 ) the average nearest-neighbour distance is 20h −1 . Therefore one does not expect two Abell sized peaks to merge within a Hubble time. This is confirmed from an estimate of the probability of finding, at the present epoch, a cluster-cluster separation of less than 2h −1 Mpc (the typical distance travelled up to the present epoch), using the observed ξcc. We derive a probability of 2 per cent, i.e. about 2 clusters in the catalogue. This means that we expect one close pair that could merge if moving towards each other. Note that we derived this probability for the present epoch, and that it must have been smaller at earlier times.
Late cluster formation from subcluster mergers
A cluster can also form from two or more subclusters, which are more abundant than rich clusters themselves, through a merger at late times. One needs somewhat special initial conditions for clusters to form this way, because the separation of such subclusters in the initial conditions cannot be too large or they would remain distinct, despite non-linear clustering. It is more likely that late merging involves unequal mass clumps, where the main clump would not have been massive enough to become a rich cluster were it not for the 'secondary infall' of nearby subclumps.
Such cases of cluster formation are unavoidable in hierarchical formation scenarios. The direct way to access their significance is to look at a large-scale simulation of volume equal to that of the whole catalogue (see eg. van Haarlem, Frenk & White 1996) . We will discuss this question in Section 5.
The catalogue defining quantity
Total cluster mass
As a single cluster model is defined by its local initial conditions, a model catalogue of clusters is defined by the statistics of peaks in the initial cosmological density field. We will construct a model catalogue under the assumption that a certain subset of peaks in the initial smoothed density field will each produce a cluster at the present epoch. In order to build a catalogue that mimics a sample of rich Abell clusters, we need to establish a relation between peak characteristics in the initial density field and the criteria used by Abell at the present epoch. Unfortunately, his criteria are not easily translated into the formalism of Gaussian random fields. Therefore we are left with a choice for a sensible physical or observable quantity that does provide a relation between initial and final conditions. Physical parameters are very easily obtained for model clusters since the data are clean and unprojected. Far less choice is available in the observations, which provide projected, biased and generally less clean data. We will focus mainly on galaxies, not on dark matter, although it is probably the dominant mass component. The dark matter distribution can only be obtained through indirect measurements like the X-ray brightness distribution (e.g. Sarazin 1986; Forman & Jones 1990) or the effects of gravitational lensing (e.g. Fort & Mellier 1994) .
Which physically significant quantities can we derive from the galaxy distribution? The quantities that are best observable are the two spatial coordinates on the sky, which can be obtained very accurately. Nevertheless, the position of the centre of the projected galaxy distribution, required for most of the derived properties, is relatively difficult to obtain. Global properties derived from the projected distribution are the total number of galaxies within a certain radius, which was used by Abell for his richness criterion, the shape (ellipticity) and orientation of the distribution (e.g. Binggeli 1982; Rhee, van Haarlem & Katgert 1989; de Theije, Katgert & van Kampen 1995) , measures of substructure (reviewed by Beers 1992), the azimuthally averaged surface density profile (e.g. Beers & Tonry 1986; Rhee et al., ibid) , and the projected mean harmonic radius, which is often used for mass estimates.
With regard to velocity information, only line-of-sight components are readily observable. Apart from the distance to the cluster, the most useful global quantity derived from these is the central line-of-sight velocity dispersion. This would be a good candidate for the catalogue defining quantity, except that it is a non-linear quantity, and can therefore not be used in the the Hoffman-Ribak method of constrained random fields. The total velocity dispersion is correlated with the total mass of the cluster, which is also one of its most basic physical properties. We demonstrate below that the final cluster mass can be estimated fairly reliably from the initial peak parameters, and we therefore choose the expected final mass to be the defining quantity of a catalogue of cluster models.
Although in principle mass estimates can be obtained from the combination of the projected galaxy distribution and the central line-of-sight velocity dispersion, reliable total masses are not known for most Abell clusters. All we can do is to hope that richness correlates sufficiently well with mass, and that those peaks in the Gaussian smoothed initial density field that have the largest expected final mass are the progenitors of the rich Abell clusters.
Smoothing scales
Before we discuss the relation between the final mass of a cluster and the parameters of the initial density peak, we need to choose the smoothing scale that is appropriate for clusters. We base our choice on an argument involving the cluster mass. In general, the total mass for a given spherical window function W (r, R W ) is given by
where the volume V W (R W ) of the window function is
The (observational) compactness criterion implies that Abell clusters are defined using a Top-Hat window
with R TH = 1.5h −1 Mpc, the Abell radius. The mass enclosed by a sphere this size is about 4 × 10 12 h −1 M ⊙ for the background universe (for Ω 0 = 1). A 'typical' cluster has a mass of about 3 × 10
14 Peebles 1993 ), so the cluster mass originates from a volume 70 times larger. This corresponds to a Top-Hat filter of about 6h −1 Mpc in the initial density field. The corresponding Gaussian smoothing radius R G is found by setting the enclosed volumes equal for both windows (BBKS). This gives R G ≈ 4h −1 Mpc, as the ratio between the two radii is (4/18π) 1/6 ≈ 2/3.
Cluster mass threshold
In this section we estimate the total mass of a cluster given the properties of the peak in the initial smoothed density field it originates from.
Peak amplitude threshold: 'linear' mass
In the linear approximation the final total mass is proportional to the peak amplitude in the initial smoothed density field. We define model clusters using the Gaussian window function with radius R G = 4h −1 Mpc. If we take the same value for the present density field as for the initial field, and assume the field to evolve linearly, the total mass is determined exactly by the peak amplitude ν alone and given by
because the relation δ G = νσ 0 remains valid throughout the evolution. In that case the linear relation σ 0 (t) = aσ 0 (t 0 ) describes the time dependence, where t 0 is the present epoch and a is the cosmological expansion factor (with a(t 0 ) ≡ 1), and ν remains constant. We could then define a model catalogue by setting a threshold on ν, which is that value of ν for which N peak (> ν, R G ) = N , where N is again the total number of clusters in the catalogue with volume V . The threshold ν min , which is formally an expectation value, should then correspond to the threshold in the defining quantity of the observational catalogue. In the case of rich Abell cluster catalogues this is the value of 50 for the Abell richness measure.
We can calculate the expected maximum peak amplitude νmax in that volume from N peak (> ν, R G ) = 1. We Mpc)
Figure 1. Expected range in ν for 100 clusters in a volume of 10 7 h −3 Mpc 3 . All scenarios are for Ω 0 = 1 and h = 1 2 unless stated otherwise.
illustrate this in Fig. 1 for several cosmological parameters and fluctuation spectra, smoothed on the cluster scale of 4h −1 Mpc. The heavy horizontal line determines the threshold ν min for the choices N = 100 and V = 10 7 h −3 Mpc 3 , which are typcial values for a cluster catalogue. The thin line indicates the expected νmax, which is supposed to represent the largest cluster in V . Of course, larger peak amplitudes will occur in larger volumes.
Note that it is not sufficient to just threshold the 'linear' mass in the initial smoothed density field in order to guarantee the presence of a rich Abell cluster in the final density field. Because richness and mass are not likely to be perfectly correlated, there are peaks with a small 'linear' mass which produce rich clusters (and vice versa), making the catalogue selected on mass incomplete in richness. Since we cannot use the constrained random field method to constrain Abell richness, we have to tighten the correlation of initial peak parameters and final richness as much as possible. One way of doing that is to go from 'linear' mass, as given by the peak parameter ν, to a 'non-linear' mass.
Several non-linear effects come into play which determine the final mass of a galaxy cluster. The collapse time of a cluster not only depends on the peak amplitude of the initial overdensity, but also on its curvature x (van Haarlem & van de Weygaert 1993), on tidal effects from the environment, on the presence of substructure (Cavaliere et al. 1986 ) which can result in pre-virialisation (Peebles 1990 ) and thus a slower collapse, and on the amount of shear in the initial velocity field (Bertschinger & Jain 1994) . If the non-linear evolution of these properties is significant, the peak in the final density field may not coincide with the peak in the initial density field, not even for the field smoothed on the scale of 4h −1 Mpc. We show below that the effect of the peak parameter x, which is related to the slope of the initial density profile, can be taken into account, and can be used for a better approximation of the expected final cluster mass.
Expected 'non-linear' cluster mass
Cluster peaks in the density field smoothed at 4h −1 become non-linear. We find that δ G can grow up to about 10 for the structure formation scenario that we have adopted, viz. standard CDM for Ω 0 = 1. Therefore ν becomes a function of time, and σ 0 (t), the r.m.s. fluctuation on scale R G , will become quasi-nonlinear. Note that ν(t) is a locally evolving quantity whereas σ 0 (t) evolves globally, so the latter will grow less rapidly than the former which describes the evolution of an individual peak. Furthermore, the effect of the initial curvature of the peak, as set by x, will become important. Van Haarlem & van de Weygaert (1993) found that the final cluster mass is larger for smaller x, i.e. more extended initial configurations. We can try to incorporate these effects by looking at the possible evolution of the initial smoothed radial density constrast profile around a peak with given ν and x. The initial density profile is given by BBKS:
where ξ G (r) is the smoothed density autocorrelation function. Remember that all quantities depend on the smoothing radius R G . In the linear regime δ G (0) = νσ 0 , and
0 by definition, so we can derive that initially
For small r both terms in eq. (19) initially contribute roughly equally to the density profile for most cosmological scenarios. For large r the ∇ 2 ξ G (r) term quickly vanishes and the profile is well approximated by just the first term. For small r the profile is well approximated by a second order Taylor expansion around the peak, as in equation (8). Here we will just consider the spherically averaged profile, which means that the contribution from F 5 cancels.
We now substitute non-linear quantities in eq. (19) in order to get an evolution equation for the (smoothed) density profile. If the evolution would remain linear, ν, x and γ would remain constant, and σ 0 would evolve linearly with the cosmological expansion factor a. The autocorrelation function scales with σ 2 0 , and so do its derivatives because the slope of ξ G (r, t) remains constant, so that the x(t)-terms in eq. (19) cancel. How does non-linear evolution change this behaviour ? The r.m.s. fluctuation σ 0 at 4h −1 Mpc Gaussian smoothing is about unity at the present epoch for most cosmological scenarios, and its time evolution therefore becomes non-linear. Yet, ν and x become non-linear more quickly because they are defined for peaks. Now, if ξ G (0, t) would grow at the same rate as ∇ 2 ξ G (0, t), both x(t)-terms in eq. (19) still cancel and we would only see non-linear behaviour in δ G (0, t) due to ν(t)σ 0 (t).
However, non-linear evolution causes the slope of ξ G (t) to become steeper, which changes the evolution of ∇ 2 ξ G (0, t) with respect to ξ G (0, t). So the second term of eq. (19) evolves somewhat faster than the first because of the increasing slope of ξ G (t). This might seem unimportant, but the x-terms, which grow relatively fast, do not cancel anymore. This is demonstrated in more detail in Appendix B. If we use a first order approximation for ν(t) and x(t), we find a relation of the form
where the c j are constants at epoch t 0 , and ν i and x i are the initial peak parameters. If the field and its derivatives would just evolve linearly, c 0 = 0, c 1 = 1 and c 2 = 0. Nonlinear evolution results in a non-vanishing c 0 , where the sign depends on the exact balance of the constants in the linear approximations for ν(t) and x(t), c 1 > 1 and c 2 < 0. Again, see Appendix B for more details.
Sampling constraints above the expected final mass threshold
We have defined a model catalogue of N clusters as follows.
We first draw a large number of (ν, x) sets for a sufficiently small ν min found from (10), and then apply the M (ν, x) threshold so that N models remain. However, the values for the parameters c j in (21) are unknown a priori because no model has actually been built yet. So one first needs to choose a few representative models from the N models selected for small deviations of the linear values c 0 = 0, c 1 = 1 and c 2 = 0, for example c 0 = 0, c 1 = 1.5 and c 2 = −0.5 (see Appendix B). After simulating these models, one can fit the c j to the measured total mass in these simulations within a comoving sphere of radius 6h −1 Mpc around the centre. This provides a new total mass threshold, which can then be used to adjust the selection of the N models from the large ensemble. If the initial sets of constraints are chosen sensibly, along the lines described in Appendix B, and not too close to the initial threshold, most of the trial models will remain in the catalogue. This iterative procedure is repeated until all N models are run and the c j have converged to values that define the final catalogue.
Each model is defined not only by ν and x, but also by its shape parameters. These do not form part of the predicted mass relation that defines the catalogue, but are still chosen so that we can also study the dependence of the final cluster models on initial shape. Given ν and x, the parameters a 12 and a 13 are drawn simultaneously from the probability distribution in eq. (12). The orientation is drawn from an isotropic distribution, as the phases of the Gaussian density field are random. The actual orientation is important only to determine the projected shape of the object on the sky.
Deviates are generated using the rejection method (e.g. Press et al. 1988) . To draw ν, a convenient comparison function is found by substituting ν 3 for F 1 (γ, ν) in (10). The comparison function needed for drawing x is obtained by replacing F 2 (x) in (11) with x 3 (see also Appendix A). For the joint sampling of the shape parameters the comparison function is simply a constant that is larger than the maximum of (12). Deviates of a 12 and a 13 are (uniformly) generated between 1 (by definition) and some maximum for which the probability is really small already, for which we took 10. This may not be the most efficient algorithm, but it works sufficiently well for our purposes given that (12) is rather complicated.
CONSTRUCTION OF A MODEL CATALOGUE 4.1 Choice of the cosmological scenario
We build a catalogue of model clusters within the standard CDM scenario, i.e. we adopt the Ω 0 = 1 adiabatic CDM initial fluctuation spectrum (Davis et al. 1985) . This scenario 100.00 has the advantage that the amplitude of the initial density fluctuation spectrum, denoted by σ 8 , can be fixed after having run the models, by comparing the properties of the galaxy distribution to observational data. Fig. 2 shows the unbiased standard Ω 0 =1 adiabatic CDM spectrum as given by Davis et al. (1985) in the form of σρ(k) ≡ (4πk 3 ) 1/2 |δ k |, which is the r.m.s. contribution to the density fluctuation field. If σ 8 is less than the observed value of unity, this decreases the amplitude of the spectrum by a factor of σ 8 . for all wavenumbers. The vertical lines indicate the range of wavenumbers included in our simulations. The dashed line shows the Ω 0 = 1 CDM scenario, which we adopted here, for σ 8 = 0.5, a value that should not be far off from the one that best fits the observational data. We also show a few other scenarios, with values for σ 8 such that the spectrum is not too different from the Ω 0 =1 CDM spectrum within the range of wavenumbers present in the simulations. Of course they will be significantly different at larger and/or smaller wavenumbers: eg. the featureless power-law spectrum with index −2 (dashed-dotted line) has substantially more power on both larger and smaller scales.
Another important reason for choosing the Ω 0 = 1 CDM scenario is that it allows comparison to published results, notably those of Frenk et al. (1990) and White et al. (1993) . Furthermore, CDM does not have many more problems than most of the competing scenarios (e.g. Davis et al. 1993; Ostriker 1993; Bertschinger 1993) , and explains many observations, although not in its original unbiased form.
The target observational catalogue
As we want our sample of model clusters to be fair, i.e. statistically complete for a specific volume, its observational counterpart also needs to be as complete as possible. A sample that was constructed with this requirement in mind is one for which data has been obtained in the context of an ESO Key-programme. This sample of rich Abell clusters, the ENACS sample for short, is based on a subsample of 128 R ≥ 1 clusters selected from both the Abell and ACO catalogues in a cone of about 2.6 steradian out to z = 0.1 ( Katgert et al. 1996) . It occupies a single closed volume that is well away from the Zone of Avoidance.
We choose a z < 0.08 subsample of the ENACS sample (which goes out to z = 0.10) as the observational catalogue to be mimicked, because it is the most complete subsample selectable which is large enough for statistical purposes . It contains 76 clusters in a volume of 9.2 × 10 6 h −3 Mpc 3 . After corrections for completeness, Mazure et al. (ibid.) found that there should have been 79 in that volume, implying a comoving number density of 8.6 ± 0.6 × 10 −6 h 3 Mpc −3 for R ≥ 1 Abell clusters.
4.3
The Ω 0 = 1 CDM model catalogue
We now define a catalogue of cluster models that mimics the ENACS sample. For the volume of the catalogue we take 10 7 h −3 Mpc 3 . This means that according to the number density found by Mazure et al. (1996) there should be 86 rich Abell clusters in this volume, of which 83 define an ACO-like observational sample. To get close to the target of 83 cluster models, we built a simulation set that consists of 99 cluster models. This redundancy somewhat alleviates completeness problems associated with thresholding on the predicted final mass, which arises from scatter in the relation of richness versus final mass (Sections 5 and 6).
We generated the simulation set for the CDM Ω 0 = 1 scenario using the technique described in Section 3.4. We used 200 sets of (ν, x) from which the desired 99 will be selected. The 200 sets are shown in Fig. 3 in the form of a scatter plot of ν versus x. The solid line depicts the fitted M (ν, x) threshold found after the last iteration that separates the 200 sets in 99 candidate catalogue entries (filled circles), and 101 models that are below the expected final mass threshold (open circles). The present epoch for the adopted scenario, as obtained from comparison to the galaxy autocorrelation function, is most likely to be σ 8 = 0.4 − 0.5 (Davis et al. 1985 , van Kampen 1994 . Note that the COBE measurements require a rather different range of values, as is discussed in Section 8. Our simulations have data saved for σ 8 = {0. 25, 0.31, 0.36, 0.41, 0.46, 0.51, 0.56, 0.61, . ..}, so we took σ 8 = 0.46 for the purpose of fitting the c j in eq. (21). In Fig. 4 we show two fits: one for the linear mass estimate based on a linear function of ν alone, and one for M G (ν, x), given by (21). The first clearly has a larger spread than M G (ν, x) ; the variance of the residuals of the fit, σ 2 res , is twice as large. We found c 0 = −4.3, c 1 = 4.9 ± 0.3 and c 2 = −1.3 ± 0.2, with no correlation between the residual scatter in the M G (ν, x) relation and the shape parameters a 12 and a 13 . We suspect that the remaining scatter is mostly due to the non-linear evolution and the difference between Gaussian and Top-Hat smoothing, as well as to differences in the initial velocity field, notably the shear (Bertschinger & Jain 1994; van de Weygaert & Babul 1994) . This latter effect will be investigated in another paper.
Testing the construction technique
With the aid of a conventional large-scale, low-resolution simulation we have tested the assumptions made in the method we use to construct a catalogue of galaxy cluster models. What we test here is whether the final galaxy clusters (i.e. the final peaks) indeed have a one-to-one correspondence to initial density peaks, and how well the expected mass estimator M G performs.
Description of the large-scale simulation
We evolved a patch of universe in a cubic volume of (256h −1 Mpc) 3 using a P 3 M code (Bertschinger & Gelb 1991) , and saved particle positions and velocities at the same epochs as for the individual cluster models. A more detailed description of this simulation can be found in de Theije, van Kampen & Slijkhuis (1996) . Given a cluster density for rich Abell clusters of 8.6 × 10 −6 h 3 Mpc −3 , we expect 144 of such clusters in the chosen volume. We employed 128 3 particles, so that each particle has a mass of 4.4 × 10 12 M ⊙ . This provides sufficient resolution to identify rich clusters and trace them back to the initial density field. Note that the resolution is significantly lower than for the individual simulations, so that properties obtained for the clusters in the single large-scale simulation will be much noisier than for their individually simulated counterparts.
After running the simulation, the 4h −1 Mpc Gaussian smoothed density field and its second derivative where obtained on a 128 3 lattice for each output time. Peaks were identified on these lattices by searching for those cells which have a larger density than their 26 neighbouring cells. We then use second order polynomial fitting to find the off-grid positions of the peaks, and the actual peak parameters ν and x at those positions. At the final epoch these peaks correspond to N-body particle groups which should be the final-epoch rich galaxy clusters.
Tracing cluster peaks
We first look at the link between initial and final density peaks by linking the former to the latter using our single large-scale simulation. We link the peaks at different epochs by finding the smallest spatial separation between the respective positions in consecutive time-slices.
We found that none of the initial peaks have merged during the evolution up to σ 8 = 0.6, well above the value of σ 8 = 0.4 − 0.5 found previously (see Section 4.3). This justifies our use of initial peaks to construct a cluster catalogue, and confirms the estimate in Section 3.1.1.
Distribution and evolution of ν and x
We examined the (ν, x) distribution found in the single largescale simulation, which is complete by definition, in order to test the generation of deviates for the peak parameters that define the catalogue of high-resolution models. We indeed find a similar distribution for (ν, x) as for the models making up the model catalogue (see Fig. 3 ), so the sampling of the latter is representative (see also van Kampen 1994) .
For the catalogue of high-resolution models we show, in Fig. 5(a) , for each simulation, the relation between the initial peak parameters, ν i and x i , and their final values ν 0 and x 0 at the present epoch, t 0 . Filled symbols are for ν, whereas open ones are for x. The solid line indicates linear evolution, for which the peak parameters remain constant (i.e. ν 0 = ν i and x 0 = x i ). Whereas the evolution of ν is mildly non-linear, the curvature x evolves well into the non-linear regime, but with a large scatter.
In Fig. 5(b) we show the results of three simulations by van Haarlem & van de Weygaert (1993) (open triangles), who give initial-final relations for x for peaks with ν i = 3 (note that they have their final epoch at σ 8 = 1, whereas we have σ 8 = 0.46). The dotted line is a fit to those points. We also include those models in Fig. 5(a) with |ν i − 3| < 0.05, as those are closest to the ν i = 3 peaks of van Haarlem & van de Weygaert (ibid.). A fit to their data is shown as a dashed line, and it can be seen that the slope of the initialfinal relationship for x at a fixed ν i evolves from unity for the initial epoch (solid line), through zero near σ 8 ≈ 0.4, to a steepening negative slope for larger σ 8 . The evolution of the peak parameters of the highresolution models might not be similar to that in the lowresolution simulation if the size of the high-resolution simulation spheres was not chosen large enough, as that would artificially reduce large-scale tidal fields. We show the evolution with σ 8 of the ratio of final to initial values of ν and x for each high-resolution cluster model in Fig. 6(a) .
A similar plot for the low-resolution simulation cannot be readily made, as we do not know the initial values of the peak parameters, but only ν Zel and x Zel , the values at the end of the Zeldovich' approximation which was used to calculate the linear evolution and the first part of the non-linear evolution. In Fig. 5(c) we show the relation between the value of the peak parameters at the start of the N-body integration (ν Zel and x Zel , and the ratios ν Zel /ν i and x Zel /x i ). This figure shows that at the start of the N-body integration the amplitude ν of the peak is on, average, 1.1 times larger than the initial value, while the curvature is on average 1.4 times larger than its initial counterpart. Using Fig.  5(c) , we have produced Fig. 6(b) , which shows the evolution of the peak parameters for the low-resolution simulation. The initial scatter in Fig. 6(b) was put in by hand; it reflects the scatter in the fits from Fig. 5(c) and was sampled from a Gaussian distribution. It appears that the individual simulations perform well; the peak parameters from the single large-scale simulation show a very similar evolution with time as those for the collection of high-resolution models, although they are somewhat noisier.
Fairness of the expected mass relation
Using the centre-of-mass of the actual N-body particle group near the density peaks in the low-resolution simulation, we obtain the mass M sim within a radius of 6.0 h −1 Mpc (i.e. the Top-Hat mass-scale that was used to define the catalogue). We expect 144 rich Abell clusters in this volume (see above), so we select a threshold for M G that produces that number.
To test the M G − M sim catalogue defining relation, we trace back clusters found at the present epoch to peaks in the smoothed initial density field. In Fig. 7 we plotted the final mass M sim against the predicted final mass M G that is calculated from the initial peak parameters according to eq. (21), where we again have used the fits of Fig. 5(b) to get from the 'Zeldovich' peak parameters to the initial ones.
The relation in Fig. 7 compares quite well to the relation for the single, high-resolution, cluster models, as shown in Fig. 4(b) . Although the constants c j are slightly different, the ratio c 1 /c 2 , which determines the slope of the final mass threshold, is almost the same (3.54 as compared to 3.76).
COMPLETENESS
Completeness of the ENACS sample
The ENACS sample was constructed to be complete in richness by selecting a subsample from the ACO catalogue within a particular volume (see Section 4.3). However, from comparison to the Edinburgh-Durham Cluster Catalogue (EDCC from here on), Mazure et al. (1996) estimated that the full R ≥ 1 (C ACO ≥ 50) ACO catalogue is 94 per cent complete out to z = 0.08. We have to accept this incompleteness, since the ACO catalogue is still the largest observational sample available. In the following we therefore assess completeness with respect to the full ACO cluster catalogue, keeping in mind that this catalogue is only 94 per cent complete.
We see from Fig. 8 that the ENACS sample, as a subsample of the ACO catalogue, is 100 per cent complete out to z = 0.08. Plotted is the distribution of richness C ACO of all ACO clusters (thin solid line), ACO clusters out to z = 0.08 (thick solid line), and ENACS clusters out to the same redshift (dotted line), where the latter is rescaled to the ACO volume. The distribution of the latter two is clearly statistically the same, indicating that the ENACS catalogue is a representative subsample of the ACO catalogue. An exponential function of the form n(R) = a e −bR has been fitted to the richness distribution of the z < 0.08 ACO clusters for use in Section 6, and is shown in Fig. 8 as a dashed line.
ACO and 3D richness
Both Abell (1958) and ACO (1990) have corrected their richness determinations for foreground and background galaxies, by subtracting a 'field correction' term from the raw number count. Since we model clusters individually, our simulation volume does not contain any obvious foreground or background galaxies. Common observational practice is to use a 'gapper' criterion to remove such galaxies, i.e. eliminate all galaxies that are on the non-cluster side of a gap in the line-of-sight velocity distribution for all galaxies observed towards the cluster. Note that we will remove 'interlopers', non cluster members near the turn-around radius which are not eliminated by the 'gapper' criterion, when we calculate line-of-sight velocity dispersions in Section 7.1.
For our model clusters, with their limited simulation volume, we did not find any gaps of 1000 km s −1 , which is the value used by Katgert et al. (1996) for the ENACS sample. So we indeed do model just what an observer would call the 'main' system, and we can simply apply Abell's (1958) criteria to each of our simulations, without making any corrections. In fact, this means that we can only obtain the 3D richness of a cluster. We define the 3D richness measure C 3D as the number of galaxies within the magnitude interval [m 3 , m 3 +2] within a cylinder of radius 1.5h −1 Mpc (Abell's compactness criterion) and depth 10h −1 Mpc, which is the typical cluster turn-around radius for our catalogue. We chose a constant depth because the radius of the simulation sphere was adjusted according to the expected final cluster mass in order to include into the modelling a sufficient volume around the cluster turn-around radius. Mazure et al. (1996) found that on average C ACO is equal to C 3D , but there exists a significant scatter in their relation, because for C ACO a constant field correction term was, while for C 3D the field correction term was estimated for each individual cluster. We used their data as plotted in their Fig. 1(c) to find that scatter. A linear fit gives σ CACO−C3D (C 3D ) = 0.19C 3D .
Completeness of the model catalogue
The main purpose of our catalogue of galaxy cluster models is the comparison of its statistical properties to those of the ENACS catalogue, so we need both samples to be complete in the same (observable) quantity. The ENACS sample is complete in the ACO richness measure C ACO , so we desire that the model catalogue is complete in C ACO as well. However, we can only obtain C 3D for our models, so we can only strive for completeness in C 3D . However, as C ACO is statistically equivalent to C 3D , we can still compare the statistical properties of both catalogues.
Unfortunately, completeness in C 3D is not readily achieved. As discussed in Section 3, we had to construct the catalogue using the final mass estimator M G . Only if there exists a noiseless relationship between M G and C 3D will completeness in 3D richness immediately be guaranteed. However, richness is determined from the projected galaxy distribution, while M G is related to the total matter distribution within a sphere. For this reason, and others which are discussed in Section 5.3 below, there is a rather large scatter in the correlation between M G and C 3D , so near the mass threshold some clusters drop out of the richness selected catalogue, while others can enter from below the expected mass threshold. In other words, low-mass clusters with a relatively high richness are, by construction, not included in our catalogue, and a catalogue that is complete in mass will not be complete in richness. As this comprises a significant fraction of all clusters, we need to correct for this.
Correcting for incompleteness
We correct for incompleteness in richness directly from the relation between richness C 3D and predicted final mass M G (ν, x) (the catalogue defining quantity). The method consists of fitting an appropriate function to the (M G ,C 3D ) pairs obtained from the simulations, calculate the scatter of the residuals for several bins in M G , and fit a function to those as well. In order to find a richness for the M G that we did not select for simulation, we sample these richnesses from a normal distributed with mean and variance given by the two fits.
In Fig. 9 (a) we show the relation between C 3D and M G . The filled symbols indicate the simulated clusters at σ 8 = 0.46. The vertical dashed line shows the M G threshold that selects 86 clusters, the number appropriate to the chosen volume (see Section 4.3), and the vertical solid line the M G threshold that selects the 99 cluster models that we have actually simulated. The horizontal line shows the richness limit used to compile observational cluster catalogues (on average, C 3D ≥ 50 gives the same number of clusters as C ACO ≥ 50).
To estimate the distribution of rich Abell clusters with masses below the M G (ν, x) threshold, we assume a functional form for the mass-richness relation, and measure its total scatter. This functional form should follow the general trend of the points, and stay positive for all M G . We find that an exponential of the form C 3D = a e bMG achieves all this. A fit of this form is shown in Fig. 9 (a) as a solid line. We found a = 5.6 and b = 1.12. The scatter around this fit as a function of M G is shown in Fig. 9(b) , along with an exponential fit to it: σ(C 3D ) = 0.96 e 1.48MG . This fit provides the 1σ deviations from the M G -C 3D relation that are plotted as dotted lines in Fig. 9(a) . Combining both fits we derive that σ(C 3D ) = 0.35C 3D .
We now assume that low-mass/high-richness clusters are still corresponding to initial density peaks, and should therefore be found amongst peaks below the M G threshold. For the standard CDM scenario chosen here, the adopted volume of 10 7 h −3 Mpc is expected to contain N peak (> 0, R G ) = 1164 peaks (see also Section 3.3.1). We then use both fits to estimate C 3D for each M G of the remaining 1078 peaks below the M G threshold. This is done by sampling them from a normal distribution with mean 5.6 e ing data points are plotted as grey dots and open circles in Fig. 9(a) . All points below the M G threshold that have C 3D > 50 should be the clusters that we miss in our catalogue; these points are plotted in grey. Note that most of them are near the M G threshold, so it did make sense to run 13 more cluster models below that threshold. In fact, in turns out that four of those are showing up as rich clusters (i.e. C 3D ≥ 50) at σ 8 = 0.46, as can be seen in Fig. 9(a) . According to the exponential fit, and its scatter, this is a plausible number. The distribution of all points plotted in Fig. 9(a) is the complete richness distribution (in a statistical sense). Since, on average, C 3D is equal to C ACO , we found the complete distribution function for C ACO as well. Note that the number of C 3D ≥ 50 rich Abell clusters we find from this method is not necessarily the amount we need (i.e. 86 in our case).
This will depend on the value of σ 8 , and we actually use this to constrain its value in Section 6.1.2.
For the choice of σ 8 = 0.46 that we used to illustrate the method, we find that we have 78 clusters with C 3D ≥ 50, of which 60 were actually simulated. For the other 18 clusters we just sampled the richness from an estimated probability distribution, i.e. we did not simulate them, and therefore any other properties of these models are unknown. In Section 7.1.1 we use a similar method to obtain line-of-sight velocity dispersions.
A complete subsample
If we increase the richness threshold used to define a sample of galaxy clusters, we can obviously make the sample complete since the richest clusters are all simulated. Indeed Mazure et al. (1996) found that they could construct a truly complete subsample of ACO clusters for a C 3D richness limit of 75, in a cone out to z = 0.1. After inspection of Fig. 9 (a) we find that our simulation set at σ 8 =0.46 is also complete for C 3D ≥ 75 (i.e. above the horizontal dotted line in the Figure) . This allows a direct comparison of statistical properties of these complete observational and model samples, but the sample size is obviously rather small: 33 and 29 clusters respectively (for slightly different volumes, and for σ 8 = 0.46).
Sources of incompleteness
In this section we estimate the intrinsic noise of the richness measure due to its very definition and due to projection effects. This allows us to find the scatter in the M G -C 3D relation, as the total scatter found in Section 5.3 is the combination of all these.
Evolution of the third brightest galaxy
Recall that richness is defined as the number of galaxies within the magnitude range [m 3 , m 3 + 2]. Because the luminosity function is not very well sampled at the high-end, m 3 can vary quite significantly from cluster to cluster for equal total galaxy numbers and identical luminosity functions. In other words, the upper limit of the magnitude range, the magnitude of the third brightest galaxy, is far more important for the richness measure than the lower limit. A consequence of this is that the richness of a cluster can change significantly with time if m 3 changes due to, for example, a galaxy merger event.
We estimate the r.m.s. scatter due to the evolution of m 3 by taking m i for i = {1, 2, 3, 4, 5} and calculating the standard deviation of the five corresponding richness measures. This gives us a measure for the 'jump' in richness due to a change of the third brightest galaxy. We find a spread of around 18 per cent on average, with a minimum of 1 per cent (model 4), and a maximum of 52 per cent (model 21). More quantitatively, the scatter due to m 3 as a function of C 3D is plotted in Fig. 10(a) , and a linear fit gives σm 3 (C 3D ) = 2 + 0.18C 3D .
Projection effects
Since richness is a 'projected' quantity, measured within a cylinder, it is strongly dependent on the orientation of the simulation volume towards the observer. This projection effect is strongest for hierarchical formation scenarios like CDM, which produce highly irregular, clumpy galaxy distributions. We calculated the variation of richness due to orientation by observing each model cluster from 200 random directions. We find that the spread in R due to projection effects is on average 13 per cent, with a maximum of 39 per cent for model 97 (a poor cluster), and a minimum of 7 per cent for model 76 (a fairly compact, C 3D =75 cluster). We find from Fig. 10(b) that, on average, σ proj (C 3D ) = 5.7 + 0.072C 3D .
Scatter in the
The noisyness in m 3 and the strong dependence on projection make richness a measure with a rather large intrinsic spread. Quadratically adding these two noise sources, we estimate the total observational scatter in C 3D as σ int (C 3D ) = 6 + 0.2C 3D . For C ACO we need to add the scatter in the C ACO -C 3D relation as well, yielding σ int (C ACO ) = 6 + 0.27C ACO .
Note that there are further sources of noise in richness. For example, one might easily miss a few galaxies when observing a rich cluster in projection due to overcrowding, especially if there is a large cD-galaxy present. However, we consider these noise sources as insignifant as compared to those discussed, as only 25 per cent of all clusters has a cD galaxy (Leir & van den Bergh 1977) .
With σ(C 3D ) known from the fit shown in Fig. 9(b) , we can quadratically subtract σ int (C 3D ) from that to find a scatter of about 0.25C 3D in the M G -C 3D relation.
THE FINAL CLUSTER CATALOGUE
Timing of the models
The normalisation of the standard Ω 0 = 1 CDM density fluctuation is a free parameter that can be changed without changing the characteristic scales of the CDM scenario. So a numerical simulation adopting such a scenario can be run to an arbitrary time and then renormalised to fix the present epoch. Usually one assumes a linear bias between the galaxy and the dark matter fluctuation spectra, and the observation that at present the r.m.s. of the 8h −1 Mpc TopHat smoothed galaxy distribution is about unity (Davis & Peebles 1983) . A major advantage of actually forming galaxies during the simulation is that it allows us to make a direct comparison to observations without having to assume a value for the bias.
Initial conditions for the cluster models were set up such that σ 8 , the r.m.s. of the 8h −1 Mpc Top-Hat smoothed total density field, is unity at the present epoch, i.e. there is no linear bias. For the standard CDM scenario σ 8 was found to be significantly smaller than unity in most earlier work (e.g. Davis et al. 1985; Frenk et al. 1990; Bertschinger & Gelb 1991) . We ran all models up to σ 8 = 0.65, and a subset to σ 8 = 1, the unbiased normalisation.
Galaxy autocorrelation function
A traditional measure for timing numerical simulations of the large-scale structure of the universe is the galaxy autocorrelation function. Interestingly, this function is claimed to be mainly determined by galaxies within 10 h −1 Mpc of cluster centres (Peebles 1974; McGill 1991) . The galaxy autocorrelation function obtained from our cluster models might therefore be representative of the global one. However, quite a few problems might spoil this idea in practice. First of all, the dynamical evolution of both the galaxy and the dark matter component inside the cluster is simulated only approximately, because several physical processes are modelled only crudely, or not at all. Secondly, we did not transform possible cD galaxies into single galaxy particles. Since about 25 per cent of all observed clusters contain one or more cD's (Leir & van den Bergh 1977) , we need to recognise these cases and separate cluster dark matter particles and those belonging to the cD.
We therefore believe a determination of the galaxy autocorrelation function from our cluster model will not be sufficiently unbiased. For this reason we decided to use the normalisation found by van Kampen (1996) from several unconstrained simulations, i.e. average patches of universe for the same scenario. These 'field models' provide better estimates for the large-scale autocorrelation function corresponding to the cosmology chosen. The same galaxy formation parameters were used as for the cluster models presented in this paper. The galaxy autocorrelation function was calculated for the simulated galaxy distribution, and compared to the observed one. It was found that both its slope and the amplitude argue for a σ 8 in the range 0.46 to 0.56 (van Kampen 1996) , although its slow evolution does not rule out values somewhat outside of this range.
Once we have chosen σ 8 , i.e. defined the present epoch in the simulations, we can test statistical properties of the catalogue. Alternatively, we can use such statistics as an additional and independent means of normalising the cosmological power spectrum. Besides the autocorrelation function we use the distribution of richness as an independent measure to constrain σ 8 by matching it to that observed for Abell clusters. If we have selected the correct scenario and if our modelling is sufficiently realistic, both measures should yield consistent timing, certainly if these measures are on roughly the same length-scale. Note that the results of COBE demand σ 8 ≈ 1.3 for this scenario (Bunn, Scott & White 1995) , i.e. a linear anti-bias, but remember that COBE measures power on a scale well outside the dynamical range of our simulations (indicated by the two vertical lines in Fig. 2 ). This will be discussed further in Section 8.
Richness distribution
We now combine all richness determinations for the individual models to obtain a statistical distribution function. Fig.  11 shows histograms of the richness measure C 3D found from our models (thin solid lines) for four values of σ 8 . Only the 86 clusters above the M G threshold are used for each histogram. We applied the method of Section 5.3 to correct for incompleteness. The corrected distributions are plotted in Fig. 11 as thick solid lines.
The dotted lines denote the distributions of richness measure C ACO for the ENACS sample, which is complete (see Section 5.1). To guide the eye, we also included, as a dashed line, the fit to the richness distribution for the complete ACO catalogue (see Fig. 8 ), rescaled to the ENACS volume. As the distributions for C ACO and C 3D are statistically equivalent, we can directly compare our corrected C 3D distribution to C ACO distribution of the ENACS sample and the rescaled ACO catalogue.
We clearly observe a monotonous evolution of our corrected C 3D distribution. Those for σ 8 = 0.46 or σ 8 = 0.51 fit the observed distribution best, although the values of 0.41 and 0.56 are not strongly ruled out. However, even smaller or higher values for σ 8 are excluded (we did not plot these in Fig. 11 ). We can summarize the evolution by plotting the density of rich clusters as a function of σ 8 . We do this for both the corrected C 3D ≥ 50 sample and the complete C 3D ≥ 75 subsample. These are shown in Fig. 12 , along with exponential fits to them. This functional form probably fits best for the range of σ 8 we considered here, although one expects the curve to stop rising exponentially for large σ 8 .
From the exponential fits we find that σ 8 = 0.46 matches best. White, Efstathiou & Frenk (1993) find a value of ≈ 0.52 from a comparison of cluster abundances calculated using the Press-Schechter (1974) formalism and standard N-body modelling (i.e. no modelling of galaxy formation) to X-ray data. A similar comparison to the optical cluster abundance obtained from the median velocity dispersion of C ACO ≥ 50 clusters gives σ 8 ≈ 0.62. Eke, Cole & Frenk (1996) pared to just the X-ray data, where they used the same X-ray data as White et al. but with a slightly different way of inferring the X-ray cluster abundance. Unfortunately it is not straightforward to compare these inferred values for σ 8 to the one we infer from the richness distribution, as there might be systematic differences between the richness distribution and the X-ray temperature function.
Choice for σ 8
The galaxy autocorrelation function and the richness distribution for the models leave a reasonably narrow range of allowed values for σ 8 . In defining the catalogue using the expected final mass M G , we have adopted σ 8 = 0.46 as the final epoch, as it is the preferred value for the richness distribution, which is the most restrictive of the two measures.
By adopting σ 8 = 0.46 we have a single catalogue that can be used for subsequent study. This should include a study of the distribution of intrinsic properties of clusters, and a more a detailed comparison to the ENACS and other observed samples.
Selection of catalogue entries
Now that we 'calibrated' σ 8 to be 0.46, we select those cluster models from the set of 99 simulated that have C 3D ≥ 50 in order to construct a richness selected catalogue. We find that we have simulated 60 rich clusters out of the 86 desired, i.e. we are 70 per cent complete in richness C 3D . However, the density of rich clusters we find for σ 8 = 0.46 is only 7.8 × 10 −6 h 3 Mpc −3 , while that should be 1.1 times larger according to the fit of Fig. 12 and the density found for the ENACS sample . So we expect to find 66 rich clusters in our M G selected catalogue, i.e. we expect to be 77 per cent complete, and to miss 20 rich clusters that will form from peaks below the M G threshold for the whole set of 99 models. The fraction of peaks that form a rich cluster at the present epoch is quite small there, so it is not straightforward to model those clusters (see also Fig. 9(a) ).
Fortunately, as discussed in Section 5.3, we do have a complete subsample of C 3D ≥ 75 clusters in our simulation set, i.e. a sample for which no statistical corrections are needed and for which we have each entry numerically modelled.
The resulting catalogue is presented in Table 1 , which lists the defining constraints as well as some global physical properties (discussed below). The cluster models that are not rich enough are listed in italics, and those that are in the complete C 3D ≥ 75 are shown in bold face. Note that the selection of models that are part of the catalogue is specific for the choice of the present epoch. An extreme example of this is model no. 60. Its mass within 6h −1 Mpc almost doubles from σ 8 = 0.46 to σ 8 = 0.51 because another clump enters the Top-Hat window. However, it is also the least rich model of all (because its line-of-sight is perpendicular to the merging direction), and therefore well below the richness limit.
Global properties of the cluster models
The properties of all models are listed in Table 1 . Columns 2 to 5 give the peak parameters used to define the cluster, which also determine the expected final cluster mass M G (ν, x) listed in column 6. The mass within 6h −1 Mpc found in the simulations, used to fit (21), is given in column 7. The Abell mass M A , i.e. the mass within a sphere of 1.5h −1 Mpc, can be obtained for most observed clusters (although usually only approximately), and is therefore listed in column 8. The 3D richness measure C 3D , which is on average equal to the ACO richness measure that usually defines an observational catalogue, is listed in column 9. Since its value can be quite dependent on the chosen line-of-sight, especially for low richness clusters, we show in column 10 the same quantity averaged over 200 lines of sight.
The next four columns list various velocity dispersions, starting with the intrinsic velocity dispersions σ dm and σ gal , for the dark matter and the galaxies respectively, which are obtained within the 3D Abell radius and divided by √ 3 in order to compare them to the line-of-sight velocity dispersion. Column 12 gives the line-of-sight velocity dispersion σ l.o.s. obtained from the projected galaxy distribution. Column 13 provides, for comparison, the same quantity averaged over 200 lines of sight. The remaining three columns provide a few more useful cluster properties: the masses of the third and the tenth ranked galaxies, and the cluster turn-around radius.
7 SOME TESTABLE PROPERTIES OF THE Ω 0 = 1 CDM CATALOGUE
Cumulative distribution of line-of-sight velocity dispersions
The velocity dispersion of a galaxy cluster generally increases with time for most cosmological scenarios. This makes it a useful quantity for testing the timing of our CDM Ω = 1 model catalogue. We compare to the ENACS data and observations by Collins et al. (1995) , taken in the context of the Edinburgh-Milano Cluster Redshift Survey (EDSGC for short). Both these samples are relatively complete and should provide the best comparison, especially the ENACS sample because we used like those proposed by den , we indeed find quite a few more, and more importantly, in roughly the same numbers as for observed clusters. Furthermore, the interlopers that are removed are indeed outside the turnaround radius, justifying the method of den Hartog & Katgert (ibid.). Because EDSGC, ZHG and GBGMM use fairly conservative interloper removers, we do not need to remove any galaxies from our models for a comparison to these samples. For a match to the ENACS clusters, we apply the interloper remover of den Hartog & Katgert (ibid.) , and also use the smaller aperture of 1.0h −1 Mpc instead of the Abell radius used for the other samples. This smaller aperture results in slightly larger line-of-sight velocity dispersions, while the interloper remover used for the ENACS sample produces significantly smaller dispersions.
Correction for incompleteness
Before we can compare our line-of-sight velocity dispersions to those observed, we again need to correct for incompleteness in C 3D . We use a similar method as that used to correct the richness distributions (see Section 5.3), but now using the σ l.o.s. -M G relation. We fit an exponential function to the (M G ,σ l.o.s. ) pairs obtained from the simulations, and calculate the scatter of the residuals for several bins in M G . We then sample the velocity dispersions from a normal distributed with mean and variance given by these two fits. As we use the same M G 's as in the correction procedure for richness C 3D , we can link them and obtain (C 3D ,σ l.o.s. ) pairs. Adding these to the ones taken directly from the simulations gives us a complete distribution over line-of-sight velocity dispersions.
Comparison to the ENACS catalogue
The corrected σ l.o.s. distributions are plotted as solid lines in Fig. 13(a) for several σ 8 's, along with the uncorrected ones (dotted lines), and the observed distribution found for the ENACS sample (dashed line). We find that the observed distribution matches the modelled one for σ 8 ≈ 0.35 − 0.45, but has a slightly different slope.
The second comparison we make is that of the complete subsample of C 3D ≥ 75 clusters to a similar complete subsample of the ENACS sample. Note that we do not have to apply any incompleteness corrections here, as both sample are complete for this richness limit. The model distributions for σ 8 ≈ 0.4 matches the observed one best, as shown in Fig.  13(b) . The shapes of the curves compare better than for the C 3D ≥ 50 sample.
Comparison to other observed samples
We can do the same comparison for the EDSGC, GBGMM, and ZHG samples, although only the first of these is really complete in richness. The line-of-sight velocity dispersions within the Abell radius for several values for σ 8 are plotted in Fig. 13(c) , along with the observed distributions. Please note that the interloper removal method of den was not used here, as it was not used for any of these observed distributions either, and also note that the Abell aperture was adopted.
For the EDSGC sample we find that the model curve fits best for σ 8 ≈ 0.4. The other two samples prefer much higher values, but are not complete and biased to the richest clusters, and therefore to higher velocity dispersions.
Other observables
To test the chosen scenario one can use many other observables besides the one considered above. For example, the line-of-sight velocity dispersion profiles might prove useful, although unfortunately at present these can only be obtained for a few bins. However, a classification derived from this binned profile can be very instructive .
Another distribution function is that of the projected shapes of clusters. In a preliminary comparison presented elsewhere (de Theije, Katgert & van Kampen 1995) it was found that the predicted distribution of shape parameters of model clusters differs significantly from the observed one. Although the observed sample used in the study of de Theije et al. (ibid.) is not complete, the deviations are unlikely to be due to incompleteness. For a subset of our model catalogue that was rerun for the Ω = 0.2 CDM scenario (in future work we will build complete catalogues for this and other scenarios) there seems to be better agreement between models and data.
SUMMARY AND DISCUSSION
The aim of this paper was to present a technique that produces a fair catalogue of individually simulated highresolution cluster models. We used this technique to build one specific model catalogue that we compared to observed catalogues.
Under the assumption that rich clusters of galaxies originate from peaks in the initial density field Gaussian smoothed at 4h −1 Mpc, we select a catalogue on the basis of characteristic parameters of these peaks. Given the fact that we need to use the constrained random field method to generate initial conditions for the individual numerical models, we need to select the catalogue on the basis of linear functionals of the initial density field. With this in mind, we argued that cluster mass is the best catalogue defining quantity, because it can be predicted reasonably well from a linear function of the amplitude and the curvature of the initial density peak which is the progenitor of the cluster. Besides this practical argument, total cluster mass is a basic property of a galaxy cluster.
For the individual models a numerical code was used that contains a prescription to form galaxies, and also allows galaxies already formed to grow (i.e. accrete particles) and merge with other galaxies. Not only does this allow us to directly compare to optical catalogues of galaxy clusters, but the properties of the galaxy population also directly set the present epoch for the cosmological scenario in which the model catalogue is embedded, i.e. they set the amplitude of the initial cosmological fluctuation spectrum. Not all cosmological scenarios allow this, but the scenario we chose, viz. Ω 0 = 1 CDM, does permit this a posteriori normalisation and also makes it possible to compare our results to published numerical work.
We used a traditional, single large-scale simulation in order to test several issues related to the construction of the catalogue and the reliability of the individual models. We traced peaks in these simulations, and found that they do not merge during the entire run. So we indeed have a one-toone mapping of initial peaks to final rich Abell clusters. Note that this may not be so in other cosmological scenarios. We also found that both the distribution and the evolution of the peak parameters in the single large-scale low-resolution simulation are similar to those of the set of individual highresolution simulations. Finally we found that the expected mass relation, a linear function of peak amplitude and peak curvature, is almost equal to that obtained from the clusters extracted from the single simulation.
Having built a catalogue selected on expected final cluster mass, we found that is was 70 per cent complete for C 3D ≥ 50. This incompleteness mostly concerns the lowmass end and is mainly due to the noise still present in the relation between final cluster mass and initial peak parameters. But note that the richness measure itself has a rather large intrinsic noise originating from its very definition. To allow a comparison of statistical distribution functions of model clusters properties to those observed we devised a method to corrected for this incompleteness. However, we do have a complete subsample for C 3D ≥ 75, which permits a fully unbiased comparison to observations. We use the richness distribution of both samples to set the present epoch in the models, i.e. fix σ 8 . A value of 0.46 for σ 8 matches best; this is also in the range of allowed values derived from a match of the galaxy autocorrelation function for a set of field models similar to the clusters models discussed here to the observed autocorrelation function (van Kampen 1996) . The elimination of the free parameter σ 8 of the Ω 0 = 1 CDM scenario allows us to test it with other measures.
We find that the cumulative distribution of line-of-sight velocity dispersions obtained for the ENACS sample , and for other samples as well, fits the model distribution best for σ 8 ≈ 0.4. This is fairly consistent with both the auto-correlation function and the richness distribution. We can obtain a slightly larger σ 8 if we invoke a velocity bias, but this is not seen in our models if we compare the intrinsic velocity dispersions of the dark matter to those of the galaxies (van Kampen 1994). Other studies, like those of Cen & Ostriker (1992) and Katz et al. (1992) do not find a significant velocity bias either.
However, there are also problems with the standard CDM scenario. We mention two major ones here (see Ostriker 1993 for a more extensive discussion). De Theije et al. (1995) compared the distribution of cluster shapes for our catalogue to an observed sample, and found that these differ significantly. The results from COBE imply that σ 8 ≈ 1.3 for our chosen scenario (Bunn et al. 1995) . Note however that COBE traces length-scales well outside the dynamical range of the individual models. We will need to investigate whether these inconsistencies remain for other tests before we completely discard the Ω 0 = 1 CDM scenario on the scales we studied here. It is still useful to test more of the statistical properties of this scenario, and use successes and failures of such tests as a guide for a new choice for the most likely cosmological scenario. Of the scenarios plotted in Fig. 2 , we should take a closer look at the k −2 spectrum, or low-Ω 0 CDM, as both of these have more power on larger scales and therefore are in better agreement with the COBE results.
APPENDIX A: EXPRESSIONS FROM THE THEORY OF GAUSSIAN RANDOM FIELDS
In this Appendix we summarize some functions taken from Bardeen et al. (1986;  BBKS from here on), slightly rewritten for our purposes, as used in Section 2. The first function is a factor in the probability distribution for the peak height ν, which depends on the spectral parameters γ and R G . It depends on γ and ν only: 
The second function is used for the curvature distribution function: .
Finally we list the function used to describe the asphericity of peaks in the second order Taylor expansion, which is a function of the spherical coordinate angles θ and φ and axial ratios a 12 and a 13 :
F 5 (a 12 , a 13 , θ, φ) = 2(2a 
of galaxies. For example, mass loss of galaxies is not modelled, and dynamical friction may therefore be unrealistically large. However, the galaxy formation parameters were chosen such that only the cores of particle groups that were found to be virialised were tranformed into a single galaxy particle (see also van Kampen 1995) . This allows the remaining outer particles to be stripped, even though this need not necessarily happen. The crude way in which merging is modeled is probably the biggest defect. Merging may therefore be underestimated in some regions and overestimated in others. In future work we will try to add a separate merger criterion, even though this will introduce more parameters to the modelling.
