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Abstract
This paper is concerned with the existence of camel-like traveling wave solutions of cellular
neural networks distributed in the one-dimensional integer lattice Z1: The dynamics of each
given cell depends on itself and its nearest m left neighbor cells with instantaneous feedback.
The proﬁle equation of the inﬁnite system of ordinary differential equations can be written as a
functional differential equation in delayed type. Under appropriate assumptions, we can
directly ﬁgure out the solution formula with many parameters. When the wave speed is
negative and close to zero, we prove the existence of camel-like traveling waves for certain
parameters. In addition, we also provide some numerical results for more general output
functions and ﬁnd out oscillating traveling waves numerically.
r 2003 Elsevier Inc. All rights reserved.
MSC: 34A12; 34B15; 34B45; 34K10
Keywords: Lattice dynamical systems; Cellular neural networks; Camel-like traveling waves; Oscillating
traveling waves
1. Introduction
The purpose of this work is to investigate the existence of camel-like traveling
wave solutions of cellular neural networks (CNN’s for short) distributed in the
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one-dimensional integer lattice Z1: The inﬁnite system of ordinary differential
equations for one-dimensional CNN without inputs are deﬁned as follows:
dxiðtÞ
dt
¼ xiðtÞ þ z þ af ðxiðtÞÞ þ
Xm
j¼1
aj f ðxijðtÞÞ þ
Xm
j¼1
bj f ðxiþjðtÞÞ; ð1:1Þ
for iAZ1; where the non-linearity f ðxÞ is a piecewise-linear function and called the
output function. A typical f is deﬁned by
f ðxÞ ¼ 1
2
ðjx þ 1j  jx  1jÞ; for xAR: ð1:2Þ
The quantity z is called a threshold or bias term and is related to independent
voltage sources in electric circuits. The real constant coefﬁcients a; aj; and bj
of the output function f constitute the so-called space-invariant template
that measures the synaptic weights of self-feedback and neighborhood
interaction.
The methodology of CNN was ﬁrst proposed by Chua and Yang [3,4] as an
achievable alternative to fully-connected neural networks in electric circuit systems.
The structure of CNN is similar to the cellular automata that any cell in a CNN is
connected only to its neighboring cells. A cell contains linear and non-linear circuit
elements which typically are linear capacitors, linear resistors, linear and non-linear
controlled sources, and independent sources. In recent years, the CNN approach has
been applied to a broad scope of problems arising from, for example, image and
video signal processing, robotic and biological visions, and higher brain functions,
etc. We refer the reader to [2] for many practical applications. Until now, however,
the understanding of the pattern formation, spatial chaos properties, and its
dynamical behavior are still not fully documented (cf. [2,14]). When the output
function f is deﬁned as (1.2), some incisive mathematical analyses have been done in
[7–9,11,15].
In this paper, we are interested in the existence of traveling wave solutions of (1.1)
given by
xiðtÞ ¼ fði  ctÞ; for all iAZ1 and tAR; ð1:3Þ
where the wave proﬁle fðsÞ :¼ fðs; cÞ :¼ fði  ctÞ is continuously differentiable and
s :¼ i  ctAR is the moving coordinate for a given wave speed cAR: Under
assumption (1.3) with z ¼ 0; the proﬁle equation of system (1.1) can be written as
cf0ðsÞ ¼ fðsÞ þ
Xm
j¼0
aj f ðfðs  jÞÞ þ
Xm
j¼1
bj f ðfðs þ jÞÞ; ð1:4Þ
where a0 :¼ a: Eq. (1.4) is a functional differential equation in which the proﬁle
function fðsÞ depends on the past and future states and is said to be in mixed-type. If
bj ¼ 0 for all j then (1.4) is called in delay-type. Similarly, if aj ¼ 0 for all jX1 then
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(1.4) is called in advance-type. Evidently, if
Xm
j¼0
aj þ
Xm
j¼1
bj41;
then there exist three homogeneous stationary solutions of (1.4) with (1.2),
namely,
x0 :¼ 0 and x7 :¼7
Xm
j¼0
aj þ
Xm
j¼1
bj
 !
:
Thus, in what follows, we will always assume that
Pm
j¼0 aj þ
Pm
j¼1 bj41: In
addition, we are interested in the traveling wave solutions of (1.4) that satisfy the
following two asymptotic boundary conditions:
lim
s-N fðsÞ ¼ x
0 and lim
s-N
fðsÞ ¼ xþ: ð1:5Þ
In the past decade, the study of traveling wave solutions for partial differential
equations and lattice dynamical systems has drawn considerable attention. The
existence of such solutions has been much studied for lattice dynamical systems (see,
e.g., [1,5,7–10,12,13,15–17] and many references therein). For Eq. (1.4) with the
asymptotic boundary conditions (1.5), the authors of [7] considered more general
functional differential equations and proved the existence of monotonic increasing
traveling wave solutions by using the monotone iteration scheme. Furthermore, if
m ¼ 1 with a040; a1 ¼ 0; b140; and a0 þ b141; the global structure of traveling
wave solutions is also examined in [8].
Most existing results in above-mentioned references focus on the existence
of monotonic traveling wave solutions by using the technique of monotone
iteration method. However, if the parameters aj and bj are not positive, then it is
considerably more complicated to show the existence of traveling waves via the
monotone iteration scheme because, in this case, it is very possible that the traveling
waves are not monotonic. Therefore, it is interesting and challenging to study the
existence of non-monotonic traveling wave solutions of (1.4) with boundary
conditions (1.5).
For the sake of simplicity, from now on we will consider (1.4) in delay-type, i.e.,
bj ¼ 0 for all j;
cf0ðsÞ ¼ fðsÞ þ
Xm
j¼0
aj f ðfðs  jÞÞ: ð1:6Þ
Under such assumption, the system of equations (1.1) means that the dynamics of
each given cell is just depending on itself and its nearest m left neighbors with
instantaneous feedback. More speciﬁcally, in this paper we will pay the main
attention to the existence of camel-like traveling wave solutions of (1.6)
supplemented with the boundary conditions (1.5). To this aim, we need the
following deﬁnition.
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Deﬁnition 1.1. Let fðsÞ be a traveling wave solution of (1.6) with (1.5). Then fðsÞ is
called a traveling wave solution in n-type if it has exactly n critical points with strictly
local extreme values. Furthermore, if the maximum of an n-type traveling wave
solution is greater or equal to xþ; then it is said to be in nþ-type; otherwise, it is said
to be in n-type.
With this deﬁnition, it is obviously that the traveling wave solutions in
0-type are simply monotonic increasing. Also, due to the shape of the proﬁle
function fðsÞ; we call the non-monotonic traveling wave solutions as camel-like
traveling waves.
Now, Eq. (1.6) is a functional differential equation in delayed type in
which all initial information of the proﬁle function fðsÞ originate from the
left-hand side of current position s: With the aid of positive roots of the
corresponding characteristic function and the piecewise linear character of the
output function f deﬁned in (1.2), we can directly ﬁgure out a class of traveling
wave solutions of (1.6) and (1.5) by using the shooting method with
mathematical induction. Nevertheless, since there are m þ 2 parameters involved
in (1.6), it is quite complicated to study the structure of solutions for all parameters.
Therefore, we will mainly focus on some speciﬁc parameters. Our main results can be
stated as follows:
Main Theorem. Assume that m is even, a0X1;
Pm
j¼0 aj41; co0; and the output
function f is defined by (1.2).
(1) If aj40 for 1pjpm then, for every co0; there exists a monotonic increasing
traveling wave solution of (1.6) with (1.5).
(2) Let the signs of fajgmj¼1 be alternating with jajjXjajþ1j for 1pjpm  1:
(a) If a140 ð1 a0pa1o0Þ then there exists co0 such that (1.6)
with (1.5) have a traveling wave solution in ðm  1Þ-type (m-type) provided
coco0:
(b) There exists co0 with jcj sufficiently large such that if coc; then (1.6) with
(1.5) possess a monotonic increasing traveling wave solution.
(3) Let ajo0 for 1pjpm and ajXajþ1 for 1pjpm  1: Then there exists a
monotonic decreasing finite sequence fcngmn¼1 with cno0 such that
(a) If cpcm then there exists a monotonic increasing traveling wave solution of
(1.6) with (1.5).
(b) If c4cm then there exists a 1þ-type traveling wave solution of (1.6) with (1.5).
Additionally, if cnococn1 then there exists snAðn  1; nÞ such that
fðsÞoxþ; f0ðsÞ40 on ½0; snÞ and fðsÞXxþ on ½sn;NÞ:
For odd m; similar results can be obtained by using the similar arguments. We
omit the details. Besides, for more general parameters and more general output
functions, some numerical results are given in Section 5.
This paper is organized as follows. In Section 2, with the aid of positive roots of
the corresponding characteristic function and the piecewise linear character of f ; we
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derive the solution formula for (1.6) and (1.5) by using the shooting method with
mathematical induction. Applying the solution formula obtained in Section 2, we
prove the main theorem in Section 3. In Section 4, we examine the solution structure
in more details for some speciﬁc parameters that their signs are alternating with the
same absolute value. Finally, in Section 5, we consider non-alternating parameters
and more general output functions. Some numerical results including oscillating
traveling waves will also be illustrated.
2. Construction of the solution formula
In this section, we will construct a class of solutions of (1.6) with (1.5) by deriving
the general solution formula. First of all, we deﬁne the characteristic function of (1.6)
at x0 ¼ 0 by
Dðs; c; x0Þ ¼ csþ 1
Xm
j¼0
ajejs ¼ csþ 1 a0  ces; ð2:1Þ
where c is deﬁned by
c :¼
Xm
j¼1
ajeð1jÞs: ð2:2Þ
The characteristic function (2.1) arises from the linearized equation of (1.6) at the
equilibrium solution x0 and its positive roots play crucial roles in studying the
behavior of solutions of (1.6) near x0 (cf. [6]).
Lemma 2.1. If a0X1 and co0; then there exists sðcÞ40 such that
DðsðcÞ; c; x0Þ ¼ 0:
Proof. For each ﬁxed co0; deﬁne the real-valued function g in variable s by
gðsÞ ¼ 1þ a0 þ ces:
Then we have,
gð0Þ ¼ xþ  140 and lim
s-N
gðsÞ ¼ a0  1X0:
Hence, there exists a positive root of gðsÞ ¼ cs: This completes the proof. &
Since the traveling wave solutions are translation invariant, without loss of
generality, we may normalize the solutions at s ¼ 0 by fð0Þ ¼ 1: We further partition
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the solution interval ðN;NÞ into m þ 2 subintervals by
IN ¼ ðN; 0; IN ¼ ½m;NÞ and In ¼ ½n; n þ 1; for n ¼ 0; 1;y; m  1:
Now, if we assume in advance that fðsÞ41 for sAð0;NÞ and 0ofðsÞo1 for
sAðN; 0Þ: Then Eq. (1.6) can be rewritten as the following form for each
subinterval, and we may solve it piece by piece:
cf0ðsÞ ¼
ða0  1ÞfðsÞ þ
Pm
j¼1
ajfðs  jÞ if sAIN;
fðsÞ þPn
j¼0
aj þ
Pm
j¼nþ1
ajfðs  jÞ if sAIn;
fðsÞ þ xþ if sAIN;
8>>>><
>>>:
ð2:3Þ
for n ¼ 0; 1;y; m  1:
Let s ¼ sðcÞ be a positive root of the characteristic function (2.1). Then one can
easily check that fðsÞ ¼ ess solves (2.3) on IN and satisﬁes the asymptotic boundary
condition fðsÞ-x0 as s-N: Thus, we further assume that fðsÞ ¼ ess for sAIN:
Now, the solution of (2.3) with (1.5) can be found piece by piece from IN to IN:
The results are stated as follows, and one can further verify that the class of solutions
under consideration satisﬁes all the above-mentioned assumptions later (cf. Lemma
3.3).
Proposition 2.1. Assume a0X1 and co0: Let s be a positive root of the characteristic
function Dðs; c; x0Þ: Then the solution of (1.6) and (1.5) with above assumptions can be
expressed as
fðsÞ ¼
ess if sAIN;
fðnÞ Pn
j¼0
aj  JnðnÞ
 !
e
1
c
ðsnÞ þ JnðsÞ þ
Pn
j¼0
aj if sAIn;
ðfðmÞ  xþÞe1cðsmÞ þ xþ if sAIN;
8>><
>>>:
ð2:4Þ
where
JnðsÞ :¼ 1
1 cs
Xm
j¼nþ1
ajesðsjÞ:
Proof. If sAIn then s  jp0 for jXn þ 1 which implies fðs  jÞ ¼ esðsjÞ: Hence the
differential equation (2.3) for fðsÞ on In can be written as
cf0ðsÞ ¼ fðsÞ þ
Xn
j¼0
aj þ
Xm
j¼nþ1
ajesðsjÞ: ð2:5Þ
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Now, consider the initial value problem for (2.5) with the initial value fðnÞ; one can
get the solution formula by elementary computations. Also, it is easy to derive the
solution for sAIN by direct computations. This completes the proof. &
By virtue of Proposition 2.1, we know that the solution is increasing or
decreasing on IN provided fðmÞoxþ or fðmÞ4xþ; respectively. In
Proposition 2.1, the solution fðsÞ on In is in a sequential form which depends on
the value fðnÞ: Next, we show that the solution can be further expressed in an
explicit form by induction.
Proposition 2.2. Under the same assumptions of Proposition 2.1, if sAIn with
0pnpm  1 then we have
fðsÞ ¼ cs
1 cs
Xn
j¼0
aje
1
c
ðsjÞ þ
Xn
j¼0
aj þ JnðsÞ: ð2:6Þ
Proof. If n ¼ 0 then, by solution form (2.4), we have
fðsÞ ¼ a0cs
1 cs e
1
c
s þ a0 þ c
1 cs e
sðs1Þ; for sAI0; ð2:7Þ
which is just the same with (2.6). Next, assume fðsÞ has the form (2.6) on In;
then
fðn þ 1Þ ¼ cs
1 cs
Xn
j¼0
aje
1
c
ðnþ1jÞ þ
Xn
j¼0
aj þ Jnðn þ 1Þ: ð2:8Þ
If sAInþ1; then combining Proposition 2.1 with (2.8) we can obtain
fðn þ 1Þ 
Xnþ1
j¼0
aj  Jnþ1ðn þ 1Þ
 !
e
1
cðsn1Þ þ
Xnþ1
j¼0
aj þ Jnþ1ðsÞ
¼ cs
1 cs
Xnþ1
j¼0
aje
1
c
ðsjÞ þ
Xnþ1
j¼0
aj þ Jnþ1ðsÞ: ð2:9Þ
This completes the proof. &
By the representation of the solution fðsÞ in Proposition 2.2, some fundamental
properties can be subsequently derived as follows.
Lemma 2.2. For n ¼ 1; 2;y; m;
(1) If fðnÞoxþ then f0ðnÞ41
c
Pm
j¼n ajð1 esðnjÞÞ:
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(2) If fðnÞ ¼ xþ then f0ðnÞ ¼ 1
c
Pm
j¼n ajð1 esðnjÞÞ:
(3) If fðnÞ4xþ then f0ðnÞo1
c
Pm
j¼n ajð1 esðnjÞÞ:
Proof. For simplicity, we only prove part (1). The results of part (2) and part (3) can
be achieved in the similar way. According to Proposition 2.2, if fðnÞoxþ then
cs
1 cs
Xn1
j¼0
aje
1
c
ðnjÞ þ Jn1ðnÞ 
Xm
j¼n
ajo0
which implies that
f0ðnÞ ¼ s
1 cs
Xn1
j¼0
aje
1
c
ðnjÞ þ sJn1ðnÞ
4
1
c
Xm
j¼n
aj  Jn1ðnÞ
 !
þ sJn1ðnÞ
¼ 1
c
Xm
j¼n
ajð1 esðnjÞÞ:
This completes the proof. &
Since there are so many parameters involved in the solution formula (2.6), it seems
complicated to analyze the behavior of the traveling wave solutions for all feasible
parameters. In the next section, we will focus on some speciﬁc parameters and prove
the existence of camel-like traveling wave solutions which are either in m- or ðm  1Þ-
type.
3. Proof of the main theorem
We will prove the main theorem by analyzing the solution formula obtained in
Proposition 2.2. The proof is divided into several parts.
3.1. aj40 for 1pjpm
In this case, if sAIn for 0pnpm  1 then we have
f0ðsÞ ¼ s
1 cs
Xn
j¼0
aje
1
c
ðsjÞ þ s
1 cs
Xm
j¼nþ1
ajesðsjÞ40: ð3:1Þ
Hence fðsÞ is monotonic increasing on ðN; m: Furthermore, if fðmÞXxþ then
(2.4) implies f0ðmÞp0 which contradicts (3.1). Hence fðmÞoxþ which, combining
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with Proposition 2.1, implies f0ðsÞ40 on IN and fðsÞ-xþ as s-N: This completes
the proof of part (1) of the main theorem.
Some numerical results for m ¼ 4 with two different wave speeds are illustrated in
Fig. 1a and b that conﬁrm our analysis evidently.
Remark 3.1. Since aj40 for 1pjpm; Eq. (1.6) is quasi-monotonic. By the
monotone iteration method, one can show the existence of monotonic increasing
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Fig. 1. (a,b) Wave in 0-type.
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traveling wave solutions even when the equation (1.6) is in mixed-type with positive
templates. For more details, see [7].
Remark 3.2. Throughout this paper, all numerical computations for ﬁnding positive
roots of the corresponding characteristic function are mainly based on the bisection
method. The chosen stopping criterion is the length of solution interval less or equal
to 1014:
3.2. jajjXjajþ1j for 1pjpm  1 with alternating signs
In this subsection, we will prove part (2) of the main theorem by considering the
following two cases: jcj is small with a140 (or with 1 a0pa1o0) and jcj is
sufﬁciently large. Some fundamental lemmas for studying the behavior of traveling
wave solutions are obtained in the following.
Lemma 3.1. Assume a0X1; co0; and sðcÞ40 satisfies Dðs; c; x0Þ ¼ 0: Then we have
lim
c-N sðcÞ ¼ 0: ð3:2Þ
Furthermore, if the signs of fajgmj¼1 are alternating with jajjXjajþ1j for 1pjpm  1
and a140 (or 1 a0pa1o0) then we have
lim
c-0
sðcÞ ¼N: ð3:3Þ
Proof. Let gðsÞ be the real-valued function deﬁned in Lemma 2.1. Then
gð0Þ ¼ xþ  140 and lim
s-N
gðsÞ ¼ a0  1X0:
Since csðcÞ ¼ gðsðcÞÞ; we can obtain (3.2) directly. Furthermore, assume that
jajjXjajþ1j for 1pjpm  1 with alternating signs and a140 (or 1 a0pa1o0).
Then it is easily to check that
gðsÞ ¼ 1þ a0 þ
Xm
j¼1
ajejs40; for all sA½0;NÞ:
Hence we have (3.3). This completes the proof. &
Lemma 3.2. If the signs of fajgmj¼1 are alternating with jajjXjajþ1j for 1pjpm  1 and
a140; then f0ð1Þ40 and fðsÞ is monotonic increasing on I0:
Proof. By solution formula (2.6), we obtain that
f0ð1Þ ¼ s
1 cs ða0e
1
c þ cÞ: ð3:4Þ
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Since a140 and jajjXjajþ1j for 1pjpm  1 with alternating signs, we have
a2j1eð2jþ2Þs þ a2jeð2jþ1Þs40; for j ¼ 1;y; m
2
: ð3:5Þ
Hence c40 which combining with (3.4) implies f0ð1Þ40: Next, assume fðsÞ is non-
monotonic with f0ðs0Þ ¼ 0 for some s0Aint I0; then
f00ðs0Þ ¼ a0s
c
e
1
c
s0o0; ð3:6Þ
i.e., fðsÞ is concave at s0: But this contradicts the facts that f0ð0Þ ¼ s40 and
f0ð1Þ40: Hence f0ðsÞ40 for sAI0: This completes the proof. &
Lemma 3.3. Assume that the signs of fajgmj¼1 are alternating with jaj jXjajþ1j for
1pjpm  1 and fðsÞ has a critical point at snAIn; 0pnpm  1:
(1) If a140 then fðsÞ is convex (concave) at sn provided n is even (odd).
(2) If a1o0 then fðsÞ is convex (concave) at sn provided n is odd (even).
Moreover, if fðsÞ is convex at sn with a140 (or with 1 a0pa1o0) then fðsnÞ41:
Proof. By (2.6), we have
fðsnÞ ¼ cs
1 cs
Xn
j¼0
aje
1
c
ðsnjÞ þ
Xn
j¼0
aj þ JnðsnÞ;
f0ðsnÞ ¼ s
1 cs
Xn
j¼0
aje
1
c
ðsnjÞ þ sJnðsnÞ;
f00ðsnÞ ¼ s
cð1 csÞ
Xn
j¼0
aje
1
c
ðsnjÞ þ s2JnðsnÞ: ð3:7Þ
Then f0ðsnÞ ¼ 0 implies
f00ðsnÞ ¼ s
c
Xm
j¼nþ1
ajesðsnjÞ:
Since m is even, if a140 then
Xm
j¼nþ1
ajesðsnjÞ40 ðo0Þ; if n is even ðoddÞ: ð3:8Þ
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On the other hand, if a1o0 then
Xm
j¼nþ1
ajesðsnjÞo0ð40Þ; if n is even ðoddÞ: ð3:9Þ
Hence the convexity results of fðsnÞ follow (3.8) and (3.9).
Next, note that (3.7) implies
fðsnÞ ¼
Xm
j¼nþ1
ajesðsnjÞ þ
Xn
j¼0
aj :
By the results of parts (1) and (2), if fðsÞ is convex at sn with a140 ða1o0Þ; then n is
even (odd). Thus, one can check that fðsnÞ41 provided a140 or 1 a0pa1o0: This
completes the proof. &
According to Lemma 3.3, if the solution fðsÞ is not monotonic then the critical
points of fðsÞ on each subinterval In is unique. Furthermore, the admissible number
of critical points can be characterized in the following lemma.
Lemma 3.4. Assume that the signs of fajgmj¼1 are alternating with jaj jXjajþ1j for
1pjpm  1 and fðsÞ is a non-monotonic solution of (1.6) with (1.5).
(1) If a140 and fðmÞ4xþ then the number of critical points for fðsÞ is odd and at
most m  1:
(2) If a1o0 and fðmÞoxþ then the number of critical points for fðsÞ is even and at
most m:
Proof. We only prove part (1). Part (2) can be achieved by the similar arguments.
Since fðmÞ4xþ; we have f0ðmÞo0: If a140; by Lemmas 3.2 and 3.3, we can
conclude that the number of critical points for fðsÞ is at most m  1: Assume the
number of critical points is even and denoted by fs1;y; sng with 0os1o?osnom:
Since f0ð1Þ40; we have f00ðs1Þo0 and f00ðsnÞ40: Hence f0ðmÞ40 and this is a
contradiction. This completes the proof. &
Proof of part (2) of the Main Theorem:
(a) By virtue of Proposition 2.2, for n ¼ 1; 2;y; m; we have
f0ðnÞ ¼ s
1 cs
Xn1
j¼0
aje
1
c
ðnjÞ þ sJn1ðnÞ
¼ s
1 cs
Xn1
j¼0
aje
1
c
ðnjÞ þ
Xm
j¼n
ajesðnjÞ
 !
: ð3:10Þ
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Deﬁne the real-valued function H in variable c by
HðcÞ ¼
Xn1
j¼0
aje
1
c
ðnjÞ þ
Xm
j¼n
ajesðnjÞ: ð3:11Þ
Then Lemma 3.1 implies that
lim
c-0
HðcÞ ¼ ano0 if n is even and a140;
an40 if n is odd and a140;
(
ð3:12Þ
lim
c-0
HðcÞ ¼ an40 if n is even and 1 a0pa1o0;
ano0 if n is odd and 1 a0pa1o0:
(
ð3:13Þ
Therefore, if a140 then there exists fcˆ ngmn¼1; cˆ no0 such that if c4cˆ n then
f0ðnÞ40; if n is odd and f0ðnÞo0; if n is even:
Let c denote maxfcˆ ngmn¼1: Since fðsÞ is increasing on I0; if c4c then fðsÞ is a
traveling wave solution in ðm  1Þ-type.
If 1 a0pa1o0 and c4c then
f0ðnÞ40; if n is even and f0ðnÞo0; if n is odd:
By the same arguments, one can show that fðsÞ is a traveling wave solution in m-
type.
(b) Combining (3.10) with
Pm
j¼0 aj41 and (3.2), one can easily verify, for
sufﬁciently large jcj; that f0ðnÞ40 for n ¼ 0; 1;y; m: Applying the convexity
properties in Lemma 3.3, we can conclude that there exists co0 with jcj sufﬁciently
large such that if coc; then (1.6) with (1.5) possess a monotonic increasing traveling
wave solution. This completes the proof. &
Some numerical results for m ¼ 4 are illustrated in Fig. 2a–d that conﬁrm our
theoretical analysis.
3.3. ajXajþ1 with ajo0 for 1pjpm  1
In this subsection, we are going to prove part (3) of the main theorem. To this end,
we ﬁrst have
Lemma 3.5. Assume a0X1 and ajXajþ1 with ajo0 for 1pjpm  1: Then there exists
a monotonic decreasing finite sequence fcngmn¼1 with cno0 such that fðn; cnÞ ¼ xþ and
fðn  1ÞoxþofðnÞ for cnococn1:
Proof. For n ¼ 1; 2;y; m; by Proposition 2.2, we obtain
fðnÞ ¼ cs
1 cs
Xn1
j¼0
aje
1
c
ðnjÞ þ
Xn1
j¼0
aj þ Jn1ðnÞ:
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Now, consider the function gðsÞ deﬁned in Lemma 2.1. We see that if ajo0 for
j ¼ 1;y; m then gðsÞ is increasing in s which implies sðcÞ is increasing with respect
to c and limc-0 sðcÞ ¼N: Therefore, we have
lim
c-0
fðnÞ  xþ ¼ an
a0

Xm
j¼n
aj40; ð3:14Þ
lim
c-N fðnÞ  x
þ ¼ 1 xþo0: ð3:15Þ
Hence there exists cno0 such that fðnÞ ¼ xþ:
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Fig. 2. (a) Wave in 3þ-type; (b) wave in 4þ-type; (c,d) wave in 0-type.
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We claim that such cn is unique by proving fðnÞ is increasing with respect
to c: Suppose that there exists c4cn such that fðn; cÞpfðn; cnÞ: Since
sðcnÞ ¼ f0ð0; cnÞof0ð0; cÞ ¼ sðcÞ; there must exist sAð0; nÞ such that
fðs; cnÞ ¼ fðs; cÞ and f0ðs; cnÞ4f0ðs; cÞ: However, by using the proﬁle equation
(2.3), one can prove that f0ðs; cnÞof0ðs; cÞ: This is a contradiction, and hence cn is
unique.
Next, we will prove the monotonicity of cn: If cnXcn1 then fðn  1; cn1Þ ¼ xþ;
fðn; cn1Þoxþ and, by Lemma 2.2(1), f0ðn; cn1Þ40: Thus there exists sn1AIn1
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Fig. 2 (continued).
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such that f0ðsn1Þ ¼ 0 and f00ðsn1Þ40: But
f00ðsn1Þ ¼ s
cð1 csÞ
Xn1
j¼0
aje
1
c
ðsn1jÞ þ s2Jnðsn1Þ
¼  s
c
Xm
j¼n
ajesðsn1jÞo0: ð3:16Þ
This is a contradiction. Hence cnocn1 and this completes the proof. &
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Fig. 3. (a) Wave in 0-type; (b) wave in 1þ-type.
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Proof of part (3) of the Main Theorem:
(a) By Lemma 3.5, we have fðmÞpxþ if cpcm and fðmÞ4xþ for c4cm: Suppose
fðsÞ has a critical point snAint In then (3.16) shows that f00ðsnÞo0: If cpcm then
f0ð0Þ ¼ s40 and f0ðmÞ40: Therefore fðsÞ is monotonic increasing on ½0; m; otherwise
fðsÞ must have one critical point and convex at that point which contradicts (3.16).
(b) On the other hand, if c4cm then f0ðmÞo0 and (3.16) implies that fðsÞ is a non-
monotonic traveling wave in 1þ-type. In addition, if cnococn1; then fðnÞ4xþ and
fðn  1Þoxþ: Hence there exists snAIn1 such that fðsnÞ ¼ xþ and f0ðsnÞ40: Since
fðmÞ4xþ; f0ð0Þ40 and f0ðmÞo0; by the same arguments we have fðsÞoxþ;
f0ðsÞ40 on ½0; snÞ and fðsÞ4xþ on ½sn;NÞ: This completes the proof. &
Some numerical results for m ¼ 4 with two different wave speeds are illustrated in
Fig. 3a and b.
4. jaj j ¼ jajþ1j for 1pjpm  1
In this section we will illustrate two speciﬁc examples of part (2) of the main
theorem with the same absolute value of aj for 1pjpm: Under this assumption, the
structure of the traveling wave solutions of (1.6) with (1.5) can be investigated in
more details.
4.1. a0X1 and aj ¼ ð1Þjþ1a with a40 for 1pjpm
In this case, we have the following properties:
Proposition 4.1. Assume a0X1 and aj ¼ ð1Þjþ1a with a40 for 1pjpm:
(1) If fðsÞ has a critical point sn in In; 0pnpm  1; then fðsnÞ4xþ:
(2) For n ¼ 1; 2;y; m; if fðnÞpxþ then f0ðnÞ40:
(3) For n ¼ 1; 2;y; m  1; if n is even and fðnÞoxþ then f0ðn þ 1Þ40:
(4) For n ¼ 1; 2;y; m  2; we have f0ðnÞ4f0ðn þ 2Þ:
(5) If fðmÞpxþ then fðsÞ is a monotonic increasing traveling wave solution.
(6) If there exists s˜Að0; mÞ such that fðs˜Þ ¼ xþ then fðsÞ4xþ for all s4s˜:
(7) If fðsÞ is a non-monotonic solution then the number of critical points for fðsÞ is
odd and at most m  1:
(8) There exists cmo0 such that fðmÞoxþ if cocm; and fðmÞ4xþ if c4cm:
Furthermore, if c ¼ cm then fðsÞ ¼ xþ for sXm:
Proof. (1) By (2.6) with (3.7), we obtain that
fðsnÞ ¼ ð1 csÞJnðsnÞ þ
Xn
j¼0
aj ð4:1Þ
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¼ a
Xm
j¼nþ1
ð1Þjþ1esðsnjÞ þ a0 þ a
Xn
j¼1
ð1Þjþ1: ð4:2Þ
Since m is even, we can conclude that
fðsnÞ  xþ ¼ a
Xm
j¼nþ1
ð1Þjþ1ðesðsnjÞ  1Þ40: ð4:3Þ
(2) If fðnÞpxþ then by Lemma 2.2 we have
f0ðnÞXa
c
Xm
j¼n
ð1Þjþ1ð1 esðnjÞÞ40: ð4:4Þ
(3) If n is even and fðnÞoxþ then JnðnÞ40 and sJnðn þ 1Þ40: Therefore, by
Proposition 2.1, we obtain
f0ðn þ 1Þ ¼ 1
c
ðfðnÞ  xþ  JnðnÞÞe1c þ sJnðn þ 1Þ40:
(4) By (2.6), we have
f0ðn þ 2Þ  f0ðnÞ ¼ s
1 cs a0 e
nþ2
c  enc

 
þ a enþ1c  enc þ esðnmÞ  esðnþ1mÞ

 n o
o0:
(5) Since fðmÞpxþ; by Proposition 2.1 we have f0ðmÞ40 which, combining with
the fact f0ð0Þ ¼ s40; implies that if fðsÞ is not monotonic on ½0; m then there exists
%sAð0; mÞ such that f0ð%sÞ ¼ 0 and fð%sÞoxþ: But this contradicts the result of part (1).
(6) By the result of part (5), we know that fðmÞ4xþ: If there exists s˜1Aðs˜; mÞ such
that fðs˜1Þoxþ then f0ðs˜2Þ ¼ 0 and fðs˜2Þoxþ for some s˜2Aðs˜; mÞ: But this
contradicts the result of part (1).
(7) The assertion can be proved by using Lemma 3.4(1) with part (5).
(8) Since
fðmÞ ¼ cs
1 cs
Xm
j¼0
aj e
1
c
ðmjÞ þ xþ; ð4:5Þ
by Lemma 3.1, we have
lim
c-0
fðmÞ ¼ a a0  1
a0
 
þ xþ4xþ;
lim
c-N fðmÞ ¼ 1ox
þ:
8><
>: ð4:6Þ
Deﬁne a real-valued function G in variable c by
GðcÞ ¼
Xm
j¼0
aje
1
c
ðmjÞ ¼ a0emc þ a
Xm
j¼1
ð1Þjþ1e1cðmjÞ: ð4:7Þ
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From (4.6), we know that GðcÞ has zeros for co0: We claim that the zero of GðcÞ is
unique. Suppose GðcÞ ¼ 0 then
G0ðcÞ ¼  1
c2
ma0e
m
c þ a
Xm
j¼1
ð1Þjþ1ðm  jÞe 1cðmjÞ
 !
¼ 1
c2
a
Xm
j¼1
ð1Þjþ1je 1cðmjÞ
 !
o0; ð4:8Þ
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Fig. 4. (a) Wave in 0-type; (b) wave in 1þ-type; (c,d) wave in 3þ-type.
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which implies that GðcÞ40 if coc and GðcÞo0 if c4c: Hence the zero of GðcÞ is
unique.
This completes the proof of Proposition 4.1. &
Some numerical results for m ¼ 4 with various wave speeds are illustrated in Fig. 4a–d.
4.2. a0X1 and aj ¼ ð1Þja with a40 for 1pjpm
In this case, we have the following properties:
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Fig. 4 (continued).
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Proposition 4.2. Assume a0X1 and aj ¼ ð1Þja with a40 for 1pjpm:
(1) If fðsÞ has a critical point sn in In; 0pnpm  1; then fðsnÞoxþ: Moreover, if
aX1 a0 then fðsnÞ41:
(2) For n ¼ 1; 2;y; m  1; if n is odd and fðnÞoxþ then f0ðn þ 1Þ40:
(3) fðsÞoxþ for all co0 and sAðN;NÞ:
(4) If fðsÞ is a non-monotonic solution then the number of critical points for fðsÞ is
even and at most m:
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Fig. 5. (a) Wave in 0-type; (b) wave in 2-type; (c,d) wave in 4-type.
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Proof. (1) According to (2.6), we have
fðsnÞ ¼ a
Xm
j¼nþ1
ð1ÞjesðsnjÞ þ a0 þ a
Xn
j¼1
ð1Þj : ð4:9Þ
Since m is even, we obtain
fðsnÞ  xþ ¼ a
Xm
j¼nþ1
ð1ÞjðesðsnjÞ  1Þo0: ð4:10Þ
If aX1 a0 then Lemma 3.3 implies fðsnÞ41 for n ¼ 0; 1;y; m  1:
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Fig. 5 (continued).
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(2) If n is odd and fðnÞoxþ then JnðnÞ40 and sJnðn þ 1Þ40: Therefore, by
Proposition 2.1, we obtain
f0ðn þ 1Þ ¼ 1
c
ðfðnÞ  xþ  JnðnÞÞe1c þ sJnðn þ 1Þ40:
(3) If there exists s1Að0; mÞ such that fðs1ÞXxþ; then part (1) implies that
fðsÞ4xþ for s1pspm: Hence, fðmÞ4xþ and f0ðmÞo0: Since f0ð0Þ40; there must
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Fig. 6. (a,b) Wave in 1þ-type.
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exist some s2Að0; mÞ such that f0ðs2Þ ¼ 0 and fðs2Þ4xþ: But this contradicts the
result of part (1).
(4) The assertion can be proved by using Lemma 3.4(2) with part (3).
This completes the proof of Proposition 4.2. &
Some numerical results for m ¼ 4 with various wave speeds are illustrated in
Fig. 5a–d.
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Fig. 7. (a,b) Wave in 2-type.
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5. Generalizations with numerical results
In this section, we consider two types of generalization numerically.
5.1. Non-alternating templates
We will illustrate two examples of traveling wave solutions when the signs of
templates of the equation are not alternating.
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Example 5.1. Consider m ¼ 4; a0X1; a1 ¼ a2 ¼ a40 and a3 ¼ a4 ¼ ao0:
Some numerical results for traveling wave solutions in 1þ-type are illustrated in
Fig. 6a and b.
Example 5.2. Consider m ¼ 4; a0X1; a1 ¼ a2 ¼ ao0 and a3 ¼ a4 ¼ a40:
Some numerical results for traveling wave solutions in 2-type are illustrated in
Fig. 7a and b.
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5.2. General output functions
Due to the piecewise constant character of f in (1.2) for xX1 and xp 1; we can
derive the solution formula (2.4) for traveling waves. However, for more general
output functions, it is much difﬁcult to obtain the solution in explicit form. In this
subsection, we will study the numerical simulation for two more general output
functions.
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Example 5.3. We ﬁrst consider the output function fe given by
feðxÞ ¼
ex þ 1 e if xX1;
x if  1pxp1;
ex  1þ e if xp 1;
8><
>: ð5:1Þ
where 0peo1: Note that if e ¼ 0 then we have the standard output function f
deﬁned in (1.2).
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Fig. 9. (a–d) Oscillating wave; (e) monotonic wave; (f) oscillating wave.
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We will adopt the Euler discretization scheme for approximating the solution of
our delayed proﬁle equation (1.6) with asymptotic boundary conditions (1.5). It is
well-known that the Euler method is a stable and convergent scheme for initial-value
problems of ordinary differential equations, though it converges slowly. For
simplicity, we consider the case m ¼ 4: In this case, the three homogeneous
stationary solutions are now given by
x0 ¼ 0 and x7 ¼7 ð1 eÞða0 þ a1 þ a2 þ a3 þ a4Þ
1 eða0 þ a1 þ a2 þ a3 þ a4Þ :
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Fig. 9 (continued).
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Let ½0; S; S is a positive integer, be the s-interval under consideration. Denote the
chosen step size in the Euler scheme by h such that 1=h is a positive integer. Let
N ¼ S=h: Then the Euler scheme can be expressed as follows. For k ¼ 0; 1;y; N 
1; let fkþ1 be an approximation to fððk þ 1ÞhÞ deﬁned sequentially by
fkþ1 ¼fk þ
h
c
fk  a0feðfkÞ  a1feðfk1
h
Þ  a2feðfk2
h
Þ
n
 a3feðfk3
h
Þ  a4feðfk4
h
Þ
o
;
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Fig. 9 (continued).
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where fj; for j ¼ 0;1;y;4=h; are given by the exact values esðcÞjh; and sðcÞ is a
positive root of the corresponding characteristic function. Using these approximate
values fk; we then generate a piecewise linear approximation fhðsÞ to the exact
solution fðsÞ on ½0; S:
To demonstrate the accuracy of the approximations, we present the numerical
results in Fig. 8a–f for various templates with e ¼ 0; S ¼ 12; and step size h ¼ 104:
In addition, for e ¼ 0:2; numerical results for various templates are illustrated in Fig.
9a–f. Note that, except the case that all parameters aj are positive, oscillating
traveling waves can be observed.
Example 5.4. We consider another output function fe given by
feðxÞ ¼ tanhðexÞ ¼ e
ex  eex
eex þ eex; for xAR;
where eX1: See Fig. 10 for the hyperbolic tangent function with various e’s.
In this case, we still assume that a0X1 and
Pm
j¼0 aj41 which implies,
for such output function fe with eX1; that there exist three homogeneous
stationary solutions xox0oxþ with x0 ¼ 0 and xþ ¼ x: We still adopt
the Euler scheme to approximate the proﬁle function. The numerical results
for a speciﬁc template ½a0; a1; a2; a3; a4 ¼ ½2:7;0:5; 0:4;0:3; 0:2 with wave
speed c ¼ 0:25; S ¼ 12; step size h ¼ 104; and various e’s are illustrated in
Fig. 11a–d.
Finally, we conclude this paper with the following remark.
Remark 5.1. In our numerical simulation throughout this paper, we have
observed an interesting phenomenon, for any templates with a041 and
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Fig. 10. Hyperbolic tangent function.
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a0 þ
Pm
j¼1 aj41; that there exists a monotonic increasing traveling wave solution
provided the absolute value of wave speed jcj is sufﬁciently large. However,
in this situation, the proﬁle equation (1.6) may lose the quasi-monotonicity
which implies that the usual monotone iteration method fails. Thus, it
appears that some extra efforts for constructing monotonic traveling wave solutions
are unavoidable. This issue has become the subject of current research of the
authors.
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Fig. 11. (a–d) Wave in 4þ-type.
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