The major objective of this paper is to introduce a novel method for the functional annotation of genes. Our method is based on a graph theoretical measure we call joint betweenness, which is an extension of the well known betweenness centrality measure, involving pairs of genes. We apply our method to the transcriptional regulatory network of yeast to, first, provide a large scale proof of concept of our method and, second, make predictions about the biological function of previously unknown genes.
Introduction
In recent years, many scientists from diverse fields have studied networks. The major focus of these studies was on complex networks [1, 6, 11, 18, 36] , e.g., small-world [46, 47] or scale-free networks [2, 7] rather than on random networks [21, 22] as pioneered by Erdös and Rényi in the late 1950's. This interest can be explained by the omnipresence complex networks can be found in reality as, e.g., the Internet, World Wide Web, social networks, citation networks, ecological networks or biological networks [1, 6, 11, 36, 40] to name just a few. In molecular biology, this interest in complex networks is in addition based on the fact that intense research during the last decade indicates that the biological complexity of single or multicellular organisms needs to be studied on a systems level rather than on a single molecule, gene or protein level [3, 28, 38] . This means, metabolic [25, 45] , signaling [9, 49] , protein-protein [35, 37] and transcriptional regulatory networks [29, 33] are considered as an appropriate level of representation to gain insights into the functional behavior of biological processes [8] .
The major objective of this paper is to use the transcriptional regulatory network [15] of S. cerevisiae to make predictions for the functional annotation of genes. For this reason, we introduce a novel graph theoretical method which is based on the hypothesis that genes that share a common biological function should be close in a causal network representing molecular interactions. We show that the classical betweenness measure [23] can be generalized to higher-orders assessing the co-occurrence of pairs, triples or n-tuples of genes on shortest paths found in the transcriptional regulatory network. We demonstrate statistically, that using the generalized betweenness measure for pairs of genes, which we call from now on joint betweenness, allows us to provide a mathematical method that captures our conceptual idea well to make predictions about the function of previously unknown genes. It is well established in the literature that shortest paths found in gene networks are playing key roles in elucidating functional properties of the underlying biological system. Prominent examples are the application of the betweenness centrality measure [19, 27, 31, 50] to identify important single genes within the network. Further, it is assumed that molecular interaction paths follow shortest paths or higher-order extensions [4, 25, 39] . This is a very important finding on which our hypothesis introduced above is based because it allows to connect non-adjacent genes in the network causally provided the given network structure is causal. Here by causal connection we mean a path connecting two genes that is not just an artifact of the used network representation but is biologically meaningful.
To our knowledge, in the context of gene annotation shortest paths have been utilized so far by [14, 43, 51] . However, all of these approaches share with our approach only the usage of shortest paths. The details of the concrete methods are completely different with ours because, first, we are the first introducing the joint betweenness measure and, second, the preprocessing steps we apply to ensure the statistical significance of our method are specifically designed for our method. In addition to these points, we provide a large scale proof of concept for our method that demonstrates statistically that the chain of ideas underlying our approach is valid.
Motivation
In this article we are aiming to predict the function of previously unknown genes. The central hypothesis our work is based on can be phrased as:
Hypothesis 1 Genes that share a common biological function should be close in a causal network representing molecular interactions.
Before we will present our mathematical method in detail that fills hypothesis 1 with life let us interpret the meaning of our hypothesis verbally. The data we base our analysis on are gene expression data from naturally randomized genetic backgrounds. As argued in detail in [15] , these data allow for a reconstruction of the causal interactions of the transcriptional regulatory network. That means, our analysis bases on a causal network whose directed edges, connecting two genes or products thereof, correspond to a physical interaction on the molecular level and not only to any kind of associations between genes. From this it follows that a biological pathway or process, e.g., cell cycle or apoptosis, forms a connected subgraph of the overall transcriptional regulatory network. It is connected because a missing connection (edge) indicates that there is no causal interaction. However, if two or more components would not interact with each other they can not contribute to the same biological pathway because belonging to the same biological pathway entails to function and, hence, interact with each other. For this reason, genes belonging to the same biological pathway are connected with each other, not necessarily directly, but with intermediate genes that are from the same biological pathway. This fact allows to derive a graph theoretical measure that aims to capture the closeness of two genes belonging to the same biological pathway. In section 3.2 we introduce our mathematical method that is based on this conceptual frame presented here.
Methods

Data
In this work we characterize the topological structure of the transcriptional regulatory network G of S. cerevisiae. This network has been derived from a recently introduced statistical method [15] based on expression data from naturally randomized genetic backgrounds [13, 12] . That means, DNA content has been randomized by recombinant inbred line experiments and the corresponding mRNA concentrations have been measured at the genomewide level.
Betweenness centrality and higher order extensions
Originally, the graph theoretical measure betweenness [23] has been introduced to study communication in social networks. It aims to assess if a node, which corresponds to a person in a social network, appears frequently on shortest paths connecting other nodes in the network. Loosely speaking, it evaluates how between and, hence how involved a node is regarding the communication paths between other nodes. Mathematically, betweenness it is defined by
Here n sp ij (k) is the number of shortest paths that start at vertex i, end at vertex j and pass through vertex k and n sp ij is just the number of shortest paths starting at i and ending at j. Betweenness is a representant of a family of centrality measures [23] and for this reason also called betweenness centrality (BC) [24] . Previous studies in computational and systems biology have already utilized shortest paths for a functional annotation of genes [14, 43, 51] , however, betweenness as defined in Eq. 1 is certainly of no use in this respect because BC does not provide an association between, e.g., annotated and unannotated genes that would allow to make predictions. For this reason we extend the definition of BC that maintains its original property but now with respect to more than one node. In the context of gene networks and with respect to our hypothesis introduces in section 2 that means, we are aiming to introduce a measure that determines how frequent two or more genes occur jointly on communication paths between other genes. Naturally, such an extension is given by calculating shortest paths between two vertices passing through n intermediate vertices jointly.
The summation goes over the indices with the following property:
Here the set R contains all vertices that should occur jointly on the shortest path. We call the measure defined in Eq. 2 joint betweenness (JB). From a practical point of view calculating the JB according to Eq. 2 becomes rapidly challenging for higher values of n = |R| and if the total number of vertices in a graph is in the order of the number of genes in yeast. Due to the fact, that we are aiming to make predictions for unannotated genes it is sufficient in our case to use the joint betweenness for n = 2 because this allows an association between genes. For this reason, we use the following joint betweenness measure
Here n sp max is defined as
For our study we use a transcriptional regulatory network [15] which is available as directed, unweighted graph. Because the network is unweighted it is likely that there are multiple shortest paths between pairs of genes and not just one. This is in contrast to a study conducted by [51] who used edge weights that are proportional to the correlation strength between gene expression profiles. The real valued edge weights make it unlikely that there is more than one shortest path between a gene pair. Algorithmically, we use Dijkstra's [17] algorithm to determine the shortest paths which can be implemented with O(|E| log |V |) time complexity [16] .
In Fig. 1 we visualize our measure. Despite the fact that the shown network consists only of 10 nodes there are 18 paths of length 4 or longer that contain the two nodes drawn in orange and 12 of these paths are shortest paths. One shortest path is emphasized by a dashed-dotted line. This should the reader remind that according to definition 3 the two orange nodes (for which the joint betweeness centrality should be determined) must not be start or end nodes of the shortest paths but occur in between them. We emphasize this because one might be tempted to count the number of shortest paths between these nodes instead. To provide an extreme example we chose these two nodes next to each other directly connected by an edge meaning that there is only one trivial shortest path given by the direct connection. Instead, we find ij n sp ij (m, n) = 14 which seems very high if our definition is misunderstood. It is immediately clear that extending the number of nodes by connecting additional ones to the blue nodes leads to a rapid increase in this number. An intuitive interpretation of the JBC can be given as communication bottleneck within the network. This assumes, first, that communication happens via shortest paths and, second, all connections between nodes are equally important. The first assumption is widely accepted in the literature [4, 25, 39] and is intuitively plausible because if communication would favor longer paths over shortest paths this would require more energy and time than necessary to communicate the same information. Due to the fact that resources are normally restricted, also on the molecular and cellular level, this seems to be counter-intuitive. The second assumption implies that the network considered is unweighted. Biologically, it might make sense to assign weights reflecting the importance between connections, however, our current analysis methods do not allow to infer these weights. Hence, our network is unweighted fulfilling the second requirement naturally. This metaphorical term communication bottleneck is highlighted by the vertical dotted line separating the left (L) and right (R) part of the network visualizing the fact that communication in form of passing information between the left and right part is only possible by using the two orange nodes. We want to emphasize that in general the two nodes Here the square node symbolizes that there might be more than one intermediate node. We neglect to indicate the exact number of intermediate nodes just to simplify the notation. Hence, the right figure in 2 shows a local view of the network as 'seen' by our algorithm. Another interesting property one should bear in mind when thinking about the JBC measure is that there is no ordering between the two nodes occurring on the shortest paths. This is shown in Fig. 3 . That means, there can be shortest paths passing from left to right and from right to left. All these visualizations should demonstrate that one needs to be careful thinking about our measure in the context of a given network because it is easily misinterpreted.
Annotation Procedure
The overall procedure we use to annotate genes in the transcriptional regulatory network of yeast is sketched in algorithmic form in Algo. 1. The information if a gene is annotated or not is obtained from the gene ontology (GO) database [5] . Because the joint betweenness measure our annotation is based on depends on the shortest paths found in the transcriptional regulatory network we filter this network with respect to the presence of shortest paths to ensure an efficient analysis. That means, we are using only a sub- The function of gene i corresponds to the function of gene j.
network of the transcriptional regulatory network, called the self-regulating core introduced in section 4.1, that is relevant for our analysis. The final prediction is given by the functional association of the annotated and unannotated gene with significantly higher joint betweenness values jb ij ≥ jb Θ . The annotation procedure in Algo. 1 represents the mathematical formulation of our hypothesis 1.
Results
In this section we present the results for the functional annotation of genes. Because our analysis is based on the joint betweenness measure which utilizes shortest paths in the transcriptional regulatory network of yeast we, first, filter the TRN with respect to properties of the shortest paths to ensure an efficient analysis. This filtering procedure is described in section 4.1 and the resulting set of genes, which is used for further analysis, is called the selfregulating core. Before we use the self-regulating core to make predictions about the function of unannotated genes in section 4.2.2 we demonstrate in section 4.2.1 that our method works statistically by providing a large scale proof of concept of our method.
Self-regulating Core
Our method introduced in section 3 is based on the presence of shortest paths in the TRN. This implies that our methods relies on a network that is sufficiently connected because otherwise we can not find paths. Previously, subnetworks called giant strongly connected component (GSCC) and giant weakly connected component (GWCC) have been used in the analysis of metabolic networks [34, 33] to ensure a sufficient connectedness required by the methods employed by these studies. The GSCC corresponds to the subnetwork within which each node pair is connected via a directed path whereas the GWCC corresponds to the subnetwork that connects all node pairs via undirected paths [18] . Both graph theoretical measures have advantages and disadvantages. The GSCC ensures complete communication among genes because all genes can communicate (interact) with each other via a directed path. Although, this sounds appealing on the first sight it is so far unclear if each gene does actually communicate with all other genes in a gene networks. On the other hand, the GWCC is a more relaxed version of the GSCC regarding the complete communication ensuring just the connectedness between all genes. The disadvantage with regard to our method is that our measure is based on directed paths and not on undirected paths. Hence, the usefulness of the GWCC is not clear in advance with respect to our method. In addition, both measures suffer from the fact that a network consists normally of several strongly or weakly connected components. The GSCC and the GWCC are just the components that are largest with respect to the number of nodes. That means, either of these two measures focuses only on one connected subnetwork and neglects the rest of the network completely. To avoid this waste and to make sure that the used gene set is most suitable for our analysis we introduce a relaxed definition that ensures a directed connectedness between parts of the resulting subnetwork. We call this subnetwork the self-regulating core (SRC) of the transcriptional regulatory network. The self-regulating core we base our analysis in section 4.2 on is defined the following way. We generate from P an ensemble of E networks. For each of these networks we calculate the shortest paths between all gene pairs with the algorithm of Dijkstra [17] . Now we determine the number of genes i 0 that have at least one shortest path that starts at i 0 and ends at an arbitrary gene j (Eq. 5). Analogously, we determine the number of genes for in-coming (Eq. 6) and in-coming and out-going shortest paths (Eq. 7).
Here D ij corresponds to the number of shortest paths between gene i and gene j. We want to remark that in the case a shortest path between gene i and j does not exist for any network from the ensemble we set D ij = ∞.
From this it follows that we consider only genes that have always in-and out-going shortest paths with probability one. This is rather conservative but ensures that all genes from the self-regulating core are always connected to some other genes from this set. The self-regulating core is defined by the set of genes that has in-coming as well as out-going shortest paths and consists for our TRN of 804 genes. From the definition in Eq. 7 it is clear that the self-regulating core has resemblance to both the GSCC and the GWCC yet it is different. By choosing this name -self-regulating corewe wanted to emphasize that all genes from this set share one important property we consider as vital for a gene network. Namely, each gene is able to provide a commando as well as to receive an order by at least one other gene. This is a necessary condition to establish a control system comprising all genes in the set because signals can be sent as well as feedback received [10, 48] . As an interesting side remark we note that the size of the selfregulating core covers about 13% of the overall network. This is a fairly high value considering the complexity of the overall problem and the fact that the experiment was not designed for this method in the first place. Further, we want to note that by considering only the nearest neighbors of each gene we obtain the following results #{i 0 |∃ j :
#{i 0 |∃ j :
From this definition the self-regulating core would consists of 1238 genes. That means, approximating the presence of shortest in-coming and out-going paths by non-negative edge probabilities P ij would overestimate the selfregulating core by 53%. This indicates that despite the fact that all results, i.e., paths, are obtained via P it is necessary to search these paths explicitly and that shortcuts evaluating only P edge-wise are quite misleading. Finally, we investigate if the self-regulating core is a representative subset of all ∼ 6000 genes of yeast or if it is biased towards some biological processes. For this reason, we determine the number of genes for eight GO categories on level one. Level one means, that these GO categories have a distance (in terms of Dijkstra distance) of one (edge) to the root node (GO:0008150). These categories would not not be very informative if one would be interested in, e.g., a function of a gene, however, here we are interested in the distribution of basic biological processes the genes are from. In table 1 we show the resulting numbers. Here p = 100N SRC /N T is the percentage a category is preserved between the number of genes for the self-regulating core (N SRC ) and the number of genes in the whole genome (N T ). To simplify the notation we neglected the index for the category. From the Table 1 : Numerical results for eight GO categories representing basic biological processes on level one. Here N SRC is the number of genes in the self-regulating core and N T is the number of genes in the whole genome for a given GO category. The index of the category is surpressed to simplify the notation. p = 100 resulting percentages p one can see that each category is represented with almost the same proportion in the self-regulating core indicating that the SRC is a homogeneous subset of the whole genome not favoring (overrepresenting) or dis-favoring (underrepresenting) genes from certain biological processes. A hypergeometric test for each GO category confirms this observation by not rejecting the Null hypothesis on a significance level of 0.05 that the distribution for the SRC and the whole genome are the same. Fig.  4 visualizes the proportion of the eight GO categories for the self-regulating core we will use in our further analysis.
Functional Annotation of Genes
Our method for the functional annotation of genes is based on the hypothesis that genes that occur frequently together on shortest paths function together by contributing to the same biological process. Before we present our predictions for the function of unannotated genes in section 4.2.2 we demonstrate statistically that our hypothesis is correct. in table 1 for the SRC we will use in our further analysis.
Testing our hypothesis statistically
Because our hypothesis 1 is heuristic rather than derived from higher principles we need to demonstrate that our hypothesis is not only plausible in an intuitive but statistical sense. That means, we have to transform our verbal hypothesis in a mathematical one using the data available that can be tested by means of statistics. For this reason, we determine the joint betweenness values jb ij for all gene pairs (i, j) in the self-regulating core according to Eq. 3. We call the resulting set containing all joint betweenness values JB SRC . This set is filtered by using only genes that are annotated according to the gene ontology database. We call the set of annotated genes G A . Filtering JB SRC with respect to the condition i, j ∈ G A gives JB A SRC . That means, the joint betweenness values jb A ij ∈ JB A SRC in this set comprise only pairs of genes that are both annotated. Finally, we have to define what 'share a common biological function' of pairs of genes in hypothesis 1 means. Using the gene ontology database [5] this question seems at first simple because if two genes are in exactly the same GO category we can be sure that they share a common biological function because that is what a GO category means. However, if two genes are not in exactly the same category but have a distance of, e.g., n (measured as Dijkstra distance in the DAG of GO) from each other the answer to this question is no longer simple. First, in this case the gene pair contributes only to some extend to the same biological process which should be quantified by a continuous value between zero (completely different) and one (from exactly the same biological process). Second, not all gene pairs that have distance n from each other should necessarily be quantified by the same value. For these reasons, we evaluate the overlap of biological function between gene pairs and, hence, their gene similarity, with a semantic similarity measure. The semantic similarity of gene pairs has been studied previously, e.g., in computational linguistics [26, 30, 32, 41, 42] . The basic principle of all suggested methods to deal with this kind of problem in the context of the gene ontology database is to find a common parent of both genes that has the additional property to occur least frequent in the data set. The resulting probability
is called the minimum subsumer. Here we just give one example for a semantic similarity measure introduces by Resnik [41] which is
For the more subtle details about other measures the reader is refered to, e.g., [32] . Descriptively, two parents of both genes that have the same distance from the root node are differently informative if their frequency to appear in the data set is different. Hence, choosing the 'rare' parent provides more information about both genes. We want to emphasize, that the suggested semantic similarity measures [26, 30, 32, 41, 42] extend the intuitive view to choose a common parent that is farest away from the root node by considering the probability p(c) the corresponding GO category occurs in the database. This problem is visualized in Fig. 5 . In Fig. 5 we depict a part of the gene ontology database that can be represented as directed acyclic graph (DAG) whereas the top node represents the root category, e.g., for biological processes GO:0008150, and the other nodes represent more specific categories. Choosing a rigid threshold L t , e.g., L t = 2 as in Fig. 5 , flags all nodes above this threshold as uninteresting and considers all nodes on and below L = 2 as interesting or similar according to, e.g., a biological function. However, considering appearance frequencies within the database could result in a case where p a < p b and, hence, according to semantic similarity measures [26, 30, 32, 41] gives sim a > sim b despite Figure 5 : Schematic visualization of a small part of the GO database. The top node represents the root of a category, e.g., for biological processes GO:0008150, and the other nodes represent more specific categories. L indicates the level on which the corresponding nodes are.
the fact that node b is below and node a above the threshold L = 2. This demonstrates that the semantic similarity measures allow us to select gene pairs that are more informative than gene pairs that are obtained by just thresholding the DAG of the gene ontology database. The point here is not to gain more or less nodes (gene pairs) but to gain more nodes that are informative! Hence, utilizing semantic similarity measures instead of thresholding GO provides us with the ability to control the level of conservativeness more strictly regarding the similarity of genes and their functions respectively. For our analysis in section 4.2.2 we use four different semantic similarity measures [26, 30, 41, 42] and compare their results. We did not select one specific measure to avoid a bias regarding the selected method but demonstrate that the obtained results are independent of the concrete choice of the semantic similarity measure. The set of the semantic similarity values is called SIM A SCR . Both sets containing only genes G A for which all two conditions hold. Now we rank the semantic similarity sim A (g i , g j ) ∈ SIM A SRC and the joint betweenness jb A ij ∈ JB A SRC values in descending order and assign each gene pair in the two rankings a unique integer, e.g., given by the ranking of the semantic One can see that for a significance level of α = 0.05 all four semantic similarity measures give similar results and confirm that the correlation between the rank-ordered semantic similarity values and joint betweenness values is different from zero. The number of gene pairs used for this analysis was about 10000. This analysis demonstrates statistically that our hypothesis holds and is independent of the used semantic similarity measure.
Gene Annotation
Before we present our predictions for the biological function of unannotated genes we want to mention that the number of annotated genes in the selfregulating core is 744 and the number of genes without annotation is 60. For comparison, the number of annotated genes in the yeast genome is 5481 and the total number of genes without annotation is 735. That means, the function of about 12% of the genes are completely unknown. As a warning we want to emphasize that this does not imply that each gene declared as annotated is completely understood regarding all biological functions this gene participates. Instead, it merely means that there is at least some information available. For our prediction we use all joint betweenness values JB SRC for which each gene pair contains one annotated (A) and one unannotated (U) gene because otherwise there is no prediction possible. The resulting set is called JB AU SRC . From the set JB AU SRC we use only the gene pairs with jb ij ≥ jb Θ . The threshold jb Θ is chosen to ensure that all gene pairs for which jb ij ≥ jb Θ (7/26) holds are in the top 5% of all joint betweenness values,
Here p(jb) is the distribution of the joint betweenness values. In table 3 we present our predictions results. The genesIDs of the unannotated genes are assigned to GO categories on level L = 4. Level zero corresponds to the root node (GO:0003673) of the GO database. The number in brackets (a/b) behind the geneID indicates: (b) is the total number of joint betweenness pairs the unknown genes appears. (a) is the number of joint betweenness pairs that match the assigned GO category. It is important to realize that an unknown gene is permitted to show up in more than one joint betweenness pair because a gene might be involved in more than one biological function. For example, gene 855743 appears in 22 joint betweenness pairs. For 7 of these pairs 855743 is coupled to genes from protein metabolism (GO:0019538), for 8 to biopolymer metabolism (GO:0043283) and for 7 pairs to organelle organization and biogenesis (GO:0006996). These results are also summarized in table 4. Here the predicted GO categories are sorted ac- Table 4 : Sorted predictions according to geneIDs. Below each geneID the GO category on level three and four are presented. GO category three corresponds to the parent node of the GO categories on level four. The numbers indicate the number of joint betweenness pairs these categories appeared.
Discussion
Our results presented in table 3 and 4 indicate that all GO categories in these tables are off springs of only two from eight GO categories on level one (measures as Dijkstra distance from the root node of the category 'biological process') in which genes from yeast can be found. These two categories are cellular process (GO:0009987) and physiological process (GO:0007582). For comparison, table 1 shows all eight GO categories on level one and the corresponding number of genes in these categories. There are at least three reasons why our predictions are plausible biologically. First, the number of genes either from cellular process (GO:0009987) or physiological process (GO:0007582) form the largest set of genes in yeast. Table 1 shows that 555 (69%) genes from the self-regulating core are in GO:0009987 and 561 (70%) genes are in GO:0007582. Hence, all predicted genes are from a very dominating set of possible functions the genes could undertake. The set of functions is dominating because the probability to choose one gene randomly from either cellular process (GO:0009987) or physiological process (GO:0007582) is about 80% for the genome as well as the self-regulating core. Second, because the expression data we used in our analysis are from viable yeast strains [15] the processes cellular process (GO:0009987) and physiological process (GO:0007582) are certainly of central importance for yeast to maintain and ensure a proper functioning of the organism. This implies also that we can be sure that the predicted categories should be present in the experimental data and, hence, in the network structure. Without provoking one of the more rare categories by providing specific physiological conditions that entail specific biological processes it is unlikely to expect them by chance. Third, our method we used to annotate genes is a graph theoretical method based on the joint betweenness measure we defined in section 3.2. Because this measure uses the shortest paths found in the transcriptional regulatory network we need a sufficiently dense subnetwork of the overall transcriptional regulatory network to function properly. Otherwise, it is unlikely that the joint betweenness value of a gene pair would pass our filtering procedure. Due to the causality of the underlying network this implies, however, that our algorithm needs a sufficiently large subgraph representing a biological process. Naturally, many genes from the same biological process can be found in this structure because the subgraphs given by cellular process (GO:0009987) and physiological process (GO:0007582) are the largest in the overall network. These three points provide evidence that our obtained results are plausible from a biological as well as methodological point of view.
We want to emphasize that we do not predict the GO categories for genes on level one but on level four (measures as Dijkstra distance from the root node of the category 'biological process'). With the discussion above about GO categories on level one we just wanted to provide some evidence for the plausibility of our predictions. The difference between these levels is an increase in the specificity of the predicted biological function. As mentioned above on level one there are eight possible categories whereas on level four there are already over 1500 GO categories. From table 3 one can see that we are able to restrict our prediction to just seven of these categories. Further, we want to emphasis that our predictions are not based on single joint betweenness values but on multiple ones. For example, the gene 852493 has been found in 10 different joint betweenness values. Each time it was paired with a gene from the category biopolymer metabolism (GO:0043283) (see table 3 ). Or gene 853445 was found in a total of 59 joint betweenness values whereas in 10 cases it was paired with a gene from the category protein metabolism (GO:0019538).
Conclusions
In this article we introduced a novel method to make predictions for the functional annotation of genes. Our method is based on a graph theoretical measure we call joint betweenness that is a conceptional extension of the measure betweenness which is a centrality measure [23, 24] . Joint betweenness aims to detect pairs of genes that appear frequently together on shortest paths in a network. By considering joint betweenness values for pairs of annotated and unannotated genes that appear significantly more often than other gene pairs we are able to make a prediction for the biological function of the unannotated gene by associating it with the annotated gene. We provided a large scale proof of concept of our method for genes from the transcriptional regulatory network of Saccharomyces cerevisiae by demonstrating statistically that genes that appear frequently together on shortest paths share a common biological function. As main result, we made predictions about the biological function of previously unannotated genes and found that all these genes are involved in metabolic pathways of yeast. These results are plausible considering the working principles of our method which is mainly based on the presence of shortest paths within a network. Due to the fact that only gene pairs are selected that appear on many shortest paths and the correlation between appearance frequency and common biological process we proved statistically it would be unlikely to find genes from many fundamentally different biological processes because this would at least partially contradict our underlying hypothesis 1. For this reason, the results are consistent with our overall concept. Finally, our results provide further evidence that a combination of graph theoretical and statistical methods are a powerful federation regarding the functional analysis of biological systems because graph theoretical methods embody naturally a systems approach whereas statistical methods are able to deal with the inherent noise in experimental data. Especially, regarding the molecular biological understanding of complex diseases [20, 44] we are convinced that such interdisciplinary methods bear a great potential to increase our understanding substantially.
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