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Abstract
This note concerns rate independent operators R : Lip(0, T ) −→ BV (0, T ) ∩ C(0, T ) that are continuous with respect to the
strict metric of BV . In a recent paper we proved that R can be continuously extended to all of BV (0, T ) provided it is locally
isotone, a slightly weaker condition than the local monotonicity well known in hysteresis. In this work we prove that local isotony
is also a necessary condition, thereby giving a characterization of rate independent operators R that admit a continuous extension
to BV .
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction: Rate independent operators
Rate independent operators are a useful tool for solving problems in several branches of applied sciences, like
hysteresis, elasto-plasticity, shape-memory alloys and so on. Before going on, let us now recall the precise definition.
Throughout the work a, b ∈ R, a < b, and I =]a, b[. We deal with elements of the space RI , i.e. with real functions
defined on I . We warn the reader that by an increasing function on I , we mean a function f : I −→ R such that
( f (t1) − f (t2))(t1 − t2) ≥ 0 for every t1, t2 ∈ I . For functions f satisfying the previous inequality in a strict sense
we use the name strictly increasing. The same convention is adopted for the term decreasing. Finally f is monotone
if it is increasing or if it is decreasing. We will deal with functions that can be continuously extended to I = [a, b].
Definition 1.1. Let F(I ) ⊆ RI , F(I ) 6= ∅, and let R : F(I ) −→ RI . The (nonlinear) operator R is called rate
independent if R(u ◦ φ) = R(u) ◦ φ for every u ∈ F(I ) and for every φ : I −→ I increasing, surjective such that
u ◦ φ ∈ F(I ).
We recall that R is called a hysteresis operator if it is rate independent and satisfies the condition R(u1)(t) =
R(u2)(t) whenever u1 = u2 on ]0, t]. A large number of papers and monographs have been devoted to the
mathematical analysis of hysteresis: we refer the reader to [1–4] for comprehensive treatments of the theory. The
notion of rate independence is crucial in hysteresis; indeed it allows a pictorial representation of the relationw = R(u)
as loops in the (u, w)-plane without any reference to time. It is well known that hysteresis loops usually consist of
increasing branches. This leads to the notion of locally monotone operators, i.e. those operatorsR : F(I ) −→ RI such
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that if u ∈ F(I ) is increasing (resp. decreasing) on some subinterval ]c, d[, then R(u) is increasing (resp. decreasing)
on the same interval. We remark that local monotone operators are crucial in connection with quasilinear PDEs with
hysteresis because their property allows us to obtain enough a priori estimates in order to get the existence of weak
solutions (see [2–4]). In [5] we introduced the following notion that is slightly weaker than local monotonicity.
Definition 1.2. Let F(I ) ⊆ RI , F(I ) 6= ∅, and let R : F(I ) −→ RI . We say that R is locally isotone if for every
c, d ∈ I , c < d , and for every u ∈ F(I ) monotone on ]c, d[, then R(u) is monotone on ]c, d[.
We defined the notion of local isotony in dealing with the problem of extending to BV (I ) a rate independent
operator defined on a space of regular functions: a common problem in the applications and in the theory (cf. [2,
4,6]). We proved that if Lip(I ) ⊆ F(I ) ⊆ BV (I ) ∩ C(I ), R : F(I ) −→ BV (I ) is a locally isotone rate
independent operator, continuous with respect to the natural strict topology of BV (see the definition (2.2) below), and
R(Lip(I )) ⊆ C(I ), then it admits an essentially unique continuous extension to BV (I ): ‘essentially’ here means that
if we identify two functions agreeing a.e. then the extension is unique. We also applied our result to several concrete
hysteresis operators obtaining, with only one unified procedure, a number of extension results, many of them new.
The aim of the present note is to show that local isotony is also a necessary condition in order to have a continuous
extension, thereby giving a complete characterization of BV -continuous rate independent operators. In order to fix
notation, in the next section we give the main definitions and properties of functions of bounded variation. In Section 3
we state precisely our results and we prove them in Section 4.
2. Preliminaries: Functions of bounded variation
By L1 we denote the one-dimensional Lebesgue measure. We do not identify two functions agreeing L1-a.e. on I .
If f ∈ RI , then Discont( f ) represents the set of discontinuities of f .
Definition 2.1. We say that u ∈ L1(I ) is of bounded variation on I if its distributional derivative Du is a finite signed
Borel measure. The space of all functions of bounded variation on I is denoted by BV (I ). We recall that a subdivision
of a subinterval J ⊆ I is a family (t j )mj=0, m ∈ N, with the property that t0 < · · · < tm and t j ∈ J for j = 0, . . . ,m.
The pointwise variation of u on J is defined as
pV(u, J ) := sup
{
m∑
j=1
|u(t j )− u(t j−1)| : m ∈ N, (t j )mj=0 subdivision of J
}
.
The essential variation eV(u, J ) of u on J is defined as the infimum of {pV(w, J ) : u = w L1-a.e. in J }. If v ∈ RI
is such that pV(v, I ) = eV(u, I ) < ∞, then v is called a good representative of the L1-class of u.
Proposition 2.1. Let u ∈ L1(I ). Then u ∈ BV (I ) if and only if eV(u, I ) < ∞. In this case there exists a good
representative v ∈ RI of u and we have ‖Du‖ := |Du| (I ) = eV(u, I ), where |Du| denotes the total variation of
the measure Du. Moreover there exists a unique constant C ∈ R such that the functions ur , ul ∈ RI defined by
ul(t) := C + Du(]a, t[) and ur (t) := C + Du(]a, t]), t ∈ I , are good representatives; ur is right-continuous, ul is
left-continuous. Any other good representative v of u is characterized by the condition
v(t) ∈ {(1− λ)ul(t)+ λur (t) : λ ∈ [0, 1]} ∀t ∈ I, (2.1)
and Discont(v) = {t : |Du| ({t}) 6= 0}.
For a proof of the previous proposition we refer the reader to [7, Theorems 3.27, 3.28]. The strict (semi)metric ds
on BV (I ) is defined by
ds(u, v) := ‖u − v‖L1(I ) + |‖Du‖ − ‖Dv‖| , u, v ∈ BV (I ). (2.2)
A sequence of functions which converges with respect to the strict metric is called strictly convergent on I . This metric
is not complete, but induces the “natural” topology on BV (I ): indeed it is well known that for every u ∈ BV (I ) there
is a sequence un ∈ C∞(I ) such that ds(un, u) → 0 (cf., e.g., [7, Theorem 3.9]).
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3. Statement of the main results
In order to state the main results let us introduce a sort of arc length of a function of bounded variation. We
follow [8, Section 2.5.16], even if the situation here is slightly different because we want two functions agreeing
L1-a.e. to have the same arc length and a normalization factor is needed. If u ∈ BV (I ) we define the normalized arc
length function `u : I −→ I by setting
`u(t) :=
a +
b − a
‖Du‖ |Du| (]a, t[) if ‖Du‖ 6= 0
a if ‖Du‖ = 0
, t ∈ I . (3.1)
The function `u is increasing, Discont(`u) = Discont(ul), and Ir`u(I ) =⋃{]`u(t−), `u(t+)] : t ∈ Discont(ul)}. If
t1 < t2 we have |ul(t1)−ul(t2)| ≤ pV(ul , [t1, t2]) = pV(ul , ]a, t2])−pV(ul , ]a, t1]) = eV(u, ]a, t2[)−eV(u, ]a, t1[);
therefore
|ul(t1)− ul(t2)| ≤ ‖Du‖|`u(t1)− `u(t2)|/(b − a) ∀t1, t2 ∈ I . (3.2)
This inequality yields that ul(`−1u (σ )) is a singleton for every σ ∈ `u(I ); therefore there is a unique function
U : `u(I ) −→ R such that U ◦ ` = ul . From (3.2) it also follows that U is the unique Lipschitz function such
that U ◦ `u = uL1-a.e.. If we define u˜ : I −→ R by setting
u˜(σ ) := (1− λ)ul(t)+ λul(t+), σ = (1− λ)`u(t)+ λ`u(t+), t ∈ I, λ ∈ [0, 1],
then u˜ extends U . The function u˜ may be regarded as a kind of reparametrization of u by the normalized arc length.
We summarize the previous discussion in the following
Proposition 3.1. Let u ∈ BV (I ) and let `u : I −→ I be its “normalized” arc length defined by (3.1). Then there
exists a unique function u˜ ∈ Lip(I ) such that
u = u˜ ◦ `u L1-a.e. in I, (3.3)
u˜ is affine on [`u(t−), `u(t+)] ∀t ∈ Discont(`u). (3.4)
Here is the statement of our main result.
Theorem 3.1. Let F(I ) ⊆ RI be such that Lip(I ) ⊆ F(I ) ⊆ BV (I ) ∩ C(I ). Let R : F(I ) −→ BV (I ) be rate
independent, continuous with respect to the strict topology, and such that R(Lip(I )) ⊆ C(I ). Let us assume that R is
not locally isotone. Then R cannot be continuously extended to the whole space BV (I ).
Remark 3.1. The assumptions of Theorem 3.1 imply that if u ∈ F(I ), φ ∈ C(I ; I ) is increasing and onto, and
u ◦ φ ∈ F(I ), then R(u ◦ φ) = R(u) ◦ φ. The fact that R(u) ◦ φ ∈ BV (I ) is not an implicit request of the definition
of rate independence, but follows from the assumptions. Indeed R(u) ∈ BV (I ), and R(u)l ◦ φ is the left-continuous
good representative of R(u)◦φ; therefore, since pV(R(u)l ◦φ, I ) = pV(R(u)l , I ), we get that R(u)◦φ is of bounded
variation.
Taking into account the result we proved in [5, Theorem 3.1], we then find
Theorem 3.2. Let F(I ) ⊆ RI be such that Lip(I ) ⊆ F(I ) ⊆ BV (I ) ∩ C(I ). Let R : F(I ) −→ BV (I ) be
rate independent, continuous with respect to the strict topology, and such that R(Lip(I )) ⊆ C(I ). Then R can be
continuously extended to BV (I ) if and only if R is locally isotone. In this case an extension is given by the operator
R˜ : BV (I ) −→ BV (I ) defined by R˜(u) := R(˜u) ◦ `u for every u ∈ BV (I ). If we identify two functions which agree
a.e. the previous extension is unique.
4. Proofs
We begin by proving some preparatory lemmas. We will repeatedly use the elementary fact that if c, d ∈ I , c < d,
u, v ∈ RI , and if φ :]c, d[−→ I is a continuous increasing nonconstant function such that u = v ◦ φ, then u is
monotone on ]c, d[ if and only if v is monotone on ]φ(c), φ(d)[.
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Lemma 4.1. Let F(I ) be such that Lip(I ) ⊆ F(I ) ⊆ C(I ) ∩ BV (I ) and let R : F(I ) −→ RI be rate independent.
If c, d ∈ R, c < d, and if u ∈ F(I ) is constant on ]c, d[, then R(u) is constant on ]c, d[.
Proof. Since u is equal to a constant on ]c, d[, we have that `u(t) = `u(c) for every t ∈]c, d[. Moreover the
continuity of u is inferred from the continuity of `u ; therefore by rate independence we haveR(u)(t) = R(˜u)(`u(t)) =
R(˜u)(`u(c)) for every t ∈]c, d[, and the lemma is proved. 
Lemma 4.2. If R satisfies the assumptions of Lemma 4.1 and if it is not locally isotone, then there exist u ∈ Lip(I )
and c, d ∈ I such that c < d, u is nonconstant affine on ]c, d[, and R(u) is not monotone on ]c, d[.
Proof. By assumption there exist v ∈ F(I ) and c, d ∈ R such that c < d, v is monotone on ]c, d[, and R(v) is
not monotone on ]c, d[. Observe that it is not restrictive to assume that v ∈ Lip(I ), because if this is not the case,
we can consider v˜ ∈ Lip(I ) and ]`v(c), `v(d)[ instead: indeed `v is increasing and onto, therefore from the equality
v = v˜ ◦ `v it follows that v˜ is monotone on ]`v(c), `v(d)[ and that R(v) = R(˜v) ◦ `v , which yields that R(˜v) is not
monotone on ]`v(c), `v(d)[. Now let u be the unique continuous function on I that is affine on ]c, d[ and such that
u(t) = v(t) for every t ∈ Ir]c, d[. We have that u ∈ Lip(I ) because v is Lipschitz continuous. By Lemma 4.1 we
get that v is nonconstant on ]c, d[; therefore u is also nonconstant on ]c, d[, so that it is one-to-one on this interval:
for simplicity we indicate by u−1 the inverse of its restriction on ]c, d[. Now let φ : I −→ I be the function defined
by φ(t) := u−1(v(t)) for t ∈]c, d[ and equal to the identity outside ]c, d[. By the definition of u it follows that φ
is continuous increasing and surjective and that v = u ◦ φ. Therefore, since u ∈ Lip(I ) ⊆ F(I ), rate independence
yields the equality R(v) = R(u) ◦ φ, that lets us infer that R(u) is not monotone on ]c, d[. 
In order to prove Theorem 3.1 we also need the following two results that we proved in [5, Proposition 4.1, Lemma
4.2].
Lemma 4.3. If u, un ∈ BV (I )∩C(I ) for every n ∈ N and un → u strictly in BV , then un converges to u uniformly
on I .
Proposition 4.1. Let u, un ∈ BV (I ) for every n ∈ N be such that un → u strictly. Let ` and `n be the “normalized”
arc length functions of u and un defined as in (3.1), and let u˜ and u˜n be the unique Lipschitz functions satisfying
(3.3) and (3.4) with u, u˜, `u replaced respectively by u, u˜, ` and un, u˜n, `n , as given by Proposition 3.1. Then
`n → ` a.e. in I, u˜n → u˜ strictly on I. (4.1)
Proof of Theorem 3.1. Since R is not locally isotone, by the previous lemma there exist u ∈ Lip(I ) and c, d ∈ [a, b]
such that c < d , u is affine and nonconstant on ]c, d[, and R(u) is not monotone on ]c, d[. Since `u is continuous,
from u = u˜ ◦ `u , we infer that R(u) = R(˜u) ◦ `u ; hence R(˜u) is not monotone on ]`u(c), `u(d)[. Moreover, for
every t ∈]c, d[ we have `u(t) = (b − a){pV(u, ]a, c]) + |u(t) − u(c)|}/‖Du‖, and therefore the fact that u is affine
and nonconstant on ]c, d[ implies that `u is also affine and nonconstant on the same interval, and this entails that
u˜ = u ◦ `−1u is affine and nonconstant on ]`u(c), `u(d)[. Now let us define z ∈ RI by
z(t) :=
{
u(t) if t 6∈]c, d[
u(d) if t ∈]c, d[.
Since u is nonconstant on ]c, d[, we have that Discont(z) = Discont(`z) = {c}; thus z ∈ BV (I )rC(I ) and
`z(t) = `u(t) if t 6∈]c, d[, `z(t) = `u(d) if t ∈]c, d[. (4.2)
From the equalities u = u˜ ◦ `u , z = z˜ ◦ `z , from (4.2), and from the uniqueness properties of reparametrizations stated
in Proposition 3.1, Eqs. (3.3) and (3.4), it follows that
z˜(σ ) = u˜(σ ) if σ 6∈]`z(c−), `z(c+)[, z˜ is affine on ]`z(c−), `z(c+)[,
and indeed `z(c−) = `u(c), `z(c+) = `u(d). But u˜ is affine on ]`z(c−), `z(c+)[, and thus z˜ = u˜; hence
R(˜z) is not monotone on ]`z(c−), `z(c+)[. (4.3)
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Now let zn ∈ Lip(I ) be such that zn → z strictly in BV (I ). Let us denote the functions `zn simply by `n . We start by
showing that
R(zn) → R(˜z) ◦ `z in L1(I ) (4.4)
as n → ∞. By Proposition 4.1 z˜n → z˜ strictly; hence, since R is continuous, R(˜zn) → R(˜z) strictly. Therefore by
Lemma 4.3 R(˜zn) → R(˜z) uniformly, because R(˜zn),R(˜z) ∈ C(I ). Hence, using also the first convergence of (4.1),
we have that R(zn)(t) = R(˜zn)(`n(t)) → R(˜z)(`u(t)) for a.e. t ∈ I , when n →∞. Observe also that by the uniform
convergence we get supn∈N ‖R(zn)‖∞ = supn∈N ‖R(˜zn) ◦ `n‖∞ = supn∈N ‖R(˜zn)‖∞ < ∞; thus in order to obtain
(4.4) it suffices to apply the dominated convergence theorem. Now let us compute the limit of ‖D(R(zn))‖. Thanks to
the continuity of R(˜zn) and `n we have
‖D(R(zn))‖ = ‖D(R(˜zn ◦ `n))‖ = pV(R(˜zn) ◦ `n, I ) = pV(R(˜zn), I ) = ‖D(R(˜zn))‖.
Now, R is continuous with respect to the strict metric; hence ‖D(R(˜zn))‖ → ‖D(R(˜z))‖, and therefore
‖D(R(zn))‖ → ‖D(R(˜z))‖. (4.5)
Let us compute ‖D(R(˜z) ◦ `z)‖. Since R(˜z) is continuous and `z is increasing, we have that R(˜z) ◦ `z is a good
representative; therefore, using elementary properties of the pointwise variation,
‖D(R(˜z) ◦ `z)‖ = pV(R(˜z) ◦ `z, I )
= pV(R(˜z) ◦ `z, ]a, c])+ pV(R(˜z) ◦ `z, [c, b[)
= pV(R(˜z), ]a, `z(c−)[)+ |R(˜z)(`z(c+))− R(˜z)(`z(c−))| + pV(R(˜z), ]`z(c+), b[).
By (4.3) we infer that |R(˜z)(`z(c+))− R(˜z)(`z(c−))| < pV(R(˜z), [`z(c−), `z(c+)]); therefore we get
‖D(R(˜z) ◦ `z)‖ < pV(R(˜z), ]a, `z(c−)])+ pV(R(˜z), [`z(c+), `z(c−)])+ pV(R(˜z), [`z(c+), b[)
= pV(R(˜z), I ) = ‖D(R(˜z))‖
and hence we infer that ‖D(R(˜z))‖ 6= ‖D(R(˜z) ◦ `z)‖, which together with (4.4) and (4.5) implies that R(zn) does not
have a limit in BV (I ) with the strict topology and this concludes the proof. 
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