Abstract. Let m ≥ 3. Suppose that
Introduction
The well-known Green-Tao theorem [8] asserts that for each m ≥ 3, the set of all primes P contains infintely many non-trivial arithmetic progressions of length m. The Green-Tao theorem has been generalized for the primes of some special forms, including the Chen primes (by Zhou [23] ), the primes p such that the interval [p + 1, p + 7 × 10 7 ] contains at least one prime (by Pintz [16] ), the primes of the form x 2 + y 2 + 1 (by Sun and Pan [18] ), etc.. For the further generalizations of the Green-Tao theorem, the reader may refer to [9, 12, 13, 19, 20, 21] .
The Piatetski-Shapiro prime is another kind of primes of the special form. A wellknown conjecture asserts that there exist infinitely many primes of the form n 2 + 1. This conjecture is far from solved under the current techniques, though Iwaniec [11] proved that there exist infinitely many n such that n 2 + 1 has at most two prime factors. In 1953, Piatetski-Shapiro [15] considered another approximation to this conjecture. Suppose that γ ∈ (0, 1) and γ γ + O(1) for any sufficiently large x. Piatetski-Shapiro [15] proved that for any γ ∈ (11/12, 1), there exist infinitely many primes lying in N as x → +∞, where
is the set of those primes of the form [n 1 γ ]. Nowadays, the primes in P γ is also called Piatetski-Shapiro primes. The result of Piatetski-Shapiro has been improved many times. The current best known result on the distribution of the Piatetski-Shapiro primes is due to Rivat and Wu [17] , they proved that
for any γ ∈ (205/243, 1).
On the other hand, with the help of Heath-Brown identity [10] , Balog and Friedlander [1] proved that for any γ ∈ (20/21, 1), every sufficiently large odd integer can be represented as the sum of three primes lying in P γ . The key ingredient of Balog and Friedlander's proof is the following estimation of exponential sum: 1 γ p∈Pγ ∩ [1,x] p 1−γ log p · e(pθ) = p∈ [1,x] log p · e(pθ)
for any γ ∈ (8/9, 1), where e(θ) = exp(2π √ −1θ) and ǫ > 0 is a constant only depending on γ. Clearly using the discussions of Balog and Friedlander, one can easily prove that P γ contains infinitely many non-trivial three-term arithmetic progressions for each γ ∈ (20/21, 1). Furthermore, with the help of the transference principle, Mirek [14] obtained a Roth-type theorem for the Piatetski-Shapiro primes and showed that for any γ ∈ (71/72, 1) and any subset A ⊆ P γ with lim sup
A contains infinitely many non-trivial three-term arithmetic progressions.
It is natural to ask whether the Piatetski-Shapiro primes contain longer nontrivial arithmetic progressions. In this paper, we shall prove the following Szemerédi-type result for Piatetski-Shapiro primes. Of course, the lower bound of γ in (1.4) is not very optimal, and surely could be improved via some more accurate calculations. However, we believe that with the help of the current techniques, it is impossible to obtain a lower bound of γ independent on m. In fact, by the heuristic discussions, (1.1) should be valid for any γ ∈ (0, 1) with γ −1 ∈ Z, which is evidently very far from being proved. On the other hand, Green and Tao [9] introduced the complexity of linear equations and showed that the non-trivial m-term arithmetic progressions factly correspond to a linear equation with the complexity m − 2. Now for the simplest equation p = [n 1 γ ], we only can prove the existence of solutions when 205/243 < γ < 1. So for those equations with higher complexity, the lower bound of γ would naturally become worse.
Let us introduce the strategy for the proof of Theorem 1.1. The key ingredient is to construct a suitable pseudorandom measure for Piatetski-Shapiro primes and verify the corresponding linear forms condition. By revising the construction of Green-Tao, it is easy to obtain such a pseudorandom measure. However, our main difficulty is how to verify the linear forms condition. One reason is that the Piatetski-Shapiro prime theorem (1.1) arises from the estimations of exponential sums, rather than the sieve method. Explicitly, in order to prove Theorem 1.1, we have to give a non-trivial upper bound for the exponential sum of the form 5) where s 1 , . . . , s h ∈ Z and ψ 1 , . . . , ψ h are some linear functions. The classical van der Corput theorem is a useful tools to estimate the exponential sum of the form
where f is a smooth function over the interval [X, X + Y ]. Suppose that
for each x ∈ [X, X + Y ], where α, λ > 0 are independent on x. Then the van der Corput theorem asserts that
Unfortunately, since it is possible that some of s i in (1.5) are negative and the others are positive, for the function
Our strategy is to apply the generalized van der Corput theorem concerning the derivatives of higher order. However, for f (x) = i s i ψ i (x) and any given integer r ≥ 2, we also don't know whether |f (r) (x)| could be bounded by λ and αλ. So there are two key ingredients in our proof. First, with the help of some suitable linear transformations, the estimation of (1.5) can be reduced to a special case that
Next, we can show that for any s 1 , . . . , s h ∈ Z, there exists r ∈ [2, c(M)], where c(M) is a constant only depending on M, such that
, where α, λ > 0 and α only depends on M. Thus by using a generalization of van der Corput's theorem, we can get a desired upper bound for the exponential sum (1.5).
The whole paper will be organized as follows. First, in the next section, we shall introduce Green-Tao's transference principle and give the definitions of the pseudorandom measure and the linear forms condition. Then in the third section, we shall construct a pseudorandom measure ν for Piatetski-Shapiro primes. In Section 4, in order to verify the linear forms condition for ν, we shall reduce a Goldston-Yıldırım-type estimation to the estimation of some exponential sums. Section 5 is the core part of the proof of Theorem 1.1, which will contain two key auxiliary lemmas. Finally, in Section 6, we shall complete the proof of Theorem 1.1 by combining a generalized van der Corput theorem with the two lemmas in Section 5.
Throughout this paper, f (x) ≪ g(x) means f (x) = O g(x) as x tends to ∞. Furthermore, without the additional mentions, the implied constants in O, ≪ and ≫ at most depends on m. As usual, let φ(·) and µ(·) denote the Euler totient function and the Möbius function respectively. Furthermore, let log k denote the k-th iteration of the logarithm function.
Transference Principle
Let N be a sufficiently large prime and let Z N := Z/NZ denote the cyclic group of order N. Suppose that ν(n) : Z N → R is a non-negative function. First, we introduce the definition of the (h 0 , k 0 , m 0 )-linear forms condition. For 1 ≤ h ≤ h 0 and 1 ≤ k ≤ k 0 , suppose that
where b i , a ij ∈ Q and the numerators and denominators of those a ij all lie in
is not a rational multiple of
Clearly, we may also view those ψ i as the linear functions over Z N whenever N > m 0 . Then we say ν obeys the (h 0 , k 0 , m 0 )-linear forms condition, provided that as
for any integer s ≥ 1, and 
where c(m, δ) is a constant only depending on m and δ.
With the help of the arguments of Goldston and Yıldırım [5] , for any m ≥ 3, Green and Tao constructed a m-pseudorandom measure ν(n) over Z N such that
and c 0 , ǫ 0 > 0 are two small constants only depending on m. Let
be a function over Z N . According to the Siegel-Walfisz theorem, we have
as N → ∞. It follows from (2.3) and (2.4) that
Hence we must have
We obtain that there exist at least
pairs of (x, r) with 1 ≤ x, r < N such that W x + b, . . . , W (x + (m − 1)r) + b form a non-trivial arithmetic progression in primes..
Green and Tao's transference principle becomes a powerful tools to prove the relative Szemerédi-type theorems nowadays. Furthermore, in [2] , Conlon, Fox and Zhao weakened the requirements concerning the pseudorandom measures. In fact, they defined the notion of k-linear forms condition. Let ν be a non-negative function over Z N . Suppose that as N → ∞,
for any choice of δ j,I,J ∈ {0, 1}. Then we say ν obeys the k-linear forms condition.
Conlon, Fox and Zhao proved that
Theorem 2.2. Suppose that δ > 0 and m ≥ 3. Let f (x) be a non-negative function over
for some function ν obeys the m-linear forms condition. Then (2.3) is also valid.
Clearly the m-linear forms condition is weaker than the (2 m−1 m, 2m, m)-linear forms condition. So in order to get a relative Szemerédi-type theorem for the Piatetski-Shapiro primes, we only need to construct a suitable pseudorandom measure ν over Z N and verify the (2 m−1 m, 2m, m)-linear forms condition for ν. This is our main task in the remainder sections.
Pseudorandom Measure
Let γ and m be given in Theorem 1.1. In this section, we shall construct a pseudorandom measure ν for those primes in P γ . Let
Suppose that X is a sufficiently large positive integer. Let
According to the Piatetski-Shapiro prime number theorem,
where κ 0 = (κ 2 − κ 1 )/100. Recall that A is a subset of P γ with a positive relatively upper density. Let
x]| be the relatively upper density of A. Then we may choose a sufficiently large X such that
Let N be a prime lying in
. By the prime number theorem, such prime N always exists. Clearly
By the pigeonhole principle, there exists 1
On the other hand, clearly W n
for each 1 ≤ h ≤ h 0 . According to [22, Lemma 12 of Chapter I], there exists a smooth function ρ(t) with the period 1 such that (i) 0 ≤ ρ(t) ≤ 1 for any t and
where
Clearly if n > R is a prime, then Λ R (n) = log R. Let
and define
where λ W,b 0 is the one given in (2.5). If n ∈ [κ 1 N, κ 2 N] and W n + b 0 ∈ P γ , then
That is, we always have
In view of (3.1),
by recalling that η 0 = 2γ · (κ 1 W N) γ−1 . Hence by Theorem 2.2, if ν obeys the m-linear forms condition, then
for some constant c m,d 0 > 0 only depending on m and d 0 . By (3.9), we have f 0 (x) ≤ log R · φ(W )/(2η 0 W ). According to the discussions after (2.6), there exist at least
pairs of (x, r) with 1 ≤ x, r < N such that W x + b 0 , . . . , W (x + (m − 1)r) + b 0 form a non-trivial arithmetic progression in {p ∈ A : p ≡ b 0 (mod W )}. Thus Theorem 1.1 is concluded.
Our remainder task is to verify the (2 m−1 m, 2m, m)-linear forms condition for the measure ν. In the next section, we shall propose a Goldston-Yıldırım-type estimation for ν, which evidently implies the (2 m−1 m, 2m, m)-linear forms condition.
The Goldston-Yıldırım-type estimation
Suppose that 1 ≤ h ≤ h 0 and 1 ≤ k ≤ k 0 . Let
where a ij ∈ Z and |a ij | ≤ m. Further, suppose that (a i1 , . . . , a ik ) and (a j1 , . . . , a jk ) are linearly independent for any 1 ≤ i < j ≤ h. Below, for convenience, we write x = (x 1 , . . . , x k ). Then we have the following Goldston-Yıldırım-type estimation.
Proposition 4.1.
In this section, we need to reduce the proof of Proposition 4.1 to the estimations of some exponential sums. We shall follow the the same way of Green and Tao in [8] .
for each 0 ≤ u 1 , . . . , u k ≤ U − 1, and let B be the set of all those B u 1 ,...,u k . For any B ∈ B, we say B is good provided that for any 1
On the other hand, according to Green and Tao's discussions in [8, Page 528] , the number of all bad B ∈ B is O(U k−1 ). Hence
Note that
for any n ∈ Z N . Therefore, according to (4.2), Proposition 4.1 immediately follows from the estimation
for any J ⊆ {1, . . . , h} and any I 1 , . . . ,
, where
Since h is an arbitrary positive integer not greater than h 0 , it suffices to show that
Let us turn to the proof of (4.4). Let
Recall that in view of (3.3),
And by (3.4),
Hence for any intervals I 1 , . . . ,
Notice that Green and Tao [8, Propostion 9.5] had proven that
And we have those α s l ≪ r 0 η 0 by (3.4). Hence it suffices to show that
for any ∅ = I ⊆ {1, . . . , h} and those s i with 1 ≤ |s i | ≤ H 1 . Clearly in view of (3.5),
So we only need to show that
(4.7) However, in (4.7), it is difficult to give a suitable lower bound for the second derivatives of the sum in e(·), since perhaps some s i are positive and the other s i are negative. That is, we can't directly apply the classical van Corput theorem to (4.7). There are two auxiliary lemmas in the next section, which are the key ingredients of our proof. Then there exists a non-singular matrix T ∈ Z k×k such that |c 11 |, |c 21 |, . . . , |c h1 | are distinct positive integers bounded by h 4 M, where those c ij are given by
Two auxiliary lemmas
Proof. We shall obtain the matrix (c ij ) via a sequence of column operations on (a ij ). First, We need to get a new matrix (b ij ) 1≤i≤h 1≤j≤k such that b 11 , . . . , b h1 are all non-zero. Assume that a i 0 1 = 0. Since (a i 0 1 , . . . , a i 0 k ) is not a zero vector, there exists 2 ≤ j 0 ∈ k such that a i 0 j 0 = 0. Note that |{1 ≤ i ≤ h : a i1 = 0}| ≤ h − 1 now. By the pigeonhole role, we may choose θ ∈ {1, 2, . . . , h} such that 
is non-zero. And for each 1 ≤ i ≤ h with a i1 = 0, the first element of the i-th line of the above new matrix is still non-zero. Continuing the above process at most h times, we obtain a matrix (b ij ) with b 11 , . . . , b h1 = 0 . Let us turn to the matrix (b ij ). We shall apply an operation to (b ij ) such that the number |{(s, t) : 1 ≤ s < t ≤ h, |b s1 | = |b t1 |}| can be reduced by at least 1. Assume that |b s 0 1 | = |b t 0 1 | = 0 for some distinct s 0 , t 0 . Since (b s 0 1 , . . . , b s 0 k ) and (b t 0 1 , . . . , b t 0 k ) are also linearly independent, we may choose 2 ≤ l 0 ≤ k such that
. So there exists at most one θ = 0 such that
Hence, we may choose one θ such that
On the other hand, if s = t and |b s1 | = |b t1 |, then
. Hence, there exist at most four integers θ such that either
Thus by the pigeonhole role, we may choose θ ∈ {1, 2, . . . , 2h(h − 1)} such that
(ii) |b s1 + θ · b sl 0 | and |b t1 + θ · b tl 0 | are distinct positive integers, provided that |b s1 | and |b t1 | are distinct positive integers.
Transfer the matrix (b ij ) to a new matrix
Repeating such a process at most h(h − 1)/2 times, we may obtain the expected new matrix (c ij ) .
Lemma 5.2. Suppose that M ≥ 2 and let ψ i (x) = α i x + β i , 1 ≤ i ≤ h, be some linear functions with α i ∈ Z satisfying that
Let I ⊆ N be an interval of integers. Suppose that
for any x ∈ I and any 1 ≤ i ≤ h, where
.
Let θ 1 , . . . , θ h ∈ R and let
Then there exists
such that for every x ∈ I,
where 
and let R j+1 be the least positive integer such that
First, suppose that J is non-empty. Let j 0 be the least element of J and let
For any x ∈ I, evidently
by noting that ψ i (x) ∈ [N, ωN] and γ − r < 0. We claim that for each i = j 0 ,
In view of (5.2) and r = R j 0 ,
by noting that L j ≥ 1 for any j.
Suppose that i > j 0 . Then by (5.1), 
On the other hand, by (5.5), clearly we have
Next, suppose that J is empty. For any 1 ≤ i ≤ h − 1, in view of (5.5), similarly we have
It follows that
and
Finally, we need to give a upper bound for R h . Clearly
We claim that log
since it is easy to verify
6. Proof of Theorem 1.1
In this section, we shall complete the proof Theorem 1.1. Let ν be the pseudorandom measure constructed in (3.7). According to Theorem 2.2, we only need to verify that ν obeys the (2 m−1 m, 2m, m)-linear forms condition. Recall that h 0 = 2 m−1 m and k 0 = 2m. Suppose that 1 ≤ h ≤ h 0 and 1 , and b 1 , . . . , b i ∈ Z N . As we has mentioned, it suffices to show that T satisfies 1 ≤ |a * 11 | < . . . < |a * h1 | ≤ h 4 m. Since T is non-singular,
Therefore without loss of generality, we may assume that those linear functions ψ i ( x) = a i1 x 1 + · · · + a ik 0 x k in (6.1) satisfy 1 ≤ |a 11 | < |a 21 | < . . . < |a h1 | ≤ h 4 m.
According to our discussions in Section 3, (6.1) follows from (4.7), i.e., 
