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Introduction Générale
On constate depuis quelques décennies que le climat change à l’échelle planétaire
du fait d’un rejet important de nombreux gaz et particules dans l’atmosphère depuis
le début de l’ère industrielle (GIEC, 2014). La quantification et la contribution de
chaque processus à l’origine du changement climatique ne sont pas encore toutes
connues. Une des grandes sources d’incertitude liée au changement climatique et à
la qualité de l’air repose sur l’aérosol atmosphérique. Les aérosols atmosphériques
sont des particules solides et/ou liquide en suspension dans l’air à l’exception des
hydrométéores. Leur taille recouvre plusieurs ordres de grandeurs et leur composition
chimique est très variée selon leur origine. Ils sont composés d’un mélange complexe
de matière organique, de sels inorganiques, de carbone élémentaire, de poussières
minérales, d’éléments traces et d’eau.
Ainsi, les aérosols atmosphériques les plus petits (ou fins), qui ont un diamètre inférieur
à 2,5 mum (PM2,5) et inférieur à 10 mum (PM10), et les plus hydrophobes peuvent
pénétrer dans les poumons et le sang et occasionner des maladies respiratoires et
cardio-vasculaires (Pope et al., 2004a,c; Pascal et al., 2013, 2014). Les aérosols atmo-
sphériques naturellement émis (sels de mer, poussières désertiques et volcaniques...)
impactent le climat en interagissant directement avec le rayonnement solaire (courtes
longueurs d’onde) par diffusion et/ou absorption mais aussi dans une moindre mesure
avec le rayonnement terrestre (grandes longueurs d’onde) (Rap et al., 2013; Scott et al.,
2014). Néanmoins, l’activité de l’Homme altère l’équilibre radiatif terrestre global à
travers une modification de la quantité et de la nature des aérosols atmosphériques
(GIEC, 2014). De plus, ces particules d’aérosols servent de noyaux de condensation
et elles influencent la formation et les propriétés des nuages (albédo et durée de vie)
(GIEC, 2014). Ils affectent alors de manière indirecte le bilan radiatif à la surface de la
Terre. C’est pourquoi, il est essentiel de connaître les sources, la composition chimique,
et les processus qui régissent l’évolution de ces particules afin de pouvoir quantifier
leurs impacts environnementaux et sanitaires.
Parmi les polluants atmosphériques, les aérosols organiques (AO) présentent un grand
intérêt d’étude puisque les mesures ont montré qu’ils représentent entre 20 et 90%
de la masse totale des aérosols fins globalement (Zhang et al., 2007; Jimenez et al.,
2009)) et en Europe (Lanz et al., 2010; Crippa et al., 2014). Les AO ont de nombreuses
sources primaires, anthropiques (trafic routier, procédés de combustion industrielles...)
et biogéniques. Cependant, cette source d’aérosols organiques primaires (AOP) ne
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représente, en général, qu’une faible part (20%-50%) de la masse des AO (Lanz et al.,
2007, 2008; Crippa et al., 2014).
De récents appareillages tels que l’Aerosol Mass Spectrometer (AMS) sont capables
de mesurer la concentration, la distribution en taille mais aussi le spectre de masse
de la matière organique. Des mesures avec l’AMS ont permis de montrer qu’une
part significative des AO est formée au sein même de l’atmosphère par oxydation de
composés organiques volatils (COV) qui produisent des composés organiques semi-
volatils (COSV) qui condensent sur les particules pré-existantes (Pankow, 1994b,a;
Odum et al., 1996; Robinson et al., 2007). Cette source secondaire d’AO (aérosols
organiques secondaires (AOS)) issue de la phase gazeuse (AOS formés par partition-
nement gaz/particule (AOSgaz)) est estimée représenter entre 50% et 80% du carbone
organique atmosphérique (Claeys et al., 2004; Kalberer et al., 2004). Cependant, la
modélisation des AO qui repose uniquement sur le processus de formation des AOSgaz
montre une sous-estimation de la msse des AO par la plupart des modèles de chimie
(Heald et al., 2005; Volkamer et al., 2006; Goldstein and Galbally, 2007; Dzepina et al.,
2009). Cela suggère qu’il existe d’autres sources de formation des AOS.
La représentation des AOS dans les modèles de qualité de l’air ou de chimie
transport reste un défi. Du fait de la diversité des gaz précurseurs à considérer, la
simulation de leur évolution dans l’atmosphère nécessite l’adaptation des mécanismes
réactionnels utilisés pour simuler les niveaux d’ozone par exemple. Le défi vient
également de la sensibilité des processus de formation et de vieillissement des aérosols
aux conditions météorologiques variables. Ces questions ont motivé une première étude
sur la simulation des aérosols en Europe par deux modèles à méso-échelle, Meso-NH et
WRF/CHEM.
La chimie en phase aqueuse dans les gouttelettes nuageuses, de brouillard et de pluie,
est également une source potentielle de formation des AOS (AOS formés par la chimie
aqueuse (AOSaq)) (Blando and Turpin, 2000; Aumont et al., 2000; Hallquist et al.,
2009; Ervens et al., 2014).
L’expérience en laboratoire a montré que la présence d’acide oxalique dans l’eau
nuageuse provient de l’oxydation de l’acide pyruvique en phase aqueuse (Carlton et al.,
2006). L’eau présente dans les aérosols peut représenter 2 à 3 fois la masse de la totalité
de toutes les espèces composant l’aérosol sec (Liao and Seinfeld, 2005). Ainsi, les
composés organiques hydro-solubles et semi-volatils ont un accès plus grand à l’eau qu’à
la partie condensée de l’aérosol. De nombreuses expériences ont montré la formation
de composés à haut poids moléculaire (oligomères) et fortement oxygénés par la chimie
aqueuse des aérosols humides (Ervens et al., 2011). Contrairement à la gouttelette
nuageuse, la concentration du soluté de l’aérosol est beaucoup plus forte. Les mesures
de terrain ont également montré la formation d’AOSaq dans les nuages (Sorooshian
et al., 2006). De plus, la chimie en phase aqueuse permet d’expliquer d’une part la
masse manquante des AOS modélisée mais aussi le rapport de la masse oxygénée sur
la masse de carbone des composés (O/C) trop faible si la phase aqueuse est exclue des
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modèles (Lim et al., 2005, 2010; Carlton et al., 2006, 2008; Ervens and Volkamer, 2010).
La modélisation de la chimie des nuages connaît un essor important depuis les vingt
dernières années. Les modèles de boîte (0D), ont des mécanismes chimiques complexes
souvent explicites. Ils utilisent des conditions environnementales prescrites (contenu
en eau liquide, température, impact des nuages sur le taux de photolyse,...) ce qui ne
permet pas de considérer les interactions entre les processus chimiques et les processus
dynamiques, radiatifs et microphysiques. De récents développements ont été réalisés
dans les modèles 0D et concernent les processus spécifiques à la chimie des nuages et
à la formation des AOSaq (Leriche et al., 2007; Ervens et al., 2013). Ce sont des outils
essentiels pour tester de nouvelles paramétrisations et pour les interpréter avec les
observations en chambre atmosphérique.
La représentation actuelle des processus de formation des aérosols organiques secon-
daires associés à la phase aqueuse dans les modèles tri-dimensionnels est généralement
caractérisée par un nombre limité de gaz précurseurs et par une représentation
simplifiée des réservoirs microphysiques, notamment dans les modèles globaux (Chen
et al., 2007; Carlton et al., 2008). Dans ces conditions, l’ajout d’une source d’AOS
dans la phase aqueuse ne permet pas toujours d’améliorer les bilans des AOS dans
ces modèles (Heald et al., 2011). Pour mieux évaluer la contribution des processus
nuageux sur la formation des AOSaq, une approche à plus haute résolution de type
Cloud Resolving Model (CRM) permet d’étudier plus finement les interactions entre
les processus microphysiques, dynamiques et chimiques.
C’est dans ce contexte que repose ce travail de thèse. Le modèle Méso-NH est un modèle
atmosphérique 3D non-hydrostatique qui permet la simulation en ligne, c’est-à-dire
en considérant à chaque pas de temps la chimie atmosphérique multiphasique en
configuration CRM. Une phase de test de l’existant de Méso-NH a permis d’évaluer
la capacité du modèle à simuler les processus physico-chimiques sur des cas standards
à grande échelle. Une phase de développement a consisté d’une part à adapter la
chimie en phase aqueuse, préalablement existante, à un nouveau mécanisme gazeux
initialement présent et d’autre part à inclure une nouvelle paramétrisation d’activation
des aérosols en gouttelettes nuageuses. Une phase d’application sur un évènement
nuageux, en 2D, a permis de valider les développements. Quatre chapitres sont
présentés dans ce manuscrit :
Le premier chapitre fait un état de l’art des connaissances portant sur les aérosols et
leurs précurseurs. Il permet de situer le sujet de thèse et son intérêt dans le contexte
scientifique actuel. Une description détaillée des généralités sur l’aérosol atmosphérique
(granulométrie, origines, composition chimique, impacts environnementaux) permet
d’aborder l’origine, les processus de formation et l’évolution des AOS. Plus particuliè-
rement, une nouvelle voie potentielle de formation des AOS via la chimie des nuages
est explorée.
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Dans le second chapitre, une présentation du modèle Méso-NH est tout d’abord
détaillée à laquelle s’ensuit une description des développements réalisés. Un premier
travail de développement sera présenté portant sur la méthodologie d’extension du
mécanisme réactionnel préalablement existant pour la phase gazeuse pour inclure la
réactivité en phase aqueuse. Ensuite, un second développement sera décrit concernant
l’intégration de la paramétrisation d’Abdul-Razzak (2004) dans le schéma de micro-
physique du nuage qui permet de calculer explicitement dans le modèle le nombre et
la masse d’aérosols nouvellement activés en gouttelettes nuageuses.
Un troisième chapitre concerne les résultats issus de simulations de cas réels sur
l’Europe. Les simulations ne prennent pas en compte les développements réalisés au
cours de la thèse et la chimie aqueuse n’est pas considérée. Les sorties du modèle
Méso-NH seront inter-comparées aux sorties du modèle WRF/CHEM, et les deux
modèles seront confrontés aux observations issues de stations européennes. L’objectif
de ce chapitre est d’évaluer les performances du modèle Méso-NH dans sa configuration
standard sur des cas d’études dans des conditions météorologiques contrastées.
Les résultats concernant les développements réalisés seront présentés dans le chapitre
(IV). Il sera question d’une simulation 2D idéalisée d’un nuage orographique observé à
la station du puy-de-Dôme lors d’une campagne de mesures intensives. Plusieurs tests
de sensibilité seront réalisés dans le but d’observer l’impact de la chimie aqueuse et
l’impact de la prise en compte de l’activation des aérosols sur la formation des AOS.
Enfin, une dernière partie incluera la conclusion et les perspectives liées aux résultats
obtenus à l’issus de ce travail de thèse.
Chapitre I
Etat de l’art sur les aérosols et leurs
précurseurs
Depuis environ 2 milliards d’années, l’atmosphère terreste est composée, en quantité
quasi-constante, d’azote (78%), de dioxygène (21%) et de gaz rares (Argon, Néon,
Hélium...). Le restant est constitué de nombreux autres gaz comme la vapeur d’eau, le
dioxyde de carbone (CO2), le méthane (CH4) ou encore le protoxyde d’azote (N2O).
Ces autres gaz, bien connus sous le nom de gaz à effet de serre (GES), absorbent le
rayonnement infra-rouge (IR) émis par la surface de la Terre et réchauffent l’atmo-
sphère. La température globale moyenne à la surface de la Terre est environ +15˚ C
à comparer aux -20˚ C s’ils étaient absents du fait de leur pouvoir réchauffant. Bien
qu’en faible quantité, leur impact sur la température est important. L’augmentation
des émissions de GES, depuis le début de l’ère industrielle, a contribué au réchauf-
fement du climat de +0,85˚ C depuis 1880 selon le 5ème rapport du groupe d’experts
intergouvernemental sur l’évolution du climat (GIEC) (2013). Aussi, le forçage radiatif
des GES est estimé à 2,83 ± 0,29 W.m−2 depuis 1750 (Fig. I.1).
Les gaz traces atmosphériques sont présents en quantité beaucoup plus faible que
les GES mais peuvent avoir un rôle majeur aussi bien sur le changement climatique
global que sur les phénomènes de pollution locale. Ils regroupent le monoxyde de
carbone (CO), l’ozone (O3), les oxydes d’azote (NOx), le dioxyde de soufre (SO2) et les
COV non méthanique (COVNM). Les incertitudes actuelles concernent les processus
d’émission, de transformation et de puits de ces composés. Leur évolution et leur durée
de vie au sein de l’atmosphère reposent essentiellement sur la photochimie qui est une
source d’oxydants atmosphériques impactant le cycle de l’O3 par exemple.
L’atmosphère est également composée de particules d’aérosols en suspension dans l’air.
Le forçage radiatif des aérosols, induit par l’activité anthropique (humaine), est estimé
à -0,45 ± 0,5 W.m−2. Cependant, il s’agit de la plus grande source d’incertitude dans
les modèles climatiques.
La science de l’aérosol est apparue au cours du siècle des Lumières (1700-1800) en
parallèle avec les sciences de l’atmosphère. À cette époque, on attribuait l’origine des
aérosols aux tremblements de Terre, à la foudre, aux poussières volcaniques et à la
combustion. Des scientifiques avaient remarqué l’apparition de précipitations suite
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Figure I.1 – Forcages radiatifs du climat (pour les années 1750 à 2011)(GIEC, 2014)
à ces évènements. Entre 1880 et 1888, John Aitken travailla sur la détection et la
caractérisation de ces particules et il créa le premier compteur de particules portable
(Aitken, 1889, 1891). Il remarqua que le nombre de noyaux de condensation augmente
avec le lever du soleil dans de l’air saturé en humidité et il déduisit que les noyaux
étaient de dimension moléculaire. C’est alors que les mesures quantitatives modernes
apparurent. Au cours du XXème siècle, une série de phénomènes importants de pollution
atmosphérique se produisit notamment l’hiver lors des smog hivernaux provoqués par
l’activité anthropique. En décembre 1930, 65 personnes succombèrent à un smog hiver-
nal dans la vallée de la Meuse en Belgique (Firket, 1930). En 1952, le smog londonien
fit plus de 3000 victimes (Wilkins, 1954) et souleva le problème de la pollution sur
la santé publique. C’est alors que les recherches sur la nature chimique des aérosols,
leur taille, leur source et leurs propriétés s’accentuèrent. L’aérosol est ainsi au coeur
de questionnements scientifiques et sociétaux pour ses impacts climatiques et sanitaires.
Ce premier chapitre permet, tout d’abord, d’introduire les connaissances générales
sur l’aérosol atmosphérique (granulométrie, sources et puits, composition chimique et
impacts) afin de comprendre l’intérêt d’étudier, dans une seconde partie, les AOSgaz
(précurseurs, mécanismes de formation). Une troisième partie traite la voie de formation
des AOSaq dans l’eau des gouttelettes de nuages, de pluie et des aérosols humides et
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place le sujet de thèse dans un contexte scientifique.
1 Les aérosols
Un aérosol est une particule, solide et/ou liquide, en suspension dans l’air, hormis
les hydrométéores (gouttelettes nuageuses, gouttes de pluie ou cristaux de glace). Afin
de simplifier leur représentation dans les modèles atmosphériques, on les considère sphé-
riques de rayon rp. Le rayon rp des aérosols couvrent une large gamme de taille (10
−9
m < rp < 10
−5 m). Leur composition chimique et leur concentration, en nombre et en
masse, sont très variées du fait de nombreuses sources d’émissions, de multiples transfor-
mations chimiques et d’une durée de résidence au sein de la troposphère plus ou moins
longue. Ce sont ces caractéristiques physico-chimiques de l’aérosol qu’il est nécessaire
de connaître pour prévoir leur impact sur le climat, la santé et l’environnement.
1.1 Granulométrie
La granulométrie des aérosols consiste à représenter leur distribution en taille par
rapport au nombre, à la masse, au volume ou à la surface (Fig. I.2). La distribution
en taille des aérosols évolue par des processus physiques de nucléation, de coagulation,
de condensation/évaporation, de lessivage, de sédimentation et de dépôt. Il existe trois
types de distributions qui permettent de représenter l’évolution du spectre dans les
modèles.
1.1.1 Spectres de la distribution granulométrique
– L’approche "bulk"
La manière la plus simple de simuler l’aérosol est l’approche "bulk", qui ne consi-
dère que la densité massique des aérosols. Les processus de transfert de masse
intra-modaux comme la coagulation ne sont pas considérés par cette approche.
Cette approche n’est donc pas adaptée à l’étude de la chimie atmosphérique.
Dans les modèles de qualité de l’air troposphérique, l’approche sectionnelle et
l’approche modale sont plus appropriées.
– L’approche sectionnelle
L’approche sectionnelle considère que les aérosols sont regroupés par des sections
de taille fixées, que l’on appelle aussi "bins". La distribution en taille des aérosols
est représentée par des histogrammes. Plus le nombre de "bins" est grand
plus la précision de cette approche est forte. Dans chaque "bin", les propriétés
physico-chimiques de l’aérosol sont supposées identiques. Les processus physiques
qui dépendent de la taille de l’aérosol peuvent être considérés par cette approche.
Le nombre de "bins" peut varier de 2 à 24 selon que l’on étudie les grosses ou les
petits aérosols ; les processus microphysiques intervenant plus pour les particules
fines.
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– L’approche modale
Les mesures de terrain montrent qu’il existe quatre modes d’aérosols (nucléa-
tion, Aitken, accumulation et grossier) dont la distribution en taille peut être
représentée par la superposition de quatre log-normales (Fig. I.2) (Sartelet et al.,
2006, 2007). Cependant, les modèles incluent, en général, le mode de nucléation
dans le mode Aitken. Ainsi, l’approche modale suppose que la distribution en
taille des aérosols dans l’atmosphère peut être représentée par la superposition de
trois log-normales décrivant le mode Aitken, le mode d’accumulation et le mode
grossier. Les propriétés physico-chimiques des aérosols sont supposées uniformes
dans chaque mode. L’approximation de lois log-normales permet de simuler
l’évolution des distributions en nombre et en volume (ou en masse) des aérosols.
Afin de considérer, variables, les trois paramètres des distributions lognormales,
il est nécessaire de résoudre les équations pronostiques des moments d’ordre 0, 3
et 6 des distributions. Ces trois moments permettent de calculer les valeurs de la
concentration en nombre des particules, du diamètre médian et de l’écart-type
de chaque distribution (Tulet et al., 2005). Dans la formulation d’origine de la
représentation modale, le rayon géométrique et l’écart-type géométrique peuvent
varier. En général, dans les modèles 3D, le processus d’advection complique le
calcul des moments. C’est pourquoi, en général, on considère que l’écart-type
géométrique de la distribution reste constant.
L’approche sectionnelle et l’approche modale ont été comparées dans plusieurs
études (Seigneur et al., 1986; Zhang et al., 1999) et ont montré qu’il y a
des avantages et des inconvénients à l’utilisation de l’une ou l’autre de ces
deux approches. L’étude de Seigneur et al. (1986) a montré que les processus
de coagulation et de condensation sont simulés plus rapidement et sont plus
précis pour l’approche modale que l’approche sectionnelle. Cependant, l’étude
de Devilliers et al. (2013) montre que l’approche modale ne permet pas de
représenter correctement l’évolution des particules ultra-fines par condensa-
tion/évaporation. D’autre part, Zhang et al. (1999) précise que ces processus
sont mieux représentés quand l’écart-type peut varier. D’autre part, une inter-
comparaison de Weisenstein et al. (2007) montre une représentation plus juste
du rayon effectif avec un modèle sectionnel à 20 sections qu’avec un modèle modal.
La taille des aérosols affecte leur durée de vie dans l’atmosphère et leurs propriétés
physico-chimiques. Ils sont éliminés du réservoir atmosphérique par dépôt sec ou dépôt
humide. Ces notions sont expliquées dans la suite du texte. On s’intéresse à la distri-
bution en nombre lorsqu’on étudie, par exemple, l’impact radiatif des aérosols. Pour
l’étude de la composition chimique des aérosols, c’est la distribution en masse qui est la
plus appropriée. En général, on regroupe les aérosols en deux catégories : les particules
fines, dites PM1, ont un diamètre inférieur à 1 µm et les aérosols grossiers ont un dia-
mètre supérieur à 1 µm. Les particules fines et grossières n’ont pas les mêmes origines
et évoluent par des processus physico-chimiques distincts.
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Figure I.2 – Mécanismes de formation et d’évolution des aérosols et schématisation
de la distribution en nombre, en surface et en masse (ou volume) des aérosols (Buseck
and Adachi, 2008)
1.1.2 Les particules fines
Certains aérosols ultra-fins sont formés par le processus de nucléation. Leur taille
et leurs propriétés physico-chimiques évoluent, ensuite, au sein des modes Aitken et
d’accumulation par les mécanismes de coagulation et de condensation (Fig. I.2). Le
mode d’accumulation inclut les particules dont le diamètre est compris entre 100 nm
et 2,5 µm. Le terme accumulation vient de l’accumulation des particules dans cette
gamme de taille où les processus de puits sont moins efficaces que ceux concernant les
autres modes. La condensation et la coagulation sont les processus sources du mode
d’accumulation.
– La nucléation
Le processus de nucléation de l’aérosol implique la transformation de molécules
gazeuses vers un agrégat de molécules qui entraîne l’apparition d’embryons puis
de noyaux. C’est le mécanisme de base de formation des plus petites particules
(0.001 µm < rp < 0.01 µm) dans l’atmosphère. Il existe trois types de nucléation :
- La nucléation homogène homo-moléculaire implique une seule phase et un
seul type de molécule. Elle est possible uniquement si la molécule considérée est
en sursaturation. Ce type de nucléation se produit, par exemple, pour l’acide
sulfurique (H2SO4),
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- La nucléation homogène hétéro-moléculaire implique que plusieurs espèces
soient sursaturées par rapport au mélange de gaz,
- La nucléation hétérogène a lieu lorsqu’un gaz condense sur une particule
pré-existante.
Dans la suite du manuscrit, on qualifiera de nucléation, la nucléation homogène
et de condensation, la nucléation hétérogène.
Le rapport de saturation S indique le degré de sursaturation d’un gaz, A, dans





où PA et PA,sat(T ) sont respectivement la pression de vapeur du gaz A et sa pres-
sion de vapeur saturante à T.
Dès lors que S>1, l’espèce A est en sursaturation et peut nucléer.
H2SO4 est la principale espèce qui nuclée (Kerminen et al., 2010) mais le taux de
nucléation est affecté par l’ammoniac (NH3) et les amines (Yu et al., 2012). De
récentes études s’accordent à dire que les composés organiques faiblement volatils
contribueraient nécessairement à la croissance des particules pendant les premières
phases de la nucléation (Metzger et al., 2010; Riipinen et al., 2011; Kulmala et al.,
2013; Paasonen et al., 2013). Bien que H2SO4 déclenche la première phase de la
nucléation (pour rp < 3 nm), le taux de formation et d’évolution des particules ( rp
∼ 3 nm) est plus fortement contrôlé par la présence de composés organiques très
faiblement volatils (monomères, dimères, produits d’oxydation des terpènes)(Ehn
et al., 2014).
Parmi les processus de formation et d’évolution de la distribution des aérosols,
seules la nucléation et les émissions directes de particules font augmenter le
nombre de particules et c’est pourquoi la plus forte concentration en nombre se
trouve dans ce mode. Cependant, la contribution en masse de ce mode est faible
puisque les particules qui le composent sont très petites. Ces particules nouvelle-
ment formées évoluent rapidement (quelques secondes) vers le mode Aitken (0,01
< rp < 0,05 µm) par les processus de coagulation et/ou de condensation. C’est
pourquoi ce mode est souvent négligé dans les modèles 3D qui considèrent que les
particules nouvellement nucléées intègrent directement le mode d’Aitken. Cette
approximation mène à une imprécision de la modélisation du nombre de particules
de façon précise.
– La coagulation
Le processus de coagulation est l’assemblage d’une particule avec une ou plusieurs
autres particules. Les collisions entre particules résultent majoritairement de l’agi-
tation thermique, dite mouvement brownien, pour les plus petites particules et
de l’agitation dynamique, liée à la turbulence, pour les plus grosses particules.
La coagulation entraîne ainsi une diminution du nombre total de particules mais
maintient le volume total des particules. Elle affecte surtout les particules de rayon
inférieur à 25 nm.
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– La condensation
La condensation est le mécanisme qui fixe une espèce gazeuse sur ou dans une
particule et implique un transfert de masse entre la phase gaz et la phase solide
ou liquide. Ce processus est à l’origine de l’évolution de la composition chimique
de la particule. La condensation n’implique aucune variation du nombre total
d’aérosols dans la distribution mais engendre une augmentation du volume total
des particules. Le taux de croissance par condensation repose essentiellement sur
la condensation des COV mais la condensation des espèces inorganiques jouent
aussi un rôle important dans la formation des aérosols, par exemple sur Paris selon
les saisons/causes des épisodes de pollution (Riipinen et al., 2011; Yu, 2011).
Le temps de vie des aérosols fins dans l’atmosphère varie de quelques heures à quelques
jours. Dès qu’ils sont formés, les aérosols grossissent rapidement par coagulation et par
condensation (Pierce and Adams, 2007) en acquérant chacun leurs propres propriétés
physico-chimiques. D’autre part, les plus petites particules, qui sont principalement ré-
gies par diffusion brownienne, peuvent être amenées jusqu’au sol pour y être déposées
(dépôt sec) ou transportées au contact d’une gouttelette nuageuse dans laquelle elles
peuvent être incorporées (lessivage par impaction). Les particules fines, essentiellement
dans le mode d’accumulation, peuvent aussi être incorporées dans les gouttes de nuage
comme noyau de condensation nuageux (Cloud Condensation Nuclei (CCN)) (lessivage
par nucléation) suivant leur taille, leur composition chimique et la sursaturation am-
biante (cf. partie (3.1.1)).
Le processus par lequel une particule absorbe l’humidité de l’atmosphère jusqu’à ce
qu’elle se dissolve dans l’eau absorbée pour former une solution saturée est appelé la
déliquescence. La déliquescence se produit lorsque la pression de vapeur de la solution
qui se forme est inférieure à la pression partielle de vapeur d’eau dans l’air. La figure
I.3 montre que l’humidité relative de déliquescence (HRD) est proche de 82% pour la
solution inorganique (NH4)2SO4 pure. En dessous de cette valeur, l’humidité relative
ne permet pas le grossissement par condensation de vapeur d’eau de l’aérosol (facteur
de grossissement hygroscopique (FGH)) (NH4)2SO4. Brooks et al. (2002) (Fig. I.3) a
montré que l’ajout d’acides dicarboxyliques (C2-C6) dans la solution fait diminuer si-
gnificativement HRD. Ainsi, l’absorption croissante d’eau pour la solution mélangée
permet le passage de la phase solide de l’aérosol vers une solution liquide saturée. Une
substance qui absorbe l’humidité de l’air mais pas nécessairement au point de dissolu-
tion est appelé hygroscopique.
La Figure (I.4) est un exemple tiré d’un cas d’étude (Gaydos et al., 2005) représen-
tatif des processus impliqués dans l’évolution de la distribution en taille des aérosols.
En premier lieu, le phénomène de nucléation se produit très rapidement à partir de 0900
LT avec l’apparition de nombreuses (> 105 cm−3) petites particules (0,001-0,01 µm).
Rapidement, vers 0930 LT, un grossissement des particules par coagulation se produit
(0,01-0,05 µm) diminuant le nombre de particules (104-105 cm−3) et suivi d’un grossis-
sement par condensation (0,05-0,1 µm) beaucoup plus lent. L’évolution temporelle de
la distribution en taille des particules représente la forme d’une banane d’où le nom de
"Banana plot" donné à ce type de tracé.
12
CHAPITRE I. ETAT DE L’ART SUR LES AÉROSOLS ET LEURS
PRÉCURSEURS
Figure I.3 – Mesure de l’humidité relative au point de déliquescence pour du sulfate
d’ammonium pure, pour des solutions organiques pures et pour une solution de sulfate
d’ammonium et d’acides dicarboxyliques (Brooks et al., 2002)
Figure I.4 – Formation par nucléation et croissance par coagulation de nouvelles par-
ticules lors d’une journée (Gaydos et al., 2005)
1.1.3 Les aérosols grossiers
Les aérosols présents dans le mode grossier découlent principalement de processus
mécaniques tels que l’érosion éolienne, le frottement et les émissions naturelles
(volcanisme, aérosols marins, feux de forêts). Le temps de vie des aérosols grossiers
est souvent inférieur à la journée puisqu’ils sont rapidement déposés sur le sol par
sédimentation du fait de leur grande taille. Ils peuvent également être activés en CCN
et lessivés par les précipitations ou encore ils peuvent être incorporés dans les gouttes
de pluie par impaction (dépôt humide). Bien que le mode grossier ne représente qu’une
faible contribution en nombre de particules, sa concentration massique domine souvent
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la concentration massique des autres modes notamment pour les particules PM10−2,5.
Des mesures en Europe ont montré que la concentration massique moyenne
annuelle, sur des sites naturels, ruraux et urbains, s’échelonne de 10 à 60 µg.m−3 pour
les PM10 et de 5 à 40 µg.m
−3 pour les PM2,5 (Putaud et al., 2004). Le développement
récent de spectromètres de masse d’aérosols en ligne (AMS) a permis la mesure de
particules non-réfractaires de taille inférieure à 1 µm (NR-PM1). Les observations sur
l’Europe, dans des stations rurales, urbaines, en plaine et en altitude, montrent que la
masse des NR-PM1 n’excède pas 30 µg.m
−3 (Lanz et al., 2010; Crippa et al., 2014).
Dans ce manuscrit, une attention particulière est portée sur les particules fines,
dont les sources et la composition chimique représentes de grandes incertitudes dans les
modèles climatiques (GIEC, 2014).
1.2 Sources
On classe communément les sources d’aérosols en deux groupes : les primaires et les
secondaires.
1.2.1 Primaire
Lorsque l’aérosol est émis directement dans l’atmosphère sous forme solide ou li-
quide, on parle de source primaire. Les aérosols grossiers sont principalement issus de
cette source qui inclut les aérosols dont la taille est comprise entre 100 nm et quelques
dizaines de micromètres. Les aérosols directement émis proviennent majoritairement
d’une source naturelle ou d’une source biogénique. En effet, l’action mécanique du vent
favorise l’érosion de poussières et le soulèvement de particules telles que les embruns ma-
rins, les poussières désertiques, le pollen et les spores. Les phénomènes naturels associés
au volcanisme et aux feux de biomasse contribuent également à la population d’aérosols
primaires. Une autre contribution provient de l’activité anthropique. La combustion is-
sue des feux de cheminées, des zones de travaux, de l’usure des pneus, des plaquettes
de frein ou encore des pots catalytiques des véhicules, sont autant de sources primaires
anthropiques. La composition chimique de ces aérosols est directement liée à la compo-
sition des substrats à partir desquels ils sont produits. Leur faible temps de résidence
dans la troposphère minimise l’empreinte de la condensation de gaz à leur surface sur
leur composition chimique.
1.2.2 Secondaire
Les aérosols secondaires sont formés dans l’atmosphère par conversion gaz/particule
d’espèces inorganiques et organiques (cf. parties 1.1.2 et 2.3). L’oxydation de compo-
sés gazeux peut produire des espèces moins volatiles. En fonction de leur structure
moléculaire, ces précurseurs gazeux d’aérosols peuvent nucléer et former des aérosols
ou condenser sur des particules pré-existantes. Cette source secondaire détermine le
nombre de nouvelles particules formées, la croissance des aérosols et dépend de nom-
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breux paramètres autant liés aux propriétés des gaz qu’aux conditions météorologiques.
1.3 Composition chimique
Les molécules présentent en phase aérosol sont communément classées en deux
groupes : les inorganiques (ou minéraux) et les organiques. Une étude réalisée à la
station du puy-de-Dôme montre que la contribution de chacune de ces catégories dans
la phase aérosol dépend de son origine, primaire ou secondaire, de sa proximité à la
source et de la saison (Fig. I.5).
Figure I.5 – Concentration massique des particules (PM1), inorganiques et organiques,
mesurée par AMS, et BC mesuré par MAAP pendant l’automne 2008, l’hiver 2009 et
l’été 2010 à la station du Puy-de-Dôme (1465 m) (Freney et al., 2011).
1.3.1 Inorganique
La matière primaire est majoritairement composée par des espèces inorganiques.
Dans les zones sous influence océanique, le chlore et le sodium sont les principaux
constituants de la fraction des embruns marins composés aussi en moindre quantité de
sulfate, de calcium et potassium (Piazzola et al., 2012). Les masses d’air qui caracté-
risent un transport terrigène contiennent majoritairement du silicium, de l’aluminium,
du fer et du calcium. On trouve principalement ces constituants dans les régions déser-
tiques, arides ou semi-arides (Otto et al., 2007; Kandler et al., 2009; Marticorena and
Formenti, 2013). Les observations de la composition chimique des aérosols associées à
la modélisation atmosphérique ont montré qu’il est possible de retrouver l’origine d’une
masse d’air après un transport sur plusieurs milliers de kilomètres (Bègue et al., 2012).
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Éloignée des zones d’émission particulaire, la fraction secondaire inorganique est consti-
tuée de sulfate (SO4
2−), de nitrate (NO3
−) et d’ammonium (NH4
+). Le processus de
formation des aérosols inorganiques secondaires (AIS) se déroulent en deux étapes :
– Le dioxyde de soufre (SO2) et les oxydes d’azote (NOx) forment, par oxydation
en phase gazeuse, l’acide sulfurique (H2SO4) et l’acide nitrique (HNO3) respecti-
vement.
À l’échelle globale, le rejet de SO2 est majoritairement d’origine anthropique (70%)
et provient essentiellement de la combustion fossile par les industries, par le sec-
teur résidentiel et en moindre proportion par le trafic routier. Le restant (30%) est
issue d’émissions naturelles, notamment de l’oxydation du diméthylsulfure (DMS)
produit par le phytoplancton dans les océans et, dans une moindre mesure, par
l’activité volcanique.
Les NOx, qui regroupent le monoxyde d’azote (NO) et le dioxyde d’azote (NO2),
sont principalement émis par le trafic routier. L’un et l’autre interagissent et
contribuent à la formation de l’ozone troposphérique par le cycle de Leighton
(1961) incluant la photolyse de NO2 :
NO2 + hν → NO +O(3P ) (I.2)
O(3P ) +O2 +M → O3 +M où M = air (I.3)
Mais l’ozone est aussi consommé par NO selon :
O3 +NO → O2 +NO2 (I.4)
À l’issue de ces réactions, il en résulte un bilan nul de la production d’ozone.
Le soir, la concentration d’ozone diminue fortement proche des zones d’émis-
sions de NOx puisque la réaction de destruction d’ozone (eq. (I.4)) domine
la source de formation par photolyse (eq. (I.2) et (I.3)). La concentration
d’ozone observée la journée ne peut pas être expliquée par le cycle de Leigh-
ton. Une autre source d’ozone est liée à la photochimie des COV (Atkinson, 2000).
– H2SO4, HNO3 et l’ammoniac (NH3) sont répartis (ou partitionnent) ensuite par
équilibre thermodynamique, entre la phase gazeuse et la phase particulaire. L’équi-
libre thermodynamique varie en fonction de la température, de l’humidité relative
et de la proportion relative de SO4
2−, du nitrate total (tNO3
− = HNO3 + NO3
−)
et de l’ammoniac total (tNH3 = NH3 + NH4
+). La formation de SO4
2− est favori-
sée par l’intervention du NH3 qui neutralise l’acide H2SO4 entraînant la formation
des molécules de sulfate d’ammonium ((NH4)2)SO4), de bisulfate (NH4HSO4) et
de létovicite ((NH4)3H(SO4)2). La formation de NO3
− n’est possible que si NH3
est en excès après la formation du SO4
2−. En effet, HNO3 présente une pression
de vapeur saturante relativement élevée par rapport à H2SO4, et son passage en
phase particulaire n’est possible qu’en présence de NH3, formant ainsi la molécule
semi-volatile nitrate d’ammonium (NH4NO3).
D’après le programme European Monitoring and Evaluation Program (EMEP), on
observe une réduction des émissions de SO2 en Europe ces dernières années (EMEP,
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2004). Les scénarios futurs d’émissions anthropiques prévoient un réduction de 70%
des émissions de SO2 et un flux d’émission constant de NH3 entre 2008 et 2030 en
Europe (Amann et al., 2013). Ceci entraînera une diminution de formation de SO4
2−
impliquant une quantité plus importante de NH3 disponible et ainsi une formation
de NO−3 plus élevée dans le cas où aucune diminution des émissions des NOx n’est
envisagée.
Des mesures de la concentration massique moyenne des NR-PM1, réalisées en Eu-




4 et le chlore contribuent respectivement à 5-15%,
8-36%, 3-26% et 0-5% des NR-PM1 (Lanz et al., 2010). Cependant, l’étude de Freney
et al. (2011) (Fig. I.5) montre que la contribution dans l’aérosol de chacune de ces
espèces varie avec la saison et l’origine de la masse d’air. Par exemple, les plus fortes
concentrations massiques en NO−3 et en NH
+
4 se produisent en hiver et en présence
de masse d’air d’origine océanique. De plus, cette étude montre que la contribution
massique des espèces organiques est la plus forte en été et en présence de masse d’air
d’origine continentale. De nombreuses autres études ont également montré cette ten-
dance en Europe (Lanz et al., 2010; Crippa et al., 2014) et à l’échelle du globe (Jimenez
et al., 2009; Ng et al., 2010).
1.3.2 Fraction carbonée
On distingue communément deux composantes de la fraction carbonée : le carbone
élémentaire ou carbone suie ou Black Carbon ou carbone élementaire (BC). BC est
composé d’atomes de carbone non fonctionnalisés et fortement polymérisés induits par
les processus de combustion ce qui lui confère un caractère non volatil. Sa concentra-
tion au sein de l’atmosphère varie de quelques centaines de ng.m−3 à quelques µg.m−3.
OC est composé d’une multitude de molécules allant de simples hydrocarbures (al-
canes, alcènes) à des molécules fortement oxygénées (oligomères). La matière organique
contribue significativement à la masse totale de l’aérosol fin troposphérique (20-50%
en Europe (Putaud et al., 2004) et jusqu’à 90% dans les forêts tropicales (Kanakidou
et al., 2005)).
Traditionnellement, on distingue l’AOP et l’AOSgaz (Finlayson-Pitts and Pitts,
2000).
Bien que les AOP ont longtemps été considérés comme non-volatils et inertes, de
récentes observations et la modélisation ont montré que la plupart des émissions de
AOP deviennent semi-volatiles lorsqu’elle se diluent dans l’atmosphère, et leur photo-
oxydation produit des précurseurs gazeux qui contribuent rapidement à la masse des
AOS (Shrivastava et al., 2006; Robinson et al., 2007; Pye and Seinfeld, 2010; Lee-Taylor
et al., 2011). Cependant, de grosses incertitudes demeurent concernant le taux d’éva-
poration et le taux d’oxydation des AOP (Pye and Seinfeld, 2010; Spracklen et al.,
2011). Le comportement semi-volatil des AOP a fait émerger une nouvelle approche de
modélisation des AOS basée sur la volatilité des espèces organiques (Donahue et al.,
2006) (cf. 2.4.2).
Les AOSgaz sont formés, traditionnellement, à partir de l’oxydation des COV dans la
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Figure I.6 – La concentration et la contribution des différentes sources de AO mesurées
et moyennées de gauche à droite sur le printemps 2008, l’automne 2008 et le printemps
2009 (Crippa et al., 2014)
phase gazeuse qui mène à des produits COSV partitionnant entre la phase gazeuse et la
phase condensée (Pankow, 1994c; Odum et al., 1996; Griffin et al., 1999). Les AOP et
les AOSgaz ont des sources différentes, et des propriétés de volatilité et chimiques bien
distinctes.
L’émergence de nouvelles techniques de mesure (AMS) permet de distinguer parmi
les AOP, les AO peu oxygénés provenant du trafic routier (Hydrocarbon-like Organic
Carbon (HOA)), les AO issus de feux de biomasse (Biomass Burning Organic Ae-
rosol (BBOA)). Parmi les AOSgaz, on trouve les aérosols organiques oxygénés semi-
volatils (SV-OOA) fraîchement formés qui évoluent vers des aérosols organiques oxygé-
nés faiblement volatils (LV-OOA) issus de l’action de processus photochimiques supplé-
mentaires (Fig. I.6). L’origine des LV-OOA est corrélée avec les émissions des feux de
biomasse l’hiver alors que l’été, l’origine des AO est corrélée avec les sources biogéniques
(Freney et al., 2011). Les mesures AMS permettent également de distinguer les AO issus
de l’activité de la cuisine issus des foyers résidentiels (Cooking-related source (COA))
et les aérosols issus de sources maritimes (Maritim-related source (MSA)).
– Budget des AOP
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Les mesures montrent qu’en moyenne la contribution des AOP à la masse totale
des AO est inférieure à 30% en Europe et 3-24% (0,1-2,1 µg.m−3) de la masse
totale des AO représente des HOA (Lanz et al., 2010; Crippa et al., 2014). Dans
les zones urbaines, les HOA proviennent essentiellement du trafic routier (Stier
et al., 2006). D’autre part, les BBOA représentent en moyenne 5-27% de la masse
totale de AO (0,1-0,8 µg.m−3) (Crippa et al., 2014). Les sources de BBOA re-
groupent, entre autres, le chauffage domestique l’hiver (Favez et al., 2009, 2010;
Lanz et al., 2010), les feux de savanes et de forêts l’été et les feux d’origine agri-
cole. Les feux de biomasse représentent la principale source de carbone organique
primaire (20-40 TgC.an−1), devant les émissions d’AOP anthropiques (AOPA) (9
TgC.an−1) Hallquist et al. (2009) et des AOP biogéniques (AOPB) (7 TgC.an−1)
(Liousse et al., 1996). Dans les capitales européennes, les sources de COA peuvent
contribuer en moyenne à 15% de la masse totale des AO (Allan et al., 2010; Mohr
et al., 2012; Crippa et al., 2014). Près des océans, la masse des MSA contribue de
2 à 6% (Crippa et al., 2014) à la masse totale des AO bien qu’une grande incer-
titude réside dans les émissions d’AOP par les océans (Facchini et al., 2008). Les
sources naturelles des AOPB comme la respiration des végétaux, la décomposition
automnale de la flore, les émissions de pollens et de spores fongiques contribuent
également à la masse des AOP.
– Budget des AOS
Globalement, la majorité de la fraction massique des AO est d’origine secondaire
Figure I.7 – Comparaison des estimations du budget global des AOS selon différentes
études (Spracklen et al., 2011).
bien qu’une grande incertitude réside dans l’estimation de la source des AOS éva-
luée par les modèles entre 12 et 1820 Tg(AOS).an−1 (Fig. I.7) (Kanakidou et al.,
2005; Goldstein and Galbally, 2007; Hallquist et al., 2009; Heald et al., 2010;
Spracklen et al., 2011). Les AOS représentent entre 36 et 80% de la concentration
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massique des AO à l’échelle du globe (Jimenez et al., 2009) et jusqu’à 50-80% des
carbones organiques atmosphériques (Claeys et al., 2004; Kalberer et al., 2004).
Dans les zones urbaines, jusqu’à 90% des AO peuvent être d’origine secondaire
(Lim and Turpin, 2002). La contribution massique des AOS aux AO varie cepen-
dant avec la saison et l’environnement (Lanz et al., 2008; Freney et al., 2011).
En Europe, les observations montrent que SV-OOA et LV-OOA contribuent en
moyenne respectivement à 34 ± 11% et 50 ± 16% à la masse totale des AO Crippa
et al. (2014). Des résultats d’études en laboratoire (Jimenez et al., 2009) concer-
nant l’oxydation de l’α-pinène, ont montré que les AOS formés ont tout d’abord
un spectre de masse similaire aux SV-OOA ambiants et se rapprochent ensuite
des spectres des LV-OOA ambiants (Jimenez et al., 2009). La contribution des
AOS biogéniques (AOSB) formés à partir de l’oxydation des COVB (émis par les
forêts) sont estimées à plus de 50% des AO totaux (Hallquist et al., 2009).
La sous-estimation de la masse des AOS par les modèles atmosphériques, surtout
dans la couche limite et dans les zones urbaines (Heald et al., 2005; Goldstein and
Galbally, 2007), témoigne d’un manque de connaissance sur la contribution relative des
sources anthropiques, biogéniques et des feux de biomasse. En effet, la paramétrisation
impliquant la formation des AOS est essentiellement basée sur la chimie des COV bio-
géniques (COVB) et moins sur le caractère semi-volatil des AOP Heald et al. (2005);
Hodzic et al. (2010). À grande échelle, les modèles qui utilisent uniquement la formation
des AOSgaz par condensation de COSV sur des particules pré-existantes prédisent plus
d’AOSB que d’AOS anthropiques (AOSA) (Tsigaridis et al., 2006; Tsigaridis and Kana-
kidou, 2007; Henze et al., 2008). Ces modèles sous-estiment les AO dans l’hémisphère
nord au printemps et à l’été ce qui suggèrent la contribution des COVB, des feux de
biomasse et de l’activité solaire dans la formation des AO (Heald et al., 2010).
La prise en compte du caractère semi-volatil des AOP dans les modèles améliore la
masse des AO (Lee-Taylor et al., 2011). Cependant, la modélisation du rapport O/C,
de la volatilité des AO et de la cinétique du vieillissement indiquent toujours un manque
de connaissance des processus atmosphériques. De plus, la variabilité temporelle (Mur-
phy and Pandis, 2009; Jathar et al., 2011) et le profil vertical (Carlton et al., 2008;
Heald et al., 2011) des AO sont mal capturés par les modèles.
Les récentes mesures AMS réalisées sur l’Europe permettent une meilleure prise en
compte des sources d’émissions des AOP pour contraindre les modèles atmosphériques
et permettent de mieux cibler les processus d’évolution des AO au sein de l’atmosphère.
1.3.3 Mélange interne/externe des aérosols
Les nombreux processus atmosphériques (cf. 1.1) impliqués dans la formation et
l’évolution des aérosols atmosphériques confèrent à chaque particule d’aérosol sa propre
composition chimique et ses propres propriétés physico-chimiques. Par exemple, les
propriétés absorbantes du rayonnement solaire de BC et sa capacité à former des CCN
évoluent dans l’atmosphère. Initiallement, BC est hydrophobe puis son interaction avec
les composés gazeux et la coagulation forme une particule hygroscopique modifiant les
propriétés des nuages et son impact radiatif (Jacobson, 2013).
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La modélisation de la répartition des espèces chimiques au sein d’un aérosol et d’une
population d’aérosols est cruciale pour la modélisation du climat (Pere et al., 2009).
En modélisation, il existe deux hypothèses conceptuelles, couramment utilisées, qui
permettent de représenter la composition chimique d’une population d’aérosols.
Le modèle de mélange externe considère que chaque particule présente au sein d’une
population d’aérosols a sa propre composition chimique. Cette configuration est proche
de la réalité à proximité des sources d’émissions où la composition de la particule
émise est très différente de la composition de la population d’aérosols de fond qui a
vieilli (Mallet et al., 2004). L’autre approche concerne le modèle de mélange interne
qui suppose que les particules de même taille ont strictement la même composition
chimique. Il existe deux catégories pour cette configuration : les composés chimiques
sont répartis de manière homogène dans l’aérosol ou structurés avec un coeur au
centre et des couches successives en périphérie (core-shell). Dans la troposphère, la
configuration de mélange externe évolue vers un mélange interne lorsque les particules
coagulent et que la condensation d’espèces gazeuses a lieu sur les aérosols.
En modélisation, l’hypothèse de mélange externe demande un coût de calcul numérique
élevé surtout pour les modèles 3D et est basée le plus souvent sur des approximations.
Souvent, dans un modèle multi-modal, l’approche du modèle externe est appliquée
entre les différents modes de la distribution des aérosols, et chaque mode est considéré
en mélange interne : chaque espèce chimique présente dans les aérosols d’un même
mode est représentée avec la même fraction massique dans tous les aérosols de ce mode.
Figure I.8 – Exemple de mélange interne/ Mélange externe d’une distribution d’aéro-
sol.
À titre d’exemple, la figure (I.8) illustre l’approche de mélange interne et l’approche
de mélange externe avec des espèces et des concentrations massiques arbitraires. À
gauche, la composition chimique massique d’un aérosol pour une taille particulière de
la distribution et, à droite, sa composition massique associée répartie sur 3 aérosols de
même taille si ce dernier était considéré en mélange externe.
Le choix de la représentation du type de mélange pour le traitement des aérosols est
essentiel pour la détermination de l’impact radiatif des aérosols et leur impact sur la
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santé.
1.4 Impacts et enjeux actuels liés à l’aérosol
1.4.1 Impacts radiatifs et environnementaux
Figure I.9 – Effets des aérosols sur le rayonnement solaire.
Les aérosols ont un impact direct sur le système climatique en diffusant (refroidis-
sant) et/ou en absorbant (réchauffement) le rayonnement solaire, ultra-violet (UV) et
visible (VIS), et terrestre, infra-rouge (IR) (Fig. I.9). Le rayonnement solaire incident
peut être diffusé, par réfléchissement, par réfraction, par diffraction et par réfraction,
et/ou absorbé.
Les rayonnements UV et VIS ont une longueur d’onde comprise entre 380 nm et 750 nm
et les processus physiques ayant lieu à cette échelle ont un impact radiatif direct (IRD).
L’IRD dépend des propriétés optiques des aérosols qui sont fonction de leur taille, de
leur composition chimique, de leur forme et de leur humidification. L’IRD global an-
nuel est estimé entre -0,01 W.m−2 et -0,29 W.m−2 (Goto et al., 2008; O’Donnell et al.,
2011). Localement, ce forçage négatif peut être plus fort notamment au niveau des fo-
rêts tropicales (Rap et al., 2013). BC réchauffe localement l’atmosphère, par absorption
dans le VIS, ce qui modifie le profil vertical de la température et de l’humidité et donc
limite la formation de nuage ou évapore les nuages bas présents ; c’est l’effet radiatif
semi-direct (Moosmueller et al., 2009). À l’exception de BC, le forçage radiatif direct
est négatif puisque moins de rayonnement solaire parvient à la surface ce qui induit
une diminution de la température en surface. Les aérosols agissent aussi de manière
indirecte du fait de leur rôle de CCN (Fig. I.9). Cette dernière propriété influence la
surface nuageuse et le taux des précipitations (Poschl, 2005; GIEC, 2014). En effet, une
augmentation de CCN pour une même quantité de vapeur d’eau, implique une augmen-
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tation du nombre de petites gouttelettes nuageuses et une surface d’eau plus grande, et
donc un pouvoir réfléchissant plus grand : c’est le premier effet indirect (Twomey, 1977;
Penner et al., 2001; Dusek et al., 2006). Des observations et la modélisation montrent
que les COV favorisent la croissance de particules nouvellement formées par nucléation
(Kulmala et al., 2004; Pierce et al., 2011; Riccobono et al., 2012) et favorisent l’acti-
vation de CCN (Riipinen et al., 2011, 2012; Paasonen et al., 2013). La modélisation
de l’effet radiatif des AOSB à l’échelle globale montre que les AOSB augmenteraient
la concentration annuelle globale de CCN (entre 3,6 et 21%) impliquant une augmen-
tation de la concentration moyenne annuelle globale de gouttelettes nuageuses (entre
1,9 et 5%) induisant un effet indirect global moyen négatif allant de -0,22 W.m−2 à
-0,77 W.m−2 (Scott et al., 2014). Cependant, l’influence des AOSA n’est pas à négliger
et doit être pris en compte avec les AOSB dans la formation de CCN (Sartelet et al.,
2012). D’autres études en laboratoire (Kiendler-Scharr et al., 2009) et des observations
(Kanawade et al., 2011) montrent qu’une forte concentration d’isoprène par rapport
aux monoterpènes pourraient inhiber la formation de nouvelles particules.
Le second effet indirect découle de la diminutation en taille des gouttelettes nuageuses
qui limite les précipitations et prolonge la durée de vie des nuages.
Il existe d’autres rétroactions indirectes associées aux dépôts sec et humide (pluie acide).
Le taux de dépôts des aérosols sur la végétation, sur le sol ou à la surface de l’eau
contrôlent en partie le taux d’émissions des AOPB et des précurseurs des AOSB et le
forçage radiatif des AOSB.
Le changement climatique pourrait favoriser la photosynthèse, les émissions de COVB
et la formation des AOSB. Ces derniers, pouvant agir comme CCN, augmenteraient
la couche nuageuse et apporteraient finalement un refroidissement (rétroaction néga-
tive)(Kulmala et al., 2004).
Actuellement, le forçage radiatif des aérosols en comparaison à l’ère pré-industrielle est
estimé entre -1 et -2 W.m−2 (Fig. I.1). C’est le seul forçage anthropique négatif qui
compense en partie le forçage positif des GES. Cependant, la plus grande incertitude
dans le système climatique réside dans l’interaction aérosol-nuage-précipitation et sur
leur effet de rétroaction (Lohmann and Feichter, 2005; GIEC, 2014; Kanakidou et al.,
2005; Andreae et al., 2005).
1.4.2 Impact sanitaire
Des nombreuses études ont fait le lien entre la présence de particules fines dans l’air
et l’augmentation de maladies cardiovasculaires, respiratoires et allergiques (Pope et al.,
2004b; Poschl, 2005). Ces troubles sont notamment causés par les particules ultra-fines
(dp < 100 nm) qui pénétrent dans les poumons puis dans le sang (Nemmar et al., 2002;
Donaldson et al., 2003; Poschl, 2005). En France, la loi sur l’air du 30 décembre 1996
dite loi sur l’Air et l’Utilisation Rationnelle de l’Énergie (LAURE) fixe le seuil de niveau
d’information et de recommandation à 80 µg.m−3 et le niveau d’alerte à 125 µg.m−3
moyenné sur 24 heures pour les PM10. La cour des Comptes a récemment estimé les
dépenses sanitaires causées par la pollution de l’air à 20-30 milliards d’euros par an pour
la France (Etudes et documents, Avril 2013). Selon un rapport du programme Clean
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Figure I.10 – Gain moyen d’espérance de vie (mois) à l’âge de 30 ans dans les 25 villes
du projet Aphekom si les niveaux moyens annuels de particules fines (PM2,5) étaient
ramenés à 10 µg.m−3(valeur guide préconisée par l’OMS)(Projet Aphekom, 2012).
Air for Europe, mené par la Commission européenne et publié en 2005, les particules
fines réduisent l’espérance de vie et sont responsables de 42 000 morts prématurées
chaque année en France, c’est-à-dire environ 8% des décès prématurés annuels. Dans
le monde, l’Organisation Mondiale de la Santé (OMS) estime qu’en 2010, 223 000 per-
sonnes sont décédées du cancer du poumon imputable à la pollution atmosphérique.
Le projet européen Aphekom a obtenu les résultats présentés sur la Figure (I.10). Les
chiffres montrent qu’une diminution des concentrations annuelles moyennes des PM2,5
jusqu’à 10 µg.m−3 aurait permis une augmentation de l’espérance de vie entre 3,6 et
7,5 mois pour des personnes âgées de 30 ans selon les villes considérées.
1.4.3 Impact sur le batiment
Le dépôt de particules sur les monuments architecturaux noircit et dégrade la
structure. Il s’agit d’un aspect esthétique qui peut impacter l’économie locale, régionale
et nationale à travers une diminution d’aﬄuence touristique. Cet impact négatif sur
l’économie est renforcé par le coût de la restauration de ces édifices qui demande
l’utilisation de produits chimiques corrosifs fragilisant le bâtiment.
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Nous venons de voir que les aérosols atmosphériques couvrent une gamme de taille
importante, qu’ils présentent une composition chimique variée et qu’ils impactent de ce
fait plus ou moins le bilan radiatif, la qualité de l’air et la santé. Dans la partie suivante,
il est nécessaire de s’intéresser plus particulièrement aux AOS ceux pour lesquels il y
a le plus d’incertitudes en termes d’impact, de processus de formation et d’évolution
chimique et de budget global (cf. 1.3.2).
2 Les aérosols organiques secondaires
L’oxydation des COVA et COVB aboutit à des COSV qui peuvent condenser sur
des particules pré-existantes que l’on modélise traditionnellement par un équilibre ther-
modynamique entre la particule et la phase gazeuse. La connaissance de l’état thermo-
dynamique et chimique des AOS est primordial pour estimer leur impact sur le bilan
radiatif direct et indirect. Nous allons détailler dans cette partie, le processus de forma-
tion traditionnelle des AOSgaz, en s’intéressant, tout d’abord à leurs précurseurs gazeux,
puis à leur interaction avec la phase particulaire et enfin à leur vieillissement chimique
au sein de la particule. Dans une sous-partie, nous aborderons les nouvelles approches
de modélisations des AOSgaz.
2.1 Précurseurs gazeux des AOSgaz : les Composés Organiques
Volatiles
Les COV regroupent des milliers de molécules gazeuses formées par une chaîne car-
bonée de taille variée à laquelle sont fixés des atomes d’oxygène et d’hydrogène. L’agen-
cement de ces atomes crée une grande diversité de molécules munies de groupes fonc-
tionnels qui confèrent aux COV une pression de vapeur saturante fortement variable et
suffisamment élevée pour qu’ils soient à l’état gazeux. Les COV peuvent être des COVB,
des COV anthropiques (COVA) ou des COV de feux de biomasse (COVBB). Leur re-
présentation dans les modèles atmosphériques est la source d’une des plus grandes
incertitudes.
2.1.1 Les composés organiques biogéniques
À l’échelle globale, les émissions de COVB dominent les émissions de COVA. Leur
émission par la végétation est estimée à 1150 TgC.an−1 (Guenther et al., 2000) prove-
nant de la biosphère soit environ dix fois plus élevée que les émissions de COVA (∼ 98
TgC.an−1) (Griffin et al., 1999; Rudich et al., 2007; Guenther et al., 2006). Cependant,
il existe de grandes incertitudes dans les inventaires d’émissions (Arneth et al., 2008).
Parmi les COV émis par les plantes, on peut citer les terpénoïdes tels que les hémi-
terpènes (C5H8), les monoterpènes (C10H16) (α-pinene, β-pinene et le limonene) et les
sesquiterpènes (C15H24). Les terpènes possèdent une double liaison C=C, c’est pour-
quoi ils présentent une forte réactivité vis-à-vis du radical OH., de l’O3 et du radical
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NO3. Globalement, l’isoprène est le COV majoritairement émis par la végétation puis-
qu’il représente globalement plus de ∼50% de la masse totale émise (300-700 TgC.an−1)
(Kanakidou et al., 2005; Carlton et al., 2009) devant les monoterpènes (∼ 130 TgC.an−1)
et les sesquiterpènes (∼ 11 TgC.an−1).
À une échelle plus locale, le flux d’émission des monoterpènes dépasse celui de l’isoprène
notamment près du bassin méditerranéen (Owen et al., 2001) et en Sibérie (Ruuskanen
et al., 2007) par exemple. Le méthanol (CH3OH) est également émis en grande quan-
tité par les forêts, surtout par les pins (Fehsenfeld et al., 1992). La capacité foliaire à
émettre des COVB est fonction du taux et du type de végétation, de la température, de
l’humidité du sol, du rayonnement photosynthétiquement actif Photosynthetic Active
Radiation (PAR) et de la concentration en CO2 (Helas and Pienaar, 1996; Folkers et al.,
2008).
À l’échelle régionale et urbaine, et en période hivernale, ce sont en général les COVA qui
sont les précurseurs majoritaires des AOSgaz (Tsigaridis and Kanakidou, 2003; Hoyle
et al., 2009). Néanmoins, la production des AOSgaz à partir des COVB est améliorée
dans les zones urbaines du fait d’un fort taux de NOx qui favorise l’oxydation des COV
mais aussi du fait d’une forte concentration des AOP qui stimule la transformation des
COV oxygénés (COVO) vers la phase particulaire (Carlton et al., 2010; Heald et al.,
2011; Hoyle et al., 2011).
Les émissions biogéniques sont fortement dépendantes des conditions météorologiques à
travers le PAR. La plupart des modèles atmosphériques calculent les émissions en ligne.
Le modèle Model of Emissions of Gases and Aerosols from Nature (MEGAN) (Model
of Emissions of Gases and Aerosols from Nature) (Guenther et al., 1995, 2012) est le
plus utilisé pour représenter ces émissions.
2.1.2 Les composés organiques anthropiques
Parmi les émissions de COVA, les composés aromatiques (toluène, styrène, xylène,
éthylbenzene...), les alcanes et les alcènes (Odum et al., 1997) sont les précurseurs
anthropiques majoritaires des AOSgaz surtout dans les zones urbaines, à l’échelle régio-
nale et l’hiver. Ils proviennent essentiellement des émissions automobiles et industrielles,
notamment issues des usines rejetant des solvants (Atkinson and Arey, 2003). Des ex-
périences de photooxydation en chambres atmosphériques (Forstner et al., 1997) et la
modélisation (Odum et al., 1996) ont montré le potentiel des composés aromatiques à
former des AOSgaz. Les alcanes à longue chaîne carbonée représentent en zone urbaine
près de 40% des émissions de COVNM (for Atmospheric et al., 2008).
À l’échelle globale, les émissions de COVA ont un impact limité puisque leur flux d’émis-
sion est estimé à 90-120 TgC.an−1 associé à une capacité à produire des AOSgaz infé-
rieure à 20% (Kanakidou et al., 2005). La représentation des émissions anthropiques
dans les modèles atmosphériques est un défi puisqu’elles ne dépendent pas uniquement
de la météorologie mais aussi des activités industrielles et résidentielles locales, variables
selon l’heure de la journée, le jour de la semaine, la saison et l’année.
Dans le cadre de modélisations sur l’Europe, les inventaires les plus utilisés qui repré-
sentent les émissions des espèces anthropiques sont EMEP (http ://www.ceip.at/) et
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Monitoring Atmospheric Composition and Climate (MACC) Kuenen et al. (2011). Il
est aujourd’hui possible d’appliquer des profils temporels pour obtenir des émissions
mensuelles, journalières ou horaires.
2.1.3 Les composés organiques des feux de biomasse
Les feux de biomasse (BB) incluent les feux de forêts, les feux de savanes et les feux
domestiques. Les émissions de COVBB par les feux de forêts tropicales comprennent
environ 80% des carbones organiques volatils non-méthaniques (COVNM) et sont
rapidement convertis en COVO (Yokelson et al., 2007). Ce taux a également été mesuré
en laboratoire (Christian et al., 2004). Parmi les COVO produits, on trouve CH3OH,
l’acide formique (HCOOH), l’acide acétique (CH3COOH), les produits d’oxydation
de l’isoprène comme la Méthylvinylcétone (MVK), la Méthacroléine (MACR) et la
Méthyléthylcétone (MEK). Dans les feux de forêts boréales, environ 40% des molécules
carbonées mesurées comportant un ou deux atomes de carbone (C1-C2) sont des
COVNM (Simpson et al., 2011). Les plus abondants sont le formaldéhyde (HCHO) et
CH3OH. Il est estimé que les feux de forêts boréales émettent environ 2,4 Tg.C.an
−1
de COVNM (Simpson et al., 2011). En plus de HCHO et de CH3OH, on trouve
essentiellement des COVO tels que l’acétaldéhyde (CH3CHO), HCOOH et CH3COOH,
des terpènes (pinènes), des alcènes et en moindre quantité d’autres aromatiques, des
alcanes, des alcynes et des halocarbures (Simpson et al., 2011).
La représentation des émissions de COVBB liées aux feux dépend de la météorologie
(vitesse du vent), de la surface (sécheresse de la végétation, topographie) et de la
connaissance, aujourd’hui encore partielle, des facteurs d’émission. Le facteur humain
dans le déclenchement de l’incendie est aléatoire et ne peut pas être pris en compte
dans les modèles. Les observations satellitales fournissent la localisation du foyer et
les modèles calculent ensuite la hauteur d’injection et la variation diurne (Grell et al.,
2011; Strada et al., 2012; Turquety et al., 2014).
2.2 Réactions d’oxydation des COV en phase gazeuse
La nature des groupes fonctionnels composant le COV induit une réactivité et un
temps de vie très hétérogènes. L’oxydation des COV dans la troposphère initie la forma-
tion de radicaux et produit des COVO puis éventuellement des COSV. La complexité
structurelle des COSV produits induit un transfert de masse variable de la phase gazeuse
vers la phase particulaire.
2.2.1 Les oxydants atmosphériques
Les principaux oxydants troposphériques sont l’O3, le radical hydroxyle (OH
.), le
radical nitrate (NO3) et le chlore (Cl). Les sources associées à ces radicaux et atomes
ne sont pas développées dans ce manuscrit (Finlayson-Pitts and Pitts, 2000; Atkinson,
2000). Toutefois les réactions les plus essentielles sont écrites ci-dessous.
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– O3
L’ozone troposphérique provient essentiellement de la réaction de photolyse du
NO2 (eq. (I.2)). L’O3, disponible le jour et la nuit, peut réagir avec un COV tout
au long de la journée.
– OH.
Le radical OH. est majoritairement responsable de l’oxydation atmosphérique.
Il est fortement couplé au radical hydroperoxyde (HO2) que l’on regroupe sous
le nom de HOx. En général, HO2 est le composé dominant des HOx et est le
précurseur majeur du radical OH.. Le radical OH. est produit à partir de la
photolyse de O3 à laquelle s’ensuit soit une désactivation de O(
1D) ou soit une
réaction avec la vapeur d’eau :
– Photolyse de O3
Une première voie de formation du radical OH se fait selon les réactions :
O3 + hν → O(1D) + O2 pour λ ≤ 350 nm (I.5)
O(1D) + H2O→ 2(OH) (I.6)
En présence de CO, le radical OH. entraîne la formation du radical HO2 selon
la réaction :
OH. + CO+ (O2)→ HO2 + CO2 (I.7)
Le radical OH ne peut dégrader les COV que le jour puisque ses sources
principales sont photolytiques.
– HNO2
Une deuxième voie de formation du radical OH. provient de la photodissociation
de l’acide nitreux HNO2 :
HNO2 + hν ↔ NO+OH· (I.8)
Puisque le principal puits de HNO2 est sa photolyse, HNO2 s’accumule pendant
la nuit et est une source significative de OH. le matin et en milieu urbain,
pendant que les autres sources de radicaux sont encore faibles. Le temps de
vie de HNO2 est essentiellement contrôlé par sa photodissociation et dans une
moindre mesure par :
HNO2 +OH
. → NO2 +H2O (I.9)
La seule réaction de production de HNO2 est la réaction inverse de (I.8) :
NO+OH· +M→ HNO2 +M (I.10)
– NO3
Le radical NO3 est formé à partir de la réaction de l’oxyde d’azote (NO), émis
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par les sources naturelles et anthropiques, avec l’ozone selon Atkinson (1997) :
NO +O3 → NO2 +O2 (I.11)
NO2 +O3 → NO3 +O2 (I.12)
Le jour, le radical NO3 est rapidement photolysé ou réagit rapidement avec NO
d’où sa faible concentration tout au long de la journée. La nuit, il s’accumule du
fait de sa formation par la réaction (I.12) .
– Cl
Des réactions avec l’atome Cl peuvent également avoir lieu le jour notamment
dans les zones sous influence océanique (Finlaysonpitts, 1993; Riemer et al.,
2008). Ces réactions d’oxydation des COV sont 10 à 200 fois plus rapides que
celles avec le radical OH.. Le budget global de Cl n’est pas très bien déterminé
(15-40 TgCl an−1) (Allan et al., 2007).
Le radical OH. initie les réactions d’oxydation le jour alors que la nuit, ce sont
l’O3 et le radical NO3 qui dominent les réactions d’oxydation des COV (Brown
et al., 2009, 2011).
Le mécanisme des réactions de dégradation des COV est présenté sur la figure (I.11)
et se décline en trois étapes :
– formation d’un radical alkyle R· formant rapidement un radical peroxyle intermé-
diaire RO2·,
– réactions du radical RO2· qui produit le radical alkoxyle RO·,
– évolution du radical RO· vers la formation de COVO.
2.2.2 Initiation par réaction avec les oxydants : formation du radical R·
Cette première phase d’oxydation est initiée par réaction du COV avec l’un des
oxydants atmosphériques :
– soit par l’arrachement d’un atome d’hydrogène (H) sur une simple liaison C-H des
COV par les radicaux OH. et NO3 et par l’atome Cl (Fig. I.12). Ce processus se
produit également sur la fonction carbonyle (C=O) des aldéhydes, sur le groupe
substituant d’un alcène et sur des composés aromatiques et dans une moindre
mesure sur le groupe alcool (-OH).
Cependant, ce processus est peu significatif pour les COVB comme l’isoprène, les
monoterpènes et les sesquiterpènes mais et à prendre en considération pour les
aldéhydes biogéniques tels que MACR et MVK.
– soit par addition de radicaux OH. et NO3 et des atomes d’O3 et de Cl sur une
double liaison C=C des COV (alcènes). La double liaison C=C est favorable à
l’ozonolyse (Fig. I.13) qui forme un composé intermédiaire de grande énergie qui
se décompose rapidement en un carbonyle et un intermédiaire de Criegee créant
en partie un radical R. (Fleming et al., 2006; Malkin et al., 2010). L’ozonolyse
2. LES AÉROSOLS ORGANIQUES SECONDAIRES 29
Figure I.11 – Réactions de dégradation des COV atmosphériques en phase gazeuse
Figure I.12 – Processus d’arrachement d’un atome d’hydrogène et formation d’un ra-
dical alkyle
aboutit à la production des radicaux OH. et HO2 pendant la nuit (Volkamer et al.,
2010).
L’addition des radicaux OH. et NO3 domine, en général, le processus d’arrachement
d’un atome H et mène respectivement à des radicaux hydroxy-alkyle et nitroxy-alkyle.
Dès qu’un radical R. est formé, il réagit instantanément avec O2 pour former un
radical alkyle peroxyle (RO2
.) suivant la réaction :
R. +O2 +M → RO.2 +M (I.13)
2.2.3 Evolution du radical RO2· et formation du radical RO·
À cette étape, les radicaux RO.2 peuvent réagir avec d’autres radicaux RO
.
2 et avec
NO pour former les radicaux alcoxy RO·. Ces réactions produisent également des alcools,
des carbonyles, des hydropéroxydes (ROOH), des acides carboxyliques (RC(O)OH) ou
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Figure I.13 – Ozonolyse du 2-methyl-2-butène et formation de l’intermédiaire de Crie-
gee
encore des acides peroxydes, des alcools (ROH) et des composés carbonylés (RC(O)R’).
La réaction de RO.2 avec NO2 forme des composés azotés (péroxynitrate (ROONO2),
PAN...).
La proportion relative de chacune de ces réactions dépend des conditions photochi-
miques et des concentrations en NOx (Hallquist et al., 2009). À forte concentration de
NOx, le radical RO
.
2 est principalement converti en RO· par sa réaction avec NO.
2.2.4 Vers la formation de COVO
Le radical RO· peut produire un nouveau radical RO.2 par rupture (décomposition)
d’une liaison C-C, ou former un composé hydroxycarbonylé par migration d’un atome
d’hydrogène (isomérisation) à partir d’un radical hydroxyalkyle R·(OH) intermédiaire.
La dégradation des COV entraîne la production de COVO et une succession de
réactions d’oxydation forme des produits de volatilité de plus en plus faible. Dès lors
que la molécule présente une pression de vapeur saturante faible, les molécules gazeuses
vont interagir avec la surface de particules pré-existantes.
2.3 Partitionnement gaz/particule
2.3.1 Théorie : la loi de Raoult
Soit une parcelle d’air atmosphérique de température T et de pression P. La com-
position gazeuse atmosphérique peut être considérée comme un mélange idéal où les
interactions entre les espèces gazeuses sont relativement faibles par rapport à la phase
condensée. Chacun des COSVi présente une pression partielle Pi en phase gazeuse et
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une fraction molaire xi en phase condensée. En supposant que l’équilibre thermodyna-
mique entre la phase gazeuse et la phase condensée est atteint pour chaque COSVi, les
potentiels chimiques dans ces deux phases, µGi et µ
A
i respectivement, sont égaux :
µGi (T, Pi) = µ
A
i (T, xi) (I.14)
Le potentiel chimique du COSVi dans la phase gazeuse s’écrit selon Levine (2002) :










0) est le potentiel chimique standard à la pression de référence P0=1bar.
De la même manière, le potentiel chimique dans la phase particulaire s’écrit Levine
(2002) :




i ) +RTln(γP,ixi) (I.16)
où µ∗i (T,P
vap
i ) est le potentiel chimique standard à la pression de vapeur saturante P
vap
i .
γP,ixi est l’activité dans la phase aérosol prenant en compte le comportement non-idéal
du solvant. Pour un corps pur (une seule espèce d’où γi=1 et xi=1), et d’après l’égalité
(I.14), on peut écrire :
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d’où d’après l’équation (I.15), on obtient :
















Cette dernière relation (I.19) est la loi de Raoult. Elle montre que le partitionnement
des COSV entre la phase gazeuse et et la phase condensée est contrôlé par la pression
de vapeur saturante de l’espèce considérée.
2.3.2 Absorption dans un mélange complexe de molécules organiques
Pankow (1994c) a mis au point un modèle basé sur le fait que la volatilité d’une
espèce organique contrôle son partitionnement entre la phase gazeuse et particulaire. La
matière organique est considérée comme un mélange complexe de composés organiques
présents dans une seule et unique phase. Le partitionnement d’une espèce i dans la
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où CP,i et CG,i sont respectivement les concentrations en phase condensée et en phase
gazeuse du composé i, et COA est la concentration totale des organiques (AOP et la
somme de tous les CP,i). Ces concentrations sont en µg.m
−3. À partir de la loi de Raoult,
il est possible d’exprimer la constante d’équilibre de la manière suivante :
KP,i =
R× T × 10−6
Mom × γi × P vapi
(I.21)
où R est la constante des gaz parfaits (8,2×10−5 m3.atm.mol−1.K−1), T est la
température (en K), Mom est la masse molaire moyenne de la phase organique totale
absorbante (en g.mol−1), γi est le coefficient d’activité de l’espèce i dans la phase
organique, et P
vap
i est la pression de vapeur saturante de i (en atm).














où C∗i = K
−1
P,i est la concentration saturante (en µg.m
−3).
2.4 Modélisation de la formation des AOSgaz
On a vu que la concentration des AOS dans l’atmosphère dépend de nombreux
facteurs (émissions des COV, processus d’oxydation, conditions thermodynamiques de
partitionnement, dépôts sec et humide). Le suivi explicite de chacune des espèces chi-
miques, depuis la phase gazeuse vers la phase aérosol, dans les modèles atmosphériques
3D, demanderait un coût numérique collossal. C’est pourquoi, les modèles 3D com-
portent, en général, des mécanismes chimiques gazeux réduits dans lesquels soit uni-
quement les COV d’intérêt majeur dans la production des AOSgaz sont représentés, soit
les COV d’une même classe ou avec des fonctions similaires sont regroupés dans une
seule espèce. D’autre part, devant la multitude des AOS dans l’atmosphère, il est éga-
lement nécessaire de les regrouper en quelques classes pour modéliser leur traitement
thermodynamique et leur vieillissement chimique. Les mécanismes en phase gazeuse ne
sont pas détaillés dans ce manuscrit mais leur références et leurs applications se trouvent
dans le papier de Baklanov et al. (2014).
2.4.1 Approche empirique à 2 produits de Odum
Cette première approche repose sur la théorie de partitionnement gaz/particule des
COV établit par Pankow (1994c) (équation (I.20)). Elle a été étendue à la formation
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des AOS par Odum et al. (1996) et elle définit le rendement, R, comme le rapport de














– αj est le rendement massique du composé j.
Devant le nombre considérable de COSV possible pour chaque COV, Odum et al. (1996)
ne considèrent que deux COSV représentatifs ayant leur coefficient stoechiométrique et
leur coefficient de partitionnement gaz/particule dépendants de la température (Odum
et al., 1996; Griffin et al., 1999; Schell et al., 2001). Ces coefficients sont déterminés
à partir de nombreuses études réalisées en laboratoire (Seinfeld and Pankow, 2003).
La structure moléculaire de ces composés n’est pas définie. Ils servent simplement de
variables d’ajustement reposant sur l’hypothèse qu’ils sont hydrophobes et que leur coef-
ficient d’activité est constant. La durée des expériences en chambre atmosphérique n’est
pas suffisante pour oxyder significativement les COSV et pour les rendre moins volatils
et plus hygroscopiques. L’usage de cette méthode implique de ce fait un biais pour la
modélisation. De plus, cette approche repose sur l’équilibre instantané des COSV avec
la phase particulaire alors qu’en réalité la diffusion associée à la cinétique d’absorption
est limitée.
De nombreux modèles comme GEOS-Chem (Liao et al., 2007), CMAQ (Carlton et al.,
2010) utilisent cette approche pour modéliser la formation de AOS à l’échelle globale.
Récemment, ce modèle a été utilisé dans GEOS-CHEM et étendu pour inclure le vieillis-
sement des composés organiques vers des composés faiblement volatils et pour repré-
senter leur cinétique de condensation sur les particules atmosphériques (Yu, 2011). Ces
nouveaux développements améliorent la simulation de la masse moyenne annuelle des
AOS dans la couche limite d’un facteur entre 2 et 10. D’autre part, ce nouveau mé-
canisme a généré des particules plus grosses amenant de petits aérosols initiallement
non activés vers des tailles permettant leur activation en CCN. Basée sur l’approche
développée par Yu (2011), l’étude de Langmann et al. (2014) a également montré une
augmentation d’un facteur 6 de la masse des AOS avec une amélioration du spectre en
taille des aérosols.
2.4.2 Approche empirique basée sur la volatilité : VBS et VBS-2D
L’approche VBS, développée par Donahue et al. (2006), repose sur la théorie de par-
titionnement de Pankow (1994b) à laquelle il propose d’ajouter la contribution des AOP
aux COSV et de prendre en compte le vieillissement chimique. Les AOP sont traités
traditionnellement dans les modèles comme des composés non-volatils. Cette approche
a pour objectif de représenter toutes les volatilités possibles des AOS. Il propose de
classer les composés organiques en 9 classes de concentration saturante C∗ espacées
logarithmiquement allant de 0,01 µg.m−3 à 106 µg.m−3. Les valeurs les plus faibles
de C∗ (0,01-0,1 µg.m−3) correspondent aux composés organiques de faibles volatilités,
présents principalement en phase condensée même dans les milieux de faibles concen-
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trations particulaires. Les plus fortes valeurs de C∗ (103-106 µg.m−3) sont associées aux
composés organiques qui se trouvent quasiment dans tous les environnements dans la
phase gazeuse surtout dans les milieux pollués. Afin de prendre en compte le vieillisse-
ment chimique, à chaque oxydation, une fraction du composé oxydé est déplacée vers
une classe de volatilité plus faible.
La Figure (I.14) permet d’illustrer cette approche. Pour une faible concentration mas-
sique de matière organique dans la phase condensée COA, dans le cas a) où COA=1
µg.m−3, la matière condensée résulte surtout des composés organiques qui présentent
une faible concentration saturante C∗ comprise entre 1 et 10 µg.m−3. Lorsque COA aug-
mente, dans le cas b) où COA = 100 µg.m
−3, il y a un décalage de la matière condensée
vers de plus forte concentration saturante C∗ comprise entre 1 et 104 µg.m−3. On re-
marquera que lorsque COA = C
∗, 50% de la masse organique est dans chacune des deux
phases.
Figure I.14 – Augmentation de la condensation particulaire avec la masse organique
particulaire issue de la contribution de la réaction de l’α-pinene avec l’ozone. a) Faible
production massique de AOS ; b) Forte production massique de AOS (Donahue et al.,
2009).
L’approche Volatility Basis Set (VBS) a été utilisée dans de nombreuses études sur le
continent Nord-Américain (Robinson et al., 2007; Murphy and Pandis, 2009) et sur
l’Europe (Bergstrom et al., 2012). Dans leur étude, Bergstrom et al. (2012) ont testé
l’impact d’hypothèses faites sur le schéma VBS, notamment sur le partitionnement
des AOP et sur le vieillissement des COSV, envers la formation des AOS. L’étude
montre une forte sensibilité des contributions relatives des AOSA, des AOSB et des
AOSBB au traitement du vieillissement des COSV. Une grande incertitude réside dans
les émissions de COVB l’été et trop peu de données sont disponibles en Europe (taux
d’émission, concentrations ambiantes) pour pouvoir initialiser et comparer les modèles.
Les émissions provenant des feux résidentiels l’hiver contribuent significativement à la
masse des AO. Or, les inventaires d’émissions pour les feux de biomasse résidentiels ne
sont pas très précis. La paramétrisation VBS de base montre que la prise en compte
du vieillissement des COSV est essentielle pour reproduire correctement les niveaux de
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masse des AO l’été alors que l’hiver la masse de AO est plus sensible aux émissions des
AOP.
Une version plus récente du modèle VBS, VBS-2D, inclut le degré d’oxydation de la
matière O/C (Jimenez et al., 2009; Donahue et al., 2011, 2012; Athanasopoulou et al.,
2013) mesurable par les AMS. Le vieillissement de la matière organique augmente le
rapport O/C et diminue la volatilité par fonctionnalisation, diminue fortement la vo-
latité sans modifier significativement le rapport O/C par oligomérisation et augmente
la volatilité et le rapport O/C par fragmentation. Cette approche est ainsi plus réaliste
pour décrire l’évolution de la matière organique dans l’atmosphère. De récentes études
ont montré l’impact de la prise en compte du vieillissement. L’application du modèle
VBS-2D a montré que, lorsque seule la fonctionnalisation est paramétrée, une suresti-
mation de la concentration massique des AO et une sous-estimation du rapport O/C
surtout l’été se produit (Murphy et al., 2012). La concentration massique des AO est
améliorée et le rapport O/C demeure sous-estimé lorsque le processus de fragmentation
et le taux d’oxygénation sont paramétrés.
2.4.3 L’approche mécanistique moléculaire de Pun
Cette approche distingue deux types d’espèces représentatives des AOS : les AOS
hydrophiles et hydrophobes. Les COSV hydrophiles, hautement oxygénés tels que les
acides organiques et les aldéhydes, condensent principalement dans la phase aqueuse
de l’aérosol bien qu’ils puissent condenser sur la phase organique en absence d’eau en
présence d’une faible humidité relative. Les espèces hydrophobes, faiblement oxygénées
tels que les longues chaînes carbonées et les aromatiques, condensent plutôt dans la
phase organique de l’aérosol du fait de leur faible affinité avec l’eau (Pun et al., 2002,
2003, 2006).
Des études ont montré l’importance de considérer la phase aqueuse de l’aérosol pour
l’absorption des composés organiques (Saxena et al., 1995). L’attribution de l’une ou
l’autre de ces propriétés est basée sur leur coefficient octanol/eau déterminé expérimen-
talement (Pun et al., 2006).
Cette approche moléculaire permet une bonne représentation de la dissociation des
acides dans la phase aqueuse, de l’hygroscopiscité (absorption d’eau par l’aérosol), de
la non-idealité de la solution et de l’absorption des COV dans la phase aqueuse de
l’aérosol. L’avantage est que les coefficients d’activité évoluent avec la composition chi-
mique de l’aérosol.
Cette approche a récemment été implémentée et étendue dans le modèle de qua-
lité de l’air Polair3D incluant le module traitant l’équilibre des espèces organiques
gaz/particule H2O (Couvidat et al., 2012, 2013a,b). Ce module repose sur le concept
d’AER/EPRI/Catech (AEC) (Pun et al., 2002) (qui repose sur le mélange interne des
particules hydrophes et hydrophiles) et a été développé pour corriger le calcul des co-
efficients d’activité pour les composés hydrophiles, pour inclure de nouvelles enthalpies
de vaporisation, et des rendements de formations d’AOS actualisés en fonction des ré-
gimes de NOx et en considérant d’autres précurseurs des AOS (aromatiques, isoprène,
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monoterpènes et sesquiterpènes), et pour prendre en compte la volatilité des AOP. La
proportion des AOP à caractère semi-volatil par rapport aux AOP est estimée à 1/5.
Une classification des AOP semi-volatils a été mise place et basée sur trois composés qui
ont un partitionnement gaz/particules différents et une cinétique d’oxydation par OH.
différente (Couvidat et al., 2012). Ces composés n’ont pas de structures moléculaires
définies.
La comparaison des résultats d’une simulation sur l’Europe avec des observations en
stations rurales montre que la concentration massique des AO est mieux représentée
l’hiver lorsque l’on considère le caractère semi-volatil des AOP (Couvidat et al., 2012).
De plus, l’étude montre la nécessité de prendre en compte, non seulement les produits de
première génération de l’oxydation des monoterpènes mais aussi les produits de seconde
génération dans les conditions de faible concentration en NOx.
Une seconde étude de simulation en région parisienne (Couvidat et al., 2013a)
consiste à attribuer une structure moléculaire aux AOP semi-volatils afin de quanti-
fier l’impact de leur coefficient d’activité sur leur partitionnement. Les OOA ont peu
d’affinités avec les AOP et les AOP et les AOS ne sont pas mélangés ensemble.
2.5 Vieillissement de l’aérosol organique
Le caractère semi-volatil des espèces présentes dans AO implique qu’une variation
de concentration dans la phase gazeuse ou dans la phase aérosol va induire un
déséquilibre thermodynamique et un transfert de masse de l’espèce considérée, et
induire une variation de masse de l’AO. Ce transfert est d’autant plus fort si l’espèce
est volatile (Donahue et al., 2012).
Le vieillissement des AOSgaz repose directement sur les produits d’oxydation des COV
en phase gazeuse et sur les réactions d’oxydation des espèces chimiques présentes en
phase aérosol. Les réactions d’oxydation en phase aérosol dépendent de l’absorption
des oxydants tels que le radical OH. et l’ozone provenant de la phase gazeuse. La
constante cinétique des réactions d’oxydation en phase particulaire est dix fois plus
faible que celle en phase gazeuse (Lambe et al., 2009) et est variable selon l’abondance
de l’espèce.
Des mesures en chambre de simulation ont montré que des réactions non-oxydatives
ont également lieu au sein des AO amenant à la formation de molécules à haut poids
moléculaires correspondant à des oligomères (Surratt et al., 2006). Ces particules sont
fortement oxygénées puisque leur rapport O/C peut atteindre 0,5 (Hallquist et al.,
2009). D’autres processus ont lieu dans les AO comme la fragmentation qui implique
la scission de liaisons C-C et la fonctionnalisation qui, par addition de groupements
fonctionnels, oxygène les AO (Kroll et al., 2009).
Dans les modèles atmosphériques, les AOSgaz sont souvent considérés sous forme
liquide avec une faible viscosité de la phase particulaire (< 102 Pa s) ce qui permet une
diffusion rapide (10−6-10−3 s) de l’activité thermodynamique des espèces absorbées
et ce qui induit une phase chimiquement homogène. La matière organique secondaire
peut être également considérée comme semi-solide avec une partie solide et une partie
liquide dans des conditions sèches ou d’humidité relative modérée (Virtanen et al.,
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2010). Dans ce cas, la viscosité de la phase particulaire (102-1012 Pa s) ralentit le
vieillissement chimique de la particule du fait d’une diffusion plus lente (de la seconde
au jour) et altère ainsi les propriétés physico-chimiques de l’AOS (Shiraiwa et al.,
2011). Récemment, des mesures ont montré que les AOSgaz peuvent aussi exister sous
forme hautement visqueuse (> 1012 Pa s) et amorphe (propriétés mécaniques d’un
solide) n’atteignant leur équilibre thermodynamique qu’après une longue période (de
plusieurs jours à plusieurs années). Ce nouvel état limiterait la diffusion de l’eau au
sein de la particule affectant le potentiel des AOS à former des CCN et indirectement
altérant le bilan radiatif dans les transports longues distances. D’autre part, cette phase
visqueuse limiterait l’absorption des espèces chimiques dans la particule et favoriserait
l’adsorption impactant la réactivité de la chimie hétérogène. Enfin, l’évaporation des
COV et des COSV s’en verrait également altérée (Bones et al., 2012; Kuwata and
Martin, 2012; Perraud et al., 2012).
Le contenu en eau liquide des AO contrôle ainsi la cinétique tant des réactions
d’oxydation des molécules présentes dans les AO que des mécanismes non-oxydatifs et
de ce fait le vieillissement des aérosols.
3 Les nuages : un milieu réactionel à considérer
dans le budget des AOS
Les nuages recouvrent à chaque instant, de manière inégalement répartie, plus de la
moitié de la surface terrestre et leur extension verticale va de la dizaine de mètres dans
des conditions atmosphériques stables (cumulus, brouillard) à plusieurs kilomètres
dans les masses d’air fortement instables (cumulonimbus).
De nombreuses études, issues d’observations et de modélisation, ont mis en évidence
la contribution de la chimie en phase aqueuse des nuages dans la formation des AOS.
Les AOSaq sont formés à partir de la dissolution du carbone organique soluble (COS)
dans les gouttelettes nuageuses qui réagit en phase aqueuse. Les produits formés sont
des composés de plus faible volatilité (tels que des acides dicarboxyliques, hydroxy-
carboxyliques, des esters, des alcools aromatiques...) et passent en phase particulaire
lors de l’évaporation du nuage (Blando and Turpin, 2000; Aumont et al., 2000; Carlton
et al., 2009; Hallquist et al., 2009).
Par exemple, la réactivité en phase aqueuse explique la variation saisonnière et diurne
de l’acide oxalique présent en phase particulaire mesurées dans les nuages (Crahan
et al., 2004). En effet, l’acide oxalique présent en phase particulaire provient de
l’oxydation en phase aqueuse de l’acide pyruvique, qui est produit en phase aqueuse
par les COS issus de l’oxydation de l’isoprène en phase gazeuse (Carlton et al.,
2006). D’autre part, le rapport élevé de O/C, mesuré dans les AOS, ne peut pas être
expliqué par les observations en chambre de simulation atmosphérique réalisées dans
des conditions sèches (Aiken et al., 2008; Ng et al., 2010).
Après avoir abordé les processus de formation et d’évolution des nuages, les pro-
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cessus d’équilibres thermodynamiques et de transfert de masse des espèces organiques
entre les phases gazeuse et aqueuse sont décrits dans le paragraphe (3.2). Le paragraphe
suivant est consacré aux transformations chimiques qui se produisent dans la phase
aqueuse et à la composition chimique résultante.
3.1 La formation et la microphysique des nuages
Un nuage est composé de gouttelettes d’eau et/ou de glace en suspension dans l’air.
Les nuages peuvent se former et résider à toutes les altitudes de la troposphère et avoir
des épaisseurs variables. Il existe des dizaines de nuages troposphériques répertoriés en
1956 par l’Organisation Mondiale de la Météorologie (OMM) classés sur la base d’ob-
servations macroscopiques par genre, par espèce (forme, dimensions, structure interne,
processus physiques intervenant dans leur formation) et par variété (transparence aux
rayons solaires). Les données issues de satellites montrent que les nuages recouvrent
environ 70% de la surface terrestre (Stubenrauch et al., 2013) et 7% du volume de la
troposphère contient des nuages (Pruppacher and Jaenicke, 1995). Cependant, au sein
d’un nuage, le contenu en eau liquide (Liquid Water Content (LWC)), qui exprime le
rapport du volume d’eau par volume d’air, n’est que de 10−7 à 10−6%. Ainsi, le nuage
est composé presque entièrement de gaz. D’autre part, seulement 10% des nuages
précipitent et le reste (90%) évolue par des cycles de condensation/évaporation et
par des interactions microphysiques entre les hydrométéores (Fig. I.15). Le spectre
dimensionnel des hydrométéores s’échelonne d’environ 10 µm à 5 mm de diamètre. Le
nombre d’hydrométéores par litre d’air est inversement lié à leur taille et à leur vitesse
de chute.
Ces processus microphysiques redistribuent les espèces chimiques présentes dans
la phase aqueuse entre les hydrométéores et modifient la composition chimique des
gouttes de nuage et de pluie.
3.1.1 Les noyaux de condensation (CCN)
Les CCN représentent les aérosols susceptibles de former, par activation, des
gouttelettes de nuages. Contrairement, à la croissance par hygroscopicité qui se produit
en sous-saturation, l’activation des CCN a lieu lors d’une sursaturation c’est-à-dire en
présence d’une humidité relative supérieure à 100%. C’est un processus essentiel qui
détermine directement la concentration initiale en nombre des gouttelettes nuageuses.
L’activation des CCN dépend des propriétés physico-chimiques de l’aérosol (com-
position, taille, hygroscopicité) et des conditions thermodynamiques environnantes
(humidité relative et température) selon l’équation de Köhler.
La théorie de Köhler considère que l’aérosol est composé d’une partie soluble et d’une
partie insoluble. Plus l’aérosol comporte de matière soluble plus la sursaturation
critique, nécessaire à l’activation de l’aérosol, est faible. Pour comprendre, voici
l’expression de la sursaturation microscopique sw,v à l’interface air-eau issue de la
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Figure I.15 – Ordre de grandeur des rayons (R en µm), du nombre de particules par
litre (N), et de la vitesse de chute (V en cm.s−1), pour les noyaux de condensation
nuageux, les gouttes de nuage, les grosses gouttes de nuage et les gouttes de pluie. Les
principaux processus microphysiques responsables des transitions entre les catégories
apparaissent également.






a3 − r3 (I.25)
où r et a correspondent respectivement au rayon de l’aérosol sec et au rayon de l’aérosol
humide.
Le terme comprenant le coefficient A correspond à l’effet Kelvin. Sa valeur repose sur
la courbure de la particule pure considérée sphérique. Ainsi, plus le rayon de l’aérosol
est grand, plus la sursaturation nécessaire à son activation est faible. Le terme incluant
le coefficient B prend en compte l’effet Raoult associé à la partie soluble de l’aérosol.
La nucléation des gouttelettes se produit, en général, à une sursaturation d’environ
0,1%. Les sels de mer et les sulfates, très hygroscopiques, ont une sursaturation
critique plus faibles. La concentration de CCN est faible dans une masse d’air peu
polluée (100 cm−3), qui contient moins d’aérosols de grande taille et moins de ma-
tière inorganique (hygroscopique), que dans une masse d’air polluée (1000 cm−3). Le




où C et k sont des constantes caractéristiques de la masse d’air.
Une fois activée, la partie soluble de l’aérosol se dissout et initialise la concentration
chimique et le pH de la gouttelette. L’acidité de la gouttelette influence l’absorption
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des gaz et les réactions en phase aqueuse.
3.1.2 Croissance par condensation
La condensation est le processus principal qui contrôle la teneur en eau liquide du
nuage. La chaleur latente dégagée pendant la condensation modifie la température de
la goutte et la tension d’équilibre à la surface de la goutte. Le changement de masse
conduit à de faibles changements de rayon pour les grosses gouttes. La croissance par
condensation n’est pas assez efficace pour le passage des gouttelettes de nuages vers
les gouttes de pluies. D’autres processus interviennent dans la croissance des gouttes
nuageuses.
3.1.3 Croissance par collision/coalescence
Il existe différents types de mécanismes de collision. Tout d’abord, l’autoconversion
de gouttelettes de nuage de taille similaire est un processus majeur qui initie la for-
mation des gouttes de pluie. Ensuite, l’accrétion est le processus par lequel les grosses
gouttes collisionnent avec les petites gouttes entraînant une croissance de la taille des
gouttes de pluie. Enfin, l’auto-collection concerne les grosses gouttes entre-elles. Toutes
les collisions n’amènent pas à la coalescence des gouttelettes du fait de la présence d’une
pellicule d’air maintenue entre elles.
3.1.4 Evaporation
Le processus d’évaporation entraîne la diminution de la taille de la gouttelette nua-
geuse ou de la goutte de pluie. Au fur et à mesure que le rayon de l’hydrométéore
diminue, la concentration chimique de la solution augmente puisque les espèces solubles
présentes dans l’eau y restent. Ce sont les plus petites gouttelettes qui vont évaporer
totalement en premier. Au point d’évaporation totale, les espèces chimiques les moins
volatiles vont rester dans la phase particulaire ; les autres espèces sont relarguées dans
la phase gazeuse.
3.2 Cinétique de transfert de masse gaz/eau et équilibre de
Henry
La solubilité d’une espèce gazeuse dans la phase aqueuse est gouvernée par un
équilibre de la forme :
A(g) ↔ A(aq) (I.27)
où A(g) et A(aq) représentent respectivement l’espèce A en phase gazeuse et en phase
aqueuse.
Pour une solution idéale, c’est-à-dire diluée, la constante de Henry pour l’espèce A,
notée HA répond à l’égalité suivante :
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– HA constante de Henry, exprimée en mol.L
−1.atm−1,
A (aq) concentration de A en phase aqueuse en mol.L
−1,
– PA pression partielle de A en phase gazeuse en atm.
On peut considérer que les gouttelettes nuageuses et les gouttes de pluie sont des
solutions idéales.
La constante de Henry est dépendante uniquement de la température, T (en K), que
l’on exprime par l’intégrale de la relation de Van’t Hoff :












– HA,298K est la constante de Henry de A à 298 K,
– ∆H variation d’enthalpie de la réaction de dissolution, supposée constante dans
la troposphère,
– R constante des gaz parfait valant 8,314 J.K−1.mol−1.
La variation d’enthalpie de dissolution étant toujours négative, la valeur de la constante
de Henry augmente lorsque la température diminue. Ainsi, les gaz ont tendance à être
plus solubles en présence de température basse plutôt qu’élevée.
La plupart des espèces gazeuses, une fois dissoutes, se dissocient ou s’hydratent rapi-
dement dans la solution aqueuse. Il est nécessaire de prendre en compte ces équilibres
de dissociation et d’hydratation qui déplacent l’équilibre de Henry, en définissant la





où [A](aq,t) est la concentration en phase aqueuse réelle mesurable.
Un exemple simple est celui d’un monoacide AH qui se dissocie rapidement, en phase
aqueuse. Le système d’équilibre avec sa base conjuguée s’écrit :










– HAH est la constante de Henry propre, qui ne prend en compte que la solubilité
physique du gaz,
– Ka,AH constante d’acidité de l’acide AH ; [H
+], [A−] et [AH] sont les concentrations
en phase aqueuse.
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La quantité totale d’acide dissous [AH]tot vaut :



















La constante de Henry effective dépend du pH de la solution (pH=-log10[H
+]) et du
pKa (pKa =-log(Ka)) dans le cas d’un acide et d’une base.
Dans le cas de l’hydratation d’une espèce comme les aldéhydes ou les cétones, la
constante de Henry effective s’exprime :
H∗A = HA(1 +Khyd,A) (I.35)
où Khyd,A constante d’hydratation de l’espèce A.
Ainsi, les valeurs de constante d’acidité et d’hydratation étant positives, la valeur de
la constante de Henry effective est toujours supérieure à la constante de Henry propre.
La différence entre ces deux constantes peut être très grande notamment dans le cas
d’acides forts comme l’acide nitrique (HNO3) ou encore l’acide chlorhydrique (HCl) qui
se dissocient complètement dans la solution aqueuse. Il est impératif de considérer la
constante de Henry effective dans les mécanismes de chimie.
Des transferts de masse des espèces chimiques ont lieu entre les phases gazeuse et
aqueuse auxquels s’ensuivent rapidement des réactions chimiques au sein de la phase
liquide. L’équilibre de Henry est donc rarement atteint.
Schwartz (1986) a étudié la cinétique de transfert de masse d’une espèce gazeuse vers la
phase aqueuse. Les étapes du transfert de l’espèce chimique de l’air vers l’intérieur de
la phase aqueuse peuvent être représentées de manière simplifiée, comme représentées
sur la figure (I.16) :
– (1) Diffusion de l’espèce A en phase gazeuse, A∞(g), vers l’interface de la goutte,
– (2) Transfert de Ai(g) à travers l’interface et possibilité d’un équilibre local. A
i
(aq)
est l’espèce A en phase aqueuse à l’interface,
– (3) Établissement possible d’un équilibre (d’hydratation ou de dissociation) rapide
en phase aqueuse impliquant le gaz dissout. Bi(aq) représente l’espèce B, hydratée
ou dissociée, en équilibre avec Ai(aq) dissout,
– (4) Diffusion en phase aqueuse de l’espèce dissoute A et/ou de l’espèce B en
équilibre vers l’intérieur de la gouttelette, amenant aux espèces A(aq) et B(aq),
– (5) Réactions chimiques en phase aqueuse formant des produits moins volatils.
L’étude relative des temps caractéristiques de chacune de ces étapes permet de
déterminer celles qui sont limitantes. Cette analyse a été effectuée par Schwartz (1986)
et montre que la diffusion en phase aqueuse (4) n’est jamais limitante c’est-à-dire que les
concentrations en phase aqueuse sont homogènes à l’intérieur de la goutte. Par contre la
diffusion en phase gazeuse (1) et le transfert à l’interface air-goutte (2) peuvent être des
étapes limitantes suivant la taille des gouttes et la valeur du coefficient d’accommodation
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Figure I.16 – Processus physico-chimiques subis par l’espèce gazeuse A en présence
d’une gouttelette de nuage.
(probabilité pour qu’une molécule entrant en collision avec l’interface soit incorporée
dans la phase liquide). Sur la base de ces constantes, classiquement dans les modèles de
chimie atmosphérique, les échanges air-goutte sont représentés par la théorie cinétique
de transfert de masse (Schwartz, 1986) qui permet de prendre en compte les déviations
par rapport à la loi de Henry. De nombreuses études de terrain ont d’ailleurs mis
en évidence ces déviations avec des concentrations en phase aqueuse supérieures ou
inférieures à celles prévues par la loi de Henry suivant les espèces chimiques et les
conditions environnementales (Laj et al., 1997; Voisin et al., 2000).
3.3 Réactions chimiques des organiques en phase aqueuse
Comme pour la phase gazeuse, des interactions entre les composés organiques et les
inorganiques (radicaux, métaux, sels, soufre...) se produisent en phase aqueuse. La pré-
sence d’espèces organiques dans la phase aqueuse des gouttelettes nuageuses provient
soit de l’activation des AOSgaz en CCN et de la dissolution des espèces solubles dans
l’eau soit de la dissolution des espèces gazeuses solubles dans l’eau.
Les gaz traces solubles présents dans les gouttelettes nuageuses sont soumis à l’activité
photochimique initiée par les radicaux libres. En phase aqueuse, bien que les oxydants
tels que l’ozone et H2O2 réagissent efficacement avec les composés soufrés, de nom-
breuses études en laboratoire ont montré que la réactivité des composés organiques est
plus forte via le radical OH· qu’envers les autres radicaux (Ervens et al., 2003; Schoene
and Herrmann, 2014).
Le radical OH. présente une constante de Henry HOH assez faible (30 M.atm
−1 ; Hanson
et al. (1992)) ce qui limite son absorption dans l’eau et ses réactions d’oxydation avec
les composés organiques en phase aqueuse. Cependant, d’autres sources contribuent à
l’augmentation du taux de OH. en phase aqueuse et notamment ses précurseurs gazeux
solubles tels que HNO3, HNO2 et H2O2.
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Les nuages peuvent aussi influencer la chimie en phase gazeuse soit directement à travers
l’absorption des gaz dans la phase liquide ou indirectement en absorbant les précurseurs
(Tilgner et al., 2005). La diminution des oxydants en phase gazeuse peut affaiblir la
capacité oxydante de la troposphère et ainsi modifier le temps de vie des COV. Des
études in-situ ont montré que la présence de nuage abaisse la concentration en HO2 de
∼ 75-90% (Commane et al., 2010) du fait de l’inhibition de la photolyse des aldéhydes
en phase gazeuse qui produit le radical HO2. D’autres observations ont montré que
le lessivage des aldéhydes par la phase aqueuse entraîne une diminution de HO2 de 2
ordres de grandeurs dans la phase gazeuse (Ervens et al., 2013).
3.3.1 Les composés organiques gazeux solubles
Les précurseurs gazeux des AOSaq ont une courte chaîne carbonée (C2-C3) du fait
de leur caractère soluble (Volkamer et al., 2007). C’est la différence avec les précurseurs
des AOSgaz qui sont constitués, au contraire, de longues chaînes carbonées (Seinfeld
and Pankow, 2003). D’une façon générale, tous les COVO sont susceptibles de passer
en phase aqueuse. L’oxydation des COVB mènent à la formation de composés carbo-
nylés qui sont susceptibles de contribuer à la formation des AOSaq.
L’isoprène est le COVB majoritairement émis par la végétation à l’échelle du globe
(440-660 TgC an−1 selon Guenther et al. (2006)). Son potentiel de formation d’AOSaq,
via des produits de première et seconde génération, a été largement étudié. Ses pro-
duits de première génération sont principalement MVK, MACR et le formaldéhyde
(HCHO).Le potentiel de formation des AOSaq à partir de MVK et MACR a longtemps
été négligé du fait de leur faible constante de Henry (HMVK = 41 M.atm
−1 et HMACR
= 6,5 M.atm−1 (Iraci et al., 1999)) par rapport aux autres carbonyles (HC2−C3 = 10
3-
105 M.atm−1). Il a été montré que les réactions catalytiques avec H2SO4 favorisent une
absorption irréversible de MACR et MVK ce qui augmentent leur rendement d’AOSaq
(van Pinxteren et al., 2005). Une étude a montré que le glycolaldéhyde, un des produits
d’oxydation majeurs de MVK, peut contribuer à la formation d’AOSaq (Perri et al.,
2009). Les produits de seconde génération de l’isoprène sont principalement le méthyl-
glyoxal, le glyoxal et le glycolaldéhyde. Ces composés sont plus solubles et ont une
chaîne carbonée plus courte que ceux de la première génération. De nombreuses études
se sont penchées sur le glyoxal et le méthylglyoxal puisque l’isoprène en est le principal
précurseur à l’échelle planétaire (Fu et al., 2008). Une étude en laboratoire a montré
que l’acide pyruvique, formé par d’oxydation du méthylglyoxal et du glyoxal en phase
aqueuse, produit en phase aqueuse, des acides (glyoxylique et oxalique) faiblement vo-
latils (Altieri et al., 2006). Ces acides, non volatils, restent en phase particulaire lors
de l’évaporation du nuage (Carlton et al., 2006). D’autres études en laboratoire ont
montré la capacité du méthylglyoxal et du glyoxal à former des AOSaq par formation
de composés à haut poids moléculaire (Carlton et al., 2006, 2007; Altieri et al., 2008;
Tan et al., 2010).
L’oxydation en phase gazeuse des COVA (aromatiques (benzène), acéthylène, alcanes)
produit des acides carboxyliques, des aldéhydes, des alcools. Les aldéhydes formés
s’oxydent plutôt dans les gouttelettes nuageuses pour former des acides organiques.
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3.3.2 Précurseurs aqueux du radical OH
Les radicaux HOx sont fortement solubles dans l’eau. En présence de nuages, ils
participent à un grand nombre de réactions dans la phase aqueuse. Ses principales
sources en phase aqueuse sont :
– Absorption directe
La source, généralement majoritaire, du radical OH. dans l’eau nuageuse est
l’absorption directe (HOH = 30 M atm
−1) depuis la phase gazeuse (Faust and
Zepp, 1993).
– Réaction de Fenton du fer Fe et cuivre Cu
Les métaux de transitions comme le fer (Fe2+/Fe3+) et le Cuivre (Cu+/Cu2+) sont
également une source du radical OH. selon la réaction de Fenton par exemple pour
le fer (Arakaki and Faust, 1998) :
Fe2+ +H2O2 + hν → Fe3+ +OH− +OH (I.36)
– Formation de H2O2 et sa photolyse
La production/destruction du H2O2 via le cycle redox dans le système HO2/O
−
2
(Zuo and Hoigne, 1992). Du fait de sa forte solubilité, le peroxyde de dihydrogène
(H2O2) a un rôle important sur le pH de l’eau liquide notamment à travers sa
participation dans l’oxydation du SO2 dissous formant l’acide H2SO4.
– La première source du H2O2 est absorption directe dans la phase aqueuse :
H2O2(g) ⇋ H2O2(aq) (I.37)
– Le H2O2 est également formé en phase aqueuse selon :




H2O−−→ H2O2 +O2 +OH− (I.39)
– Photolyse de H2O2




Le rendement quantique de cette photolyse (φOH) est compris entre 0,8 ≤ φOH
≤ 1,2 pour des longueurs d’onde comprises entre 200 et 400 nm (Herrmann
et al., 2010).
– À partir de O3
O3 provient, en phase aqueuse, de son absorption dans la phase liquide. La pho-
tolyse de O3, qui est de faible solubilité (HO3 = 1,2.10
−2 M.atm−1), ne contribue
que très peu à la production du radical OH.. Cependant, l’ozone dissous réagit
quasi-instantanément avec l’ion superoxide O−2 pour former des radicaux OH
. :
O3 +O2
− H2O−−→ 2O2 +OH+OH− (I.41)
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L’ion superoxide O−2 provient de la dissociation acide/base des radicaux HO2 dans
la phase aqueuse. Les radicaux HO2 proviennent de la phase gazeuse du fait de
leur forte solubilité dans l’eau.
HO2 ⇌ O2
− +H+ (I.42)
La réaction ((I.41)) est très rapide, augmentant le passage de l’ozone dans la phase
aqueuse (Schwartz, 1986), ce qui implique un caractère irréversible du lessivage
de l’ozone.
– Photolyse du nitrate
Le nitrate (NO3
−) provient de la dissociation de l’acide nitrique HNO3 qui est un
acide fort. L’ion nitrate se photolyse efficacement dans l’eau :
NO3
− +H+
hν−→ NO2 +OH· (I.43)
Le rendement quantique de cette photolyse soumis à un rayonnement de 308 nm
et à une tempéraure de 298 K est φOH = 0,017 ± 0,003 pour un pH compris entre
4 et 9.
– Photolyse du nitrite
Le nitrite (NO2
−) provient de la dissociation de l’acide nitreux HNO2 qui est
un acide faible. Et comme HNO2 n’est pas très soluble, il est une source secon-





Le rendement quantique de cette photolyse soumis à un rayonnement de 308 nm
et à une température de 298 K est φOH = 0,07 ± 0,01 pour un pH compris entre 4
et 9. Dans une couche limite polluée, la concentration élevée de HNO2 induit que
la réaction (I.44) devient la source majoritaire de OH. en phase aqueuse devant
les réactions (I.43), (I.40) et (I.36) (Anastasio and McGregor, 2001; Arakaki and
Faust, 1998; Arakaki et al., 2006).
3.3.3 Réactions d’oxydation des COS en phase aqueuse
De la même manière qu’en phase gazeuse, les composés organiques dissous, dans
l’eau des nuages et des aérosols humides, sont oxydés par les radicaux OH., NO3 et
O3 (Herrmann, 2003; Warneck, 2005). Cependant, les voies possibles de dégradation
des composés organiques ne sont pas équivalentes dans les deux phases (Fig. I.11).
Par exemple, la présence minoritaire de NO dans la phase aqueuse permet de négliger
la voie de dégradation des radicaux RO2 avec NO telle qu’elle se produit en phase
gazeuse. Par ailleurs, des expériences en laboratoire ont montré que la cinétique des
réactions en phase aqueuse est très rapide (Monod et al., 2005; Monod and Doussin,
2008) et que la production des AOSaq qui en découle est équivalente à la production
d’AOSgaz (Ervens et al., 2011).
La contribution des composés carbonylés à la formation des AOS est plus favorable
par la réactivité en phase aqueuse qu’en phase gazeuse (Carlton et al., 2007).
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Contrairement à la phase gazeuse, l’hydratation des aldéhydes et la dissociation des
acides peuvent se produire dans la phase aqueuse et aboutir à la formation d’ions
hydratés et carboxylates qui n’existent pas dans la phase gazeuse. Dans la phase
aqueuse, les composés carbonylés peuvent participer à des réactions radicalaires et à
des réactions non-oxydatives. Les mécanismes issus de modèles de boîte ont montré
que la contribution de ces deux voies réactionnelles dans la formation des AOSaq est
différente selon qu’elles se produisent en phase diluée, typiquement représentative des
gouttelettes nuageuses, ou en phase condensée, représentative des aérosols humides
(Fig. I.17a) (Ervens et al., 2014). En phase diluée, les réactions radicalaires dominent
et mènent à la formation d’acides mono-, di-, ou ketocarboxyliques, précurseurs des
AOS. Ces réactions reposent principalement sur les réactions d’oxydation du radical
OH. (Ervens et al., 2011; Arakaki et al., 2013). En effet, l’attaque du radical OH. sur
la liasion carbonylée (C=O), d’un aldéhyde et de sa forme hydratée, arrache un atome
H et forme rapidement par réaction avec O2 dissous, un radical RO2. Le radical RO2
peut soit se décomposer pour former un acide, en équilibre avec sa forme dissociée
correspondante, et un HO2 ou soit réagir avec un autre RO2 pour former un radical
alcoxy RO. puis un acide et du CO2. La simulation montre que l’acide glyoxylique et
l’acide oxalique sont les deux principaux produits qui résultent de l’oxydation directe
du glyoxal dans l’eau diluée.
En solution concentrée, les réactions non-radicalaires forment de nouvelles liaisons C-C
et de produits de haut poids moléculaires de type oligomères (Renard et al., 2013) tels
que les acides malonique et tartarique.
Les modèles estiment que la cinétique d’oxydation de la matière organique par le
radical OH. dans la formation de la masse de AOSaq est dix fois plus efficace dans l’eau
des aérosols déliquescents que dans l’eau nuageuse (Ervens and Volkamer, 2010; Ervens
et al., 2011).
L’étude en laboratoire de Renard et al. (2014) a mis en évidence le contribution des
processus d’oligomérisation et de fonctionnalisation en fonction de la concentration
initiale de MVK dans la solution. Lorsque MVK est en faible concentration, le processus
de fonctionnalisation forme des produits plus oxygénés sans variation notable de la
volatilité (Fig. I.18). En solution concentrée, le processus d’oligomérisation domine le
processus de fonctionnalisation ce qui déplace les produits résultants, vers la gauche du
diagramme 2D O/C(C∗). Le processus de fragmentation déplace ensuite ces produits
en haut à droite du diagramme en formant des diacides.
La plupart des modèles globaux prennent en compte la chimie en phase gazeuse et
la chimie en phase aqueuse. Cependant, les mécanismes en phase aqueuse sont souvent
simplifiés, du fait d’un coût de numérique élevé, et se focalisent surtout sur la pro-
duction du sulfate. La paramétrisation microphysique simplifiée et la chimie simplifiée
des modèles globaux permet d’estimer la contribution globale d’un processus. Carlton
et al. (2008) ont montré, à l’aide d’un modèle régional de qualité de l’air, que le fait de
fixer la production des AOS par la chimie aqueuse à 4% de la concentration du glyoxal
réduit la sous-estimation de la masse des AOS prédite par le modèle par rapport aux
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Figure I.17 – a) Mécanisme chimique de formation des précurseurs des AOSaq à partir
de l’oxydation par OH. du glyoxal en phase aqueuse (Ervens et al., 2014). b) Composi-
tion des AOSaq simulée dans les solutions concentrées et dans les solutions diluées.
observations in-situ.
Le mécanisme CAPRAM3.0i (Herrmann et al., 2005) est le modèle de chimie organique
en phase aqueuse le plus détaillé qui prend en compte les processus des inorganiques
et des organiques en phase aqueuse qui se produisent dans les nuages chauds de la
troposphère. Ce mécanisme considère les espèces organiques jusqu’à quatre carbones. Il
est généralement utilisé dans les modèles de boîte du fait de son nombre important de
réactions chimiques. Une version réduite de CAPRAM3.0i existe et réduit le temps de
calcul de 40% (Deguillaume et al., 2009), ce qui permet son utilisation dans les modèles
chimie-transport (Schrödner et al., 2014). Dans leur étude, Schrödner et al. (2014) com-
parent les résultats issus d’une simulation 2D idéalisée d’un nuage orographique avec
les mesures pour un environnement urbain et un environnement rural. Ils montrent
l’impact du nuage sur la production des acides glyoxalique, oxalique et pyruvique, sous-
estimée dans leur étude. Très peu d’études d’intercomparaison des observations sur le
terrain avec la modélisation de la phase aqueuse dans les modèles régionaux ont été
réalisées.
3.4 Composition chimique organique de la phase aqueuse
La figure (I.19) référence les mesures réalisées à travers le monde de composé orga-
nique total (COT) et de carbone organique dissous (COD) dans les gouttes de nuage
3. LES NUAGES : UN MILIEU RÉACTIONEL À CONSIDÉRER DANS LE
BUDGET DES AOS 49
Figure I.18 – Évolution de la volatilité (axe des x) et du taux d’oxygénation (axe des
y) des produits issus de la dégradation du MVK dans la phase aqueuse (Renard et al.,
2014).
(Herckes et al., 2013). La composition chimique de la matière organique est en général,
déterminée simultanément.
– Carbone Organique Dissout/Total
La matière organique présente dans l’eau nuageuse peut être dissoute ou inso-
luble. De études ont mesuré simultanément le COT et le COD. La différence du
COT avec le COD correspond au carbone organique insoluble (COI). Le COT
est beaucoup plus élevé pour des masses d’air polluées que pour des masses d’air
continentales et marines en lien avec une source anthropique additionnelle (De-
guillaume et al., 2014). Il existe une grande variabilité de la fraction organique
soluble. Cette fraction dépend de la composition chimique du CCN précurseurs
de la formation de la gouttelette, de la quantité de matière organique soluble, à
faible poids moléculaire, transférée par absorption gaz/eau. Par exemple, Reyes-
Rodriguez et al. (2009) ont montré que l’eau nuageuse dont la masse d’air présente
une origine marine contient une fraction significative de COD par rapport à la
fraction de COI (COD/COT = 0,79). La même constatation a été faite dans des
échantillons d’eau nuageuse au puy de Dôme (Marinoni et al., 2004) et dans des
gouttelettes de brouillard (Straub et al., 2012). Le COD dans les aérosols déli-
quescents est beaucoup plus élevé que dans les gouttelettes nuageuses (20 à 400
mg.L−1) (Facchini et al., 1999).
Plusieurs études ont reporté les concentrations de COD dans des échantillons
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Figure I.19 – Concentrations de COD ou COT (si COD non disponible) mesurées dans
des gouttelettes nuageuses (nuages marins et de brouillard en bleu, nuages orographiques
en vert ou bleu foncé si influence maritime, brouillards radiatifs ou brouillards urbains
en gris). Les barres représentent la moyenne, et les barres d’erreur sont les min. et les
max. Herckes et al. (2013)
de brouillard et de gouttelettes nuageuses (Herckes et al., 2013). Les plus fortes
concentrations (> 30 mgC.L−1) se trouvent dans les brouillards formés dans les
endroits fortement pollués (Capel et al., 1990; Gelencser et al., 2000; Decesari
et al., 2005). De plus faibles concentrations (∼ 10 mgC.L−1) de COD ont lieu,
quant à elles, dans des zones rurales et dans les nuages formés par des couches
bien mélangées (Parazols et al., 2006). Quant aux plus basses concentrations de
COD (∼ 2-3 mgC.L−1), elles se trouvent dans les nuages formés dans une masse
d’air d’origine marine (Benedict et al., 2012; Straub et al., 2007). Cependant,
la concentration en matière organique peut être plus forte dans les sites ruraux
en conséquence d’un fort transfert de masse de composés organiques biogéniques
(Lee et al., 2012).
La taille des gouttelettes nuageuses a un impact sur la concentration de COD.
Les plus petites gouttes, de part leur rapport Surface
Volume
plus grand, favorise l’ab-
sorption de gaz solubles. D’autres part, la composition chimique de l’aérosol,
préalablement activé, associée à la dissolution de ses espèces chimique vers la
petite gouttelette pourrait également expliquer cette différence (Collett et al.,
2008). Cette dernière étude a montré que la masse organique dissoute était
équivalente à la somme du nitrate, du sulfate et de l’ammonium dissous.
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– La spéciation moléculaire du COD
Les acides carboxyliques, formique et acétique, et les acides dicarboxyliques, font
partie des espèces mesurées les plus abondantes dans la phase aqueuse atmo-
sphérique (van Pinxteren et al., 2005; Benedict et al., 2012). Il est établi que la
réactivité en phase aqueuse est la principale source des acides dicarboxyliques
(Warneck, 2005). Deguillaume et al. (2014) a montré que les acides, formique
et acétique, prédominent parmi d’autres acides tels que les acides oxalique, ma-
lonique et succinique. Les acides dicarboxyliques incluant l’oxalate représentent
1-2% du COD (Herckes et al., 2013). L’acide oxalique est le produit le plus abon-
dant (Sorooshian et al., 2006). Il est également observé dans les aérosols émis par
les feux de biomasse (Kundu et al., 2010).
Bien que formés dans l’eau les acides formique et acétique, le formaldéhyde, le
glyoxal et le méthylglyoxal proviennent aussi du transfert de masse depuis la phase
gazeuse du fait de leur constante de Henry élevée (>103 M.atm−1). Les composés
carbonylés C1-C3 ont été également identifiés dans l’eau nuageuse (Collett et al.,
2008). Une autre source proviendrait de l’activité des micro-organismes (Husarova
et al., 2011). Le formaldéhyde est un COSV qui est souvent créé en fin de chaîne
d’oxydation en phase gazeuse des COV. Il est jusqu’à 10 fois plus abondant en
phase gazeuse que les autres aldéhydes (Munger et al., 1995). Cependant, sa solu-
bilité étant plus faible (10 à 100 fois) que les aldéhydes difonctionnalisés comme
le glyoxal ou encore le méthylglyoxal, sa concentration en phase aqueuse est simi-
laire (van Pinxteren et al., 2005; Benedict et al., 2012; Deguillaume et al., 2014).
Comme expliqué précédemment, des concentrations de MVK et MACR, dans la
phase aqueuse, ont été mesurées 100 à 200 fois plus élevées que celles prédites par
la loi de Henry (van Pinxteren et al., 2005).
Le glyoxal et le méthylglyoxal répresentent 5-10% du COD. En genéral, 90%
de la matière organique dissoute reste non quantifiée (Deguillaume et al., 2014)
(oligomères et les hydrocarbures aromatiques cycliques par exemple) puisque la
complexité de leur structure chimique limite leur identification. Les oligomères
sont produits généralement par les aérosols déliquescents (Ervens and Volkamer,
2010; Lim et al., 2010). Le taux de composés carbonylés dans la phase aqueuse
est le plus élevé pour les masses d’air polluées et continentales.
4 Objectifs de la thèse
Ce premier chapitre a mis en évidence la nécessité de comprendre impérativement
les processus de formation des aérosols organiques secondaires, leur nature, leurs
propriétés physico-chimiques afin de mieux quantifier et prévenir leurs impacts sur le
climat, la santé et l’environnement.
Une nouvelle voie de formation des AOS, par la phase aqueuse des nuages et des
gouttes de pluie, est potentiellement significative. Le rapport O/C des AOS mesurés
in-situ, plus élevé que celui des AOS observés en chambre de simulation atmosphérique
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dans des conditions sèches (Aiken et al., 2008; Ng et al., 2010), a permis de mettre en
évidence cette source potentielle des AOS par la chimie aqueuse. Contrairement aux
précurseurs gazeux des AOS formés par condensation sur des particules pré-existantes
qui sont des grandes molécules carbonées (>C7), les précurseurs gazeux des AOS
formés par la phase aqueuse sont plutôt de petites molécules (C2-C3) (Robinson et al.,
2007; Tan and MacFarlane, 2009). D’autre part, la plupart des modèles atmosphériques
sous-estiment la quantité d’AOS lorsqu’ils ne considèrent pas la voie de formation via
la phase aqueuse (Carlton et al., 2009; Lim et al., 2010). Depuis ces constations, les
modèles atmosphériques se développent pour inclure, dans leur mécanisme réactionnel,
la chimie aqueuse (Ervens et al., 2008; Lim et al., 2010; Couvidat et al., 2013c).
La modélisation est un outil efficace qui permet de tester de nouvelles théories et
notamment d’étudier la formation multiphasique des AOS. Le modèle Méso-NH est
un modèle de recherche atmosphérique, qui est adapté à la chimie des précurseurs
des AOSgaz, à travers le mécanisme gazeux ReLACS2 (Tulet et al., 2005), et à leur
formation sur la phase particulaire, à travers le module aérosol ORILAM-SOA (Tulet
et al., 2006). Le premier développement réalisé dans le cadre de cette thèse traite de
l’extension du mécanisme ReLACS2 afin d’inclure les précurseurs gazeux des AOSaq et
la réactivité en phase aqueuse associée à ces précurseurs.
L’activation des CCN inclut dans le module de la microphysique des nuages,
actuellement présent dans Méso-NH, repose sur la paramétrisation macroscopique
diagnostique de Twomey (1959) et ne prend pas en compte les propriétés physico-
chimiques des AOS. Un deuxième développement effectué durant l athèse a permis
l’intégration de la paramétrisation d’Abdul-Razzak (2004) qui concerne l’activation
des CCN et qui prend en compte les caractéristiques physico-chimiques des AOS.
L’objectif de ces deux développements est de permettre une meilleure prise en
compte des caractéristiques physico-chimiques des AOS et de leurs forçages induits sur
l’activation des CCN et sur la microphysique des nuages.
Une première étude a permis d’évaluer le mécanisme ReLACS2 couplé au module
ORILAM-SOA sur l’Europe. Les trois cas d’étude, ont une durée de un jour, et
sont caractérisés par une signature chimique bien distincte induite par une situa-
tion météorologique synoptique différente à trois saisons différentes. Les résultats
des simulations Méso-NH sont comparés à ceux du modèle WRF/CHEM, tous les
deux pris dans la même configuration. Le mécanisme gazeux, RACM, et le module
d’aérosols, MADE-VBS, sont utilisés pour les simulations de WRF/CHEM. Cette
intercomparaison permet de faire ressortir le comportement de ces deux approches qui
traitent différemment l’équilibre gaz-aérosol pour les espèces inorganiques et les espèces
organiques. Les modèles sont également intercomparés aux observations fournies par
les bases de données en ligne. Les biais des modèles ciblent les erreurs systématiques et
les améliorations à effectuer sur les paramétrisations (surface, dynamique, turbulence,
dépôt sec et humide, chimie gazeuse et de l’aérosol).
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Une deuxième étude a pour objectif d’appliquer les développements réalisés sur la
chimie aqueuse et sur l’activation des CCN. C’est pourquoi, la simulation d’un cas 2D
idéalisé d’un nuage orographique observé à la station du puy-de-Dôme a été réalisée.
Les résultats qui découleront de cette deuxième étude permettront une estimation de :
– l’impact de la chimie des nuages sur la formation des AOSaq,
– l’impact de la paramétrisation Abdul-Razzak par rapport à la paramétrisation
classique diagnostique,
– l’effet potentiel sur la formation des AOS de la chimie des nuages,
– les espèces les plus influentes sur la formation des AOS par la chimie des nuages.

Chapitre II
Les AOS dans le modèle Méso-NH
et les développements réalisés
De nombreuses études, sur le terrain, en laboratoire et de modélisation, ont montré
que la formation d’AOS découle aussi bien de la réactivité en phase gazeuse que de
la réactivité en phase aqueuse. Afin de mieux comprendre les processus de formation
des AOS, des expériences en atmosphère contrôlée ont permis de quantifier un grand
nombre de paramètres, notamment la cinétique chimique des réactions, et de mettre
en évidence les processus physico-chimiques dominants dans la formation des AOS
tant en phase gazeuse qu’en phase aqueuse. En parallèle, la chimie multiphasique
représentée dans les modèles atmosphériques connaît également un essor important et
permet d’inclure les données obtenues en laboratoire pour se rapprocher au plus près
des propriétés des AOS observés dans la troposphère.
Ce chapitre a pour objectif de présenter le modèle atmosphérique de recherche
Méso-NH qui résulte d’une collaboration entre le Laboratoire d’Aérologie (UMR 5560
UPS/CNRS) et le CNRM-GAME (URA 1357 Météo-France/CNRS). Il permet de
simuler des phénomènes atmosphériques allant d’une résolution horizontale de l’ordre
du mètre (LES, Large Eddy Scale) à une résolution synoptique de plusieurs kilomètres.
Son code, vectorisé et parallélisé, permet de réaliser des simulations idéalisées acadé-
miques 1D et 2D mais aussi des situations réelles 3D. Il permet également une approche
multi-échelles avec l’imbrication jusqu’à 8 domaines. D’autre part, une paramétrisation
complète existe pour la convection sous maille (Bechtold et al., 2001) et la turbulence
(Bougeault and Lacarrere, 1989) que nous ne détaillerons pas ici mais qui se trouve sur
le site Méso-NH (http ://mesonh.aero.obs-mip.fr/mesonh410). Le modèle est couplé
au modèle de surface SURFEX pour représenter les interactions surface-atmosphère.
Les échanges avec la surface sont primordiaux puisqu’ils régissent les émissions et le
dépôt sec des espèces chimiques.
De plus, le modèle Méso-NH est adapté à la simulation de la chimie multiphasique des
espèces organiques et à la formation des AOS. Il contient un module qui couple les
chimies gazeuse et aqueuse avec un module d’aérosol et un module de microphysique
des nuages.
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Des développements ont été réalisés dans le cadre de la thèse et sont présentés
dans ce chapitre. Le premier concerne l’extension d’un mécanisme chimique gazeux
préalablement existant pour inclure la réactivité en phase aqueuse. Un second permet
l’activation des CCN régit par la paramétrisation de Abdul-Razzak (2004) qui prend
en compte les propriétés hygroscopiques des AOS.
1 Le module gaz-aérosol-microphysique
Figure II.1 – Module de formation des AOS par la chimie du nuage dans Méso-NH.
Les développements existants sont représentés par les caractères noirs et, en gris, il
s’agit des développements réalisés au cours de la thèse.
Les couplages entre les modules existants dans Méso-NH sont représentés sur la
figure (II.1). Cela comprend le mécanisme chimique en phase gazeuse ReLACS2, le mo-
dule de chimie et de dynamique des aérosols ORILAM-SOA, le schéma d’activation des
aérosols en CCN basé sur la paramétrisation de Twomey (1959), le schéma de microphy-
sique des nuages à deux moments et le lessivage par impaction. Le nouveau mécanisme
chimique ReLACS3 comprend le mécanisme ReLACS2 et les développements qui per-
mettent d’inclure la chimie aqueuse relative à la production des AOS. L’activation des
CCN est améliorée par l’intégration de la paramétrisation qui prend en compte les
propriétés hygroscopiques des AOS (Abdul-Razzak, 2004).
1.1 Le mécanisme chimique en phase gazeuse : ReLACS2
Le mécanisme ReLACS2 (Reduced Lumped Atmospheric Chemical Scheme version
2) (Tulet et al., 2006) est une version réduite du mécanisme chimique CACM (Caltech
Atmospheric Chemistry Mechanism) (Griffin et al., 2002) qui inclut la chimie de l’ozone
et qui prend en compte les produits d’oxydation semi-volatils, secondaires et tertiaires,
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potentiellement à l’origine des AOS. La réduction du nombre d’espèces a pour but de
réduire le temps de calcul consacré à la chimie. En chaque point de grille du modèle
et pour chaque pas de temps, un système d’équations différentielles est résolu afin de
décrire l’évolution spatiale et temporelle des variables chimiques. L’équation pronostique





= Pi −DiXi (II.1)
Où :
– Xi est la concentration chimique en phase gazeuse de l’espèce i (en molec.cm
−3),
– Pi est le taux de production (en molec.cm
−3.s−1) et DiXi est le taux de destruction
chimique (en molec.cm−3.s−1).
Pour obtenir le mécanisme réduit ReLACS2, Tulet et al. (2006) ont utilisé une mé-
thode de réduction basée sur le regroupement d’espèces de la même famille vis-à-vis
de leur réactivité par rapport au radical OH. (Crassier et al., 2000). Elle est basée sur
l’hypothèse que l’impact d’une espèce chimique émise dans une simulation est approxi-
mativement proportionnel au taux du composé qui réagit avec le radical OH. sur une
journée (Stockwell et al., 1990). De cette hypothèse, on peut dire qu’une espèce émise
peut être représentée par une espèce du modèle, dont le taux de réaction est différent,
à condition qu’un facteur d’agrégation soit appliqué sur les émissions des composés.
Par exemple, si l’on considère la concentration des espèces CACM notées Xi, la concen-






Agi est le facteur d’agrégation appliqué à l’émission du composé Xi.
Si l’on considère un système de n réactions CACM dans lequel chaque espèce Xi réagit













N est le nombre de produits P et νn,j correspond au rendement du j
ème produit pour la
nème équation.







CHAPITRE II. LES AOS DANS LE MODÈLE MÉSO-NH ET LES
DÉVELOPPEMENTS RÉALISÉS
La constante cinétique kag et les rendements des produits agrégés νag,j sont dépendants
du temps. Une valeur moyenne pour chacun de ces paramètres est alors calculée par un













Finalement, le mécanisme réactionnel ReLACS2 comporte 82 espèces chimiques
gazeuses pronostiques et 363 réactions contre 189 espèces et 361 reactions dans CACM.
La multitude de COV présents dans l’atmosphère ne sont pas tous représentés dans
le mécanisme chimique ReLACS2. Dans certains cas, plusieurs espèces chimiques sont
regroupées dans une même espèce du modèle. Inversement, une espèce présente dans
l’inventaire d’émission peut correspondre à plusieurs espèces du modèle. Il est alors
nécessaire d’appliquer la procédure d’agrégation des espèces chimiques organiques
proposée par Middleton et al. (1990). Cette procédure permet de grouper et d’adapter
les espèces chimiques émises aux espèces du modèle en se basant sur l’intensité des taux
d’émission de chacune, sur les similarités pouvant exister dans leurs regroupements
fonctionnels mais surtout en tenant compte de leurs réactivités vis-à-vis du radical OH.
Cette procédure regroupe deux étapes. La première classe les espèces émises, i, en 32
catégories d’émission. La seconde associe ces catégories aux espèces de regroupement
du modèle, m.
Prenons l’exemple de l’inventaire d’émission anthropique MACCity. Les différentes
contributions de chaque espèce de MACCity, les catégories d’émissions correspondantes
ainsi que les facteurs d’agrégation à appliquer en vue d’agréger les espèces émises dans
les espèces de regroupement du mécanisme chimique ReLACS2 sont représentés dans
le tableau (II.1).
Le facteur d’agrégation (fac
Ag
) est alors défini comme le rapport entre la fraction
de l’espèce émise i réagissant avec HO et la fraction de l’espèce de regroupement de












[HO.]dt est fixée à 110 ppt.min pour des simulations à l’échelle
régionale (Middleton et al., 1990). Le facteur d’agrégation appliqué à l’espèce émise i
ne dépend alors que de la constante de réaction de cette dernière et de celle de l’espèce
de regroupement m. Les constantes de réactivité pour chaque catégorie m sont issues
de Middleton et al. (1990) et celles des espèces de ReLACS2 sont tirées de Griffin et al.
(2002).
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Espèce MACCity Catégorie d’émission Facteur d’agrégation Espèce ReLACS2
Ethane 2 0,09 ALKL
Propane 3 0,38 ALKL
Butanes 4 0,71 ALKL
et 5 1,11 ALKL
alcanes 6 0,94 ALKL
supérieurs 7 0,96 ALKM
Ethene 9 1,00 ETHE




















Formaldéhyde 19 1,00 HCHO
Autres aldéhydes 20 1,00 ALD2









Table II.1 – Correspondance des catégories d’émission avec les espèces du mécanisme
ReLACS2.
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Ainsi, l’éthène, le formaldéhyde et les aldéhydes autres issues de l’inventaire d’émis-
sion MACCity sont regroupés au sein d’une unique espèce respectivement ETHE,
HCHO et ALD2 dans le mécanisme chimique ReLACS2. Ces émissions sont directe-
ment affectée à l’espèce de regroupement du modèle ReLACS2 correspondante. Pour
les autres espèces du modèle, il est nécessaire d’attribuer le facteur d’agrégation corres-
pondant à l’espèce émise de MACCity.
1.2 Le module aérosol : ORILAM-SOA
L’évolution de la distribution en taille (distribution modale et dynamique) et de
la composition chimique des aérosols (thermodynamique des inorganiques et des orga-
niques) est gérée par le module ORILAM-SOA (ORganic Inorganic Lognormal Aerosol
Model for SOA).
1.2.1 La dynamique des aérosols
La distribution en nombre évolue avec les processus dynamiques des aérosols. Ces
processus incluent la coagulation, la diffusion, l’advection, la croissance, les sources et
les puits. Dans ORILAM, la résolution des équations prognostiques des distributions
lognormales est basée sur l’approche des moments.




où n est la fonction de distribution en taille (particule.cm−3) et rp est le rayon (µm).




L’usage des moments fournit une approche de simulation de la dynamique des aérosols
sous des conditions de formation de nouvelles particules et dans des écoulements de
mélanges complexes. Le problème central est de décrire l’évolution de la distribution
en taille des aérosols couvrant plusieurs ordres de grandeurs. L’utilisation des moments
permet de subvenir à ce problème en suivant les moments d’ordre les plus faibles en
temps plutôt que la distribution elle-même. Cette approche est adaptée puisque les mo-
ments d’ordres les plus faibles suffisent pour déterminer les paramètres des distributions
en taille de l’aérosol. À partir des moments, il est possible de calculer des diagnostiques
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où N est la concentration en nombre de particules (en particules.cm−3), Rg est le rayon
médian et σi est l’écart-type géométrique de la distribution modale.
Des grandeurs physiques peuvent être ainsi calculées telles que la diffusion de Rayleigh
qui est proportionnelle au moment d’ordre 6 de la distribution en taille alors que la
lumière diffusée à partir des grosses particules est proportionnelle au second moment
qui correspond à l’aire de la surface. Le troisième moment est proportionnel au volume
total des particules et le moment d’ordre 0 au nombre de particule. Le détail de ces
paramétrisation est présenté dans (Tulet et al., 2005).
– Coagulation
La coagulation est le processus qui crée une particule à partir de deux autres
particules préalablement collisionnées (cf. 1.1.2). Elle est traitée de manière binaire
dans ORILAM, et elle repose sur plusieurs hypothèses :
– Une collision entre deux particules forme une nouvelle particule sphérique dont
le volume est égal à la somme des volumes des deux particules entrant en
collision,
– Si la coagulation est intra-modale, la particule résultante reste dans ce mode,
– Si la coagulation est inter-modale, la particule résultante appartient au mode
de la particule la plus grosse.
– Nucléation
La nucléation homogène forme de nouvelles particules à partir d’agrégation de
molécules gazeuses. Dans la partie précédente (cf. 1.1.2), nous avons vu que
ce processus n’est pas encore clairement connu. Dans le module ORILAM,
seule la nucléation de H2SO4 est considérée, basée sur la théorie classique
de la nucléation homogène binaire (Wilemski, 1984) sur laquelle repose la pa-
ramétrisation de Kulmala et al. (1998) prenant en compte les effets d’hydratation.
– Dépôt sec et sédimentation
Ces processus redistribuent les particules sur la verticale ou les éliminent de la
distribution en l’absence de précipitation lorsque les particules atteignent le sol.
Les particules les plus fines sont mises en mouvement par les molécules du gaz
porteur sous l’effet de l’agitation thermique. Ce phénomène est décrit à grande







où k est la constante de Boltzmann (k = 1,38 10−23 J.K−1), T est la température
du gaz, ν est la viscosité dynamique du gaz, ρair est la densité de l’air et Cc est
le coefficient de la loi de traînée de Stokes pour les aérosols.
La vitesse de sédimentation Vg est la vitesse qui résulte de l’équilibre entre la
vitesse de chute libre de la particule soumise à la gravité et la force de traînée.
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où g est l’accélération de la pesanteur et ρp,i est la densité de la particule dans le
mode i.
La vitesse de dépôt vdk,i résulte du transport par diffusion brownienne et de la
sédimentation. Son calcul, pour le moment k et le mode i, repose sur le concept du
schéma de résistance deWesely (1989) et le calcul traite la vitesse de sédimentation
vgpk,i indépendamment du calcul du transport par diffusion :
vdk,i =
1
ra + rdk,i + rardk,ivgpk,i
+ vgpk,i (II.16)
où ra représente la résistance aérodynamique (en s.m
−1) et rdk,i est la résistance
de surface (en s.m−1) qui dépend du nombre de Schmidt et du nombre de Stokes.
1.2.2 Le partitionnement gaz/particule des inorganiques : EQSAM
Le modèle EQSAM (EQuilibrium Simplified Aerosol Model) permet de calculer,
de manière rapide et précise, le partitionnement gaz/particule pour les espèces semi-
volatiles inorganiques (Metzger et al., 2002) et il détermine le contenu en eau de l’aéro-
sol. L’approche thermodynamique du modèle EQSAM est similaire à celle des modèles
d’équilibre thermodynamique plus sophistiqués (EQMS comme Equilibrium models)
tels que Isorropia (Nenes et al., 1998) ou ARES (Binkowski and Shankar, 1995). Le
modèle EQSAM considère les aérosols en mélange interne et suppose qu’ils obéissent
à l’équilibre thermodynamique gaz/aérosol. Cette hypothèse implique également que
l’activité de l’eau présente dans l’aérosol est égale à l’(! ((!)HR) comprise entre 0 et 1.
Ceci signifie que les activités des solutés sont également fonction de l’humidté relative.
Ainsi, une variation de HR entraîne une modification du contenu en eau de l’aérosol et
un changement de l’activité de l’aérosol. Une paramétrisation des molalités a été créée
pour de simples solutés basée sur le fait que les coefficients d’activité sont uniquement
dépendants du type de soluté et de HR. Dans cette paramétrisation la composition chi-
mique de l’aérosol à l’équilibre peut être résolue analytiquement, c’est-à-dire de manière
non-itérative, ce qui réduit considérablement le temps de calcul. À l’issue des calculs, la
relation Zdanovskii-Stokes-Robinson (ZSR) peut être utilisée pour calculer le contenu
en eau de l’aérosol associé qui est la somme de toutes les molalités des composés du
soluté. D’autres simplifications ont été réalisées pour minimiser le temps de calcul :
– H2SO4, qui a une très faible pression de vapeur saturante, est supposé résider
complètement dans la phase aérosol,
– Pour minimiser le nombre total de réactions d’équilibre, un ensemble de 3 do-
maines définit tous les états possibles de l’aérosol. Chaque domaine représente un
certain type d’aérosol qui est caractérisé par la valeur de coefficients. Un coeffi-
cient concerne le coefficient stœchiométrique de l’ammonium, qui est utilisé pour
déterminer les taux d’ammoniac disponible après la neutralisation du sulfate to-
tal. De plus, chaque domaine de concentration est divisé en sous-domaines selon
le rapport entre l’humidité relative et l’humidité de déliquescence. Le partition-
nement entre les phases gazeuse et liquide ou entre les phases gazeuse et solide
dépend de la valeur de ce rapport.
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En outre, l’équilibre thermodynamique et chimique entre l’eau présente dans l’at-
mosphère et sur l’aérosol n’est valable que lorsque la pression de vapeur d’eau
est suffisamment élevée par rapport à la pression partielle de chaque composé de
l’aérosol ce qui est le cas des aérosols atmosphériques. De plus, le temps d’équi-
libre pour des espèces aérosols appropriées (de l’ordre de la minute ; (Dassios and
Pandis, 1999)) est de l’ordre de grandeur du pas de temps de calcul consacré à
la chimie dans les modèles. Ainsi, l’hypothèse d’équilibre thermodynamique est
adéquate.
En plus de NO−3 et de NH
+
4 , cette version de EQSAM a été étendue pour inclure
Na+ et Cl− provenant des embruns marins, de sorte que l’équilibre thermodyna-




De cette manière, EQSAM inclut la formation des particules grossières de NO3
−
formées sur les aérosols des sels de mer (NaNO3) en plus de la fraction fine associée
au nitrate d’ammonium (NH4NO3).
1.2.3 Le partionnement gaz/particule des organiques : MPMPO
Le module MPMPO (Model to Predict the Multi-phase Partitioning of Organics)
repose sur l’hypothèse que la phase particulaire comporte deux phases (Pun et al.,
2002). Le COSV partitionne avec la phase organique condensée s’il est hydrophobe et
il partitionne avec la phase aqueuse de l’aérosol s’il est hydrophile (cf. II.2). L’espèce
organique hydrophobe partitionne seulement dans la phase organique condensée selon la
théorie de Pankow (1994c). L’espèce hydrophile se dissolve dans la phase aqueuse selon
la loi de Henry en prenant en compte toute forme de dissociation ionique. Contrairement
à Pun et al. (2002), le module MPMPO est intégralement couplé et il considère les
effets mutuels (Xiong et al., 1998) des deux phases. L’appel des différentes procédures
Figure II.2 – Schématisation de la procédure de partitionnement de la matière orga-
nique gazeuse dans l’aérosol.
qui détermine le partitionnement des espèces organiques de l’aérosol est présenté sur la
figure (II.2) et se déroule de la manière suivante :
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– (1) L’équilibre thermodynamique des inorganiques est préalablement calculé. Il
fournit le contenu en eau liquide de l’aérosol et le pH de la phase aqueuse,
– (2) Le coefficient de partitionnement des organiques entre la phase gazeuse et la
phase condensée des organiques est déterminé par la loi de l’équilibre de Raoult




où xiγP,i est l’activité dans la phase aérosol prenant en compte le comportement
non-idéal du solvant et Pi
vap est la pression de vapeur saturante.
Selon Pankow (1994c), le coefficient de partitionnement, KP,i (en m
3.µg−1), de
l’espèce organique entre la phase gazeuse et la phase condensée organique s’écrit
à l’équilibre (éq. (I.21) :
KP,i =
R× T × 10−6
Mom × γi × P vapi
(II.18)
où Mom est la masse molaire moyenne de la phase organique totale absorbante
(en K) et γi est le coefficient d’activité de l’espèce i dans la phase organique.
Lorsque la valeur de KP,i est connue, il est possible de connaître la concentration
massique à l’équilibre chimique de l’espèce i, CP,i (en µg.m
−3), dans la phase
organique condensée de l’aérosol selon l’équation (I.20) :
CP,i = KP,iCG,iGOA (II.19)
où CG,i est la concentration du composé i en phase gazeuse et GOA est la
concentration totale des organiques dans les phases gazeuse et condensée.
– (3) L’espèce chimique A, présente dans la phase aqueuse de l’aérosol, est à l’équi-






On en déduit de l’expression (II.20), la concentration de l’aérosol de l’espèce i






– LWC contenu en eau liquide (en µg.m−3),





– γH,A coefficient d’activité normalisée (par rapport à une solution idéale).
Il est nécessaire de prendre en compte la dissociation de l’espèce organique dis-
soute dont la pression partielle à l’équilibre au-dessus de l’eau est abaissée. Sup-
posons que l’espèce organique dissoute, H2A, transférée dans la phase aqueuse est




H2A↔ HA− +H+ (II.22)
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où [HA−], [H2A], [A
2−] et [HA−] sont les concentrations massiques (en µg.m−3)
et MHA− , MH2A, MA2− et MHA− sont les masses molaires respectives (en g.mol
−1)
des espèces mises en jeu dans les réactions d’équilibre. Ces masses molaires sont
nécessaires pour convertir l’unité en masse vers l’unité molaire.
La concentration massique totale de l’espèce i, Ai,aq, en phase aqueuse incluant la
masse dissociée et indissociée s’exprime comme :




















Les COSV présents dans le mécanisme gazeux ReLACS2 qui partitionnent avec
la phase aérosol sont représentés dans le tableau (II.2). Il y a dix classes d’AOS,
chacune présentant une solubilité (hydrophile, hydrophobe), une source (biogénique,
anthropique) et une dissociabilité (dissociable, non dissociable) spécifiques. La sélection
des espèces gazeuses est détaillée dans Griffin et al. (2003, 2005). La formation des
AOS6 et AOS9 découle de l’oxydation en phase gazeuse de COVB tels que l’isoprène
et des monoterpènes. Le AOS6 est produit par l’acide pyruvique et l’acide oxalique.
Or il a été mis en évidence qu’on retrouve en quantité significative ces deux composés
dans les nuages qui sont formés par la phase aqueuse (cf. 3.3.1).
Le couplage du mécanisme gazeux ReLACS2 et du module aérosol MPMPO est adapté
à la formation des AOS. Le chapitre (III) est un article consacré à l’évaluation de ce
couplage sur l’Europe.
Un nouveau mécanisme, ReLACS3, basé sur la chimie gazeuse de ReLACS2, a été
développé et étendu à la chimie aqueuse afin d’inclure les précurseurs des AOSaq formés
dans l’eau. L’acide pyruvique et l’acide oxalique sont les précurseurs de la formation
du AOS6. Ces acides sont également formés par la chimie aqueuse d’où la nécessité de
prendre en compte la réactivité en phase aqueuse.
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Classes des AOS Espèces ReLACS2 Solubilité source Volatilité dissociabilité
1 URG6 hydrophobe anthropique faiblement volatil dissociable
2 URG7 hydrophobe anthropique fortement volatil dissociable
RPG7
RPR7
3 URG8 hydrophobe anthropique dissociable
4 URG9 hydrophobe anthropique non dissociable
5 URG10 hydrophobe biogénique non dissociable
AP7
6 URG1 hydrophile anthropique dissociable




8 RPG3 hydrophile anthropique non dissociable
9 URG4 hydrophile biogénique dissociable
UR8
10 UR7 non dissociable
UR17
Table II.2 – Caractéristiques chimiques des 10 classes de AOS considérées dans l’équi-
libre gaz/particule.
2 Intégration de la chimie aqueuse : vers un nou-
veau mécanisme chimique ReLACS3
Le mécanisme gazeux ReLACS2 et le module d’aérosol MPMPO ont été développés
conjointement dans le but de représenter les précurseurs gazeux des AOSgaz. La mise
en évidence de la formation de AOSaq par la réactivité en phase aqueuse, par des
mesures in-situ et des études en laboratoire, a motivé la prise en compte de cette voie de
formation dans le modèle Méso-NH. Cependant, les précurseurs organiques gazeux des
AOSaq, supposés petits et solubles (cf. 3.3.1), ne sont pas les mêmes que les précurseurs
organiques gazeux des AOSgaz, munis de chaînes carbonées plus longues (cf. 2.1). Il est
ainsi nécessaire de considérer explicitement ces COS, initiallement regroupés dans les
espèces condensées de ReLACS2 sans entâcher la prise en compte des COSV précurseurs
des AOSgaz.
Ainsi, le premier objectif du travail de développement du mécanisme chimique ReLACS3
repose sur l’identification des nouvelles espèces à intégrer à la chimie gazeuse et aqueuse.
Ensuite, les réactions chimiques qui se produisent en phase aqueuse sont également
ajoutées au mécanisme ReLACS3. Enfin, le mécanisme de transfert de masse entre les
phases gazeuse et aqueuse est également à complèter en intégrant les constantes de
Henry effectives et les coefficients d’accomodation relatives à chaque espèce soluble.
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Espèces ReLACS2 Espèces ReLACS3 Noms
H2SO4 H2SO4 acide sulfurique
RO21 RO21 radical methyl peroxyle
RO25 RO25 radical alkyl peroxyle
MEOH MEOH méthanol
ETOH ETOH éthanol
ALCH ALCH alcools supérieurs 2<C66
HCHO HCHO formaldéhyde
ALD2 ALD2 aldéhydes supérieurs 2<C66
GLY glyoxal
MGLY MGLY méthylglyoxal
MVK MVK méthyl vynil cétone
MCR MCR méthacroléïne
KETL KETL cétones 3<C66
KETH KETH cétones C<6




URG1 UR21 acide pyruvique
UR28 acide oxalique
RP16 RP16 acide glyoxalique
Table II.3 – Dénomination et correspondance des espèces chimiques entre ReLACS2
et ReLACS3
2.1 Les espèces gazeuses solubles à considérer dans le méca-
nisme
Les études en laboratoire ont permis de cibler les COV, précurseurs de COS
susceptibles d’être transférés en phase aqueuse et d’y réagir pour former des AOSaq.
Certaines espèces réduites, initialement incluses dans ReLACS2, telles que les aldéhydes
supérieurs (ALD2) et les acides (ACID, URG1), sont à considérer explicitement dans
le mécanisme chimique, ReLACS3 (Tab. II.3). Par exemple, l’espèce réduite ALD2
inclut désormais explicitement le glyoxal (GLY) ; l’espèce réduite ACID qui regroupe
tous les acides dans ReLACS2, inclut désormais HCOOH, CH3COOH, les mono-acides
supérieurs (≥ C3) et les diacides dans ReLACS3. D’autre part, l’espèce URG1 est
également divisée en acide pyruvique (UR21) et en acide oxalique (RP16).
Les espèces solubles considérées explicitement dans ReLACS3 peuvent passer dans les
gouttelettes de nuage ou dans les gouttes de pluie où elles vont réagir par réaction avec
les radicaux présents en phase aqueuse.
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2.2 Les réactions en phase aqueuse dans ReLACS3
Le mécanisme M2C2 (Leriche et al., 2000, 2003; Deguillaume et al., 2004; Leriche
et al., 2007; Deguillaume et al., 2009) développé au Laboratoire de Météorologie Phy-
sique (LaMP) de Clermont-Ferrand détaille les réactions en phase aqueuse des HOx,
des NOy, du soufre (S), du CH4 et des COV. La description ci-dessous concerne exclu-
sivement la chimie en phase aqueuse des COV, et notamment à leur oxydation par le
radical OH. qui est l’oxydant le plus réactif sur les organiques dans la phase aqueuse
atmosphérique (Herrmann et al., 2000; Ervens et al., 2003; Arakaki et al., 2013) (cf.
3.3). Le mécanisme est fonctionnel pour les chaînes jusqu’à 3 carbones et est en cours
de développement pour les molécules C4.
De la même manière qu’en phase gazeuse, le mécanisme d’oxydation des COV en phase
aqueuse par le radical OH. est initié par l’arrachement d’un atome d’hydrogène sur une
liaison C-H. La formation d’un radical R. est aussitôt suivie de l’addition d’oxygène
dissous, O2, qui forme un radical RO2 d’où la réaction simplifiée :
RH+OH·
O2−→ RO2 (II.28)
Contrairement à la réactivité en phase gazeuse présentée dans le chapitre précédant
(Fig. I.11), la réactivité des radicaux RO2 avec NO est très minoritaire et supposée
négligeable pour la phase aqueuse. D’autre part, la voie de dégradation du radical RO2
avec le radical HO2 est peu probable pour les chaînes carbonées qui présentent plusieurs
carbones. Cette dernière est négligée dans le mécanisme ReLACS3. De plus, la réaction
de RO2 avec un autre R’O2 est également supposée négligeable et non prise en compte
dans les réactions de ReLACS3.
Finalement, trois voies de dégradation du radical RO2 sont prises en compte dans le
mécanisme en phase aqueuse de ReLACS3. Les réactions complètes et les références
associées à chacune de ces réactions sont mentionnées dans Stemmler and von Gunten
(2000) :
– la voie de décomposition unimoléculaire se produit pour les alcools non aroma-
tiques, et forme un radical HO2 associé à un aldéhyde selon :
RCH(OH)O2 → RC(O)H + HO2 (II.29)




− → RC(O)H + O2− +H2O (II.30)
– la voie de self réaction induit la formation d’un intermédiaire tétroxyde qui se
décompose rapidement selon trois voies (a, b, c) (vonSonntag et al., 1997). Afin
de limiter le nombre de réactions dans le mécanisme ReLACS3, une seule réaction
globale est prise en compte incluant les trois réactions, chacune associée à un
coefficient stoechiométrique α, β, γ respectivement selon :
RCH(OH)O2 +RCH(OH)O2 → α(a) + β(b) + γ(c) (II.31)
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Le mécanisme en phase aqueuse de ReLACS3 repose sur les trois voies de dégradation
associées à leurs hypothèses.
Afin d’illustrer la méthodologie de développement des réactions en phase aqueuse
soumis au radical OH., les différentes réactions en phase aqueuse associées à l’espèce
réduite soluble, KETL, qui regroupent les cétones (C3<C<C6) dans le mécanisme Re-
LACS3, sont détaillées ci-dessous. Pour établir la réaction d’oxydation de KETL, il
est nécessaire de connaître la réaction d’oxydation en phase aqueuse de toutes les es-
pèces qui sont agrégées dans KETL. Ces espèces incluent l’acétone (CH3C(O)CH3),







Le radical CH3C(O)CH2OO. réagit avec lui-même pour former un radical alkoxyle qui réagit aussitôt avec










O2−−→ HCHO + CH3C(O)OO.
CH3C(O)OO. + CH3C(O)OO. → 2CH3OO︸ ︷︷ ︸
RO21
+ 2CO2 + O2
d’où l’expression de l’équation-bilan de l’oxydation de l’acétone, en supposant que les radicaux alcoxy et peroxyles
intermédiaires sont à l’équilibre photo-stationnaire :
CH3C(O)CH3 +OH
K−→ 0, 4MGLY + 0, 08KETL+ 0, 52HCHO+ 0, 52RO21 + 0, 52CO2 + 0, 16H2O2 (II.32)
– Hydroxy-acétone CH3C(O)CH2(OH)
CH3C(O)CH2(OH) + OH
O2−−→ CH3C(O)CH(OH)OO. + H2O
CH3C(O)CH(OH)OO. + CH3C(O)CH(OH)OO. → 2CH3C(O)COOH︸ ︷︷ ︸
UR21
+ H2O2
CH3C(O)CH(OH)OO. → CH3C(O)CHO︸ ︷︷ ︸
MGLY
+ HO2
Pour l’hydroxy-acétone, le radical peroxyle issu de l’attaque par OH. peut soit se
décomposer, soit réagir avec lui-même. On obtient ainsi l’équation bilan :
CH3C(O)CH2(OH) + OH
K−→ α1MGLY + α2HO2 + α3UR21 + α4H2O2
Les coefficients αn dépendent de la compétition entre les différentes voies de
dégradation du radical ROO. (Deguillaume et al., 2009). L’étude détaillée de ces
2 voies montrent que la self-réaction de RO2 est négligeable par rapport à la
décomposition de RO2 ce qui donne : α1=1, α2=2 et α3=α4=0. On obtient donc
pour l’hydroxy-acétone la réaction bilan :
CH3C(O)CH2(OH) + OH
K−→ MGLY + 2HO2
– Méthyl éthyl cétone CH3C(O)CH2CH3
CH3C(O)CH2CH3 + OH





CH3C(O)CHOCH3 + 0,9O2 + 0,2CH3C(O)C(O)CH3
+ 0,1H2O2
⇒ on simplifie en gardant uniquement 1,8CH3C(O)CHOCH3.
70
CHAPITRE II. LES AOS DANS LE MODÈLE MÉSO-NH ET LES
DÉVELOPPEMENTS RÉALISÉS
CH3C(O)CHOCH3
O2−−→ CH3CHO︸ ︷︷ ︸
ALD2
+ CH3C(O)OO.
CH3C(O)OO. + CH3C(O)OO. → 2CH3O2︸ ︷︷ ︸
RO2
+ 2CO2 + O2
d’où l’équation bilan de l’oxydation de l’Ethyl éthyl cétone :
CH3C(O)CH2CH3 + OH
K−→ ALD2 + RO21 + CO2
Finalement, la réaction d’oxydation globale pour l’espèce KETL s’écrit :
KETL + OH
K−→ β1MGLY + β2KETL + β3HCHO + β4UR21 + β5ALD2 + β6RO21
+ β7CO2 + β8H2O2 + β9HO2
On considère un poids équivalent pour les réactions d’oxydation en phase aqueuse des
trois espèces. Ainsi, chacun des coefficients stœchiométriques présent dans les sous-
réactions bilan, contribue à un tiers dans les coefficients βi de l’équation bilan globale.
D’autre part, une simplification peut être réalisée concernant la contribution des réac-
tions de décomposition par rapport avec les self réactions :
RO2 −→ MGLY + HO2 (II.33)
RO2 +RO2→UR21 + H2O2 (II.34)
En effet, la réaction (II.34) est négligeable par rapport à la réaction (II.33). Ainsi, tous
les produits issus de self réactions sont négligés d’où finalement la réaction de KETL :
KETL + OH → 0,47MGLY + 0,17HCHO + 0,33ALD2 + 0,51RO21 + 0,51CO2 +
0,05H2O2 + 0,33HO2
Les réactions d’oxydation résultantes en phase aqueuse sont présentées dans le tableau
(II.4). Le détail des sous-réactions bilan amenant à ces réactions résultantes sont pré-
sentées dans l’annexe (1).
2.3 L’équation de continuité des espèces chimiques
L’équation de continuité pour une espèce chimique X en phase gazeuse (g) et en















































désignent l’advection, la turbulence et la diffusion. Ces schémas
sont appliqués à toutes les variables prognostiques scalaires du modèle et ne sont
pas détaillés ici,
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CH3O2 + CH3O2 → 2HCHO + 2HO2 1,70.10
8 2200 Herrmann et al. (1999)
CH3OH + OH → HCHO + HO2 1,70.10
9 600 Elliot and Mccracken (1989)
CH3CH2OH + OH → CH3CHO + HO2 2,10.10
9 1200 Buxton et al. (1988)
CH3C(OH)CH3 + OH → 0,5CH3CHO + 0,5CH3COCH3 3,30.10
9 1000 Herrmann et al. (2005)
+ HO2
HCHO + OH → HCOOH + HO2 7,80.10
8 1000 Chin and Wine (1994)
CH3CHO + OH → 0,5CH3O2 + 0,5CH3CH2O2 3,40.10
9 Herrmann (2003)
+ CO2
OHCCHO + OH → OCHCOOH + HO2 1,10.10
9 1500 Herrmann et al. (2005)
CH3COCH3 + OH → 0,47CH3COCHO + 0,17HCHO 8,90.10
8 1400 Herrmann et al. (2005)
+ 0,33CH3CHO + 0,51CH3O2
+ 0,51CO2 + 0,05H2O2 + 0,33 HO2
CH3COCHO + OH → CH3COCOOH + HO2 7,90.10
8 1600 Herrmann et al. (2005)
HCOOH + OH → CO2 + HO2 + H2O 1,00.10
8 1000 Chin and Wine (1994)
HCOO− + OH + M → CO2 + HO2 + OH
− 3,40.109 1200 Chin and Wine (1994)
CH3COOH + OH → OCHCOOH + 0,5H2O2 + H2O 1,50.10
7 1300 Herrmann et al. (2005)
CH3COO
− + OH → OCHCOOH + 0,5H2O2 + OH
− 1,00.108 1800 Herrmann et al. (2005)
CH3CH2COOH + OH → CH3CH2O2 + CO2 3,20.10
8 2300 Herrmann et al. (2005)
CH3CH2COO
− + OH → 0,15ACID2 + 0,29CH3CHO 7,30.10
8 1800 Herrmann et al. (2005)
+ 0,56CH3COCOOH + 0,29H2O2
+ 0,11HO2
HOOCCOOH + OH → 2CO2 + HO2 + H2O 4,70.10
7 Sehested et al. (1971)
HOOCCOO− + OH → 2CO2 + HO2 + OH
− 7,70.108 Sehested et al. (1971)
CH3COCOOH + OH → 0,56ACID2 + 0,43CH3CHO + 0,43CO2 1,20.10
8 2800 Herrmann (2003)
+ 0,3H2O2 + 0,81HO2
CH3COCOO
− + OH → 0,56ACID2 + 0,43CH3CHO + 0,43CO2 7,00.10
8 2300 Herrmann (2003)
+ 0,3H2O2 + 0,81HO2
OCHCOOH + OH → HOOCCOOH + HO2 + H2O 3,60.10
8 1000 Herrmann (2003)
OCHCOO− + OH → 2CO2 + 0,45H2O2 + 0,71 HO2 2,60.10
9 4300 Herrmann (2003)
ACID2 + OH → 1,60.107 Herrmann et al. (2005)

















inclut les sources et les puits pour les espèces gazeuses par les processus






inclut les sources et les puits pour les espèces aqueuses par dépôts hu-
mides ou transferts microphysiques.
2.4 Le schéma de la réactivité chimique
L’évolution des concentrations chimiques dans la phase gazeuse et dans les phases
liquides (gouttelettes nuageuses et gouttes de pluie) dénommée par le terme chem,




























CHAPITRE II. LES AOS DANS LE MODÈLE MÉSO-NH ET LES
DÉVELOPPEMENTS RÉALISÉS
– Xg, Xn, Xp sont respectivement les concentrations chimiques en phase gazeuse,
dans l’eau nuageuse et dans l’eau précipitante (en molec.cm−3) et Xl = Xn + Xp,
– Pg, Pn, Pp et Dg, Dn, Dp sont les taux de production (en molec.cm
−3) et de
destruction chimique (s−1) pour la phase gazeuse et les phases aqueuses,
– Ln et Lp sont les contenus en eau nuageuse et en eau de pluie en vol.vol
−1 et Ll
= Ln + Lp,
– ktn et ktp sont les constantes de transfert de masse pour l’eau nuageuse et l’eau
précipitante en s−1 et ktl = ktn + ktp. Ces constantes de transfert sont l’inverse
du temps caractéristique de transfert τt de l’espèce de l’air vers la surface de la









– an,p représentent le rayon de la gouttelette nuageuse ou de la goutte de pluie
(en cm). La valeur de ce rayon provient du schéma microphysique,
– Dg est le coefficient de diffusion en phase gazeuse de l’espèce considérée (en
cm2.s−1),
– ν est la vitesse quadratique moyenne de l’espèce gazeuse selon la cinétique des
gaz (en cm2.s−1),
– α est le coefficient d’accomodation de l’espèce gazeuse. Il s’agit de la probabilité
qu’une particule entrant en contact avec la surface liquide de la gouttelette ou
de la goutte de pluie y soit incorporée (Tab. II.5).
α =
nombre de molécules gazeuses absorbées par la phase liquide
nombre de collisions de molécules gazeuses avec l’interface
(II.41)
α est compris entre 0 et 1.
– Heff est la constante de Henry effective (en M.atm
−1) (Tableau II.5),
– T est la température de l’air (en K) et R la constante des gaz parfaits (en
atm.M−1.K−1).
2.5 Le transfert des espèces chimiques par la microphysique
Dans les conditions où la chimie aqueuse a lieu, en présence de nuage ou de gouttes
de pluie, les espèces chimiques sont redistribuées entre les gouttelettes nuageuses et les
gouttes de pluie par les processus microphysiques nuageux. Le terme "autres" indiqué
dans les équations différentielles (II.35) et (II.36) fait référence à ces processus.
Trois processus sont impliqués dans le transfert microphysique des espèces chimiques
aqueuses dans les nuages : l’auto-conversion, l’accrétion et la sédimentation.
L’autoconversion et l’accrétion sont les processus conduisant à la formation et à la crois-
sance des gouttes de pluie. Le processus d’autoconversion décrit la collision/coalescence
des gouttelettes nuageuses conduisant à la formation des gouttes de pluie et le processus
d’accrétion est la collision/coalescence entre les plus grosses gouttelettes nuageuses et
les gouttes de pluie conduisant à des gouttes de pluie.
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(K) Réf. α Réf.
O3 1,03.10−2 -2830 Sander et al. (2011) 0,05 Sander et al. (2011)
OH 3,90.101 Sander et al. (2011) 0,05 Estimé
HO2 6,90.102 -6643 Sander et al. (2011) 0,2 Sander et al. (2011)
H2O2 8,44.104 -7600 Sander et al. (2011) 0,11 Davidovits et al. (1995)
NO 1,92.10−3 -1790 Sander et al. (2011) 0,0001 Sander et al. (2011)
NO2 1,20.10−2 -2516 Sander et al. (2011) 0,0015 Sander et al. (2011)
NO3 3,80.10−2 -2516 Sander et al. (2011) 0,05 Estimé
N2O5 2,10 -3400 Fried et al. (1994) 0,0037 George et al. (1994)
HNO3 2,10.105 -8700 Schwartz and Freiberg (1981) 0,054 Davidovits et al. (1995)
HNO2 5,00.101 -4880 Becker et al. (1996) 0,05 Estimé
HNO4 1,20.104 -6900 Regimbal and Mozurkewich (1997) 0,05 Estimé
NH3 6,02.102 -4160 Sander et al. (2011) 0,04 Sander et al. (2011)
SO2 1,36 -2930 Sander et al. (2011) 0,11 Sander et al. (2011)
H2SO4 2,10.105 -8700 Estimé comme HNO3 0,07 Davidovits et al. (1995)
CO2 3,38.102 -2710 Sander et al. (2011) 0,0002 Sander et al. (2011)
CH3O2 2,7 -5586 Estimé
HROOH HHO2
HH2O2
CH3OH 2,03.102 -5210 Snider and Dawson (1985) 0,027 Snider and Dawson (1985)
CH3CH2OH 1,90.102 -6600 Snider and Dawson (1985) 0,017 Snider and Dawson (1985)
CH3C(OH)CH3 1,30.102 -7500 Snider and Dawson (1985) 0,011 Snider and Dawson (1985)
HCHO 3,23.103 -7100 Sander et al. (2011) 0,04 Sander et al. (2011)
CH3CHO 1,29.101 -5890 Benkelberg et al. (1995) 0,03 Benkelberg et al. (1995)
OCHCHO 4,19.105 -62200 Ip et al. (2009) 0,01 Sander et al. (2011)
CH3COCH3 2,78.101 -5530 Sander et al. (2011) 0,008 Sander et al. (2011)
CH3COCHO 3,70.103 Betterton and Hoffmann (1988) 0,0003 Betterton and Hoffmann (1988)
H2CCHCH3 6,50 Iraci et al. (1999) 0,05 Estimé
CH3C(O)CHCH2 4,10.101 Iraci et al. (1999) 0,05 Estimé
HCOOH 8,90.103 -6100 Sander et al. (2011) 0,012 Davidovits et al. (1995)
CH3COOH 4.10.103 -6200 Sander et al. (2011) 0,03 Sander et al. (2011)
C2H6COOH 5,70.103 Khan et al. (1995) 0,05 Estimé
OCHCOOH 1,09.104 -40000 Ip et al. (2009) 0,05 Estimé
CH3COCOOH 3,11.105 -5090 Khan et al. (1995) 0,05 Estimé
HOOCCOOH 5,00.108 Saxena and Hildemann (1996) 0,05 Estimé
Table II.5 – Valeurs des constantes de Henry à 298K et de la dépendance en tempé-
rature associée ainsi que les coefficients d’accomodation massiques
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HO2 ↔ H+ + O−2 1,60.10−5 Bielski et al. (1985)
HNO2 ↔ H+ + NO−2 1,60.10−3 1760 Park and Lee (1988)
HNO3 ↔ H+ + NO−3 2,20.101 Perrin (1982)
HNO4 ↔ H+ + NO−4 1,26.10−6 Goldstein and Czapski (1997)
NH3 + H2O ↔ OH− + NH+4 1,70.10−5 4350 Seinfeld and Pandis (1997)
SO2 + H2O ↔ H+ + HSO−3 1,30.10−2 -1965 Seinfeld and Pandis (1997)
HSO−3 ↔ H+ + SO
−
3 6,40.10
−8 -1430 Seinfeld and Pandis (1997)
H2SO4 ↔ H+ + HSO−4 1,00.103 Seinfeld and Pandis (1997)
HSO−4 ↔ H+ + SO
2−
4 1,00.10
−2 Seinfeld and Pandis (1997)
CO2 + H2O ↔ H+ + HCO−3 4,30.10−7 920 Seinfeld and Pandis (1997)
HCO−3 ↔ H+ + CO
2−
3 4,70.10
−11 1780 Seinfeld and Pandis (1997)
HCHO + H2O ↔ CH2(OH)2 2,50.103 -4030 Bell and Gold (1966)
OHCCHO + H2O ↔ CHOCH(OH)2 3,90.103 Bell and Gold (1966)
CH3C(O)CHO + H2O ↔ CH3C(O)CH(OH)2 4,80.102 Betterton and Hoffmann (1988)
HCOOH ↔ H+ + HCOO− 1,80.10−4 150 Serjeant and Dempsey (1979)
CH3COOH ↔ H+ + CH3COO− 1,75.10−5 Serjeant and Dempsey (1979)
C2H6COOH ↔ H+ + C2H6COO− 1,35.10−5 Handbook of Org. Comp
CH(OH)2COOH ↔ H+ + CHOH2COO− 3,20.10−4 Buxton et al. (1997)
CH3C(O)COOH ↔ H+ + CH3C(O)COO− 3,55.10−3 Handbook of Org. Comp
HOOCCOOH ↔ H+ + HOOCCOO− 5,60.10−2 Martell and Smith (1977)
HOOCCOO− ↔ H+ + −OOCCOO− 5,40.10−5 Martell and Smith (1977)
Table II.6 – Réactions d’équilibre en phase aqueuse
L’autoconversion et l’accrétion sont des processus de transfert de matières chimiques à
partir des gouttelettes de nuages vers les gouttes de pluie. Le processus de sédimentation
décrit les flux verticaux des gouttes de pluie en raison de leur vitesse de chute impor-
tante, ce qui conduit finalement à un dépôt humide de l’espèce soluble par la pluie.
Ces différentes grandeurs peuvent être calculées de quatre façons suivant le schéma



















































– rn et rp sont les rapports de mélanges massiques des gouttelettes d’eau nuageuse
et des gouttes de pluie respectivement en kg.kg−1.
– FSEDI est le flux de sédimentation du rapport de mélange de la pluie.
Il existe trois schémas microphysiques disponibles dans le modèle Méso-NH pour les
nuages chauds.
– Kessler
Le schéma à un moment de Kessler prédit uniquement le rapport de mélange de
l’eau nuageuse et de l’eau de pluie (Kessler, 1969).
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– C2R2
Le schéma C2R2 à deux moments est le plus général. Le schéma C2R2 prédit la
concentration en nombre des gouttelettes de nuages et de pluie et également leur
rapport de mélange, et le nombre CCN activés. Le calcul du nombre d’hydromé-
téores déduit de l’approche de Twomey (1959) est détaillé dans la partie suivante
(3.1). La condensation et l’évaporation des gouttelettes nuageuses suivent la pa-
ramétrisation de Langlois (1973) et de Cohard et al. (1998) respectivement. Le
calcul de la sédimentation des gouttes repose sur un écoulement de Stokes pour
déterminer la vitesse de chute terminale ce qui détermine le spectre de gouttes.
– KHKO
Le schéma à deux moments KHKO est spécialement adapté à la microphysique
des nuages de type stratocumulus présents dans la couche limite. Ces nuages pro-
duisent de faibles précipitations sous forme de bruine avec des hydrométéores
de petite taille. Les processus microphysiques inclus dans la formation et l’évo-
lution des hydrométéores sont l’autoconversion, l’accrétion, la sédimentation et
l’évaporation. Ces processus sont paramétrés par le schéma microphysique KK00
(Khairoutdinov, 2000). La formation des nuages suit également la même paramé-
trisation que pour C2R2.
La caractéristique principale des schémas C2R2 et KHKO est la prise en compte
explicite des caractéristiques des aérosols dans la paramétrisation qui concerne
l’activation des CCN. La paramétrisation de l’activation des CCN suit l’approche
diagnostique et intégrale de Twomey (1959) améliorée par Cohard et al. (1998,
2000) permettant une estimation de la sursaturation.
3 Activation des CCN : intégration de la para-
métrisation Abdul-Razzak
Le processus d’activation des aérosols (CCN) est à l’origine de la formation des
gouttelettes nuageuses auquel s’ensuit la croissance par condensation des goutte-
lettes nuageuses. L’activation des CCN fournit une source dans la partie inférieure
du spectre de taille des gouttelettes nuageuses et la croissance par condensation
décale le spectre vers de plus grandes tailles. Ces processus déterminent la concen-
tration en nombre et le rapport de mélange de l’eau nuageuse. La détermination de
l’évolution explicite de la concentration en gouttelettes nuageuses est primordiale
lorsque l’on étudie la chimie des nuages et le transfert radiatif. La modélisation
de ces processus est difficile puisqu’ils dépendent de la détermination de la sursa-
turation locale au contact des CCN et des gouttelettes. La sursaturation n’est pas
bien reproduite par les modèles car le processus d’activation résulte d’un équilibre
thermodynamique instable dont l’échelle de temps est très courte. De plus, paral-
lèlement à l’activation des CCN, la croissance par condensation tend à absorber
l’excès de la sursaturation.
La paramétrisation de Twomey (1959) est une approche macroscopique de la sur-
saturation qui ne prend pas en compte la composition chimique des aérosols. Dans
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l’optique d’améliorer la représentation des AOS dans le module gaz-aérosol-nuage,
la paramétrisation de l’activation des CCN doit prendre en compte la composi-
tion chimique des AOS. La paramétrisation de Abdul-Razzak (2004) est adéquate
pour cet objectif qui considère les propriétés hygroscopiques des AOS. Après une
description détaillée de la paramétrisation actuellement existante dans le schéma
microphysique de Meso-NH et de la paramétrisation (Abdul-Razzak, 2004), la
méthodologie qui permet d’inclure cette dernière dans le schéma microphysique
de Méso-NH est décrite.
3.1 L’activation des CCN dans Méso-NH
L’activation des CCN est inclut dans le modèle Méso-NH sous l’approche de Two-
mey (1959) qui a été améliorée par Cohard et al. (1998).
– Approche de Twomey (1959)
Twomey a mis au point en 1959, une expression empirique permettant de connaître
le nombre de gouttelettes activées (NCCN) en fonction de la sursaturation maxi-




où les coefficients C et k sont basés sur les caractéristiques observées des CCN et
dépendent de la masse d’air.
Afin d’estimer la valeur de la sursaturation maximale Smax, il proposa une équa-
tion macroscopique pronostique décrivant la variation temporelle de la sursatu-
ration dans un volume d’air ascendant à une vitesse uniforme, ou bien dans une







































– P, T et ω sont respectivement la pression, la température et la vitesse verticale
de la masse d’air,
– ǫ= 0,623, qvs est le rapport de mélange, Lv est la chaleur latente de vaporisation,
– ρa est la densité de l’air, g est l’accélération de la pesanteur, et Cp est la chaleur
spécifique à pression constante.
L’équation (II.47) indique que la sursaturation augmente proportionnellement à
la vitesse verticale lors de la détente adiabatique. L’équation (II.48) montre que la
croissance des gouttes par condensation diminue la sursaturation (Fig. II.3). La
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sursaturation maximale a donc lieu en l’absence de croissance par condensation.
Twomey (1959) déduit ainsi qu’une approximation analytique du minimum de
croissance par condensation permet d’évaluer la sursaturation maximale à partir
de l’équation (II.46).
Figure II.3 – Schématisation de l’évolution de la sursaturation lors de l’élévation d’une
masse d’air adiabatiquement.
En général, l’activation des CCN est traitée numériquement de la manière sui-
vante :
À chaque pas de temps, la valeur de la sursaturation prédite S est comparée au
maximum de sursaturation Smax expérimentée. Si S>Smax, les CCN supplémen-
taires doivent être activés et leur nombre est dérivé de ∆n = C(S)k - C(Skmax).
L’approche de Twomey traite les propriétés des CCN comme un "bulk", et les
détails de la distribution en taille et de la composition chimique des aérosols
ne sont pas connus puisque les coefficients C et k dans l’équation (II.45) n’ont
pas de signification physique réelle (Abdul-Razzak et al., 1998). Or, les propriétés
physico-chimiques des aérosols impactent la croissance des gouttelettes d’eau après
l’activation, typiquement jusqu’à atteindre quelques µm. Il est donc essentiel de
déterminer ces propriétés pour que la sursaturation maximale soit la plus réaliste
possible. D’autre part, l’hypothèse de Twomey permet aux particules activées de
commencer à croître par condensation dès les plus petites particules, cependant un
noyau donné ne commencera pas à croître tant que la sursaturation ne dépassera
pas la valeur critique seuil pour ce noyau. L’hypothèse de Twomey ne représente
pas correctement la dépendance du nombre nucléé. Le nombre activé n’est pas
limité par le nombre total d’aérosol.
– Amélioration de Cohard et al. (1998, 2000)
Cohard et al. (1998) ont amélioré la paramétrisation de Twomey (1959) en consi-
dérant une représentation réaliste du spectre d’activation des CCN dans le but de
traiter les aérosols avec des propriétés physico-chimiques diverses et variées. Le










où F(a,b,c ;x) représente la fonction hypergéométrique. Les coefficients C, µ, k et
β sont reliés aux caractéristiques d’une distribution log-normale d’aérosols dans
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le mode accumulation. Cette forme est plus adéquate du fait que NCCN est fini
quand Ss,w est infini. De plus, Cohard et al. (2000) ont établi des relations pa-
ramétrées entre les quatre inconnues de l’équation (II.49) et les caractéristiques
des distributions lognormales des aérosols sous-jacents qui ont une composition
chimique et une solubilité variable. Ainsi, les tests empiriques et les analyses ma-
thématiques montrent qu’il est suffisant de considérer la sensibilité des coefficients
k et µ uniquement en fonction de la variation de l’écart-type géométrique de la
distribution, et β en fonction des paramètres de la distribution lognormale (rayon
médian et écart-type géométrique) et de la température et de la solubilité.
Le couplage d’un schéma à deux moments avec les aérosols pronostiques permet de
prendre en compte la dépendance à la taille et à la composition chimique de l’activation
des CCN (Abdul-Razzak, 2002).
Les schémas basés sur la physique qui résolvent explicitement l’activation des CCN
en gouttes de nuage sont supposés améliorer la représentation de ces processus dans
les modèles régionaux et locaux.
Méso-NH traite explicitement la chimie de l’aérosol et à tout moment la composi-
tion chimique de l’aérosol est donc connue. Abdul-Razzak et al. (1998); Abdul-Razzak
(2000, 2004) ont developpé une paramétrisation basée sur la théorie de Köhler qui prend
en compte les propriétés physico-chimiques de l’aérosol, notamment des composés or-
ganiques en surface et en considérant des distributions log-normales. L’intégration de
cette paramétrisation dans le modèle Méso-NH paraît ainsi une continuité logique pour
la microphysique et la chimie des nuages.
3.2 L’insertion de l’approche d’Abdul-Razzak et al. (1998);
Abdul-Razzak (2000) dans Méso-NH
Les travaux de Ghan et al. (1993) ont débouché sur une paramétrisation permettant
d’obtenir le nombre de gouttelettes formées calculé à partir d’une représentation log-
normale de la distribution en taille des aérosols. Ainsi, avec cette paramétrisation le
nombre d’aérosols activés ne peut pas dépasser le nombre total d’aérosols. D’autre
part, il est supposé qu’il n’y a pas de croissance entre le moment où l’activation est
effective et celui où la sursaturation est maximale lors de la détente adiabatique. Le
rayon de la gouttelette au moment de la sursaturation maximale est donné par le rayon
critique lors de l’activation de l’aérosol humide comme CCN.
Abdul-Razzak et al. (1998); Abdul-Razzak (2000) se sont inspirés des travaux de
Ghan et al. (1993, 1995) et de Twomey (1959) pour développer une paramétrisation
plus générale. Cette paramétrisation considère également la distribution log-normale
des aérosols et aussi la croissance des aérosols entre leur activation et le maximum de
sursaturation. Le noyau activé commence à croître pour un rayon critique quand la
sursaturation ambiante atteint une valeur seuil critique. De plus, les aérosols ont gé-
néralement une composition chimique variée. L’approche d’Abdul-Razzak et al. (1998)
n’est valable que dans le cas où les aérosols sont en mélange interne (cf. Chapitre I,
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1.3.3) pour faciliter la détermination de l’hygroscopicité.
Le spectre d’aérosols en taille est initialement considéré comme la superposition de





















– Npi est le nombre total de particules par unité de volume dans le mode i,
– rp est le rayon de la particule,
– Ri est le rayon géométrique médian de la particule,
– σi est l’écart-type du mode i.
Von Der Emde (1993) proposent de déterminer le spectre de CCN reposant sur la
théorie de Köhler (cf. Chapitre I, 3.1.1). Cette théorie décrit l’état d’équilibre thermody-
namique entre une gouttelette de rayon rh et de rayon sec r soumis à une sursaturation
environnante S. Tout d’abord, ils supposent que le rayon sec au point d’activation, qua-




particules de rayon supérieur à rc sont supposées activées.
Il simplifie ensuite les relations obtenues pour rc et la sursaturation correspondante Sc























– A représente le coefficient de l’effet de courbure A ≡ 2τMw
ρwRT
.
– Mw et ρw sont respectivement la masse moléculaire et la densité de l’eau,
– τ est la tension de surface de la goutte.
Les composés organiques tensio-actifs peuvent modifier l’activation des aérosols
en diminuant la tension de surface et en modifiant l’hygroscopiscité de l’aérosol.
Afin de prendre en compte ces effets, Abdul-Razzak (2004) ont inclus dans la













– τ 0 est la tension de surface de l’eau pure,
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– A0 est le paramètre de tension de surface pour l’eau pure. Dans le cas où le
soluté est de l’eau pure (X=1 et χ=1), on retrouve l’ équation (II.52).




– ν est le nombre d’ions issus de la dissociation du soluté dans l’eau,
– φs est le coefficient osmotique,
– ε est la fraction massique de la substance soluble dans l’aérosol,
– ρp et Mp sont respectivement la densité de l’aérosol et la masse moléculaire du
soluté,
Chaque particule possède sa propre sursaturation critique à partir de laquelle l’ac-
tivation a lieu.
À partir de l’équation (II.50) et de la théorie microscopique de Köhler, Von Der Emde



















2)dx est la fonction gaussienne erreur.
Abdul-Razzak et al. (1998) définissent la sursaturation critique du plus petit aéro-
sol activé de rayon rc,Smax comme la sursaturation maximale Smax d’une parcelle d’air
ascendante à vitesse uniforme. Ils ré-expriment ainsi la relation entre le rayon et Smax










En combinant les équations (II.52) et (II.57) avec l’équation (II.56), ils déduisent










où Sc,i est la sursaturation critique de Ri.
Pour déterminer le nombre d’aérosols activés à partir de la paramétrisation de Abdul-
Razzak et al. (1998), il suffit de déterminer une expression pour Smax.
Selon Leaitch et al. (1986), l’évolution temporelle de la sursaturation d’une parcelle
d’air s’élevant adiabatiquement à une vitesse uniforme V s’écrit :
dS
dt
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représente le taux de croissance par condensation de vapeur d’eau
pendant l’activation de l’aérosol.
La sursaturation maximale Smax revient à annuler l’expression (II.59). Pour obtenir
deux expressions approximatives pour Smax, Abdul-Razzak et al. (1998) proposent de
prendre deux valeurs pour la sursaturation critique Sc,i du rayon géométrique Ri de la
distribution , une relativement faible (Ri » rc,Smax) et l’autre relativement élevée (Ri ∼
rc,Smax) par rapport à Smax. Les effets de courbure, d’hygroscopicité et de cinétique des
gaz sont négligés dans le calcul du taux de croissance défini par Leaitch et al. (1986).
L’expression de Smax résulte de la combinaison des deux expressions déterminées

























fi ≡ 0, 5exp(2, 5ln2σi) (II.61)










et ηi et ζ sont des termes sans dimension et prennent en compte l’effet de courbure.
Ainsi, une fois Smax calculée à partir de l’équation (II.60), cette valeur permet de
déterminer ui de l’expression (II.56) et ainsi le nombre de CCN activés peut être connu
à partir de l’équation (II.55). Parallèlement au nombre, il est nécessaire de connaître
le volume des CCN activés pour prendre en compte le phénomène de lessivage humide





























où R¯i est le rayon moyen de la distribution.
Le calcul de la masse activée mCCN pour la sursaturation Smax est nécessaire dans
la partie suivante pour sa contribution dans la chimie aqueuse. Son expression découle
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mpi = ρpi × Vpi (II.68)
où ρpi est la masse volumique des particules du mode i.
Il est nécessaire de connaître le nombre de CCN activés puisqu’ils sont à l’origine de
la formation des gouttelettes nuageuses et des gouttes de pluie dans l’atmosphère. Ils
contribuent directement à la chimie des nuages ou indirectement après les processus
microphysiques de croissance par condensation, de coagulation, d’accrétion et de sédi-
mentation qui modifient ensuite la distribution en taille et en nombre des gouttelettes.
La quantité en eau liquide s’en voit modifiée par ces processus microphysiques et indi-
rectement, la contribution de la chimie aqueuse dans la formation des AOS également.
3.3 Méthodologie pour inclure la contribution de l’activation
des CCN dans la formation des AOS
3.3.1 Objectifs
L’aérosol activé évolue ensuite dans le modèle en tant que gouttelette d’eau par les
processus microphysiques associés. Outre son impact sur la structure microphysique
d’un nuage, la composition chimique du CCN va influer sur la composition chimique de
la gouttelette d’eau (cf. II.4). La fraction soluble de l’aérosol et les gaz solubles vont
se dissoudre dans l’eau de la gouttelette plus ou moins en fonction du contenu en eau
liquide et de la durée de vie de la gouttelette.
Figure II.4 – Schématisation des processus intervenant au sein d’une gouttelette d’eau.
Au sein d’un même mode d’une distribution log-normale, la composition chimique
de l’aérosol est supposée être en mélange interne. Celà signifie donc que la proportion
de chaque composé chimique présent dans l’aérosol est identique pour tous les rayons
couvrant le mode.
Néanmoins, il est nécessaire de connaître, à tout moment de la modélisation, la
masse totale activée ainsi que le nombre pour ne pas activer les aérosols qui ont déjà
été activés aux pas de temps précédents.
La fraction massique F d’une espèce chimique i à l’instant t, qui compose l’aérosol
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où mi,p est la masse de l’espèce i qui découle de l’équilibre thermodynamique.
À l’issue de la paramétrisation d’Abdul-Razzak, appelée à chaque pas de temps du
modèle, on connaît le nombre et la masse de CCN activés pour chaque distribution
log-normale.
La masse mi,w(t) du composé i, qui participe à la chimie aqueuse à l’instant t, est
égale à :
mi,w(t) = mi,w(t− dt) +mCCN(t)× Fi,p(t) (II.70)
où
– mCCN(t) est la masse activée de l’aérosol à l’instant considéré,
– mi,w(t-dt) est la masse de l’espèce i qui est déjà en solution aqueuse.
3.3.2 Méthodologie
À l’issue de l’appel de la paramétrisation Abdul-Razzak, le nombre Nactivable et
la masse activable Mactivable pour une sursaturation S donnée sont connus. Tous les
aérosols dont le rayon est supérieur au rayon critique rc, correspondant au maximum de
sursaturation Smax, sont activés. La figure (II.5) représente une distribution lognormale
avec une partie non activée (r<rc) et une partie activée (r>rc). La partie non-activée
ou interstitielle correspond aux aérosols qui restent disponibles pour l’activation d’une
gouttelette nuageuse. Le traitement en loi log-normale ne permet pas de considérer
la distribution sectionnée comme présentée sur la figure (II.5). C’est pourquoi, on
Figure II.5 – Schématisation de l’activation d’une partie d’une distribution log-
normale(gauche). Une représentation impossible numériquement (droite).
propose de traiter la distribution log-normale totale avec sa partie interstitielle et sa
partie activée. Pour un mode i considéré, le nombre activé Nactivé,i et la masse activée
Mactivée,i sont des variables pronostiques, ils permettent à tout moment d’avoir accès au
nombre Ninter,i et à la masse Minter,i des aérosols interstitiels selon :
Ninter,i = Ntotal,i −Nactivé,i (II.71)
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et
Minter,i =Mtotal,i −Mactivée,i (II.72)
où Ntotal,i et Mtotal,i sont respectivement le nombre total et la masse totale des aérosols
présents dans le mode i.
La masse activée est déduite de la masse activable calculée par la paramétrisation
Abdul-Razzak. En considérant, la distribution dans son ensemble, la masse et le nombre
d’activation sont bornés. La concentration maximale d’aérosols interstitiels activables
ne peut pas être supérieure à la concentration totale dans le mode i.
On peut écrire :
Nactivé(t) = Nactivable(t)−Nactivé(t− dt) (II.73)
de même pour la masse
Mactivé(t) =Mactivable(t)−Mactivé(t− dt) (II.74)
Ce qui est important, c’est de bien déterminer le nombre et la masse d’aérosols inter-
stitiels. Le transfert de masse des COS dans la phase aqueuse, les équilibres thermody-
namiques des inorganiques et des organiques, ainsi que la microphysique des aérosols
doivent tenir compte uniquement de la masse interstitielle. Le moment d’ordre 3, M3, et
le rapport de mélange des espèces chimiques en phase gazeuse et en phase particulaire
ne sont à calculer qu’en prenant en compte la masse interstitielle.
Avant d’appeler le solveur des aérosols, les paramètres nécessaires (moments et rap-
ports de mélange des espèces chimiques particulaires) sont calculés à partir du nombre
et de la masse interstitiels. À l’issue du solveur des aérosols, les moments et les rapports
de mélange de la distribution totale sont recalculés. Ces étapes sont schématisées sur
la figure (II.6).
Figure II.6 – Schématisation de la méthodologie de prise en compte de l’activation
dans le solveur de l’aérosol.
Le fait que la masse activée ne passe pas dans les processus de la microphysique des
nuages n’est pas important pour la détermination de la quantité de masse interstitielle.
Toutes les variables scalaires pronostiques sont advectées en même temps. Pour
un point de grille donné et pour un temps t donné, on connaît la masse qui a été
activée depuis le début de la simulation. La masse activée qui a été évaporée n’est
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pas susceptible de se réactiver avec le même rayon. Lorsque la gouttelette s’évapore,
on considère que toutes les espèces chimiques, initialement dans l’eau nuageuse, sont
relarguées dans la phase gaz et l’équilibre thermodynamique gaz/particule est aussitôt
appelé afin de déterminer la contribution de la chimie aqueuse à la formation des AIS
et des AOS.
Les résultats issus de ces développements sont testés sur un cas 2D idéalisé d’un
nuage orographique et sont présentés dans le chapitre (IV).

Chapitre III
Simulations de la chimie sur des cas
d’études sur
l’Europe :Intercomparaison avec le
modèle WRF/CHEM et
confrontation avec les observations
1 Résumé de l’article
Le couplage du module de chimie gazeuse ReLACS2 et du module des aérosols
ORILAM-SOA, intégrés dans le modèle Méso-NH, est évalué sur des cas d’étude si-
mulés sur l’Europe. Les trois cas d’étude sélectionnés ont une durée de un jour et sont
caractérisés par une signature chimique propre induite par une situation météorologique
synoptique contrastée. Les résultats issus de Méso-NH sont intercomparés à ceux du
modèle WRF/CHEM, tous les deux pris en configuration standard. Les sorties des mo-
dèles sont également comparées aux observations fournies par les bases de données en
ligne. Le mécanisme gazeux RACM et le module d’aérosols MADE-VBS sont utilisés
pour les simulations de WRF/CHEM. Une première étude, à l’échelle européenne, met
en évidence les biais systématiques propres au schéma chimique gazeux et au module
d’aérosols de chaque modèle. Une évaluation plus locale sur trois sites (un site d’alti-
tude, puy-de-Dôme, et deux sites de plaine , Melpitz et K-Puszta) permet de cibler les
processus locaux qui impactent la composition chimique atmosphérique. Les processus
clés à améliorer sont ainsi identifiés pour une meilleure simulation des AOS.
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Gas and aerosol chemistry of mesoscale models Meso-NH and WRF/CHEM were evaluated on three cases over 15 
Europe. These one-day duration cases were selected from Freney et al. (2011) and occurred at different seasons. To 16 
assess the performance of the two models, several surface hourly databases from observation stations over Europe were 17 
used, together with airborne measurements. For both models, the meteorological fields were in good agreement with 18 
measurements. Winds presented the largest normalized mean bias integrated over all European stations for both models. 19 
Except during the night, where daily constant primary species emissions accumulate at the surface, gas chemistry was 20 
also well simulated by the models. Results show that Meso-NH systematically overestimated O3 concentrations whereas 21 
WRF/CHEM underestimated them over Europe as a whole. In parallel, simulated NOX and SO2 concentrations 22 
presented a weak bias for both models. The diurnal evolution of the bias of these three compounds showed a systematic 23 
shift for both models, suggesting that photochemistry is close between the two models and that observed differences 24 
were mainly due to transport schemes and parameterization (turbulence, advection, boundary layer height). The PM2.5 25 
bulk mass was overestimated by Meso-NH over Europe and slightly underestimated by WRF/CHEM. More locally, the 26 
systematic underestimation of volatile organic compounds in the gas phase simulated by WRF/CHEM at three stations 27 
was correlated with the underestimation of OM (Organic Matter) mass in the aerosol phase. Moreover, this mass of OM 28 
was mainly composed of anthropogenic POA (primary organic aerosols) in WRF/CHEM, suggesting a missing source 29 
for SOA (Secondary Organic Aerosol) mass in WRF/CHEM aerosol parameterization. The contribution of OM was well 30 
simulated by Meso-NH, with a higher contribution for the summer case. For Meso-NH, SOA made the major 31 
contribution to the OM mass. The simulation of the mass of SO42- in particles by both models was often overestimated 32 
and correlated with an underestimation of the SO2 mixing ratio. The simulated masses of NO3- and NH4+ in particles 33 
were always higher for Meso-NH than for WRF/CHEM, which was linked to a difference in NOX mixing ratio between 34 
the models. These simulations of meteorology, gas and aerosol chemistry were satisfactory for the rough emissions 35 
database used (0.5° spatial resolution and monthly resolution), which could not allow local sources to be simulated, and 36 






Air pollutants have an effect on human health (Pope et al., 2004; Rueckerl et al., 2011), ecosystems and regional climate 2 
(Monks et al., 2009). Pollution greenhouse gases impact the climate primarily through shortwave and longwave 3 
radiation (Myhre et al., 2013), while aerosols, in addition, affect the climate through cloud-aerosol interactions 4 
(O’Donnell et al., 2011; Rap et al., 2013; Boucher et al., 2013).  5 
Aerosols are composed of solid and liquid particles of varying chemical complexity, size, and phase. New particles are 6 
added into the atmosphere by direct emissions and nucleation (secondary particles). Primary particles originate from 7 
anthropogenic sources such as fossil fuel combustion and natural sources (fires, desert dust, sea salt, etc). Secondary 8 
particles are formed through nucleation and condensation of the gas phase or by in-cloud processes (Ervens et al., 9 
2011). Organic aerosols are a key issue for models as their formation processes and evolution are poorly known. 10 
Depending on meteorological conditions and aerosol properties, aerosol particles act as cloud condensation nuclei with 11 
the potential to impact the precipitation pattern (Poschl et al., 2005; Duseck et al., 2006; Rosenfeld et al., 2008). The 12 
coupling between aerosols and cloud remains an important but poorly understood issue. Unlike well-mixed greenhouse 13 
gases, short-lived aerosols exhibit a strong regionality in climate forcing and air quality impacts (Monks et al., 2009). 14 
Chemistry-transport models are essential to capture the regional forcing and impacts of aerosols.  15 
For the last two decades, numerical chemistry-transport models have experienced significant improvements thanks to 16 
the increase in high performance computing resources (Colette et al., 2014), the coupling between meteorology and 17 
chemistry (Zhang et al., 2008; Zhang et al., 2013; Kukkonen et al., 2012; Baklanov et al., 2014) and improved 18 
knowledge of atmospheric processing. The difficulties of chemistry-transport models in reproducing air pollution have 19 
multiple origins. The AQMEII (Air Quality Model Evaluation International Initiative) is a joint effort between North 20 
America and Europe to establish common methodologies for model evaluation with a focus on ozone and aerosols (Rao 21 
et al., 2011). Vautard et al. (2007) concluded that the majority of chemistry-transport models used for AQMEII captured 22 
the observed gas phase mean values and daily variability fairly well, except for city centres. The skill of aerosol 23 
simulations, however, is generally lower. Nopmongcol et al. (2012) highlighted the role of emissions and dilution in the 24 
performance of their air quality model. In their comprehensive evaluation of the on-line coupled chemistry-transport 25 
model COSMO-ART, Knote et al. (2011) noted that ozone and NOx were well reproduced; PM2.5 and PM10 were, on 26 
average, underestimated. Several processes needed to be improved in the model, such as wet scavenging, secondary 27 
organic aerosols, distribution and concentrations in primary emissions of aerosol particles. Several authors have also 28 
mentioned lateral boundary conditions for aerosols as a source of uncertainties. Aksoyoglu et al. (2011) concluded that 29 
the CAMx model reproduced the relative composition of aerosols very well over Switzerland but underestimated the 30 
absolute concentration by 20%. Tuccella et al. (2012) validated the online-coupled WRF/CHEM model against ground-31 
based measurements over Europe. The model reproduced daily PM2.5 aerosol mass with a slight negative bias but 32 
underpredicted particulate sulphate by a factor of 2 and overpredicted ammonium and nitrate by about a factor of 2. 33 
Missing processes in the aqueous-phase could explain the differences. Zhang et al. (2013) compared the offline-coupled 34 
WRF/Polyphemus with the online-coupled model WRF/CHEM-MADRID over Western Europe. No model was shown 35 
to be superior in terms of aerosol representation. Although the online WRF/CHEM-MADRID accounted for interactions 36 
between the meteorology and the chemistry, the model comparison showed that the simulation of atmospheric pollutant 37 
was mainly sensitive to the vertical structure, emissions and parameterizations for dry/wet depositions. Online biogenic 38 
emissions significantly improved the simulated temporal variations and magnitudes for most variables and for both 39 
models.  Tulet et al. (2005) used the Meso-NH model to simulate a coastal summer pollution episode during the 40 
ESCOMPTE ("Expérience sur Site pour Contraindre les Modèles de Pollution Atmosphérique et de Transport 41 
d’Emissions") campaign over southern Europe. Results showed good agreement between observed and simulated 42 
 3 
aerosol compounds. However, nitrate and ammonium were underestimated, probably due to an underestimation of 1 
relative humidity. Pollution levels were also controlled by continental advection of aerosols. Aouizerats et al. (2011) 2 
used Meso-NH to simulate a two-day period in the context of the CAPITOUL (“Canopy and Aerosol Particle 3 
Interactions in the Toulouse Urban Layer”) field experiment in order to reproduce the spatial distribution of specific 4 
particle pollutants produced at regional and local scale. Their simulation using three nested domains (10 km, 2.5 km and 5 
500 m horizontal resolution) showed that urban meteorology could locally affect the pollutant concentrations by up to a 6 
factor of 5. Bègue et al. (2012) studied the evolution of dust optical properties during a major dust event, originating 7 
from northern Africa and advected over northwestern Europe. The impact was found to be large over the Netherlands, 8 
with a maximum of aerosol optical thickness close to 1. 9 
This work fits in with the current effort to make a careful evaluation of numerical chemistry-transport models against 10 
observational data and/or between models. Two online-coupled chemistry-transport models, Meso-NH and 11 
WRF/CHEM, are evaluated over Europe during three one-day episodes here. These episodes were chosen from the 12 
seminal study of Freney et al. (2011) and occurred during contrasted meteorological conditions. Models are compared 13 
with ground-based observations of gases and aerosols and vertical profiles of gaseous pollutants and meteorological 14 
data. The study focuses on three remote rural sites, surrounded by forest or agricultural areas. Detailed information 15 
about the chemical composition and mass concentration of the aerosol particles were provided by Aerosol Mass 16 
Spectrometers deployed at three specific sites. 17 
The paper is organized as follows: A first section describes the Meso-NH and WRF/CHEM models (section 2). A 18 
second section concerns the measurement databases and the simulation set-up (section 3). The evaluation of the 19 
meteorology, gases and PM2.5 aerosol at the regional scale is discussed in section 4. The last section is dedicated to 20 
model performance in terms of meteorology, gases and aerosols at the three chosen sites (section 5). 21 
 22 
2 Model descriptions 23 
Meso-NH (Lafore et al., 1998; Tulet et al., 2003) and WRF/CHEM are two anelastic, non-hydrostatic, mesoscale 24 
atmospheric models with “on-line” coupling between meteorological and chemical fields at each time step of the 25 
simulation (Baklanov et al., 2014). Both models simulate atmospheric phenomena with horizontal resolutions from a 26 
few metres (LES) to a few kilometres (synoptic-scale). Meso-NH is developed by the Laboratoire d’Aérologie and 27 
Météo-France. In the present study, version 4.9.3 of Meso-NH is implemented. It uses terrain-following z coordinates. 28 
WRF/CHEM is developed among the community and the code is controlled by NOAA/ESRL (National Oceanic and 29 
Atmospheric Administration/Earth System Research Laboratory) scientists. WRF/CHEM uses terrain-following Eta-30 
coordinates and, in this study, the version 3.4.1 is used. 31 
Several parameterizations have been integrated in these models for convection, cloud microphysics, turbulence, surface 32 
processes, gas chemistry, and aerosol composition (http://mesonh.aero.obs-mip.fr/mesonh410 and www.wrf-model.org). 33 
In this study, the parameterizations used by the two models are reported in Table 1. 34 
2.1 Physical parameterizations 35 
2.1.1 Land-surface schemes 36 
Land-surface schemes control the exchanges of energy and water between the ground and the atmosphere. Calculations 37 
of dry deposition velocities for gases and aerosols are related to the land-surface properties. Emissions of chemical 38 
components are provided independently from surface schemes. 39 
In Meso-NH, the parameterization of surface processes is performed by the ISBA (Interaction Sol-Biosphère-40 
Atmosphère) scheme (Noilhan and Planton, 1989), which determines the time evolution of the lower boundary 41 
 4 
conditions for the vertical diffusion of temperature and moisture. Each surface grid point of the model comprises a 1 
fraction of sea, lake, “nature” (countryside) and town. A specific surface model is applied to each surface type in order 2 
to deduce the net flux of temperature and moisture by type and finally to compute the total flux, which is the sum of the 3 
net flux of the four types. ECOCLIMAP is used to represent a 1-km resolution global land cover with the four types and 4 
the “nature” type is decomposed into twelve fractions of twelve vegetation types (Masson et al., 2003). Thus surface 5 
parameters such as LAI, albedo and roughness length depend on the type of vegetation. There are three layers to 6 
describe processes in the soil: a thin surface layer; a second, intermediate, layer; and a third layer to distinguish between 7 
the rooting depth and the total soil depth. ISBA includes freezing and thawing in the first two layers, and also represents 8 
a snow layer. 9 
Table 1: Meso-NH and WRF/CHEM parameterization 10 
Parameterization Meso-NH WRF/CHEM 
Surface layer ISBA 
(Noilhan et Planton, 1989) 
MM5 similarity 
Land-surface model NOAH LSM (Chen and Dudhia, 2001) 
Boundary layer (Bougeault and Lacarrere, 1989) YSU 
(Hong et al., 2006) 
Turbulence 
Prognostic TKE (Cuxart et al., 2000b) 
Diagnostic ML (Bougeault and Lacarrère, 1989) 
Diffusion 2nd order 
Deep convection 
KAFR 
(Kain and Fritsch, 1990; Bechtold et al., 2001) 
Grell-Devenyi 
(Grell and Devenyi, 2002) 
Shallow convection EDKF (Cuxart et al., 2000) 
Shortwave radiation ECMWF (2002) Goddard (Chou et al., 1998) 
Longwave radiation RRTM (Mlawer et al., 1997) RRTMG (Mlawer et al.,1997) 
Microphysics 
ICE4 
(Lascaux et al., 2006) 
Morrison double-moment scheme 
(Morrison et al., 2009) 
Advection scheme 
4th order scheme centred on space and time for 
horizontal and vertical velocities 
PPM_01 for meteorological and scalar variables (Lin 
and Rood, 1996) 
Horizontal advection for momentum 
and scalar is 5th order 
Vertical advection for momentum and scalar is 3rd order 
Moisture, scalars, TKE, chemical variables: monotonic 
transport 
Gas-phase mechanism ReLACS2 (Tulet et al., 2006) RACM (Stockwell et al., 1997) 
Aerosols model 
ORILAM-SOA 
(Tulet et al., 2006) 
MADE (Ackermann et al., 1998) – VBS for SOA (Ahmadov 
et al., 2012) 
 11 
The land surface scheme used in the WRF/CHEM model is the NOAH LSM (Noah Land Surface Model; Chen and 12 
Dudhia, 2001). This scheme takes account of the impact of vegetation on exchanges between soil, surface and 13 
 5 
atmosphere. In this scheme, five layers are considered: a layer above the earth's surface and four layers of varying 1 
thickness in the soil. Soil temperature and moisture, water stored in the canopy and snow deposited on the soil are 2 
prognostic variables from which the surface temperature is deduced. Furthermore, a specific part of this scheme is 3 
dedicated to snow: snow accumulation, sublimation and fusion processes, and heat exchange at the snow-atmosphere 4 
and snow-ground interfaces are taken into account. 5 
2.1.2 Turbulence and vertical transport 6 
A quasi-1D turbulence scheme is used to parameterize the turbulence in Meso-NH. At 10-km horizontal resolution, 7 
horizontal gradients are negligible compared to vertical exchanges. The turbulence scheme uses a 1.5-order closure 8 
(Cuxart et al. 2000) involving a prognostic equation for TKE (Turbulent Kinetic Energy) and a diagnostic mixing length 9 
(Bougeault and Lacarrère 1989). The mixing length at any level is computed using the initial kinetic energy of the level 10 
considered. Shallow and deep convections are sub-grid-scale processes. They are parameterized following a mass-flux 11 
formalism:  the Kain-Fritsch-Bechtold (KAFR) scheme (Kain and Fritsch, 1990 and Bechtold et al., 2001) is chosen for 12 
deep convection and the Eddy-Diffusivity/Kain-Fritsch (EDKF) scheme (Cuxart et al., 2000) for shallow convection. 13 
The Yonsei University scheme (YSU; Hong et al., 2006), a diagnostic non-local planetary boundary layer scheme, is 14 
applied to solve boundary layer processes in the WRF/CHEM model. The top of the boundary layer is diagnosed using 15 
a profile of the turbulent exchange coefficient (K profile), the local wind shear and the local Richardson number. Deep 16 
and shallow convections are simulated with the Grell-Devenyi cumulus parameterization (Grell and Devenyi, 2002). In 17 
this mass-flux approach, where clouds are represented in one dimension, mixing with the surrounding air takes place 18 
only at the base and at the top of the clouds. Entrainment and detrainment are not considered along the convective 19 
column. The scheme uses a set of closure systems to predict the optimal mass-flux at the base of the cloud, based upon 20 
a statistical approach. 21 
2.1.3 Radiation scheme 22 
In Meso-NH and WRF/CHEM, solar and terrestrial flux interactions with the atmosphere and its components are 23 
managed by two radiative schemes dependent on wavelengths. In Meso-NH, the ECMWF (European Centre for 24 
Medium-Range Weather Forecasts) radiation scheme is used to parameterize the effects of shortwave radiation. This 25 
scheme was operational at ECMWF until March 2002. In WRF/CHEM, the Goddard shortwave radiation scheme (Chou 26 
et al., 1998) is used and allows the scattering of solar radiation by atmospheric pollutants (water vapour, oxygen, carbon 27 
dioxide, ozone and aerosols) and clouds, which are parameterized for four broad bands of the solar spectrum (one in the 28 
ultraviolet-visible region and three in the infrared region). In Meso-NH, the long-wave radiation scheme is RRTM 29 
(Rapid Radiation Transfer Model), which is currently operational at ECMWF (Mlawer et al., 1997). In WRF/CHEM the 30 
long-wave radiation scheme is RRTMG, where fluxes and cooling rates are calculated for wavenumbers ranging from 31 
10 to 3000 cm-1. The effects of water vapour, carbon dioxide, O3, methane, nitrous oxide and several halocarbons on the 32 
radiative balance are taken into consideration. 33 
2.1.4 Cloud microphysics scheme 34 
In Meso-NH, the cloud microphysical scheme used to parameterize the different water phase transformations is a one-35 
moment scheme called ICE4 (Lascaux et al., 2006), which includes prognostic equations for the mixing ratio of cloud 36 
water, rainwater, pristine ice, snow, graupel and hail. The number of hydrometeors is deduced from Twomey’s approach 37 
(Twomey (1959); Cohard et al., 1998). Considering the hail category improves the prediction of precipitation. 38 
Concerning the WRF/CHEM model, a double-moment microphysical scheme developed by Morrison et al. (2009) is 39 
used; it predicts the number concentration and the mixing ratio of cloud water, rainwater, pristine ice, snow and graupel. 40 
A good determination of the number and the size of hydrometeors implies a good representation of precipitation, cloud 41 
cover and radiative transfer.    42 
 6 
2.1.5 Advection scheme 1 
The advection scheme used in Meso-NH for horizontal and vertical velocities is a 4th order scheme centred on space and 2 
time, while advection for meteorological variables and scalar variables is a monotonic version of the piecewise 3 
parabolic method (PPM_01) (Lin and Rood; 1996). PPM_01 is a mass-conserving scheme, which guarantees correct 4 
treatment of extreme values. In WRF/CHEM, 5th order and 3rd order momentum and scalar advection schemes are used 5 
in the horizontal and vertical directions, respectively. Monotonic transport is applied to moisture, scalar, chemistry 6 
variables and TKE (Skamarock et al., 2008). 7 
2.2 Chemical parameterizations 8 
2.2.1 Gas mechanism 9 
The gas phase chemistry in Meso-NH was described by Suhre et al., (1998) and Tulet et al., (2003). The ReLACS2 10 
scheme (Regional Lumped Atmospheric Chemical Scheme 2) used in this study is based upon a reduction of the 11 
original CACM (Caltech Atmospheric Chemistry Mechanism; Griffin et al., 2005). ReLACS2 is derived from a 12 
reduction by reactivity weighting developed by Crassier et al., (2000). It includes 82 prognostic gaseous chemical 13 
species and 363 reactions enabling the formation of SOA precursors to be addressed (Tulet et al., 2006), compared with 14 
189 prognostic species and 361 reactions in CACM. The photolytic rates are calculated using the TUV (Tropospheric 15 
Ultraviolet and Visible) radiation model (Madronich and Flocke; 1999). The photolysis rate depends on actinic flux; the 16 
absorption cross-section and the quantum yield of the photolysis reaction all depending on solar wavelength.  17 
The gas phase chemical mechanism used in WRF/CHEM in the present study is RACM (Regional Atmospheric 18 
Chemistry Mechanism) (Stockwell et al., 1997; Geinger et al., 2003). This mechanism includes 84 species and 252 19 
reactions. It allows O3 chemistry to be simulated for a range of conditions found in remote areas to polluted urban sites, 20 
from the surface to the upper troposphere. It includes 16 aggregated anthropogenic species and 3 aggregated biogenic 21 
species representing VOCs. The TUV radiation model is also used in WRF/CHEM (version 4.1; 22 
http://cprm.acd.ucar.edu/Models/TUV/Interactive_TUV/; Madronich et al., 1998; McKenzie et al., 2007). 23 
2.2.2 Aerosol scheme 24 
The evolutions of aerosol size distribution and of aerosol chemical composition are predicted in Meso-NH using the 25 
aerosol module ORILAM-SOA (Organic Inorganic Lognormal Aerosols Mode for SOA) (Tulet et al., 2006). Assuming 26 
that aerosols are internally mixed (each size class corresponds to a single chemical composition), the particle size 27 
distribution of the aerosol is represented by three overlapping lognormal modes: Aïtken, accumulation and coarse 28 
modes. Aerosol microphysics includes nucleation, coagulation, sedimentation and dry deposition. The gas to particle 29 
conversion for the inorganic species is handled by the EQSAM model (Equilibrium Simplified Aerosols Model) 30 
(Metzger et al., 2002) including sulphuric and nitric acid, ammonia and water. For organic species, the thermodynamic 31 
equilibrium scheme MPMPO (Model to Predict the Multiphase Partitioning of Organics) (Griffin et al., 2003) is used. 32 
The low volatility organic compounds, classified in 10 groups of SOA (8 from anthropogenic sources and 2 from 33 
biogenic sources), can partition the gas and aerosol phases. The aerosol phase is divided into a liquid organic phase and 34 
an aqueous phase. According to the hygroscopicity of the organic compound, the thermodynamic equilibrium is 35 
determined over the organic liquid phase through Raoult’s law, which applies mainly to hydrophobic compounds and 36 
through Henry’s law, which is rather for hydrophilic compounds. The partitioning of hydrophilic compounds between 37 
the gas phase and the aqueous phase is based on the amount of liquid water and the pH computed initially by EQSAM 38 
(Pun et al., 2002). 39 
For WRF/CHEM, the Modal Aerosol Dynamics Model for Europe (MADE; Ackermann et al., 1998), developed from 40 
the Regional Particulate Model (RPM ; Binkowski and Shankar; 1995), is used as the aerosol module in this study. It 41 
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provides information about aerosol particles present in the atmosphere (chemical composition and size distribution) and 1 
also about the dynamic processes influencing the particle population. As in Meso-NH, in MADE, aerosols are internally 2 
mixed and the size spectrum is represented by three lognormal distributions for Aïtken, accumulation and coarse modes. 3 
Since there is no nucleation mode in the MADE aerosol module, aerosols formed by nucleation are directly assigned to 4 
the Aïtken mode as in Meso-NH. The inorganic chemical composition is treated in the sulphate–nitrate–ammonium-5 
water system. Emission, nucleation, coagulation, condensation, dry deposition, sedimentation, and advective and 6 
diffusive transport are considered as processes modifying the aerosol population. To simulate secondary organic aerosol 7 
(SOA) formation, a new parameterization is used: the Volatility Basis Set (VBS; Donahue et al., 2006), recently coupled 8 
by Ahmadov et al. (2012) to the aerosol module MADE and to the gas phase chemical mechanism RACM in the 9 
WRF/CHEM model. In this parameterization, both anthropogenic (alkanes, alkenes, toluene, xylene, cresol) and 10 
biogenic (isoprene, monoterpenes and sesquiterpenes) VOCs, included in the RACM mechanism, contribute to SOA 11 
formation. Oxidation of these VOCs by hydroxyl radicals, O3 or nitrate radicals leads to the production of organic 12 
species, which partition between the gas and the particle phases according to their volatility. The volatility spectrum is 13 
divided into four bins with saturation vapour concentrations ranging from 1 to 1000 µg m-3. For each bin and each SOA 14 
precursor, an SOA yield based on smog chamber studies is defined. Yields are different for two regimes, high and low 15 
NOx conditions. Moreover, the photochemical ageing of the first generation VOC oxidation products is taken into 16 
account by shifting mass from high volatility bins to lower ones when further oxidation processes occur.  17 
2.2.3 Dry deposition 18 
In Meso-NH, the dry deposition of chemical species is treated according to the resistance concept of Wesely (1989). 19 
The deposition velocity is computed by determining the net flux of the species and its concentration at the surface. It 20 
depends strongly on surface conditions from the ISBA scheme. The deposition depends on the turbulence in the 21 
boundary layer and on the molecular diffusion, which lead gases to effective surface deposition. The surface resistance 22 
is based on solubility and equilibrium with vegetation-specific processes such as stomotal activities of leaves. The 23 
mesophyll resistance and the external leaf uptake are considered as a sink for some soluble gases (inorganic and 24 
organic) and are determined by their effective Henry’s law constants. Dry deposition of aerosol particles is also based 25 
upon Wesely’s (1989) parameterization.  26 
In WRF/CHEM, the dry deposition of gas phase species is parameterized according to Erisman et al. (1994) also based 27 
on Wesely’s (1989) scheme. However unlike in Meso-NH, the mesophyll resistances for all gases are assumed to be 28 
zero, thus increasing the dry deposition velocity. For organic species, the dry deposition velocity is parameterized as 29 
proportional to the dry deposition velocity of nitric acid. Since no data are available to constrain the model, the 30 
parameter that determines the fraction of nitric acid is set to 0.25 as defined by Ahmadov et al. (2012). For aerosol 31 
particles, the Wesely approach is used (Ahmadov et al., 2012).  32 
In both models, no wet deposition scheme is activated. 33 
 34 
3 Observation databases and simulation set-up 35 
3.1 Databases 36 
Surface meteorological fields were compared to the ISD (Integrated Surface Database) database of NOAA's NCDC 37 
(National Climatic Data Center) (http://cdo.ncdc.noaa.gov/pls/plclimprod/cdomain.abbrev2id), which provides public 38 
access to hourly averages of meteorological surface parameters over Europe. Wind direction (WD), wind speed (WS), 39 
temperature and dewpoint were used for this study. Only stations below 700 m elevation were selected for the model 40 
evaluation in order to avoid bias due to terrain smoothing by the models. 41 
 8 
The MOZAIC (Measurements of OZone, water vapour, carbon monoxide and nitrogen oxides by In-service Airbus 1 
airCraft) database provides measurements of meteorological and chemical fields made during a large number of 2 
commercial flights all over the world since 1993 (http://www.iagos.fr/web/; Marenco et al., 1998). These 20 years of 3 
measurements enable climatology and air quality studies to be made for the troposphere. The database includes data 4 
collected from the ground to the upper troposphere during take-offs and landings, with high temporal and 3D-spatial 5 
resolution. These vertical profiles are used here to evaluate meteorology and chemistry in the vertical direction. During 6 
landings and take-offs, data is collected every 4s, which corresponds approximately to 50-100 m in the vertical direction 7 
(Solazzo et al., 2013).   8 
Surface chemical measurements were provided by AIRBASE (European AIR quality dataBASE) 9 
(http://www.eea.europa.eu/data-and-maps/data/airbase-the-european-air-quality-database-8). AIRBASE provides hourly 10 
mean concentrations of O3, SO2 (sulphur dioxide), NOx (nitrogen dioxide) and PM2.5 bulk mass concentration for a large 11 
number of European stations, each characterized by its own kind of area (urban, rural, suburban) and its type of station 12 
(background, traffic, industrial). Only a subset of stations is used for the model evaluation, with the following criteria: 13 
stations must be below 700 m elevation (Nopmongcol et al., 2012) and must be classified as background rural stations. 14 
The study excludes urban or suburban stations and stations for which pollution is determined predominantly by traffic 15 
or industrial sources. Because of the low horizontal resolution and the static emission profiles used by the two models, 16 
local anthropogenic (point or mobile) sources, for which time-varying daily profiles are crucial, are not represented in 17 
the models.  18 
The chemical composition of aerosol particles at ground level is compared with the AMS (Aerodyne Aerosol Mass 19 
Spectrometer) global database (https://sites.google.com/site/amsglobaldatabase/). This database provides hourly 20 
measurements of submicron non-refractory aerosol mass concentrations (NR-PM1) for sulphate (SO42-), ammonium 21 
(NH4+), nitrate (NO3-) and OM (Organic Matter) taken throughout Europe and broken down into several kinds of 22 
environment (urban, urban downwind, rural/remote, aircraft). AMS measurements were available at 3 stations 23 
distributed over Europe for the three simulated case studies: the puy de Dôme station, the Melpitz station and the K-24 
Puszta station. 25 
The puy de Dôme (pdD) station is located in the centre of France (45°77N; 2°96E) at 1465 m a.s.l. This site is 26 
surrounded by agricultural land and forest. As discussed in Sect. 4.1, air masses characterized by specific chemical 27 
compositions reach the pdD station according to the season and the origin of the air masses (Freney et al., 2011).  28 
Melpitz (51°54 N; 12°93 E, 86 m a.s.l) is a German station located 50 km east of Leipzig. This site is representative of a 29 
larger rural area in Saxony with almost no local anthropogenic sources. Two main wind directions are observed at 30 
Melpitz station. When the wind blows from the southwest, the air mass reaching Melpitz is mostly a modified maritime 31 
air mass and is less polluted than when the wind direction is from the east, bringing Melpitz a dry continental air mass 32 
composed of anthropogenic pollutants (Spindler et al., 2010).  33 
K-Puszta (46°96N; 19°58E, 136 m a.s.l) station is located in Hungary; 80 km southeast of Budapest; in a rural, 34 
continental environment. This station is surrounded by forest and is a good site for studying the formation of SOA from 35 
biogenic VOCs (BVOCs). Maenhaut et al., (2007) determined the chemical aerosol characteristics for the period 24 36 
May-29 June 2006, period in which two different flows occurred (an oceanic air mass from the north west and a static 37 
continental air mass). Results showed that the mass concentration of aerosols was higher for the warm period than for 38 





3.2 Simulation set-up  1 
An intensive campaign (Freney et al., 2011) took place at the pdD station (45°77N, 2°96E) in autumn 2008, winter 2009 2 
and summer 2010, and documented chemical and microphysical properties of atmospheric aerosol particles. From these 3 
measurements, Freney et al., (2011) showed, firstly, that, for each season, the aerosol was characterized by its own 4 
chemical composition and, secondly, that the origin of the air mass influenced the mass concentration of aerosols. For 5 
this reason, it was interesting to simulate three cases extracted from this database, which cover three situations, one for 6 
3 March 2009, one for 26 June 2010 and one for 18 September 2008. The air masses reaching the pdD station for these 7 
days are representative of an oceanic, a continental and a Mediterranean environment respectively.  8 
The computational domain extended over Europe. It has 360 x 360 grid points with a horizontal resolution of 10 km. 9 
The vertical grid was common to both models and had 50 levels, stretched to allow better definition in the boundary 10 
layer. Each simulation lasted for 96 h, of which 72 h concerned spin-up. The time step was 50 s. 11 
The initial and boundary conditions for meteorology were provided by the European Centre for Medium-range Weather 12 
Forecasts (ECMWF) analysis with a horizontal resolution of 0.5° and were forced every 6 h. The initial and boundary 13 
conditions for gaseous chemical species including inorganic nitrogen species, CO, SO2, NH3, NMVOCs (Non-methane 14 
VOCs), primary (BC, POA) and secondary (inorganics, SOA) aerosol species were taken from MOZART-4 (Model for 15 
Ozone and Related chemical Tracers, version 4) (Emmons et al., 2010) driven by meteorology from NCEP centres 16 
(National Centers for Environment Prediction). Boundary chemical fields were forced every 6h.  17 
For Meso-NH, surface emissions of atmospheric compounds were taken from the ECCAD database (Emissions of 18 
atmospheric Compounds & Compilation of Ancillary Data, http://eccad.sedoo.fr/). The MACCity emissions dataset 19 
(MACC/CityZEN EU projects) (Van der Werf et al., 2006; Lamarque et al., 2010; Granier et al. 2011; Diehl et al. 2012) 20 
provided “off-line” monthly anthropogenic emissions for CO, NOx, SO2, NH3, NMVOCs such as alkanes, alkenes, 21 
alcohols, aldehydes, ketones and aromatics, lumped into 21 species, and for primary aerosol species, with a grid 22 
resolution of 0.5°. The MEGANv2 model (Model of Emissions of Gases and Aerosols from Nature, version 2) 23 
(Guenther et al., 2006) gave “off-line” monthly net emission of gases and aerosols from vegetation into the atmosphere 24 
at 0.5° resolution (for NOx and VOCs). The monthly GFED3 (Global Fire Emissions Database, version 3; Van der Werf 25 
et al., 2010) database was used to represent biomass burning emissions (CO, NMVOCs, BC and POA) with a spatial 26 
resolution of 0.5°. 27 
Emissions in WRF/CHEM also came from MACCity for anthropogenic species. Biogenic emissions were different: the 28 
MEGAN model was used in “on-line” configuration because this option was already available in WRF/CHEM. In 29 
MEGAN, emissions were based on 2003 with a spatial resolution of 1 km². For biomass burning emissions, the daily 30 
FINN inventory (Fire INventory from NCAR) (Wiedinmyer et al., 2011) model was used in WRF/CHEM with a 1 km2 31 
spatial resolution. 32 
For Meso-NH and WRF/CHEM, NOx emissions were assumed to be 70% NO and 30% NO2. In the chemical 33 
mechanisms CACM and RACM, in order to limit then number of model species, some similar organic compounds were 34 
grouped together based on the principle of reactivity weighting. Aggregation factors, computed by Middleton et al. 35 
(1990), were used for VOCs. For aerosol species, in WRF/CHEM, a conversion factor of 1.6 proposed by Bessagnet et 36 
al. (2008) was used to convert the emissions of organic carbon (OC) into particulate organic matter (POA). Then, 20% 37 
of BC and POA emissions were allocated to the Aïtken mode of the aerosol distribution and 80 % to the accumulation 38 
mode according to Ackermann et al. (1998). In Meso-NH, 5% of OC were allocated to the Aitken mode and 95% to the 39 




4 Evaluation of models at regional scale 1 
4.1  Contrasted meteorological situations over Europe during the three selected episodes 2 
In general, both models showed similar meteorological patterns (Fig.1). On 3 March 2009, a cyclonic circulation with a 3 
well marked frontal zone was simulated west of 0°E. Clear-sky conditions and strong southerly winds developed ahead 4 
of the cold front with wind speeds exceeding 20 m.s-1 over France. An area of heavy precipitation was simulated behind 5 
the cold front (10-20 mm over United Kingdom). A second south-north rain band was simulated with weaker 6 
precipitation except over eastern Spain (up to 30 mm). On 26 June 2010, an anticyclone (55°N; 5°E) induced clear-sky 7 
conditions over northern Europe with strong northerly flow over northeastern Europe. Continental southern Europe 8 
experienced local storm precipitations (up to 20 mm) over mountain ranges. A second anticyclone centred on Russia 9 
induced a southerly flow over the extreme east of Europe and a second rain band with strong precipitation (up to 30 10 
mm). On 18 September 2008, three precipitation zones were simulated. The first was associated with a cold front in the 11 
northeast of the domain. The second was induced by convergent air masses over eastern Europe, and the third resulted 12 
from conflicting air masses over Spain and France. Southern France, northern Spain and northern Italy experienced 13 
strong precipitation.  14 
Both models were able to reproduce the contrasting meteorology and the precipitation over Europe for the three 15 
episodes. 16 
 17 
Fig. 1: Meteorological synoptic situation over Europe simulated by Meso-NH (top) and WRF/CHEM (bottom) right to 18 
left for 3 March 2009, for 26 June 2010 and for 18 September 2008. Wind direction is represented by black vector in 19 
m.s-1 at 850hPa at 12:00 UTC. Accumulated precipitation (in mm) is daily averaged and represented by colours. 20 
 21 
4.2 Surface Meteorological fields 22 




Fig. 2: Simulated biases averaged between 08:00-16:00 UTC for 18 September 2008 between models and observations 2 
at NOAA stations. Wind direction (°/N), wind speed (m.s-1), temperature (°C) and dewpoint (°C) are represented for 3 
Meso-NH and WRF/CHEM respectively top to bottom and right to left. 4 
For each selected surface meteorological station, the daily biases between observations and the two models were 5 
computed for WD10 (10m-Horizontal Wind Direction) (°/N), WS10 (10m-Horizontal Wind Speed) (m.s-1), T2m (Air 6 
temperature at 2 m) (K) and Td2m (dewpoint at 2 m) (K) for the three chosen dates of 18 September 2008, 3 March 7 
2009 and 26 June 2010 (Fig. 2 for 18 September 2008; Fig. S1 and Fig. S2 in the supplement for the other two days).  8 
 12 
Fig. 3 shows the diurnal cycle of the median and the 25th and 75th percentiles of the biases averaged over the selected set 1 
of stations over the simulation domain. The corresponding daily Normalized Mean Bias (NMB), expressed as a 2 
percentage, is reported in Table 2 and defined as:  3 𝑁𝑀𝐵 = 100 !"#!!!"#!!!!! !"#!!!!!    (1) 4 
Results in Table 2 show that there were no significant differences between the models for the simulated WD10, as 5 
shown by the weak NMB (-3 to 1%) and the percentiles (Fig. 3), which are close for both models. These two statistical 6 
parameters show that the WD10 was simulated better for 3 March 2009. The well-marked frontal zone (Fig. 1) was 7 
correlated with a zone of weak biases (between -20°/N and 20°/N) from northern France and the United Kingdom to 8 
Scandinavia (Fig. S1).   9 
Table 2: Normalized Mean Bias (%) of meteorology, gaseous pollutants and PM2.5 bulk mass concentration from 10 
Airbase and NOAA datasets for the three study cases on a daily basis or for 08:00-16:00 UTC. The number of stations 11 
used for the statistics is presented on Fig. 3 (for meteorology), Fig. 6 (for gaseous pollutants) and Fig.8 (for PM2.5 mass 12 
concentration). 13 
 03/03/09 26/06/10 18/09/09 
 Meso-NH WRF/CHEM Meso-NH WRF/CHEM Meso-NH WRF/CHEM 
 Meteorology (daily) 
WD10 1 -1 -2 -3 -2 -3 
WS10 -2 15 -1 16 2 20 
T2m 0 0 0 0 0 0 
Td2m 0 0 0 0 0 0 
 Gaseous pollutants (08:00-16:00 UTC) 
O3 7 -3 4 -14 11 1 
NOX -3 2 -1 -1 -3 -2 
SO2 0 -1 -1 -1 -1 -2 
 Bulk mass (daily)  
PM2.5  12 0 14 -1 12 -3 
 14 
WS10 bias for Meso-NH was low (-2 to 2%) while the bias for WRF/CHEM showed an overestimation (15 to 20%). 15 
Fig. 3 shows a diurnal cycle for both models, more strongly marked for Meso-NH than for WRF/CHEM, with 16 
maximum values during night-time. While WRF/CHEM exhibited a systematic overestimation of WS10, Meso-NH 17 
tended to systematically underestimate it during daytime. The ability of both models to simulate WS10 seems to be 18 
close for the three cases as indicated by the percentiles (Fig.3). Previous studies analysing WRF/CHEM performance 19 
have already pointed out a systematic overestimation of wind speed (Zhang et al., 2010; Tuccella et al., 2012; 20 
Wyszogrodzki et al., 2013). 21 
The bias of T2m and Td2m was close to 0%. Fig. 3 shows a different diurnal cycle for these two parameters and for 22 
each case. For 26 June 2010, both models have difficulties in simulating T2m and Td2m during daytime, with a strong 23 
cold bias for T2m (MB reach -2 to -3°C at midday) associated with an overestimation of Td2m. For 18 September 2008, 24 
Meso-NH overestimated T2m and Td2m, mostly at midday, while WRF/CHEM overestimated only Td2m. For 3 25 
March, T2m and Td2m were well simulated by both models throughout the day.  26 
Determining the origin of these biases in the two models would require an extensive study of the current uncertainties in 27 
surface-atmosphere coupling, which is beyond the scope of this paper. Simulated near-surface variables depend on 28 
surface conditions, including soil moisture and temperature (Sutton et al. 2006), land surface characteristics (land use, 29 
land cover, vegetation), and the coupling between these surface parameters within the land-surface model (LSM) and 30 
boundary layer parameterizations (Liu et al. 2006; Trier et al., 2008; Misenis et al., 2010; Noilhan et al., 2011). The 31 
parameterization of cloud microphysics and radiation may represent additional sources of biases for temperature. 32 
 13 
Kysely and Plavcova (2012) showed that regional climate models underestimated the diurnal temperature range over 1 
Central Europe throughout the year, with larger underestimation under anticyclonic circulation. The authors concluded 2 
that errors in the cloud cover simulation could explain the discrepancies between models and observations. Tuccella et 3 
al. (2012) simulated temperature with a cold bias during the spring-summer period and warm bias during autumn-winter 4 
over Europe with WRF/CHEM. Aouizerats et al. (2011) simulated a two-day period with Meso-NH over 12 urban 5 
stations and found a weaker diurnal cycle of T2m than that determined by observations, with a simulated bias of 2°C at 6 
2.5 km and 500 m horizontal resolution. They also found a bias for WS10, which could reach 2 m.s-1. 7 
 8 
Fig. 3: Diurnal cycle of biases for 10-m wind direction WD10 (°/N), 10-m win d speed WS10 (m.s-1), 2-m temperature 9 
T2m (°C) and 2-m dewpoint Td2m (°C) between models and observations at NOAA stations. Left column is for 3 10 
March 2009, middle column is for 26 June 2010 and right column is for 18 September 2008. On each plot, the blue and 11 
red colours are for Meso-NH and WRF/CHEM respectively. Solid lines represent median, and dashed lines 25th and 75th 12 
percentiles. 13 
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Knote et al. (2011) evaluated the COSMO-ART model over Europe and found no biases in the simulated mean surface 1 
temperature for the periods studied. In a recent study, Zhang et al. (2013a) emphasized the role of the radiative impact 2 
of aerosols on shortwave radiation; they improved the simulation of surface temperature in WRF/CHEM. A recent study 3 
from Jimenez and Dudhia (2012) proposed a new parameterization to account for a subgrid-scale orography effect on 4 
surface winds for models at low resolution.  5 
4.3 Vertical distribution of meteorological variables 6 
The simulated vertical distribution of meteorological variables was compared with the high resolution vertical profiles 7 
of T (temperature), Td (dewpoint), WD (wind direction) and WS (wind speed) measured during take-off and landing of 8 
MOZAIC-IAGOS aircraft above Frankfurt (Fig. 4 for 18 September 2008 and Fig. S5 for 3 March 2009). There was no 9 
MOZAIC flight from Frankfurt on 26 June 2010.  10 
 11 
Fig. 4: Simulated (blue and red lines, for Meso-NH and WRF/CHEM respectively) and observed (black line) skew-T 12 
plots for temperature (solid lines), dewpoint (dashed lines), wind speed and wind direction (staffs and attached barbs). 13 
Observed vertical profiles were collected during take-off and landing of MOZAIC-IAGOS aircraft at Frankfurt airport 14 
on 18 September 2008 at four different times of day. 15 
 16 
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Fig. 4 shows that both models capture the vertical distribution of T and Td between the surface and 300 hPa on 18 1 
September 2008. Below 850 hPa, both models tend to overestimate T and Td. Models simulate stratiform clouds 2 
between 500 hPa and 300 hPa as observed during flights where T was equal to Td. In the planetary boundary layer for 3 
18 September 2008, there is a positive bias of T but the observed temperature inversion is well reproduced by the 4 
models early in the morning and in the evening. Measurements show a sudden increase in T at 850 hPa, which is less 5 
visible for both models. Observed Td decreases strongly at 850 hPa early in the morning, meaning a dry air mass limit. 6 
On 3 March 2009, the temperature vertical profile is well reproduced except at the surface where there is an 7 
underestimation at 10:00 UTC. Larger discrepancies are obtained with both models for Td. Fig. 1 shows that Frankfurt 8 
was at the edge of a rain band on 3 March 2009, which could explain the difference between local measurements and 9 
low-resolution model outputs. The models reproduce the northeasterly-easterly flow at the surface on 18 September 10 
2008 and the southwesterly flow on 3 March 2009.  11 
Overall, these four meteorological parameters were relatively well represented over Europe by Meso-NH and by 12 
WRF/CHEM. This constitutes a good basis for the following part of the study, concerning reactive gases and aerosol 13 
particles over Europe. 14 
4.4 Gaseous pollutants at the surface  15 
AIRBASE surface data were compared to simulated results for ozone, nitrogen oxides and sulphur dioxide by 16 
computing biases and several statistical parameters. The number of rural and background stations for statistics varied 17 
between 111 and 259. As emissions have no diurnal variation and as gas concentrations vary much more during 18 
daytime, when photochemistry is dominant, the bias and normalized mean bias between models and observations of O3, 19 
NOX and SO2 were averaged between 08:00 and 16:00 UTC when it was daylight (Fig. 5, Fig. S3 and Fig. S4 for 18 20 
September 2008, 3 March 2009 and 26 June 2010 respectively, and Table 2). 21 
 22 
Fig. 5: Simulated biases of mixing ration (in µg.m-3) averaged over 08:00-16:00 UTC for 18 September 2008 between 23 
models and observations at “background” and “rural” AIRBASE stations. O3, NOX and SO2 are represented for Meso-24 
NH and WRF/CHEM respectively left to right and top to bottom. 25 
 16 
Meso-NH tended to overestimate O3 for the three days (Fig. 5 and Fig.6) with a highest NMB of +11% on 18 1 
September 2008 (Table 2). Daily bias of NOx was between -1 and -3 % (Table 2). Meso-NH showed poorer 2 
performance during night-time, with mean differences up to 6 µg.m-3 for 50% of stations (Fig. 6). The largest 3 
discrepancies were found in industrial areas of the Po Valley (Italy), the Ruhr, the Netherlands and Austria (Fig. 5). In 4 
the Po Valley, for the three study cases (Fig. 5, Fig. S3 and Fig. S4) a positive bias of up to 20 µg.m-3 of O3 was 5 
associated with a strong negative bias of NOx (-5 µg.m-3 for 50% of stations).  6 
 7 
Fig. 6: Diurnal cycle of median bias of mixing ratio of O3, NOX and SO2 between simulated and observed values on the 8 
Airbase stations with mention “Background” and “rural”. The left column is for 3 March 2009, the middle one is for 26 9 
June 2010 and the right one is for 18 September 2008. On each plot, the blue and red colours are for Meso-NH and 10 
WRF/CHEM respectively.  Solid lines represent median, and dashed lines 25th and 75th percentiles. Black solid line 11 
separates negative from positive values. The shaded area corresponds to the periods that are not taken into account in 12 
the calculation of the statistics in Table 2. 13 
 14 
 17 
WRF/CHEM underestimated O3 during the first two days (-14% <NMB< -3%, Table 2) but gave good predictions of 1 
ozone during the third episode (NMB =1%, Table 2). Daytime NOx concentrations were reproduced to within -1 to 2%, 2 
the worst prediction being made during night-time, with a systematically strong overestimation of up to 10 µg.m-3 for 3 
50% of stations (Fig. 6). Fig. 5 shows patterns of maximum biases over the Po Valley and northern Europe for the 4 
WRF/CHEM model that are similar to those of Meso-NH.  5 
Daytime values of NMB ranged between -2% and 0% for SO2 in both models (Table 2). As shown in Fig. 6, 6 
WRF/CHEM tends to underestimate SO2 for the three cases, with maximum bias during daytime (up to -1.5 µg.m-3 for 7 
50% of stations). 8 
Among potential sources of errors in the models, the chemical lateral boundary conditions and the emissions are 9 
doubtless of importance. Chemical boundary conditions are essential to capture the variability of pollution inflow and 10 
provide background concentrations, to which local production is added (Tang et al., 2007, Pfister et al., 2011). Global 11 
models provide chemical top and lateral boundary conditions for regional models but introduce uncertainties that are 12 
inherent in the model or due to the coupling process. Appel et al. (2012) improved the CMAQ model air quality 13 
simulations for surface ozone over North America by using the global GEOS-Chem model instead of GEMS (Global 14 
and regional Earth-system Monitoring using Satellite and in-situ data) data (Schere et al., 2012) for the boundary 15 
conditions. In their study, in winter, the simulations of O3 with GEMS boundary conditions give a significant 16 
overestimation in the Po River Valley (NMB>100%) and a strong underestimation in the Czech Republic (NMB<-17 
70%). However, all stations of the AIRBASE database (urban, suburban, industrial, traffic) were taken into account in 18 
the results of their study. Moreover, Tang et al. (2007) found that the mean O3 vertical profile below 3 km was 19 
insensitive to changes in chemical boundary conditions, whereas CO concentrations were sensitive throughout the 20 
troposphere. Szopa et al. (2009) compared day-to-day time variations to climatological chemical boundary conditions. 21 
They found a limited sensitivity of surface ozone to the boundary conditions except near the borders of the domain. 22 
They concluded that the low sensitivity of ozone to large-scale chemical conditions was related to the dominant 23 
influence of local photochemistry near the surface. Pfister et al. (2011) concluded that the variability of the pollution 24 
inflow could have an impact on surface ozone in California.  25 
For the present study, emissions had no time variation in Meso-NH (for anthropogenic, biogenic and biomass burning 26 
emissions) or in WRF/CHEM (for anthropogenic and biomass burning emissions). Tao et al. (2004) changed the 27 
temporal emission profiles (uniform vs. time-varying) and found no impact on daytime ozone concentrations. Night-28 
time ozone concentrations were found to be lower when a uniform profile was used. Menut et al. (2012) increased the 29 
NO2 concentrations by 10-20% in their model using new hourly fluxes representative of traffic emissions with a 30 
moderate impact on ozone (0-7% decrease). The most important changes occurred during night-time. For De Meij et al. 31 
(2006), the application of daily and weekly temporal distributions to the emissions induced large changes in NOx, NH3 32 
and aerosol NO3- and no impact on SO42-, OM or BC. SO2 concentrations were found to be sensitive to emission 33 
temporal profiles in Mues et al. (2014). 34 
Meso-NH and WRF/CHEM models use the same chemical boundary conditions and constant anthropogenic emission 35 
(MACCity). Differences between the two models could be related to differences in chemical reaction schemes, 36 
dynamics of the planetary boundary layer (venting of pollutants) and dry deposition parameterizations. 37 
4.5 Vertical distribution of ozone and carbon monoxide 38 
The simulated vertical distributions of ozone and carbon monoxide were assessed using measurements from the 39 
MOZAIC database (Fig. 7 for 18 September 2008 and Fig. S6 for 3 March 2009; no data for 26 June 2010). As Meso-40 
 18 
NH and WRF/CHEM grids are horizontally and vertically close, the comparison between models was not spatially 1 
biased. 2 
 3 
Fig. 7: Vertical profiles of CO and ozone mixing ratio biases (in ppbv) between models and observations from take-off 4 
and landing of IAGOS-MOZAIC aircraft at Frankfurt airport on 18 September 2008 at four different times of day: 5 
Meso-NH (CO dark grey, O3 gold), WRF-Chem (CO black, O3 red). MOZART simulated CO and ozone mixing ratios 6 
(respectively light grey and light gold) at 06:00 and 12:00 UTC are superimposed on the 07:00UTC and 10:00 UTC 7 
plots respectively. 8 
 9 
CO is a significant trace gas in the troposphere, which strongly influences the concentrations of oxidants such as 10 
hydroxyl radical and O3. CO is mainly emitted by anthropogenic activities and has a lifetime of a few months in the 11 
boundary layer (BL) and the free troposphere (FT) (Seinfeld and Pandis, 1998). 12 
Above 9 km altitude, O3 and CO mixing ratios and their daily variability are controlled by stratosphere-troposphere 13 
exchanges, venting by convective clouds, chemical reactions and long-range transport. The vertical profiles in Fig. 7 14 
show that both models fail to reproduce a well-marked stratospheric dry ozone-enriched intrusion. Both models 15 
 19 
underestimate O3 with negative biases of up to 180 ppbv on 18 September 2008 (Fig. 7 at 0700 UTC) and 200 ppbv on 1 
3 March 2009 (Fig. S6). Stratospheric air corresponds to poor CO mixing ratios. CO is overestimated at these altitudes 2 
with a large positive bias of 50 ppbv on 3 March 2009. 3 
Below 500 m, the two models reproduced CO mixing ratios poorly, with large biases between -90 and 90 ppbv. These 4 
large discrepancies can possibly be attributed to two principal processes:  5 
− The influence of local sources near the airport, the intensity and temporal variations of which are not captured 6 
by the models, 7 
− The BL dynamics and the associated vertical venting of the pollutants. Interestingly, the worse biases are 8 
obtained during night-time, when the surface BL is expected to be low, favouring the accumulation of 9 
pollutants. The models performed better during daytime (10:00 UTC on Fig. 7 and Fig. S6) as the depth of the 10 
BL increased.  11 
O3 in the BL was generally well simulated with biases between -10 and 10 ppbv. The best scores were obtained for 3 12 
March 2009 (Fig. S6).  13 
Above the BL and below 9 km of altitude, biases for O3 and CO were variable depending on the altitude and on the time 14 
of day. Both models exhibited similar vertical distributions of the biases.  The vertical distribution of biases between O3 15 
and CO observations and the MOZART model interpolated on the Meso-NH vertical and horizontal grid at 06:00 and 16 
12:00 UTC (Fig. 7) clearly shows that the vertical profiles of CO and O3 for both models are strongly influenced by the 17 
MOZART fields. The difference between CO biases for MOZART and the two models is the smallest (< 10 ppbv) in the 18 
entire vertical column above the BL. Below 500 m, simulated CO departs from the MOZART fields. The largest 19 
differences between the regional models and MOZART are found below 500 m for CO.  Below 500 m, the MOZART 20 
model gives a strong overestimation of CO compared to the measurements (30-100 ppbv). The boundary conditions 21 
impact the simulated surface concentrations of CO but the biases are reduced in the regional models in comparison with 22 
MOZART bias because of local meteorology and chemical processes. The difference of CO bias between Meso-NH and 23 
WRF/CHEM at the surface and up to 3 km is certainly due to the difference in WD and in WS up to this altitude (Fig. 24 
4). 25 
The vertical profiles of O3 biases for the two models also show the impact of MOZART fields. The difference between 26 
ozone biases for MOZART and both models is the weakest (5 ppbv) in the middle troposphere (2500-5000 m). This 27 
difference is stronger (20 ppbv) below 1000-1500 m, certainly because of local meteorology and chemical processes.  28 
Solazzo et al., (2013) studied the performance of regional-scale air quality models in reproducing the vertical 29 
distribution of pollutants over the North American and European continents for 2006. Their results indicated that CO 30 
had the largest range of simulated-to-observed standard deviation in comparison with the other variables studied. This 31 
was true at all heights (surface, BL and FT) but mostly below an altitude of 250 m. Moreover, they found that model 32 
performance for ozone in the BL was generally good and mainly influenced by lateral boundary conditions and surface 33 
processes such as emissions, transport and photochemistry. 34 
4.6 PM2.5 bulk aerosol at the surface 35 
Simulated daily mean PM2.5 bulk aerosol mass concentrations over Europe are compared with AIRBASE stations 36 
measurements for the three chosen dates in Fig. 8. For both models, PM2.5 mass concentration was computed by 37 
integrating Aitken and accumulation lognormal modes up to 2.5 micrometres in diameter. It included primary aerosol 38 
mass (BC and POA for organic), secondary inorganic (NO3-, SO42- and NH4+) and organic (SOA) aerosol components. 39 
The corresponding daily Normalized Mean Bias (NMB) (in %) was computed (Table 2) but it should be borne in mind 40 
 20 
that PM2.5 measurements were available for only a small number of rural and background stations (6 and 12 1 
respectively). 2 
 3 
Fig. 8: Maps of daily mean PM2.5 mass concentration (in µg.m-3) simulated by Meso-NH (top) and WRF/CHEM 4 
(bottom). Daily means from observations are represented by circles at “background” and “rural” AIRBASE stations for 5 
3 March 2009 (left), for 26 June 2010 (middle) and for 18 September 2008 (right). 6 
 7 
Table 2 and Fig. 8 indicate that Meso-NH overestimates the PM2.5 mass concentration with positive NMB between 6 8 
and 14% for the three dates. WRF/CHEM slightly underestimates the PM2.5 mass concentration  with an NMB between 9 
-3 and 0% (Fig.8 and Table 2). The same computation considering all stations (urban and suburban stations, traffic and 10 
industrial sources), which represented more than 50 stations of AIRBASE (not shown here), changed the results 11 
considerably, with a large underestimation for WRF/CHEM (NMB between -17% and -1%) and a weaker positive 12 
NMB for Meso-NH (-5% to 8%). 13 
The high observed values for the Po Valley in Italy (range from 20 to 40 µg.m-3) were well captured by both models for 14 
the three cases despite an overestimation (ranging from 30 to 60 µg.m-3) by Meso-NH and an underestimation by 15 
WRF/CHEM (ranging from 5 to 25 µg.m-3) (Fig. 8). Over stations in the Netherlands, PM2.5 mass concentrations were 16 
relatively low. This was well reproduced by WRFC/CHEM whereas Meso-NH overestimated the observations by 15 to 17 
20 µg.m-3 (Fig. 8). 18 
Several recent studies have shown that air quality models tend to underestimate PM2.5 mass concentration over Europe. 19 
Appel et al. (2012) studied the performance of the CMAQ model over Europe and North America for the entire year of 20 
2006. They found a global underestimation of the PM2.5 mass concentration, mostly in winter (NMB=-55% and MB=-21 
12.9 µg.m-3), with better performance over France, Spain and Portugal. However, in their study, all the stations of the 22 
AIRBASE database were taken into account, which certainly translated, for WRF/CHEM, into a lack of anthropogenic 23 
sources or too strong a dry deposition. Tagaris et al., (2013) found an underestimation of PM2.5 mass concentration over 24 
 21 
most European countries during winter and summer 2006. Their paper discusses the chemical aerosol speciation, which 1 
indicates an insufficient contribution of OC to PM2.5 mass concentration in their model. By simulating gas and aerosol 2 
with WRF/CHEM over Europe, Tuccella et al (2012) showed an underestimation with a mean bias of PM2.5 mass (-3 
7.3%) linked to a strong underestimation of the carbonaceous fraction by RADM2 mechanism. 4 
The Meso-NH model overestimated the observed PM2.5 mass concentration. This could be due to a missing sink (wet 5 
deposition is not considered in the simulation), to an underestimation of dry deposition, or to an overestimation of 6 
aerosol sources. The following section provides a detailed analysis of the chemical composition of the simulated 7 
aerosols and discusses the aerosol sources. 8 
 9 
5 Evaluation and discussion of sites 10 
To explain biases in PM2.5 mass, it is necessary to look at the aerosol chemical composition. AMS measurements are 11 
available at three local sites: puy de Dôme, Melpitz and K-Puszta for the three selected dates. In this section, we 12 
propose to study the local weather conditions and the local mixing ratios of aerosol gaseous precursors before analysing 13 
the aerosol mass composition for the three local sites. For the pdD station, in order to avoid errors due to topography 14 
smoothing, all simulated results are taken at the real altitude of the station: 1465 meters. 15 
5.1 Local meteorological conditions 16 
Because there are no meteorological data in the NOAA database for the three stations, only the meteorological model 17 
fields (T2m, Td2m and WS10) are compared in this section (Fig. 9) for the three periods. However, observations are 18 
available online for the pdD station on the Observatoire de Physique du Globe de Clermont-Ferrand website 19 
(http://wwwobs.univ-bpclermont.fr/SO/mesures/PDDMeteo.php). 20 
5.1.1 At puy de Dôme 21 
On 3 March 2009, observations at the pdD station indicated a temperature close to 0°C and a relative humidity close to 22 
100% with the presence of frost. A weak wind (< 2 m.s-1) was measured until 12:00 UTC oriented firstly northwest, 23 
then southwest, and increasing continuously to +15 m.s-1 at night. Both models simulated the presence of cloud at the 24 
pdD station before 7:00 UTC, a dry air mass during the daytime and a wet air mass again after 20:00 UTC. Both models 25 
(Fig. 9) also showed the presence of wet conditions at the pdD station mostly during night-time (0:00-7:00 UTC and 26 
20:00-24:00 UTC) with T2m close to Td2m (about 273 K). Results from Meso-NH showed a stronger diurnal cycle of 27 
T2m (close to 280 K for the afternoon) than those from WRF/CHEM (up to 276 K). Overall, Meso-NH simulated 28 
higher values of T2m and Td2m than WRF/CHEM throughout the day. In parallel, Meso-NH simulated weaker values 29 
of WS10 than WRF/CHEM throughout the day. Like the observations, simulated WS10 increased at the end of the day 30 
even though it remained weaker than observations (up to 4 m.s-1 and 8 m.s-1 respectively for Meso-NH and 31 
WRF/CHEM).  32 
Observations on 26 June 2010 indicated a classic summer situation with a diurnal evolution of T2m (from 289 K up to 33 
295 K) and of relative humidity (RH) (from 60% during daytime up to 85% at night). WS10 remained weak (2-6 m.s-1) 34 
and WD10 changed from east (pdD station under direct influence of Clermont-Ferrand city) to south during the day. 35 
Model simulations showed stormy weather with local convective cells visible close to pdD (Fig. 1). Results from both 36 
models also showed a diurnal cycle for T2m ranging from 285+/-1 K at 4:00 UTC to 294+/-1 K at 14:00 UTC. As for 37 
the observations, simulated Td2m presented a diurnal evolution for both models with more humidity during the night 38 
(T2m close to Td2m). Simulated WS10 was well represented by both models in comparison with observations, with a 39 
diurnal cycle ranging from 0 to 3 or 5 m.s-1 respectively for Meso-NH and WRF/CHEM. 40 
 22 
On 18 September 2008, the observed weather was cloudy all day with only slight variations of temperature (close to 1 
287 K) except at 10:00 UTC and after 14:00 UTC, when the temperature decreased sharply to 283 K. Air was close to 2 
saturation at the end of the day. WS10 increased from 2 m.s-1 to 9 m.s-1 and the dominant WD10 changed from 3 
northwest to southwest. The models simulated cloudy and rainy conditions over southern France (Fig. 1). Unlike 4 
observations, T2m simulated by both models presented a diurnal evolution and WRF/CHEM showed higher T2m values 5 
before 6:00 UTC. After 16:00 UTC, in agreement with the observations, the models simulated cloudy conditions at pdD 6 
stations with T2m around 285+/-1 K. For both models, WS10 decreased throughout the day, values being weaker for 7 
Meso-NH (0-3 m.s-1) than for WRF/CHEM (2-6 m.s-1).  8 
 9 
Fig. 9: Temporal evolution of T2m (K) (crosses), Td2m (K) (triangles) and WS (m.s-1) (stars) simulated by Meso-NH 10 
(blue lines) and WRF/CHEM (red lines). Top to bottom for 3 March 2009, 26 June 2010 and 18 September 2008. Left 11 
to right at puy de Dôme, Melpitz and K-Puszta stations. 12 
5.1.2 At Melpitz 13 
For 3 March 2009, the models indicated (Fig.1) that Melpitz was close to a rainy area with WD coming from the south. 14 
In consequence, both models (Fig.9) simulated wet weather (T2m and Td2m close to 276 K) for the whole day with 15 
weak warming (+4 K) during daytime. WS10 remained weak and similar for Meso-NH and WRF/CHEM, with highest 16 
values during night-time (3-4 m.s-1), although WRF/CHEM showed higher values than Meso-NH between 11:00-15:00 17 
UTC. 18 
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For 26 June 2010, simulated meteorological conditions (Fig.1) were dry and calm with a wind coming from the 1 
northeast. The simulations showed (Fig.9) a diurnal evolution of T2m for both models, with the same amplitude for 2 
Meso-NH (ranging from 285 K to 296 K) and for WRF/CHEM (ranging from 282 K to 293 K) while T2m was warmer 3 
for Meso-NH. The simulated weather was drier for the daytime than for night-time. The simulated WS10 remained low 4 
(< 5 m.s-1) but stronger for WRF/CHEM than for Meso-NH except after 20:00 UTC.  5 
On 18 September 2008, Melpitz was situated along a precipitation area (Fig.1). For this date, the results show that both 6 
models (Fig.9) simulated a similar diurnal cycle of T2m ranging from 279 K to 288 K. The simulated weather was wet 7 
during the night. For the simulated WS10, the two models were close, with a weak WS10 (< 4 m.s-1 although values for 8 
WRF/CHEM were higher before 14:00 UTC). 9 
5.1.3 At K-Puszta 10 
For 3 March 2009, the simulated weather (Fig.1) was very rainy at K-Puszta with a wind from the south. T2m presented 11 
no diurnal variation, with a constant increase of T2m and Td2m (by +2 K from 0:00 to 24:00 UTC) associated with a 12 
wind from the south. Meso-NH gave values of T2m and Td2m 3-4 K higher than those of WRF/CHEM all day. Neither 13 
model showed large differences in WS10, which remained weak (< 4 m.s-1). After 16:00 UTC, the WS10 simulated by 14 
WRF/CHEM was 2 m.s-1 higher than that simulated by Meso-NH.  15 
On 26 June 2010, the K-Puszta station was close to a rainy zone marked by a strong northerly flow. The simulation of 16 
T2m and Td2m (Fig.9) showed slight differences between Meso-NH and WRF/CHEM, with a maximum of 3 K for the 17 
afternoon. The results indicate a pronounced diurnal cycle of simulated T2m ranging from 286+/-1 K to 295+/-2 K. The 18 
simulated WS10 was close for both models with a weak hourly variation throughout the day (from 2.5 m.s-1 to 5 m.s-1).  19 
On 18 September 2008, according to the models (Fig.1), there was no rain at the station. Simulated T2m presented a 20 
marked diurnal cycle. For Meso-NH, T2m ranged from 276 K to 290 K and this amplitude was weaker for WRF/CHEM 21 
as T2m is higher during the night and weaker during the day. Simulated WS10 was similar after 13:00 UTC for both 22 
models although, in the first part of the day, WS10 simulated by WRF/CHEM was stronger (+2 m .s-1) than that 23 
simulated by Meso-NH. WS10 remained weak all day, ranging from 2 m.s-1 to 5 m.s-1. 24 
5.1.4 Discussion 25 
Locally, WS10 simulated by WRF/CHEM tends to be higher than that simulated by Meso-NH (mostly reaching several 26 
m.s-1). This follows the same trend as shown over Europe (part 4.2).  27 
At the altitude of the pdD site, WS10 transports air from the BL to the pdD station more efficiently in WRF/CHEM than 28 
in Meso-NH. This explains the warmer T2m simulated by WRF/CHEM than by Meso-NH for 18 September 2008 and 29 
the colder ones for 3 March 2009 during the day, where the station is in the FT. For 26 June 2010, this effect is not 30 
observed because the station was located in the BL during the day. Another explanation for the differences between 31 
simulated meteorological fields and observations could be the relief smoothing caused by the vertical interpolation of 32 
orography in both models. The difference between the altitude of the grid corresponding to pdD in the models and the 33 
real pdD altitude is 600 m.   34 
The simulations from Meso-NH and WRF/CHEM are closer for the K-Puszta and Melpitz sites, which are located in the 35 
plain, except at Melpitz on 26 June 2010. However, the diurnal cycle of T2m is often more marked for Meso-NH than 36 
for WRF/CHEM. This is certainly linked to WS10 being higher for WRF/CHEM than for Meso-NH. 37 
In addition to local weather, synoptic meteorological and gaseous chemical conditions help to understand local 38 
variations in the mass composition of aerosols by contributing to the background chemistry linked to continental 39 




5.2 Gas precursors of aerosols 1 
Fig. 10 suggests that simulated NH3, NOx and VOC mixing ratios have a seasonal cycle with higher values for 3 March 2 
2009 and lower values for 26 June 2010 during daytime at the surface stations (Melpitz and K-Puszta). At these stations, 3 
VOC, NH3, NOX and SO2 show diurnal variations with higher mixing ratios at night and minimum values during the 4 
day, although this is visible to a lesser extent for 3 March 2009. These diurnal evolutions are due to constant temporal 5 
profiles of anthropogenic emissions in both models. The chemical species emitted accumulate during the night, when 6 
the BL height is small and no photochemistry takes place. The association of rain and cold temperatures simulated for 3 7 
March 2009 limits photochemistry, which partly explains the contrast with the two summer cases where the weather 8 
was warmer (Fig.1). Another reason could be connected with the fact that the BL height is smaller in winter than in 9 
summer, implying a weaker contrast between night-time and daytime mixing ratios.  10 
 11 
Fig. 10: Temporal evolution of mixing ratio of gas phase aerosol precursors simulated by Meso-NH (solid lines) and 12 
WRF/CHEM (dashed lines). Top to bottom for 3 March 2009, 26 June 2010 and 18 September 2008. Left to right at puy 13 
de Dôme, Melpitz and K-Puszta stations. Precursors are represented with different colours: NH3 (grey), SO2 (red), NOx 14 
(blue) (left Y axis) and VOCs (green) (right Y axis). 15 
 16 
At the mountainous pdD station, night-time observations, with mixing ratios lower than or similar to those found during 17 
the day, are representative of FT air masses (Freney et al., 2011). During the day, depending on the season and the 18 
meteorological conditions, the station lies in the FT (winter cases) or in the BL (summer) or in a transition area between 19 
BL and FT (spring and autumn) (Freney et al., 2011). Results for the three cases show the same trend, with the station 20 
 25 
probably located in a transition area between BL and FT during the day for both summer cases, which show no diurnal 1 
cycle.  2 
The NH3 mixing ratio typically ranges between 0.1 and 10 ppb over continents (Seinfeld and Pandis, 1998). NH3 3 
mixing ratios higher than 10 ppbv are reported close to urban centres, or in recent plumes impacted by burning biomass  4 
(Yokelson et al., 2003) or an industrial accident (Nowak et al., 2010). The main sinks of NH3 are dry and wet deposition 5 
and its transfer in the particulate phase as NH4+. NH3 simulated by Meso-NH at the Melpitz station reached 55 ppbv at 6 
7:00 UTC on 18 September 2008 and WRF/CHEM simulated more than 30 ppbv for 3 March 2009 at 8:00 and 18:00 7 
UTC (Fig. 10). These high mixing ratios of simulated NH3 can probably be attributed to the combination of high 8 
emission rates and the absence of a sink by precipitation, as both models simulate precipitation for 3 March 2009 and 9 
for 18 September 2008.  10 
The largest differences in NH3 mixing ratio between the two models are simulated on 3 March 2009 at all stations, with 11 
higher values simulated by WRF/CHEM. Simulated NOx mixing ratios are close except for 3 March 2009, when values 12 
simulated by WRF/CHEM are higher, as already shown on Fig. 6. VOCs simulated by Meso-NH are almost twice those 13 
given by WRF/CHEM at the three stations and for the three dates. The maximum of VOCs is simulated for the Melpitz 14 
(26 ppbv) and K-Puszta (24 ppbv) stations on 18 September 2008 and for Melpitz (30 ppbv) on 26 June 2010 (Fig. 10). 15 
SO2 simulated by Meso-NH is three or four times higher than simulated by WRF/CHEM most of the time. The 16 
behaviour of NOx and SO2 is consistent with the conclusions drawn over Europe as seen above (cf. 3.3.1; Fig. 6).  17 
5.3 Chemical composition of aerosol particles 18 
 19 
Fig. 11: Diurnal cycle of aerosol chemical composition in mass concentration (µg.m-3) of NR-PM1 on right (top: 20 
measured by AMS, middle: simulated by Meso-NH, bottom: simulated by WRF/CHEM) for 18 September 2008 at puy 21 
de Dôme, Melpitz and K-Puszta stations. On the left, the corresponding daily averaged fractional mass composition is 22 
also indicated by pie charts. Percentages in parentheses correspond to the mass fraction of the total aerosol mass for 23 
each compound to. NR-PM1 include NH4+ (orange), SO42- (red), NO3- (blue) and ORG (green). Meso-NH and 24 
WRF/CHEM differentiate APOA (dark green) and SOA (light green) in OM. 25 
 26 
To evaluate simulated aerosol composition, the AMS global database was used. This database provides the mass 1 
concentration of NR-PM1 for NO3-, SO42+, NH4+ and OM, mentioned as ORG on Figs. 11 and 12. OM includes POM 2 
and SOM (for Primary and Secondary OM respectively). Here, OM measured by AMS is compared to the sum of 3 
anthropogenic primary organic aerosol (APOA) and secondary organic aerosol (SOA) simulated by Meso-NH and 4 
WRF/CHEM. 5 
 6 
Fig. 12: Diurnal cycle of aerosol chemical composition in mass concentration (µg.m-3) of NR-PM1 on right (top: 7 
measured by AMS, middle: simulated by Meso-NH and bottom: simulated by WRF/CHEM) for 3 March 2009 at puy-8 
de-Dome, Melpitz and K-Puszta stations. On left, corresponding daily averaged fractional mass composition is also 9 
indicated by pie charts. Percentages in parentheses correspond to the mass fraction of the total aerosol mass for each 10 
compound. NR-PM1 include NO3- (blue), SO42- (red), NH4+ (orange) and ORG (green). Meso-NH and WRF/CHEM 11 
differentiate APOA (dark green) and SOA (light green) in OM. 12 
 13 
For each station, the temporal evolution of the aerosol mass composition on 18 September 2008 and on 3 March 2009 is 14 
presented in Fig. 11 and Fig. 12 respectively (cf. supplementary materials for 26 June 2010, Fig. S7).  15 
In order to assess the ability of the models to reproduce aerosol chemical composition in greater depth, statistical 16 
parameters such as Root Mean Square Error (RMSE), mean fractional bias (MFB) and mean fractional error (MFE), as 17 
discussed by Boylan and Russell (2006), are computed for each chemical component of aerosols and for the three study 18 
cases (Tables 3, 4 and 5). When the performance criterion (|MFB| < 60% and MFE < 75%) is satisfied, the level of 19 
accuracy is considered to be acceptable for standard modelling applications. When the performance goals (|MFB| < 30% 20 
and MFE < 50%) are met, the level of accuracy is considered to be close to the best a model can be expected to achieve. 21 
 27 
Models provide aerosol mass compositions for Aitken and accumulation modes for an aerodynamic diameter less than 1 
2.5 µm or PM2.5. As AMS-observed NR-PM1 mass concentration is compared to the simulated PM2.5 in the following, 2 
the models are expected to give an overestimation of aerosol mass concentration. The difference between PM1 and 3 
PM2.5 mass concentrations can be high (previous studies report PM1/PM2.5 mass ratios between 55 and 75%) and can 4 
vary according to the meteorological conditions and the emission rates of chemical compounds (Aksoyoglu et al, 2011; 5 
Spindler et al., 2013). However, the proportions of the predominant chemical components in NR-PM1 and simulated 6 
PM2.5 are expected to be of the same order.  7 
 8 
Table 3: Root Mean Square Error (RMSE), Mean fractional bias (MFB) and error (MFE) for aerosol components for 3 9 
March 2009 at puy de Dôme (FR) and Melpitz (DE) stations. In bold when the model performance criteria are met 10 
(|MFB| < 60% and MFE<75%). 11 
 puy de Dôme Melpitz 
 MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF 
µg.m-3 RMSE MFB (%) MFE (%)  RMSE MFB (%) MFE (%) 
NH4+ 0.51 0.59 3 -31 37 49 3.42 4.87 -44 -90 46 90 
SO42- 1.19 1.48 101 112 101 112 1.06 1.92 -21 49 30 49 
NO3- 1.37 1.16 20 -74 72 84 9.00 0.39 138 1 138 16 
ORG 0.93 0.91 33 -118 58 118 1.70 0.83 60 -49 60 49 
 12 
Table 4: Root Mean Square Error, mean fractional bias (MFB) and error (MFE) for aerosol components for 18 13 
September 2008 at puy de Dôme (FR), Melpitz (DE) and K-Puszta (HU) stations. In bold when the model performance 14 
criteria are met (|MFB| < 60% and MFE<75%). 15 




RMSE MFB (%) MFE (%) RMSE MFB (%) MFE (%) RMSE MFB (%) MFE (%) 
 MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF MNH WRF 
NH4+ 1.10 1.59 16 -25 66 105 2.06 1.94 -4 -24 92 81 0.48 0.39 -11 -2 16 15 
SO42- 3.02 2.87 93 35 96 115 1.09 1.01 72 68 76 70 0.85 1.89 30 54 32 54 
NO3- 0.76 1.01 -9 -16 102 131 2.00 0.56 16 6 116 38 0.52 1.17 -11 -50 17 50 
ORG 4.49 2.90 70 -72 98 120 2.64 2.40 58 -101 58 101 4.06 1.04 57 -24 57 24 
 16 
Table 5: Root Mean Square Error, mean fractional bias (MFB) and error (MFE) for aerosol components for 26 June 17 
2010 at puy de Dôme (FR) station. In bold when the model performance criteria are met (|MFB| < 60% and 18 
MFE<75%). 19 
µg.m-3 RMSE MFB (%) MFE (%) 
 MNH WRF MNH WRF MNH WRF 
NH4+ 3,07 3,57 -101 -128 101 128 
SO42- 4,48 5,14 -94 -117 94 117 
NO3- 1,21 2,10 -34 -83 40 87 
ORG 5,84 14,25 -31 -163 41 163 
 20 
 28 
5.3.1 At puy de Dôme 1 
Observations (Fig.11 and Fig.S7) suggest that, during the summer cases (26 June 2010 and 18 September 2008), the 2 
total aerosol mass was mostly composed of OM (15.69 µg.m-3 (53.05%) and 2.39 µg.m-3 (35.09%) respectively). Meso-3 
NH shows consistent results, with the highest contribution of simulated OM on 26 June 2010 (11.56 µg.m-3 (66.49%)) 4 
and a significant contribution on 18 September 2008 (5.13 µg.m-3 (43.77%)). SOA mass makes the highest contribution 5 
to OM for the three study cases. WRF/CHEM simulates the highest masses of OM during the two summer cases (0.69 6 
µg.m-3 for 18 September 2008 and 1.57 µg.m-3 for 26 June 2010) associated with the highest SOA mass fraction in OM. 7 
At the pdD station, the mass of OM simulated by WRF/CHEM is weaker by a factor of 10 than those simulated by 8 
Meso-NH.  9 
On 3 March 2009, both models and measurements show a minimum of the mass concentration of NH4+ (1.36 µg.m-3, 10 
0.93 µg.m-3 and 1.28 µg.m-3 for Meso-NH, WRF/CHEM and observations, respectively). This day corresponds to the 11 
presence of an oceanic air mass (Fig. 1). Both models simulate a minimum of the mass concentration of NO3- (0.6 µg.m-12 
3
 and 0.57 µg.m-3 respectively for Meso-NH and WRF/CHEM) for 18 September 2008, during the presence of a 13 
Mediterranean air mass. The observed mass concentration of NO3- is the weakest for this situation (0.93 µg.m-3) but still 14 
about twice that simulated by the models. WRF/CHEM systematically underestimates the mass concentration of NH4+ 15 
and NO3- at pdD by a factor of 2-4. Depending on the day, Meso-NH also finds a negative bias for the mass 16 
concentration of NH4+ and NO3- with a factor 1-3, except for a positive bias on 3 March 2009. 17 
Concerning SO42-, Meso-NH and WRF/CHEM simulate a comparable mass concentration at pdD for the three days. 18 
The highest mass concentrations and the highest difference between models for SO42- are simulated for 18 September 19 
2008 (4.3 µg.m-3 and 3.03 µg.m-3 respectively for Meso-NH and WRF/CHEM). The observed mass concentration is 20 
about 2, roughly 4 times weaker than the simulated ones for 18 September 2008 and 3 March 2009. In contrast, for 26 21 
June 2010, the observed mass concentration of SO42- is 2-3 higher than the simulated ones.  22 
The performance criterion, computed for Meso-NH, is satisfied for NH4+ on 18 September 2008 (Table 4), for NH4+ and 23 
OM on 26 June 2010 (Table 5), and for NH4+ on 3 March 2009 (Table 3). Concerning WRF/CHEM, the performance 24 
goal is only attained only for NH4+ and on 3 March 2009.  25 
5.3.2 At Melpitz 26 
Measurements (Fig.11, Fig.12) show a more significant contribution of OM to the aerosol mass concentration for 18 27 
September 2008 (3.42 µg.m-3 (47.71%)) than for 3 March 2009 (1.83 µg.m-3 (13.58%)). Meso-NH reproduces the 28 
observed predominant contribution of OM to the aerosol mass concentration for 18 September 2008 (5.74 µg.m-3 29 
(53.32%)) and a lower value for 3 March 2009 (3.34 µg.m-3 (16.23%)). The speciation of OM provided by Meso-NH 30 
indicates a significant mass contribution of SOA for both 18 September (88%) and 3 March 2009 (80%). Unlike the 31 
observations and Meso-NH, WRF/CHEM does not show a weaker mass of OM on 3 March 2009 than on 18 September 32 
2008 (1.09 µg.m-3 (10.76%) versus 1.03 µg.m-3 (20.56%) respectively). For WRF/CHEM, speciation for 3 March 2009 33 
shows a higher contribution of POA to the OM mass concentration (89%) than on 18 September 2008 (72%).   34 
For 3 March 2009, measurements show NH4+ (6.60 µg.m-3 (49.02%)) and SO42- (2.94 µg.m-3 (21.86%)) to be the main 35 
components of the aerosol. For this date, Meso-NH gives more than half the total simulated aerosol mass concentration 36 
in the form of NO3- (10.94 µg.m-3 (53.14%)). Like the observations, WRF/CHEM shows a strong contribution of SO42- 37 
(4.72 µg.m-3 (46.27%)) and NH4+ (2.36 µg.m-3 (23.15%)). 38 
On 18 September, the proportion of each inorganic aerosol component is quite similar (~1 µg.m-3) for the observations 39 
and both models. While NH4+ (44%) dominates the inorganic fraction in observations, SO42- dominates the inorganic 40 
fraction simulated by WRF/CHEM (45%) and Meso-NH (38%).   41 
 29 
On 18 September 2008, the performance criterion of WRF/CHEM is reached for SO42- (Table 4). It is also met by 1 
Meso-NH for OM for 3 March 2009 (Table 3) and for 18 September 2008, and for NH4+ on 3 March 2009. The Meso-2 
NH performance goal is met for SO42- for 3 March 2009 (Table 3). Concerning WRF/CHEM, the performance goal is 3 
met on 3 March 2009 and 18 September 2008 for NO3- (Table 4). 4 
5.3.3 At K-Puszta 5 
Observations at the K-Puszta station are available only for 18 September 2008 (Fig.11).  6 
As found at the other two sites, observations show a high contribution of OM to the aerosol mass (3.09 µg.m-3 7 
(35.51%)), comparable to the other sites. Meso-NH simulates the same tendency with a significant contribution of OM 8 
(7.86 µg.m-3 (60.42%)), stronger than at the pdD and at Melpitz stations, for 18 September 2008. SOA makes the main 9 
contribution to OM (79%). For WRF/CHEM, OM mass also makes a higher contribution than the other two sites. 10 
Unlike Meso-NH, WRF/CHEM simulates a high mass fraction (81%) of POA in OM . For this particular day, Meso-NH  11 
overestimates  the relative contribution of OM while WRF-CHEM underestimates it. 12 
In the inorganic part of aerosols, WRF/CHEM and Meso-NH simulate a dominant contribution of SO42- while   13 
measurements show a dominant contribution of NO3- (2.36 µg.m-3). Moreover, the mass concentration of NO3- found at 14 
K-Puszta  is higher than at the other two sites on the same date. 15 
The model performance criterion is met for all species and for both models only at K-Puszta for 18 September 2008 16 
(Table 4). On this day, the Meso-NH performance goal is met for NH4+ and NO3- at this station. Concerning 17 
WRF/CHEM, the performance goal is reached for NH4+ and for OM. 18 
5.4 Discussion 19 
Whereas the chemical sinks and sources are specific to each chemical compound, physical processes applied to the total 20 
aerosol mass conserve the mass fraction of each aerosol compound.  21 
The sudden decrease in measured aerosol mass concentration observed at pdD at 10:00 and 18:00 UTC on 18 22 
September 2008 (Fig. 11) and at 11:00 on 26 June 2010 (Fig. S7) is certainly linked to wet scavenging of aerosol 23 
particles by rain. Both models show rainy weather at pdD on 18 September 2008 and stormy weather with convective 24 
cells is visible over the Massif Central Mountains on 26 June 2010 (Fig.1 and Sect. 4.1). The effect of wet scavenging 25 
on measured aerosol mass concentration is also observed at 10:00 UTC on 3 March 2009 (Fig. 12) and at 12:00 UTC on 26 
18 September 2008 (Fig.11). The weather simulated by both models is rainy at Melpitz on 3 March 2009 and on 18 27 
September 2008. As wet scavenging is not activated in either model, the effect of this process is not visible. For Meso-28 
NH, as the mass fraction of each compound in the aerosol is generally well represented, this missing sink process 29 
probably explains the overestimation of aerosol mass concentration. For instance, Chung and Seinfeld (2002) showed 30 
that about 80% of SOA could be scavenged by cloud water and rainwater.   31 
Variations of the total aerosol mass concentration at pdD can be also associated with the transition between FT and BL 32 
and with the long distance transport of polluted air mass up to the pdD station. For instance, on 3 March 2009, both 33 
observed and simulated mass concentrations of all compounds are weak and comparable (Fig. 12), indicating that the 34 
pdD station is located inside the FT as expected for a winter air mass (Freney et al., 2011). In contrast, on 26 June 2010, 35 
the observed mass concentrations are high for all compounds (Fig. S7), indicating that the pdD station was in the BL as 36 
is typical in summer (Freney et al., 2011). Even though simulated local meteorological conditions seem to show that the 37 
altitude of the pdD station is within the BL (Sect. 5.1.3), simulated mass concentrations for this day show an under-38 
estimation for all compounds in both models (Fig. S7). This can be attributed to, for example, a more pronounced 39 
influence of Clermont-Ferrand city pollution in observations than in simulations. It can be noted that Meso-NH 40 
 30 
simulates a large mass contribution of SOA on 26 June 2010, in agreement with the high mass contribution of OM 1 
observed (Fig. S7). 2 
Observations (Fig. 11, 12 and S7) suggest that, in the summer cases (26 June 2010 and 18 September 2008), the aerosol 3 
is mostly composed of OM at all sites. Freney et al. (2011) attribute the organic aerosol mass at the pdD station to 4 
biogenic sources by analysing the correlation of low volatility oxygenated organic aerosol particles with fragments of 5 
mass spectral markers of wood burning. For all cases, Meso-NH simulates a significant contribution of SOA to OM 6 
mass concentration (>80%) whereas, for WRF/CHEM, OM is predominantly composed of POA (>70% for 3 March 7 
2009 and for 18 September 2008 at Melpitz and K-Puszta). However, for WRF/CHEM, at the pdD station for summer 8 
cases, SOA dominates the OM mass concentration (57% for 18 September 2008 and 79% for 26 June 2010). These 9 
results stress that the pdD station is farther from polluted sources than Melpitz and K-Puszta, which are located in plains 10 
and that, as expected, the SOA production is highest for summer cases in both models. OM mass concentration 11 
simulated by WRF/CHEM is systematically underestimated by a factor varying between 2 and 10 in comparison with 12 
Meso-NH and observations. This systematic underestimation of OM by WRF/CHEM is associated with VOC mixing 13 
ratios that are systematically lower than those in Meso-NH (Fig. 10). This underestimation of OM is the worst for 26 14 
June 2010 at pdD, where the difference of VOC mixing ratios between WRF/CHEM and Meso-NH during daytime is 15 
the highest. As both models simulate close values of POA at all stations and in all cases, the higher OM mass 16 
concentration simulated by Meso-NH comes from its better conversion of VOCs into SOA. Moreover, the low VOC 17 
mixing ratios in WRF/CHEM can be explained by too high a dry deposition of VOCs due to a failure to consider 18 
mesophyll resistances and the use of a  factor of 0.25 (cf. Sect. 2.2.3).  19 
For inorganic aerosol compounds, the differences between the two models and between models and observations are 20 
very contrasted. For the pdD station, when the contribution of inorganic species mass to the total inorganic mass is 21 
considered (not shown), observations and simulated inorganic mass contributions are very close on 26 June 2010. On 18 22 
September 2008 and 3 March 2009, both models overestimate the inorganic mass contribution of sulphate. For 18 23 
September, the inorganic mass contributions simulated by both models are in agreement whereas, for 3 March 2009, the 24 
nitrate inorganic mass contribution and the nitrate mass concentration simulated by Meso-NH is higher than those 25 
simulated by WRF/CHEM. On 3 March 2009 during the day, local weather conditions show a temperature up to 4K 26 
higher simulated by Meso-NH than by WRF/CHEM (Fig.9). In addition, NH3 and NOx simulated by WRF/CHEM are 27 
higher than simulated by Meso-NH on 3 March 2009 at all stations (Fig. 10). These differences in temperature and gas-28 
phase aerosol precursors on 3 March 2009 at pdD are likely reasons for the higher nitrate inorganic mass contribution 29 
simulated by Meso-NH than by WRF/CHEM.  30 
At plain stations (Melpitz and K-Puszta), simulated NO3- and NH4+ mass concentrations are higher for Meso-NH than 31 
for WRF/CHEM (Fig.11 and Fig.12) except on 18 September 2008 at K-Puszta, where the NH4+ mass concentration 32 
simulated by WRF/CHEM is slightly higher than that simulated by Meso-NH. This general behaviour of NO3- and NH4+ 33 
mass concentrations is linked to a systematic underestimation of simulated NOx by Meso-NH compared to WRF/CHEM 34 
(Fig.6, Fig.10), which is maximum on 3 March 2009. This underestimation of simulated NOx by Meso-NH may come 35 
from a more efficient transfer of oxidation products of NOx as nitric acid from the gas to the aerosol phase. Both models 36 
overestimate the SO42- mass concentration, except for Meso-NH at Melpitz on 3 March 2009 - linked to its high 37 
simulated NO3- mass concentration. SO2 simulated by WRF/CHEM is strongly underestimated in comparison with 38 
observations (cf. Sect. 4.4). In both models, SO42- is formed by oxidation of SO2 in the gas phase. Therefore, the 39 
underestimation of SO2 in the gas phase by WRF/CHEM, which is linked to its overestimation of aerosol SO42, seems 40 
to indicate a faster oxidation in WRF/CHEM than in Meso-NH. On 18 September 2008 at K-Puszta and on 3 March 41 
2009 at Melpitz, the SO42 mass concentration simulated by WRF/CHEM is higher by a factor of about two than that 42 
 31 
simulated by Meso-NH. However, as noted before, the relative behaviour of NH4+ mass concentration for these two 1 
cases is opposite: Meso-NH simulates more NH4+ than WRF/CHEM at Melpitz on 3 March 2009 and less at K-Puszta 2 
on 18 September 2008. This behaviour can be explained by the very high NO3- mass concentration simulated by Meso-3 
NH at Melpitz on 3 March 2009, leading to additional transfer of NH3 to the particulate phase. After ammonium 4 
sulphate has formed, the formation of NH4NO3 and subsequently of NH4+ and NO3- ions in the aerosol phase is 5 
favoured by high relative humidity and low temperature, which was the case on 3 March 2009 at Melpitz (cf. Sect. 6 
5.1.2).  7 
 8 
6 Summary and Conclusion 9 
In this paper, our goal was to evaluate the ability of the Meso-NH and WRF/CHEM models to simulate three one-day 10 
cases over Europe. Meteorological fields (wind direction, wind speed, temperature, dewpoint and precipitation), 11 
gaseous species concentrations (O3, NOX, SO2) and aerosol particle compositions (inorganic and OM) have been 12 
compared model to model as well as to available measurements. These one-day duration cases came from Freney et al. 13 
(2011) and were chosen in order to simulate different seasons and air mass characteristics.  14 
Simulated surface fields were compared to several surface hourly databases from stations (NOAA's NCDC for 15 
meteorology, AIRBASE for gaseous species and AMS global database for aerosol composition) over Europe. Simulated 16 
vertical profiles were evaluated above Frankfurt against airborne measurements of meteorological parameters and 17 
gaseous species from the MOZAIC database. 18 
In order to evaluate the surface fields of Meso-NH and WRF/CHEM, the strategy was to compute the time variation of 19 
statistical parameters (25th percentile, median and 75th percentile) of their MB. The plots of a map of the MB allowed 20 
the strongest areas of under/over estimation to be located. To evaluate vertical fields, skewT plots from aircraft 21 
MOZAIC observations were used for meteorological fields and vertical profiles along plane trajectories were simulated 22 
for O3 and CO. All results show a successful representation of meteorological fields by both models. 23 
 The results concerning gaseous species at the surface are in good agreement with observations, mostly during the 24 
daytime for NOx and SO2. Globally, O3 presents the same diurnal evolution of bias between observed and simulated 25 
concentrations for both models with a quasi-constant gap of between 10 and 20 µg.m-3. In the vertical direction, O3 and 26 
CO are well represented in the FT. The maximum bias appears near the surface for CO, with local emissions not 27 
correctly included in the models, and near the tropopause for CO and O3, due to stratospheric intrusion not being well 28 
simulated by either model. The results suggest that the photochemistry is comparable for both models. Differences are 29 
probably due to simulated dynamics.  30 
The simulated aerosol chemical composition is encouraging, with several model performance criteria met.  31 
At the three local stations (pdD, Melpitz and K-Puszta), the systematic underestimation of simulated VOCs by 32 
WRF/CHEM is correlated with an underestimation of OM mass concentration in the aerosol phase. Moreover, OM 33 
simulated by WRF/CHEM presents a major contribution of POA, suggesting a missing source for SOA (Secondary 34 
Organic Aerosols) in WRF/CHEM parameterization. The contribution of OM is well simulated by Meso-NH in both 35 
proportion and quantity, with a higher contribution for summer cases. For Meso-NH, SOA make the major contribution 36 
to OM. Mass concentration of SO42- simulated by both models is often overestimated, a fact that is certainly associated 37 
with biases of SO2 mixing ratio. Simulated NO3- and NH4+ mass concentrations are almost always higher for Meso-NH 38 
than for WRF/CHEM, in connection with differences in NOX mixing ratio between the models. Finally, computations of 39 
model performance criterion (met if (|MFB| < 60% and MFE < 75%) and model performance goals (met if (|MFB| < 40 
30% and MFE < 50%) show that both models can be considered acceptable for standard modelling applications.  41 
 32 
It should be kept in mind that these simulations do not include wet deposition, nor aqueous chemistry. In addition, the 1 
emission inventories used in this study have large spatial (0.5°) and temporal (monthly) resolutions, which cannot allow 2 
local sources to be simulated. The latter parameterizations directly impact aerosol concentration and can partly explain 3 
under/over estimations by the models.   4 
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Fig. S1: Simulated biases between models and observations averaged over 08:00-16:00 UTC for 3 March 2009 at 
NOAA stations. Wind direction (°/N), wind speed (m.s-1), temperature (°C) and dewpoint (°C) are represented for 
Meso-NH and WRF/CHEM respectively top to bottom and right to left. 
 40 
 
Fig. S2: Simulated biases averaged between models and observations over 08:00-16:00 UTC for 26 June 2010 at 
NOAA stations. WD (°/N), WS (m.s-1), T2 (°C) and dewpoint (°C) are represented for Meso-NH and WRF/CHEM 
respectively top to bottom and right to left. 
 41 
 
Fig. S3: Simulated biases of mixing ration (in µg.m-3) between models and observations averaged over 08:00-16:00 
UTC for 3 March 2009 at “background” and “rural” AIRBASE stations. O3, NOX and SO2 are represented for Meso-NH 
and WRF/CHEM respectively left to right and top to bottom. 
 
 
Fig. S4: Simulated biases of mixing ratio (in µg.m-3) between models and observations averaged over 08:00-16:00 UTC 
for 26 June 2010 at “background” and “rural” AIRBASE stations. O3, NOX and SO2 are represented for Meso-NH and 
WRF/CHEM respectively left to right and top to bottom. 
 42 
 
Fig. S5: Simulated (blue and red lines, for Meso-NH and WRF/CHEM respectively) and observed (black line) skew-T 
plots for temperature (solid lines), dewpoint (dashed lines), wind speed and wind direction (staffs and attached barbs) 
for IAGOS/MOZAIC flights from/to Frankfurt airport for 3 March 2009 at 2 different times of day. 
 
 
Fig. S6: Vertical profiles of CO and ozone mixing ratios biases (in ppbv) between models and observations from take-
off and landing of IAGOS/MOZAIC aircraft at Frankfurt Airport on 3 March 2009 at 2 different times of day. Solid line 
is for Meso-NH and dotted line is for WRF/CHEM. 
 43 
 
Fig. S7:  Diurnal cycle of aerosol chemical composition in mass concentration (µg.m-3) of NR-PM1 on right (top: 
measured by AMS, middle: simulated by Meso-NH and bottom: simulated by WRF/CHEM) for 26 June 2010 at puy de 
Dome, Melpitz stations. On the left, the corresponding daily averaged fractional mass composition is also indicated by 
pie charts. Percentages in parentheses correspond to the mass fraction of the total aerosol mass for each compound. NR-
PM1 include NO3-(blue), SO42-(red), NH4+(orange) and ORG(green). Meso-NH and WRF/CHEM differentiate APOA 




Les résultats sur l’Europe ont montré que les modèles représentent correctement les
champs météorologiques en surface et sur la verticale. L’intercomparaison des modèles
sur les sites locaux a montré la sensibilité de deux approches du couplage gaz-aérosol,
différentes pour les deux modèles, aux conditions météorologiques et dynamiques si-
mulées. La plus forte différence réside dans le traitement des composés organiques.
La comparaison avec les mesures a montré que WRF/CHEM sous-estime fortement
la masse organique particulaire. Les résultats de ces simulations suggèrent que pour
représenter plus précisément la dynamique et la chimie atmosphérique, il est essen-
tiel d’utiliser des cadastres d’émissions spatialement et temporellement plus fins pour
représenter correctement les précurseurs gazeux des aérosols.

Chapitre IV
Simulation 2D idéalisée d’un nuage
orographique au Puy-de-Dome
Ce chapitre a pour objectif de tester les développements réalisés dans le chapitre
(II) : le nouveau mécanisme chimique, ReLACS3, qui inclut la chimie aqueuse des
précurseurs des AOSaq et l’intégration de la paramétrisation Abdul-Razzak relative
à l’activation des aérosols en gouttelettes nuageuses. La simulation 2D idéalisée d’un
nuage orographique est un cadre idéal pour tester ces développements.
Une campagne de mesure intensive s’est déroulée à la station du puy-de-Dôme (pdD)
au cours de l’été 2011. De nombreux paramètres physiques (météorologiques, micro-
physiques) et chimiques (gaz, aérosol et composition du nuage) ont été mesurés à l’aide
d’une instrumentation très variée.
Parmi les évènements nuageux qui se sont produits pendant la campagne de mesures,
un seul a présenté les caractéristiques idéales d’un nuage orographique (durée de vie,
non précipitant) pour une simulation 2D.
Une première partie est consacrée à la description de la station du pdD et de l’ins-
trumentation utilisée pendant la campagne de mesures. Ensuite, une seconde partie
décrit le contexte météorologique synoptique de l’évènement nuageux et ses caracté-
ristiques microphysiques associées. Une troisième partie concerne la mise en place de
la simulation 2D à savoir la définition de la coupe, l’initialisation des champs (relief,
météorologiques et chimiques) et la paramétrisation du modèle. Enfin, la dernière partie
concerne les résultats obtenus avec ReLACS3 et les paramétrisations d’Abdul-Razzak
et l’impact potentiel de ces nouvelles paramétrisations sur la formation des AOSaq.
1 La station du puy de Dôme et la base de données
1.1 La station du puy de Dôme
La station du pdD se situe au sommet d’un volcan auvergnat (45˚ 46’20”N,
2˚ 57’57”E) culminant à 1465 m au-dessus du niveau de la mer. En contre-bas, l’en-
vironnement est rural, composé de prairies et de fermes agricoles, à l’exception de la
ville de Clermont-Ferrand et de sa banlieue (environ 280 000 habitants) situées envi-
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ron 1000 m plus bas et à 16 km à l’Est de la station. Les mesures de la concentration
d’espèces primaires anthropiques (NO, BC...) et de la distribution en taille des aérosols
(Asmi et al., 2012) ont montré que l’influence de Clermont-Ferrand sur la masse d’air
prélevée au pdD est limitée surtout la nuit lorsque le pdD est en troposphère libre (Sel-
legri et al., 2003).
Souvent le pdD se trouve dans les nuages stratiformes formés par les systèmes fron-
taux venant de l’Atlantique. Outre ce type de nuages, la chaîne des volcans, orientée
nord-sud, favorise aussi l’ascension de masses d’air humides et la formation de nuages
orographiques au pdD. Outre le fait que le pdD soit un site stratégique pour la recherche
sur la pollution de l’air, la présence courante de nuages au sommet fait de cette sta-
tion un site idéal pour la recherche sur la chimie des nuages. De nombreuses études de
l’interaction aérosol-nuage et de la chimie des nuages résultant de ces mesures et de la
modélisation ont été réalisées (Leriche et al., 2001, 2003; Sellegri et al., 2003; Marinoni
et al., 2004; Deguillaume et al., 2014).
1.2 Campagne de mesure et instrumentation déployée
Une campagne de mesures intensives s’est déroulée à la station du pdD du 15 juin
2011 au 15 juillet 2011 pour étudier la chimie des nuages chauds. La base de données
du pdD recense, depuis 1995, des mesures en continu : des paramètres météorologiques
(vitesse (V) et direction (D) du vent, température (T), pression (P) et humidité relative
(HR)), des paramètres microphysiques (le contenu en eau liquide des nuages (LWC),
le rayon effectif des gouttelettes nuageuses (Reff ) et la surface rapportée des gouttes
d’eau par rapport au volume d’air (PSA)), des concentrations gazeuses (O3, NOx, SO2
et CO2), du BC et de la concentration totale en nombre de particules. Brièvement,
l’instrumentation comporte :
– Instrumentation de la météorologie :
Les paramètres D et V sont mesurés par une girouette Vaisala qui est munie
d’un système de chauffage qui empêche la formation de glace et l’accumulation de
neige sur l’appareil. Ce système est bien adapté aux conditions météorologiques
rencontrées au pdD.
Les paramètres T et HR sont mesurés par un capteur Vaisala.
– Instrumentation des polluants gazeux atmosphériques :
Le SO2 est mesuré par un analyseur par fluorescence UV pulsée.
Les NOx sont mesurés par un analyseur qui utilise la chimiluminescence. NO
réagit avec O3 pour former un NO2 excité qui se désexcite en émettant un rayon-
nement proportionnel à la quantité de NO dans l’air prélevé. La conversion de ce
rayonnement en un signal électrique permet d’en déduire la quantité de NOx dans
l’air prélevé.
O3 est mesuré par un analyseur à absorption d’UV. O3 absorbe essentiellement
dans l’UV avec un maximum vers 254 nm. On soumet O3 prélevé au rayonnement
monochromatique émis par une lampe à mercure à 253,7 nm. Le rayonnement UV
qui traverse la cellule d’absorption est mesuré, il est proportionnel à la concen-
tration de O3 prélevé. La concentration en O3 est déterminée ensuite par la loi de
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Beer-Lambert.
Dans le cadre de la campagne de mesures, les COV (alcanes, alcènes, aromatiques,
terpènes...) ont été mesurés par chromatographie en phase gazeuse couplée à la
spectrométrie de masse (GC-MS) ce qui permet d’identifier et de mesurer préci-
sément les espèces chimiques organiques.
– Instrumentation des aérosols :
BC est mesuré par un photomètre d’absorption à angles multiples MAAP dont
le principe de mesure repose sur le transfert radiatif (transmission et diffusion)
sur des filtres en fibre de verre composés de particules chargées.
Le nombre total d’aérosols est déterminé par un compteur de particules à
condensation (Condensation Particle Counter (CPC)) qui mesure les particules
qui ont un diamètre compris entre 10 nm et 1 µm. Cette technique grossit les
particules submicroniques afin qu’elles soient détectables plus facilement.
Le Scanning Mobility Particle Sizer (SMPS) fournit la distribution en nombre
des aérosols qui ont une taille comprise entre 10 nm et 500 nm. Les détails
du fonctionnement du SMPS sont disponibles dans le papier de Venzac et al.
(2009). La mesure du spectre en nombre des aérosols est effectuée toutes les
deux minutes. En présence de nuage et de vent fort, les grosses gouttes ne sont
souvent pas échantillonnées et de ce fait une sous estimation systématique de la
concentration en nombre a lieu.
La composition chimique et la concentration massique des particules NR-PM1
ont été mesurées avec un cToF-AMS aérodyne. cToF-AMS est une technique
de mesure en ligne qui fournit, en temps réel, la composition chimique (inor-
ganique et organique) des aérosols bien que les détails sur la composition des
organiques soient moins précis. Contrairement aux techniques de mesures par
filtre qui demandent une longue analyse (un jour) et beaucoup de manipu-
lations (favorisant les incertitudes de mesure), l’AMS fournit la composition
chimique de l’aérosol toutes les deux minutes. Cette méthode permet aussi
d’évaluer la capacité des modèles à simuler les processus thermodynamiques de
l’aérosol qui se produisent sur une petite échelle de temps (minute, heure). Plus
de détails, concernant l’AMS, sont disponibles dans le papier de Asmi et al. (2012).
– Instrumentation de la microphysique du nuage :
Les paramètres LWC, Reff et PSA sont mesurés par une sonde optique, Gerber,
qui analyse les gouttelettes ayant un diamètre compris entre 3 et 50 µm. Le
principe de la mesure repose sur la diffusion de la lumière par les gouttelettes
d’eau.
Les particules sont collectées par alternance avec une veine d’échantillonnage total
(Whole Air Inlet (WAI)) qui collecte simultanément les gouttelettes nuageuses et les
aérosols interstitiels et avec une veine d’échantillonnage insterstitiel (INT). Chacun de
ces échantillonnages a une période de 15 minutes. Les débits totaux des échantillon-
nages sont maintenus constants de sorte que 50% de la taille de coupure du WAI soit
un diamètre de 30 µm et que celle de l’échantillonnage interstitiel soit un diamètre de
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5 µm.
2 Caractéristiques du nuage sélectionné
L’objectif est de sélectionner un nuage orographique stable, sans précipitation, qui
s’est maintenu plusieurs heures à la station du pdD. Ainsi, ce laps de temps permet la
stabilisation numérique du modèle et l’absence de précipitation permet de s’affranchir
du dépôt humide des AOSaq et de leurs précurseurs gazeux.
2.1 Sélection de l’évènement nuageux
La figure (IV.1) représente les paramètres météorologiques (T (˚ C), HR (%), P
(hPa), V (m.s−1) et D (˚ /N)) et indique les variables relatives aux caractéristiques
microphysiques du nuage (LWC (g.m−3), Reff (µm) et PSA(cm
2.m−3)) sur toute la
période de la campagne de mesure. Ces 3 dernières variables sont directement corrélées
à la présence d’un nuage. Ces variables indiquent que de nombreux évènements
nuageux ont eu lieu durant la campagne de mesure à la station du pdD (les 16, 18, 19,
22, 23, 24, 29 juin 2011 et les 5, 6, 8, 9, 10, 11, 13 juillet 2011). L’évènement nuageux
qui semble, à première vue, intéressant pour notre étude de par sa durée (1 journée)
et ses fortes valeurs de LWC (jusqu’à 1,3 g.m−3), de PSA (jusqu’à 3000 cm2.m−3) et
de Reff (jusqu’à 12,5 µm), a eu lieu sur les journées du 28 et 29 juin 2011. Cependant,
la conjonction de ces fortes valeurs avec la variation de D (100˚ /N puis 300˚ /N) et
une brusque diminution de T (26˚ C à 11˚ C) témoigne d’un passage frontal sur le pdD
et non la signature d’un nuage orographique. Les autres évènements sont soient trop
rapprochés temporellement les uns des autres (du 16 au 19 juin ; du 22 au 24 juin
par exemple) sans évaporation totale intermédiaire soient ils sont trop courts (< 2H)
avec de faibles valeurs de LWC, PSA et Reff (le 9 juillet et le 13 juillet). Finalement,
l’évènement nuageux le plus adéquat à la simulation 2D a eu lieu le 6 juillet 2011. Il
s’agit d’un nuage isolé qui s’est formé entre 0600 LT et 1000 LT avec une direction du
vent qui a faiblement varié avant et après la formation du nuage ce qui montre qu’il
s’agit très probablement d’un nuage orographique. Aucune observation visuelle n’a été
effectuée ce jour.
2.2 Conditions météorologiques et caractéristiques microphy-
siques du nuage
L’analyse de la météorologie synoptique permet de connaître le type de masse d’air
qui parvient au sommet du pdD le 6 juillet 2011 à 0600 LT. Des études de la composi-
tion chimique de l’aérosol (Freney et al., 2011) et de la composition chimique de l’eau
nuageuse (Deguillaume et al., 2014) ont permis de classer les masses d’air parvenant
à la station du pdD en quatre catégories : polluée, continentale, maritime et maritime
modifiée. D’autre part, l’analyse temporelle de champs météorologiques locaux et des
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Figure IV.1 – Paramètres météorologiques (T, HR, P ,V et D) et microphysiques (Reff ,
PA et LWC) mesurés à la station du pdD pendant la campagne de mesures du 15 juin
2011 au 15 juillet 2011.
variables microphysiques du nuage permet de déduire le type de nuage formé.
2.2.1 Météorologie synoptique
Le modèle Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT)
(Fig. IV.2) indique que la masse d’air qui arrive à la station du pdD (1465 m) le 6
juillet à 0600 LT provient de l’océan Atlantique. De plus, la rétro-trajectoire montre
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Figure IV.2 – Rétro-trajectoires de 24h
parvenant au sommet du pdD (1465 m) en
rouge, à 1000 m en bleu et à 2000 m en vert
calculées par le modèle Hysplit à 0600 LT le
6 juillet 2011.
Figure IV.3 – Situation météorologique sy-
noptique à 0600 LT le 6 juillet 2011 à 850
hPa. Source : ECMWF.
le transport de la masse d’air entre les altitudes 800 m et 1400 m. L’écoulement est
quasi-uniforme sur la verticale puisque la masse d’air qui arrivent à 1000 m et à 2000 m
d’altitude aux coordonnées géographiques du pdD a une origine proche et a évolué éga-
lement près de la surface. D’autre part, la rétro-trajectoire qui arrive à 1465 m montre
que la masse d’air a survolué l’agglomération bordelaise le 5 juillet en fin d’après-midi
vers 2000 LT. De ce fait, la masse d’air initialement d’origine maritime transporte pro-
bablement des polluants d’origine anthropiques.
La situation météorologique sur l’Europe (Fig. IV.3), issue des réanalyses ECMWF,
indique l’emplacement d’une dépression centrée sur le Nord de l’Irlande ce qui génère
ce flux océanique sur la France. Le pdD se trouve à la limite entre un vent assez fort
qui souﬄe sur le nord de la France (12-18 m.s−1) et un vent faible, orienté sud-ouest,
présent dans le sud de la France (4-10 m.s−1).
2.2.2 Rose des vents au puy-de-Dôme
Les paramètres V et D ont été mesurés toutes les heures le 6 juillet 2011 au pdD et
sont représentés par la rose des vents sur la figure (IV.4). La vitesse moyenne journalière
du vent est 10 ± 1 m.s−1 avec une direction moyenne journalière de 258˚ /N soit une
direction Ouest/Sud-Ouest. V s’échelonne de 8 à 14 m.s−1, avec plus de 60% du temps,
une valeur moyenne de 11 m.s−1 dans la direction indiquée sur la rose des vents. Les
valeurs horaires mesurées, non représentées ici, indiquent que le maximum de V a eu
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lieu pendant la formation du nuage avec une moyenne de 12 m.s−1 et une direction
moyenne de 261˚ /N.
Globalement, cette journée est caractérisée par un vent peu changeant aussi bien en
intensité qu’en direction.
Figure IV.4 – Rose des vents observés au pdD le 6 juillet 2011.
2.2.3 Température, humidité relative et pression
L’évolution temporelle de T (˚ C), de HR (%) et de P (hPa) est représentée sur la
figure (IV.5). En présence du nuage, HR est naturellement proche de 100% et, dans un
même temps, T a un minimum local oscillant entre 11,6 et 12˚ C. La diminution de P de
854,5 à 853,5 hPa et de T de 15 à 11,6˚ C entre 0000 LT à 0500 LT entraîne la formation
du nuage. Après la dissipation du nuage, T augmente avec un maximum de 15,6 C˚ à
1500 LT associé à un minimum local de HR à 71% tandis que P diminue faiblement par
palier jusqu’à 853,2 hPa.
La dynamique synoptique et locale montre une origine maritime de la masse d’air.
De plus, les valeurs des variables météorologiques quasi-invariantes avant et après la
formation du nuage indiquent que la formation du nuage ne résulte pas d’un passage
frontal mais certainement d’un soulèvement orographique.
2.3 Caractéristiques microphysiques du nuage et des aérosols
2.3.1 LWC, Reff et PSA
L’évolution temporelle de LWC (g.m−3), du Reff (µm) et de PSA (cm
2.m−3) mesurée
au pdD est représentée sur la figure (IV.6). Ces variables ont une évolution temporelle
corrélée. Deux maximas locaux sont visibles, un à 0700 LT et un autre à 0900 LT. À
0700 LT, LWC atteint 0,29 g.m−3, Reff vaut 2,8 µm et PSA est égal à 1150 cm
2.m−3. À
0900 LT, LWC vaut 0,23 g.m−3 et contrairement à 0700 LT, Reff (2,3 µm) et PSA (750
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Figure IV.5 – Évolution diurne de T (˚ C), de HR (%) et de P (hPa) observée au pdD
pour la journée du 6 juillet 2011. L’aire grisée représente la période nuageuse.
cm2.m−3) ne sont pas aussi corrélés. Les gouttes sont légèrement moins grosses qu’à
0700 LT. À 0800 LT, pendant le minimum local de nuage (LWC = 0,13 g.m−3, Reff =
1,2 µm et PSA = 500 cm2.m−3), le nombre de gouttelettes vaut 2,76.108 et les gouttes
sont plus de deux fois plus nombreuses qu’à 0700 LT et 0900 LT mais plus petites.
2.3.2 Spectre dimensionnel en nombre des aérosols secs
L’évolution temporelle du nombre total d’aérosols, CPC, derrière le WAI (aérosols
interstitiels et aérosols incorporés dans les gouttes) est représenté sur la figure (IV.6).
CPC montre que les aérosols sont moins nombreux en présence du nuage qu’avant et
après sa formation. Les mesures du SMPS derrière le WAI permettent de comprendre
les processus microphysiques qui affectent la variation du nombre total des aérosols.
Ces mesures sont effectuées soient derrière le WAI soient derrière le INT. L’évolution
temporelle du spectre en nombre des aérosols secs totaux mesurés par le SMPS est
représentée sur la figure (IV.7). Les cinq spectres tracés correspondent chacun à une
moyenne horaire pendant la présence du nuage de 0500 à 1000 LT. Le spectre en nombre
des aérosols secs évolue assez fortement avec le temps. La première heure est caractérisée
par une forte concentration de particules (∼ 2200 cm−3) qui se situe dans le mode
d’accumulation (∼ 100 nm). Pendant cette première heure, peu de particules (< 1000
cm−3) se trouvent dans les modes nucléation et Aitken. Un décalage des particules vers
des tailles plus petites (∼ 50 nm) se produit entre 0600 et 0700 LT. Parallèlement, de
nombreuses (∼ 1400 cm−3) particules fines (∼ 10 nm) sont également présentes à cette
heure certainement causées par le processus de nucléation qui se produit au lever du
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Figure IV.6 – Évolution diurne du nombre de particules (courbe noire) (en cm−3),
LWC (courbe rouge) (en g.m−3), du Reff (courbe verte) (en µm) et de PSA (courbe
bleue) (en cm2.m−3) observée au pdD pour la journée du 6 juillet 2011. L’air grisée
indique la période nuageuse.
soleil (cf. 1.1.2). La nucléation est visible également pour les créneaux horaires de 0700
à 1000 LT. Entre 0700 et 1000 LT, les particules couvrent de manière assez homogène
l’ensemble des tailles entre 10 nm et 200 nm du fait de la mise en place des processus
de coagulation et de condensation. Toutefois, c’est le mode d’accumulation contient qui
le plus de particules (entre 800 cm−3 et 1500 cm−3).
3 Mise en place de la simulation 2D idéalisée
La simulation 2D idéalisée d’un nuage orographique observé à la station du pdD
permet de :
- limiter le nombre de points de grille du modèle et de diminuer significativement le
temps de calcul,
- réaliser rapidement des tests de sensibilité sur l’initialisation de la dynamique
(radiosondage) et de la chimie (profils verticaux),
- visualiser plus aisément l’impact de la chimie du nuage sur la composition chimique
de l’air en comparant les masses d’air en amont, dans le nuage et en aval.
Cependant, la simulation 2D ne permet pas de :
- représenter correctement l’écoulement orographique et le transport des champs
scalaires.
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Figure IV.7 – Évolution de la distribution en nombre des aérosols.
3.1 Définition de la coupe 2D et configuration de la simulation
2D
3.1.1 Définition de la coupe 2D
La définiton de la coupe verticale 2D est essentielle pour reproduire correctement
la forme du relief pour se rapprocher au mieux de l’écoulement réel.
L’orographie sur la France est extrait du portail GCIAR-CSI
(http ://srtm.csi.cgiar.org/) qui fournit les données numériques du relief avec
une résolution horizontale de 250 m. La figure (IV.8) représente le relief entourant
le pdD. La direction de la coupe verticale 2D résulte de la direction principale du
vent à 850 hPa à 1200 LT issue des réanalyses de ECMWF. La direction de la coupe
verticale résultante est représentée par la ligne noire sur la figure (IV.8). L’orographie
qui correspond à cette direction est représentée sur la figure (IV.9). Le pdD est au
centre de ce graphe et culmine à 1430 m ce qui est légèrement plus bas que l’altitude
réelle (1465 m) à cause de la résolution horizontale du cadastre du relief.
Le domaine de calcul 2D contient 60 points dans la direction de la coupe, espacés
de 288 m. La résolution horizontale x est définie à partir de l’angle θ de la coupe et de





Dans ce cas, r vaut 250 m et θ vaut 60˚ (240˚ /N (D au pdD) - 180˚ ).
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Figure IV.8 – Plan 2D du relief de la
région du pdD. Projection horizontale de
la direction principale du vent à 850 hPa
à 1200 LT.
Figure IV.9 – Coupe verticale du relief
dans la direction du flux de vent domi-
nant le 6 juillet 2011 à 1200 LT locale.
L’échelle verticale comporte 40 niveaux verticaux espacés de 25 m pour les niveaux
entre 0 à 200 m, de 50 m pour les niveaux entre 200 et 500 m, de 100 m pour les
niveaux entre 500 m et 1500 m, de 500 m pour les niveaux entre 1500 et 3500 m et de
1000 m pour les niveaux de 3500 et 13500 m.
3.1.2 Configuration de la simulation
La durée de la simulation, 18000 s, correspond à la durée totale de présence du
nuage observé au pdD. Le pas de temps de calcul utilisé est 0,6 s. Les flux turbulents
sont calculés par un schéma d’ordre 1,5 pour paramétrer les transferts d’échelle,
de l’écoulement moyen vers les échelles résolues. L’énergie cinétique turbulente est
pronostique et la longueur de mélange est diagnostique.
La relaxation horizontale est appliquée pour les champs du vent et pour la température
potentielle sur les niveaux verticaux les plus aux bords du domaine.
L’advection est résolue, pour les vitesses horizontales, par un schéma du 4ème ordre
centré en temps et en espace, et par la méthode PPM01 de type monotone (Lin and
Rood, 1996) pour les variables météorologiques et pour les variables scalaires. Cette
méthode permet la conservation de la masse et traite correctement les valeurs les plus
extrêmes.
Les interactions des rayonnements solaire et terrestre avec les processus atmosphériques
sont contrôlés par deux schémas dépendant de la longueur d’onde. Le rayonnement
à courte longueur d’onde est paramétré par le schéma de ECMWF. Le schéma qui
concerne les grandes longueurs d’onde repose sur le modèle RRTM (Rapide Radiation
Transfer Model) (Mlawer et al., 1997).
Le schéma de microphysique des nuages utilisé est le schéma à deux moments C2R2.
Afin de tester le schéma d’activation ABRK nouvellement intégré, les champs micro-
physiques du nuage seront intercomparés avec les champs issus de la paramétrisation
144
CHAPITRE IV. SIMULATION 2D IDÉALISÉE D’UN NUAGE OROGRAPHIQUE
AU PUY-DE-DOME
de l’activation d’origine de C2R2.
Dans le cas de la simulation 2D idéalisée, les conditions latérales aux bords
du domaine sont initialisées puis forcées à chaque pas de temps pour les champs
météorologiques et chimiques.
3.2 Initialisation des champs météorologiques
Pour initialiser les conditions météorologiques aux bords du domaine 2D, l’idéal est
d’utiliser les champs météorologiques issus d’un radiosondage effectué dans le domaine
d’étude. Or, pour la journée du 6 juillet 2011, les radiosondages disponibles ont eu
lieu à Bordeaux, à Lyon et à Trappes qui se trouvent trop loin de la station du pdD
pour reproduire les conditions de formation du nuage. Une autre possibilité consiste
à créer un radiosondage à partir des réanalyses du centre Européen ECMWF, en se
positionnant à l’endroit souhaité. C’est cette méthode qui a été utilisée ici. Les champs
météorologiques sont issus du point de grille des données ECMWF qui correspond aux
coordonnées géographiques (46˚ 39 ;2˚ 91). Cet endroit se situe à 100 km au nord de
Clermont-Ferrand en plaine afin d’éviter l’influence du relief sur la dynamique initiale.
Le radiosondage obtenu est présenté sur la figure (IV.10). Comme nous l’avons vu pré-
cemment (cf. 2.2.1), la direction du vent représentée sur le radiosondage est également
homogène sur toute la verticale et provient du sud-ouest. La vitesse du vent augmente
continuellemment avec l’altitude. Le radiosondage indique une couche proche de la sa-
turation entre 1800 m et 3200 m là où les courbes de T et la température de rosée (Td)
sont quasi-confondues. Cela caractérise, la présence d’un nuage stratiforme. En-dessous
de 1800 m, la masse d’air n’est pas saturée. Cependant, la présence du relief contraint la
masse à s’élever de façon quasi-adiabatique. Le prolongement de la courbe de T suivant
la courbe adiabatique, amène la masse d’air initialement insaturée vers sa saturation
autour de 850 hPa. Cette pression est la pression rencontrée à la station du pdD ce jour
(Fig. IV.5). Ceci explique la présence du nuage orographique observée à la station du
pdD le 6 juillet 2011.
3.3 Initialisation des champs chimiques gazeux
Les espèces chimiques gazeuses sont initialisées à partir des mesures réalisées à la
station du pdD le 6 juillet à 0600 LT, avant la formation du nuage ou à partir de valeurs
issues de la littérature. Pour les espèces condensées dans le mécanisme ReLACS3, on
somme les rapports de mélange des espèces regroupées dans l’espèce réduite. Les valeurs
sont présentées dans le tableau (IV.1) et correspondent aux valeurs au sol. À chacune
des espèces chimiques correspond un type de profil vertical (Leriche et al., 2013). Pour
le profil homogène, le rapport de mélange initial est le même quel que soit le niveau
vertical du modèle. Pour le profil stratosphérique, le rapport de mélange initial est égal
à la valeur en surface jusqu’à 2 km et est divisé par deux de 3 km à 8 km et est égal
à celui en surface à 10 km. Pour le profil de type couche limite, le rapport de mélange
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Figure IV.10 – Radiosondage établit à partir des données de réanalyses ECMWF au
point de latitude (46˚ 39) et longitude (2˚ 91).
est multiplié par 1 du sol à 1 km d’altitude et par 0,1 de 2 à 8 km et par 0,05 de 9 à 10
km.
3.4 Initialisation de la composition chimique particulaire
La concentration massique des composés inorganiques et organiques mesurée dans
les NR-PM1, entre 0000 LT et 1200 LT le 6 juillet 2011, est représentée par la figure
(IV.11). Les mesures, moyennées par périodes de 15 minutes, montrent que la masse
d’air est d’origine maritime ce jour, caractérisée par la domination de la contribution
de ORG (> 30%) et de SO4
−2 (> 27%) avant, pendant et après la formation du nuage
(Freney et al., 2011). D’autre part, la concentration massique totale des aérosols est
faible, comprise entre 2,48 et 8,39 µg.m−3, ce qui est également caractéristique d’une
masse d’air océanique (Freney et al., 2011; Bourcier et al., 2012).
Le lessivage humide des aérosols est bien visible, en présence du nuage, associé à une
forte diminution de la concentration massique totale des particules. Les mesures in-
diquent également que la masse d’air est moins polluée en particules après la formation
du nuage. Cependant, la proportion massique de chaque espèce dans l’aérosol reste
proche avant, pendant et après la formation du nuage.
Dans Méso-NH, les champs aérosols sont initialisés pour le mode Aitken et le mode
accumulation. Or, les mesures disponibles durant la campagne de mesures ne permettent
pas de distinguer ces deux modes. Ainsi, une approximation consiste à considérer les
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Espèces Méso-NH Espèces Valeur source Valeur Méso-NH profil
NO 37 mesure 37 2
NO2 1100 mesure 1100 2
O3 45000 mesure 45000 2
HNO2 500 Finlayson and Pitts 500 1
HNO3 500 Finlayson and Pitts 500 1
NH3 500 Finlayson and Pitts 500 3
CO 95000 mesure 95000 3
SO2 346 mesure 346 3
ETHE ethene 500 capram 500 3
OLEL ≡ alcènes C3-C6 propene 100 capram 100 3
ALKL ≡ C2-C6 éthane 1500 mesure 1560 3
hexane 60,2 mesure












AROL ≡ aromatique m-xylène 7,7 mesure 26 3
avec CH3≥2 o-xylène 3,7 mesure















AROH ≡ aromatique avec benzene 90 mesure 113,1 3
CH3≤1 et groupe fonctionnel toluene 23,1 mesure
HCHO formaldehyde 1000 Finlayson and Pitts 1000 3
ALD2 aldéhydes C>C2 250 Finlayson and Pitts 250 3
KETL ≡ cétones C3-C6 acétone 900 mesure 1100 3
cétone supérieures 200 mesure
MEOH methanol 2000 capram 2000 3
ETOH éthanol 100 capram 100 3
ISOP isoprene 7,3 mesure 7,3 3
BIOH ≡ terpene fort potentiel α-pinene 2,15 mesure 4,15 3
de formation de AOS β-pinene 2 mesure
MVK méthyl vinyl cétone 50 3
PAN2 100 1
Table IV.1 – Rapports de mélange initiaux (en pptv) de la simulation 2D associés aux
profils verticaux de type (1) homogène, (2) stratosphérique et (3) couche limite.
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Figure IV.11 – Concentration massique des particules, inorganiques (NH4
+ en croix
oranges, SO4
2− en cercles rouges, NO3
− en étoiles bleues) et organiques (ORG (AOP
et AOS) en ronds verts), mesurée par l’AMS au pdD entre 0000 LT et 1200 LT le 6
juillet 2011 et moyennée par période 15 minutes. Les trois camemberts représentent,
de gauche à droite, la concentration massique moyennée avant la formation du nuage
(0000-0500 LT), en présence du nuage (0500-1000 LT) et après la dissipation du nuage
(1000-1200 LT). La période nuageuse est représentée par l’aire bleutée. Les mesures
sont réalisées derrière le WAI sauf pour les 4 périodes de 15 minutes représentées par
les 4 aires grisées dans la période nuageuse pendant lesquelles les mesures sont faites
par la veine interstitielle.
particules dont le diamètre est inférieur à 100 nm (PM0,1) comme appartenant au mode
Aitken, et les particules dont le diamètre est inférieur à 1 µm (PM1) comme appartenant
au mode d’accumulation. De cette manière, il est possible d’utiliser les résultats issus
de l’étude de Bourcier et al. (2012) qui fournit les concentrations massiques moyennes
des composés inorganiques pour les PM0,1, les PM1−0,1 et les PM10−1 pour les différents
types de masse d’air identifiés au pdD (maritime, maritime modifiée, continentale et
méditerranéenne) et pour toutes les saisons (Freney et al., 2011; Bourcier et al., 2012).
Les résultats qui concernent la masse d’air d’origine maritime l’été montrent que la




+ est respectivement de 5,66%, 1,08% et 1,52%. Les contributions du mode Ait-
ken sont les plus basses pour cette saison et pour ce type de masse d’air. Ces mesures
148
CHAPITRE IV. SIMULATION 2D IDÉALISÉE D’UN NUAGE OROGRAPHIQUE
AU PUY-DE-DOME
Espèces chimiques Méso-NH Espèces chimiques mesurées Valeur mesurée Valeur Méso-NH
NH3I ≡ 5% de l’ammonium ammonium 0,28 µg.m−3 8,28 pptv
NH3J ≡ 95% de l’ammonium 157 pptv
SO4I ≡ 5% du sulfate sulfate 0,62 µg.m−3 8,95 pptv
SO4J ≡ 95% du sulfate 170 pptv
NO3I ≡ 5% du nitrate nitrate 0,37 µg.m−3 21,5 pptv
NO3J ≡ 95% du nitrate 409 pptv
BCI ≡ 20% du carbone élémentaire carbone élémentaire 0,12 µg.m−3 55,4 pptv
BCJ ≡ 80% du carbone élémentaire 222 pptv
OCI ≡ 5% de 10% de ORG 0,65 pptv
OCJ ≡ 95% de 10% de ORG 12,3 pptv
Table IV.2 – Valeurs qui initialisent les champs aérosols de la simulation 2D
permettent de fixer un ordre de grandeur de chaque contribution. Pour une masse d’air
d’origine maritime modifiée, le contribution du mode Aitken est deux à 5 fois plus forte,
respectivement pour NO3
−, et SO4
−2 et NH4+. Finalement, l’initialisation dans Méso-
NH de la contribution du mode Aitken par rapport à la concentration massique totale
des expèces inorganiques est choisie égale à 5% pour le mode Aitken et 95% pour le
mode d’accumulation (Tab. IV.2).
En ce qui concerne les organiques, seuls les AOP sont initialisés. De la même manière
que les espèces inorganiques en phase particulaire, les AOP du mode Aitken sont initia-
lisés par 5% de la concentration massique des AOP mesurés et le mode accumulation
des AOP est initialisé par 95% des AOP mesurés. La concentration massique des AOP
n’étant pas disponible dans la base de données, on suppose que 90% de la concentration
massique de ORG sont associés aux AOS et que 10% sont associés aux AOP. Cette
répartition a déjà été modélisée notamment dans les forêts tropicales (Kanakidou et al.,
2005).
Concernant BC, 20% de la concentration massique de BC mesuré sont attribués au
mode Aitken et 80% contribuent au mode accumulation. L’ensemble des valeurs d’ini-
tialisation sont regroupées dans le tableau (IV.2).
4 Résultats
Afin de simplifier la lecture, l’approche diagnostique et intégrale de Cohard et al.
(1998) qui repose sur (Twomey, 1959), préalablement présent dans le module microphy-
sique C2R2, est nommée TWO et la paramétrisation d’Abdul-Razzak (Abdul-Razzak
et al., 1998; Abdul-Razzak, 2000, 2004) introduite dans le modèle, est nommée ABRK.
Les résultats suivants sont issus de quatre combinaisons différentes distinguées par le
choix de prendre en compte ou non la paramétrisation ABRK et la chimique aqueuse :
– ABRK et uniquement la chimie gazeuse,
– TWO et uniquement la chimie gazeuse,
– TWO et la chimie aqueuse sont activées,
– TWO et la chimie aqueuse sont activées.
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4.1 Comparaison des approches Cohard et al. (1998) et Abdul-
Razzak (2004)
Dans cette sous-section, il s’agit de comparer le nombre de CCN, le nombre et le
rayon des gouttelettes nuageuses et le rapport de mélange d’eau nuageuse découlant
des approches ABRK et TWO. Nous regarderons également la masse totale de CCN
activée pour les modes Aïtken et accumulation issue de ABRK.
4.1.1 Nombre de CCN et nombre de gouttelettes nuageuses
Le nombre de CCN activé est plus faible lorsque ABRK est utilisée (100-180 cm−3)
qu’avec TWO (200-340 cm−3) (Fig. IV.12). L’écart relatif montre que la différence est
plus importante (-50%) en amont du sommet du pdD qu’en aval (-10%). En effet, le
nombre de CCN activé avec ABRK ne varie pas beaucoup en amont et en aval du pdD
avec ABRK alors qu’avec TWO ce nombre est plus faible en aval.
Pour ABRK, le nombre de gouttelettes nuageuses est proche du nombre de CCN activé
en amont du pdD comme le montre les faibles valeurs de l’écart relatif (0%-0,3%) et est
plus fort en aval avec des valeurs plus élevées de l’écart (0,3%-0,5%). Cette constatation
est également observée avec TWO bien que l’écart relatif est des valeurs plus faibles
(0,03%-0,18%). Les processus de microphysique du nuage sont responsables de cette
différence puisqu’en aval les gouttelettes grossissent par collision/coalescence et sont
moins nombreuses (cf. partie 3.1.3).
Puique seul le processus d’activation diffère dans le schéma microphysique, l’écart relatif
entre les paramétrisations ABRK et C2R2 pour le nombre de CCN activé est identique
à celui qui concerne le nombre de gouttelettes nuageuses.
4.1.2 Rayon des gouttelettes nuageuses
Pour ABRK et TWO, le rayon des gouttelettes nuageuses est généralement compris
entre 1 et 7 µm. Les plus petites gouttelettes se trouvent en périphérie du nuage et les
plus grosses se trouvent au centre du nuage. L’écart relatif entre les deux paramétri-
sations montre que la paramétrisation ABRK simule des gouttelettes plus grosses que
TWO. Cette différence est plus visible dans la partie supérieure ascendante du nuage en
amont du pdD avec des gouttelettes deux fois plus grosses (écart relatif proche de 40%).
Ailleurs, les gouttelettes sont simulées légèrement plus grosses (écart relatif comprise
entre 10 et 25%) par ABRK que TWO.
4.1.3 Rapport de mélange du LWC
Le LWC nuageux s’échelonne de 0,01 g.kg−1 en périphérie du nuage à 0,7 g.kg−1 soit
environ 0,8 g.m−3 au centre. Les valeurs de l’écart relatif montrent que ABRK simule
jusqu’à plus de deux fois moins de LWC nuageux que TWO. Les plus fortes différences
se trouvent, comme pour le rayon, dans la partie supérieure ascendante du nuage en
amont du pdD. Le modèle simule des valeurs de LWC plus élevées que celles observées
(∼ 0,25 g.m−3).
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Figure IV.12 – Comparaison du nombre de CCN (en nb.cm−3) et nombre de goutte-
lettes nuageuses (en nb.cm−3) simulées avec ABRK et TWO après 4 heures de simula-
tion (1000 LT).
4.1.4 Masse de CCN activée
ABRK permet de suivre explicitement la masse activée par mode (Fig. IV.15). La
masse activée dans le mode Aitken après 4 heures de simulation est plus forte dans le
nuage (3-3,4 µg.m−3) qu’en périphérie (1-3 µg.m−3). On retrouve cette tendance dans
le mode d’accumulation mais la masse activée dans ce mode est environ quatre fois plus
élevée que dans le mode Aitken. Le fait que les aérosols du mode d’accumulation sont
plus gros et plus massiques et qu’ils s’activent plus facilement que ceux du mode Aitken
explique cette différence. La somme de la masse activée dans ces deux modes indique
la masse totale activée qui s’échelonne de 10 µg.m−3 à 17 µg.m−3.
Ces résultats sur la microphysique des nuages montrent que ABRK simule moins de
CCN activés ce qui implique moins de gouttelettes nuageuses mais de plus grosses
goutteletes et un LWC plus faible. Seuls les AOP sont initialisés et les AOS sont créés
progressivement au cours du transport de la masse d’air et le nombre total d’aérosols si-
mulés est probablement faible. De ce fait, l’effet de la paramétrisation ABRK, qui prend
en compte la composition chimique des AOS, qui a tendance à favoriser l’activation des
CCN, est certainement atténué dans cette simulation.
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Figure IV.13 – Comparaison du rayon des gouttelettes nuageuses simulé avec la pa-
ramétrisation ABRK et la paramétrisation TWO après 4 heures de simulation (1000
LT).
4.2 La validation du mécanisme chimique aqueux
Le transfert de la fraction activée de chaque espèce présente dans l’aérosol vers la
phase aqueuse est en voie de finalisation et est non prise en compte dans les résultats
suivants. Ces résultats reposent sur ABRK. La différence relative entre la simulation
considérant la chimie des nuages et la simulation avec seulement la chimie en phase
gazeuse permet de mettre en évidence la production et la consommation de produits
exclusivement issus de la réactivité en phase aqueuse. On définit le rapport E pour une
espèce chimique X :
E =

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Figure IV.14 – Comparaison du contenu en eau liquide des gouttelettes nuageuses




liquide est le rapport de mélange de X dans l’eau des nuages et l’eau de pluie
lorsque la chimie aqueuse est activée,
X ac chimie aqgaz est le rapport de mélange de X dans la phase gazeuse lorsque la chimie
aqueuse est activée,
X ss chimie aqgaz est le rapport de mélange de X dans la phase gazeuse lorsque la chimie
aqueuse n’est pas activée.
La valeur de E obtenue (en %) peut être interprétée de la manière suivante :
– E = -100% signifie qu’à l’endroit considéré X est totalement dissous et consommé
par la phase aqueuse et produit un autre composé,
– -100% < E < 0% implique que le composé existe sous forme gazeuse et/ou sous
forme aqueuse quand la chimie aqueuse est activée. Cependant, la quantité est
moindre que sans la chimie aqueuse.
X est partiellement consommé ou X passe en phase particulaire. C’est le cas,
lorsque le nuage est proche de l’évaporation,
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Figure IV.15 – Masse de CCN activés (en µg.m−3) avec la paramétrisation ABRK
dans le mode Aitken et d’accumulation après 4 heures de simulation (1000 LT).
– E = 0% indique qu’il n’y a aucune production nette de ce composé par la chimie
aqueuse.
X reste dans la phase gazeuse ou X pénètre dans la phase aqueuse sans réagir ou
X réagit an phase aqueuse mais il est produit en même quantité,
– E > 0% montre une production nette du composé considéré X liée à la chimie
aqueuse qu’il soit sous forme gazeuse ou aqueuse,
– E > 100% indique que la contribution de la réactivité en phase aqueuse double
au minimum le rapport de mélange du composé X.
Dans ReLACS3, l’acide formique (HCOOH) est formé à partir de l’oxydation de la
forme hydratée du formaldéhyde (CH2(OH)2) selon la réaction :
CH2(OH)2 + OH
· → HCOOH + HO2 + H2O (IV.3)
Le formaldéhyde existe uniquement sous sa forme hydratée dans l’eau (Tab. II.6).
La moyenne du rapport E sur toute la période de présence du nuage, de 0500 à 1000
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LT, est tracée sur la figure (IV.16) pour HCHO (EHCHO et pour HCOOH (EHCOOH).
La figure (IV.16) montre que HCHO est consommé partiellement par la réactivité en
Figure IV.16 – Production de HCOOH à partir de la réactivité de HCHO dans l’eau
nuageuse. Les isolignes bleues représententle LWC nuageux.
phase aqueuse au sein du nuage (EHCHO) < -20%). En aval du nuage, la valeur de
EHCHO est positive car les précurseurs gazeux de HCHO sont produits dans la phase
aqueuse et relargués dans la phase gazeuse après évaporation du nuage.
Les valeurs fortement positives de EHCOOH (> 100%) dans le nuage et en aval du nuage
montre une production nette de HCOOH par la réactivité en phase aqueuse. Ceci
montre que la réaction (IV.16) est majoritaire dans la formation de HCOOH et que le
mécanisme qui inclut le transfert de masse air/eau, la réactivité en phase aqueuse et le
transfert de masse eau/air pendant l’évaporation est correctement simulé.
Les gouttelettes nuageuses présentent au coeur du nuage ont un pH de 3,4 (Fig.
IV.17). Ce pH est faible par rapport aux pH généralement rencontrés dans les nuages
formés dans une masse d’air d’origine maritime au pdD qui évoluent entre 4,7 à 5,7
(Deguillaume et al., 2014). Les pH très acides sont plutôt observés dans les masses
d’air polluées ou continentales. Cela peut s’expliquer par la non prise en compte de la
dissolution des aérosols dans les gouttes. De plus, la valeur initiale de NH3 qui provient
de la littérature est peut-être trop faible.
4.3 La formation potentielle des AOSaq
La masse totale des AOS (Fig. IV.18) est plus élevée en aval du pdD qu’au pdD et
qu’en amont pendant la durée du nuage et lorsque la chimie aqueuse est activée. Les
AOS sont produits en phase gazeuse et la différence entre les trois courbes montrent
le vieillissement des AOS en phase gazeuse. Les deux courbes rouges montrent que les
AOS sont également produits par la phase aqeuse. La contribution de la phase aqueuse
est égale à la différence entre ces deux courbes (∽ 0,6 ng.m−3).
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Figure IV.17 – pH moyen sur toute la période de présence du nuage. Les isolignes
bleues représentent le LWC nuageux.
Dans le couplage du mécanisme ReLACS3 avec le module ORILAM-SOA, l’acide
pyruvique et l’acide oxalique gazeux partitionnent avec la phase aérosol pour former
AOS6 en phase particulaire (IV.19).
Les fortes valeurs positives de Eacide pyruvique (5000%-10000%) (Fig. IV.19) dans le nuage
montrent que l’acide pyruvique est formé par la chimie aqueuse. En aval du nuage, près
de la surface, l’acide pyruvique aqueux est transporté et transféré en partie dans la
phase gazeuse.
L’acide oxalique est également formé par la réactivité en phase aqueuse (30000 <
Eacide oxalique < 500000). Une partie de l’acide oxalique est transportée en aval du pdD
et est transférée en phase gazeuse après évaporation du nuage.
En aval du nuage, il en résulte la contribution de ces acides, formés dans la phase
aqueuse, dans la formation du AOS6.
L’acide pyruvique, UR21, l’acide oxalique, UR28, et les acides dicarboxyliques et
polyfonctionnalisés, ACID2, ont un rapport de mélange croissant dans l’eau nuageuse.
Ces rapports de mélange sont très faibles (∼ 10−15 ppp pour UR21, ∼ 10−20 ppp pour
UR28 et ∼ 10−17 ppp pour ACID2). Les études qui fournissent la concentration en
phase aqueuse des composés les expriment en concentration molaire, µmol.L−1, souvent
abrégé en µM. La conversion ici reviendrait à multiplier les ppp par environ 104 et
la concentration molaire seraient de l’ordre de 10−5, 10−10 et 10−7 µM respectivement
pour UR21, UR28 et ACID2. L’ordre de grandeur des concentrations molaires de UR21,
UR28 et ACID2 mesurées sur le terrain est généralement compris entre 10−3 et 1 µM
avec une plus faible contribution des acides dicarboxyliques (molonique et succinique)
(Deguillaume et al., 2014). Les valeurs simulées dans le nuage sont donc très faibles par
rapport aux mesures notamment pour l’acide oxalique qui est l’acide le plus abondant
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Figure IV.18 – Évolution temporelle (en h), pendant la durée du nuage, de la masse
totale des AOS (ng.m−3) moyennée sur toute la verticale, en amont (ligne continue
et losanges bleus), au pdD (ligne tiretée et croix noires) et en aval (ligne en points et
étoiles rouges) lorsque la chimie aqueuse est activée. En aval, les résultats lorsque la
chimie aqueuse est non activée sont aussi représentés en caractères plus fins.
dans l’eau nuageuse après les acides formique et acétique (Sorooshian et al., 2006). Ces
très faibles valeurs s’expliquent par le fait que seuls les AOP ont été initialisés. Ce choix
a été fait afin de mettre en évidence la production d’AOSaq durant la simulation.
5 Discussions
Les études en laboratoire, sur le terrain et en modélisation ont montré la contri-
butrion d’acides à courte chaîne carbonées (C2-C5) tels que des acides dicarboxyliques
(oxalique, succinique et malonique) et/ou polyfonctionnels (pyruvique, glyoxylique),
formés dans les gouttelettes nuageuses, dans la formation des AOSaq (Ervens et al.,
2011). L’acide oxalique est le plus petit acide dicarboxylique formé par l’oxydation en
phase aqueuse et il est considéré comme un traceur de la réactivité en phase aqueuse
(Warneck, 2003; Ervens et al., 2004, 2011).
Les simulations 2D réalisées avec le mécanisme chimique en phase aqueuse, ReLACS3,
ont montré la contribution de l’acide oxalique et de l’acide pyruvique à la formation
de l’AOS6 dont les précurseurs primaires gazeux sont l’isoprène (ISOP) et les monoter-
pènes (BIOH). L’AOS6 est le seul AOS représenté dans le module ORILAM-SOA qui a
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Figure IV.19 – Production du AOS6 à partir des acides pyruvique et oxalique formés
dans l’eau nuageuse à 1000 LT. Les isolignes bleues représentent le LWC nuageux.
Figure IV.20 – Évolution temporelle (en h), pendant la durée du nuage, du rapport
de mélange dans l’eau nuageuse de l’acide pyruvique, de l’acide oxalique et des autres
acides dicarboxyliques et polyfonctionnalisés moyennée sur la verticale du nuage au pdD.
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une contribution massique provenant de la réactivité en phase aqueuse. Les neuf autres
types d’AOS sont formés par le partitionnement gaz/particule des précurseurs gazeux
à longues chaînes carbonées formés uniquement par la réactivité en phase gazeuse.
Le mécanisme chimique en phase aqueuse inclus dans ReLACS3 comporte l’espèce chi-
mique ACID2 qui inclut tous les acides dicarboxyliques et polyfonctionnels, autres que
les acides pyruvique, oxalique et glyoxylique, formés uniquement par la réactivité en
phase aqueuse. Actuellement, le couplage de ReLACS3 et de ORILAM-SOA n’inclut
pas la contribution de l’espèce ACID2 dans la masse des AOS. La prochaine étape du
développement consisterait à inclure cette contribution dans l’espèce AOS6.
Il a été également montré dans de nombreuses études que des composés à haut poids
moléculaire tels que des oligomères et des esters sont formés dans les aérosols humides
(Ervens et al., 2011) et qu’ils contribuent à la masse des AOS. Cette voie de formation
dont la contribution à la formation des AOS est du même ordre de grandeur que celle
de la chimie nuageuse, n’est actuellement pas incluse dans le couplage entre ReLACS3
et ORILAM-SOA.
La détermination de la composition chimique des aérosols est essentielle pour simuler
correctemment l’activation des aérosols en gouttelettes nuageuses, et pour déterminer
l’impact radiatif, le taux de précipitation et le lessivage humide des aérosols. La pré-
sence de composés organiques à la surface des aérosols diminue la tension de surface et
modifie l’hygroscopiscité de la particule favorisant la formation de CCN (Abdul-Razzak,
2004). La paramétrisation ABRK forme moins de CCN activés et moins de gouttelettes
nuageuses mais ces dernières sont plus grosses qu’avec la paramétrisation initiale.
Conclusions et perspectives
L’estimation de la quantité des AOS dans l’atmosphère est une grande source d’in-
certitude dans les modèles climatiques. Le manque de connaissance sur les processus
sources des précurseurs gazeux, sur les processus de formation et sur le vieillissement
contribue à cette incertitude. La voie de formation des AOS par la chimie aqueuse a
été mise en évidence par des observations en chambre de simulation et par des mesures
de terrain. L’amélioration des paramétrisations décrivant la formation des AOS par
la réactivité en chimie aqueuse est actuellement un défi majeur pour la modélisation
atmosphérique.
Dans ce contexte, l’objectif de cette thèse était d’une part, de prendre en compte dans
le modèle Méso-NH la voie de formation des AOS par la réactivité dans l’eau nuageuse,
et d’autre part d’inclure la paramétrisation d’activation des aérosols en gouttelettes
nuageuses d’Abdul-Razzak (2004) dans le module de microphysique des nuages.
Une première étude a consisté à évaluer le couplage entre le mécanisme chimique gazeux,
ReLACS2, et le module des aérosols, ORILAM-SOA. La méthodologie a reposé sur :
– Le choix de cas d’études présentant des conditions météorologiques et chimiques
contrastées pour comprendre et mettre en évidence les processus manquants dans
le couplage gaz/aérosol ReLACS2-ORILAM-SOA.
– L’intercomparaison de Méso-NH avec le modèle WRF/CHEM, tous les deux pris
en configuration standard. La comparaison de ces deux modèles de recherche,
adaptés aux simulations méso-échelles, qui traitent différemment les processus de
surface, de dynamique et le partitionnement gaz/particule, met en évidence la
sensibilité de la formation des AOS aux paramétrisations utilisées.
– La comparaison des sorties de modèles avec des mesures issues de bases de données
disponibles en ligne permet de cibler la paramétrisation la plus adaptée pour
simuler correctement la dynamique et la chimie.
– L’analyse des résultats à l’échelle de l’Europe et à une échelle plus locale (sur
trois sites), respectivement pour mettre en évidence les erreurs systématiques
des paramétrisations, pour comprendre l’origine de ces erreurs et pour cibler les
processus à améliorer.
Les résultats ont montré que le couplage ReLACS2-ORILAM-SOA produit des niveaux
d’AOS corrects avec une plus forte concentration massique l’été que l’hiver. Cependant,
la concentration massique des PM2,5 est systématiquement surestimée par Méso-NH sur
l’Europe, ce qui est certainement lié au fait que le lessivage humide n’était pas activé
dans les simulations. Ceci implique l’absence d’une source de AOS via la réactivité en
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phase aqueuse dans le modèle et nécessite la prise en compte de cette réactivité dans
les gouttelettes nuageuses.
Ainsi, un premier travail de développement a porté sur l’extension du mécanisme chi-
mique réactionnel gazeux réduit ReLACS2 pour inclure la réactivité en phase aqueuse.
La méthodologie a consisté à considérer explicitement les COVO solubles de ReLACS2,
initialement regroupés dans une seule espèce réduite parmi d’autres espèces non so-
lubles, puis de paramétrer leur transfert de masse gaz/eau par une approche cinétique,
et de développer le mécanisme de réactivité en phase aqueuse. Le mécanisme réactionnel
comprend les chaînes jusqu’à quatre carbones et a été testé préalablement par le modèle
de boîte M2C2 afin d’en dégager les réactions d’oxydation vis-à-vis du radical OH. qui
sont majoritaires. L’espèce chimique ACID2 a été créée et représente tous les acides
dicarboxyliques et polyfonctionnels qui sont produits uniquement par la réactivité en
phase aqueuse. La concentration molaire de cette espèce en phase aqueuse est un bon
indicateur de la contribution potentielle de la chimique de la goutte à la masse des AOS.
Un second développement a concerné l’intégration de la paramétrisation d’Abdul-
Razzak (2004) dans le schéma de microphysique des nuages. Cette paramétrisation
permet d’inclure l’activation des aérosols en gouttelettes nuageuses en tenant compte
de leurs propriétés physico-chimiques pour obtenir un couplage entre la phase gazeuse,
aqueuse et particulaire. Les développements ont permis d’inclure le nombre et la masse
activés par mode dans les variables pronostiques de Méso-NH. La connaissance de ces
deux paramètres à tout moment de la simulation permet à chaque instant de transférer
la fraction massique activée de chaque espèce soluble de l’aérosol (inorganique et
AOS) dans la masse de l’espèce chimique aqueuse correspondante. Ce processus est
le processus majeur de l’initialisation du pH dans les gouttelettes nuageuses. Sa prise
en compte est ainsi essentielle pour la cinétique de réaction en phase aqueuse et pour
l’équilibre de Henry.
Ces développements ont débouché sur une seconde étude consistant à simuler un nuage
orographique observé à la station du pdD lors d’une campagne de mesures intensives.
Une simulation 2D idéalisée de ce nuage a permis de tester efficacement les dévelop-
pements réalisés. Une première phase d’analyse a consisté à comparer les paramètres
microphysiques du nuage simulés en utilisant la paramétrisation diagnostique de
TWO initialement intégrée dans Méso-NH, et la paramétrisation ABRK nouvellement
intégrée. Les résultats de la microphysique du nuage simulé ont montré un nombre
de CCN plus faible associé à un nombre de gouttelettes nuageuses plus faible et des
gouttelettes plus grosses pour la paramétrisation ABRK que pour la paramétrisation
TWO. Ces différences proviennent certainement de l’effet atténué de la paramétrisation
ABRK lié à un nombre d’aérosols faible tel que déduit des observations. Les résultats
portant sur la chimie des gouttelettes nuageuses sont satisfaisants. L’AOS6 qui résulte
du partitionnement gaz/particule de l’acide pyruvique et de l’acide oxalique est
produit par la chimie du nuage en aval du pdD. Les concentrations molaires des acides
pyruvique, oxalique et ACID2 sont faibles par rapport aux valeurs mesurées sur le
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terrain. En effet, seuls les AOP sont initialisés et les AOS sont créés progressivement
au cours du transport de la masse d’air. De plus, cette sous-estimation provient aussi
de l’absence de dissolution des aérosols dans les gouttelettes qui n’était pas considérée
dans l’étude.
Ce travail de thèse a permis d’inclure deux processus majeurs dans le couplage entre
les phases gazeuse, aérosol et particulaire. Ce couplage contribue à la formation des
AOSaq, au nombre de gouttelettes nuageuses nouvellement formées, et contrôlent le pH
initial des gouttelettes nuageuses.
De récentes études en laboratoire ont montré la nécessité d’inclure d’autres processus
dans le modèle Méso-NH qui contribuent directement à la formation des AOS :
– inclure les réactions en phase particulaire du glyoxal (Ervens and Volkamer 2010),
de la méthylvinylcétone (Renard et al., 2013), du méthylglyoxal (Tan et al., 2012),
de la méthacroleïne (Liu et al., 2012) qui forment des sels organiques, des oligo-
mères, des acides organiques et d’autres molécules à haut poids moléculaire et qui
contribuent de manière importante à la masse des AOS (Pratt et al., 2013).
D’autres processus indirects qui contribuent également à la formation des AOS :
– représentation du Fer dans l’eau nuageuse qui est une source majeure du radical
OH. (Deguillaume et al., 2005),
– développer les inventaires d’émission pour considérer les AOP comme des AOP
semi-volatils en considérant une fraction d’émission gazeuse des AOP,
– améliorer les inventaires d’émissions des COV,
– inclure dans le modèle la nucléation hétéromoléculaire entre H2SO4 et les COV
qui favorisent la formation de nouvelles particules et de nouveaux CCN (Paasonen
et al., 2010),
– améliorer les schémas de microphysique des nuages,
– améliorer la compréhension des sources et des puits de l’acide oxalique en incluant
la formation de complexes stables Fe-oxalate.

Annexe A - Établissement des
réactions d’oxydation en phase
aqueuse
L’espèce MEOH inclue uniquement le méthanol CH3OH
CH3OH + OH
O2−→ OHCH2O2 + H2O
OHCH2O2 + H2O → H2C(OH)2 + HO2
OHCH2O2 + OH
− H2O−−→ H2C(OH)2 + HO2 + OH−
OHCH2O2 + OHCH2O2
H2O−−→ 2HCOOH + H2O2




} On néglige ces réactions car on ne
sait pas si elles ont lieu.
La réaction d’oxydation de l’espèce MEOH s’écrit :
MEOH + OH
M−→ α1 HCOOH︸ ︷︷ ︸
ORA1
+ α2 H2C(OH)2︸ ︷︷ ︸
HCHOhydraté
+ α3HO2 + α4H2O2
On néglige la voie 3 quelque soit la valeur du pH et [RO2] < 1.10
−9M. Les voies 1
et 2 créées des produits identiques.
La réaction que l’on retient pour MEOH :
MEOH + OH → HCHO + HO2
La réaction d’oxydation de l’éthanol ETOH CH3CH2OH s’écrit :
ETOH + OH
O2−→ O2CH3CHOH + H2O
O2CH3CHOH → CH3CHO + HO2
O2CH3CHOH + OH
− → CH3CHO + H2O + O−2
O2CH3CHOH + O2CH3CHOH → 2CH3CHO + H2O2
La réaction d’oxydation de l’espèce ETOH s’écrit :
ETOH + OH → α1 CH3CHO︸ ︷︷ ︸
≡ALD2
+ α2HO2 + α3 CH3COOH︸ ︷︷ ︸
ORA2
+ α4H2O2
On néglige la voie 3 quelque soit la valeur du pH et [RO2] < 1.10
−9M. Les voies 1
et 2 créées des produits identiques.
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La réaction que l’on retient pour le ETOH :
ETOH + OH → ALD2 + HO2
Le formaldéhyde HCHO n’existe que sous sa forme hydratée dans l’eau.
La réaction d’oxydation du formaldéhyde HCHO :
H2C(OH)2 + OH
O2−→ HCOOH︸ ︷︷ ︸
ORA1
+ HO2 +H2O
L’espèce ALCH regroupe les alcools supérieurs 36C66. L’espèce ALCH inclut le 1-
propanol, le 2-propanol, le 1-butanol et le 2-butanol.
– 1-propanol CH3CH2CH2(OH)
CH2CH2CH2(OH) + OH
O2−−→ CH2CH2CHO2(OH) + H2O
CH2CH2CHO2(OH) → CH3CH2CHO + HO2
CH2CH2CHO2(OH) + OH− → CH3CH2CHO︸ ︷︷ ︸
≡ALD2
+ H2O + O
−
2
d’où l’expression de l’équation-bilan de l’oxydation du 1-propanol :
CH3CH2CH2(OH) + OH
K−→ ALD2 + HO2
– 2-propanol CH3CH(OH)CH3
CH3CH(OH)CH3 + OH
O2−−→ CH3C(O2)(OH)CH3 + H2O
CH3C(O2)(OH)CH3 → CH3C(O)CH3︸ ︷︷ ︸
acetone≡KET L
+ HO2
d’où l’expression de l’équation-bilan de l’oxydation du 2-propanol :
CH3CH(OH)CH3 + OH
K−→ KETL + HO2
– 1-butanol CH3CH2CH2CH2OH
CH3CH2CH2CH2OH + OH
O2−−→ CH3CH2CH2CHO2OH + H2O
CH3CH2CH2CHO2OH → CH3CH2CH2CHO︸ ︷︷ ︸
butyraldéhyde≡KET L
+ HO2
d’où l’expression de l’équation-bilan de l’oxydation du 1-butanol :
CH3CH2CH2CH2OH + OH
K−→ ALD2 + HO2
– 2-butanol CH3CH2CH(OH)CH3
CH3CH2CH(OH)CH3 + OH
O2−−→ CH3CH2C(O2)(OH)CH3 + H2O
CH3CH2C(O2)(OH)CH3 → CH3C(O)CH2CH3︸ ︷︷ ︸
methylethylcetone≡KET L
+ HO2
d’où l’expression de l’équation-bilan de l’oxydation du 2-butanol :
CH3CH2CH(OH)CH3 + OH
K−→ KETL + HO2
Finalement, la réaction d’oxydation globale pour l’espèce ALCH s’écrit :
ALCH + OH
K−→ α1ALD2 + α2KETL + α3HO2
avec α1=α2=0,5 et α3=1 d’où finalement
ALCH + OH
K−→ 0,5ALD2 + 0,5KETL + HO2
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L’espèce ALD2 regroupe les aldéhydes supérieurs 26C66. L’espèce ALD2 inclut l’acé-
taldéhyde, le glycolaldéhyde, l’éthylène glycol, le glyoxal, le propionaldéhyde, butyral-
déhyde. Cependant, le glycolaldéhyde n’est pas considéré dans ReLACS2.
– acetaldehyde CH3CHO
CH3CH(OH)2 + OH
O2−−→ CH3C(OH)2O2 + H2O
CH3C(OH)2O2




O2−−→ CH3C(O)O2 + H2
CH3C(O)O2 + CH3C(O)O2 → 2CH3O2︸ ︷︷ ︸
RO21
+ 2CO2 + O2
L’acétaldéhyde est en équilibre avec sa forme hydratée CH3CHO ≷ CH3CH(OH)2. Cependant, le rapport
CH3CH(OH)2
CH3CHO
≈ 2,5.10−2 ce qui montre que l’espèce dominante est CH3CHO. De plus, les constantes de réaction
vis-à-vis du radical OH, kOH(CH3CHO) et kOH(CH3CH(OH)2), valent respectivement 3,6.10
9 et 1,2.109.
Ainsi, la réaction de CH3CHO étant plus rapide on néglige la voie CH3CH(OH)2 et l’hydratation.
d’où l’expression de l’équation-bilan de l’oxydation de l’acétaldéhyde :
CH3CHO + OH
K−→ RO21 + CO2
– glyoxal OHCCHO
Le glyoxal sa forme hydratée qui domine CH(OH)2CH(OH)2 K=3,9.103.
CH(OH)2CH(OH)2 + OH
O2−−→ O2C(OH)2CHC(OH)2 + H2









vaut 1,84.10−2 ce qui nous amène à négliger la forme hydratée.
CH3CH2CHO + OH
O2−−→ CH3CH2C(O)O2 + H2O
CH3CH2C(O)O2 + CH3CH2C(O)O2 → 2CH3CH2O2︸ ︷︷ ︸
RO21
+ 2CO2
d’où l’expression de l’équation-bilan de l’oxydation du propionaldéhyde :
CH3CH2CHO + OH
K−→ RO25 + CO2
Dans le mécanisme on considère RO25 comme une variable pronostique :
RO25 + RO25 → 2O2CH3CHOH
Or si l’on se réfère à ETOH on obtient
RO25 + RO25 → α1 CH3CHO︸ ︷︷ ︸
≡ALD2
+ α2HO2 + α3 CH3COOH︸ ︷︷ ︸
ORA2
+ α4H2O2 d’où l’expression de l’équation-bilan :
RO25 + RO25
K−→ 2α1 CH3CHO︸ ︷︷ ︸
≡ALD2







vaut 9.10−3 c’est pourquoi on néglige les réactions d’oxydation de la forme
hydratée.
CH3CH2CH2CHO + OH
O2−−→ CH3CH2CH2C(O)O2 + H2
CH3CH2CH2C(O)O2 + CH3CH2CH2C(O)O2 → 2CH3CH2CH2C(O)O. + O−2
CH3CH2CH2C(O)O.
K−→ CH3CH2CH2O2︸ ︷︷ ︸
RO25
+ CO2 + O2
CH3CH2CH2O2 + CH3CH2CH2O2 → 2O2CH3CH2CH(OH)
O2CH3CH2CH(OH) → CH3CH2CHO + HO2
O2CH3CH2CH(OH) + OH− → CH3CH2CHO︸ ︷︷ ︸
propionaldéhyde
+ H2O + O
−
2
d’où l’expression de l’équation-bilan de l’oxydation du butyraldéhyde :
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CH3CH2CH2CHO + OH
K−→ RO25 + CO2
Finalement, la réaction d’oxydation globale pour l’espèce ALD2 s’écrit :
ALD2 + OH
K−→ α1RO21 + α2RO25 + α3RP16 + α4CO2
avec α1=0,25, α2=0,75, α3=0,25, α4=0,25
ALD2 + OH
K−→ 0,25RO21 + 0,5RO25 + 0,25RP16 + 0,25CO2
L’espèce MGLY représente le méthylglyoxal CH3C(O)CHO. Le rapport
CH3C(O)CH(OH)2
CH3C(O)CHO
valant 48,6, la forme hydratée domine.
CH3C(O)CH(OH)2 + OH
O2−→ CH3C(O)C(OH)2OO + H2O
CH3C(O)C(OH)2OO → CH3C(O)COOH︸ ︷︷ ︸
acide pyruvique≡UR21
+ HO2
La réaction d’oxydation de l’espèce MGLY s’exprime :
MGLY + OH
K−→ UR21 + HO2
L’espèce RP16 représente l’acide glyoxalique CH(OH)2COOH. Pour les acides, on
va regarder la voie acide et la voie basique.
CH(OH)2COOH + OH
O2−→ O2C(OH)2COOH + H2O
O2C(OH)2COOH → HOOCCOOH︸ ︷︷ ︸
acide oxalique≡UR28
+ H2O
La réaction d’oxydation de l’espèce RP16 pour sa voie acide s’exprime :
RP16 + OH
K1−→ UR28 + HO2
CH(OH)2COO
− + OH
O2−→ O2C(OH)2COO− + H2O
O2C(OH)2COO
− + O2C(OH)2COO




La réaction d’oxydation de l’espèce RP16 pour sa voie basique s’exprime :
CH(OH)2COO
− + OH
K2−→ 2CO2 + 0,45H2O2 + 0,71HO2




−→ 2CO2 + UR28 + 0,45H2O2 + 1,71HO2
En ce qui concerne la réaction de l’acide oxalique UR28, il faut considérer les voies
d’oxydation des acides et des bases conjuguées.
La réaction de la base conjuguée de l’acide oxalique :
HOOCCOO− + OH → −OOCCOO− + H2O
−OOCCOO− + O2 → 2CO2 + O−2
−OOCCOO− + OH → OOCCOO− + OH−
La réaction d’oxydation de l’espèce UR28 s’écrit :
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UR28 + OH
K−→ 2CO2 + HO2
Pour obtenir l’équation de l’acide pyruvique UR21 on considère également la voie
acide et la voie basique.
– La réaction de l’acide pyruvique :
CH3C(O)COOH + OH
O2−−→ O2CH2C(O)COOH + H2O
2O2CH2C(O)COOH + 0,35H2O +0,23OH− → 1,13OHCC(O)COOH︸ ︷︷ ︸
acide 3-oxo pyruvique
+ 0,29 CH2C(O)COOH︸ ︷︷ ︸
acide 3-hydroxy-pyruvique
+ 0,7SO2
+ 0,6H2O2 + 0,23O
−
2 + 0,56CH3CHO︸ ︷︷ ︸
≡ALD2
d’où
CH3C(O)COOH + OH + 0,11OH− → 0,56oxo + 0,14hydroxy + 0,3H2O2 + 0,29CO2 + 0,11HO2 + 0,29ALD2
– Base conjuguée de l’acide pyruvique :
CH3C(O)COO− + OH
O2−−→ O2CH2C(O)COO− + H2O





+ 0,7SO2 + 0,6H2O2
+ 0,23O−2 + 0,56CH3CHO︸ ︷︷ ︸
≡ALD2
d’où
CH3C(O)COO− + OH → 0,56oxo + 0,14hydroxy + 0,3H2O2 + 0,29CO2 + 0,11HO2 + 0,29ALD2








O2−−→ HOCO2HC(O)COOH + H2O
OHCO2HC(O)COOH → OHCC(O)COOH + HO2
OHCC(O)COOH + H2O → CH3CHO︸ ︷︷ ︸
≡ALD2
+ HO2 + CO2
d’où
CH2C(O)COOH + OH → ALD2 + HO2 + CO2
– La base conjuguée de l’acide 3-hydroxy-pyruvique.
CH2C(O)COO− + OH
O2−−→ HOCO2HC(O)COO− + HO2
OHCO2HC(O)COO− → OHCC(O)COO− + HO2
OHCC(O)COO− + H2O → CHOCHO︸ ︷︷ ︸
≡GLY
+ CO2 + OH−
d’où en simplifiant GLY en CH3CHO ≡ ALD2
CH2C(O)COO− + OH → ALD2 + HO2 + CO2




−−→ ALD2 + HO2 + CO2
– Acide 3-oxo-pyruvique.
OHCC(O)COOH + OH
O2−−→ OCO2C(O)COOH + H2O
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OHCC(O)COOH + OH → ACID2 + HO2
– Base conjuguée de l’acide 3-oxo-pyruvique.
OHCC(O)COO− + OH
O2−−→ OCO2C(O)COO− + H2O




OHCC(O)COO− + OH → ACID2 + HO2 + CO2




−−→ ACID2 + HO2
Dans ReLACS3, on distingue l’acide formique ORA1, l’acide acétique ORA2, les acides
monocarboxyliques (26C66) ACID, les acides dicarboxyliques et polyfonctionnels
ACID2.
Finalement la réaction totale de l’acide pyruvique UR21 s’exprime de la manière sui-
vante :
CH3C(O)COOHT + OH → 0,56oxo + 0,14hydroxy + 0,3H2O2 + 0,11HO2 + 0,29CO2
+ 0,29ALD2
En faisant l’hypothèse que l’oxo et l’hydroxy réagissent instantanément, on peut écrire :
UR21 + OH
K−→ 0,56ACID2 + 0,43ALD2 + 0,43CO2 + 0,3H2O2 + 0,81HO2
K est identique au K de l’acide oxalique UR28.
L’espèce ORA2
– Réaction de la voie acide et de la base conjuguée de l’acide acétique CH3COOH
CH3COOH + OH
O2−−→ O2CH2COOH + H2O
l l
CH3COO− + OH
O2−−→ O2CH2COO− + H2O
– Réaction des peroxyles correspondants
O2CH2COOH + HO2




O2−−→ HO2CH2COO− + O2
O−2
– Réaction des peroxyles avec eux-meme
2O2CH2COO− → 2 CH(OH)2COO−︸ ︷︷ ︸
acide glyoxalique≡RP 16
+ H2O2
Finalement la réaction totale de l’acide acétique s’exprime de la manière suivante :
CH3COOH + OH
K−→ RP16 + 0,5HO2
K est identique au K de l’acide oxalique UR28.
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Modélisation multi-échelles de la composition chimique des aérosols: impacts des processus physico-chimiques des
nuages sur la formation d'aérosols organiques secondaires.
Résumé
Les aérosols atmosphériques jouent un rôle majeur dans les questions environnementales liées au climat, à la qualité de l'air
et à la santé humaine. Les aérosols organiques (AO) constituent une part importante de la masse particulaire totale. Or les
mécanismes de formation des AO sont mal connus. En particulier, un enjeu actuel reste la dénition des composés organiques
semi-volatils (COSV) issus de l'oxydation dans l'atmosphère de composés organiques volatils (COV) qui vont condenser sur
ou au sein des aérosols préexistants pour former les aérosols organiques secondaires (AOS). De récentes études en laboratoire
ont montré la contribution des COV oxygénés (COVO) dans la formation de composés organiques faiblement volatils en phase
aqueuse. Ces études restent cependant incomplètes et il y a un besoin urgent de mieux comprendre la photochimie en phase
aqueuse des espèces polyfonctionnelles et d'étudier l'inuence des paramètres pertinents pour l'atmosphère (pH, concentra-
tions initiales, présence de composés inorganiques) sur les processus de formation des AOS. Ces voies de formation d'AOS
doivent être prises en compte dans les modèles atmosphériques. L'objectif de ce travail est d'évaluer la formation potentielle
d'AOS produits lors d'un évènement nuageux observé à la station du Puy de Dôme à l'aide de simulations réalisées avec le
modèle Méso-NH. Le réalisme des simulations pour la formation des AOS dépend de l'intégration, dans le schéma chimique
en phase gazeuse, des espèces chimiques pertinentes, notamment les COV et leurs produits. Le mécanisme ReLACS2 répond
à cette exigence et prend en compte à la fois les précurseurs de l'ozone et la formation des AOS. Ce dernier mécanisme est
couplé avec le module ORILAM-SOA qui intègre le partitionnement gaz/particule des espèces inorganiques et organiques et
les processus de nucléation, de condensation/évaporation, d'activation et de dynamique des aérosols. Dans un premier temps,
ce couplage est évalué sur trois cas d'études réels sur l'Europe dans des conditions météorologiques contrastées. Un exercice
d'inter-comparaison des modèles Méso-NH et WRF/CHEM ainsi qu'une comparaison de ces modèles avec les observations
in-situ sont réalisés. Dans un deuxième temps, un premier travail de développement conduit à inclure les COVO, solubles et
légers (jusqu'à 4 carbones), et la réactivité en phase associée, dans le mécanisme ReLACS2, an de considérer la formation
des AOS en phase aqueuse. Un nouveau mécanisme chimique, ReLACS3, est crée. Parallèlement, un second développement
permet d'inclure la part des noyaux de condensation nuageux (CCN) dans la chimie de la goutte d'eau pour obtenir un
couplage entre la phase gazeuse, aqueuse et particulaire. An de tester ces développements, une simulation 2D idéalisée d'un
nuage orographique, observé lors d'une campagne de mesures intensives à la station du puy-de-Dôme durant l'été 2011, est
réalisée. Cette étude permet de mettre en évidence le potentiel impact de la réactivité en phase aqueuse et de l'activation
des CCN sur la formation des AOS.
Mots-clés: Aérosols organiques secondaires, modélisation, chimie troposphérique multiphasique, qualité de l'air, puy-
de-Dôme
Abstract
Atmospheric aerosols play a major role in environmental issues related to climate, air quality and human health. Organic
aerosols (OA) are an important fraction of total particulate mass. However, formation mechanisms of OA are poorly under-
stood. In particular, a current challenge remains the denition of semi-volatile organic compounds (SVOC) from atmospheric
oxidation of volatile organic compounds (VOC) that will condense on or within existing aerosols to form secondary organic
aerosols (SOA). Recent studies in laboratory have shown the contribution of oxygenated VOC (OVOC) in the formation of
low volatile organic compounds in aqueous phase. However, these studies still incomplete and there is an urgent need for
better understanding photochemistry in aqueous phase of polyfunctional species and to study the inuence of the relevant
parameters for the atmosphere (pH, initial concentrations, the presence of inorganic compounds) on SOA processes. More-
over, these pathways of SOA formation should be taken into account in atmospheric models. The objective of this thesis
is to evaluate the potential SOA production during a cloud event observed at the puy-de-Dôme station with simulations
performed using the Meso-NH model. The realism of these simulations for forming SOA depends on the integration, in the
chemical gaseous phase scheme, of the relevant chemical species including VOC and their products. The ReLACS2 mech-
anism meets this requirement and takes into account both ozone precursors and formation of SOA. This latter mechanism
is coupled with the ORILAM-SOA module that integrates gaz/particle partitionning of inorganic and organic species, and
nucleation, evaporation/condensation, activation and dynamic aerosol processes. Firstly, this coupling is tested on three
real cases over Europe in contrasted standart meteorological conditions. An exercise of inter-comparison of Meso-NH and
WRF/CHEM models and a comparison of these models with in-situ observations over Europe are performed. Secondly, a
rst work consists in including COVO, short and soluble (up to 4 carbons), and the associated aqueous phase reactivity, in
the ReLACS2 mechanism, in order to consider SOA formation in aqueous phase. A new chemical mechanism, ReLACS3, is
created. In parallel, a second work consists in including the part of cloud condensation nuclei (CCN) into the chemistry of
the water droplets for a complete coupling between the gas, aqueous and particulate phases. To test these developments, an
2D idealized simulation of an orographic cloud, observed during an intensive campaign at the puy-de-Dôme station which
occured in summer 2011, is performed. This study highlighted the potential impact of the aqueous phase reactivity and
activation of CCN on SOA formation.
Keywords: Secondary organic aerosols, modelling, multiphase tropospheric chemistry, air quality, puy-de-Dôme
