Network multamedaa applacataons requare certaan performance guarantees that can be provaded through proper resource allocataon Allocatzon technaques are needed t o provzde these guarantees as eficaently as posszble sznce resources are lamated. Thas paper presents a n allocataon method called Dynamac Search Algorrthm (DSA+). DSA+ as a n on-lane algorathm that dynamacatty adjusts the resource allocation based upon the measured qualzty of servace.
Introduction
As the use of multimedia applications increases, so are the demands for resources required to support them. Network resources such as bandwidth of each physical link, buffer space and processing time at each node, should be allocated in a cost-effective manner. Each application expects the network to provide a desired quality of service (QoS). QoS measurements include bounds on the cell loss probability, cell delay, etc. The service provider is interested in providing the desired &OS, but as efficiently as possible. For these reasons, allocation methods are needed to allocate resources and to provide &OS guarantees.
Conventional approaches to resource allocation rely on predetermined traffic characteristics. The 'This work was supported by AFOSR grant F49620-96-1-0061. The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of the AFOSR or the U.S. Government. t ewfulp@eos.ncsu.edu treeves@eos.ncsu.edu amount of resources required to provide the &OS is calculated using these values. These techniques experience the following fundamental problems. First, the source characteristics may not be known ahead of time. In the case of live or interactive video, the user must guess at these characteristics. Second, parameters may not adequately characterize the source. It has been shown for MPEG-compressed video that long-range dependencies occur, which implies that standard statistical models are probably inadequate [7] Third, the number of parameters required should be kept small, so to reduce the complexity of the allocation method. A layered nspace Markov Model may adequately characterize a source, nevertheless the computation of allocation amounts may become intractable for real time applications [ 3 ] .
Current allocation methods can be categorized as either of-lzne or o n -h e . Off-line methods predetermine allocation amounts before transmission begins. Such a method may allocate one resource level (static) for the duration of the application, or may renegotiate the resource level at various t,imes. An example off-line allocation is peak rate, which is used for most real time applications. This approach has several advantages including simplicity and predictability, but suffers from the problems noted above, as well as low resource utilization if the peak-to-mean ratio is high. Other off-line methods that renegotiate resource levels result in better utilization; on the other hand, they require complete control of the traffic source [5] . For example, the off-line method developed by Feng, et al. determines the minimum number of renegotiations (increases or decreases in resource allocation) required for the playback of a previously-stored MPEG video [5] . The video is then transmitted at the calculated rates, so to prevent buffer overflow and underflow. For interactive applications, where the traffic source is not known nor directly controllable, these methods are not suitable.
On-line methods periodically renegotiate re-0-8186-8061-X/97 $10.00 0 1997 IEEE source allocation based upon predicted traffic behavior [l] [4] [8] [lo] [ll] [13] . Predictions are derived from measurements of the traffic and/or QoS observations. Such methods do not have the problems associated with off-line methods and may be implemented by filters [l] , neural networks [4], dynamic algorithms [8] [lo] or some ot,her sampling procedure [ll] [13]. These methods also have the advantage of adjusting the resource allocation with respect to a desired &OS. To date no on-line method has the ability to tightly cont.ro1 the &OS for such difficult applications as transmission of compressed video. In addition] most methods suffer from a large number of renegotiations, and/or rely on a very complex measurement and allocation algorithm.
In this paper we present an on-line renegotiation method called the Dynamic Search Algorithm (DSAS) [6] . Dynamic algorithms (also referred to as adaptive algorithms) have been applied in various applications such as system identification] filtering and pattern recognition [a] . DSA+ encapsulates the general dynamic algorithm form with new features to better handle non-stationary sources. DSA+ allocates resources so to meet a desired QoS. In this paper DSA+ is used t o control the loss rate of actual MPEG VBR videos by the appropriate allocation of bandwidth. Our results show that DSA+ is able to efficiently allocate resources with fewer renegotiations than other on-line or off-line algorithms. The algorithm also can efficiently allocate resources for multiple hop connections and still provide the required &OS.
The remainder of this paper is organized as follows. Section 2 describes the system model and DSA+ algorithm in detail. Section 3 presents the results of allocation experiments with VBR MPEG videos. A comparison with other allocation techniques is made as well as the application of DSA+ for multiple hop connections. Section 4 summarizes our findings and discusses issues for future work.
A new method
2.1 System model Networks must alloca.te a variety of resources in order to provide the desired QoS for each applicat.ion. In this paper we focus on the management of server rate to provide a desired cell loss probability (CLP). DSA+ dynamically renegotiates the server rate (bandwidth) of a queue in order to meet a desired &OS. Cells, a fixed-length unit of traffic storage and transmission, arrive a t a finite capacity queue and are serviced in a FIFO manner. Any cell arriving at a full queue is immediately lost. In this paper the QoS of interest is the cell loss probability (CLP) of a single source. Cell arrivals to and losses from this queue are monitored throughout the duration of the application and rate changes are renegotiated at discrete instances of time. We denote the nth renegotiation instant as t , and the interval between renegotiation points t, and tn+l as the nth update interval, U,. The service rate during U,, is constant and is denoted as ,un.
During the nth interval, let the number of arrivals be represented by il, and the number of losses as L,. The CLP of the nth interval is then calculated as P, = LT1/A,. The cumulative CLP of all the intervals up to and including the nth is
The CLP desired by the user is denoted Q,. The goal of DSA+ is to adjust the server rate, so to provide the desired CLP, Q,, as efficiently as possible with few renegotiations. Secondary goals are simplicity of implementation and robustness.
An algorithm for dynamic resource allocation
At each renegotiation point DSA+ adjusts the server rate according to the following formula:
This dynamic algorithm updates the server rate, p n , based on the observed CLP during the nth interval. This measurement along with the desired CLP value, Ql. are then used in the error function In( P, / Q , ) . This non-linear error function provides either a positive or negative feedback value based on the observat,ion taken during the most recent interval. Note the feedback becomes smaller as the measured CLP approaches the desired value, keeping the rate at a more stable value. The error function is also appropriate due t o the very small loss rates that are normally desired. The constant K amplifies the response of the error function and this product ultimately determines how much the server rate can be increased or decreased. Parameter cy allows the rate to be increased twice as fast as it can be decreased. This is done since, in an actual network, resources are more easily reduced than increased. Varying the gain is also beneficial if the source is non-stationary [a]. Figure 1 shows the complete algorithm at one renegotiation instant t,. As seen in the figure, the renegot,iation interval is lengthened (doubled) in two cases (lines 4 and 7). The interval is doubled on line 4 if the cumulative CLP ( P o , ,,) is worse than required and if the CLP during the most recent interval (P,) is better than required. This will reduce the cumulative CLP towards the desired value, since the n,th CLP is better than the desired CLP. The interval is doubled on line 7 when P, and P,-l are on different sides of (one greater than, the other less than) the desired CLP. Doubling the interval length also reduces the number of renegotiations required over time, a unique feature to both DSA+ and REQS [lo] .
As mentioned in the introduction, traffic sources such as MPEG-compressed video are complex due to their non-stationary behavior and long range dependencies. A potential problem with the algorithm as shown is that the traffic characteristics may change drastically during a renegotiation interval, while the server rate cannot be renegotiated. This can lead to excessive QoS violations. To reduce the severity of this problem, we introduce the use of interrupts. At fixed-length sub-intervals, called an interrupt interval I , an interrupt is generated if both P, and PO are greater than the desired loss rate &I. case, the server rate is increased immediately according to equation 1, rather than waiting until the end of the renegotiation interval. The renegotiation interval itself, however, is not changed by an interrupt. The use of interrupts allows DSA+ to be more responsive to sudden, severe traffic changes, which should occur infrequently. This is a unique and key element of DSA+ Initially the user must assign the following values:
initial renegotiation interval (U,) , interrupt subinterval ( I ) , constant (I<) and the initial server rate ( P O ) . UO, I , and I< may depend on the source traffic, but their selection primarily impacts the number of renegotiations and the efficiency of the allocation. Initial variable selection is addressed later in this paper.
Numerical results
In this section the performance of DSA+ and other allocation techniques is investigated using actual MPEG-compressed traffic For each experiment the system described in section 2.1 was simulated. The desired QoS was a CLP of 1 x and the queue capacity was 80 ATM cells (48 byte payload) [lo] . While the targeted QoS was cell loss probability, the queue size was selected to provide a maximum cell delay as well. The minimum allowed bandwidth was 1 Mbps. The queue length and the minimum bandwidth yields a maximum delay of 34 msec for any cell. These values were selected to provide a wide range of available bandwidths, however almost any combination of minimum bandwidth and queue size could have been chosen. A more restrictive bandwidth selection will only improve the performance of the algorithm.
Fifteen MPEG-compressed video traces were obtained from Oliver Rose at the University of Wurzburg, Germany [12] Each trace is a thirty minute segment of the original video and each *Traces can be obtained from the ftp site ftp-info3.informatik.uni-wuerzburg.de in the directory /pub/MPEG PO K (Mbps) (Kbps) 1000 100 [12] . As reported in [la] , the Hurst parameters indicate all videos exhibit long-range dependency, and significant peakto-mean ratios ranging from 18.4 t,o 4.63 based on average frames. Therefore it is evident that these are very difficult sources to regulate, and to date there has been no successful attempt to efficiently manage them on-line. For each I, B or P MPEG frame, the equivalent number of ATM cells was determined. The cell arrival times were then uniformly distributed over the duration of the frame. This process was repeated for each frame until the end of the trace was reached. No smoothing, multiplexing, filtering or quantization changes of any kind were made to the videos. We consider these experiments to be a "hard-case" test of any on-line allocation technique.
We are interested in efficiently managing bandwidth, therefore two rnetrics are used. First, the number of renegotiations required for the entire simulation. This value is important since a large number of renegotiations will cause considerable strain on the signaling system of the network. Second, the number of bits reserved to transmit the video, or equivalently, the area under the allocation curve for the duration of the video. This measurement is important because we wish to transmit the video with as few bits as possible while maintaining the desired QoS. Minimizing the bits used can help increase the utilization of the network by providing more resources to other users.
Comparison with other methods
In this section DSA+ is compared to other allocation techniques: peak rate, Hsu's algorithm, and RED-VBR. This selection represents a variety of online and off-line allocation methods. Each is briefly introduced and explained. DSA+ initial parameters, the same for each video, are given in table 1. The selection of these parameters as well as the robustness of DSA+ to initial parameters is presented in [6] .
Peak rate allocation was chosen since it is an accepted allocation method. To determine the ex-act peak rate requires the trace in advance. For that reason, this is an off-line method. In a sense this comparison is unfair to the remaining on-line met,hods. An on-line peak rate algorithm would require an overestimation of the traffic by a significant percentage to be cautious. Another difference is that peak rate allocation would result in zero losses, while other methods were targeted for a loss rate of 1 x lop3. Small but non-zero losses are considered to be acceptable for typical multimedia applications. Instead of a weakness, we consider the ability to manage QoS targets based upon the user's needs to be a strength of any on-line algorithm. Other offline methods, such as Feng's algorithm [5] , are not comparable, as they directly control the transmission of the source.
Hsu's method is a dynamic algorithm which has been proven to find the minimum bandwidth required for a stationary MMBP source [8]. This method was chosen since it is a simple on-line method that requires minimal source information. The algorithm renegotiates bandwidth over fixed length intervals, using previous loss measurements and a simple difference error function. Initial parameters for this algorithm were 4.5 Mbps for the initial server rate, 1 second for the interval and 1 Mbps for c the constant. No method of parameter selection was presented in the original paper. The values used were found to be the best from our experiments. It was also observed that the algorithm was very sensitive to parameter values. Small variations in the initial parameter values did result in over-allocation.
RED-VBR is a method for supporting VBR video, with an off-line or on-line allocation technique. For this comparison, the on-line version was implemented using a similar segmentation algorithm as presented in [13] . RED-VBR is based upon the D-BIND model [9] . This model consists of a set of rate-interval pairs, which characterize the source over various interval lengths. The allocation algorithm stores the currently reserved D-RIND parameters and calculates the D-BIND parameters for the last M frames. A renegotiation takes place when a difference exists between the reserved and measured D-BIND parameters; more details are presented in [13] . RED-VBR does not use nor measure the QoS for allocation, since it attempts to dynamically allocate bandwidth to provide zero losses. For this reason one should expect this method to allocate higher bandwidth amounts and renegotiate more often to meet this stringent requirement. QoS is an issue when sources are multiplexed together and is 1.2 (seconds) 1.5 10 48 48 provided on a "per-segment" basis as described in [13] . Since the focus of this paper is resource allocation, only the renegotiation and allocation performance of this method will be considered. The initial parameters are given in Table 3 shows the performance of all the algorithms for each individual MPEG video as a source. Figure 3 shows the bandwidth allocation and cumulative CLP of all the methods for the Asterix video. I I 4 I I I DSA+ was able to provide the desired QoS for each video, with significantly fewer bits than the peak rate. Saving of 21 -61% were observed over peak rate. The average number of renegotiations required was 36.2 and only 44% of the renegotiations were requests for more bandwidth. On average, increases were 189 Kbps.
HSU'S algorithm was not able to provide the desired QoS for the Goldfinger, News and Lambs videos. This method also over-allocated bandwidth (more than the actual peak) for the Formula 1 Race, Mr. Bean, News, Simpsons, Super Bowl and Talk videos. This was a result of a over-allocation early in the trace, from which the algorithm was unable to reduce the bandwidth quickly enough. Placing bounds on the highest bandwidth allocated (peak) reduces this effect, but it requires the knowledge of the value a priori. Anot,her difficulty with this method was the number of renegotiations. The algorithm uses constant intervals to renegotiate the bandwidth. Consequently, renegotiating every second would place a significant burden on the network's signaling system.
RED-VBR was able to provide the desired QoS for each video, with CLP values ranging from zero to 2 x 10W4. Fewer bits than peak allocation (11 -52% less) were used, but the algorithm required a large number of renegotiations. On average 284 renegotiations were performed, with 56% being for more bandwidth. As seen in figure 3, these increases were large, averaging 575 Kbps. The calculation of 
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D-BIND parameters may also be problematic since it is done for each frame.
Overall DSA+ performed better than the other algorithms. It always required fewer bits for transmission than the peak, and on average less than the other on-line methods, while still providing the desired CLP. The significant savings was in the number of renegotiations. The algorithm required no more than 52 renegotiations and on average only 44% were for more resources. The number can be further reduced with a lower initial bandwidth value, as discussed in [6] . On average Hsu's algorithm required 47 times more renegotiations, while RED-VBR required 8 times as many. The magnitude of increases were relatively small, 189 Kbps, while RED-VBR increased three times as much. This may be problematic as contention for limited resources increases. DSA+ also has the advantage of a simple algorithm that does not require large amounts of processing time.
Network allocation
In the previous section we have oniy shown how to apply DSA+ for controlling the QoS of a single hop. In this section we investigate the application of DSA+ for a multiple hop connection. links, each measuring 50 meters in length. Each node consists of an adjustable rate server and finite capacity FIFO queue (80 ATM cells) as described in section 2. The MPEG video traffic entered the network at node zero and proceeded forward until node three was reached. For these experiments we are interested in providing an end-to-end cell lost probability of 1 x Two implementations of DSA+ were investigated: each-node and first-node.
The each-node implementation requires each node to run DSA+ separately and independently, as seen in figure 4 . The end-to-end CLP was divided evenly among the nodes resulting in a target CLP of 2.5 x per node. The end-to-end QoS could have been divided differently, perhaps based on the current condition of the individual nodes. In 
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Talk MPEG Video IO6 I , . 2.31 2.06 1.73 1.28 1.12 0.86 general dividing the CLP may present problems if either there is a large number of nodes and/or if the end-to-end QoS is very stringent. The remaining DSA+ initial parameters were identical for each node and are given in table 1. One primary advantage to the strategy is that no inter-node algorithm communication is necessary, thus eliminating any need for algorithm control packets. First-node implementation only requires the first node of the connection to run DSA+, as seen in figure 5 . The initial DSA+ parameters are given in table 1. The first node controls the bandwidth for all the remaining downstream nodes. The first node has a CLP of 1 x therefore the remaining nodes can have zero losses. When a renegotiation occurs at the first node a control packet, containing the new bandwidth value, is sent downstream. Once a downstream nodes receives the bandwidth control packet it must immediately renegotiate to this value then forward it downstream. We assumed that the control packets are sent on another reliable connection, as done in many communication pro-Movie Review Mr. Bean 1.56 1.15 1.31 1.07 tocols. Only transmission and propagation delays were factored for the control packets. Table 4 shows the total number of bits (summation of the bits reserved for the four nodes) reserved by each method. For the each-node method, downstream nodes required less bandwidth, as seen in figure 6 . This was evident for all the each-node experiments performed. This is primarily due to a reshaping effect each node has on the traffic. As the traffic passes through a node some fluctuations in the arrival stream are removed due to buffering, resulting in a less bursty departure stream. Downstream nodes benefit from this effect, resulting in a lower bandwidth allocation (1 -47% less than the first node). The first-node implementation consistently reserved fewer total bits, as seen in table 4; yet this implementation requires the overhead of inter-node algorithm communication.
Either implementation of DSA+ for end-to-end QoS showed promising results. Since either method has some limitations, it is possible that both methods could be combined, incorporating the strengths of each.
Conclusions
This paper presented an on-line algorithm, DSA+, which efficiently allocates resources to provide a required &os. DSA+ was used to manage the band-width of MPEG-compressed video traces with a specified allowable cell loss probability. We were interested in minimizing both the bandwidth allocated and the number of renegotiations. For the MPEG experiments fifteen actual MPEG traces were collected and used. As compared to an off-line peak-rate allocation, DSA+ saved 13-58% in bandwidth. On average 36 renegotiations were required, but only 44% were for more bandwidth, which seems acceptably low. Other methods which were compared, either over-allocated bandwidth or required up to 47 times more renegotiations.
Multiple hop connection allocation was also addressed. In this case a connection of four nodes was simulated to evaluate the performance of DSA+ for end-to-end CLP. T w o implementations were investigated; each-node and first-node. Both methods were able to provide the end-to-end QoS, however each method may suffer from some possible disadvantages. More details about our work on dynamic resource allocation, including individual MPEG, allocation and CLP graphs, can be found at the web site ftp://ftp.csc.ncsu.edu/pub/rtcomm/rtcomm.html While the focus of this paper was bandwidth allocation, DSA+ may be useful for other real-time applications. Examples include CPU scheduling and disk bandwidth management. In both cases the central idea is to provide guaranteed service to variable traffic, with the minimum amount of resources and user input.
This paper assumed no limits on the availability of resources. When any allocation method renegotiated for more resources, they were instantly granted. However in actual implementation this assumption can not be made. In the case of network overload, where contention for more resources is high, resources may not be available. This was the primary purpose for reducing the number of renegotiations for more resource as low as possible. Nevertheless if more resources are required yet not available the users QoS will suffer. If the &OS manager has access to the MPEG compress rate, the shortage of resources can be compensated by altering the Q factor of the compression [ll] . The result is a loss of picture quality, until resources are available.
