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jason hanson
Abstract
A careful account is given of generalized equivariant homology the-
ories on the category of topological pairs acted on by a group. In
particular, upon restriction to the category of equivariant simplicial
complexes, the equivalence of equivariant simplicial homology (also
known as Bredon homology), the second derived term of the Atiyah–
Hirzebruch spectral sequence, and equivariant singular homology is
demonstrated.
1 Introduction and notation
Throughout, we let G denote a topological group. On the category of pairs
of G–complexes (cw–complexes with action by G), an extensive discussion
of generalized equivariant cohomology theories is given in [Br1]; and that
for generalized equivariant homology theories, although not as extensive in
scope, is given in [Wil]. Our goal here is twofold. First, we wish to give a
discussion of equivariant homology theories for a larger category of G–spaces,
and to bridge some of the gaps present in both of the above references.
Second, we wish to see how the theory plays out when restricted to the
category of equivariant simplicial complexes; that is, we wish to provide a
generalized equivariant version of the axiomatic approach given in [ES].
For the first half of this paper, we will work in the category of arbitraryG–
pairs and equivariant maps. Specifically, the objects of the category consist
of pairs (X,A), where the topological spaces A ⊆ X have continuous (left)
G–action; i.e., A is a G–subspace of X . The morphisms of the category are
continuous equivariant maps: continuous maps f : (X,A)→ (Y,B) between
G–pairs such that f(gx) = gf(x), for all g ∈ G and x ∈ X .
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In the second half, we will restrict our attention to simplicial complexes
with G–action. For us, these will be topological spaces that can be decom-
posed as a union of equivariant cells of the form G/H ×∆p, where ∆p is the
standard p–simplex given the trivial G–action, and H ≤ G (that is, H is a
subgroup of G).
In an effort to reduce some of the notational clutter, we will introduce
the following conventions. First, we will use the same label for a map and
its restriction when our intentions are unambiguous. E.g., if f : X → Y
is a map and A ⊆ X , B ⊆ Y are such that f(A) ⊆ B, then we will write
f : A → B for the corresponding restriction of domain and range. Second,
any unlabeled map should be assumed to be the inclusion map; e.g., A→ X .
Third and finally, the previous two conventions take precedence over any
functor; for example, if F is a covariant functor, then F (f) : F (A) → F (B)
and F (A)→ F (X) denote the functor F applied to the restriction f : A→ B
and the inclusion A→ X , respectively.
2 Generalized equivariant homology
2.1 Axioms
Let R be a ring, and suppose that HG∗ is a covariant functor from the cate-
gory of G–pairs and equivariant maps to the category of graded R–modules
and linear maps. In particular if (X,A) is a G–pair, then HG∗ (X,A) =
⊕n∈ZH
G
n (X,A) is a graded R–module. For a G–space X , we set H
G
∗ (X)
.
=
HG∗ (X, ∅). Suppose that in addition, ∂∗ is a natural transformation of func-
tors such that for G–pairs (X,A), ∂n : H
G
n (X,A) → H
G
n−1(A) is R–linear
for all n ∈ Z. The pair (HG∗ , ∂∗) is said to be a generalized equivariant
homology theory if the following three axioms are satisfied.
Axiom 1 (Exactness). If (X,A) is a G–pair, then there is a long exact
sequence of R–modules
HGn (A)→ H
G
n (X)→ H
G
n (X,A)
∂n−→ HGn−1(A).
Axiom 2 (Homotopy). Suppose that the maps f, g : (X,A) → (Y,B) are
G–homotopic: there exists an equivariant map F : (X,A) × [0, 1] → (Y,B),
where the interval [0, 1] is given the trivial G–action. Then HG∗ (f) = H
G
∗ (g).
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Axiom 3 (Excision). If (X,A) is a G–pair and U is a G–subspace such that
U¯ ⊆ int(A), then HG∗ (X \ U,A \ U)→ H
G
∗ (X,A) is an isomorphism.
Note that as a consequence of the exactness axiom, HG∗ (A,A) = 0; and
in particular, HG∗ (∅) = H
G
∗ (∅, ∅) = 0.
One may also impose conditions involving the behavior under group ho-
momorphisms, see [Lu¨c]; however, we will not have the need for these.
2.2 Fundamental properties
Many of the familiar properties of nonequivariant singular homology carry
over to generalized equivariant homology. We explicitly state a few for ref-
erence.
Proposition 2.1 (Exact sequence of triple). If (X,B,A) is a triple of G–
spaces, then there is a long exact sequence of R–modules:
HGn (B,A)→ H
G
n (X,A)→ H
G
n (X,B)
∂n−→ HGn−1(B,A),
where ∂∗ here is the composition H
G
∗ (X,B)
∂∗−→ HG∗−1(B)→ H
G
∗−1(B,A).
Proposition 2.2 (Naturality of sequences). Given an equivariant map of
G–triples f : (X,B,A)→ (Y,D,C), there is a homomorphism of long exact
sequences (that is, each square commutes):
HGn (B,A) −−−→ H
G
n (X,A) −−−→ H
G
n (X,B)
∂n−−−→ HGn−1(B,A)
HGn (f)
y HGn (f)y HGn (f)y HGn−1(f)y
HGn (D,C) −−−→ H
G
n (Y, C) −−−→ H
G
n (Y,D)
∂n−−−→ HGn−1(D,C).
Proposition 2.3 (Strong excision). Suppose that (X,A) is a G–pair and U
an open G–subspace of A. If there exists an open G–subspace V with V¯ ⊆ U
and such that (X \U,A \U) is a deformation retract of (X \ V,A \ V ), then
HG∗ (X \ U,A \ U)→ H
G
∗ (X,A) is an isomorphism.
Proposition 2.4 (Finite disjoint unions). Suppose (Xk, Ak) is a G–pair for
each 1 ≤ k ≤ n, and set X
.
=
∑n
k=1Xk, A
.
=
∑n
k=1Ak. We have an
isomorphism Σ∗ : ⊕
n
k=1H
G
∗ (Xk, Ak)→ H
G
∗ (X,A), defined by requiring Σ∗ to be
equal to HG∗ (Xk, Ak)→ H
G
∗ (X,A) when restricted to summands H
G
∗ (Xk, Ak).
Proofs of the above are exactly the same as for a non–generalized non–
equivariant homology theory: see the proofs of theorems 10.2, 10.3, 15.3,
15.4, 12.1, and 13.2 (respectively) of chapter I in [ES].
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2.3 Compact supports and disjoint unions
The analogous statement in proposition 2.4 for infinite disjoint unions re-
quires additional assumptions. One possible route is to follow [ES] and im-
pose a compact support axiom.
Definition 2.5. The generalized equivariant homology theory (HG∗ , ∂∗) has
compact supports if for any G–pair (X,A) and any x ∈ HG∗ (X,A), there
exists a compact G–pair (Xc, Ac) ⊆ (X,A) and xc ∈ H
G
∗ (Xc, Ac) such that x
is the image of xc under H
G
∗ (Xc, Ac)→ H
G
∗ (X,A).
However, the compact support assumption may be too much to ask for in
some situations; for instance, when G is not compact. In this case, we gain
a fair amount by simply imposing the arbitrary disjoint union property.
Definition 2.6. The generalized equivariant homology theory (HG∗ , ∂∗) satis-
fies the arbitrary disjoint union property if for any indexing set A and
any collection of G–pairs {(Xα, Aα)}α∈A, the map Σ∗ : ⊕α∈AH
G
∗ (Xα, Aα) →
HG∗ (X,A) is an isomorophism. Here X
.
=
∑
α∈AXα and A
.
=
∑
α∈AAα, and
Σ∗ is uniquely defined by the requirement that it coincides with H
G
∗ (Xα, Aα)→
HG∗ (X,A) on summands H
G
∗ (Xα, Aα).
Proposition 2.7 (Direct limits). Let (X,A) be a G–pair, and let C denote
the directed set of all compact G–pairs contained in (X,A). If (HG∗ , ∂∗) has
compact supports, then the inclusion maps (Y,B) → (X,A) induce an iso-
morphism lim(Y,B)∈C H
G
∗ (Y,B)
∼= HG∗ (X,A).
The converse of this statement is also true; the proofs of both statements
are the same as that of theorem 13 of chapter 4, section 8, in [Spa].
Theorem 2.8 (Arbitrary disjoint unions). If a generalized equivariant ho-
mology theory has compact supports, then it satisfies the arbitrary disjoint
union property.
Proof. For any compact pair (Y,B) ⊆ (X,A), Y =
∑
α∈A(Y ∩ Xα) and
A =
∑
α∈A(B ∩ Aα) are necessarily finite sums. Thus in the commutative
diagram:
⊕α∈AH
G
∗ (Y ∩Xα, B ∩Aα) −−−→ H
G
∗ (Y,B)y y
⊕α∈AH
G
∗ (Xα, Aα) −−−→ H
G
∗ (X,A),
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the top horizontal arrow is an isomorphism by proposition 2.4. The theorem
now follows from propostition 2.7 by taking direct limits over compact pairs
(see theorem 4.13 of chapter VII in [ES]).
3 Reduced homology
Analogous with the non–equivariant case, a pointed G–space is a pair (X, x0)
where X is a G–space and x0 ∈ X is a distinguished point (the base point).
A morphism f : (X, x0)→ (Y, y0) of pointed G–spaces is an equivariant map
that preserves base points: f(x0) = y0. We do not assume that the base
point is fixed by the G–action; that is, a morphism f of G–pairs induces an
equivariant map of orbits f : Gx0 → Gy0, and hence an equivariant map of
G–pairs f : (X,Gx0)→ (Y,Gy0).
Definition 3.1. The reduced homology of a pointed G–space (X, x0) is
defined to be H¯G∗ (X, x0)
.
= HG∗ (X,Gx0). If f : (X, x0) → (Y, y0) is a mor-
phism of pointed G–spaces, then H¯G∗ (f) : H¯
G
∗ (X, x0) → H¯
G
∗ (Y, y0) is defined
to be the homomorphism HG∗ (f) : H
G
∗ (X,Gx0)→ H
G
∗ (Y,Gy0).
The following properties of reduced homology are immediate from the
corresponding properties in non–reduced homology.
Theorem 3.2. If f : (X, x0) → (Y, y0) and g : (Y, y0) → (Z, z0) are mor-
phisms of pointed G–spaces, then H¯G∗ (g ◦ f) = H¯
G
∗ (g) ◦ H¯
G
∗ (f).
Theorem 3.3. If (X,A) is a G–pair with A 6= ∅, then for any a0 ∈ A, there
is a long exact sequence
H¯Gn (A, a0)→ H¯
G
n (X, a0)→ H
G
n (X,A)
∂¯n−→ H¯Gn−1(A, a0)
(all maps induced by the corresponding maps in nonreduced homology).
Theorem 3.4. If f : (X,A)→ (Y,B) is an equivariant map of G–pairs and
a0 ∈ A, b0 ∈ B such that f(a0) = b0, then f induces a homomorphism of long
exact sequences
H¯Gn (A, a0) −−−→ H¯
G
n (X, a0) −−−→ H
G
n (X,A)
∂¯n−−−→ H¯Gn−1(A, a0)
H¯Gn (f)
y H¯Gn (f)y HGn (f)y H¯Gn−1(f)y
H¯Gn (B, b0) −−−→ H¯
G
n (Y, b0) −−−→ H
G
n (Y,B)
∂¯n−−−→ H¯Gn−1(B, b0).
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A G–homotopy of pointed G–spaces (X, x0) and (Y, y0) is an equivariant
map F : (X,Gx0) × [0, 1] → (Y,Gy0) of G–pairs (where [0, 1] is given the
trivial G–action) such that F (x0, t) = y0 for all t ∈ [0, 1].
Theorem 3.5. If f, g : (X, x0) → (Y, y0) are G–homotopic maps of pointed
G–spaces, then H¯G∗ (f) = H¯
G
∗ (g).
In nonequivariant homology, one has the luxury of equating reduced ho-
mology with the kernel of the homology functor applied to the augmenta-
tion map. In the equivariant case, the augmentation map is required to be
equivariant, which places a severe restriction on the spaces involved. That
is, if X is a G–space and x0 ∈ X , then equivariance of the constant map
ǫ : X → {x0} requires that x0 be fixed by the G–action. However, if we
are willing to restrict our consideration to such spaces, we will still have the
equality H¯G∗ (X, x0) = kerH
G
∗ (ǫ), as we now demonstrate in a somewhat more
general context.
Suppose that Y is a H–space, where H ≤ G. Recall (as in [Br2], for
instance) that the balanced product G×H Y is the quotient of the Cartesian
product G × Y by the H–action h · (g, y)
.
= (gh, h−1y); the equivalence
class of the point (g, y) is denoted [g, y], and there is a well–defined G–
action given by g′ · [g, y] = [g′g, y]. Moreover, given an equivariant map of
H–spaces f : X → Y , we have an induced equivariant map of G–spaces
G×H f : G×H X → G×H Y given by (G×H f)[g, x]
.
= [g, f(x)].
Under suitable hypotheses on X and G, it can be show that the existence
of an equivariant map χ : X → Gx0 implies that X can be identified with a
balanced product G ×H Y for some H ≤ G and H–space Y , and the point
x0 corresponds under this identification to a point [e, y0] with y0 ∈ Y having
trivial H–action. For instance, in the case when X is Hausdorff and G is
compact, see propositions 4.1 of chapter I and 3.2 of chapter II in [Br2].
Theorem 3.6. Suppose H ≤ G, and (Y, y0) is a pointed H–space with y0
having trivial H–action. If ǫ(Y,y0) : Y → {y0} is the constant map, then
kerHG∗ (G×H ǫ(Y,y0))→ H¯
G
∗ (G×H Y, [e, y0])
is an isomorphism. Moreover, if f : (Y, y0) → (Z, z0) is a morphism of
pointed H–spaces, then the following diagram commutes:
kerHG∗ (G×H ǫ(Y,y0)) −−−→ H¯
G
∗ (G×H Y, [e, y0])
HG
∗
(G×Hf)
y yH¯G∗ (G×Hf)
kerHG∗ (G×H ǫ(Z,z0)) −−−→ H¯
G
∗ (G×H Z, [e, z0]).
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Proof. Set X
.
= G×H Y and x0
.
= [e, y0], and π
.
= G×H ǫ(Y,y0). The inclusion
i : Gx0 → X is such that π ◦ i = id . Therefore, we have an epimorphism of
long exact sequences:
HGn (Gx0) −−−→ H
G
n (X) −−−→ H
G
n (X,Gx0)
∂n−−−→ HGn−1(Gx0)
HGn (pi)
y HGn (pi)y HGn (pi)y HGn−1(pi)y
HGn (Gx0) −−−→ H
G
n (Gx0) −−−→ H
G
n (Gx0, Gx0)
∂n−−−→ HGn−1(Gx0).
By lemma 8.8 of chapter I in [ES], the kernel of this sequence is also a long
exact sequence. However, the kernel of the vertical arrow on the each end
is trivial, since each map is an isomorphism; the kernel of the vertical arrow
second from the left is kerHG∗ (π), and that of the third arrow from the left
is HG∗ (X,Gx0) = H¯
G
∗ (X, x0), since H
G
∗ (Gx0, Gx0) = 0.
For the second statement of the theorem, we only need to show that
kerHG∗ (G ×H f) maps kerH
G
∗ (π) to kerH
G
∗ (π
′), where π′
.
= G ×H ǫ(Z,z0).
However, since f(y0) = z0, we have that ǫ(Z,z0) ◦f = f ◦ ǫ(Y,y0). Consequently,
HG∗ (π
′) ◦ HG∗ (G×H f) = H
G
∗ (G×H f) ◦ H
G
∗ (π). The theorem follows.
4 Associated homology of a filtration
Let us assume that there exists a G–filtration {Xk}k∈Z of the G–pair (X,A);
that is, X = ∪k∈ZXk, where for each k ∈ Z, Xk is a G–subspace of X with
Xk ⊆ Xk+1, and Xk = A if k < 0.
Lemma 4.1. If {Xk}k∈Z is a G–filtration of (X,A), then the following com-
position is trivial:
HGn (Xp, Xp−1)
∂n−→ HGn−1(Xp−1, Xp−2)
∂n−1
−−−→ HGn−2(Xp−2, Xp−3).
The proof of this lemma is the usual one, see the proof of theorem 6.2 of
chapter III of [ES]. We may thus make the following definition.
Definition 4.2. Let {Xk}k∈Z be a G–filtration of the G–pair (X,A). For
each integer q, define
AqC
G
p (X,A)
.
= HGp+q(Xp, Xp−1). (1)
In addition, define
Aq∂p : AqC
G
p (X,A)→ AqC
G
p−1(X,A) (2)
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to be equal to the boundary map of the triple (Xp, Xp−1, Xp−2). The q–th
associated equivariant homology of the filtration of (X,A) is then
defined to be the homology
AqH
G
∗ (X,A)
.
= H
(
AqC
G
∗ (X,A),Aq∂∗
)
. (3)
of the chain complex
(
AqC
G
∗ (X,A),Aq∂∗
)
.
Later we will give more explicit formulae for the cells and boundary maps
in the case where the filtration is by the skeleta of a simplicial G–complex.
5 Homology spectral sequence
For this section, suppose that we are given a G–filtration {Xk}k∈Z of the G–
pair (X,A). We define an exact couple D = D∗,∗ and E = E∗,∗ of bigraded
R–modules as follows. For all p, q ∈ Z, we set
Dp,q
.
= HGp+q(Xp, A) and Ep,q
.
= HGp+q(Xp, Xp−1). (4)
We also define R–module homomorphisms
i : Dp,q → Dp+1,q−1, j : Dp,q → Ep,q, k : Ep,q → Dp−1,q, (5)
where i is induced by (Xp, A)→ (Xp+1, A), j by (Xp, A)→ (Xp, Xp−1), and
k is the boundary map of the triple (Xp, Xp−1, A). That D and E form an
exact couple is simply a restatement of proposition 2.1.
Lemma 5.1. The differential d
.
= j ◦ k of the exact couple defined by (4)
and (5) is equal to the boundary map in the exact sequence of the triple
(Xp, Xp−1, Xp−2):
d : Ep,q = H
G
p+q(Xp, Xp−1)
∂p+q
−−→ HGp+q−1(Xp−1, Xp−2) = Ep−1,q.
Proof. Let n
.
= p+ q. From the definition of the boundary map of the triple
(Xp, Xp−1, A), we may decompose d = j ◦ k as
HGn (Xp, Xp−1)
∂n−→ HGn−1(Xp−1)→ H
G
n−1(Xp−1, A)→ H
G
n−1(Xp−1, Xp−2).
By functoriality, the composition of the two arrows on the right is equal to
HGn−1(Xp−1) → H
G
n−1(Xp−1, Xp−2); thus the above composition is also equal
to the boundary map of the triple (Xp, Xp−1, Xp−2).
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Recall (as in [Rot] chapter 11, for instance) that an exact couple induces
a spectral sequence. Specifically, D1p,q
.
= Dp,q and E
1
p,q
.
= Ep,q, i
1 .= i, j1
.
= j,
k1
.
= k, and d1
.
= j1 ◦ k1; and for r > 1, Drp,q
.
= i(Dr−1p−1,q+1),
Erp,q
.
=
ker{dr−1 : Er−1p,q → E
r−1
p−r+1,q+r−2}
im{dr−1 : Er−1p+r−1,q−r+2 → E
r−1
p,q }
, (6)
ir is induced by ir−1, jr is induced by jr−1 ◦ i−1, kr is induced by kr−1, and
dr
.
= jr ◦ kr. In particular, ir, jr, kr, and dr have respective bi–degrees
(1,−1), (1− r, r − 1), (−1, 0), and (−r, r − 1).
We will show that the spectral sequence induced by the exact couple in
(4) and (5) converges to the filtration in homology defined by
ΦsHGn (X,A)
.
= im{HGn (Xs, A)→ H
G
n (X,A)} (7)
for all integers s. However, we will need to make a mild assumption.
Definition 5.2. A G–filtration {Xp}p∈Z of the G–pair (X,A) is homolog-
ically stable with respect to the generalized equivariant homology theory
(HG∗ , ∂∗) if for every n ∈ Z, there exists pn ∈ Z such that H
G
n (Xp, A) →
HGn (X,A) is an isomorphism for all integers p ≥ pn.
If the G–filtration is stable, that is, if Xs = X for sufficiently large s,
then it is evidently homologically stable.
Lemma 5.3. If {Xp}p∈Z is homologically stable, then {Φ
sHGn (X,A) | s ∈ Z}
is a bounded filtration of HGn (X,A).
Proof. The filtration is bounded below: ΦsHGn (X,A) = 0 for s < 0, since
Xs = A for such s. It is also bounded above: Φ
sHGn (X,A) = H
G
n (X,A) for
all sufficiently large s, by hypothesis.
Theorem 5.4. Suppose that {Xp}p∈Z is a homologically stable G–filtration of
X. The spectral sequence induced by the exact couple in (4) and (5) converges
to the filtration (7) of HG∗ (X,A), and we have E
2
p,q = AqH
G
p (X,A).
Proof. The identification of the E2 term and the associated homology of a
filtration is implied by lemma 5.1. For convergence, the basic argument is a
modification of that of theorem 11.13 in [Rot]. Specifically, fix p, q and set
n
.
= p+ q. Consider the exact sequence (for any r):
Drp+r−2,q−r+2
ir
−→ Drp+r−1,q−r+1
jr
−→ Erp,q
kr
−→ Drp−1,q. (8)
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Since Drp+r−1,q−r+1 = i
(r−1)(Dp,q) = im{H
G
n (Xp, A) → H
G
n (Xp+r−1, A)}, we
have that Drp+r−1,q−r+1
∼= ΦpHGn (X,A) for sufficiently large r. The same
argument also gives Drp+r−2,q−r+2
∼= Φp−1HGn (X,A) for sufficiently large r.
Moreover, since Xs = A for s < 0, we also have D
r
p−1,q = i
(r−1)(Dp−r,q+r−1) =
0 for sufficiently large r. Consequently, the exact sequence in (8) implies that
Erp,q
∼= ΦpHGn (X,A)/Φ
p−1HGn (X,A).
Next, we show that for fixed n = p+q and sufficiently large r, Erp,q = E
r+1
p,q ;
so that E∞p,q = E
r
p,q. Indeed for large r, k
r(Erp,q) = 0, by the above reasoning;
whence dr(Erp,q) = 0. Furthermore, we have the exact sequence
Drp+2r−2,q−2r+3
ir
−→ Drp+2r−1,q−2r+2
jr
−→ Erp+r,q−r+1.
Again by the above reasoning, we have Drp+2r−2,q−2r+3
∼= Φp+r−1HGn+1(X,A),
and Drp+2r−1,q−2r+2
∼= Φp+rHGn+1(X,A); thus boundedness of the filtration
implies that ir is an isomorphism for large r. Therefore, jr(Drp+2r−1,q−2r+2) =
0; and thus dr(Erp+r,q−r+1) = 0. Consequently, E
r+1
p,q = E
r
p,q.
6 Equivariant singular homology
The equivariant generalization of singular homology is defined in [Bro¨] and
in [Ill]. We give a brief account of its construction, albeit with modified
notation.
6.1 Coefficient systems
As in [Br1], one defines the category of canonical G–orbits to be the cate-
gory O(G) whose objects are the left cosets of G, and whose morphisms are
equivariant maps between these cosets. From [Arf], we have the following.
Proposition 6.1. Every morphism of O(G) is continuous.
In the following, we will make use of the following morphisms in O(G):
if H ≤ G and g ∈ G, we define
µ(g,H) : G/Hg → G/H, µ(g,H)(eHg)
.
= gH
(extended equivariantly). Here Hg denotes the conjugate of H by g: Hg
.
=
{ghg−1 | h ∈ H}. When the subgroup H can be discerned from context, we
will write µg instead of µ(g,H). Also, if H ≤ K ≤ G, then we define
κ(K,H) : G/H → G/K, κ(K,H)(eH)
.
= eK
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(extended equivariantly). When the subgroups H,K can be deduced from
context, we simply write κ instead of κ(K,H).
Lemma 6.2. The maps µ(g,H) and κ(K,H) are well–defined, equivariant,
continuous, and satisfy (i) if gH = g′H, then µ(g,H) = µ(g′, H), (ii) µ(g,H)
is a homeomorphism with µ(g,H)−1 = µ(g−1, Hg), (iii) if H ≤ K ≤ L ≤ G,
then κ(L,K) ◦ κ(K,H) = κ(H,L), (iv) µ(g,H) ◦ µ(g′, Hg
′
) = µ(g′g,H), and
(v) if H ≤ K, then µ(g,K) ◦ κ(Kg, Hg) = κ(K,H) ◦ µ(g,H).
Proof. Since (ghg−1)gH = gH , µ(g,H) is well–defined; and since H ≤ K,
κ(K,H) is also well–defined. Both maps are a priori equivariant, and by
proposition 6.1, continuous. Properties (i) and (iv) follow from the fact
Hg1g2 = (Hg2)g1; the other properties follow by computation.
A covariant R–coefficient system for G is a covariant functor M from
O(G) to the category of left R–modules and linear maps. Note that ifH ≤ G,
then M(µg) : M(G/H
g)→M(G/H) is an isomorphism for any g ∈ G. Now
given a G–set S, the orbit [s]
.
= Gs of s ∈ S can be identified setwise with
the the coset G/Gs, where Gs is the stabilizer subgroup of s. However,
this identification depends on the choice of orbit representative s; indeed, if
s′ = gs, then Gs′ = G
g
s. To avoid this dependence, we make the following
definition.
Definition 6.3. Let S be a G–set and M a covariant R–coefficient system
for G. For s ∈ S, we define the orbit module to be
M[s]
.
=

 ⊕
gGs∈G/Gs
M(G/Ggs)⊗R R{gs}

 /JM[s],
where JM[s] is defined to be the submodule generated by all elements of the
form x⊗ gs−M
(
µ(g,Gs)
)
(x)⊗ s, where g ∈ G and x ∈M(G/Ggs).
Here R{gs} denotes the free R–module with generator gs ∈ S; its usage is
merely to provide a convenient indexing scheme. We use square brackets to
denote elements of M[s]; i.e., we write [x⊗ gs] instead of x⊗ gs+ JM[s].
Lemma 6.4. If [s′] = [s], then M[s′] = M[s].
Proof. Suppose s′ = gs. It suffices to show JM[s
′] = JM[s], for which in
turn, it suffices to show JM[s
′] ⊆ JM[s]. Define ω(x1, g1)
.
= x1 ⊗ g1s −
M(µg1)(x1)⊗s ∈ JM[s]. One then computes that x
′⊗g′s′−M(µg′)(x
′)⊗s′ =
ω(x′, g′g)− ω(M(µg′)(x
′), g).
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Lemma 6.5. The map M(G/Ggs) → M[s] given by x 7→ [x ⊗ gs] is an
isomorphism for any g ∈ G and s ∈ S.
Proof. By lemma 6.4, we may assume g = e. Injectivity follows from the
fact that x ⊗ s 6∈ JM[s] unless x = 0. Surjectivity follows from the identity
[x′ ⊗ g′s] = [M(µg′H)(x
′)⊗ s].
The orbit module allows us to extend a given covariant coefficient system
M for G to a covariant functor from the category of G–sets and equivariant
maps to the category of left R–modules and linear maps.
Definition 6.6. Suppose M is a covariant R–coefficient system for G. De-
fine M(∅) = 0. For a G–set S 6= ∅, define
M(S)
.
=
⊕
[s]⊆S
M[s]
(the sum is over orbits [s] of S). Moreover, if S, S ′ are G–sets and f : S → S ′
is equivariant, then define
M(f) : M(S)→M(S ′)
by extending M(f)([x ⊗ s])
.
= [M
(
κ(Gf(s), Gs)
)
(x) ⊗ f(s)] linearly, where
s ∈ S and x ∈M(G/Gs).
That M(f) is independent of the choice of orbit representative s follows
from lemma 6.2 and functoriality of M, as does the following.
Theorem 6.7. Suppose M is a covariant coefficient system. If S is a G–set,
then M(idS) is the identity. Moreover, if f : S → S
′ and f ′ : S ′ → S ′′ are
equivariant maps of G–sets, then M(f ′ ◦ f) = M(f ′) ◦M(f).
A generalized equivariant homology theory (HG∗ , ∂∗) induces a covariant
coefficient system by restricting HG∗ to O(G). However if X is a G–space
and x ∈ X , we potentially need to distinguish between the homology module
HG∗ ([x]) and the orbit module H
G
∗ [x]. These two modules are isomorphic in
the case when G is a compact Lie group and X is Hausdorff, for then the
quotient space G/Gx and the subspace [x] are equivariantly homeomorphic
(see proposition 4.1 of chapter 1 in [Br2]), and lemma 6.5 applies. On the
other hand, if G is not compact Lie, then the two modules need not coincide.
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6.2 Equivariant singular homology
Given a space X , we let Sn(X) denote the set of all singular n–simplices: the
set of all (continuous) maps σ : ∆n → X , where ∆n denotes the standard
n–simplex. In particular when n < 0, we have Sn(X) = ∅. If X is a G–space,
then Sn(X) is a G–set, where gσ : ∆n → X is the map (gσ)(x)
.
= g(σ(x)).
Let ∆
(k)
n denote the k–th face of ∆n; and if σ is a singular n–simplex,
we let σ(k) : ∆n−1 → X denote the composition of the identification map
∆n−1 → ∆
(k)
n followed by σ. Each map ∂
(k)
n : Sn(X) → Sn−1(X), with
∂
(k)
n (σ)
.
= σ(k), is equivariant; so we may make the following definition.
Definition 6.8. If X is a G–space and M is a covariant coefficient system,
we define for each integer n
SGn (X ;M)
.
= M(Sn(X)),
and the graded R–module SG∗ (X ;M)
.
= ⊕n∈ZSn(X ;M). In addition, we de-
fine the map
∂n : S
G
n (X ;M)→ S
G
n−1(X ;M)
by ∂n
.
=
∑n
k=0(−1)
kM(∂
(k)
n ).
As in the nonequivariant case, one verifies that ∂n−1 ◦ ∂n = 0. Moreover,
if (X,A) is a G–pair, then SGn (A;M) is necessarily a summand of S
G
n (X ;M),
and ∂n(S
G
n (A;M)) ⊆ S
G
n−1(A;M).
Definition 6.9. If (X,A) is a G–pair, and M is a covariant coefficient
system, we define SG∗ (X,A;M)
.
= SG∗ (X ;M)/S
G
∗ (A;M), and we define ∂∗ :
SG∗ (X,A;M) → S
G
∗−1(X,A;M) to be the map induced by ∂∗ : S
G
∗ (X ;M) →
SG∗−1(X ;M) under this quotient. We then define the equivariant singular
homology of (X,A) to be the R–module
HG∗ (X,A;M)
.
= H(SG∗ (X,A;M), ∂∗);
i.e., the homology of the chain complex (SG∗ (X,A;M), ∂∗).
In particular, HGn (X,A;M) is trivial for n < 0. From [Bro¨] (in the case
G is discrete) and [Ill] (in the general case), we have the following.
Proposition 6.10. Equivariant singular homology (HG∗ , ∂∗) with coefficients
in a covariant coefficient system M is a generalized equivariant homology
theory. Moreover when restricted to O(G), HGn is trivial if n 6= 0, and can
be naturally identified with M otherwise.
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That is, there are isomorphisms iH : H
G
0 (G/H ;M)→M(G/H) for each H ≤
G such that if η : G/H → G/K is equivariant, then M(η) ◦ iH = iK ◦H
G
0 (η).
Theorem 6.11. Equivariant singular homology satisfies the arbitrary sum
property.
Proof. Let {(Xα, Aα)}α∈A be a collection of G–pairs, and set X
.
=
∑
α∈AXα
and A
.
=
∑
α∈AAα. From definitions 6.6, 6.8, and 6.9, we may make the iden-
tification SG∗ (X,A;M) = ⊕α∈AS
G
∗ (Xα, Aα;M); and under this identification,
∂∗ = ⊕α∈A∂
α
∗ , where ∂
α
∗
.
= ∂∗ : S
G
∗ (Xα, Aα;M)→ S
G
∗−1(Xα, Aα;M).
Theorem 6.12. If G is compact, then equivariant singular homology has
compact supports.
Proof. Let (X,A) be a G–pair. Note that G/H is compact for any H ≤
G, and the orbit under G of the image of any singular simplex of X is
also compact. For y ∈ SG∗ (X ;M), let X(y) denote the union of all orbits
G · im(σ), where [xσ⊗σ] is a nonzero summand of y for some σ ∈ S∗(X) and
xσ ∈ M(G/Gσ); observe that X(y) is compact. Given x ∈ H
G
n (X,A;M),
represent x by some y ∈ SGn (X ;M) and take Xc
.
= X(y), Ac
.
= X(∂y).
7 Homology of an equivariant simplex
Most of the ideas and proofs in this section are equivariant generalizations
of those given in [ES], chapter III, sections 3 and 4.
Let s denote an ordered p–simplex with vertices v0 < v1 < · · · < vp. We
let sk denote the k–th face of s: the ordered (p− 1)–simplex with the vertex
vk omitted. Also, we let sˆk denote the simplicial subcomplex of s obtained
by removing the interior of sk from ∂s; that is, sˆk is the union of all l–faces
of s, with l 6= k. The G–action on the equivariant simplex G/H × s (with
H ≤ G) will always be on the first factor only: g · (g′H, x) = (gg′H, x).
Lemma 7.1. If H ≤ G, p ≥ 1, and 0 ≤ k ≤ p, then the map
[s : sk]
H
∗ : H
G
∗ (G/H × s,G/H × ∂s)→ H
G
∗−1(G/H × sk, G/H × ∂sk),
defined as the composition
HG∗ (G/H × s,G/H × ∂s)
∂∗−→ HG∗−1(G/H × ∂s,G/H × sˆk)
← HG∗−1(G/H × sk, G/H × ∂sk),
is an isomorphism.
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Proof. (G/H × sk, G/H × ∂sk) → (G/H × ∂s,G/H × sˆk) induces an iso-
morphism in homology by strong excision. Moreover, since G/H × sˆk is an
equivariant strong deformation retract of G/H × s, ∂∗ is an isomorphism by
the long exact sequence of the triple (G/H × s,G/H × ∂s,G/H × sˆk).
Lemma 7.2. Suppose f : s → s′ is a simplicial map of p–simplices and
η : G/H → G/K is equivariant. If there exists k, l with f(sˆk) = sˆ
′
l and
f(sk) = s
′
l, then H
G
∗−1(η × f) ◦ [s : sk]
H
∗ = [s
′ : s′l]
K
∗ ◦ H
G
∗ (η × f).
Proof. This follows from lemma 7.1 and the following commutative diagram.
HG∗ (G/H × s,G/H × ∂s)
HG
∗
(η×f)
−−−−−→ HG∗ (G/K × s
′, G/K × ∂s′)
∂∗
y ∂∗y
HG∗−1(G/H × ∂s,G/H × sˆk)
HG
∗−1(η×f)
−−−−−−→ HG∗−1(G/K × ∂s
′, G/K × sˆ′l)x x
HG∗−1(G/H × sk, G/H × ∂sk)
HG
∗−1(η×f)
−−−−−−→ HG∗−1(G/K × s
′
l, G/K × ∂s
′
l).
Indeed, the square on the top commutes by naturality of the long exact
sequence of a triple, and the square on the bottom by functoriality.
Theorem 7.3. Suppose H ≤ G, s is a p–simplex, and π : G/H × s→ G/H
is the projection map. The map
ζ(H, s)∗ : H
G
∗ (G/H × s,G/H × ∂s)→ H
G
∗−p(G/H)
defined inductively by
ζ(H, s)∗
.
=
{
HG∗ (π) if p = 0
(−1)pζ(H, sp)∗−1 ◦ [s : sp]
H
∗ if p > 0
(9)
is an isomorphism.
Proof. When p = 0, π is an equivariant homeomorphism; the result then
follows by induction and lemma 7.1.
Lemma 7.4. If f : s → s′ is an order–preserving simplicial map of p–
simplices and η : G/H → G/K is equivariant, then ζ(K, s′)∗ ◦ H
G
∗ (η × f) =
HG∗−p(η) ◦ ζ(H, s)∗.
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Proof. For p = 0, the statement of the theorem follows by functoriality and
the identity π ◦ (η× f) = η ◦ π. For p > 0, f(sp) = s
′
p and f(sˆp) = sˆ
′
p, as f is
order–preserving; induction in conjunction with lemma 7.2 and equation (9)
thus yield the theorem.
Lemma 7.5. If ρ : s → s is a simplicial map that exchanges exactly two
vertices, then HG∗ (id×ρ) : H
G
∗ (G/H×s,G/H×∂s)→ H
G
∗ (G/H×s,G/H×∂s)
is multiplication by −1.
Proof. Consider the case p = 1; that is, ∂s = {v0, v1}. For k = 0, 1, let
ik : G/H → G/H × ∂s be the map ik(gH)
.
= (gH, vk), and πk : G/H × ∂s→
G/H × {vk} the map πk(gH, v)
.
= (gH, vk). Now by proposition 2.4, we
have an isomorphism S∗ : H
G
∗ (G/H) ⊕ H
G
∗ (G/H) → H
G
∗ (G/H × ∂s) given
by S∗(x, y) = H
G
∗ (i0)(x) + H
G
∗ (i1)(y). Since πk ◦ ik′ = ik, one computes
that HG∗ (πk) ◦ S∗(x, y) = H
G
∗ (ik)(x + y). Thus kerH
G
∗ (πk) is the image of
{(x,−x) | x ∈ HG∗ (G/H)} under S∗. Further, since (id × ρ) ◦ ik = ik′, where
k′ = 1, 0 when k = 0, 1, one computes HG∗ (id × ρ) ◦ S∗(x,−x) = −S∗(x,−x).
That is, the vertical arrow on the left in the diagram
kerHG∗−1(π0)
(∼=)
−−−→ H¯G∗−1(G/H × ∂s, v0)
∂¯∗←−−− HG∗ (G/H × s,G/H × ∂s)yHG∗−1(id×ρ) yHG∗−1(id×ρ) yHG∗−1(id×ρ)
kerHG∗−1(π1)
(∼=)
−−−→ H¯G∗−1(G/H × ∂s, v1)
∂¯∗←−−− HG∗ (G/H × s,G/H × ∂s)
is multiplication by −1. The above diagram commutes: the square on the
left by theorem 3.6 (since s has trivial H–action, G ×H s = G/H × s), the
square on the right by theorem 3.4. However, since G/H × s is contractible,
∂¯∗ is an isomorphism; and the lemma follows when p = 1.
In the case p > 1, there is a vertex vk such that ρ(vk) = vk. Therefore,
ρ(sˆk) = sˆk and ρ(sk) = sk. Thus by lemma 7.2, H
G
∗−1(G/H × ρ) ◦ [s : sk]
H
∗ =
[s : sk]
H
∗ ◦ H
G
∗ (G/H × ρ), and −[s : sk]
H
∗ = [s : sk]
H
∗ ◦ H
G
∗ (G/H × ρ) follows
inductively. Since [s : sk]
H
∗ is an isomorphism, we are done.
Theorem 7.6. If s is a p–simplex, φ : s → s is a simplicial map that
permutes the vertices, and η : G/H → G/K is G–equivariant, then ζ(K, s)∗◦
HG∗ (η × φ) = (signφ)H
G
∗−p(η) ◦ ζ(H, s)∗.
Proof. Let i : s → s and j : G/H → G/H denote the identity maps.
Since η × φ = (η × i) ◦ (j × φ), by lemma 7.4, ζ(K, s)∗ ◦ H
G
∗ (η × φ) =
16
ζ(K, s)∗ ◦H
G
∗ (η × i) ◦H
G
∗ (j × φ) = H
G
∗−p(η) ◦ ζ(H, s)∗ ◦H
G
∗ (j × φ). However,
φ is the composition of simplicial reflections, say φ = ρ1 ◦ · · · ◦ ρn; and so
j × φ = (j × ρ1) ◦ · · · ◦ (j × ρn). Hence by lemma 7.5 and functoriality,
HG∗ (j × φ) = (−1)
n = signφ. The theorem now follows.
Theorem 7.7. Suppose s, s′ are ordered p–simplices with respective vertices
v1 < · · · < vp and v
′
1 < · · · < v
′
p, and that f : s → s
′ is a simplicial
map such that f(vk) = v
′
φ(k), 0 ≤ k ≤ p, for some permutation φ. Then
ζ(K, s′)∗ ◦ H
G
∗ (η × f) = (signφ)H
G
∗−p(η) ◦ ζ(H, s)∗ for any equivariant map
η : G/H → G/K.
Proof. Define χ : s → s and ι : s → s′ to be the simplicial maps such that
χ(vk) = vφ(k) and ι(vk) = v
′
k, for 0 ≤ k ≤ p. Then η × f = (i× ι) ◦ (η × χ),
where i : G/K → G/K is the identity, χ permutates the vertices of s with
signχ = sign φ, and ι is order preserving. The statement of the theorem
follows now from functoriality, lemma 7.4, and theorem 7.6.
Theorem 7.8. If H ≤ G and s is a p–simplex, then ζ(H, sk)∗−1 ◦ [s : sk]
H
∗ =
(−1)kζ(H, s)∗.
Proof. If k = p, then this is just equation (9), so we can assume that k < p.
Let ρj denote the reflection of s that exchanges vertices vj and vj+1, but
leaves all other vertices fixed (0 ≤ j < p); and set φ
.
= ρk ◦ ρk+1 ◦ · · · ◦ ρp−1,
so that φ(vi) = vi if 0 ≤ i < k, φ(vk) = vp, and φ(vi) = vi−1 if k < i ≤ p.
Note that signφ = (−1)p−k, φ(sk) = sp, and φ(sˆk) = sˆp. The diagram
HG∗ (G/H × s,G/H × ∂s)
[s:sk]
H
∗−−−−→ HG∗−1(G/H × sk, G/H × ∂sk)
HG
∗
(id×φ)
y HG∗−1(id×φ)y
HG∗ (G/H × s,G/H × ∂s)
[s:sp]H∗−−−−→ HG∗−1(G/H × sp, G/H × ∂sp)
ζ(H,s)∗
y ζ(H,sp)∗−1y
HG∗−p(G/H)
(−1)p
−−−→ HG∗−p(G/H)
commutes: the top square by lemma 7.2, and the bottom square by equa-
tion (9). Now by theorem 7.6, the two vertical arrows on the left can be
identified with (−1)p−kζ(H, s)∗. Moreover, the simplicial map φ : sk →
sp is order–preserving, so by lemma 7.4, the vertical arrows on the right
can be identified with ζ(H, sk)∗−1. Consequently, ζ(H, sk)∗−1 ◦ [s : sk]
H
∗ =
(−1)p(−1)p−kζ(H, s)∗ = (−1)
kζ(H, s)∗.
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8 Homology of a simplicial complex
For the remainder, we assume that G is a locally compact Hausdorff topo-
logical group.
Definition 8.1. Let V be a G–set. An abstract simplicial G–complex is
a collection of finite nonempty subsets S of V satisfying (i) if v ∈ V , then
{v} ∈ S, (ii) if S ∈ S and R ⊆ S, then R ∈ S, (iii) if S ∈ S, then gS ∈ S
for all g ∈ G, and (iv) if S ∈ S and g ∈ GS, then gx = x for all x ∈ S.
Note that an abstract simplicial G–complex is a (nonequivariant) abstract
simplicial complex via conditions (i) and (ii).
We recall the standard construction for the realization of an abstract
simplicial complex in the nonequivariant case. Let RV denote the real vector
space with basis V , and we give it the co–limit topology induced from the
metric topology on finite subspaces. For each abstract simplex S ∈ S, we
form the convex hull |S| ⊆ RV of S. The realization of S is then the
union |S|
.
= ∪S∈S|S|, but with the coherent topology with respect to the
constituent simplices. Observe that the G–action on V extends linearly to
a G–action on |S|. However, this action will not be continuous unless G is
discrete. On the other hand, using this construction, we may now identify
an abstract simplex S ∈ S with its realization |S| ⊆ RV . In the following,
we will use lower case Roman letters to emphasize that we have made this
identification; i.e., we write s ∈ S to mean s = |S| for some S ∈ S.
In [Arf], a construction is given for the realization of an abstract simplicial
G–complex, where G is any locally compact Hausdorff topological group; in
the case when G is finite, the resulting space is equivariantly homeomorphic
to the above realization. We give a brief outline of the construction. As a set,
the realization topG(S) is the quotient of the disjoint union
∑
s∈SG/Gs × s
under the following equivalence relation. For s, t ∈ S, (gsGs, xs) ∈ G/Gs× s
and (gtGt, xt) ∈ G/Gt × t are identified if there exists g ∈ G and r ∈ S such
that xs ∈ r ⊆ s, xt ∈ gr ⊆ t, and g
−1
s gtg ∈ Gr. Let χs : G/Gs × s →
topG(S) be the map induced by inclusion; the image of χs is given the
quotient topology, and topG(S) is given the coherent topology with respect
to all such images.
In this section, we will require the services of the following properties of
topG(S).
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1. With the exception of the Hausdorff axiom1, topG(S) is an equivari-
ant cw–complex with respect to the maps {χs}s∈R, where R is any
collection of orbit representatives for S.
2. χgs = χs ◦
(
µ(g,Gs) × g
−1
)
, where g−1 : gs → s is left multiplication
by g−1. Consequently, χgs and χs have the same images in topG(S).
3. χsk ◦
(
κ(Gsk , Gs)× id
)
= χs|G/Gs × sk for each face sk of s.
In addition, if R is an abstract simplicial G–complex with R ⊆ S, then
topG(R) is a G–subspace of topG(S). Details are provided in [Arf].
We say that X is a simplicial G–complex if it is the realization of
an abstract simplicial G–complex, and we let C∗(X) denote the underlying
abstract simplicial G–complex; i.e., X = topG(C∗(X)). More generally, we
say that (X,A) is a pair of simplicial G–complexes if X and A are simplicial
G–complexes with C∗(A) ⊆ C∗(X). We let Cp(X) denote the collection of
all simplices of X of dimension p, so that C∗(X) = ∪p∈ZCp(X). Note that
Cp(X) is a G–set, as are Cp(A) ⊆ Cp(X) and Cp(X,A)
.
= Cp(X) \ Cp(A).
If (X,A) is a pair of simplicial G–complexes, we may filter by equivariant
cell dimension. That is, since it is an equivariant cw–complex, X is par-
titioned by open equivariant cells χs
(
G/Gs × int(s)
)
of dimension dim(s),
where s is in any collection of orbit representatives in C∗(X). We let X
p
denote the p–skeleton of X : the collection of all open equivariant cells of
dimension q with q ≤ p. The desired filtration is then by sets Xp
.
= Xp ∪A.
In the following discussion, it will be assumed that for each (nonequivari-
ant) simplex s, we have chosen a preferred ordering of its vertices; however,
the vertices of the complex to which s belongs is may or not be (globally)
ordered. Also, it is not assumed that the group action preserves the preferred
vertex ordering; i.e., the vertex ordering of gs, for g ∈ G, induced by that of
s is not necessarily the preferred one. We will let sign(g, s) denote the sign
of any vertex permutation that puts the vertices of gs into preferred order.
8.1 Alternate description of chains and boundaries
Throughout this section, we assume that (H∗, ∂∗) is a generalized equivariant
homology theory that satisfies the arbitrary sum property. In the absence of
this, all of the results will hold for simplicial complexes that have a finite
1If Gs is not a closed subset of G, which it is not assumed to be, G/Gs is not Hausdorff.
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number of equivariant cells in each dimension. Throughout, we let (X,A) be
a pair of simplicial G–complexes.
Lemma 8.2. If R is a collection of orbit representatives for Cp(X,A), then
Θ∗ :
⊕
s∈R
HG∗ (G/Gs × s,G/Gs × ∂s)→ H
G
∗ (Xp, Xp−1),
given by Θ∗(x) = H
G
∗ (χs)(x) for x ∈ H
G
∗ (G/Gs × s,G/Gs × ∂s), is an iso-
morphism.
Proof. The map θ :
∑
s∈R(G/Gs × s,G/Gs × ∂s) → (Xp, Xp−1), defined by
θ|(G/Gs×s,G/Gs×∂s) = χs, induces an isomorphism in homology. Indeed,
G/Gs × ∂s is a equivariant retract of G/Gs × (s \ {sb}), where sb is the
barycenter of s. So by excising G/Gs×∂s from
(
G/Gs×s,G/Gs×(s\{sb})
)
,
θ is the same in homology as the restriction
∑
s∈R
(
G/Gs × int(s), G/Gs × (int(s) \ {sb})
)
θ
−→
⋃
s∈R
(
χs(G/Gs × int(s)), χs(G/Gs × (int(s) \ {sb}))
)
(for more details, see the proof of lemma 39.2 in [Mun]). As this map is an
equivariant homeomorphism, the lemma now follows from theorem 2.8.
Theorem 8.3. If (X,A) is a pair of simplicial G–complexes, then the map
αp,q : H
G
q
(
Cp(X,A)
)
→ AqC
G
p (X,A),
defined by
αp,q([x⊗ gs]) = sign(g, s)H
G
p+q(χgs) ◦ ζ(G
g
s, gs)
−1
p+q(x)
for all x ∈ HGq (G/G
g
s) and s ∈ Cp(X,A), is an isomorphism.
Proof. Set n
.
= p+ q. By lemmas 6.5 and 8.2, and theorem 7.3, we have that
the following sequence of compositions is an isomorphism:
HGq
(
Cp(X,A)
)
← ⊕s∈RH
G
q (G/Gs)
⊕ζ(Gs,s)n
←−−−−−−
⊕σ∈R H
G
n (G/Gs × s,G/Gs × ∂s)
Θ∗−→ HGn (Xp, Xp−1).
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We claim that this is precisely αp,q. Indeed, [x ⊗ gs] = [H
G
q (µg)(x) ⊗ s],
so that [x ⊗ gs] maps to HGn (χs) ◦ ζ(Gs, s)
−1
n ◦ H
G
q (µg)(x) under the above
composition. However,
HGn (χs) ◦ ζ(Gs, s)
−1
n ◦ H
G
q (µg)
= (sign g−1)HGn (χs) ◦ H
G
n (µg × g
−1) ◦ ζ(Ggs, gs)
−1
n
= (sign g−1)HGn (χgs) ◦ ζ(G
g
s, gs)
−1
n
by theorem 7.7 and functoriality. Moreover, sign g−1 = sign(g, s).
Lemma 8.4. Suppose G/H × s is an equivariant p–simplex. If we identify
s with {eH} × s, then the following diagram commutes:
AqC
G
p (G/H × s)
Aq∂p
−−−→ AqC
G
p−1(G/H × s)
αp,q
x αp−1,qx
HGq
(
Cp(G/H × s)
) ∂p
−−−→ HGq
(
Cp−1(G/H × s)
)
,
where for all x ∈ HGq (G/H
g), we have ∂p[x⊗ gs] =
∑p
k=0(−1)
k[x⊗ gsk].
Proof. It suffices to verify the formula for ∂p in the case g = e. We set
X
.
= G/H × s. Since Cp(X) = {gs | gH ∈ G/H} and Cp−1(X) = {gsk |
gH ∈ G/H, 0 ≤ k ≤ p}, linearity implies that we only need to show that
proj k ◦ ∂p[x⊗ s] = (−1)
k[x ⊗ sk], where proj k : H
G
q
(
Cp(X)
)
→ HGq [sk] is the
projection map. Now, Xp = X
p = G/H × s and Xp−1 = X
p−1 = G/H × ∂s.
Set n
.
= p+ q. We claim that in the diagram
HGq
(
Cp(G/H × s)
) αp,q
−−−→ HGn (Xp, Xp−1)
∂p
y Aq∂py
HGq
(
Cp−1(G/H × s)
) αp−1,q
−−−−→ HGn−1(Xp−1, Xp−2)
proj k
y y
HGq [sk]
αp−1,q
−−−−→ HGn−1(G/H × ∂s,G/H × sˆk)∥∥∥ x
HGq [sk]
αp−1,q
−−−−→ HGn−1(G/H × sk, G/H × ∂sk),
(10)
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(i) the bottom two squares commute, and that (ii) the composition of vertical
arrows on the right is equal to [s : sk]
H
n . The formula for ∂p then follows:
αp−1,q ◦ proj k ◦ ∂p([x⊗ s]) = [s : sk]
H
n ◦ αp,q([x⊗ s])
= [s : sk]
H
n ◦ ζ(H, s)
−1
n (x)
= (−1)kζ(H, sk)
−1
n−1(x)
= (−1)kαp−1,q([x⊗ sk]),
by theorems 7.8 and 8.3, and the fact that χs and χsk are both the identity
in this case.
Let us justify claim (i). For the middle square of diagram (10), theorem
8.3 gives
HGn−1(ik) ◦ αp−1,q([x⊗ sl]) = H
G
n−1(ik) ◦ H
G
n−1(χsl) ◦ ζ(H, sl)
−1
n−1(x)
= HGn−1(ik ◦ χsl) ◦ ζ(H, sl)
−1
n−1(x),
where ik : (Xp−1, Xp−2) → (G/H × ∂s,G/H × sˆk) is the inclusion. If l = k,
then this is just αp−1,q([x⊗ sk]). However, if l 6= k, then sl ⊆ sˆk, so that we
can factor ik ◦ χsl as
(G/H × sl, G/H × ∂sl)→ (G/H × sˆk, G/H × sˆk)→ (G/H × ∂s,G/H × sˆk)
(χsl is the inclusion map in this case); hence H
G
∗ (ik ◦ χsl) = 0. The bottom
square in diagram (10) also commutes by theorem 8.3.
To justify claim (ii), we see that the composition of the top two vertical
arrows on the right in diagram (10) is equal to the boundary map
HGn (G/H × s,G/H × ∂s)
∂n−→ HGn−1(G/H × ∂s,G/H × sˆk),
by definition of the boundary map of a triple. The claim now follows from
definition of the incidence map (lemma 7.1).
Theorem 8.5. If (X,A) is a G–pair of simplicial G–complexes, the diagram
AqC
G
p (X,A)
Aq∂p
−−−→ AqC
G
p−1(X,A)
αp,q
x αp−1,qx
HGq
(
Cp(X,A)
) ∂p
−−−→ HGq
(
Cp−1(X,A)
)
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commutes, where for all x ∈ HGq (G/G
g
s) and s ∈ Cp(X,A),
∂p[x⊗ gs] =
p∑
k=0
(−1)k
[
HGq (κ(G
g
sk
, Ggs))(x)⊗ gsk
]
.
Proof. Again, it suffice to assume g = e. We make the abbreviations H
.
= Gs
and n
.
= p+ q. Note that sp−1 = ∂s. The following diagram commutes:
HGn (Xp, Xp−1)
Aq∂p
−−−→ HGn−1(Xp−1, Xp−2)
HGn (χs)
x xHGn−1(χs)
HGn (G/H × s,G/H × ∂s)
∂n−−−→ HGn−1(G/H × ∂s,G/H × s
p−2)
αp,q
xζ(H,s)−1n xαp−1,q
HGq [s]
∂p
−−−→ ⊕pk=0H
G
q [sk].
Indeed, the top square commutes by proposition 2.1, and the bottom square
commutes by lemma 8.4. Thus we have
Aq∂p ◦ αp,q([x⊗ s]) = Aq∂p ◦ H
G
n (χs) ◦ ζ(H, s)
−1
n (x)
= HGn−1(χs) ◦ αp−1,q ◦ ∂p[x⊗ s]
=
p∑
k=0
(−1)kHGn−1(χs) ◦ αp−1,q([x⊗ sk])
=
p∑
k=0
(−1)kHGn−1(χs) ◦ ζ(H, sk)
−1
n−1(x),
since χsk : (G/H×sk, G/H×∂sk)→ (G/H×∂s,G/H×s
p−2) is the inclusion.
Set Hk
.
= Gsk and κk
.
= κ(Hk, H), and let i : (s, ∂s) → (Xp, Xp−1) denote
the inclusion map. Since H ≤ Hk, one sees that χsk ◦ (κk × i) = χs when
restricted to (G/H × sk, G/H × ∂sk). Thus, by lemma 7.4,
Aq∂p ◦ αp,q([x⊗ σ]) =
p∑
k=0
(−1)kHGn−1(χsk) ◦ H
G
n−1(κk × i) ◦ ζ(H, sk)
−1
n−1(x)
=
p∑
k=0
(−1)kHGn−1(χsk) ◦ ζ(Hk, sk)
−1
n−1 ◦ H
G
q (κk)(x)
=
p∑
k=0
(−1)kαp−1,q([H
G
q (κk)(x)⊗ sk]).
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Theorem 8.6. If (X,A) is a G–pair of simplicial G–complexes, then we
have AqH
G
p (X,A)
∼= A0H
G
p (X,A;H
G
q ).
Proof. By proposition 6.10, HG0 (with coefficients in H
G
q understood) and
HGq define equivalent covariant coefficient systems upon restriction to O(G).
In particular, HG0
(
Cp(X,A);H
G
q
)
= HGq
(
Cp(X,A)
)
. That is, the associated
chains for (HG∗ , ∂∗) and (H
G
∗ , ∂∗) are isomorphic by theorem 8.3. Furthermore
by theorem 8.5, under this isomorphism the boundary maps are identical
since [HGq (κ(Gsk , Gs))(x)⊗ sk] = [H
G
0 (κ(Gsk , Gs);H
G
q )(x)⊗ sk].
8.2 Consequences of the spectral sequence
As in the previous subsection, we assume that we are given a G–pair (X,A)
of simplicial G–complexes, and that the generalized equivariant homology
theory (HG∗ , ∂∗) satisfies the arbitrary sum property, or that X (hence A) is
finite in each dimension. In addition, to make use of the spectral sequence,
we must also assume that (X,A) is homologically stable; that is, the G–
filtration {Xp
.
= Xp ∪ A}p∈Z is homologically stable. This is necessarily the
case if (X,A) is finite dimensional; in the next subsection, we will give criteria
under which this is the case for the infinite dimensional case.
Theorem 8.7. If M is a covariant coefficient system and (X,A) is a G–pair
of simplicial G–complexes, then
HGn (Xp, Xp−1;M)
∼=
{
M(Cp(X,A)) if n = p,
0 if n 6= p.
Proof. This follows from theorem 8.3 and proposition 6.10.
Theorem 8.8. Suppose (X,A) is a G–pair of simplicial G–complexes that
is stable with respect to equivariant singular homology, and that M is a coef-
ficient system. Then HGn (X,A;M)
∼= A0H
G
n (X,A;M).
Proof. By theorem 5.4, the spectral sequence (4) converges with E2p,q =
AqH
G
p (X,A;M). However by theorem 8.7, E
1
p,q = 0 if q 6= 0. So by di-
mensional considerations, the spectral sequence collapses at the E2–term.
Moreover by theorem 8.7 and the exact sequence of the triple (Xr, Xr−1, A),
we have (i) HGp (Xr, A;M)
∼= HGp (Xr−1, A;M) for all r 6= p, p + 1, and
(ii) HGp (Xp, A;M) → H
G
p (Xp+1, A;M) is an epimorphism. By induction,
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(i) yields HGp (Xp−1, A;M)
∼= HGp (A,A;M) = 0. Therefore, in the nota-
tion of section 5, we have φp−1HGp (X,A;M) = 0. From (i) we also have
HGp (Xp+1, A;M)
∼= HGp (Xp+k, A;M) for all k > 1; and so
φpHGp (X,A;M) = im{H
G
p (Xp, A;M)→ H
G
p (X,A;M)} = H
G
p (X,A;M),
by (ii) and homological stability. Consequently, E2p,0
∼= φpHGp (X,A;M)
∼=
HGp (X,A;M).
Theorem 8.9. If (X,A) is a G–pair simplicial G–complexes that is stable
with respect to both equivariant singular homology and (HG∗ , ∂∗), then the
spectral sequence of the filtration {Xn ∪ A | n ∈ Z} converges to HG∗ (X,A),
with E2p,q
∼= HGp (X,A;H
G
q ).
Proof. The spectral sequence converges with E2p,q = AqH
G
p (X,A), by theorem
5.4. By theorems 8.8 and 8.6, E2p,q
∼= A0H
G
p (X,A;H
G
q )
∼= HGp (X,A;H
G
q ).
8.3 A criterion for homological stability
Theorem 8.10. Suppose that (HG∗ , ∂∗) has compact supports, and that there
exists an integer n0 such that H
G
n (G/H) = 0 for all n ≤ n0 and all H ≤ G.
If (X,A) is a G–pair of simplicial G–complex such that the subspaces Xp are
compact, then {Xp}p∈Z is homologically stable with respect to (H
G
∗ , ∂∗).
Proof. Set p0
.
= n− n0. Theorem 8.3 implies that H
G
n+1(Xp+1, Xp) is isomor-
phic to HGn−p(Cp+1(Xp+1, Xp)); and thus H
G
n+1(Xp+1, Xp) = 0 for n− p ≤ n0.
From the exact sequence
HGn+1(Xp+1, Xp)
∂n−→ HGn (Xp, A)→ H
G
n (Xp+1, A)→ H
G
n (Xp+1, Xp),
HGn (Xp, A) → H
G
n (Xp+1, A) is an isomorphism for all p ≥ p0. It follows
that HGn (Xp0, A) → H
G
n (Xp, A) is an isomorphism for all p ≥ p0; and hence
inclusion induces HGn (Xp, A)
∼= limr≥pH
G
n (Xr, A), for each p ≥ p0 (see corol-
lary 4.8 of chapter VIII in [ES]). Now, {(Xr, A) | r ≥ p} is cofinal in the
set C of all compact pairs (Y,B) ⊆ (X,A); hence inclusion also induces
limr≥pH
G
n (Xr, A)
∼= lim(Y,B)∈C H
G
n (Y,B) (see corollary 4.14 of chapter VIII in
[ES]). The lemma now follows by proposition 2.7.
The subspaces Xp will be compact, for instance, when X is Hausdorff
and finite in each dimension, and G is compact. In particular, theorem 8.10
applies to equivariant singular homology in this case.
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