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The understanding of our climate system is one of the most important scien-
tific issues today. Besides the complicated computer models, which at some
point are supposed to give a reliable description of the whole system, there is
a great need for accurate measurements and studies, which can identify and
quantitatively assess the various physical processes. Furthermore the results
of the climate related studies pose some practical questions as well.
An important issue, which is tightly linked to climate speculations is our
energy usage and its obvious unsustainability. Regardless of the possible
effects on our climate, it seems inevitable to change fossil fuels for differ-
ent energy sources in the future because of the finite reserves. Out of the
few already existing alternatives, wind energy – and also solar thermal and
photovoltaic energy – seem to be the most promising technologies. There is
already a significant amount of wind energy integrated into the power grids
all over the world, but the real breakthrough is still far away. However the
fossil fuel burning power plants cannot be simply replaced by wind farms
because of the wildly fluctuating wind fields. In this work we try to quan-
titatively assess the fluctuations of various hypothetical all-European wind
power networks using different models and data-mining techniques. Our aim
is to demonstrate, what the limits of the European wind resource are. We
also give a detailed statistical analysis of Europe’s wind climatology.
After the first part of the thesis dealing with the European wind energy
possibilities, which is essentially applied research, we turn our attention to a
more fundamental physical question in connection with lightning activity.
There is a long standing debate on how and to what extent cosmic radia-
tion affects our climate. In the second part of the thesis we try to identify the
connection between cosmic rays and lightning activity using similar statistical
and data-mining tools as we use in the case of European wind energy calcu-
lations. Lightning activity is obviously only a tiny sub-process in the climate
system, however the cosmic rays – lightning activity connection seems to be
relatively well supported theoretically and its clarification could possibly lead
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Chapter 1
Estimating the limitations of
the European wind energy
resource
1.1 Introduction
The growth of worldwide wind power capacity is almost exponential with
121.2 GW total installed nameplate capacity at the end of 2008 [1]. Europe
has a pioneering role in this development with more than half of this capacity
(64.9 GW at the end of 2008) [2]. European leaders signed up in March 2007
to a binding EU-wide objective to supply 20 % of their energy needs from
renewable sources such as biomass, hydro, wind and solar power by 2020.
The twitching of oil prices throughout the year 2008 or the latest Eastern
European gas crisis in January 2009 has boosted discussions again on the fu-
ture role of renewable energy sources. Over the past decade, the governments
of leading industrial countries have appreciably supported the development
of both solar and wind energy.
In spite of these facts, renewable energy represents only 5-6 % of the total
energy consumption among OECD (Organization for Economic Cooperation
and Development) countries [3]. Besides economic and technical questions,
there is a primary interest in estimating the physical potential and limitations
of various resources.
Recent comprehensive studies on global wind energy potential have shown
that 1–5 times the global energy usage (7–40 times the global electricity
consumption) 1 could be supplied from wind energy on a yearly basis [4, 5],
1The world total primary energy consumption was ∼ 15.5 TW in 2005 (1.9 TW
were electricity out of this), according to the U.S. Energy Information Administration.
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provided that wind turbines were installed at every possible location (urban
and forested areas were excluded).
These estimations are based on either direct meteorological observations
(surface or sounding) or reanalysis datasets. An optimal global evaluation
would require a dense measuring tower network and a waiting time of 5–10
years, but of course, this is not possible in practice. Landberg et al. listed
eight alternative methods for wind resource estimation, starting from “folk-
lore” to combined meso/micro scale modeling [6]. Global databases of winds
(method 4 in Ref.[6]) have become available within the past decade as a re-
sult of huge reanalysis efforts by various institutions such as NCEP/NCAR
(National Centers for Environmental Prediction/National Center for Atmo-
spheric Research) [7, 8] or ECMWF (European Centre for Medium-Range
Weather Forecasts) [9]. Measured surface wind data (at standard 10 m)
over the ocean by buoys and satellites are assimilated in the reanalyzes [9],
however validation projects have revealed some statistical deficiencies in the
extrapolated fields over the Arctic Ocean [11], equatorial Indian Ocean [12],
or over a complex terrain [13].
Wind power scepticism is mostly based on the fact that energy supply
is often not available from any single cluster of turbines. Contrarily, propo-
nents argue that “wind always blows somewhere”, thus energy generation in-
tegrated over a large area is less variable than generation from a single region.
This statement is supported by several studies [14, 15, 16, 17], nevertheless
it is also a fact that the medium range (hours to days) variability cannot be
decreased by distributed generation as effectively as the short range (seconds
to minutes) fluctuations [15]. The integration of electricity production over
increasing areas has natural barriers. At present, wind turbine installation
in EU countries is confined to the continent and an off-shore belt, lowered
by urban areas, various land-use functions (e.g., bioreserves) and mountain
regions of high elevation. Assessment studies over Europe [14, 17] analyzed
the main aspects of large scale distributed wind power production. Giebel
[17] modeled the whole electrical generation system of Europe with vary-
ing penetrations of wind power. The main conclusion was that wind energy
can contribute more than 20 % of the European demand without significant
changes in the system and can replace conventional sources worth about 10
% of the installed wind power capacity.
In order to achieve a substantial penetration of distributed energy re-
sources, it is necessary to address the key issues related to their integration
into existing and future energy systems. One of the most important chal-
lenges seems to be the management of fluctuations in the electricity produc-
http://www.eia.doe.gov/
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tion from renewable energy sources [18]. In the power network supply has
to match consumption exactly in order to prevent the destruction of grid
components and major blackouts [19]. The incorporation of higher levels
of stochastic generation requires the development of “horizontally operated”
power systems [20], where dispatchable generation units adapt to the vari-
ations of the non-dispatchable ones. Traditional power systems based on
thermal plants have limited wind power acceptance capacity constrained by
an adequate level of system stability [21]. However, the development toward
the integration of distributed generation is continuous, including a number
of new technologies such as intelligent switches, adaptive protection, or web
based information and control systems [22, 23].
In this work we intend to contribute to a better characterization of the
constraints arising from the statistical properties of wind field over Europe.
After a thorough examination of wind speed statistics we extrapolate surface
wind fields to turbine level and use the latter to approximate wind power
output. We construct model time series for wind power based on ERA-40 re-
analysis [9] wind data covering 44 whole years and the geographic area of the
continent and the surrounding maritime regions. We also use high frequency
turbine data to link the reanalysis based estimates to real measurements, and
also to construct a local model in which we try to supply a real consumer
with wind farm generated electricity.
In all cases we consider “perfect” grid architectures, where all the gener-
ated electricity is integrated without any loss or technical restrictions. Our
approach is certainly far from any technical actuality, however it helps to
demonstrate the unavoidable limitations coming from the intermittent prop-
erties and spatio-temporal correlations of the wind field. We show that the
large wind power fluctuations cannot be eliminated even by integrating over
the whole continent.
In spite of the difficulties we strongly believe, that wind power will be
a key energy resource in the future, as it is already very important now,
however the large scale implementation is by far not as simple as that of coal
or gas or hydro plants. The optimal exploitation of wind power cannot be
realized without taking into account the physical constraints coming from
the intertmittency of wind fields.
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1.2 The data used
1.2.1 Reanalysis data
We evaluated European Centre for Medium-Range Weather Forecasts’
(ECMWF) ERA-40 reanalysis data [9] consisting of the u (eastward) and
v (northward) orthogonal components of the horizontal wind field at 10 m
above ground level. The data base covers a time period of 44 whole years
between 1 September 1958 and 31 August 2002. Four instantaneous values
are recorded each day for the main synoptic hours of 00, 06, 12 and 18 UT at
each location. The ERA-40 reanalysis is a dynamical model using the three
dimensional variational technique. The model is fed with a great number of
archive observational data. The spatially spectral model was gridded to yield
a 1◦ × 1◦ latitude by longitude resolution. A given value for an atmospheric
variable is considered to be representative for the whole cell. Our analysis is
restricted to a geographical area covering Europe: 2501 grid-points between
35◦ N and 75◦ N latitude and 20◦ W and 40◦ E longitude. The ERA-40
data are freely available http://data.ecmwf.int/data/ at a coarser resolution
of 2.5◦ × 2.5◦ (latitude by longitude). 2
The average value s and standard deviation σs of ERA-40 surface wind
speeds s =
√
u2 + v2 computed over the whole period of 44 years (see Fig-
ure 1.1) illustrate the gross features of wind climatology over Europe. The
strong coupling between the values of average speed and standard deviation
is apparent, the coefficient of variation is around σs/s ≈ 0.5, except for a few
isolated regions (for example around Corsica).
Figure 1.1: (a) Average value, and (b) standard deviation of ERA-40 surface wind
speeds in the period 1958-2002, in units of m/s. Note that the color scales are
different by a factor of 2.
In order to be able to extract wind profiles and estimate wind speeds
2Here I would like to thank the Hungarian Meteorological Office (OMSZ) to provide
us the full resolution ERA-40 data.
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higher above the ground, we used wind field data at another level as well.
Namely we used the u (eastward) and v (northward) orthogonal components
of the ERA-40 horizontal wind field at the 1000 hPa pressure level and the
geopotential Φ of the 1000 hPa pressure level. The spatial and temporal
coverage of these data is identical to the 10 m wind speed data. In the
following calculations let z denote the elevation above mean sea level and h
denote elevation above the ground. The geopotential Φ at a given latitude




g(ϕ, z′)dz′ , (1.1)
where g is the local gravitational acceleration which depends on latitude
ϕ and the vertical coordinate - elevation z′ measured from mean sea level.
The geopotential Φ is a measure of gravitational potential energy per unit
mass at a given elevation measured from mean sea level.
It is common to define a “gravity adjusted” height coordinate, the so-






where g0 = 9.80665 is the standard gravitational acceleration at mean sea
level. We used the geopotential height of the 1000 hPa pressure level which
is on the average about zg ≈ 100 m. Gravitational acceleration changes very
little on the scale of a few hundred meters around sea level, therefore the
integral in Equation (1.1) simplifies to a multiplication by z. Furthermore if
we neglect the latitude dependence of g, and approximate it with g(ϕ) ≈ g0
then the errors we get are less than 0.2 % (g0 is measured at ϕ = 45
◦ N).
Thus we get that in the case of the 1000 hPa level and above Europe the
geopotential height is a good approximation of geometrical height (elevation):
zg ≈ z. (1.3)
The average and the standard deviation of the geopotential height zg of the
1000 hPa pressure level can be seen in Figure 1.2.
The reanalysis provides continuous meteorological fields by extrapola-
tions, thus the 1000 hPa geopotential height often exhibits negative (“un-
derground”) values (see Figure 1.2). Clearly, the wind field at the 1000 hPa
pressure level provides limited information, especially over high geographic
elevations, where the pressure height h = zg −zo (where zo is the elevation of
the ground, the orography) is almost always negative. Despite this fact the
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Figure 1.2: (a) Average value, and (b) standard deviation for the 1000 hPa geopo-
tential height for the 44 years covered by the ERA-40 data bank. Contour lines are
drawn with a spacing of 10 m, see the labels.
geopotential data are still very useful after a filtering procedure to calculate
wind profiles.
Data of the European orography zo were obtained from
http://earthsystematlas.sr.unh.edu. Data with 0.5◦ × 0.5◦ (latitude by lon-
gitude) resolution were averaged to give a 1◦ × 1◦ (latitude by longitude)
grid corresponding to the ERA-40 data. The topographical map constructed
from the above mentioned elevation data can be seen in Figure 1.3.
Figure 1.3: Topographical map of Europe based on the data obtained from
http://earthsystematlas.sr.unh.edu. Elevation (zo) is given in meters.
We used the 10 m wind velocity fields above Europe from the ERA-
Interim reanalysis as well. There are some differences in data assimilation
and use of observations between ERA-40 and ERA-Interim [10], further-
more the spatial resolution decreased to 1.5◦ × 1.5◦ (latitude by longitude),
however the 6 hour sampling remained the same as in ERA-40. We used
the freely downloadable data between 01/01/2000 and 12/31/2005 retrieved
from http://data.ecmwf.int/data.
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1.2.2 Tower measurements and wind farm data
High frequency wind speed (nacelle anemometer readings) and output power
data of two wind turbines at the geographic location 47.816◦ N, 17.174◦ E
(near Mosonszolnok, Hungary) were available to us (see Figure 1.4). 3 10
minute average values were recorded for two neighboring Enercon E-40 wind
turbines in the period from 01/01/2004 to 12/31/2006. The proximity of the
locations (the distance is 370 m) yielded very similar time series, significant
differences originated from measurement errors, or hardware breakdowns in-
dicated most often by zero power reading during high wind periods, or finite
electric output at zero recorded wind speeds. These turbines will hereafter
be referred to as M1 and M2.
Similar wind speed and power readings of another Enercon E-40 turbine
at the location 47.057◦ N, 18.914◦ E, in Kulcs, Hungary were available to us.
4 The period of available measurements spans 01/01/2005 to 06/30/2008.
The data set of the Kulcs turbine will be referred to as K.
2000 2002 2004 2006 2008 2010
year













Figure 1.4: (a) The geographic map of North-Western Hungary with the positions
of the turbines M1, M2 (Mosonszolnok) and K (Kulcs) indicated. The two ERA-
Interim grid-points I1 and I2 are also indicated with open squares along with the
ERA-40 grid-points (open circles). (b) The time period of the turbine measure-
ments M1, M2 and K is shown along with the consumption data C, the ERA-40
data E and the ERA-Interim data I1 and I2.
We used the electricity consumption (referred to as C) data of a large
consumer, a factory in Hungary that kindly provided us their high quality
data. The total record length covers more than 2 years (see Figure 1.4) with
a temporal resolution of 15 minutes without a sole missing point. The power
3Here I would like to thank László Varga for kindly providing us the wind turbine data.
4Here I would like to thank Balázs Stelczer for kindly providing us the wind turbine
data.
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consumption record for the calendar year 2008 is shown in Figure 1.5, the
grey intervals are magnified in the middle and bottom panels. The pattern
is composed of highly regular daily and weekly cycles interrupted by short
national holidays and two longer periods of decreased activity in the Summer
and around Christmas.






































Figure 1.5: Time series C: relative electric power consumption (instantaneous
value normalized by the measured maximum) as a function of time in the year
of 2008 (top). Grey shading indicates the period magnified in the middle panel.
The orange interval is the main holidays season (from mid-June to end August),
light-blue section shows the Christmas-New Year break. The ellipses denote major
national holidays (15th of March, Easter, 1st of May, Pentecost, 23th of October,
and Hallowmas). The grey shading in the middle panel denotes the two weeks
magnified at the bottom.
We used data on the distribution of European wind farms corresponding
to the situation of October 2007. These data give cumulative information on
the total operating nominal capacity of wind farms in each 1◦ × 1◦ (latitude
by longitude) ERA-40 grid cell. 5
5Here I would like to thank Flavio Bono and Eugenio Gutierrez at the Joint Research
Centre, Ispra, Italy for kindly providing us the data on the distribution of European wind
turbine nameplate capacities.
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1.3 Models for wind speed histograms
The atmospheric flows are strongly volatile therefore the average wind speed
at a given location is a very poor predictor of the energy output of a wind
turbine. The basic requirement for wind power estimates is an adequate
characterization of the empirical probability distribution of wind speeds since
wind direction is less important because of the well developed methods of yaw
control for modern turbines [24]. The statistical description is highly sim-
plified when a measured histogram can be accurately fitted by an analytical
probability density function (PDF) with a few parameters.
The traditional approach of modeling wind speed PDF is based on the
Rayleigh and the more flexible Weibull distributions [24, 25, 26, 27, 28, 29,
30]. However, several authors noted that Weibull fits of empirical data have
low quality at several locations, mostly over land. Various analytical forms
of skewed distributions were proposed as possible alternatives, such as the
log-normal [31, 32], square-root-normal [33, 34], chi [31], inverse Gaussian
[35], generalized gamma [31], generalized extreme value [36] or extended ex-
ponential functions [37, 38].
In this section we report on a detailed analysis of surface wind speed
distribution over Europe [39]. The main goal was to find an effective and
optimal description of the PDF both for onshore and offshore locations. Our
tests unambiguously demonstrate that the generalized gamma (GG) distri-
bution provides an improved fit for an overall statistical characterization of
surface wind speed.
1.3.1 Rayleigh distribution
The most transparent model for scalar wind speed distribution is based on
the assumptions that the orthogonal u and v components are independent
and identically distributed (iid) Gaussian random variables with zero means
and equal standard deviations of s0/
√
2 (we adopt this notation to get simpler
mathematical formulas below). Of course, all the higher moments (skewness,
kurtosis, etc.) are identically zero. In this case s =
√
u2 + v2 obeys Rayleigh
















where the only free parameter is s0 (the so called scale parameter).
A trivial consequence of the basic assumptions behind a Rayleigh distri-
bution is that the mean vector wind should be zero as well. However, it is
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well known that the long range vectorial averages are significantly different
from zero, in particular over the oceans (see e.g. [41, 42]). Actually, these
nonzero values define the prevailing wind systems (e.g. trade winds). This
is the first reason why the Rayleigh distribution has a limited applicability,
especially for sea winds [30, 43].
The mean vector wind, however, is often close to zero over land [41, 42].
Therefore, a next plausible test on the validity of the basic assumptions is
to determine the normalized third and fourth central moments, the skewness









− 3 , (1.5)
where xi is either ui or vi, and n is the number of observations. Equations
(1.5) are not exact equalities because they are biased estimators of skewness
and kurtosis but in this case the sample size is very large (n = 64240) and
Equations (1.5) can be considered to be very good approximations. The
results are shown in Figure 1.6. The maps clearly illustrate that very few
geographical locations exhibit pure Gaussian probability distribution (Sk =
0, K = 0) for the individual wind vector components.
Figure 1.6: Geographical distribution of empirical skewness Sk and kurtosis K (see
Eq. (1.5)) for the wind components u and v. (a) Sk(u), (b) K(u), (c) Sk(v), and
(d) K(v). White color emphasizes Sk = 0 and K = 0 levels.
The standard method to test interdependence of the components u and
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v is based on computing the correlation coefficient ruv defined as
ruv =
∑n
i=1(ui − u)(vi − v)
(n − 1)σuσv , (1.6)
where over-line indicates average value, and σu and σv are corresponding
standard deviations, as before. Figure 1.7 shows that the assumption of in-
dependence fails in general, strong correlations of magnitude 0.6 − 0.8 are
present at several geographical locations. (Note that ruv ≈ 0 does not nec-
essarily mean statistical independence.)
Figure 1.7: Correlation coefficient ruv (see Eq. 1.6) for the u and v wind velocity
components. White color emphasizes ruv = 0 level.
Nonzero correlations are usually taken into account by considering joint
probability distributions. For example, when u and v are assumed to be
Gaussian random variables with mean values u and v, standard deviations
σu and σv, and correlation coefficient ruv, then the joint PDF can be written
as












where U = (u − u)/σu and V = (v − v)/σv denote standardized variables.
There are two plausible methods to obtain standardized velocity compo-
nents U and V . First, the mean values u and v can be computed over the
whole length of the time series assuming a well-defined prevailing wind. The
second way is to consider velocity fluctuations around the annual periodic
background signal, which is determined by the average value for a given syn-
optic hour and given calendar day. (For further discussion see Section 1.4).
We tested both cases.
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Figure 1.8: Unexplained percentage variance 100(1 − R2) of joint Gaussian PDF
fits by Equation (1.7). (a) Full time average values removed. (b) Daily and annual
periodic cycle removed.
Figure 1.8 illustrates the quality of bivariate Gaussian model fits for the
two methods of standardization. The relative low values of the unexplained
percentage variance 100(1 − R2) calculated between the empirical and the
model PDF, indicate where the model performs well. We note that most
of the deviations between the model and data are due to a higher empirical
probability of large wind speeds with respect to a Gaussian distribution. At
several locations exponential tails P (s) ∝ e−s for large values of s provide a
better fit than the Gaussian decay P (s) ∝ e−s2. Higher values of kurtosis in
Figure 1.6 refer to this feature as well.
In view of the above results, we should not expect that the Rayleigh or
Gaussian models provide an adequate universal description for the empirical
wind speed distributions.
1.3.2 Weibull distribution
The most widely accepted model for wind speed probabilities is the two-
parameter Weibull distribution [44]:















where s0 and and k denote the scale and the shape parameters, respectively.
It is easy to see that the Rayleigh distribution (Equation (1.4)) is a special
case of Weibull with k ≡ 2, while k ≡ 1 gives the simple exponential distri-
bution. The Weibull PDF (Equation (1.8)) can be derived theoretically as a
form of extreme value distributions [45], and it is the most popular model for
failure rate distributions [40, 44]. In the context of wind speed histograms,
we can rather consider the functional form Eq. (1.8) as a generalization of the
Rayleigh distribution, which provides an increased flexibility to fit empirical
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data. The properties of the Weibull distribution have been thoroughly stud-
ied and numerous studies show that it works well for modeling wind speeds at
several locations [24, 25, 26, 27, 28, 29, 30, 33, 43, 46, 47, 48, 49, 50, 51, 52].
Figure 1.9: Normalized histogram of wind speed s at two distinct locations: Atlantic
Ocean (66◦N 4◦W, dark blue), and northern Germany (52◦N 11◦E, light brown).
Maximum likelihood Weibull fits are shown with straight lines. (a) Linear scale,
and and (b) semi-log scale.
Examples of Weibull fits are shown in Fig. 1.9, where the geographical
locations were chosen to illustrate particularly good and poor fits. In general,
the Weibull PDF is a reasonably good model over the ocean and seas, however
histograms for large areas over land can be fitted with rather large errors,
as it has been noted by other authors as well [53]. Fig. 1.9 illustrates that
neither the central part nor the large speed tail of the empirical histograms
are close enough to a Weibull distribution. The latter is more problematic
in practice, because wind energy is only produced above the cut-in speed of
wind turbines (typical values are 3-5 m/s), therefore an adequate fit of the
large speed tail is crucial for wind energy estimates.
Figure 1.10: Geographical distributions of the (a) scale s0 and (b) shape k param-
eters of maximum likelihood Weibull fits (see Eq. (1.8)).
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We estimated Weibull parameters using the maximum likelihood method
[54], which lead to a transcendent equation [55], that we solved iteratively
(see Appendix A). The geographical distribution of fitted Weibull parameters
is shown in Fig. 1.10. The scale parameter s0 shows almost the same pattern
as the mean wind speed s in Fig. 1.1a. This is plausible, because the mean
value of a Weibull distribution is given by s0Γ(1+1/k), where the correction
factor of the Gamma function changes in the interval Γ ∈ [0.888, 0.911] for
the fitted shape parameter regime k ∈ [1.4, 2.6]. The shape parameter k
exhibits a more interesting spatial pattern in Fig. 1.10b. Lower numerical
values indicate a slower decay of the large speed tail, and such shape is
characteristic for areas of very low average speed s or scale parameter s0,
however the relationship is not entirely strict.
A straightforward generalization of the two-parameter Weibull PDF is
the three-parameter Weibull distribution















where the third (location) parameter μ shifts the Weibull peak horizontally.
This helps to model wind speed histograms at calm local climate, where s = 0
has a significant positive probability. However, such places are exceptional,
therefore the general improvement of fits by Eq. (1.9) is marginal.
Since the Weibull distribution does not provide a universally good de-
scription of wind speeds everywhere, we tested other empirical distributions
as well. For example, the log-normal distribution (ln(s) exhibits Gaussian
PDF) was extensively used to fit wind speed histograms over land [32, 50].
Our results show that the log-normal distribution is an inappropriate model
over most of the areas examined. In general, a log-normal distribution decays
much slower towards high wind speeds than the empirical data. Nevertheless,
at a few grid-points (e.g., northern Germany) we found that the log-normal
model fits better than the Weibull, see Fig. 1.11. A typical histogram at
these grid-points is characterized by a sharp peak and an exponential-like
right tail, which is closer to the log-normal behavior (Fig. 1.11).
1.3.3 Generalized gamma distribution
In order to overcome the constraint that both tails of a Weibull peak are
described by a single shape parameter k, we can further generalize Eq. (1.8)
to get the generalized gamma (GG) distribution also suggested by Auwera
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Figure 1.11: Log-normal fits for the same normalized histograms as shown in
Fig. 1.9. (a) Linear scale, and and (b) semi-log scale.
et. al. [31]:















where the Gamma correction Γ(ε) is required for normalization, and the
new parameter ε improves the shape flexibility. Special cases are ε ≡ 1 (the
original Weibull distribution), and k ≡ 1 which gives the gamma distribution.
The log-normal distribution can also be obtained as a limiting distribution
when ε → ∞ [56]. The fixed parameter value k ≡ 2 defines a sub-family of
GG which is known as the generalized normal (GN) distribution. The GN
is itself a flexible family and includes the Half-normal (ε = 1/2), Rayleigh
(ε = 1), Maxwell-Boltzmann (ε = 3/2), and chi (ε = n/2; n = 1, 2, 3, . . .)
distributions.








The effects of the two shape parameters k and ε cannot be fully separated,
nevertheless the asymptotic behavior on the left side is a power law with
exponent q = εk − 1, while it is a stretched exponential on the right:
PGG(s) ∝ sq 0 ≤ s  m ,
PGG(s) ∝ e−(s/s0)k s  m . (1.12)
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An important property of GG distributions is that the family is closed under
power transformation. That is, if s > 0 obeys PGG(s; s0, k, ε), then the
corresponding PDF for z = sp has the form PGG(z; s
p
0, k/p, ε) [56]. This
property can be immediately exploited for estimating potential wind power,
since it is proportional to the cube of the wind speed s3 [24, 26].
GG parameters were obtained for the empirical data by the maximum
likelihood method. We derived the corresponding set of nonlinear equations,
which were solved by the Newton-Raphson algorithm [54], initial guess for
the parameters was provided by Weibull fits. For more details the reader is
referred to Appendix A.
Figure 1.12: Maximum likelihood GG fits (see Eq. (1.10)) for the same normalized
histograms as shown in Figs. 1.9 and 1.11. (a) Linear scale, and and (b) semi-log
scale.
Our results show that the GG PDF (Eq. (1.10)) provides a significantly
improved fit compared to the Weibull model (Eq. (1.8)). The improvement is
especially spectacular at the right tail (high wind speeds), which is correctly
fitted in each case (Fig. 1.12). Nevertheless, even the generalized gamma
distribution cannot capture all the features of the measured histograms over
a few geographical areas. Such a problematic region is the northern coast of
the Black sea, especially around the Crimean peninsula. Further details and
a possible climatological explanation are given in Section 1.4.
The values of the fitted parameters at different locations can be seen in
Fig. 1.13. The peak maximum m given by Eq. (1.11) exhibits practically
the same pattern as the average wind speed s (Fig. 1.1a) or the Weibull
scale parameter s0 (Fig. 1.10a), therefore we do not show the map again.
The left tail shape parameter q = εk − 1 (Fig. 1.13a) is approximately 1
over the seas which implies a close to linear increase of probabilities for low
wind speeds. The corresponding characteristic values are definitely larger
over land, typically around q ≈ 2. The geographical pattern for the right
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tail shape parameter k (Fig. 1.13b) has the opposite tendency: typical values
around 2 are characteristic over most of the offshore areas, whereas smaller
values closer to 1 over land indicate a slower decay of large wind speed
probabilities.
Figure 1.13: Geographical distribution of fitted GG parameters (see Eq. (1.10)).
(a) Left tail parameter q = εk − 1, and (b) right tail shape parameter k.
A possible way of confronting the goodness of fit for Weibull and gen-
eralized gamma distributions is to compare the spatial patterns of an er-
ror parameter, such as the residual (or unexplained) percentage variance
100(1 − R2) between the empirical and model PDFs. The results shown in
Fig. 1.14 convincingly demonstrate that the generalized gamma distribution
provides a better tool to fit wind speed histograms over various surface con-
ditions. Note that the range of color scale in Fig. 1.14 is identical to the scale
in Fig. 1.8, which illustrates that both the Weibull and GG models are su-
perior compared to any Gaussian description that assumes linear correlation
between u and v wind velocity components.
Figure 1.14: Unexplained percentage variance 100(1 − R2) for (a) Weibull
(Eq. (1.8)), and (b) GG (Eq. (1.10)) fits.
The maps of GG parameter distribution in Fig. 1.13 showing large co-
herent geographical areas suggest that the different shapes for wind speed
histogram have a physical origin. Further insight can be gained by inspecting
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the correlation plots of the fitted GG parameters q = εk − 1, k and m, the
results are shown in Fig. 1.15.
Figure 1.15: Correlation plots for the fitted parameters of GG distribution (see
Eq. (1.10)): (a) q = εk − 1 vs. k, straight lines denote the special cases of gamma
and Weibull distributions, and a diamond symbol denotes the Rayleigh distribution;
b) q vs. m; and (c) k vs. m. For an explanation of the continuous lines in (c) see
the text. Land and sea surface areas are distinguished by different colors.
The first inference to be drawn in Fig. 1.15a is that only a minority of
histograms coincide with the constrained distributions of Weibull (k = q+1),
gamma (k = 1) or Rayleigh (q = 1, k = 2) forms, the rest has significantly
different shape parameters for the left and right tails. Furthermore, the
separation of clusters in parameter space corresponding to histograms over
sea surface and over land is remarkable. The overlap between the shape
parameters is characteristic for relatively small islands (e.g. Ireland) and
restricted maritime regions (e.g. Adriatic sea). Fig. 1.15b illustrates the
interdependence between the left tail shape parameter q and mode m, the
separation for sites over sea and land is clear again. From the point of
view of wind power generation, the correlation plot in Fig. 1.15c is the most
interesting. This illustrates the relationship between the right tail shape
parameter k and the mode m (essentially the mean wind speed). The optimal
parameter regime is located somewhere in the upper right quarter of the
diagram Fig. 1.15c, where the mean wind speed is well over the cut-in value
of 5 m/s, and the decay of probabilities of very large speeds is fast. The
latter property is beneficial because of the smaller frequency of high loads on
the wind turbine’s tower.
For a further analysis of Fig. 1.15c, let us suppose that the probability of
wind speeds obeys GG distribution (Eq. (1.10)) with a constant second (non-
central) moment 〈s2〉 = C characterizing large coherent geographical regions.
An invariant second moment means that the average momentum flow rate is
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conserved. (The instantaneous mass flow rate is given by ṁ = Asi, where 
is the density, A is the cross-sectional area, and si is the instantaneous flow
speed. The momentum flow rate is simply ṁsi, its average value over a given
time interval is clearly related to 〈s2〉.) In order to check the behavior of
the second moment, we determined its geographical distribution (Fig. 1.16a)
and the corresponding histograms separately over land and seas (Fig. 1.16b).
The histograms in Fig. 1.16b reveal a characteristic second moment 〈s2〉 ≈ 67
m2/s2 for maritime locations (with much lower values around the coastlines),
and a bimodal distribution for land with two local maxima at ∼ 5 m2/s2 for
high altitudes and ∼ 15 m2/s2 for the rest of the continent.








Figure 1.16: The second non-central moment 〈s2〉 calculated from Eq. (1.13) using
GG fitted parameters. (a) Geographical distribution. (b) Histograms (not normal-
ized) for maritime (dashed line) and terrestrial (gray shading) locations. Charac-
teristic values 〈s2〉 of the peaks are indicated with arrows (see text).
Next we return to Fig. 1.15b. As it is already noticed, the left tail shape
parameter q = εk − 1 is close to 1 for most maritime locations, irrespective
of the other parameter values. Much larger variations are observed over
land, nevertheless we can fix a typical value somewhere around q = 2. This
permits a consistency check of the results: when the second moment 〈s2〉 (see
Fig. 1.16b) and shape parameter q are fixed, Eqs. (1.11) and (1.13) provide
a relationship to express the mode m as a function of k. The thin curves in
Fig. 1.15c illustrate the expected behavior with the fixed parameter values for
sea and land, the agreement is quite satisfactory. Note that this procedure
does not favor the second moment of α = 2 in Eq. (1.13), practically any
of them could theoretically be used. However, we found that the histogram
of the second moments (Fig. 1.16b) exhibits a good separation of peaks,
furthermore 〈s2〉 can be associated with the momentum flow rate, therefore
we chose the second moment.
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1.4 Temporal behavior of wind speed records
The probability density distribution of wind speed represents an aggregated
statistical information, however it contains no information about possible
temporal patterns which are equally important for practical purposes. The
standard method to reveal such patterns is the Fourier spectral analysis.
Since the ERA-40 records contain no missing intervals, we could exploit the
speed of the FFT procedure [54] in our analysis.











Figure 1.17: Normalized power density spectrum of the wind speed record over
northern Germany (52◦N, 11◦E). The solid line shows a Lorentz fit [Eq. (1.14)].
The power spectra of wind records exhibit a fairly simple structure, an
example is shown in Fig. 1.17. Only two characteristic cycles could be ex-
tracted from all of the data: annual and daily periods. The wide continuum
background can be fitted by a Lorentzian spectrum (solid line in Fig. 1.17)
S(f) =
2τ
1 + (2πf)2τ 2
, (1.14)
where τ is a characteristic time related to an exponential decay of the auto-
correlation function as






Typical values for the exponential decay time τ are between 1.5 and 4.0 days.
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As for the identified periodicities, the daily cycle is missing from most of
the records, even the annual course cannot be resolved at several places. In
order to visualize the strength of the periodicities, we determined the partial
power of the periodic components by integrating the area under the peaks
shown in Fig. 1.17 for normalized power spectra. The geographical distribu-
tions are illustrated in Fig. 1.18. Numerical values close to zero mean that
the given peak fades into the background. However, the maps in Fig. 1.18a
should be considered with care, because the low sampling frequency and the
low spatial resolution can obviously hinder to resolve the daily cycle at some
places.
Figure 1.18: Partial power for the (a) daily and (b) annual periodicities extracted
from normalized FFT power spectra of wind speed records. Note the different color
scales. (By definition, the total integrated power has unit value.)
Figure 1.19 illustrates typical annual cycles computed over the 44 years.
Remarkable features are that the yearly cycle is weaker over the onshore site
(as it is seen in Figure 1.18 as well), and that it is loaded with considerable
day-to-day fluctuations at both sites despite the fact that 44-year averages
are shown. It is also remarkable that winters are much windier than summers.
In view of the above results, we can consider the time series of wind speeds
as a superposition of three signals related to different physical mechanisms
(the sub-hour timescale turbulence is not resolved by the data). The slowest
component is an annual periodic background determined by the changing
global insolation. Far the strongest component is determined by synoptic
scale meteorological features (extra-tropical cyclones and anticyclones) and
loaded with short range turbulent fluctuations excited by surface roughness
and thermal convection. The third component representing the daily peri-
odicities is characteristic to coastal locations, where the well known land-sea
temperature contrast often induces daily periodic winds.
This picture helps to explain the apparent breaks in many histograms,
clearly visible also in the near-coast record in Figs. 1.9, 1.11 and 1.12 at
s = 4.5 m/s. Such histograms can be perfectly decomposed into a superposi-
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Figure 1.19: Annual wind speed cycles (a) over the Atlantic Ocean (66◦N, 4◦W)
and (b) over northern Germany (52◦N, 11◦E). Brown lines represent the 44 year
average for a given synoptic hour and calendar day and a thick red line shows the
15-day moving average.
tion of a narrow Gaussian (daily coastal wind), and a wide GG distribution
representing the large scale flow. Since this decomposition includes 6 free
parameters to be fitted, its usefulness is limited in the practice.
Nevertheless it is worth to check the effects of removing the background
periodicities, thus considering wind speed fluctuations s′ around various
trends. The first procedure we implemented removes constant average values




[u(t)− u]2 + [v(t)− v]2 . (1.16)
Note that the results shown in Fig. 1.8a were obtained by the same method
(Eq. (1.16)). Next, the daily cycle can be removed by computing the average
values for each synoptic hour separately as u(h) = 44−1 ·365−1∑y,d u(y, d, h)
and v(h) similarly, and obtaining
s′d(y, d, h) =
√
[u(y, d, h)− u(h)]2 + [v(y, d, h)− v(h)]2 , (1.17)
where the time variable t is replaced by the full calendar indices y = 1 . . . 44
(year), d = 1 . . . 365 (day), and h = 1 . . . 4 (hour). Finally, the daily and an-
nual periodicity can be removed by obtaining average values for the velocity
components as u(d, h) = 44−1
∑
y u(y, d, h) and v(d, h) similarly for a given
day and hour in a year. The fluctuations around the daily and annual cycles
are given as
s′a(y, d, h) =
√
[u(y, d, h)− u(d, h)]2 + [v(y, d, h)− v(d, h)]2 . (1.18)
Note that the results shown in Fig. 1.8b were obtained by this method
(Eq. (1.18)).
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Figure 1.20: Semi-log scale wind speed histograms at the Crimean peninsula (45◦N,
34◦E). From top to bottom: unfiltered data, constant removed (Eq. (1.16)), daily
cycle removed (Eq. (1.17)), and daily and annual cycle removed (Eq. (1.18)).
Continuous lines represent generalized gamma fits. The curves are vertically shifted
by a value of 2 with respect to each other. The correct scale corresponds to the
uppermost curve.
The effects of gradually removing a constant, daily, and daily and annual
cycles from the original records is demonstrated in Fig. 1.20. It is obvious
that wind speed fluctuations are much closer to a single generalized gamma
distribution than the original wind speed s. This indicates that the main
component of wind determined by the synoptic scale atmospheric patterns
obeys a GG probability density distribution, indeed. The improvement works
almost globally, as illustrated in Fig. 1.21.
The spatial distribution of fitted parameters and the correlation plots
between them are very similar to the results obtained without the removal
of averages (see Figs. 1.13 and 1.15), therefore the corresponding figures for
wind speed fluctuations are not shown.
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Figure 1.21: Residual percentage variance 100(1 − R2) of generalized gamma fits.
(a) Unfiltered wind speed s, (b) constant removed s′c (Eq. (1.16)), (c) daily cycle
removed s′d (Eq. (1.17)), and (d) daily and annual cycle removed s
′
a (Eq. (1.18)).
Note that the color scale is much narrower than in Fig. 1.14.
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1.5 Wind profiles - height dependence of wind
speed
Wind speed (and direction as well) change with elevation above the ground.
In the absence of turbine-level (60–120 m) observations or model data, it is
common practice to extrapolate surface wind data upward [4, 57, 58, 59, 60]
or free-atmosphere fields downward [6, 61, 62].
1.5.1 Wind data at different levels - a consistency check
Since wind components u and v at 1000 hPa pressure level and the geopoten-
tial Φ of the 1000 hPa pressure level were available to us from the ERA-40
data base, it was possible to perform a consistency check between the 10 m
and the 1000 hPa wind speed data. The elevation of the 1000 hPa pressure
level changes with the meteorological conditions but it can be approximated
using the geopotential data set by calculating the geopotential height zg us-
ing Equation (1.3) and Equation (1.19). In order to be able to compare 1000
hPa data with 10 m data we need to calculate the elevation of the 1000 hPa
level above the ground which is given by the following equation.
h = z − zo ≈ zg − zo = Φ
g0
− zo , (1.19)
where z is the elevation of the 1000 hPa level above mean sea level, zg is
the geopotential height of the same level, g0 is the standard gravitational
acceleration and zo is the orography, the elevation of the ground. For the 10
m data evidently h = 10 m.
In the consistency check we used those data which fulfilled the condition
8 m < h < 12 m at the 1000 hPa level. Obviously there are some geographi-
cal locations (at higher elevations) where the ground level pressure is always
smaller than 1000 hPa so this type of comparison is impossible. At each
possible geographical location we examined the statistics of s1000hPa − s10m.
The results are displayed in Figure 1.22. It can be seen that the two wind
speed data do not match exactly. 1000 hPa wind speeds are about 0.6 m/s
higher above the seas and about 0.75 m/s lower above terrestrial locations
than 10 m wind speeds (see Figure 1.22a). These differences are not constant
but have a standard deviation of about 0.4 m/s above the seas and about 0.8
m/s above land (see Figure 1.22b). The average of the absolute differences
between 1000 hPa and 10 m wind speeds 〈|s1000hPa − s10m|〉 can be seen in
Figure 1.22c. In agreement with the calculations above, the mean absolute
differences are about 0.7 m/s. Though at many locations the mean absolute
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differences are about 1.0 m/s and at exceptional sites above 2.0 m/s. The
number of data used in the previous calculations can be seen in Figure 1.22d.
Figure 1.22: Consistency check between 1000 hPa and 10m wind speed data. Only
those data were used which met the condition 8 m < h < 12 m at the 1000 hPa
level. (a) Average of (s1000hPa−s10m), (b) standard deviation of (s1000hPa−s10m),
(c) average of |s1000hPa − s10m|, and (d) the number of data used.
In general we can say that the 10 m and the 1000 hPa data are not
inconsistent with each other but they do not match perfectly. This can
introduce considerable errors in calculating the height dependency of wind
speed or, as a next step, calculating wind speed at different elevations.
1.5.2 Direct comparison of 10 m - 1000 hPa data
Though the height difference between the two levels of available wind speed
data changes as the 1000 hPa pressure level varies in elevation, a direct
comparison might still be reasonable. Scatter plots between 10 m and 1000
hPa wind components and wind speed can be seen in Figures 1.23 and 1.24.
Sites with good correlation are plotted on the former figure and sites showing
poor correlation can be seen on the latter one. If the height separation
were constant between the two levels, a perfectly linear relationship could
be expected between wind speeds assuming a permanent height dependence
(under constant stability conditions of the boundary layer). The fact that the
height level separation depends on the meteorological conditions and we can
still observe good linear correlations (the correlation coefficient r ≈ 0.98 in
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some cases) between wind speeds at different levels might be surprising. Such
strong correlations can be explained by an extremely weak height dependence
of wind speeds.
Sites with strong correlation between 10 m and 1000 hPa wind speeds
(weak height dependence) are mainly offshore locations, whereas sites with
poor correlation are mainly located along coastlines or in regions of higher
mountains indicating the important role of surface variability (see Figure
1.25). Besides orographic effects, weak correlations can be caused by a
stronger height dependence of wind speed and thus higher sensibility to
changes in elevation of the 1000 hPa level.
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Figure 1.23: Scatter plots for 1000 hPa and 10 m wind component u (a,d,g,j)
wind component v (b,e,h,k) and wind speed s data (c,f,i,l). Figures in different
rows correspond to different geographical locations: figures (a,b,c) to [43N,15E],
figures (d,e,f) to [63N,19W], figures (g,h,i) to [57N,2E], figures (j,k,l) to [49N,16E].
Different colors correspond to different hours of the day: blue 0 UT, purple 6 UT,
red 12 UT, orange 18 UT.
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Figure 1.24: The same as figure 1.23 but for the locations: [53N,10E] for figures
(a,b,c), [65N,17W] for figures (d,e,f), [62N,7E] for figures (g,h,i), [38N,2W] for
figures (j,k,l).
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Figure 1.25: 1 − r2 calculated from the coefficient of correlation r between the (a)
u component, (b) v component and (c) speed s of 10 m and 1000 hPa data.
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1.5.3 Power law wind speed profile
In the engineering practice, it is common to use a simple power law approx-









where the indices denote two different levels with elevations h1 and h2 above
the ground. The formula gives a relationship between wind speeds s1 and s2
at different levels using only one parameter α, the Hellmann exponent.
A more realistic expression for the mean wind speed at height z is provided
by the logarithmic wind profile with atmospheric stability correction [4, 60,
66, 67]. Since stability considerations are beyond the scope of this work, we







where z0 denotes a surface roughness length. The global average [4] is around
z0 ≈ 0.7 m with a maximum of 3.5 m over complex terrains and with a
minimum of a fraction of 1 mm over smooth orographies, like sea surface.
It is well-known that the power law relationship is only an approximation
of real wind profiles, e.g. Archer and Jacobson checked 6 different formula-
tions for each location to obtain an acceptable fit [4]. Nevertheless several
measurements illustrated that a power law itself is a good approximation
[63] but the Hellmann exponent α varies with stratification and atmospheric
stability [68], therefore with time (season, part of day) and even with wind
speed. Theoretically, a separation of different meteorological circumstances
could be performed by using other ERA-40 variables (pressure, temperature,
etc.) in a comprehensive analysis. However, even such a procedure cannot
eliminate the mentioned main deficiency, namely that the interpolated 1000
hPa pressure level surface is often located below the physical ground level
(that h < 0), see Figure 1.22d.
When fitting the α parameter we used a least square linear fit of the












where h1 = 10 m, h2 = h was calculated using Equation (1.19) for the 1000
hPa level, s1 = s10m represents 10 m and s2 = s1000hPa 1000 hPa wind speed.
Because of the possible wind speed dependence of α we fitted the model in
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various bins (e.g. data at separate locations which obeyed 0 m/s < s1 <
1 m/s; 1 m/s < s1 < 2 m/s; etc.). We found a weak wind speed dependence,
that is α slightly decreases over land and slightly increases over the seas as
wind speed increases. The model fits relatively poorly in most wind speed
regimes, even r ≈ 0 coefficients of regression are obtained at very low wind
speeds. The model fits best for s1 slightly larger than the mode (r > 0.8).
Hellmann exponents for two selected wind speed regimes can be seen in
Figures 1.26 (4 m/s < s10m < 6 m/s) and 1.27 (8 m/s < s10m < 10 m/s).
Figure 1.26: (a) Hellmann exponent α, (b) the coefficient of correlation r and (c)
the number of data used in the fit. Data were restricted to the 4 m/s < s10m <
6 m/s wind speed regime. Grey color indicates areas where the fit was not possible.
Because of the observed weak wind speed dependence it is plausible to
assume that α is independent of wind speed. To fit this model we performed
the procedure as described before, then averaged the fitted α exponents but
only those bins were used in averaging where there were enough data points
(at least 10) and the fit was sufficiently good (r > 0.8). These values are
somewhat arbitrary, but they are based on values obtained above. Wind
speed independent Hellmann exponents fitted by this way can be seen in
Figure 1.28
A plausible way to get an impression about the quality of the above
fits is to compare original data at the varying 1000 hPa level and those
obtained from 10 m data using the power law relationship. In case of a perfect
agreement, we would be able to say that the height dependence is adequately
captured and the effects of varying meteorological conditions in Figure 1.23c,
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Figure 1.27: (a) Hellmann exponent α, (b) the coefficient of correlation r and (c)
the number of data used in the fit. Data were restricted to the 8 m/s < s10m <
10 m/s wind speed regime. Grey color indicates areas where the fit was not possible.
Figure 1.28: Hellmann exponent α supposing it is independent of wind speed. Grey
color indicates areas where the fit was not possible.
f, i, l and Figure 1.24c, f, i, l are completely eliminated. As it can be seen in
Figure 1.29a, the agreement is not perfect at a selected location in northern
Germany [53◦ N, 10◦ E] in the case of constant Hellmann exponent (constant
both in speed and time). But the major effects of meteorology visible in
Figure 1.24c have been transformed out. Height dependence is described
only with considerable errors. In the case of a speed dependent Hellmann
exponent, the basically linear relationship of Figure 1.29a is replaced by a
nonlinear function (not shown here), but we do not get a better data collapse.
On the other hand, by fitting power law relationships separately to different
parts of the day, thus considering the time dependence of α, we get slightly
40 CHAPTER 1. WIND ENERGY
better results (see Figure 1.29b). The large error of the fit is unfortunately
still not reduced significantly. α exponents fitted to different hours of the
day can be seen in Figure 1.30.
Figure 1.29: Scatter plots between 1000 hPa wind speed and calculated wind speed
for the 1000 hPa level based on 10 m data using (a) constant (in speed and time)
Hellmann exponent and (b) time-dependent (but constant in speed) Hellmann ex-
ponent. Plots correspond to the location [53N,10E]. Compare figures with figure
1.24c.
What we can say is that the power law relationship can describe the height
dependence of the two levels of ERA-40 wind speeds, but with considerable
errors. The wind speed dependence of the only parameter, the Hellmann
exponent α proved to be negligible. The time dependence of α is somewhat
stronger, but since we do not get significantly better fits when taking it into
account, it can be neglected as well. Hellmann exponents can be extracted
at most locations except for sites with higher elevation (greater than a few
hundred meters). In general, weaker height dependence of wind speed s is
found above the seas (α ≈ 0.1) and stronger above land (α ≈ 0.3).
1.5.4 Empirical wind profile
The power law wind profile fits relatively poorly at some locations. Fur-
thermore, wind profile data cannot be extracted at several locations based
on measured data at two levels only. Therefore we adopted another method
and calculated the average empirical wind profile by aggregating all available
data above terrestrial sites. Later we use this profile to estimate potential
wind power production.
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Figure 1.30: Wind speed independent Hellmann exponent α fitted separately for
different parts of the day: (a) 0 UT, (b) 6 UT, (c) 12 UT, (d) 18 UT. Grey color
indicates areas where the fit was not possible.
In order to improve statistics, we performed spatial averaging over the
continent, the results are shown in Figure 1.31. At a given bin of 1000 hPa
pressure height h ± 2.5 m, the speed ratio histograms exhibit well defined
mode (most probable) values (Figure 1.31a). The mode wind speed ratio
profile (Figure 1.31b) cannot be perfectly fitted neither by the logarithmic
[69, 70] nor the power-law [63, 64, 65] assumptions used widely in the litera-
ture.
Consequently, we introduced the simplest possible estimate of wind speed
at the elevation of h above ground level based on the available data through
multiplying 10 m instantaneous wind speeds by the corresponding value of
the empirical wind speed ratio profile η(h) :
sh ≈ η(h)s10 . (1.23)
Setting h = 100 m results in η = 1.28 and Equation (1.23) gives a crude
measure of wind speed for 100 m over land (see Figure 1.31a) and 100-130 m
over sea surface. As it can be seen in Figure 1.31b, the empirical wind profile
is loaded with considerable errors. Different multipliers η obviously change
the numerical values for wind power estimates, but do not change the main
conclusions of the following sections.
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Figure 1.31: (a) Normalized histogram of wind speed ratio s/s10 for three different
bins h ± 2.5 m (see labels), where h is the average 1000 hPa pressure height. The
histograms contain aggregated data over the continental geographic area. (b) The
mode of wind speed ratio profile η(h) as a function of 1000 hPa pressure height
(white symbols). The error bars indicate the half width of histograms shown in
(a). Red line is a logarithmic fit, blue line illustrates a power-law with an exponent
∼ 0.1.
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1.5.5 Comparison of tower measurements and reanal-
ysis wind speeds – a Hungarian case study
In this section our aim is to compare ERA-40 wind speed data and turbine
measurements at Mosonszolnok, Hungary, and thus characterize the appro-
priateness of reanalysis wind speed data for local power estimation (see also
[71]).



















Figure 1.32: Sketch of the geographic setting of the study area and time-line of
the records. Heavy diamond indicates the location of the two Enercon E-40 wind
turbines M1 and M2 (47.816◦N, 17.174◦E), gray shading signs Hungary, E1−E4
label the nearby ERA-40 grid points (empty circles), I1 and I2 (empty squares)
locate the grid points from the ERA-Interim data base used for comparison. The
time-line illustrates the overlapping periods: 01/01/2000 - 08/31/2002 for E and
I records, and 01/01/2004 - 12/31/2005 for I and M time series.
Since there is no temporal overlap between the ERA-40 and turbine time
series (see Fig. 1.32 and Fig. 1.4 for a more complete picture on dataset time-
lines), a direct comparison is not possible. Fortunately, the 3rd generation
reanalysis, ECMWF ERA-Interim [10] has become available till 2009. Two
grid points are close enough to the location of turbines (see Fig. 1.4), thus
time series in the period 01/01/2000 - 12/31/2005 are used to bridge the
temporal gap between ERA-40 and the turbine measurements (Fig. 1.32).
Figure 1.33 shows wind speed time series for the initial 100 days of the
overlapping period at the sites I1, I2, and E1 . . . E4 (note that I2 and E2
refer to the Interim and ERA-40 records for the same geographic grid point,
see Fig. 1.32). It is easy to see that the wind speed changes quite homoge-
neously over the given area, the gross dynamical features are almost identical.
The apparent synchrony can arise, on one hand, from the smooth orography:
the area belongs to the Little Hungarian Plain, a low lying tectonic basin
of approx. 8000 km2 in northwestern Hungary, southwestern Slovakia, and
eastern Austria. On the other hand, the 6 h time resolution of the records
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can easily hide shorter temporal shifts between the wind speed signals.
Figure 1.33: Wind speed records for the I1, I2, and E1 − E4 grid points (see
Fig. 1.32) in the first 100 days of the overlapping period.
The same is true for the wind speed records at sites I1, I2, and M1,
M2 in the overlapping period of two years, see Fig. 1.34 (since M1 and
M2 speeds are practically identical in absence of technical failures, therefore
only the former is shown). Note that 6-hour average values are determined
from the turbine data series, where the time stamps are centered to the UT
sampling time of ERA-40 and Interim records. This is because the reanalysis
wind fields are quite smooth (sub-grid scale turbulence is not resolved), wind
gusts and lulls are not represented. In Fig. 1.34, the agreement between the
turbine measurements (h = 65 m) and surface wind speeds (h = 10 m) is not
as strong as in Fig. 1.33, nevertheless the temporal evolution of the turbine
record is properly reflected by the reanalysis.
In order to quantitatively characterize the strength of synchrony, we com-





where i, j ∈ {E1, E2, E3, E4, I1, I2, M1, M2}, s(t) denotes the wind speed
of average value s and standard deviation σ, and 〈·〉t indicates temporal
averaging. The results are shown in Table 1.1.
The lower diagonal represents the geographic distances between the sites
in units of kilometers. It is worth to mention that the corresponding cross
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Figure 1.34: The same as Fig. 1.33 for the I1, I2 (red) and M1 (green) records.
E1 E2 E3 E4 I1 I2 M1 M2
E1 1 0.929 0.824 0.873 0.797 0.772 – –
E2 (74.6) 1 0.902 0.841 0.765 0.847 – –
E3 (134.3) (111.2) 1 0.913 0.716 0.820 – –
E4 (111.2) (134.3) (76.1) 1 0.742 0.757 – –
I1 (37.3) (111.9) (158.5) (117.4) 1 0.880 0.768 0.743
I2 (74.6) (0) (111.2) (134.3) (111.9) 1 0.753 0.734
M1 – – – – (53.7) (63.3) 1 0.971
M2 – – – – (53.7) (63.3) (0.4) 1
Table 1.1: Equal time two-point correlation (see Eq. (1.24)) matrix for the time
series in the overlapping periods (upper diagonal), and geographic distance in units
of km (lower diagonal, in parentheses).
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Figure 1.35: Normalized histogram of wind speed s for the time series
E1, E2 . . . M2, and fitted generalized gamma (see Eq. (1.10)) probability density
functions (thin black lines). The empirical parameters are summarized in Table
1.2.
correlation functions (not shown here) exhibit a quick drop for nonzero time
lags both in the negative and positive directions, which means that the wind
field is essentially coherent in time windows of 6 hours over the given area.
The correlation matrix (Table 1.1) seems to be consistent in the sense that
larger spatial separation usually entails a lower correlation coefficient. The
differences between ERA-40 and Interim records are characterized by the
matrix element Corr(sE2, sI2) = 0.847 for the same grid point.
We tested the effect of spatial interpolation with the records I1 and I2
by means of inverse squared distance weights [72] for the turbine location.
Since the improvement was negligible, we used the original time series for
further analysis.
Statistical differences are also present when the histograms of wind speeds
are compared. Figure 1.35 illustrates the normalized empirical probability
densities of wind speeds for each record with the corresponding generalized
gamma fits (see Equation (1.10)). The values of the generalized gamma
parameters are listed in Table 1.2 for each record. The fitted curves in
Fig. 1.35 have very similar shapes, nevertheless the parameters can be quite
different. This is because s0, q = εk − 1, and k are very sensitive to small,
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s [m/s] RM1 σ [m/s] s0 [m/s] q k m [m/s]
E1 3.19 1.79 1.75 2.315 1.404 1.411 2.306
E2 3.06 1.87 1.64 1.409 1.990 1.172 2.216
E3 2.99 1.91 1.56 1.345 2.145 1.184 2.219
E4 2.82 2.02 1.48 1.753 1.734 1.352 2.106
I1 3.43 1.66 1.96 1.291 2.423 1.084 2.712
I2 3.51 1.63 1.90 2.310 1.952 1.391 2.947
M1 5.71 1 2.67 1.273 3.195 0.975 4.302
M2 5.70 1.00 2.72 2.448 2.241 1.182 4.207
Table 1.2: Fitted parameters of the normalized wind speed probability distributions
for the time series E1, E2 . . . M2, see Fig. 1.35. The mean value s and standard
deviation σ are taken over the entire available record lengths (see Fig. 1.32), the
parameters of the generalized gamma distribution (see Eq. (1.32)) are denoted by
s0, q = εk − 1 and k, and the mode (most probable value) is m = (q/kβ)1/k.
The second column (RM1 = sM1/s) is the ratio of average wind speed sM1 at the
turbine M1 and at the given site s.
sometimes hardly visible changes at the tails of the histograms.
The main difference between reanalysis and turbine histograms is that
the later exhibits significantly higher average value and width, due to the
increased elevation. The overlapping time interval between the ERA-Interim
reanalysis and turbine records allows to test the assumption of a constant
profile – a linear relationship between wind speed values at the surface (10
m) and at the hub height of 65 m:
s(h = 65 m) = η∗(h = 65 m)s10 . (1.25)
The equal time scatter plot for I1 andM1 time series is shown in Fig. 1.36a.
A linear relationship (Eq. (1.25)) seems to be plausible as a first approxima-
tion with η∗(h = 65 m) = 1.529, however the errors involved are far from be-
ing negligible. The effect of the simple linear transformation s
′
I1 → 1.529×sI1
is illustrated in Figs. 1.36b and 1.36c. While the fitted generalized gamma
distributions collapse almost perfectly (Fig. 1.36c), the empirical histograms
(Fig. 1.36b) exhibit characteristic differences already apparent in Fig. 1.35.
The most probable empirical value (the peak) is shifted to larger speeds for
turbine data with respect to an “ideal” generalized gamma curve, contrarily,
the peak is shifted toward lower values for the reanalysis histogram. Actually,
all of the empirical histograms in Fig. 1.35 seem to be a mixture of at least
two unimodal distributions, when a fit of really good quality is attempted.
Such attribute can be a consequence of the strong seasonality common in mid
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Figure 1.36: (a) Scatter plot for the equal time wind speeds measured at site I1 and
M1. The regression line has the slope of 1.529. (b) Normalized empirical wind
speed histograms for the M1 turbine measurements (dark, blue) and the trans-
formed I1 record (light, orange): s
′
I1 → 1.529 × sI1. (c) The same as (b) for the
fitted probability distributions.
latitudes, where the different seasons are connected with different prevailing
winds [41].
The conversion factor η∗(h = 65 m) = 1.529 between surface and hub
height wind speeds obtained for Mosonszolnok, Hungary is considerably
higher, than the average conversion factor η = 1.28 derived from the ERA-40
reanalysis. Furthermore the latter average η is thought to correspond to hub
heights of about 100 m.
The big difference can be due to (1) the effect of averaging used to calcu-
late η, because the coastal areas have a great weight in the average, and in
these areas the wind profile is less steep, than at inland sites. Due to this ef-
fect the extrapolated inland hub height wind speeds can be underestimations
of the real situation (and offshore wind speeds are probably overestimations).
(2) Another phenomenon which can create a considerable difference between
η and η∗ can be the presence of sub-grid effects not captured by the reanal-
ysis. Wind turbines are - for economical reasons - installed at the windiest
possible spots, where the local wind speeds may be significantly higher due
to orographic enhancements.
In an ideal situation one should be able to measure η∗ for every wind
farm - a dense network across Europe - and thus “calibrate” the reanalysis
wind fields. However because of the lack of turbine data we cannot assess
this issue for more than a few sites in Hungary.
In the following analyzes we decided to use the average η = 1.28 conver-
sion to get hub height wind speeds from surface reanalysis fields, however in
some cases we tested the effects of higher, but still spatially constant conver-
sion factors, η1 = 1.50 and η2 = 1.79. In one case we examined the effects
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of using different conversion factors at onshore and offshore areas. For these
tests see Section 1.7.5.
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1.6 Wind power estimations
1.6.1 Transformation of surface wind speed to wind
power
As a first step, we transformed surface (10 m) wind speed s10 values to
hub height (typically 100 m at on-shore sites and 100-130 m at offshore
sites) wind speed. This was done by using the empirical wind speed profile
(Section 1.5.4) at h = 100 m. Thus we obtained that the wind speed at hub
height equals to the instantaneous surface (10 m) wind speed multiplied by
η = 1.28 : s100 ≈ 1.28s10. As mentioned earlier (Sections 1.5.4 and 1.5.5) in
this process considerable errors are involved, but we believe that these errors
do not affect the main conclusions of Section 1.7.
The second step is to calculate wind power estimates from wind speed
data. The standard method for a given turbine is based on the power curve
[24] provided by the producers (see the power curves, e.g. at
http://www.enercon.de, http://www.nordex-online.com, http://www.
vestas.com). The rated power can be very different for smaller and larger
generators, however they share several other aspects. The cut-in wind speed
is usually 3-5 m/s, then the power curve exhibits a power-law range with an
exponent value close to 3. There is a crossover at around 11-15 m/s to a
plateau (representing the rated power regime of active blade pitch control),
and energy production falls at the cut-off wind speed at about 20-25 m/s for
most commercial constructions (refer to the power curves mentioned above).
An idealized power curve is depicted in Figure 1.37, where the following




a0(s − sci)β if sci < s ≤ sx
a1
1+exp[−(s−b)c]
if sx < s ≤ sco
0 if s ≤ sci,s > sx
(1.26)
Here sci = 1.2 m/s is the cut-in, sx = 10 m/s is the crossover, sco = 25
m/s is the cut-off speed, b = 2.8 is the exponent, a0 = 0.166, a1 = 103.3,
b = 9.16, and c = 1.05 are empirical parameters obtained by fitting high
resolution ( Δt = 10 minute) measured data of two Enercon E-40 turbines
(rated power 600 kW) installed near Mosonszolnok, Hungary (see Figure
1.37).
Here we emphasize again that fine details can depend on the precise
mathematical form of the power curve used, however they cannot significantly
affect the main conclusions.
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Enercon E40 (0.6 MW) empirical
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Figure 1.37: Left panel: the power curve used for wind power estimates (see Equa-
tion (1.26)) expressed in capacity factor. The brochure data for different turbines
given by the manufacturers are shown as well. Right panel: the same curve, as
shown in the left panel, with measurements for the M1 turbine, Mosonszolnok,
Hungary. The different segments of the curve (Equation (1.26)) are shown with
different colors.
1.6.2 Comparison of empirical wind power histograms
and transformed generalized gamma wind speed
distributions
As concluded earlier (Section 1.3), the generalized gamma model gives the
best representation of wind speed histograms. Since wind power estimates
are analytically calculated from wind speed data, it is possible to transform
the wind speed distributions analytically to obtain the corresponding wind
power distribution. The question arises whether the transformed general-
ized gamma distribution gives an appropriate representation of wind power
histograms. Two examples of empirical wind power probability density func-
tions can be seen in Figure 1.38. As it is apparent, the transformed gener-
alized gamma distribution gives a perfect representation of the power his-
tograms. The very good agreement between transformed generalized gamma
and empirical wind power distributions illustrated in Figure 1.38 is valid at
other geographical locations as well. The good fit of the curves in Figure
1.38 confirms however only the goodness of the generalized gamma fits to
the reanalysis wind speeds. Note that both the curves and histograms in
Figure 1.38 are based on the reanalysis data. The comparison with real
measurements is discussed in the next section (Section 1.6.3).
The transformed probability density function of wind power p ( 0 ≤ p ≤
a1 ) takes the following form:
52 CHAPTER 1. WIND ENERGY
































Figure 1.38: Empirical wind power histograms based on calculations described in
Section 1.6.1 for (a) a terrestrial location in Northern Germany (52◦ N, 11◦ E) and
(b) a marine location (66◦ N, 4◦ W). Red line indicates the transformed generalized
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, if px < p ≤ a1 ,
(1.27)
in which we used the generalized gamma distribution PGG(s; s0, k, ε) (see
Equation (1.10)) of s = s10 wind speed with parameters s0 , k and ε. Pa-
rameters sci, sx, sco, a0, b, a1, b and c are used in the transformation of
wind speed at hub height to wind power (see Section 1.6.1). Parameter η
is the ratio of hub height wind speed (100 m) and surface wind speed (10
m) (see Section 5.1). δ(. . .) represents the Dirac-δ function. The integrals
in Equation 1.27 (in the case of p = 0 ) can be evaluated numerically using
incomplete gamma functions.
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1.6.3 Comparison of reanalysis-based wind power data
with tower measurements
As an addition to wind speed measurements at Mosonszolnok, wind power
output measurements were also available to us. This permits a comparison
of actual wind power and reanalysis-based estimates at one site.











Figure 1.39: Electric power output measured at the turbines M1 (thin black line)
and M2 (dashed black line) in three consecutive years, high frequency (10 min)
data are smoothed by 1008 point (1 week) running average. Horizontal (blue)
lines indicate the annual averages. (Percentage values with respect to the rated
power are for M1: 20.76±11.55 %, 22.33±12.58 %, 20.27±11.24 %, and for M2:
21.26±11.66 %, 23.16±12.24 %, 21.55±11.58 %, respectively.)
Figure 1.39 illustrates the smoothed output power measured directly at
the turbines M1 and M2 in three working years. The two curves are very
similar, significant differences are due to technical problems. It is remarkable
that the apparent seasonality is very weak, and the fluctuations are huge in
spite of the smoothing by a wide window of one week. The average load
factor or capacity factor (the ratio of mean and rated output power) around
21-22 % is considerably lower than at optimal off-shore sites [73, 74, 75], in
contempt of the geographic location of turbines belonging to the windiest
region of Hungary [76, 77, 78, 79, 80].
We used the standard method described in Section 1.6.1 for estimating
wind power from (reanalysis) wind speed data. The only difference was that
we used η∗ = 1.529 and other conversion factors instead of η = 1.28, as used
in Section 1.7.
Based on the fitted curve Eq. (1.26), an estimate for output power can
be given at the sites where wind speed records are available. A comparison
between turbine measurements and modeled time series at seemingly distant
geographic locations seems to be reasonable because of the strong spatial
correlations revealed in Section 1.5.5.
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Figure 1.40: Comparison of estimated electric output based on η∗ = 1.529 (see
Fig. 1.36) and the power curve Eq. (1.26) from 6 hourly wind speed data for sites
I1 and I2 (red) with direct measurements at the turbines M1 and M2 (green).
Note that the later two curves are 6 h averages of 10 min records.
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A point-by-point comparison of reanalysis-based power estimates with
turbine data is possible only for sites I1 and I2 in the overlapping period
of two years (see Fig. 1.32). Time series for the first 100 days are shown
in Fig. 1.40. The general behavior is similar to the wind speed curves in
Fig. 1.34: the gross features are reproduced with apparent deviations in fine
details.
Collating of statistical properties has shown that model time series pro-
duce systematically lower mean (annual) capacity factors than the measured
values in Fig. 1.39. The reason is the marked difference in the histograms of
the turbine and scaled reanalysis data shown in Fig. 1.36b: the probability
of wind speed in the range of 3–10 m/s is skewed to larger values for the
turbines, while an opposite skew is apparent in the reanalysis data. Note
that the very wind speed interval is critical, because small differences in nu-
merical values are strongly exaggerated by the cubic behavior of the power
curve (Fig. 1.37).
As we mentioned in Section 1.5.5, the shape of wind speed histograms in
Figs. 1.35 and 1.36b cannot be perfectly fitted by simple functional forms,
because they seem to be mixed (see also Section 1.4). For the same reason,
an uncomplicated transformation resulting in an adequate collapse of the
histograms in Fig. 1.36b is not possible. Nevertheless Fig. 1.36a suggests a
relatively simple relationship between the heights of 10 and 65 m, therefore
a systematic search of a proper multiplier is performed to obtain the best
agreement between model and empirical capacity factors.
We have tested the the mean, mode and median of the wind speed his-
tograms as possible scaling factors. Simple statistical comparison of mea-
sured and modeled power outputs revealed that the best result is provided
by matching the long term average wind speed values s listed in Table 1.2,
first column, numerical values of the appropriate multiplier RM1 = sM1/s are
given in the second column. Note that these factors impair the agreement
for the wind speed histograms by giving too large frequencies to large values,
however this is fully indifferent from the point of view of power estimation
because of the plateau regime (see Fig. 1.37).
Model and empirical output power histograms are shown in Fig. 1.41.
The shape of the histograms is highly nontrivial, it is produced by the non-
linear transform of Eq. (1.26) from the empirical wind speed distributions in
Fig. 1.35. It is no wonder that the best matching of turbine and reanalysis
data is found for the closest site E1. Figure 1.42a illustrates the difference
between the histograms of E1 and M1, the agreement is fairly good. The
largest deviation is around very small but nonzero output power, where the
frequency of appropriate wind speeds is overrepresented in both ERA-40 and
ERA-Interim data. The length of ERA-40 records permits to compute es-
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Figure 1.41: Normalized histograms of electric power P for the time series
E1, E2 . . . M2. The last two (green) are based on direct measurements, the others
are estimated by the power curve Eq. (1.26) from the rescaled surface wind speeds
s
′
= η∗∗s, where the numerical value of η∗∗ = RM1 is given in the second column
of Table 1.2. (The vertical scale is logarithmic.)
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Figure 1.42: (a) The difference between the histograms for sites M1 and E1 shown
in Fig. 1.41. (b) Histogram of annual average output power estimated from the E1
record by η∗∗ = RM1 = 1.79 and the power curve Eq. (1.26). The black arrow
indicates the range of measured averages at M1 and M2.
timated annual capacity factors for 43 whole years, the related histogram
is shown in Fig. 1.42b. The width of this histogram is surprisingly large,
however a comparison with reality would need much longer turbine records.
We can say, that the comparisons of reanalysis wind fields and direct
measurements at two turbines revealed that the dynamics is appropriately
reproduced, apart from magnitudes. Note that this can be a consequence
of the essentially flat surface configuration around the test site, much larger
deviations between reanalysis and measured data are obtained over a complex
terrain [13].
A key point of wind power estimation from surface speed values is the
approximation of speeds at hub heights. The scatter plot Fig. 1.36a cannot
disqualify the assumption of a linear relationship between 10 and 65 m data.
The slope of the regression line provides the simplest tool of speed estimates
for the increased altitude. However, scaling with this factor results in an
underestimated capacity profile, because shape anomalies of the wind speed
histograms are amplified by the cubic section of the power curve Eq. (1.26).
The best agreement for modeled and empirical histograms of output power
is achieved when the long time average values of wind speed are matched,
the corresponding multipliers are listed in Table 1.2, second column. The
apparent reason of this success is that such rescaling transforms the reanalysis
histograms in a way that the best agreement is obtained for the modeled and
measured wind speeds over the sub-plateau range of the power curve (0–13
m/s interval).
The matching factors η∗∗ used in the turbine - reanalysis comparison
(Table 1.2, second column) are consistent with Hellmann exponent values
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α ≈ 0.23 − 0.37 or with surface roughness length values in the range of
z0 ≈ 0.3− 1.6 m. These values are also consistent with expectations.
An important consequence of the considerations above is that a uniform
scaling factor cannot provide a satisfactory approximation of high altitude
wind speeds for each location, irrespective of the geographic conditions. It is
very probable that the constant factor of η = 1.28 used in Section 1.7 seri-
ously underestimates speed values over land, while it is too high for offshore
locations. The main problem is that changing wind speed probabilities in
the range of most frequent moderate values (2–12 m/s) affect drastically an
estimated capacity factor by cubic amplification, see Eq. (1.26) and Fig. 1.37.
On the other hand, the present analysis confirms that the key parameter of
wind power modeling is the long time average wind speed at potential hub
heights, in agreement with Archer and Jacobson [4].
In spite of the difficulties described above, we think that reanalysis wind
data can provide reliable wind power estimates for extended geographic re-
gions after proper parameter matching. And even when such accurate match-
ing is impossible, a great part of the wind power statistics can be extracted
form the reanalysis wind fields.
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1.7 Wind power networks
1.7.1 Wind energy production in a fully connected static
network
In order to produce reference data for further analyzes, we generated hypo-
thetical power time series by the two steps described in Section 1.6.1 (see also
[81, 82]). Figure 1.43 illustrates the long time average value and the coeffi-
cient of variation for the locations where wind turbines might be practically
installed. Possible off-shore sites are simulated by an envelope of 1◦ around
the coastlines (Iceland and the Faroe Islands are not considered). The total
number of geographic cells is 1325 over this restricted area. Figure 1.43 indi-
cates the well known fact that the best locations for wind energy extraction
are off-shore sites near the Atlantic ocean [83, 84]. Solid surfaces do not only
moderate wind speeds but increase the variability of energy production over
land as well (Figure 1.43b).
Figure 1.43: (a) Average wind power in units of percentage capacity factor (log-
arithmic scale), and (b) coefficient of variation (standard deviation over average
value) for each individual geographic cell and for the whole temporal period of 44
years (linear scale).
Next we can imagine that the whole area depicted in Figure 1.43 is con-
nected by a very efficient electric network, where fluctuations do not limit the
integration of wind energy. This assumption is far from reality, however our
aim is to evaluate a reference situation of no losses. Figure 1.44a shows the
time series of fully aggregated energy production over the 1325 sites in units
of total capacity factor (this is a convenient measure allowing any values for
rated power at different locations). The fluctuations are highly non-Gaussian
(see Figure 1.44b), however we could not find a simple analytical form for
an adequate fit. The long time average value for the aggregated output is
14.4 % (with a standard deviation of 6.8 %), which is considerably lower
than the sustained average capacity factor at optimal off-shore sites [73, 74].
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The time series in Figure 1.44a exhibits a marked annual periodicity and a
much weaker daily cycle revealed by the power spectrum in Figure 1.44c.
The total aggregated output never drops to absolute zero, nevertheless it is
less than 10 % of the total rated power for 104-105 days in a year. It is also
remarkable that the absolute minimum is as low as 1.15 %, and the absolute
maximum does not exceed 53.05 % during the period of 44 years. These
facts clearly indicate that a fully connected static network over the whole
continental Europe is highly suboptimal with huge idle capacity and strong
seasonality.
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Figure 1.44: (a) Time series of aggregated wind energy production over 1325 sites
(only years 1999-2001 are shown). The 44 year average capacity factor is 14.4 %
(red line). (b) Normalized amplitude distribution of the time series. (The vertical
scale is logarithmic.) (c) Power spectrum of the time series as a function of pe-
riod. The two isolated peaks indicating a strong annual and a weak daily periodic
background are marked.
Figure 1.44c might suggest that the annual periodicity is remarkably
strong which could be exploited for prediction and output scheduling. Figure
1.45 illustrates, however, that this is not really feasible. Lower ( ptot < 10 %)
or higher ( ptot > 20 %) than average aggregated output can happen in any
calendar day, however with much higher probability during the Summer (see
Figure 1.45a) or Winter months (Figure 1.45b), respectively. Note also that
the frequency for most calendar days is well below the value of 44, which
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Figure 1.45: (a) 44 year frequency of calendar days with less than 10 % (grey) and
less than 5 % (black) aggregated output. (b) The same as (a) for days with more
than 20 % (grey) and more than 30 % (black) output.
means that any statistical forecasting has strongly limited efficiency.
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Figure 1.46: (a) Percentage ratio of sites at rated power (capacity factor p ≥ 100
%) as a function of time (only years 1999-2001 are shown). The average value
of 2.7 % is indicated with a red line. (b) Probability density distribution for (a).
(c) Frequency of calendar days with less than 1 % site ratio (less than 14 cells) at
rated power. Light grey shading indicates the summer period.
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Essentially the same conclusions can be drawn from Figure 1.46, where
the statistics of the sites at instantaneous rated power is analyzed. The rated
power plateau (see Figure 1.37) is the optimal operating range for turbines
especially with respect to electric grid integration. Figure 1.46a shows the
time series (6 h resolution) of the number of geographic cells at peak output
(normalized by the total number 1325), where hub height wind speed exceeds
12 m/s. The 44 year average value is only 2.7 % (36 cells) with the absolute
maximum of 361 sites (27.2 %). Figure 1.46b illustrates the probability
distribution for a given percentage ratio. Remarkable features are the very
high probabilities for extremely low values and the fast, near exponential
decay away from the origin. Figure 1.46c illustrates the smeared annual
periodicity again, the shape of the histogram is similar to Figure 1.45a.
1.7.2 Energy production in limited area static networks
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Figure 1.47: (a) Geographic setting of the analyzed area. (b) Probability den-
sity distribution for the aggregated capacity factor around Great Britain (grey his-
togram). Black line shows the whole-European curve of Figure 1.44b. (c) Prob-
ability density distribution for the percentage ratio of sites at rated power (grey),
the black curve is the same as in Figure 1.46b.
The suboptimal nature of whole-continent static integration is clearly
demonstrated by considering the time series produced by aggregation over
a restricted area of high-wind locations. Figure 1.43 shows that the best
sites are around Great Britain with respect to long term average values.
Indeed, the integrated wind power over the shaded cells of Figure 1.47a obeys
better statistics than shown for the whole continent in Figure 1.44 - 1.46: the
long time aggregated average output is 41.0(±25.9) %. Both the aggregated
capacity factor (Figure 1.47b) and the percentage ratio of sites at rated power
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(Figure 1.47c) have a wider probability distribution of much slower decay
toward higher values.
The geographic cells can be easily ranked by individually determining
the temporal ratio of operation at rated power for the period of 44 years.
As an example, we show the best 50 sites around Europe in Figure 1.48b.
(No wonder that the absolute majority is around Great Britain and Ireland.)
We can imagine that these best cells serve as a static base network, and we
can easily evaluate the aggregated output. The long time average value for
such network is 53.8 % with a standard deviation of 24.3 %. The annual
periodicity is quite strong, the absolute minimum value was obtained as 1.68
% in the Summer of 1966. The histogram of the capacity factor (Figure
1.48c) is much “nicer” than for Great Britain, the hypothetic connection
with distant locations effectively eliminated the high probability of close to
zero aggregated output.
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Figure 1.48: (a) The same as Figure 1.47a shown for comparison. (b) “Base
network” formed by the 50 best wind sites over the continent (red cells). (c) Prob-
ability density distribution of the aggregated capacity factor for the base network
shown in the map (red curve), for Great Britain (blue curve, Figure 1.47b) and
for the whole continent (black curve, Figure 1.44b).
Nevertheless a marked negative consequence of the limited area spatial
integration is an increased standard deviation around the mean aggregated
output compared to the whole-continent integration. This means also much
stronger 6-hourly fluctuations illustrated in Figure 1.49, where the empirical
probability distributions for the 6-hour differences of the aggregated output
are compared for Great Britain (dark gray histogram), for the optimal base
network in Figure 1.48b (light gray curve) and for the whole continent (black
histogram).
The large difference between the histograms in Figure 1.49 is a conse-
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Figure 1.49: Probability density distribution for the 6-hour differences of the ag-
gregated output over Great Britain (brown histogram), for the base network (light
gray curve) and over the whole continental Europe (black).
quence of weak temporal and strong spatial correlations of wind fields. The
autocorrelation function for a simulated wind power time series p(t) at each
geographic cell was found to exhibit an exponential decay with good approx-
imation:
A(τ) =








where τ is the time lag, p and σ denote the long time average value and
standard deviation of p(t) , and T ∗ is the characteristic decay time. Figure
1.50b shows the geographic distribution of T ∗. The characterization of spatial
correlations is not so trivial, because the orography usually generates strong
anisotropies depending on several other factors. The spatial resolution of
ERA-40 data is rather limited, therefore we adopted the simplest possible way
to visualize such correlations through an averaged length scale L∗. Firstly,
the linear correlation coefficient
ri,j =
〈[pi(t)− pi][pj(t)− pj ]〉
σiσj
(1.29)
was determined for each pair of cells separated by maximum of ±5◦ in both
latitude and longitude directions. The distance di,j , was computed by cor-
recting curvature effects for each pair. Secondly, averaging of ri,j, values was
performed separately in bins of equal distance di,j, in order to minimize the
effect of different sample sizes at different distances. Obviously, such averag-
ing removes all directional anisotropies, apart from the side bands of the map
where cells have less than 5 neighbors in one or two directions. The decay
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The geographic distribution of the averaged correlation length scale L∗ is
shown in Figure 1.50a.
Figure 1.50: (a) Average correlation length L∗ (see Equation (1.30)). A white
frame indicates the area outside of which isotropic averaging was not possible due
to a lack of data. (b) Autocorrelation time T ∗ (see Equation (1.28)) for each
geographic cell obtained for the whole period of 44 years.
Next we attempt to optimize hypothetical network architectures in order
to produce better aggregated outputs than the reference case of whole-scale
static integration. Practically, this means as high average capacity factor
together with as low fluctuations as possible. Technical issues are out of
scope of our conceptual study, we concentrate on the limitations arising from
the statistical and correlation properties of the wind resource.
1.7.3 Output Variability in Growing Static Networks
As it is demonstrated in the previous Section by Figure 1.49, a larger area
of wind power integration exhibits decreased fluctuations around the mean.
How much improvement can we expect by gradually increasing the size of
the network? One possible measure is illustrated in Figure 1.51, where the
test was constructed in the following way.
The simulated wind power time series for a given number (n = 1, . . . 1324)
of randomly chosen cells were aggregated at each time step, and the long
term average ptot and its standard deviation σ were computed, as before.
At each network size n, 30 different random realizations were evaluated and
ensemble averages 〈ptot〉 and 〈σ〉 were determined. The results are plotted in
Figure 1.51, where the number n was transformed to “total network area”
for correcting Earth’s surface curvature. Figure 1.51a illustrates that the
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Figure 1.51: (a) Ensemble and time averaged aggregated capacity factor 〈ptot〉
for 30 samples of randomly connected cells of increasing number. The number
of connected cells is transformed to total integrated area on the horizontal axes.
The error bars represent standard deviation computed for the 30 realizations. (b)
Averaged standard deviation 〈σ〉 around the mean 〈ptot〉 for the same test. The red
dashed line illustrates an inverse square root function.
ensemble averaged capacity factor is essentially independent of the network
size, the average for 30 random single cells is practically the same as for
the whole-scale integrated value. The behavior of the ensemble averaged
standard deviation shown in Figure 1.51b is more remarkable. In case the
aggregated power time series represented statistically independent random
variables, this parameter would decay according to an inverse square root
law, illustrated by the red line in Figure 1.51b. The empirical data indicate
marked deviation from this expectation for random network sizes of 15-17
cells already, which is a consequence of the rather strong spatial correlations
(see Figure 1.50b).
1.7.4 Static network with different capacity limits
So far all available geographical locations were treated uniformly, that is
the same capacity was assigned to each cell in the hypothetical wind power
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networks. A further optimization strategy might be based on distributing
available capacities unevenly to minimize the temporal variability of wind
power. One motivation for testing such possibility is that the computed lin-
ear correlation coefficient ri,j, (see Equation (1.29)) was found to have slight
negative values for some distant pairs, indicating the presence of temporal
anti-correlations. The number of different network configurations with differ-
ent sizes and weights is practically infinite, therefore we illustrate the method
only for the whole-scale connected case.
The procedure commences by assigning initial weight parameters wi to
every available grid-point i, representing the level of installed capacity at
the given cell. In order to compare different configurations, normalization is
needed:
∑
i wi = 1, where i = 1, . . . 1325 (the total capacity is fixed), conse-
quently 0 ≤ wi ≤ 1. (The uniform setting i = 1/1325 reproduces the results
discussed above.) The optimization task is to modify the set of weights {wi}
in order to get less intermittent aggregated output. This problem is a linearly
constrained global optimization in 1325 dimensions [85]. We implemented an
iterative Monte Carlo algorithm, where in one step a randomly chosen weight
changes stochastically. In order to fulfill the normalization constraint, two
other randomly selected weights are modified. If the resulting configuration
provides a smaller coefficient of variation for the aggregated power time se-
ries, then the set {wi} is updated and the iteration proceeds. This algorithm
is not necessarily convergent and does not guarantee to find the global opti-
mum, nevertheless it is able to produce moderate improvements even for the
fully connected case. An example is shown in Figure 1.52. Here the initial
configuration was the uniform weight distribution. The average aggregated
capacity factor increased to 14.9 % (from 14.4 %) with the standard devi-
ation of 4.2 % (6.8 % in the uniform case), which means an improvement
for the coefficient of variation to 0.28 (from 0.47). In spite of this apparent
success, the configuration shown in Figure 1.52 hardly represents a serious
advance. A simple comparison with the map in Figure 1.43a reveals that the
this network is based on a few highly efficient off-shore sites at the Atlantic
coast connected to huge idle capacities located mostly at extremely low-wind
cells in the opposite corner of the continent, which exhibit weak temporal
anti-correlations.
1.7.5 Static network based on real wind farm data
Based on real wind farm data it was possible to evaluate a network that
is realistic in a sense that the wind power capacities correspond to actual
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Figure 1.52: Stochastically optimized global network configuration with different
weight parameters for the cells. Percentage values of the final weights {wi} are
indicated.
data (for October 2007). 6 The distribution of the capacities is illustrated
in Figure 1.53. Here, like in all other calculations throughout this work, we
did not take transportation losses into consideration. Therefore the statistics
for this “real” network are somewhat optimistic. Only limitations from the
wind resource are present in the results.
Figure 1.53: Global wind power network configuration based on real data corre-
sponding to the situation in October 2007. (a) Operating nameplate capacities in
MW, (b) weights {wi} in percentage of total capacity. The total capacity is 46.028
GW. Logarithmic scales are used.
The time series of the aggregated output of this “real” network can be seen
in Figure 1.54. Comparing the three configurations of Figure 1.54 we can see
that all have about the same average capacity factor (14.4− 14.9 %) but the
“real” network shows the biggest fluctuations (standard deviation of 12.4 %).
6Here I would like to thank Flavio Bono and Eugenio Gutierrez at the Joint Research
Centre (JRC), Ispra, Italy to kindly provide us the data.
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This might be because, as it is visible in Figure 1.53, the main capacities are
concentrated in a relatively small area where wind speed values are strongly
correlated. The fully connected uniform reference network and the optimized
network of Figure 1.52 show smaller fluctuations (standard deviation of 6.8
% and 4.2 % respectively). However wind statistics is by far not the only
aspect when designing a real wind power farm or network. Several other
issues (technical, economical and political) need to be considered which are
out of the scope of the present study. Here we restrict ourselves to wind
power statistics.
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Figure 1.54: (a) Time series of aggregated wind energy production for the “real”
network (brown curve). The time series corresponding to the fully connected net-
work is shown for comparison with black color. The data for the optimal configu-
ration of Section 1.7.4 (Figure 1.52) are shown as well with yellow color. The 44
year average capacity factor is ∼ 14 % (red line) for all 3 time series. Only years
1999-2001 are plotted. (b) Normalized amplitude distribution of the time series.
(The vertical scale is logarithmic.) (c) Power spectrum of the time series as a
function of period. The two isolated peaks indicating a strong annual and a weak
daily periodic background are marked.
In the case of the realistic network (Figure 1.53) we tested the effects
of changing the conversion factor η between surface and hub height wind
speeds. We used 4 configurations: (1) η = 1.28, (2) η = 1.50, (3) η =
1.79 uniformly for all locations and (4) η = 1.15 for maritime locations and
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η = 1.79 for onshore locations. Configuration (1) is discussed throughout
Section 1.7, while configuration (3) is inspired by the Hungarian case study
of Section 1.6.3. Configurations (2) and (4) are supposedly more realistic
“middle paths” between the former ones.
The average and standard deviation of the power production in each
configuration based on the ERA-40 data is summarized in Table 1.3, while
the distributions are shown in Figure 1.55. For a comparison with real power
production data see Table 1.4.




1.15− 1.79 28.28 17.83
Table 1.3: The average p̄ and standard deviation σp of the aggregated power output
time series (in capacity factor) for the realistic network depicted in Figure 1.53.
ERA-40 data were used to generate the time series with different conversion factors









Table 1.4: The average capacity factor p̄ for some European countries based on
real measurements for the year 2007 [86, 87]. Compare the values with those of
Table 1.3.
It can be seen, that not only the average capacity factor increases with
increasing η, but the shape of the distributions in Figure 1.55 changes as
well. This is due to the nonlinear transformation between wind speed and
power (see Equation (1.26) and Figure 1.37). From the comparison with
real measurements (Table 1.4) we can conclude again that the η = 1.28
assumption used throughout Section 1.7 probably underestimates wind power
production and the η = 1.79 scaling derived from Hungarian data probably
overestimates the production. The truly realistic configuration might be
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Figure 1.55: Histograms of the aggregated wind energy production for the realistic
network depicted in Figure 1.53. Different conversion factors η were used to scale
surface wind speeds to hub height (see the legend). (a) Linear and (b) logarithmic
scales were used. The average values given in Table 1.3 are indicated with vertical
lines in (b).
somewhere in between. However the use of a uniform scaling factor η is
highly unrealistic.
In spite of these we believe, that our conclusions concerning the variability
of the aggregated wind power production are still qualitatively valid. Of
course quantitative differences are possible from a real world scenario, mainly
because of the nonlinearity of the speed-to-power transformation (Equation
1.26), which amplifies the errors and biases of wind speed estimations.
1.7.6 Network “disintegration” test for wind field per-
sistence
We demonstrated in the previous Sections that even a full-scale static inte-
gration of wind power remains suboptimal, because the global statistics is
negatively influenced by many continental low-wind sites where installing tur-
bines is strongly redundant. Before we continue the search for more optimal
networking solutions, we would like to demonstrate the role of short-range
temporal correlations in integrated wind energy production.
The network “disintegration” test is based on the idea that we have a
fully connected grid over all the 1325 cells equipped by a control center
where all the cells are dispatchable. At a given time instant tn, the first
task is to connect each site where the instantaneous output p(tn) exceeds
a critical capacity factor pc. The quantity of interest in this test is the
total number of sites N(tn; pc) where this condition holds. In the next time
step tn+1, the control center simply disconnects every cell, where the output
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drops below the threshold pc, and the number of remaining sites N(tn+1; pc)
is recorded. Since no new connections are considered in this process, the
result of subsequent iterations is a monotonously decreasing time series of
site numbers, until all the cells are switched off in a finite time interval.
Obviously, such finite time series are very sensitive to the initial state at tn
and the later temporal evolution of the wind field, therefore an averaging is
performed over the total length of ERA-40 records by setting the initial time
to t1, t2, t3, . . . (the total record lengths is 64240 data points). The results for
different threshold values are shown in Figure 1.56.
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Figure 1.56: Decay of the average number of cells 〈N(t; pc)〉 continuously exceed-
ing a given threshold capacity factor pc as a function of time lag from an initial
instant. Results for different pc values (see legends) are shown. The vertical scale
is logarithmic.
For a given threshold level pc, the initial value for 〈N(t; pc)〉 is the long
time average over the whole period of 44 years (e.g. on average 36 cells out
of 1325 operate at pc ≥ 100 %, see also Figure 1.46a). Figure 1.56 indicates
that the decay is very fast in the beginning, then the tails are approximately
exponential functions. The surprising fact is that the expected number of
“operating” cells drops very quickly to 1 even when the threshold capacity
factor is only 20 % (less than 12 days for this case). This statistics clearly
demonstrates how short the persistence time of the wind field is over the
continent.
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1.7.7 Energy production with full dynamic control
Although most of the basic statistical information about wind power avail-
ability over Europe is included in the model time series depicted in Figure
1.44 and Figure 1.45, we demonstrate its limitations in another test by using
the fully connected dispatchable network architecture with dynamic control.
The target is to achieve a smooth aggregated power generation at a mod-
est level which corresponds to the total rated power of 50 cells out of the
available 1325 (3.77 % of total aggregated capacity).
The best 50 sites shown in Figure 1.48b serve as the base network. The
control center continuously evaluates the state of all the 1325 cells. When
the output of a given operating site drops below the level of rated power, it is
immediately disconnected from the grid, and replaced by another site work-
ing at rated power. When such simple replacement is not possible (global
low-wind situation), the control center connects as many sites as necessary
(ranked by the level of instantaneous potential output) to keep the aggre-
gated power at the target level. This strategy is essentially equivalent to the
well known “spinning reserve” mechanism, apart from the fact that here the
dynamic control is required due to the fluctuating resource instead of the
fluctuating demand.
The results in Figure 1.57 demonstrate that even such a low target level
cannot be sustained without serious breaks. It happens regularly during
the summer months that the aggregated output of all the available cells is
less than the required power. Figure 1.57b illustrates that the periodically
supervening global low-wind situation is characterized also by the extremely
high number of cells (close to 33 %) where the wind speed remains below the
cut-in value.



































Figure 1.57: (a) Aggregated output of a dynamically controlled, fully integrated
grid expressed as percentage ratio of the total installed capacity. The target level
is 50 cells at rated power (3.77 %). (b) Number of simultaneously operating cells.
Only years 1999-2001 are shown.
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1.7.8 Matching demand and wind power supply – a
case study
In this section, we compare the electricity demand of a large consumer (a
big factory, time series C, see Section 1.2.2) with a hypothetical supply that
is based on wind power exclusively (see also [88]). The measured consump-
tion pattern is composed of characteristic daily, weekly and seasonal cycles
following the usual rhythm of human activities (see Figure 1.5). In contrast,
wind power availability is determined by the meteorological circumstances
and therefore very intermittent. Our analysis is entirely based on high fre-
quency measurements in the factory (power consumption), and at two distant
locations of wind turbines (power production) in Hungary (time series M1,
M2, K see Section 1.2.2). The hypothetical situation is that the factory
must switch to electricity provided by wind farms at either one or the other
location, furthermore we consider the case when wind electricity is integrated
in a common grid.
The main findings are not very different from what one might expect,
however they are quantitative. They also support the results of the previous
sections. The integration from the two sources is not enough for a continu-
ous supply, even when the wind power capacity is infinitely larger than the
average consumption. This is because the area of Hungary is very small,
therefore it is quite common that the wind speed nowhere exceeds the cut-in
value for some period of time. We demonstrate that scaling up wind power
capacities results in a slower than linear improvement in the supply at the
cost of an increasing fraction of excess wind electricity. Interestingly, the
distribution of length of supply and shortfall intervals exhibits a power-law
(scale-free) behavior, and possible consequences are discussed. An important
result is that the statistics are practically the same for cyclic and constant
average loads, which makes subsequent availability studies much easier.
We used the instantaneous wind power production data of turbines M1,
M2 and K and the consumption data C (see Section 1.2.2). The location of
the turbines and the time-line of available time series can be seen in Figure
1.58 and more generally in Figure 1.4.
Due to geographic constraints in the Carpathian basin, Hungary is not
very rich in wind energy [71, 76, 77, 79, 80, 89], and electricity production
is extremely intermittent at each site (see Figure 1.59). Typical capacity
factors at working turbines hardly exceed 25%, see Table 1.5.
As a consequence of the small geographic distance between the K and M
turbine sites (156 km), one cannot expect the independence of wind speeds.
Indeed, the typical correlation length was found around 200–300 km for wind
power in Section 1.7 based on ERA-40 reanalysis data. Figure 1.59c clearly
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turbine p̄ [%] σp [%]
K 19.92 17.42 20.89 23.71 22.61 24.98
M1 20.76 22.33 20.27 11.55 12.58 11.24
M2 21.26 23.16 21.55 11.66 12.24 11.58
Table 1.5: The average p̄ and standard deviation σp of the Hungarian turbines K,
M1, and M2 are given (in capacity factor) for three consecutive years.
2003 2004 2005 2006 2007 2008 2009 2010
year









Figure 1.58: Sketch of the geographic setting of the wind turbines and time-
line of the records. Heavy diamonds indicate the location of three Ener-
con E-40 wind turbines M1, M2 (near Mosonszolnok, 47.816◦N, 17.174◦E)
and K (Kulcs, 47.057◦N, 18.914◦E). The time-line illustrates the overlap-
ping periods: 06/01/2007–06/30/2008 for C (consumer) and K records, and
01/01/2005–12/31/2006 for K and M time series. (Photograph: Sándor Zátonyi,
http://www.panoramio.com)
illustrates that an integration of 10 min power output in a hypothetical com-
mon grid does not result in a drastic improvement considering intermittency.












where we assumed that the two adjacent turbines M1 and M2 operate in
a “wind farm” mode, thus the two locations have the same weights. Spo-
radic missing data (< 0.3%) were replaced by zeros. Substantially better
aggregated output is possible when much larger distances are considered
connecting climatologically separated regions [90, 91].
Further relationship between the two turbine sites is revealed by the cross-
correlation functions
Xi,j(τ) =
〈(Pi(t+ τ)− Pi)(Pj(t)− Pj)〉t
σiσj
(1.32)
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where i, j ∈ {M1, M2, K}, τ is the time-shift, P (t) denotes the instantaneous
power of average value P and standard deviation σ, and 〈·〉t indicates tempo-
ral averaging. As Figure 1.60a clearly shows, the cross-correlation between
time series K and M1 has a maximum at τ = −0.09 day (≈ −2 hours), the
curve is practically the same for K and M2 (not shown). This means that
the wind speed variations at site M often determine the changes at site K
occurring a few hours later. Precisely such behavior is expected by checking
the maps of the prevailing winds in the territory [92]. The cross-correlation
function for the adjacent turbines (Figure 1.60a, blue line) is centered at
zero, symmetric, and almost identical with the individual autocorrelation
functions given by Equation (1.32) with i ≡ j. The power spectrum pro-
vided by standard Fourier analysis for site K (Figure 1.60b) exhibits a weak
periodic component around 1 day, which is not present neither at site M (not
shown) nor in the aggregated record (Figure 1.60c). This might be connected




























































Figure 1.59: Relative power output (instantaneous measured value normalized
by the measured peak power of 620 kW) for a period of one week beginning on
03/09/2005. (a) Turbine K, (b) turbines M1 (green) and M2 (blue), and (c)
“integrated” power (see Equation (1.31)). Orange (cyan) shading indicates al-
most synchronous (counter-phase) production. The probability density distribu-
tions (normalized frequencies) are shown on the right side, for the full record
lengths indicated in Figure 1.58.
Large energy consumers have the market weight to deal with electric com-
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Figure 1.60: (a) Cross-correlation function (see Equation 1.32) for the power
records K and M1 (black) and M1 and M2 (blue). Vertical dashed lines indi-
cate the peak maxima. (b) Normalized Fourier amplitudes for the power record K.
(c) The same for the integrated series shown in Figure 1.59c.
panies for customized pricing, therefore we cannot publish absolute numbers
or details about the factory that kindly provided us high quality data on
their power consumption. The total record length covers more than 2 years
(Figure 1.4 and 1.58, record C) with temporal resolution of 15 minutes with-
out a sole missing point. (This is because the instantaneous load is simulta-
neously measured by duplicated systems, as the accuracy is primary interest
of the company.) The power consumption record for the calendar year 2008
is shown in Figure 1.5. The pattern is composed of highly regular daily and
weekly cycles interrupted by short national holidays and two longer periods
of decreased activity in the Summer and around Christmas.
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Figure 1.61: (a) Weekly power consumption pattern (black) extracted by averaging
9 regular working weeks in 2008 starting from day 39454 (Figure 1.5, middle).
Red line shows the same curve with a temporal resolution of 10 min, orange is the
standard deviation. (b) Histogram of the power consumption obtained from the full
record. (c) Fourier analysis reveals the strong daily and weekly cycles, the other
thin peaks are harmonics.
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The overlap problem obviously visible in Figure 1.58 can be partially re-
solved by obtaining an average weekly pattern shown in Figure 1.61a, and use
it repeatedly for subsequent evaluation. For the proper matching, the original
curve of time resolution 15 min was resampled by linear interpolation to get
10 min data (Figure 1.61a, red line). A cursory comparison of the nontrivial
peaked histogram of power consumption (Figure 1.61b) with the histograms
of wind electricity production (Figure 1.59, right column) forecasts a poor fit
for supply and demand. Similarly, the mismatch of Fourier spectra in Figure
1.61c and Figures 1.60b and 1.60c further decreases possible expectations.
Next we imagine a hypothetical situation where electricity is exclusively
provided by wind farms installed at the test sites M and K. It is a highly un-
realistic situation since nobody considers wind electricity alone as a working
source of base-load supply. Nevertheless, the comparison yields quantitative
information on the strength and properties of intermittency.
A key parameter of the analysis is the total wind power capacity Ptot. It
is meaningless to “install” less capacity than it is required by the consumer
in a full year. As we listed, typical capacity factors are around f = 0.2 for
turbines in Hungary (see Table 1.5), thus the installed rated power Ptot must
exceed either the peak or average consumption (Cmax or Cav) by a factor of
5. A coefficient F characterizes the excess capacity through
Ptot = F · Cav
f
(1.33)
such that F = 1 purports f · Ptot = Cav.
Figure 1.62 illustrates how supply and demand fit in two windy months
in 2007 for two values of factor F . Besides the intermittency, two aspects
are remarkable. Firstly, when adequate supply is given by wind power, it is
almost always in conjunction with considerable excess electricity production.
Secondly, when the total rated power is increased by a factor of 2 (in the
case of our consumer this means investing in many dozens of new turbines),
the supply does not improve drastically; a number of white intervals remain
which indicates electricity shortfall.
In order to characterize the improvement of supply by increasing the total
rated capacity Ptot, we repeated the comparison for years 2005 and 2006
with the individual and aggregated wind power records and the consumption
pattern formed by gluing the average weekly cycle (Figure 1.61a) as a function
of factor F . The result is shown in Figure 1.63. The benefit of wind power
aggregation from distant sites is clear, still the curve exhibits quick saturation
for this case as well. The functional form for the total time of supply TS:
TS(F ) = T∞ [1− a · exp (−b · F c)] (1.34)
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Figure 1.62: Matching of wind power supply (blue shading) with demand (black
curve) in two full months (October–November, 2007) for wind power record PK ,
see Figure 1.59a. Light blue shading indicates excess wind power. (a) F = 1.0, (b)
F = 2.0 (see Equation (1.33)). The vertical scale is extended to illustrate excess
production.
provides a good quality fit for each curve. We show only one for the aggre-
gated wind power (Figure 1.63a, orange line) with fitted values T∞ = 87.57%,
a = 2.73, b = 1.49, and c = 0.393. The asymptotic value T∞ < 100% is a
consequence of lull periods when the wind speeds remain below cut-in value
at both sites. Note that the supply level of 1/2 (TS ≈ 50 %) requires around
F = 2, which means 10 times larger installed capacity (with f = 0.2) than
the mean consumption.
We have found that the aggregated output from two wind farms, de-
signed to produce the same amount of electric power as the annual demand
(F = 1), can provide adequate supply for 34% in a year. Two times larger
total installed capacity (F = 2) increases this interval to be 52%, however
any further increase has far less efficiency due to a stretched exponential
saturation to the limiting value of 87%.
It is clear that a growing total rated capacity results in an increasing
fraction of excess wind power E not required by the very consumer (see
Figure 1.62b). Figure 1.63b illustrates this fraction as a function of factor
F , the behavior is also stretched exponential according to Equation (1.34).
The essential difference is that the asymptotic value (belonging to the limit
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Figure 1.63: (a) Total time of supply TS as a function of installed wind power
capacity (expressed through factor F in Equation 1.33) for the individual and ag-
gregated wind power records, see legends. 104 weeks with the pattern in Figure
1.63a are considered in the comparison. The orange line illustrates the fit by Equa-
tion (1.34). (b) Excess wind power E as a function of F . The orange line is a fit
by Equation (1.34) (T is replaced by E). (c) Missing power Pmiss in periods where
wind energy production is nonzero, but remains below the demand. The orange
line is a fit by Equation (1.35).
Ptot → ∞) converges to the maximum E∞ = 100 % for each curve, the other
parameters for the aggregated wind power record are a = 15.98, b = 1.94, and
c = 0.339. This can be understood, because the consumption is finite, but
nothing limits (mathematically) the installed capacity Ptot.
Finally, we evaluated the decreasing portion of periods when nonzero wind
power—less than the demand—is produced. In such situations the missing
power Pmiss must be complemented from other sources. Limiting cases are
the full supply periods with Pmiss ≡ 0, and the opposite case when arbitrarily
small wind power production is scaled up by F to fulfill the instantaneous
requirement, thus Pmiss is the total demand when the wind power is exactly
zero. The orange line in Figure 1.63c indicates again a stretched exponential
relaxation
Pmiss(F ) = Pmiss,∞ + a · exp (−b · F c) (1.35)
with parameter values Pmiss,∞ = 7.40 %, a = 1103.09, b = 3.45, and c =
0.197. We emphasize that the functional forms Equations (1.34) and (1.35)
serve only to estimate results out of the tested range of F , and a theoretical
explanation is not intended.
Figure 1.64 exhibits curves almost identical to Figure 1.63, however we
think that this is an important result. Here the consumption pattern is sim-
ply replaced by the constant average value, nevertheless the results remain
very close to the above ones. To illustrate this fact, we show exactly the
same fits obtained in Figure 1.63 (Figure 1.64, orange lines), the symbols
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Figure 1.64: The same as Figure 1.63, by assuming a constant relative power
consumption of 0.59. Note that the orange lines are not fitted here, there are
identical with the ones in Figure 1.63.
belong to the repeated evaluation assuming constant consumption. Figure
1.62b demonstrates that the fluctuations of power consumption are are much
smaller than those of the production, therefore the former can be replaced by
a constant value, indeed. Further studies can benefit a lot from this observa-
tion, because it seems that power consumption data with high resolution are
not imperative to characterize intermittency of electricity production, when
data of the resource are available.
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Figure 1.65: Length distribution of continuous periods of (a) supply, (b) shortfall,
and (c) shortfall with constant consumption at three values of F (see legends) for
wind power record PK . (Note the double logarithmic scale.) Blue lines indicate a
power-law with exponent value −1.4.
The intermittent behavior of wind energy production is related to tur-
bulence in the wind field. It is known for decades that the so called “level-
crossing” statistics, i.e. the length distribution of time intervals above or be-
low a given threshold value, has a power-law shape for horizontal
wind speeds [93, 94]. In our analysis, a closely related statistics is the length
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Figure 1.66: The same as Figure 1.65, for the aggregated wind power record PΣ.
distribution of continuous time intervals of adequate supply Lsup or electric-
ity shortfall Lshort. Level-crossing statistics of wind speeds is certainly in
the background, however wind electricity generation represents a nonlinear
filter by the power-curve of turbines [82, 91], and the “level” to cross (power
demand) is changing in time. Nevertheless we found that the empirical fre-
quency distributions for both continuous intervals Lsup and Lshort obey power
law, examples for two series (PK and PΣ) presented in Figures 1.65 and 1.66.
The frequency distributions of Lsup and Lshort intervals for records M1 and








1.0 2.62 3.18 6.48 7.02
5.5 5.08 6.64 4.38 4.11
10.0 6.64 6.86 4.38 3.50
Table 1.6: Maximum period lengths (in days) for continuous supply (L∗sup) and
shortage (L∗short) at three different total power factors F . Wind power records PK
and the aggregated one PΣ (see Equation (1.31)) are evaluated for years 2005–2006.
A closer look at the curves reveals that a simple power law cannot fit
all the data, and systematic deviations are characteristic mostly at the tails.
The decay gets slower for periods of supply when the total installed capacity
Ptot is increased, while the opposite is true for periods of shortfall. The
exponent values are difficult to obtain because of the apparent noise, instead
we show the absolute maxima in 2005–2006 (Table 1.6) which indicate the
same tendency. A saturation effect is also obvious here, as no further increase
of Ptot can elongate supply periods when all the intervals of shortage have
exactly zero wind power production.
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1.8 Conclusions
As a first step we examined wind speed statistics above Europe based on
the ERA-40 reanalysis dataset. We found that the wind speed probability
density functions (PDFs) can be reasonably well described by the 3 parameter
generalized gamma model. However the fit is not perfect at all locations,
which was found to be the consequence of weak daily- and yearly periodicities.
These give a superimposed peak on the “background” generalized gamma
PDF, which originates from the wind speed fluctuations due to synoptic
scale meteorological phenomena.
It is a difficult task to extrapolate surface (10 m) wind fields to turbine
level because of the wind profile’s dependence on local orography and in-
stantaneous meteorological conditions. Despite this fact, the available data
permitted the extraction of a spatially and temporally averaged wind speed
profile. It is clear from the comparison with turbine wind measurements, that
the above mentioned average profile underestimates wind speeds in Moson-
szolnok, Hungary, and probably in most of the onshore locations in Europe.
On the other hand inland profiles seriously overestimate offshore wind speeds.
For a truly realistic extrapolation, a large dataset of tower measurements
would be needed, which covers the whole continent. However, in spite of the
simplicity of our extrapolation, and the biases introduced by it, we believe
that our conclusions concerning all-European wind power integration still
hold.
After transforming hub height wind speed to power output we tested
various hypothetical European wind power networks by theoretically “in-
stalling” turbines at different locations and “connecting” them with a per-
fect grid. The aggregated output exhibited a low average, a significant yearly
periodicity and great fluctuations in the case when the whole continent was
connected. The average output can be increased by deploying turbines only
at high-wind sites, but this even further increases the fluctuations. An op-
timal siting of turbines is possible, which minimizes the aggregated power
fluctuations, but this is a highly unrealistic configuration, in which huge ca-
pacities at far-away low-wind sites try to balance out the fluctuations of minor
deployments on the best sites around the Atlantic coast. Furthermore the
reduction of fluctuations is not that dramatic in this optimized configuration.
The strong spatial correlations present in the European wind fields deter-
mine a lower limit for the fluctuations of the aggregated wind power output,
that is Europe is too small to effectively decrease the intermittency of wind
power by integrating over larger and larger continental areas. It simply oc-
curs from time to time, that lull conditions prevail over almost the whole
continent.
1.8. CONCLUSIONS 85
With the large-scale deployment of intermittent resources today, backup
generators that can be quickly connected to the grid, or other new tech-
nologies are needed, which increase the cost of investment and maintenance.
When different intermittent energy sources are combined with each other or
over large geographical regions, they are much less intermittent than at one
location [91, 95]. Nevertheless a quantitative characterization of different
sources is a difficult task, and as we have shown, the use of wind energy only
does not give the final answer to our energy needs. The design of an optimal
“energy portfolio” is far from being solved [95, 96].
With matching real consumption data with the aggregated output of
a small Hungarian “wind farm” we showed a more down-to-earth example
of how the wind speed fluctuations determine the power availability. Both
supply and shortfall periods showed power law distributions, which did not
change considerably by increasing supply capacities. Changing the actual
consumption record to constant demand did not change the statistics of sup-
ply and shortfall periods either. This shows that the basic problem really
lays in the intermittency of wind speed, as real world electricity consumption
shows rather regular patterns and relatively small fluctuations (compared to
those of wind power).
Besides the problems, wind energy seems to be a key source in the future
energy portfolios. However a simple switch to wind energy from fossil fuels
is not possible because of the intermittencies, which cannot be smoothed by
all-European integration. The transition might still be possible, but in order
to achieve a major penetration of wind power, new ideas and technologies
seem to be necessary, which can be applied on a truly large scale. These can
include e.g. the restructuring of the electric grid, storing excess wind energy
in electric cars, hydrogen, or hydro storage plants, etc.
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Chapter 2
Analysis of an assumed
connection between lightning
activity and cosmic rays
2.1 Introduction
One of the most problematic part of today’s best climate models – the glob-
ally coupled atmosphere-ocean general circulation models – is the correct
inclusion of sub-grid effects in connection with clouds. There is an ongoing
debate on the role of cosmic rays in cloud formation and cloud lifetime. The
nature of the problem is, that the subtle details of the atomic scale micro-
physical processes – some of which are supposedly only yet to be discovered
– have macroscopic effects on quantities like global temperature.
Since the problem of cloud dynamics is in the lime-light of the climate
community, numerous groups are doing serious research either in the form of
sophisticated computer models or dedicated laboratory experiments. Fortu-
nately the number of high quality measurements is increasing as well. Cosmic
rays are known to have a major effect on atmospheric electricity, however they
have not yet been linked convincingly to clouds.
Cosmic rays are furthermore thought to play a significant role in light-
ning activity, based on theoretical considerations, which are supported by a
handful of measurements as well. The possible cosmic ray - lightning con-
nection seems to be a little better founded theoretically, than in the case of
clouds. But still the details and even the general picture are far from being
clear. If the cosmic rays - lightning activity connection were revealed, it could
probably help to assess questions concerning cloud dynamics as well. In this
work we try to explore the possible effect of cosmic rays on global lightning
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activity using data-mining techniques and the best available datasets.
2.2 Overview of terrestrial lightning activity
2.2.1 General features of lightning activity
Globally there are about 45−70 lightning flashes per second on Earth based
on Optical Transient Detector (OTD) [97] and Cassini [98] satellite data.
Most of these are concentrated over tropical land surfaces [99] in the in-
tertropical convergence zone (ITCZ), where strong updrafts occur: vertical
wind speeds can reach as high as 10 m/s over the oceans and 50 m/s over
land areas [100]. The global distribution of average lightning activity based
on Lightning Imaging Sensor (LIS) satellite observations can be seen in Fig-
ure 2.1 (see also Figure 2.13 and Figure 4 in [97]).
Figure 2.1: Average lightning activity over the globe based on LIS satellite data.
Note the three tropical chimneys: Central Africa, South America, and the Maritime
Continent, where the lightning activity is maximal due to the convergence of air
masses and the large solar heating, which cause strong updrafts.
Most lightning flashes remain in the thunderclouds (IC, intracloud flashes),
while only a minority of them span between the surface and the thundercloud
(CG, cloud-to-ground flashes). The IC:CG ratio (also referred to as the Z
value) was found to be between 2.6− 2.9 over the continental United States
[101], but it shows large variations.
Lightning activity displays a strong daily periodicity in local time due
to the daily evolution of convective activity [99]. This periodicity is rather
uniform all over the globe: minimal lightning activity is observed in the calm
night, then activity starts to rise in the morning and peaks around 14-17 local
time, then lightning activity decreases during the evening. As an illustration
see Figure 2.2, where the average daily cycle in lightning activity can be seen
over the Kennedy Space Center, Florida, USA.
2.2. OVERVIEW OF TERRESTRIAL LIGHTNING ACTIVITY 89





















Figure 2.2: The average daily cycle of lightning activity over the Kennedy Space
Center, Florida, USA. Optical satellite data (LIS, orange line) and ground-based
radio data (Lightning Detection And Ranging, LDAR, cyan line) are presented.
Red and blue lines correspond to 2-hour moving averages of the LIS and LDAR
data respectively. For a detailed description of the datasets see Section 2.4.
As the daily periodicity in lightning activity is connected to the strength
of convection which is mainly determined by the amount of solar heating, it
can be expected that the annual (or semiannual in the case of the tropics)
cycle is also visible in lightning activity. This is indeed the case: maximum
lightning activity follows the thermal equator [99].
2.2.2 The global electrical circuit
There is a large scale electrical circuit in the Earth’s atmosphere between the
highly conductive ground (conductivity of land is 10−8 −10−2 S/m, typically
∼ 10−2 S/m; oceans: 3 − 4 S/m) and the ionosphere, which is also a good
conductor (∼ 10−7 S/m) [102, 103]. The ionosphere is a layer of plasma
beyond 80− 95 km above the ground, which is created by the interaction of
solar extreme UV and X-ray radiation with the atmosphere. The atmosphere
between these two conductors behaves as a leaky insulator with conductivities
increasing with altitude from 10−14 S/m at ground level till 10−7 S/m at
the ionosphere. This weak conductivity is due to ionization from galactic
90 CHAPTER 2. LIGHTNING - COSMIC RAYS
cosmic rays (GCR) and natural radioactivity (only near the ground). The
ionosphere is at a potential of VI ∼ +250 kV relative to the ground. Far from
thunderstorms there is a so-called fair weather current flowing between the
ionosphere and the ground Jc ∼ 2 pA/m2 (positive charges are propagating
downwards). In agreement with these there is a vertical potential gradient
in the atmosphere with values ∼ 130 V/m near the ground. The main
“batteries” in the circuit are the thunderstorms, where charge separation
occurs via various microphysical processes, out of which charging, which
involves the collision or different growth of ice particles is thought to be very
important. As a result of these processes large - mainly horizontally stratified
- areas of accumulated charge form inside the cloud.
Figure 2.3: Conceptual model of the electrical structure in mature, mid-latitude
convection. Four main charge regions (with red + for positive charge, blue for
negative charge) are typically found in soundings through updrafts, while soundings
outside updrafts have at least six charge regions in common. Schematic represen-
tations of an intracloud flash (in green) and a cloud-to-ground flash (in purple)
are shown as they might appear in lightning mapping data. Figure adapted from
[104].
In the early stages of the thunderstorm’s life there is usually a large neg-
atively charged region in the middle of the cloud (6-9 km above the ground)
and a positive region above it [104]. These constitute the main dipole of the
cloud. At the bottom of the cloud, below the main negative charge there is
a weaker lower positive charge and there is often a shallow layer of negative
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charge at the top of the cloud, above the upper positive region. This is only
the general simplified picture. The real situation is usually more complex
with horizontal variations as well, which are associated with strong updraft
/ non-updraft conditions. Also, as the storm evolves and many lightning
flashes occur, more charge centers are created and the charge structure be-
comes even more complex. A schematic drawing of the charge structure of a
typical thundercloud can be seen in Figure 2.3.
Figure 2.4: (a) Diurnal variation of the mean hourly ground level potential gradi-
ent - the so-called Carnegie curve - in fair weather conditions. Data were obtained
during the Carnegie ship’s cruise 7 between 1928-1929. Figure adapted from [103].
(b) Mean Fall-Winter Schumann resonance intensity at Nagycenk, Hungary. Schu-
mann resonances can be used as a proxy for global lightning activity because the
former are directly excited by the latter. The individual peaks can be associated to
the three tropical chimneys, as indicated in the graph. Figure adapted from [105].
The differences of the two figures can be due to damping effects of ELF waves
(Schumann resonances).
The simple picture is that the main dipole drives the current in the global
circuit, and also lightning strikes act as drivers: 90 % of cloud-to-ground light-
ning strikes transfer negative charge to the ground from the main negative
charge region.
A prominent illustration of the thunderstorm - global circuit connection
is the good correlation of the so-called Carnegie curve (the daily cycle of the
ground level potential gradient in universal time) with the global lightning
activity [103]. The reader is referred to Figure 2.4. Further drivers of the
global circuit can be rain (through negatively charged droplets) and the in-
teraction of solar wind with the Earth’s magnetic field can cause additional
currents as well.
A simplified model of the DC (direct current) global circuit described
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above can be seen in Figure 2.5
Figure 2.5: Simplified “electrical engineering” model of the global circuit, illustrat-
ing charge generation in disturbed weather regions, conduction through the iono-
sphere (upper layer) and surface (lower layer), and discharge through the finite
conductivity of fair weather regions. In fair weather regions, the ionospheric po-
tential VI , conduction current density JC and unit area columnar resistance RC
are related by Ohm’s Law. Figure adapted from [102].
To make the picture more complete, there is a wide variety of recently
discovered luminous discharges in the Earth’s atmosphere between the top
of the thunderclouds and the ionosphere. They are collectively called tran-
sient luminous events (TLEs), e.g. sprites, jets, elves. TLEs are believed to
result from discharge processes that develop in the quasi-electrostatic fields
that appear in the upper atmosphere following a cloud-to-ground lightning
discharge in which large quantities of positive charge (∼ 100 to several hun-
dred Coulombs) and occasionally negative charge are transferred to ground
[106]. Most TLEs are thought to be events of similar intensity as individual
lightning strikes, on the other hand the gigantic jets are thought to have a
macroscopic effect on the global circuit.
As an addition to the DC global circuit there is also a so-called AC (al-
ternating current) global circuit: the cavity between the ground and the
ionosphere behaves like a resonator. The Schumann resonances – electro-
magnetic standing waves – at frequencies of 8, 14, 20,. . . Hz are excited by
the lightning activity, since lightning strikes radiate a very broad spectrum
of electromagnetic radiation [102, 105].
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2.2.3 The breakdown processes during lightning flashes
The path of the lightning discharge – the plasma channel – is created by some
type of breakdown mechanism: in the presence of a strong enough electric
field (E), electrons are accelerated if the force F = eE acting on them (e is
the elementary charge) is larger than the “frictional force” due to inelastic
collisions (translational, rotational, vibrational, and ionizing collisions) with
the neutral molecules. Furthermore, in order to ionize the air along their
path, the energy of some of the accelerated electrons must exceed the ioniza-
tion energy of the neutral gas, and the production rate of secondary electrons
by ionization must exceed their recombination rate with the positive ions. If
these conditions are met, an avalanche of electrons can form in the neutral
gas.
Presently two breakdown mechanisms are known: the conventional break-
down [106] and the runaway breakdown [106, 107, 108]. In the case of the
conventional breakdown thermal electrons (due to cosmic ray ionization) con-
stitute the seed for the electron avalanche, which is then driven by electrons
in the high energy end (tens of eV) of the electron energy distribution. The
critical electric field required for the conventional breakdown is ∼ 3000 kV/m
in clean air at standard atmospheric pressure, and it can decrease to ∼ 350
kV/m (also at standard pressure) due to local field enhancements caused by
raindrops [104].
In the case of the runaway breakdown a fast (tens of keV) seed electron
is needed, and the avalanche is driven by fast electrons as well (10 keV
- 10 MeV). The main idea is that the frictional force (due to ionization)
acting on such fast electrons is smaller than the one acting on ∼ 10 eV
electrons. The reason is that in collisions with such high energies, the neutral
molecules can be considered as free electrons and nuclei, and therefore the
smaller Rutherford-Coulomb cross section is to be considered instead of the
classical constant two-body collisional cross section. Of course the different
excitational cross sections of the different molecules should be taken into
account as well.
While detailed numerical calculations and some initial laboratory experi-
ments have been carried out concerning the runaway breakdown, precise and
comprehensive experimental validation is not presently available. Laboratory
experiments are rather difficult because of the large avalanche scale lengths
(tens of meters at atmospheric pressure).
An important difference between runaway breakdown and conventional
breakdown is that when fast electrons collide with matter (in the case of
runaway breakdown), then high energy γ- and X-ray radiation is produced
(“Bremsstrahlung”). These are however difficult to observe because of their
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attenuation in the air (X-ray attenuation length is around 100 m to 1 km at
thunderstorm altitudes). Still there exist some measurements (ground based,
balloon-borne and satellite) of terrestrial thunderstorm related γ- and X-ray
radiation in the atmosphere [106, 107, 109].
The threshold electric field for runaway breakdown is∼ 280 kV/m at stan-
dard atmospheric pressure, which is lower than for conventional breakdown.
However it must be noted that all threshold electric fields are proportional
to air density, thus the values must be scaled with height.
Balloon measurement of thunderstorms show that electric fields are typi-
cally less than 150 kV/m with a few extreme values up to 400 kV/m, however
in order to compare these values with the threshold electric fields, scaling to
standard atmospheric pressure is needed. The few extreme E values were
in most cases observed just before a nearby lightning flash, which usually
destroyed the instrument. As of 2008, when adjusted to standard pressure,
the largest observed electric field value E = |E| was 626 kV/m (127 kV/m
at 13.4 km) and the largest estimated E was 929 kV/m (∼ 200 kV/m at
an estimated altitude of 12.2 km) [104]. All these extreme values exceed the
runaway breakdown threshold by a factor of 1.1-3.3 and some exceeded the
hydrometeor-enhanced conventional breakdown threshold as well. However
it is unlikely that liquid water exists at such high altitudes (ice particles can
decrease the conventional breakdown threshold as well to 400-500 kV/m at
sea level). In order to determine E, in situ measurements are needed, and it
is difficult to sample a huge thunderstorm with a few balloons. Furthermore,
when the situation gets interesting, the instruments might fail due to nearby
lightning strikes. However there is a growing number of observations, which
might hopefully shed more light on the initiating processes of lightning.
2.2.4 Description of one distinct lightning flash
One distinct lightning flash is still a series complicated processes which span
altogether 0.1 − 1000 ms in time. It might be useful to review briefly what
happens during the most extensively studied type of lightning, the down-
ward negative cloud-to-ground (CG) flash. Downward means that the leader,
which is the process that creates the ionized channel through some break-
down mechanism, propagates downward from the cloud charge towards the
ground. Negative means that negative charge is transferred to the ground.
It is believed that 90 % of CG flashes are downward negative. First of all an
initial breakdown occurs in the thundercloud, however, “the exact electric
field magnitude and the specific mechanism for lightning initiation remain
unknown” [104]. This breakdown initiates a stepped leader, a negatively
charged plasma channel, that propagates downward in discrete steps: each
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Figure 2.6: Diagram showing the luminosity of a downward negative lightning flash
to ground containing three strokes and the corresponding current at the channel
base: (a) still image, (b) time resolved image, and (c) channel-base current. The
abbreviations stand for: (SL) stepped leader, (RS) return stroke, and (DL) dart
leader. Figure adapted from [110].
step is tens of meters long, takes ∼ 1 μs with 20-50 μs intervals between
steps. Several Coulombs of negative charge are deposited along the chan-
nel. As the downward leader gets close to the ground an upward connecting
leader initiates from the ground (tens of meters long). As the two channels
connect, a return stroke wave starts and carries positive charge upwards to
neutralize the leader charge (but this neutralization is usually not complete).
The return stroke takes tens of microseconds and the peak current is about
30 kA. This process emits a broad spectrum of electromagnetic radiation
and a shock wave (thunder) is also initiated as the channel rapidly heats
up and expands. In most of the negative CG flashes there are subsequent
return strokes, which are preceded by so-called dart leaders – similar to the
stepped leaders, but these propagate downward along the already existing
main channel. There are typically 3-5 strokes separated by tens of millisec-
onds. The total negative charge lowered to the ground is several Coulombs
[110]. The schematic view of the processes described above can be seen in
Figure 2.6. As a real world example, the stepped leader of a lightning strike
(21 March 1997 11:56:6.19 UT) above Florida can be seen in Figures 2.7 and
2.8 captured by the LDAR detector.
The various types of lightning (IC, GC, and even the upward propagating
jets) are reasonably well understood [111, 112] concerning their propagation,
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Figure 2.7: The time evolution of the stepped leader of a lightning strike, which
started 21 March 1997 11:56:6.19 UT above the Kennedy Space Center, Florida:
(a) x (northward) coordinate, (b) y (eastward) coordinate, and (c) z coordinate
(elevation) of the leader steps is shown versus time elapsed since the first detected
breakdown. Data of the LDAR instrument are presented.
given the charge structure and the initial breakdown in the thunderstorm.
2.3 Cosmic radiation – the missing link in
climate?
2.3.1 General properties of cosmic radiation
Cosmic rays (CR) are energetic particles (mostly protons, ∼ 10 % He nuclei,
∼ 1 % electrons, ∼ 1 % other elements) which are constantly bombarding
the Earth’s atmosphere. Their energy varies from a few MeV to beyond 1020
eV. Their flux decreases rapidly with increasing energy from a few particles
per square centimeter per second to less than one particle per square kilo-
meter per century above 1020 eV [113, 114]. Most of the cosmic rays come
from outside the Solar System (e.g. neutron stars in our galaxy). The most
energetic particles were recently linked to nearby active galactic nuclei [114].
Charged particles arrive from the Sun as well with the solar wind (Solar En-






























Figure 2.8: The spatial structure of the stepped leader of Figure 2.8.
ergetic Particles - SEP), but these are less energetic (tens of keV to GeV) and
are absorbed in the upper atmosphere. However there are events connected
to solar flares and coronal mass ejections when the solar energetic particles
can reach the ground and their flux can increase by as much as 4 orders
of magnitude and eventually get larger than that of galactic CRs for a few
hours [115, 116]. A third source of charged particles needs to be noted as
well: electrons can precipitate to the Earth from the Van Allen belts in the
Earth’s magnetosphere.
Cosmic rays are responsible for the ionization of the lower atmosphere
with peak values of ∼ 50 ion pairs cm−3 s−1 in the stratosphere and ∼ 2 ion
pairs cm−3 s−1 at ground level. At low altitudes (up to 2-4 km) the Earth’s
radioactivity adds to the ionization with a few ions cm−3 s−1 [117].
Measurements of cosmic radiation flux are possible either directly from
satellites, balloons, or indirectly from ground level through the secondary
particles (e.g. muons, neutrons), which are created when CR particles with
energies > 1 GeV collide with the atomic nuclei of air.
Since the cosmic radiation consists of charged particles, the interplanetary
magnetic field and the Earth’s magnetosphere deflect them. Low energy
particles can arrive to the lower atmosphere only around the poles, while
only particles with energies > 14 GeV (for protons) are able to reach the
equatorial regions [118]. The motion of cosmic rays in the geomagnetic field
is determined by the so-called particle rigidity R = cP
ze
, where c is the speed
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of light, P is particle momentum, z is the ionic charge number, and e is the
elementary charge. For a given geographical location a vertical cutoff rigidity
Rc can be determined, which is the minimal rigidity required for a particle
to reach the ground vertically. The global map of Rc can be seen in Figure
2.9. The values of the cutoff rigidity are obviously in close connection with
the strength of the geomagnetic field.
Figure 2.9: Contours for vertical geomagnetic cutoff rigidities in GV for the epoch
2000 based on the IGRF (International Geomagnetic Reference Field) model. Fig-
ure adapted from [119].
2.3.2 Modulations of cosmic radiation flux
From the above reasoning it follows, that the variations of the magnetic
field around the Earth are reflected in the CR flux as well. Indeed, the
CR flux and the ionization rate follow very well the 11-year solar cycle and
show very high anticorrelation with the solar quantities (e.g. sunspot number,
solar radiation): the higher magnetic fields deflect more CRs during the solar
maxima. To be more precise, even the 22-year solar magnetic cycle is reflected
in the CR flux records (the Sun’s magnetic field reverses polarity between
subsequent solar maxima). As an illustration see Figure 2.10.
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Figure 2.10: Monthly averaged fluxes of ionizing particles in the atmosphere over
Murmansk region as measured by an omni-directional Geiger counter. Various col-
ors present fluxes at various heights. Days when solar or magnetospheric particles
invaded the atmosphere are excluded from averaging. Figure adapted from [118].
Besides the 11-year cycle, the Sun’s rotation (with a period of ∼ 27 days)
can affect the CR flux as well in cases when the solar magnetic field is very
inhomogeneous (due to sunspots).
There are solar modulations of the CR flux on shorter timescales as well
(3-10 days) associated with the so-called Forbush decreases. These are events
of increased magnetic field (lower CR flux) due to solar flares and coronal
mass ejections. Forbush decreases occur mainly in the decreasing phase of
solar maxima: the CR flux sharply decreases (1-5 days), and then gradually
recovers (2-10 days). For examples of Forbush decreases see Figures 2.20 and
2.22a, b. Forbush decreases can be considered to be stochastic events, there-
fore they provide a great opportunity to link various atmospheric variables
to cosmic radiation. Note, that in the case of the 11-year solar cycle it is
barely possible to distinguish the effects of the irradiation change and the CR
flux change by only examining datasets. The amplitude of cosmic ray flux
modulations due to both the 11-year solar cycle and the Forbush decreases
are about 5-30 % .
The changes of the Earth’s magnetic field affect the CR flux as well, but
these act on longer time scales.
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2.3.3 Climatic connections - Clouds
The overwhelming majority of climatic processes is driven by the energy of
solar radiation. This radiation is rather constant (solar constant = 1.37
kW/m2), but shows variations due to the effects mentioned above and also
longer term changes in the Sun and the Earth’s rotation and orbit changes
play a role. Today the most pronounced effect - besides daily and yearly
variations - is the ∼ 0.1 % change in total solar radiation due to the 11-year
cycle [120]. Most of this variation is concentrated in the UV part of the
spectrum, which is absorbed in the upper atmosphere.
In contrast to these small effects, pronounced solar influences (e.g. 11-year
cycle) have been found in many climatic variables or quantities connected to
them starting from the wheat prices of the late 18th century [121], and later
temperature, thunderstorm frequency, atmospheric circulation, etc. were as-
sociated with subtle changes of the irradiance [122]. Even the stream flow of
the river Paraná was shown to be strongly correlated with the solar irradi-
ance [123]. But to go a little more back in time, the Maunder minimum [124]
– a period with almost no sunspots between 1650-1715 – is often associated
with the Little Ice Age in Europe.
The fact that these variables are connected to the main driving force,
the solar radiation is not surprising at all. However the magnitude of the
effects mentioned above is considerably larger, than what a 0.1 % change in
the forcing would imply (in some cases the effect can be measured in tens of
% [123]). Therefore some mechanism is needed to explain the amplification.
Two major mechanisms were proposed: (1) a direct radiation forcing effect or
an indirect dynamic effect through the change of the amount of stratospheric
ozone, which depends on the incoming UV radiation. But this dependence is
not trivial, and far from being understood. Not to speak about the further
effects [120]. (2) Modified cloud formation effects, or cloud lifetime caused
by the changing cosmic ray flux, through enhanced aerosol formation due to
increases in ambient ion concentration, or electric effects in already developed
clouds [125].
The mechanisms involving clouds and cosmic rays might seem to be
promising, because on one hand, the energy transported to Earth by the
cosmic rays is marginal (comparable to starlight) [122], but on the other
hand their importance is huge, since they ionize the atmosphere and thus
they are a key element in creating the global electric circuit. Furthermore
CR flux shows large, 5-30 % variations due to changes in solar activity, so
large responses seem to be more plausible.
The above mentioned mechanisms (involving ozone and cosmic rays) were
tested mainly in computer simulations, either in the largest scale general
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circulation models, or in small scale microphysical cloud models, since both
accurate atmospheric measurements and laboratory experiments are very
difficult to carry out. A general problem is that almost any mechanism can
be envisaged, but to actually quantify, or sometimes even to identify the
effects is a very difficult task.
Cloud microphysics and it’s connections to global climate is a very vibrant
field today [126], where cutting-edge research is being carried out. These
include computer simulations, sophisticated laboratory experiments, like the
CLOUD experiment (see http://www.cloud-itn.uni-frankfurt.de/) prepared
at the CERN, Switzerland, etc. The leading motivation is to quantify the
different processes from small to large scales and to supply physics for the
climate projections.
A very useful tool to identify mechanisms and link different phenomena
is to search for correlations between different environmental variables. The
most suggestive arguments supporting the CR-involving mechanisms are cor-
relations between cosmic radiation flux and cloud cover during a solar cy-
cle as described by Henrik Svensmark and his collaborators [127, 128, 129].
In addition several other authors proposed similar CR-climate connections
[130, 131], like the one described by Svensmark et al. However, the “evi-
dences” are strongly debated because of many reasons: (1) The cloud dataset
used in the various studies, the International Satellite Cloud Climatology
Project (ISCCP, see http://isccp.giss.nasa.gov/) is based on infrared remote
sensing and it is presumably not free of biases, however it is constantly im-
proving. (2) If the direct CR-cloud relationship proves to be responsible for
the observed correlations through the “ion-aerosol clean-air mechanism” and
the “ion-aerosol near cloud-mechanism” (see [125]), then a complete reevalua-
tion of global warming theories would be necessary. (3) A causal relationship
does not necessarily follow from the mere correlations observed.
However, much more can be deduced from the data, than only a single
number indicating high correlation. In the earlier studies, a connection be-
tween the amount of high cirrus clouds and Forbush decreases of the cosmic
radiation was identified [132] using surface actinometric data. However later
studies did not confirm the correlation between high clouds and CRs [129].
On the other hand, low cloud coverage (up to 3-4 km) was found to correlate
with the 11-year modulation of the CR flux by Svensmark et al. in the above
mentioned papers, see Figure 2.11. The problem is that on a closer look
this connection already seems dubious, as neither the well known latitude
dependence of the CR flux, nor the effects of the Forbush decreases are vis-
ible in the low-cloud records [122]. The question, whether the CR induced
changes in atmospheric ionization significantly affect cloud cover or not, is
still unanswered.
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Figure 2.11: The low cloud cover anomaly as a function of time for various ranges
of vertical cut-off rigidity (VRCO). The smooth curve shows a fit of the monthly
mean of the daily sunspot number with an assumed linearly falling systematic
change. The sunspot number is anti-correlated with the CR count rate with a
lead time of some months. Figure adapted from [122].
2.3.4 Connection with lightning activity
While the hypothesized CR-cloud connection described above includes var-
ious poorly understood mechanisms, that are practically not supported by
any evidence based on direct measurements, the connection between cosmic
radiation and lightning activity seems to be more established.
Cosmic rays might obviously play some role in thunderstorm development
(via inductive charging mechanisms) and lightning propagation by changing
the properties (e.g. potential gradient [133]) of the global electric circuit as
they are responsible for the weak ionization of the air, and they are a key
element of the circuit. There exist some studies, in which the authors in-
vestigated a possible connection between CRs and thunderstorms [134, 135],
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however the results are not convincing.
The exact way of lightning initiation is so far unknown. Perhaps the most
accepted theory of runaway breakdown [107] heavily relies on cosmic rays,
which – in theory – provide the fast seed electrons for the first breakdown
during the initiating processes of lightning strikes (see Section 2.2.3). These
considerations suggest, that there should be a connection between lightning
activity and cosmic ray flux, which should be visible in the observations as
a positive correlation. If confirmed, this link between cosmic rays and a
tropospheric climate variable – lightning activity – could perhaps shed more
light on the more general CR-climate speculations.
Our aim was to test the above mentioned hypothetical CR-lightning con-
nection. Our analyzes are presented in the following sections (see also [136])




It is possible to monitor lightning activity in various ways due to the strong
electromagnetic emissions and the wide spectrum emitted. The main reasons
for the observations are meteorological forecasting, scientific research and
the protection of man-made structures. There exist several country scale
ground-based radio lightning detection networks, which record hundreds of
lightning flashes daily, however their data are mostly inaccessible. A very
precise network is operating in the United States, which covers an area, that
is presumably large enough to be worthwhile to search for global effects, such
as the hypothesized connection with cosmic rays. However, despite extensive
negotiations with the United States Precision Lightning Network (USPLN),
we did not manage to obtain archive ground-based VHF observations of
lightning activity over the United States. 1
There exist so-called lightning mapping arrays, which are small scale lo-
cal networks of VHF antennae, which detect the electromagnetic radiation
emitted by the stepped leaders (see Section 2.2.4) of a lightning strike, thus
making it possible to examine the evolution of individual lightning strikes
with high spatial and temporal resolution.
We used the level 1 data of the ground based Lightning Detection And
1Here I would like to thank Kim Rauenzahn at the USPLN for his/her kind help and
efforts to try to provide us with the USPLN data, despite the lack of agreement.
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Ranging (LDAR) system, that is space (3D) and time coordinates of the
stepped leaders. 2 This is a seven-station VHF (operating at 66 MHz), time
of arrival network capable of detecting both cloud-to-ground and intra-cloud
lightning in 3 dimensions. The LDAR is located at the NASA Kennedy
Space Center (KSC) in Florida. The coordinates of its center are 28.5387◦
N and 80.6428◦ W. Since the data were practically unprocessed, extensive
filtering was needed. The data were filtered for the period 1997-2007. Events
with an invalid time stamp, a stationary calibration signal and the aeroplane
tracks (for more information on these biases see [137]) have been removed
using our own clustering algorithm. Unfortunately the aeroplanes emit 66
MHz radio signals during their flight as well. In total 8638 aeroplane tracks
were identified. Unfortunately not all of the aeroplanes were removed by
the algorithm, but their number has been reduced by approximately two
orders of magnitude. The ones with a curved trajectory or flying close to
thunderstorms were not identified by the algorithm thus adding some bias to
the lightning data. Only data within an 80x80 km square (north-south and
east-west sides, centered at the LDAR center) were used, where the detection
efficiency is very high, close to 100 % [137]. The LDAR has very high time
coverage over the almost 11 years of measurements used here, but the spatial
coverage is very low with only about 0.001 % of the Earth’s surface covered.
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Figure 2.12: (a) The distribution of the time duration of individual LDAR flashes
is shown along with (b) the number of events (leader steps) detected in the LDAR
flashes.
Since the LDAR detects the stepped leaders of a lightning flash, there are
numerous events recorded during one flash. Besides the LDAR event time
series we extracted and analyzed the flash rate time series as well. The latter
data were obtained using another clustering algorithm. Only flashes with
at least 10 events were accepted. This way part of the remaining aeroplane
2Here I would like to thank Sherry Harrison at the Global Hydrology Resource Center
(GHRC), Huntsville, for kindly providing us the LDAR data.
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tracks and some noise were filtered out. Note that it is a very difficult task to
separate individual lightning flashes in severe storms. Therefore it is possible,
that more flashes were considered as one in extreme storms, thus adding some
bias to the LDAR flash data. The distribution of the duration of individual
flashes and the number of events (leader steps) detected in the LDAR flashes
can be seen in Figure 2.12.
Global radio networks
Radio waves in the VLF range are damped very slowly in the atmosphere,
therefore the detection of lightning strikes is possible from several 1000 kilo-
meters in this frequency range. The World Wide Lightning Location Network
(WWLLN) which is an international project between various science insti-
tutions (including the Loránd Eötvös University, Budapest) started in 2003
with 11 stations. In September 2009 the network already consists of 40 sta-
tions around the globe. The detectors work in the 6-22 kHz band, where
the vertical electric field from strong lightning strikes usually exceeds the
background noise (due to power lines mainly).
We used the “Reloc A” data of the WWLLN which refers to the algo-
rithm used to match the individual lightning strikes observed at the different
stations. 3 The data base contains lightning strikes, which were identified by
at least 5 stations [138]. The location accuracy is very good, about 10 km.
We used data between the beginning of 2005 and the end of January 2009.
The WWLLN data have very good spatial and temporal coverage and
resolution as well. The main disadvantage of this dataset is the varying
detection efficiency. It is (1) changing in time due to the increasing number
of detectors installed worldwide, (2) not constant in space either due to the
different density of detectors at different geographical locations. Obviously
the United States and Europe are very well sampled, but Central Africa is
unfortunately very underrepresented, where the lightning activity is the most
intense on our planet. The global detection efficiency was estimated to be
between ∼ 1.3 % (2005) and ∼ 3.0 % (2007). This is in agreement with the
satellite observations (LIS). The changing detection efficiency makes global
statistical analyzes very difficult if not impossible. The average lightning
frequency based on the WWLLN data can be seen in Figure 2.13.
The reader is referred to the homepage http://wwlln.net/ for further in-
formation on the WWLLN project. The growing number of scientific papers
(also available on the given homepage) using the WWLLN data confirms the
importance of this international network.
3Here I would like to thank János Lichtenberger at the Space Research Group, Loránd
Eötvös University, Budapest to kindly provide us the WWLLN data.
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Figure 2.13: Average lightning activity over the globe based on WWLLN ground
based radio data. Compare figure with Figure 2.1: the undersampling of Central
Africa by the WWLLN network is clearly visible.
Satellite measurements
Optical detection of lightning strikes is possible as well, which is probably
best achieved from satellites. Two major satellite datasets exist: (1) the
Optical Transient Detector (OTD) was operating on board the tiny OrbView-
1 (formerly MicroLab-1) spacecraft between April 1995 and March 2000. (2)
the Lightning Imaging Sensor (LIS) is operating on board the major Tropical
Rainfall Measuring Mission (TRMM) satellite since November 1997. The
interested reader is referred to the TRMM homepage http://trmm.gsfc.nasa
.gov/. Both the OTD and LIS instruments are similar, therefore only the
LIS instrument is described below. The major difference between the two
datasets is the spatial coverage due to the satellite orbits (both the OrbView-
1 and the TRMM are low Earth orbit satellites with periods of a few hours).
The OTD mapped lightning activity between 70◦ North and South latitudes,
but the LIS data cover only the tropical region between 35◦ North and South
latitudes.
Because of the longer temporal coverage and better detection efficiency
We used only the LIS data. The LIS instrument consists of a 128x128 pixel
CCD detector which takes images at a sampling rate of ∼ 500 frames per
second. The field of view is about 600x600 km and the spatial resolution
varies between 3-6 km [139]. In front of the detector, a narrow-band filter
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is used to improve signal-to-noise ratio. The filter is centered on the OI(1)
neutral atomic oxygen multiplet at 777.4 nm. The TRMM satellite featuring
the LIS instrument orbits the Earth at an altitude of ∼ 350 km with an
orbit period of 92 minutes. The equatorial region between 35◦ North and
South latitudes is almost fully sampled in 0.96 days (15 periods). However,
one overpass takes only ∼ 90 seconds, that is each geographical location is
observed only ∼ 90 seconds a day (0.1 % of time).
LIS records transient events (sudden brightening), which is a very robust
method. Furthermore, it is a relative measurement, therefore it is less prone
to biases due to instrument degradation. This makes it reasonable to evaluate
trends in long records as well.
We did not use any correction for detection efficiency, which is thought
to be at most ∼ 95 % for nighttime and ∼ 75 % for daytime retrieval [140].
With neglecting the dependence of the detection efficiency on local solar hour,
about a 10 % error is introduced in the data, however this is negligible com-
pared to the effects of very low sampling. Furthermore the global averages we
used to extract time series efficiently eliminate this bias. Note also that other
groups found the detection efficiency to be somewhat lower [141], which is
plausible, since the satellite observes the cloud top, and mainly flashes with
a component in the upper part of the thunderstorm – mainly IC flashes – are
detected. Our findings support this statement as well – see Figure 2.2 for
a comparison with LDAR data. In the above mentioned studies concerning
the detection efficiency of (LIS) satellite data, very precise lightning mapping
array data were used as a comparison. Note also that the LIS and LDAR
datasets were inter-compared as well [142, 143], and a good agreement was
established.
The so-called LIS Science Data we used, were already processed and fil-
tered: flashes with more return strokes spanning more pixels were grouped
into different data products, out of which the “flash” product is thought to
correspond to individual lightning strikes. The interested reader is referred to
[144] for the details of the raw data processing algorithms. A large number of
filtering algorithms is already incorporated in the flash product to minimize
the effects of detector overflow, energetic particles, sea glint, etc. However,
we used some further filters to ensure high data quality at the expense of
losing some dubious data. The additional filters were: we allowed all alert
flags (instrument, platform, external factors, and processing algorithms) to
say warning at most (data with any of the flags failed were discarded), a
minimum cluster index (probability of not being random noise based on sur-
rounding events) of 80% and a minimum glint view angle of 5◦ were set.
Also a minimum effective observation time of 0.1 seconds was specified for
the continuous visibility of a gridcell in one overpass. Note that the LIS
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Science Data are a set of flashes observed during the satellite’s path and the
corresponding viewtime and orbit data. Therefore further processing was
necessary to obtain flash rates on a geographical grid.
We used data between 1998 and 2007. A primary gridding in time and
space was performed on the data before final processing, that is we extracted
20 second resolution flash rate time series with a spatial resolution of 0.5×0.5
degrees (latitude/longitude), which were later averaged over certain areas.
The LIS Science Data are freely available at ftp://ghrc.nsstc.nasa.gov/
pub/data/lis/science. A useful site with a list of available lightning data –
including LIS – and documentation can be found at http://thunder.msfc.
nasa.gov/.
Schumann resonance data
With special ELF antennae, it is possible to measure the Schumann reso-
nances of the Earth-ionosphere cavity which are excited by the global light-
ning activity. The ELF radiation exhibits very little attenuation in the at-
mosphere, therefore it is possible to measure the effects of the most distant
flashes as well, but the individual flashes are not distinguishable (note, that
there are individual events visible in the records – so-called Q-bursts – which
were connected to transient luminous events [105]). Albeit the damping of
ELF waves is small, spatial effects exist, e.g. the measured intensity of the
tropical chimneys depends on their distance from the location of the mea-
surement. Several other effects complicate the interpretation of Schumann
resonance observations: the properties (e.g. height) of the ionosphere are dif-
ferent in daytime / nighttime conditions, which affect wave propagation; the
slightest motion of the antennae relative to the Earth’s magnetic field add
noise to the measurements, and even the global temperature seems to affect
Schumann resonance intensities [145].
We used the freely available data from the Northern California Earth-
quake Data Center (NCEDC). We used the two horizontal magnetic com-
ponent intensities of the first Schumann resonance (7.8 Hz), which were
recorded around San Francisco, California at the following sites: Parkfield
(PKD1, PKD) and Hollister (SAO). For further information see http://www.
ncedc.org/.
The data records are generally very noisy and hardly comparable, thus
limiting their usage.
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2.4.2 Cosmic radiation data
Ground-based neutron monitors
As a proxy for global cosmic ray intensity, we used ground based hourly
resolution neutron count data of three IGY neutron monitors 4, which are
operating at the following sites: Jungfraujoch, Switzerland (for a descrip-
tion and history of this instrument see [146]), and Climax, Colorado, USA,
and Haleakala, Hawaii, USA. For a review of the global neutron monitor
network, operating since the 1950s, the reader is referred to [147].
The data of the Jungfraujoch neutron monitor are accessible at http://
cosray.unibe.ch/, while those of the Climax and Haleakala detectors can be
downloaded at http://ulysses.sr.unh.edu/NeutronMonitor/neutron mon.html.
Direct satellite measurements
We used direct satellite measurements of the cosmic ray flux as well, that is
the data of the Medium Energy Proton and Electron Detector (MEPED) and
the Total Energy Detector (TED) instruments on board the Polar Orbiting
Environmental Satellites (POES) of the National Oceanic and Atmospheric
Administration (NOAA). The detectors are directional: either zenith or hori-
zon viewing, and contain filters corresponding to different particle energies.
Protons and electrons are detected from 30 keV up to > 300 keV (for elec-
trons) and > 6900 keV (for protons). Omni-directional proton detectors are
used to resolve higher energies, up to > 140 MeV.
The data are available at http://www.ngdc.noaa.gov/stp/NOAA/
noaa poes.html, where further information can be found on the dataset as
well.
2.4.3 Cloud data
We took a brief look at cloud data as well, in search of cosmic radiation
effects. We used the “reflectivity” product of the Ozone Monitoring Instru-
ment (OMI) on board the EOS Aura satellite. OMI reflectivity is measured
at 380 nm, and high values correspond to thick cloud coverage. Data are
available since October 2004 at http://toms.gsfc.nasa.gov/.
4IGY refers to the International Geophysical Year 1956/1957, when the instrument
design was standardized.
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2.5 Construction of time series
Because of the very poor temporal sampling (LIS dataset) and the extensive
processing required (LDAR and also LIS data), it is not a trivial task to
obtain lightning time series from the available data. The only variable we
extracted from the lightning data is lightning flash rate, that is the number of
lightning flashes per unit area per unit time. Note, that lightning flash rate
is a non-negative quantity. We had no data on the polarity and the charge
transfered by the flashes. Besides it is hard to see, how polarity and intensity
would be coupled to cosmic rays, therefore here they might be considered to
be less important.
2.5.1 Lightning statistics of Central Africa –
an example
In order to understand the capabilities and limitations of the LIS dataset,
let us examine the lightning flash rate statistics over a smaller geographical
area, the part of the Congo Basin in Central Africa between 1.5◦ Southern
and 1.5◦ Northern latitudes and 22.0◦ and 24.5◦ Eastern longitudes. Note,
that this is the area where most lightning flashes occur on Earth.
The examined area consists of 30 0.5◦ by 0.5◦ (latitude/longitude) primary
gridcells, for which 20-second gridded data were extracted. Note, that during
the satellite overpasses usually only part of the area was seen by the satellite
for only a part of the 20 second intervals. In these cases (which give the
overwhelming majority) the flash rates based on the reduced sample were
assigned to the whole area. Averaging over areas of 3◦ by 2.5◦, like the one
described here, is carried out to improve statistics (increase the number of
flashes by a factor of 30) without distorting it. The latter is supported by
the fact that this area is still not very large, it regularly fits into the field-of-
view of the satellite. And it is still smaller, than the typical sizes of tropical
cyclones, or mezoscale convective systems.
Even using this improved statistic, we only have 40180 data points (20 sec-
ond averages) for the 10 years of observations (0.255 % of time). In contrast
to being the most thunderous area on Earth, in 86.5 % of the observations
there is no lightning detected. Altogether 40865 flashes were seen by the
satellite. Note, that there are certain areas of similar size over the oceans
where no flashes were detected during the entire 10 years of observation.
An excerpt of the LIS time series f(t) over the Central African region can
be seen in Figure 2.14. The empirical probability density function (PDF) of
20 second flash rates over Central Africa can be seen in Figure 2.15. The
distribution is close to a power-law PDF with an exponent −1.30 to −2.04,
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Figure 2.14: Black line: an excerpt of the LIS lightning flash rate time series f(t)
with 20 second time bins acquired over the area between 1.5◦ S and 1.5◦ N latitudes
and 22.0◦ E and 24.5◦ E longitudes (Central Africa). Red line corresponds to the
model fmodel(t) described in the text.
so that the average is barely existing, but the standard deviation is definitely
not.
The high temporal resolution and the long record permits to extract the
daily- and the yearly cycles as well. These can be seen in Figure 2.16.
The above mentioned properties also permit a detailed spectral analysis.
However the data are by far not evenly sampled, therefore the only possible
way to extract the spectrum is to use the Lomb algorithm [54]. Several peaks
with detailed structure can be seen in the spectrum above a continuum, which
seems to be essentially white noise, see Figure 2.17.
The origin of the various peaks in the spectrum can be revealed by a
simple model, which goes as follows. The basic well understood fact is, that
lightning activity is connected to solar heating. Therefore we consider only
the – simplified – daily- and yearly cycles present in the lightning time series.
The modelled lightning flash rate time series fmodel(t) is the product of these,
that is:
fmodel(t) = a0D(t)Y (t) , (2.1)
where t is time, a0 is a constant, D(t) and Y (t) represent the daily- and
yearly cycles respectively. Multiplying the cycles instead of adding them is
on the one hand practical, because f(t) is a non-negative quantity, on the
other hand it has a deeper reason as well. If we think about f(t) as a result
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Figure 2.15: Histogram of 20 second lightning flash rate data acquired by LIS over
the area between 1.5◦ S and 1.5◦ N latitudes and 22.0◦ E and 24.5◦ E longitudes
(Central Africa). The data with flash rate = 0 (f = 0) were omitted to show the
statistics. The blue line indicates a power law fit with p(f) ∼ f−1.30 and the red
line a power law fit with p(f) ∼ f−2.04.


































Figure 2.16: (a) Daily cycle of lightning flash rate over the area between 1.5◦ S
and 1.5◦ N latitudes and 22.0◦ E and 24.5◦ E longitudes (Central Africa). The
cyan curve represents 10 minute resolution data, the dark blue line corresponds
to a 2-hour moving average. (b) Yearly cycle for the same area. The cyan curve
represents 1 day resolution data, the dark blue line corresponds to a 31-day moving
average. The red lines correspond to the model described in the text. LIS data were
used.
of a deterministic variation (solar heating; let it be a constant S for a while)
and a stochastic process, which result in a PDF for f(t) close to the one in
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Figure 2.15, then the only characteristic value is S. In this case the average
flash rate 〈f(t)〉t is proportional to S and the fluctuations of f(t) over a
finite period of time are necessary determined by S as well. That is the
standard deviation of f(t) is expected to be proportional to S. Therefore it
is plausible to divide f(t) by S to isolate and “standardize” the stochastic
process. Now let S be a function of time, namely let S(t) be the solar heating,
S(t) = D(t)Y (t). In the case of the lightning data – in the analyzes described
in the following sections – we used the above reasoning as well, and divided
f(t) by S(t) in order to remove the effects due to the solar forcing. Note,
that our calculations show that the standard deviations of LIS lightning flash
rate time series are indeed proportional to their averages (figure not shown).
In the case of the Central African time series we used a simple half-sine
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(2.2)
where tstart,1 is an appropriate time offset.
The yearly cycle is actually a half-yearly cycle at the equator with maxi-
mum irradiation during the equinoxes and minimum during the solstices. We
modelled this behavior with a simple sine-square function:
Y (t) = a1 + a2 sin
2
(




where a1 and a2 are constants, and tstart,2 is another time offset. The used
functions D(t) and Y (t) can be seen as red lines in Figures 2.16a and b
respectively.
The resulting fmodel(t) model function was sampled in exactly the same
time instants as the Central African LIS time series. A sample of both can
be seen in Figure 2.14. The spectrum of the original LIS time series and that
of the described simple model can be seen in Figure 2.17. It is striking that
even this simple model combined with the uneven sampling reproduces the
overwhelming majority of the peaks in the original spectrum. From this it
follows, that the real information, the effects other than the solar heating are
hidden in the white noise, the continuum part of the spectrum.
2.5.2 Global time series of lightning activity
The LIS dataset covers a considerable part of the globe, the equatorial regions
between 35◦ Southern and Northern latitudes, where most lightning activity
occurs on Earth, therefore it is possible to extract a “global” lightning time


















Figure 2.17: Blue curve: Lomb periodogram of LIS lightning flash rate data over
the area between 1.5◦ S and 1.5◦ N latitudes and 22.0◦ E and 24.5◦ E longitudes
(Central Africa). The red curve correspond to the Lomb periodogram of the model
described in the text. The Lomb periodogram of the model was multiplied by −1
for a better comparison.
series. However, because of the poor but systematic sampling of the satellite,
it is not meaningful to average the original data, because this would lead to
serious biases. 5 Therefore we used the following procedure. We extracted
the average daily and yearly cycles for 3◦ × 3◦ (latitude/longitude) patches
for the whole available area of LIS observations. We applied 2-hour and 1-
month running means to the daily and yearly cycles respectively to reduce
the effects of low sampling. Then we extracted the flash rate time series for all
available 0.5◦×0.5◦ (latitude/longitude) primary gridcells and “normalized”
them with the corresponding cycles. That is we divided each time series by
the corresponding smoothed daily and then yearly cycle. Then we averaged
and binned the individual normalized time series. We used 1-hour time bins,
and a weighted average with the original average flash rates as weights. This
5There exist freely downloadable and highly processed gridded LIS products, but in
the case of the time series they involve a ∼ 100 day moving average in order to smooth
out sampling effects.
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way we obtained a LIS “global” lightning flash rate anomaly (multiplicative)
time series, which is determined mainly by the areas with high lightning
activity. The resulting time series can be seen in Figure 2.18.
We also tried averaging with equal weights, but in this case the resulting
“global” time series is dominated by areas with little lightning activity, and
single sporadic storms in these areas get overrepresented in the final average.
However, in the analyzes carried out in the coming sections we also tested
the equally weighted global average. The final conclusions were identical in
both cases.
The LDAR data cover only an 80x80 km portion of the globe, however
we extracted a lightning flash rate anomaly time series as well. This record
obviously shows much larger fluctuations, as the individual storms are still
present in the time series because of the lack of real spatial averaging. The
LDAR anomaly time series is visible in Figure 2.18 as well.
Because of the good spatial and temporal coverage of the WWLLN data,
it is not necessary to use such sophisticated averaging methods, as in the case
of the LIS data. Therefore we extracted a simple global average, a global
daily and yearly cycle. Again we used the cycles to “normalize” the time
series. The result can be seen in Figure 2.18.
Unfortunately the WWLLN has some characteristics, which make the
extracted global anomaly time series hardly meaningful. The spatially and
temporally changing detection efficiency affects the resulting global long-term
series to a great extent, therefore limiting its usage.
The intensity of Schumann resonances is closely related to the energy
radiated by the global lightning activity, therefore it might be used as a
proxy, and it is certainly worthwhile comparing it to the curves of Figure
2.18. A sample of the Schumann resonance time series averaged for the
PKD and PKD1 sites and the LIS anomaly time series can be seen in Figure
2.19. Note that in the case of the LIS anomaly data we used 30-day moving
average in Figure 2.19. In the case of the Schumann resonance data we
plotted the difference between the 30-day and the 200-day moving averages
of the horizontal magnetic field intensities of the first Schumann resonance.
This way part of the non-stationarities of the signal were removed.
The comparison yields the strange result, that for certain periods a strik-
ingly good correlation can be observed between the lightning data and the
Schumann resonance records, while for other periods there seems to be no
connection. We tried to link the periods of good / bad correlation to seasons
and various oscillations, like the El Niño-Southern Oscillation (ENSO), but
no agreement was found. The periods of alternating good-bad correlation
can be due to several reasons including: (1) errors or biases arising from the
inaccuracy or low statistical sampling of the measurements, (2) “local” ef-
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Figure 2.18: Lightning flash rate anomalies based on LIS data (black curve, global
between 35◦ Southern and Northern latitudes), LDAR data (orange curve, only
around KSC, Florida, USA) and WWLLN data (blue curve, global). The daily
and yearly cycles were removed from the original data by division. Therefore the
curves represent multiplicative anomalies. All curves were smoothed using an 89-
day moving average.
fects, e.g. the global lightning activity increases due to increased storminess
in the Maritime Continent, but the American Schumann resonance detector
is more sensitive to the decreasing lightning activity in the South American
chimney. However, these are only speculations. More data on Schumann
resonance and global lightning activity would be needed to identify the true
reasons.
2.5.3 Cosmic radiation time series
Accurate cosmic radiation data are much easier to find, thanks to a global
network of neutron monitors initiated around the International Geophysical
Year of 1956/1957. The data of all the stations we examined are very highly
correlated, showing that cosmic radiation changes are a truly global effect.
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Figure 2.19: A 30-day moving average of the “global” lightning flash rate anomalies
based on LIS data (red curve) are compared with Schumann resonance intensities
averaged for the PKD and PKD1 sites (blue curve). In the case of the Schumann
resonances the difference of the 30-day moving average and the 200-day moving
average is shown. The anomalies were further “standardized” by subtracting the
average and dividing by the standard deviation.
Of course there are differences in the absolute fluxes due to the different
cut-off rigidities and the different elevations of the various stations, but the
fluctuations are almost identical. A very good agreement is found also with
satellite measurements of proton fluxes. For the cosmic radiation time series
see Figure 2.20. The most obvious feature of the CR fluxes is a slow periodic
component caused by the 11-year solar cycle. The minimum between 2001-
2004 is due to the maximum of solar cycle 23. The superimposed minima
are the Forbush decreases also indicated in the graph. Some solar proton
events are visible in the proton fluxes, and the event of 20 January 2005 is
visible also in the Climax neutron record. The satellite records are clearly
non-stationary, showing different periodicities appearing and disappearing.
This is due to the changing number of satellites, which provided particle flux
data.
The times of the Forbush decreases were extracted based on a commonly
used definition: we considered the periods, when the neutron flux decreased
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POES proton > 70 MeV
POES proton > 140 MeV
Forbush decreases
Figure 2.20: Ground based neutron monitor counts are shown from the Jungfrau-
joch, Switzerland (black curve) and the Climax, Colorado, USA (red curve) stations
along with space measurements of the POES satellite network. Omnidirectional
proton counts of two channels are shown: protons with energies > 70 MeV (green
curve), and protons with energies > 140 MeV (blue curve). Violet triangles indi-
cate the Forbush decreases. The ground based neutron counts are hourly resolution
data, the satellite proton fluxes are 2-day moving averages of 16-second resolution
data. No correction for the area of the detectors was applied.
more than 5 % below its 89-day running mean value. We used the Climax
and the Jungfraujoch datasets as well. Since precise timing was needed, we
assigned the the time label of a Forbush decrease to the deepest minimum
of neutron flux in all cases. The neutron flux anomaly averaged over the
identified Forbush decreases can be seen in Figure 2.21a. Anomaly in this
case means deviation from average pre and post Forbush decrease levels of
neutron flux.
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2.6 Lightning activity during Forbush
decreases
Forbush decreases are stochastic events from the point of view of the Earth’s
climate, therefore they provide a very useful tool to search for connections
with cosmic rays. In case the hypothesized cosmic ray - lightning connection
described in Section 2.3.4 existed, one would expect a decrease of lightning
activity during Forbush decreases.
We used the superposed epoch method [148], that is we averaged the
lightning time series for the period of Forbush decreases. The results can be
seen in Figure 2.21. We did not manage to identify a statistically significant
negative peak at the Forbush decreases, which could possibly support the





























































Figure 2.21: Superposed epoch averages of (a) Climax neutron flux anomaly and
(b-d) lightning activity over Forbush minima are shown. The lightning flash rate
anomaly time series were used, which were extracted from (b) the LDAR dataset,
(c) the LIS dataset with no spatial constraint, and (d) the LIS dataset between
1.5◦ S and 1.5◦ N latitudes. Black and orange lines correspond to 1-day and 1-
hour binned time series respectively. The grey area corresponds to the interquartile
range of the 1-day binned data.
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By constraining the LIS data over various regions (mainly near the equa-
tor), a – non-significant – negative peak can be observed during the Forbush
decreases. However by increasing the time resolution from 1 day to 1 hour,
this peak gets lost in the noise instead of showing more detail.
By supposing that CRs have an effect on lightning initiation, it might be
plausible, that this effect is best observable around the equator. The possible
argument supporting this would say, that because of the greatest cutoff rigidi-
ties, there is a relatively small flux of cosmic rays in the equatorial region,
and a further decreasing flux (due to the Forbush decreases) would already
make the presence of CRs a critical ingredient in lightning initiation. This
way it is possible, that equatorial regions are hypothetically more sensitive
to CR flux variations.
However, the equator where the effect is expected to be strongest based
on the above thoughts is the Geomegnetic, not the Geographical Equator.
We tested the ±1.5◦ (latitude) region of the geomagnetic equator with the
superposed epoch method as well, but the negative peak at the Forbush
decreases is even less pronounced, than at the geographical equator (figure
not shown).
Furthermore, the space-borne detectors might directly be affected by the
changes in CR flux as well, which would produce the same bias as the hy-
pothetical CR-lightning effect. We tried to minimize this possible bias by
filtering the data (see Section 2.4.1).
Unfortunately the WWLLN data are less useful in such a study, (1) be-
cause of the non-stationarity of the data, and (2) because there were only
a few Forbush decreases after 2005 (the start of the WWLLN records), and
thus the superposed epoch method gives very poor statistics. Nevertheless
we examined the global WWLLN lightning anomaly during the Forbush de-
creases, but we found no significant correlation (figure not shown).
2.7 Lightning activity during a great Solar
Proton Event
Sudden increases of solar cosmic ray flux can sometimes be observed due
to solar flares or coronal mass ejections. The CR flux can increase by as
much as 4 orders of magnitude in these solar proton events, like in the event
of 20 January 2005, which was the second largest solar proton event ever
observed [115, 116]. The CR flux increase affects ground levels in these cases
as well causing a so-called ground level enhancement, which lasts a few hours.
However the effect is not uniform globally, it depends on the relative position
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of the Sun and Earth and the interplanetary- and geomagnetic fields. In the
case of the 20 January 2005 event, the largest flux increase was observed
above Antarctica, but a tenfold increase in neutron flux was measured even
at the Jungfraujoch station in Switzerland [115]. Note that the event of 20
January 2005 happened during a Forbush decrease.
In the case of drastically increased CR flux around 20 January 2005, one
would expect an increase in global lightning activity as well based on the
hypothesis described in Section 2.3.4. The CR flux and lightning time series
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Figure 2.22: Cosmic ray and lightning time series around the solar proton event of
20 January 2005. (a) 4-day running mean of the global average of POES MEPED
omni-directional proton count is shown for energies > 70 MeV along with (b)
Climax neutron count. Equatorial lightning flash rate anomaly time series are
shown based on (c) WWLLN data for a ±2◦ region around the equator and (d)
LIS data for a ±1.5◦ region around the equator. The largest peak in (d) is on 17
January 2005. Two Forbush decreases are indicated in the upper two panels along
with the solar proton event of 20 January 2005.
No increase in global lightning activity can be seen around 20 January
2005 (figure not shown), however a peak in equatorial lightning activity is
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visible in both the WWLLN and the LIS records (see Figure 2.22). The
problem is that lightning activity peaks on 17 January, thus preceding the
proton event. Note that there was a smaller solar proton event on 17 January
2005 as well.
The WWLLN data enable us to examine the spatial pattern of the light-
ning activity increase as well. The 17 January enhancement was due to an
increased lightning activity of the South American and the African chim-
neys, see Figure 2.23. The simple coincidence of two local storms cannot be
excluded.

























Figure 2.23: Average WWLLN lightning flash rate for a region ±4◦ around the
equator for three time periods. Blue curve correspond to 6 days before the solar
proton event of 20 January 2005 (10-15 Jan 2005), red curve correspond to 6 days
after the event (22-27 Jan 2005), and the heavy black curve corresponds to the
period 16-18 Jan 2005.
If the 17 January increase in lightning activity is due to cosmic ray effects,
it is plausible to expect, that the much bigger 20 January event should affect
lightning activity as well. However this was not observed.
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2.8 Further attempts to link cosmic rays and
climatic variables
2.8.1 Lightning activity in hurricanes
The lightning activity of hurricanes changes in a wide range showing differ-
ences as large as 2 orders of magnitude in flash rate. Recently this lightning
activity was proposed to predict wind speeds inside the hurricane a few days
ahead [149].
We tried to link the huge differences in lightning activity of similar storms,
the category 4-5 hurricanes on the Saffir-Simpson scale to changes in cosmic
ray flux, but we found no correlation.
Note that in another study the lightning activity of the storms observed
by the OTD and LIS detectors was found to be rather constant [150].
The connection of lightning activity and “storm strength” (e.g. precipita-
tion rate) is far from trivial. Analyzes of the Hungarian Met Office (OMSZ)
showed, that lightning activity and precipitation rate are sometimes corre-
lated in thunderstorms above Hungary, but in some cases there seems to be
no connection (Ákos Horváth, OMSZ, Siófok; personal communication, and
[151]).
2.8.2 Analysis of reflectivity data
All recent studies attempting to capture the effects of CRs on cloud cover
(described in Section 2.3.3) used the ISCCP cloud dataset. We instead chose
to use the OMI “reflectivity” product, which is based on UV remote sensing.
We could not find significant effects of either the Forbush decreases or the
solar proton event of 20 January 2005 in the reflectivity time series.
2.9 Summary
Just like our climate in general, the lightning activity in particular seems to
be influenced by several factors through a variety of mechanisms, the subtle
details of which can seriously affect the macroscopic processes. Though there
is serious ongoing research, there are still many unknown details.
We tried to shed more light on the possible global cosmic radiation forcing
of lightning activity. Perhaps the most accepted theory of lightning initia-
tion – via the runaway breakdown process – heavily relies on cosmic rays as
seed particles for the electron avalanche. Therefore it seems to be plausi-
ble to suppose that the variations of the cosmic radiation flux reaching our
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atmosphere should be reflected in the global lightning activity as well.
There are plenty of high quality cosmic radiation datasets available and a
few global lightning data bases, which raise one’s hopes to find a connection
between cosmic rays and lightning activity using statistical tools. However
none of the lightning datasets satisfies all needs for such studies, therefore we
needed to implement various filtering and averaging algorithms. The optical
satellite data of the LIS instrument proved to be the most useful for our stud-
ies. However, we believe that the WWLLN network has enormous potential,
and after further development and several years of continuous operation it
would be able to answer numerous questions about lightning activity.
The Forbush decreases of the cosmic radiation flux provide a unique op-
portunity to link various environmental processes to cosmic radiation, as they
are independent from the Earth’s climate. However, even by using the su-
perposed epoch method to improve statistics, we did not manage to identify
convincing correlation between lightning flash rate anomaly and cosmic rays.
We found weak positive correlation between equatorial lightning flash rate
anomaly and cosmic ray flux, but the details (geomagnetic effects, fine time
resolution data) do not support a causal relation.
During the second greatest Solar Proton Event ever observed, already
all lightning detection instruments were in operation, the data of which we
analyzed. There is an indication that the equatorial lightning frequency
might have responded to the event, however the details do not support this
hypothesis either. We also tried to link the large variability of lightning
frequency in strong hurricanes to changes in the cosmic ray flux, but we
found no correlation.
None of our results support that the changes of the cosmic radiation flux
would significantly affect the terrestrial lightning activity. Therefore we can
conclude that the large variability observed in lightning activity seems to
be mainly determined by the charge separation processes and other local
in-cloud effects. Changes in the global “external” cosmic ray forcing can
play only a minor role. It is of course possible that cosmic rays are very
important in lightning initiation, but the changes in their flux do not seem
to have major effects on lightning frequency.
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Appendix A
Maximum likelihood estimation
of Weibull and generalized
gamma parameters
In the case of the Weibull distribution (see Equation 1.8) the maximum






























= 0 , (A.2)
where {xi}, i = 1, . . . , N is the sample, and s0 and k are the parameters of the
distribution. Equation A.1 can be substituted into Equation A.2 which yields
a transcendent equation for parameter k. This can be solved using Newton
iterations [54], and substituting k back to Equation A.1 gives parameter s0.
In the case of a generalized gamma distributed random variable (wind
speed), the maximum likelihood method means maximizing the function L
over the parameters s0, k, ε, given a sample of wind speed data {xi}, i =
1, . . . , N :
L(s0, k, ε) =
∑N
i=1 lnPGG(xi; s0, k, ε) =
= N ln k − N ln s0 − N ln Γ(ε) + (εk − 1)
∑N
i=1 lnxi−
















which lead to 3 algebraic equations for the parameters s0, k, ε:
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lnxi − kN ln s0 = 0 (A.6)
It is worth noting, that s0 can be expressed as a function of the other 2
parameters k and ε (Equation A.4), and it can be substituted into Equations
A.5 and A.6. Therefore s0 can be decoupled, and only 2 coupled nonlinear























































− ln ε − lnN
]
= 0 (A.8)
The above set of equations (Eqs. A.7 and A.8) was solved numerically
using the Newton-Raphson algorithm [54], with the initial guess obtained
from the Weibull fit. The derivative of the gamma function was evaluated
numerically. Note, that in the actual calculations a slightly different set of





CERN European Organization for Nuclear Research (Conseil
Européen pour la Recherche Nucléaire, in French)
CG cloud-to-ground lightning flash
CLOUD Cosmics Leaving OUtdoor Droplets, upcoming experiment
at CERN
CR cosmic rays or cosmic radiation
DC direct current
ELF Extremely Low Frequency (3 Hz - 30 Hz) electromagnetic
radiation
ELTE Loránd Eötvös University (Eötvös Loránd Tudományegyetem,
in Hungarian), Budapest, Hungary
ENSO El Niño-Southern Oscillation
EOS Earth Observing System, a NASA project including several
satellites
FFT Fast Fourier Transformation
GCR Galactic Cosmic Rays
GG generalized gamma (distribution)
GHRC Global Hydrology Resource Center, Huntsville, USA
GN generalized normal (distribution)
IC intracloud lightning flash
IGY International Geophysical Year 1956/1957
IID independent identically distributed (random variable)
129
130 APPENDIX B. ACRONYMS
ISCCP International Satellite Cloud Climatology Project
ITCZ intertropical convergence zone
KSC Kennedy Space Center, Florida, USA
LDAR Lightning Detection And Ranging, a lightning mapping array
at the KSC, Florida
LIS Lightning Imaging Sensor, lightning detection instrument on
board the TRMM satellite
MEPED Medium Energy Proton and Electron Detector, instrument on
board the POES satellites
NASA National Aeronautics and Space Administration, Washington,
DC, USA
NCEDC Northern California Earthquake Data Center, ..., USA
NOAA National Oceanic and Atmospheric Administration,
Washington, DC, USA
OMI Ozone Monitoring Instrument on board the EOS Aura
satellite
OMSZ Hungarian Met Office (Országos Meteorológiai Szolgálat, in
Hungarian), Budapest, Hungary
OTD Optical Transient Detector, a lightning detection instrument
on board the OrbView-1 (formerly MicroLab-1) satellite
PDF probability density function
POES Polar Orbiting Environmental Satellites of the NASA
SEP Solar Energetic Particles
TED Total Energy Detector, instrument on board the POES
satellites
TLE Transient Luminous Events (e.g. Jets, Sprites, Elves)
TRMM Tropical Rainfall Measuring Mission satellite (NASA)
ULF Ultra Low Frequency (300 Hz - 3 kHz) electromagnetic
radiation
USA United States of America
USPLN United States Precision Lightning Network, Andover, USA
UT Universal Time
UV ultraviolet
VHF Very High Frequency (30 MHz - 300 MHz) electromagnetic
radiation
VLF Very Low Frequency (3 kHz - 30 kHz) electromagnetic
radiation
WWLLN World Wide Lightning Location Network: global VLF ground
network for location of lightning strikes
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