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Аннотация. Рассмотрена неавтономная система обыкновенных
дифференциальных уравнений, допускающая нулевое решение, для
которой существует неотрицательная функция Ляпунова, производ-
ная которой в силу системы неположительна. Предполагается, что
нулевое решение системы равномерно асимптотически устойчиво на
том множестве, на котором функция Ляпунова обращается в нуль.
Доказаны теоремы о равномерной и равномерной асимптотической
устойчивости. Приведен иллюстративный пример.
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1. Введениe
Рассмотрим систему обыкновенных дифференциальных уравне-
ний
dx
dt
= X(t, x), (1.1)
где x = (x1, x2, . . . , xn) ∈ Rn, t ∈ R+ = [0,∞), X = (X1, X2, . . . , Xn) :
R+ × BH → Rn, BH = {x ∈ Rn : |x| ≤ H}. Функции Xi(t, x) (i =
1, . . . , n) предполагаем непрерывными и удовлетворяющими условию
Липшица по x равномерно по t в области R+ × BH , где H > 0 —
некоторая константа; X(t, 0) ≡ 0. При этих предположениях система
(1.1) допускает тривиальное решение
x = 0. (1.2)
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При исследовании равномерной асимптотической устойчивости
решения (1.2) системы (1.1) обычно используют прямой метод Ляпу-
нова. Этот метод предполагает существование определенно-положи-
тельной функции V (t, x), такой, что ее производная
dV
dt
в силу си-
стемы (1.1) есть функция определенно-отрицательная. Однако стан-
дартных методов построения функций Ляпунова для систем общего
вида не существует, поэтому для приложений представляет интерес
получение критериев равномерной асимптотической устойчивости с
использованием функций, обладающих более мягкими свойствами по
отношению к функциям V и
dV
dt
. В работах [2, 8, 10, 11] получе-
ны такие критерии в предположении, что V положительно опреде-
лена, а
dV
dt
отрицательно-постоянна. В статьях [3, 4, 7] были осла-
блены также условия на функцию V , которая уже предполагалась не
определенно-положительной, а положительно-постоянной (V ≥ 0),
причем в [3, 4] правые части системы предполагались автономными
или периодическими по t. В работе [7] в качестве правых частей си-
стемы рассматривался частный случай неавтономных систем, и при
доказательстве теорем об устойчивости и асимптотической устойчи-
вости использовались свойства предельных уравнений. Настоящая
работа представляет собой развитие работ [3, 4, 7] в предположе-
нии, что система (1.1) неавтономна, и ее нулевое решение равномерно
асимптотически устойчиво на интегральном множестве V (t, x) = 0.
2. Основные определения
Рассмотрим систему обыкновенных дифференциальных уравне-
ний (1.1). Обозначим Γ = R+×BH , гдеH — некоторое положительное
число. Введем ряд определений, которые использовались в работах
[5, 6].
Определение 2.1. Множество M пространства (t, x) называется
интегральным, если для любой точки (t0, x0) ∈ M выполняется
(t, x(t)) ∈M, t ≥ t0, где x(t) = x(t, t0, x0) — решение системы (1.1) с
начальными данными x(t0) = x0.
Пусть M ⊂ R+×Rn. Обозначим через Ms пересечение этого мно-
жества с гиперплоскостью t = s, а через ρ(x,Ms) — расстояние от
точки x до множества Ms.
По аналогии с работами [4, 9], введем следующие определения.
Определение 2.2. Решение (1.2) системы (1.1) назовем устойчи-
вым относительно интегрального множества M , если для любых
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ε > 0 и t0 ∈ R+ найдется δ = δ(ε, t0) > 0, такое, что если только
(t0, x0) ∈M, ‖x0‖ < δ, то ‖x(t, t0, x0)‖ < ε при t ≥ t0.
Определение 2.3. Если в предыдущем определении число δ можно
выбрать не зависящим от t0 (т.е. δ = δ(ε)), то решение (1.2) назо-
вем равномерно устойчивым относительно M .
Определение 2.4. Нулевое решение системы (1.1) назовем притя-
гивающим относительно интегрального множества M , если для
любого t0 ∈ R+ найдется η = η(t0) > 0 и для любых ε > 0 и x0 ∈
Mt0
⋂
Bη найдется σ = σ(ε, t0, x0) > 0, такое, что ‖x(t, t0, x0)‖ < ε
для всех t ≥ t0 + σ.
Определение 2.5. Тривиальное решение уравнений (1.1) называет-
ся равномерно притягивающим относительно M , если для некото-
рого η > 0 и любого ε > 0 найдется σ = σ(ε) > 0, такое, что
‖x(t, t0, x0)‖ < ε при всех t0 ∈ R+, x0 ∈Mt0
⋂
Bη и t ≥ t0 + σ.
Определение 2.6. Решение (1.2) системы дифференциальных урав-
нений (1.1) называется:
— асимптотически устойчивым относительно интегрального
множества M , если оно устойчиво и притягивающее относитель-
но M ;
— равномерно асимптотически устойчивым относительно ин-
тегрального множества M , если оно равномерно устойчиво и рав-
номерно притягивающее относительно M .
Определение 2.7. Будем говорить, что функция g : R+ → R+ есть
функция Хана (g ∈ K), если она непрерывна, монотонно-возрастаю-
щая и g(0) = 0.
Так как, по предположению, правые части уравнений (1.1) удов-
летворяют условию Липшица, то существует L > 0, такое, что
‖X(t, x1)−X(t, x2)‖ ≤ L‖x1 − x2‖, x1 ∈ BH , x2 ∈ BH ;
поэтому, если x(t, t0, x0) ∈ BH , y(t, t0, y0) ∈ BH , то, используя оценку
[1, с. 14], получаем
‖x(t, t0, x0)− y(t, t0, y0)‖ ≤ δeL(t−t0), (2.1)
если ‖x0 − y0‖ ≤ δ.
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3. Теорема о равномерной устойчивости
Теорема 3.1. Пусть система (1.1) такова, что существует непре-
рывная функция V (t, x) : R+ ×BH → R, такая, что:
а) V периодична по t с периодом ω;
б) V (t, x) ≥ 0, V (t, 0) ≡ 0;
в) функция V не возрастает вдоль решений системы (1.1);
г) решение (1.2) системы (1.1) равномерно асимптотически ус-
тойчиво относительно интегрального множества M , где
M = {(t, x) : t ∈ R+, x ∈ BH , V (t, x) = 0}.
Тогда нулевое решение системы (1.1) равномерно устойчиво.
Доказательство. Введем обозначения
S(α) = {(t, x) ∈ R+ ×Bα : V (t, x) = 0},
St(α) = {x ∈ Bα : V (t, x) = 0}.
Доказательство проведем от противного, т.е. предположим, что
решение (1.2) системы (1.1) не является равномерно устойчивым. Это
означает, что существует положительное число h и последователь-
ность начальных данных {(t0n, x0n)}∞n=1, таких, что t0n ≥ 0,
lim
n→∞ ‖x0n‖ = 0, ‖x(t0n + T
∗
n , t0n, x0n)‖ ≥ h при некоторых T ∗n > 0.
Пусть ε — произвольное положительное число, удовлетворяющее ус-
ловию 4ε < h. В силу предположения г) теоремы, тривиальное ре-
шение системы (1.1) является равномерно притягивающим относи-
тельно M . Следовательно, для некоторого η > 0 найдется такое σ =
σ(ε) > 0, что ‖x(t, t0, x0)‖ < ε при всех t0 ∈ R+, x0 ∈ St0(η), t ≥ t0+σ.
В дальнейшем ε будем считать таким, что выполняется неравенство
4ε < η. Пусть числа Tn > 0 обозначают моменты времени, такие, что
‖x(t0n + Tn, t0n, x0n)‖ = 4ε, ‖x(t0n + t, t0n, x0n)‖ < 4ε при t < Tn.
(3.1)
Учитывая неравенство (2.1), заключаем, что lim
n→∞Tn = +∞. Рас-
смотрим также последовательность {tn}∞n=1, такую, что при n ≥ n0 ∈
N (N — это множество натуральных чисел) выполняются неравенства
0 < tn < Tn, σ ≤ Tn − tn ≤ Q, (3.2)
где Q — константа, удовлетворяющая условию Q > σ (например, в
качестве Q можно взять 2σ), и последовательность {τn}∞n=1, члены
которой удовлетворяют условиям
τn ∈ [0, ω), τn = t0n + tn − pnω, (3.3)
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где pn ∈ Z+ (Z+ — это множество целых неотрицательных чисел).
Рассмотрим последовательность {yn} точек в фазовом пространс-
тве, где
yn = x(t0n + tn, t0n, x0n). (3.4)
На основании предположений (3.1) и (3.2) можно сделать вывод, что
yn ∈ B4ε при любом n ≥ n0 ∈ N. B4ε является ограниченным и
замкнутым множеством в Rn, следовательно, из последовательности
{yn} можно выделить подпоследовательность, сходящуюся к неко-
торому элементу y∗ ∈ B4ε. Аналогично, из последовательности {τn}
можно выделить подпоследовательность, сходящуюся к τ∗ ∈ [0, ω]. Не
нарушая общности, будем считать, что сами последовательности схо-
дятся к соответствующим элементам: yn → y∗, τn → τ∗ при n→∞.
Учитывая свойства функции V и обозначения (3.3), (3.4), полу-
чаем
0 ≤ V (τ∗, y∗) = lim
n→∞V (τn, yn) = limn→∞V (t0n + tn, yn) =
= lim
n→∞V (t0n + tn, x(t0n + tn, t0n, x0n)) ≤ limn→∞V (t0n, x0n) = 0.
Следовательно, V (τ∗, y∗) = 0 и (τ∗, y∗) ∈ S(4ε). Обозначим k ∈ N
такое число, что выполняются условия
k ≥ n0, tk ≥ σ(ε), |δk| < max
{
1,
ε
Lh
e−LQ
}
, ‖yk − y∗‖ < εe−QL,
(3.5)
где δk = t0k + tk − pkω − τ∗ = τk − τ∗. Очевидно, что выбор такого k
возможен, так как δn → 0, ‖yn − y∗‖ → 0, tn → +∞ при n→∞.
Имеем оценку
‖x(t0k + Tk, t0k, x0k)‖ ≤ J1 + J2 + J3,
где
J1 = ‖x(t0k + Tk, t0k, x0k)− x(t0k + Tk, t0k + tk, y∗)‖,
J2 = ‖x(t0k + Tk, t0k + tk, y∗)− x(t0k + Tk, t0k + tk − δk, y∗)‖,
J3 = ‖x(t0k + Tk, τ∗ + pkω, y∗)‖ = ‖x(t0k + Tk, t0k + tk − δk, y∗)‖.
В силу единственности решений x(t0k+Tk, t0k, x0k) = x(t0k+Tk, t0k+
tk, x(t0k + tk, t0k, x0k)) = x(t0k + Tk, t0k + tk, yk), следовательно, в силу
(2.1) и (3.5) получаем
J1 = ‖x(t0k + Tk, t0k + tk, yk)− x(t0k + Tk, t0k + tk, y∗)‖ ≤
≤ ‖y∗ − yk‖e(Tk−tk)L ≤ ‖y∗ − yk‖eQL < ε. (3.6)
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Оценим теперь J2 и J3 с учетом условий (3.5).
J2 = ‖x(t0k + Tk, t0k + tk, y∗)−
− x(t0k + Tk, t0k + tk, x(t0k + tk, t0k + tk − δk, y∗))‖ ≤
≤ ‖y∗ − x(t0k + tk, t0k + tk − δk, y∗)‖eLQ ≤ |δk|LheLQ < ε; (3.7)
J3 < ε в силу того, что (τ∗ + pkω, y∗) ∈ S(4ε) и Tk − tk ≥ σ(ε).
Отметим, что оценка (3.7) проведена в предположении δk ≥ 0, но
можно показать аналогично, что она справедлива также при δk ≤ 0.
Воспользовавшись полученными оценками, имеем
‖x(t0k + Tk, t0k, x0k)‖ < 3ε,
что противоречит предположению (3.1). Полученное противоречие
доказывает равномерную устойчивость нулевого решения уравнений
(1.1).
4. Теорема о равномерной асимптотической
устойчивости
Теорема 4.1. Пусть система (1.1) такова, что существует диф-
ференцируемая функция V (t, x) : R+ ×BH → R, такая, что:
а) V периодична по t с периодом ω;
б) V (t, x) ≥ 0, V (t, 0) ≡ 0;
в)
dV
dt
≤ −c(V (t, x)), c ∈ K;
г) решение (1.2) системы (1.1) равномерно асимптотически ус-
тойчиво относительно интегрального множества S(H).
Тогда нулевое решение системы (1.1) равномерно асимптотичес-
ки устойчиво.
Доказательство. Так как нулевое решение уравнений (1.1) равно-
мерно асимптотически устойчиво относительно S(H), то существует
η > 0, такое, что
(∀ ξ > 0) (∃σ = σ(ξ) > 0) (∀ t0 ∈ R+) (∀x0 ∈ St0(η))
(∀ t ≥ t0 + σ)‖x(t, t0, x0)‖ < ξ.
(4.1)
В силу теоремы 3.1 решение (1.2) системы (1.1) является равно-
мерно устойчивым, следовательно, можно указать ζ > 0, такое, что
‖x(t, t0, x0)‖ < η при всех x0 ∈ Bζ , t0 ∈ R+, t ≥ t0. Покажем теперь,
что нулевое решение системы (1.1) — равномерно притягивающее.
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Возьмем произвольное ε > 0. Из равномерной устойчивости триви-
ального решения следует существование такого δ = δ(ε) > 0, что для
любых x0 ∈ Bδ, t0 ∈ R+, t ≥ t0 справедливо неравенство
‖x(t, t0, x0)‖ < ε. (4.2)
Используя (4.1), получаем(
∃σ1 = σ1(ε) = σ
(δ
3
)
> 0
)
(∀ t0 ∈ R+) (∀ y0 ∈ St0(η))
(∀ t ≥ t0 + σ1) ‖x(t, t0, y0)‖ < δ
3
.
(4.3)
Из неравенства (2.1) следует, что существует
γ = γ(ε) =
1
3
δ(ε)e−Lσ1(ε) > 0,
такое, что если t0 ∈ R+, ‖x0 − y0‖ < γ, то
‖x(t0 + σ1, t0, x0)− x(t0 + σ1, t0, y0)‖ < δ
3
. (4.4)
Покажем, что для всех решений x(t), начинающихся в Bζ , спра-
ведливо
lim
t→∞ ρ(x(t, t0, x0), St(η)) = 0, (4.5)
причем предельное соотношение (4.5) выполняется равномерно по
t0 ∈ R+, x0 ∈ Bζ . Для этого покажем вначале, что существует функ-
ция Хана a, такая, что
V (t, x) ≥ a(ρ(x, St(η)). (4.6)
Обозначим
ψ(r) = inf V (t, x) при t ∈ [0, ω], ρ(x, St(η)) = r, x ∈ Bη,
ψ(r) — это скалярная непрерывная функция, такая, что ψ(0) = 0,
ψ(r) > 0 при r > 0. Обозначим a(r) такую непрерывную монотонно-
возрастающую функцию, что a(0) = 0, a(r) ≤ ψ(r) при 0 < r < η.
Очевидно, что так построенная функция a удовлетворяет свойству
(4.6). Покажем теперь, что
(∀α > 0) (∃T = T (α)) (∀ t0 ∈ R+) (∀x0 ∈ Bζ) (∀ t ≥ t0 + T )
V (t, x(t, t0, x0)) < α.
(4.7)
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Обозначим sup
t∈[0,ω]
x∈BH
V (t, x) = P . Оценим промежуток времени, в те-
чение которого может выполняться неравенство V (t, x(t, t0, x0)) ≥ α.
В этом случае
V (t, x(t)) = V (t0, x0) +
t∫
t0
V˙ dt ≤ P − c(α)(t− t0);
c(α)(t− t0) ≤ P − V (t, x(t)) ≤ P − α; t− t0 ≤ P − α
c(α)
.
Следовательно, (4.7) справедливо, если T =
P − α
c(α)
.
На основании свойств (4.7) и (4.6) получаем справедливость пре-
дельного соотношения (4.5):
(∀γ > 0) (∃T1 = T1(γ) > 0) (∀t0 ∈ R+) (∀x0 ∈ Bζ) (∀t ≥ t0 + T1)
ρ(x(t, t0, x0), St(η)) < γ.
Отсюда следует, что
(∀t0 ∈ R+) (∀x0 ∈ Bζ) (∃y0 ∈ St0+T1(η))‖x(t0 + T1, t0, x0)− y0)‖ < γ.
(4.8)
Из (4.8) и (4.4) получаем
‖x(t0+T1+σ1, t0+T1, x(t0+T1, t0, x0))−x(t0+T1+σ1, t0+T1, y0)‖ < δ
3
.
Это неравенство может быть переписано в виде
‖x(t0 + T1 + σ1, t0, x0)− x(t0 + T1 + σ1, t0 + T1, y0)‖ < δ
3
. (4.9)
На основании (4.3) получаем
‖x(t0 + T1 + σ1, t0 + T1, y0)‖ < δ
3
. (4.10)
Из (4.9) и (4.10) следует ‖x(t0 + T1 + σ1, t0, x0)‖ < 23δ < δ, откуда,
воспользовавшись свойством равномерной устойчивости (4.2), имеем,
что при t > t0 + T1 + σ1 справедливо неравенство
‖x(t, t0 + T1 + σ1, x(t0 + T1 + σ1, t0, x0))‖ < ε.
В силу единственности решений системы (1.1)
x(t, t0 + T1 + σ1, x(t0 + T1 + σ1, t0, x0)) = x(t, t0, x0).
82 Исследование устойчивости...
Таким образом доказано, что можно указать ζ > 0, такое, что
для любого ε > 0 существует σ∗ = σ∗(ε) = T1(ε) + σ1(ε), такое, что
для любых t0 ∈ R+, x0 ∈ Bζ , t ≥ t0 + σ∗ справедливо неравенство
‖x(t, t0, x0)‖ < ε. Это означает, что нулевое решение системы (1.1)
является равномерно притягивающим. Теорема доказана.
5. Пример
Рассмотрим систему обыкновенных дифференциальных уравне-
ний
dx
dt
=
x
1 + t2
− xy2 − x3,
dy
dt
= x
(
cos t+
sin t
1 + t2
)
+ x3(sin3 t− sin t)− 3x2y sin2 t+2xy2 sin t− y3
(5.1)
и исследуем устойчивость ее тривиального решения
x = 0, y = 0. (5.2)
Заметим, что система (5.1) допускает интегральное множество M ,
задаваемое равенством
y − x sin t = 0.
Возьмем функцию Ляпунова в виде V = (y−x sin t)2. Ее производная
равна
dV
dt
= −2(y − x sin t)4 = −2V 2.
На M первое из уравнений (5.1) принимает вид
dx
dt
=
x
1 + t2
− x3(1 + sin2 t).
Нулевое решение этого уравнения равномерно асимптотически устой-
чиво, т.е. решение (5.2) системы (5.1) равномерно асимптотически
устойчиво относительно интегрального множества M . Следователь-
но, для системы (5.1) выполнены все условия теоремы 4.1, и мож-
но сделать вывод, что нулевое решение уравнений (5.1) равномерно
асимптотически устойчиво.
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