Improved understanding of turbulent flames characterized by negative consumption speed-based Markstein lengths is necessary to develop better models for turbulent lean combustion of high hydrogen content fuels. In this paper we investigate the topology and burning rates of turbulent, lean (φ = 0.31), H 2 /air flames obtained from a recently published DNS database (Aspden et al., 2011) . We calculate local flame front curvatures, strain rates, thicknesses, and burning velocities and compare these values to reference quantities obtained from stretched laminar flames computed numerically in three model geometrical configurations-a counterflow twin flame, a tubular counterflow flame and an expanding cylindrical flame. We compare and contrast the DNS with these model laminar flame calculations, and show both where they closely correlate with each other, as well as where they do not. These results in the latter case are shown to result from nonflamelet behaviors, unsteady effects, and curvature-strain correlations. These insights are derived from comparisons conditioned on different topological features, such as portions of the flame front with a spherical/ cylindrical shape, the leading edge of the flame, and portions of the flame front with low mean curvature. We also show that reference time scales vary appreciably over the flame, and characterizing the relative values of fluid mechanic and kinetic time scales by a single value leads to erroneous conclusions. For example, there is a two order of magnitude decrease in chemical time scales at the leading edge of the front relative to its unstretched value. For this reason, the leading edge of the front quite closely tracks quasi-steady calculations, even in the lowest Damköhler number case, Da F ∼0.005.
Introduction
It is well known that fuel/oxidizer composition has a strong influence on turbulent burning rates of premixed flames, at both low and high turbulence intensities [2] . These fuel/oxidizer composition sensitivities are related to Lewis number effects and species differential diffusion, and can generally be scaled with the stretch sensitivity of the mixture (e.g., the Markstein length for weakly stretched flames) [3] . However, understanding the physical mechanisms through which the thermal-diffusive properties of the mixture influence the overall turbulent burning rate, and incorporating this understanding into models, is still an open problem [2] . Lewis number effects are particularly important in lean H 2 flames, which have strongly negative Markstein lengths and local burning velocities that can significantly exceed their unstretched values. The objective of this paper is to analyze the topology and burning rate distribution in such a flame, and to compare these results to model laminar flame calculations.
It is well known from laminar flame theory that the laminar burning velocity is altered by flame strain K S and curvature K C , defined by [4, 5] :
where n is a unit vector locally aligned with the reference iso-scalar (such as temperature) and u is the gas flow velocity vector. K C is defined as positive when the flame is convex toward the reactants. With these expressions the total flame stretch rate is given by κ = K S + s d K C (2) where s d represents the displacement speed of the isosurface at which K S and K C are calculated. Within the context of single-step chemistry, this sensitivity exists because the energy balance between the preheat and reaction zone is altered by misaligned convective and diffusive fluxes of heat and mass, as is the local concentration of the deficient reactant. For real fuels with multi-step chemistry, the effects are more complex, but the burning rate sensitivity to stretch exists because local species and radical concentrations, as well as temperature profiles, are altered by strain and curvature. Single step, high activation energy analyses show that the burning velocity is a unique function of flame stretch, κ, for steady state, weakly stretched flames [6] . However, for strongly stretched, or unsteady flames, the burning velocity exhibits a different sensitivity to K S as it does to K C [7, 8] .
DNS of turbulent premixed flames in the thin reaction zone regime confirm that correlations between local flame speed and flame strain/curvature exist that are consistent with laminar flame theory, but data are rather scattered (see Section 5.2 in Ref. [2] ). A few studies have also attempted to compare local flame speeds calculated in DNS of turbulent flames with laminar flame calculations. Baum et al. [9] compared local heat release rates calculated in their H 2 /air flame database to calculations obtained from laminar planar counterflow twin flames at the same strain rate K S (defined in Eq.
(1)). They reported that the laminar flame calculations did a poor job in predicting species profiles across the flame, as well as consumption speeds. In contrast, Hawkes and Chen [10, 11] reported that the average displacement speed, s d , of CH 4 /air and CH 4 /H 2 /air flame elements with the same strain rate, K S , is well predicted by computations of laminar planar counterflow flames formed by stagnating reactants against hot products. Finally, Sankaran et al. [12] showed that the average structure of the reaction zone is represented well by laminar planar counterflow twin flame computations in their DNS of a CH 4 /air slot burner.
In comparing laminar and DNS results, flame strain rather than curvature is more often utilized to parameterize burning rate variations. The curvature PDFs of turbulent premixed flames are roughly symmetrical with respect to zero, while strain rate PDFs have nonzero positive mean [13] . Based on this observation, it has sometimes been assumed that zones of enhanced and diminished burning rate due to flame curvature cancel out in the mean, leaving only the influence of strain rates to explain Lewis number and preferential diffusion effects on the global consumption rate of turbulent flames [11, 14] . Neglecting curvature effects may have some justification for weakly wrinkled flames (such as in the wrinkled/corrugated flamelets regime) with Le ∼ 1 and negligible preferential diffusion of species, but this approximation is not appropriate in general [2] . First, nonlinearity and unsteadiness in the flame response may prevent the effect of positively and negatively curved flames from canceling out, even in the mean. Second, inside the flame front K S and K C are not independent. DNS studies [15] [16] [17] [18] [19] [20] as well as experiments [21] show that K S and K C are negatively correlated near the reaction zone, especially at low and moderate Damköhler numbers, and their correlation coefficient tends to become more negative with decreasing Lewis number. Third, PDFs of flame curvature and strain have generally been obtained for the whole turbulent flame brush, but the controlling dynamics of the leading and trailing edges of the instantaneous front have quite different dynamics, particularly in strongly stretchsensitive flames [22, 23] . For example, the leading edge of the turbulent flame brush is by geometric necessity more positively curved than at the trailing edge, and so Lewis number and preferential diffusion effects have completely opposite influences on the local burning rate. Similarly, the chemical time scales and, hence, the ability of the flame to respond to the local time-varying stretch varies dramatically between the leading and trailing edge of the flame brush.
A fundamental goal in the study of turbulent combustion is to characterize the mechanisms through which the average reactant consumption rates increase with increasing turbulence intensity. The most common approaches in the literature utilize "global" arguments relating to flame area, due to Damköhler [24] -i.e., in constant burning velocity flames, the turbulent burning velocity increase is directly proportional to the increase in flame surface area. Fractal models, flame surface density models, G-equation and flamelets models are all examples of this approach [25] . For stretch-sensitive flames, some authors have attempted to generalize these ideas by additionally accounting for variations in local burning rate [2] . However, as discussed above, nonlinear effects, time scale effects, and the stretchcurvature correlation significantly complicate such efforts.
An alternative approach to understand how turbulence modifies global burning rates is based upon so-called "leading points", which are intrinsically local properties of the turbulent flame. This concept was originally proposed by Zeldovich [26] , who described the "leading/pilot" points as the leading edge of the turbulent flame brush. In a turbulent premixed flame, the largest velocity fluctuations in the direction of propagation create convex bulges with respect to the reactants, which generate flame surface area behind them and determine the average combustion velocity. Thus, leading points are positively curved points that exist in regions where turbulent eddies induce low approach-flow velocities. The concept of leading points has been invoked by several investigators to correlate experimental turbulent flame speed data or to develop closure models for RANS/LES turbulent combustion equations [27] [28] [29] [30] [31] .
Several studies have further argued that the flame front at the leading edge of a turbulent flame brush consists of "critically" stretched laminar flames, whose properties can be approximated using various model laminar flame geometries, including stationary curved flame balls [27, 28] , expanding spherical flames [32, 33] or planar, counterflow twin flames near extinction [34] [35] [36] [37] . Specifically, for negative Markstein number flames, it has been suggested that local stretch rates at the leading points approach the maximum possible laminar burning velocity, s L,max , which is reached at flame stretch value just below the extinction stretch rate. For example, Venkateswaran et al. [35] proved that for isothermal fronts, the local burning velocity of the leading edge of thermodiffusively unstable mixtures asymptotes to s L,max . The burning rate of leading points has also been modeled using empirical formulae based on an "effective" Lewis number of the mixture [30, 38, 39] . The present study continues earlier work specifically focused on characterizing certain aspects of the leading edge of lean H 2 /air flames [40] .
The objective of this paper is to characterize the structure of a strongly stretch-sensitive (negative consumption speed-based Markstein number) flame brush, with a focus on comparison of local statistics with those averaged over the entire brush. In particular, this paper analyzes:
(1) Local flame front characteristics (burning velocity, flame thickness, curvature, strain) of turbulent premixed flames; these are presented both globally, as well as conditioned on different topological features of the front (2) How these flame front characteristics compare to those of model laminar flame calculations, and to "critically" stretched laminar flames (3) How this comparison changes for those portions of the flame front located near the leading edge of the turbulent flame brush.
To achieve these objectives, this paper analyzes a set of direct numerical simulations (DNS) of highly stretch-sensitive flames, described by Aspden et al. [1] . These simulations consider a lean H 2 /air flames (φ = 0.31) at moderate and high turbulent intensities, where non-unity Lewis number and preferential diffusion have significant influences on the overall flame structure and propagation characteristics. As a consequence, these simulations represent a good data set for analysis of turbulent flame structure of highly stretch-sensitive mixtures. The DNS results are compared and interpreted within the context of a set of one-dimensional reference solutions of stretched premixed flames in several configurations, as shown in Fig. 1 . The set consists of planar counterflow twin flame (PCF), a tubular counterflow flame [41] (TCF), and an expanding cylindrical flame (ECF) ignited from a pocket of burnt gases. The PCF and TCF configurations are steady-state calculations while the ECF evolves in time. It will be shown that these different geometries can effectively bracket the quasi-steady nonlinear burning velocity sensitivity to strain and curvature computed by the DNS.
The remainder of the paper is organized as follows. Section 2 presents a brief overview of the conditions and numerical methods used to compute the three model flame configurations, and summarize the DNS database of turbulent flames. Section 3 details the definitions of local burning rate, flame thickness, curvature and flame strain used in this paper to characterize the structure of the turbulent flame in terms of the 1D laminar computations. Furthermore, the procedure utilized to identify the leading edge of the turbulent flame brush is described. Results from the model laminar flame computations are presented in Section 4. Analysis of the DNS database is then presented in Section 5 for the entire flame front and conditioned at the leading edge. Section 6 concludes the study with a critical appraisal of the results obtained.
Numerical procedures
The DNS and model laminar flame calculations presented here utilize the transport coefficients, thermodynamics properties and chemical kinetics of the H 2 /O 2 subsystem of the GRI 2.11 mechanism [42] , and a mixture averaged formulation [43] to model molecular diffusion. Full details are presented in Ref. [44] , with only key points about the approaches highlighted here. The analysis in Ref. [44] focused on an H 2 /air flame at an equivalence ratio of φ = 0.31 with unburned reactants at T u = 298 K and uniform pressure p = 1 atm. For these conditions, a PREMIX [45] calculation shows that the unstretched laminar flame speed is s L0 = 4.68 cm/s while the flame thickness computed from the maximum value of the temperature gradient is For the model laminar flame calculations, the half-jet distance L/2 for the planar counterflow flame (PCF), and the external radius R of the entrance of fresh gases for the tubular counterflow flame (TCF), were both chosen equal to 10 cm, to ensure that the outer boundary conditions do not affect the flame structure at low strain. The expanding cylindrical flame (ECF) was initialized with temperature T , species mass fractions Y i and gas velocity u given by
These conditions correspond to a quiescent cylindrical pocket of radius ranging from δ T 0 to δ T 0 /4, which is close to the critical radius of ignition for these conditions, with the initial conditions smoothed over an interval of length δ T 0 /10 centered around R i .
The DNS database is described in detail in Ref. [1] and references therein. The simulations were performed in a computational domain consisting of a high-aspect-ratio (5δ T 0 :5δ T 0 :40δ T 0 ) parallelepiped volume. The flow was initialized with fresh H 2 /air mixture beneath the hot combustion products, resulting in a downward-propagating flame. Periodic lateral boundary conditions were specified, along with an insulating free-slip fixed wall at the bottom of the domain and outflow at the top. A density-weighted forcing term in the momentum equations was used to maintain the turbulent background, characterized by an integral length scale l t /δ T 0 = 0.5. Other key parameter values are summarized in Table 1 .
Sample instantaneous images of the 1088 K isotherm for these different cases are shown in Fig. 2 .
Definitions
Burning velocities were calculated using the procedure described in Day et al. [46] . For the three-dimensional flames obtained by the DNS, this procedure starts with the tessellation of a temperature isosurface T ref , and the construction of a local coordinate system by extending along integral curves, s j , of the local temperature gradient. A prism, , can then be built as shown in Fig. 3 that extends around both sides of the flame surface. The consumption speed, s c , is then calculated by integrating the hydrogen mass consumption rate Fig. 3 . Prism shaped volume, , constructed using curves s j locally normal to the temperature isotherms; the inset plot shows a typical variation ofω H2 along s j [46] . 
The following analogues of Eq. (4) are used for the geometries of 
ECF :
where, for the two curved flames geometries, R ref corresponds to the radial position at which the temperature is equal to T ref , and
The reference flame isosurface in the above definitions was chosen as the T ref = 1088 K isotherm, which corresponds to the position at which the consumption rate of hydrogenω H 2 peaks in a laminar, one dimensional, unstretched flame, as calculated by PRE-MIX [47] . Sensitivity studies, detailed in Ref. [44] , were performed by repeating these procedures using T ref surfaces of 990 K and 1190 K for the model calculations and DNS showed little change in the conclusions presented later.
A flame thickness based on maximum temperature gradient, δ T , was defined for each of the triangular elements dividing the flame surface as
where the summation is taken over the three curves emanating from the vertices of the triangular flame surface element. The length δ T is intended to provide an estimate of the local thickness of preheatzone. Also, note that the difference T b,0 − T u used to normalize the temperature gradient is purely a reference value, since the local temperature values in lean hydrogen flames differ from the adiabatic flame temperature, due to Lewis number effects and preferential diffusion of species. The analogous flame thickness definition for the 1D geometries is obtained by substituting s j in Eq. (8) with either r for the TCF and ECF, or x for the PCF, and discarding the averaging over different s j . Statistical data for the DNS were gathered at twenty time instants for each case over a temporal interval approximately equal to one flame time, τ F 0 = δ T 0 /s L0 , in which the turbulent flame can be considered statistically stationary (see Fig. 7a in Ref. [1] ). To identify the leading edge of the turbulent flame brush, the H 2 consumption rate field was averaged spatially at each time instant in the direction perpendicular to the mean direction of flame propagation, obtaining a one-dimensional average consumption rate profile. Based on this profile, the leading edge of the flame brush was then defined as the portion dividing the unburned reactants and the position at which the cumulative average H 2 consumption rate reaches 1/20 of the total; i.e. by defining a progress variable,c, based upon H 2 consumption, this corresponds to 0 ≤c ≤ 0.05. This particular value ofc = 0.05 was chosen for practical reasons as a compromise between collecting values sufficiently close to the edge of the flame brush and having enough realizations across different snapshots in time to build meaningful statistics [44] . Sensitivity studies, detailed in Ref. [44] , were performed by repeating these procedures usingcsurfaces of 0.025 and 0.01, without significant changes to the conclusions presented later.
Model laminar flame calculations
As described above, laminar premixed flames with one-step chemistry under steady state, weak stretch can be uniquely parameterized by the stretch rate, κ. Highly stretched, steady premixed flames depend nonlinearly on the spatial profiles of both strain and curvature through the flamelet, however, and cannot be described simply as a function of a reference stretch value. As such, sensitivities of the flame to large stretch values are intrinsically configurationspecific [33, 48] . This section presents results from the model geometries that illustrate key features of how these laminar flames respond to stretch. The stretch rate, κ, and strain rate, K S , are evaluated at the T ref isotherm using the follow expressions:
PCF :
where u z represents the flow velocity in the z direction (see Fig. 1 ) and R ref is defined as in Eqs. (6) and (7). Figure 4 reproduces plots from Ref. [44] that show the dependence of the consumption speed s c upon flame stretch, κ, for the geometries shown in Fig. 1 . With the exception of the ECF, these results all show effects of steady state stretch. Results for the ECF are plotted starting from the instant at which maximum H 2 consumption rate is reached, (10) to minimize influences of the initial phase of the ignition process. The curves suggest that for this flame, the maximum laminar consumption speeds, denoted as s L,max , reach values 12-18 times larger than the unstretched burning velocity s L0 . The curved flame results, as well as the ratio of unstretched to stretched flame thickness, δ T , are replotted in Fig. 5a as a function of curvature, K C [40] . The figure shows that the stretched flame thickness, δ T , drops by up to a factor of 10 relative to its unstretched flame value. The ECF flame thicknesses display a non-monotonic behavior due to ignition transients during which the flame response is not quasi-steady [49, 50] ). The Introduction noted that K S and K C are not independent inside the flame. In order to understand how strain and curvature are related to these model geometries, Fig. 6 plots the relationship between (a) flame stretch, κ, and (b) the strain rate K S , upon curvature for the curved flame geometries at the T ref = 1088 K isosurface. Figure 6 shows a close correspondence between curvature and stretch for the ECF and TCF. The strain and curvature also have a similar relationship, but the slope of the curves differs by a factor of two between the ECF and TCF. The key point from these curves is the positive correlation between curvature and strain in these model geometries. As will be discussed in the Results section, this positive strain-curvature correlation is a limitation associated with utilizing these geometries for approximating the local structure of turbulent flames, where prior studies have shown that curvature and strain are negatively correlated [15] [16] [17] [18] [19] [20] .
While these results illustrate the effects of time-invariant stretch on the flame, a key element of the turbulent flame is its unsteadiness. Laminar studies of flames subjected to unsteady stretch have shown that the sensitivity of the flame is not uniquely parameterized by κ, but exhibits different frequency sensitivities to strain and curvature fluctuations [8] . Generally, increasing frequencies of stretch fluctuations reduce the stretch sensitivity of the mixture, in cases where the time scales of the stretch fluctuations are shorter than characteristic chemical kinetic time scales. Figure 7 provides insight into how flame time scales vary with stretch rate, by plotting the ratio of the
scales versus curvature. This figure demonstrates the point, also previously emphasized by others [51] , that dramatically different chemical times, and therefore Karlovitz or Damköhler numbers, will be calculated for a given set of reactants, depending upon whether nominal or stretched values are used. For the mixture considered here, this difference can be as large as two orders of magnitude. This shows that for a given unsteady straining time scale, highly stretched parts of the flame may respond in a quasi-steady manner, while other parts of the flame with slower chemistry may be highly non quasi-steady and, therefore, exhibit far less sensitivity to temporal fluctuations in stretch rate.
Analysis and results
This section is divided into two main parts. First, we present results of local flame front characteristics, including front topology, burning velocity, thickness, curvature, strain, and chemical times. These results are presented for the four cases of increasing turbulence intensity and compared and contrasted. Then, we compare these results to those from the model laminar flame calculations, both "globally", as well as conditioned on different parts of the flame.
Local flame front curvatures, shapes and strain rates
This section focuses on the local topological features and strain rates of the turbulent flames. Principal curvatures k 1 and k 2 
of the flame provide a convenient way to illustrate the relative occurrence of different topological features of the flame. These are plotted as joint distribution functions (JDF's), where the peak value of the JDF is normalized to a value of unity. Figure 8 plots JDF's, weighted by area, of the principal curvatures k 1 and k 2 of the T ref = 1088 K isosurface for case A31 to D31. From this figure, it can be seen that the probability of larger values of curvature grows as turbulence intensity increases, and that most of the T ref = 1088 K isosurface is convex toward the products (negatively curved K C < 0), especially at high turbulent intensities. However, at positions where the T ref = 1088 K isosurface is negatively curved, the fuel consumption rates drop considerably due to the strong stretch sensitivity of these flames. Thus, JDFs weighted by flame surface area have the undesirable effect of including large portions of non-burning surface in the statistical analysis. Thus, the strategy we adopt for most of the subsequent analysis is to weight the JDFs by the local fuel consumption, ω H 2 d , rather than flame area, A ref (see Fig. 3 ). With this weighting, portions of the flame front that are not burning are excluded from the analysis. Moreover, the integral of JDFs weighted by fuel consumption is more physically significant, because it is directly related to the overall reactant consumption rate. Figure 9 shows the same data of Fig. 8 , but weighted by local fuel consumption instead of flame area; clearly, much of the negatively curved portions of the T ref = 1088 K isosurface have been excluded in these plots. The figure shows that at low turbulent intensity (i.e. Case A31), most of the fuel is consumed by flame elements with a cylindrical/spherical shape convex toward the reactants. At higher turbulent intensities, the flame becomes more tightly wrinkled and exhibits a wider variety of local geometries, including saddle-point and cylindrical shapes. Figure 9 also shows that the most highly curved elements tend to be cylindrical [52] , rather than spherical. Table 2 quantifies the fraction of fuel consumption occurring in each of the five sectors. For all cases, the majority of fuel consumption occurs in the cylindrical-toward reactants sector. With increasing turbulence intensity, however, increasing consumption also occurs in saddle-point and cylindrical toward product regions as well. These global statistics can be compared with those conditioned at the leading edge of the turbulent flame brush, 0 ≤c ≤ 0.05, as shown in Fig. 10 , reproduced from Ref. [40] . This figure shows that most of the flame surface at the leading edge is cylindrically/spherically convex toward the reactants, and that the most highly curved elements tend to have a cylindrical geometry [52] . For increasing turbulent intensities, the flame becomes more tightly wrinkled and exhibits saddle-point and cylindrical-toward-products geometries, even at locations this near the leading edge. It is known that turbulent effects tend to cause material surfaces and flames to exhibit cylindrical geometries, and so this tendency toward cylindrical geometries was expected [52] . The spherical shapes that are prevalent at the lowest turbulence intensities are likely a reflection of the thermal-diffusive instability of the flame, as also discussed in Day et al. [46] Next, we consider the local strain rates at the T ref = 1088 K surface and its correlation with the local curvature. Figure 11 shows the JDFs of strain rate K S and curvature K C , weighted by fuel consumption, for cases A31 to D31. Mean strain rate values are positive and increase with increasing turbulent intensity, consistent with prior studies [53, 54] . For reference, values associated with the integral tur- bulent straining rate, K S ∼ 1/τ t = u /l t , are indicated by the horizontal lines in the plots (the values are tabulated in Table 1 ). The peak value of these JDFs moves to values that are quite close to u /l t for the higher turbulence intensity cases. Note that peak tangential strain rates are associated with near zero curvature flame elements; as explained by Pope [55] , positive tangential strain acts to decrease the curvature magnitude and so this result is expected. For each case, the correlation of K S and K C is negative, similar to past DNS studies which considered lower turbulent intensities [15] [16] [17] [18] [19] . Kim and Pitsch [20] argued that this trend is a gas expansion effect and arises from defocusing of heat in front of positively curved flamelets, and vice versa for negatively curved flamelets. However, this correlation is a function of the reference surface-Kim and Pitsch showed that strain and curvature are nearly uncorrelated if a lower temperature isosurface is chosen. Similarly, strain and curvature are not correlated for isothermal turbulent propagating flames [56] .
The JDF also shows that the largest range of K S values occurs at locations where K C ∼ 0 and that the range of K s values grows with increasing turbulence levels. Correlation coefficients (weighted by fuel consumption) between strain rate K S and curvature K C are displayed in the first row of Table 3 . The table quantifies how the correlation between K C and K S decreases with increasing turbulent intensity. This is mostly due to the increasing presence of K C ∼ 0 portions of the flame front at higher turbulent intensities for which strain and curvature are uncorrelated, as noted above. To partially eliminate this effect, it is useful to compute the correlation coefficients between K C and K S considering only cylindrical and spherical (i.e., with k 1 > k 2 > 0) portions of the flame front, as shown in the second row of Table 3 . Correlation coefficients conditioned in this way increase in magnitude, relative to the unconditioned values. Figure 12 reproduces similar JDFs of strain rate K S and curvature K C as Fig. 11 , but this time the data is conditioned on the leading Table 3 Correlation coefficients (weighted by consumption speed) between strain rate K S and curvature K C .
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All the flame front edge, 0 ≤c ≤ 0.05. Note that the negative correlation is stronger at the leading edge in all the cases. The values of the correlation coefficients for the portions of the flame front at the leading edge are reported in the third row of Table 3 . The generally higher negative correlation at the leading edge is expected for these negative consumption speed-based Markstein length reactants, as the local gas expansion ratio is higher than its average value. As noted by a reviewer, the leading edge curvature is largely positive and a positive tangential strain rate will act to decrease the curvature magnitude [55] -this would also lead to a negative leading edge curvature-strain correlation, even in the absence of gas expansion. Finally, it is important to note that the negative correlation of K S and K C differs from the correlations shown in Fig. 6 for the laminar flame calculations, for which K S increases monotonically with K C . This observation has important implications on the comparison between the model laminar geometries and turbulent flames, especially for highly curved flame elements, which are of interest for the study of leading point burning rate models as detailed in the next sections.
We close this section by considering time scales. 
Comparison of model laminar geometries with turbulent flame results
General comparisons
In this section we compare the local characteristics (flame speed, flame thickness, curvature and strain) of DNS results with the laminar flame computations described in Section 4. We start with Case A31, the case of lowest turbulent intensity. Figure 14 Fig. 5 , these cases largely bound the other cases. Consider first the burning speed and flame thickness. These figures show that the general structure of the JDF, particularly the peak location, is quite similar to the laminar result. However, the burning velocity-curvature sensitivity is slightly weaker than predicted by the model laminar flames calculations. The plot indicates that highly positively curved flamelets tend to burn less intensely and tend to be thicker than the model laminar flames with the same curvature, and vice versa for flat or negatively curved flamelets. The opposing signs of these sensitivities likely stem from the aforementioned difference in strain-curvature correlations between the laminar geometries and DNS data, and can clearly be seen in Fig. 5 . Note how the characteristics of the strain/curvature correlation in the DNS and laminar calculations is completely different.
Much of the dispersion in the JDF data is likely due to unsteady effects in the flame response. This is supported by the fact that the ratio of unstretched chemical time (δ T 0 /s L0 ) to the turbulent integral time scale (l t /δ T 0 )-i.e., the inverse of the nominal Damköhler number, 1/Da F 0 -exceeds unity, having values of 7.4 for this case A31 (it has values of 34 for case B31, 66 for case C31 and 214 for case D31). It is difficult to quantify this point, however, as conditioning only on regions where the local Damköhler number significantly exceeds unity reduces the number of realizations for comparison to a small set of points clustered around high consumption speed values. Some insight into non quasi-steady effects can be gained from Figs. 15 and 16 (which are discussed in more detail later), that condition on Da F > 0.5 locations; however, significant non quasi-steady chemistry effects are still expected at this Da F > 0.5 value. An additional factor driving the disparity between the model flames and regions of the DNS results with low and negative curvatures could be non-flamelet behaviors, such as discussed in Sec. 4.4.4 of Day et al. [46] . As a consequence, the 1D flames are not an appropriate model at these locations.
In the rest of this section, we consider the higher turbulent intensity cases (B31, C31 and D31). Figure 15 shows JDFs, weighted by fuel consumption, of thermal flame thickness, δ T versus curvature, K C (1st row), and δ T versus strain rate, K S (2nd row) for case B31, C31 and D31. Most of the fuel is consumed in flamelets that are thinner than the unstretched laminar flame δ T 0 . In contrast to what is observed for case A31, the dependence of δ T on both K C or K S is non-monotonic. As seen in the 2nd row of Fig. 15 , it is clear that δ T is monotonically related to K S only in regions where the flame is sufficiently thin and the strain rate is sufficiently positive. The negative correlation between strain rate and curvature is also consistent with the negative correlation between δ T 0 /δ T and K C , for K C > 0. These trends are consistent with those of past DNS studies with single step chemistry [18, 19] and complex chemistry [57] . Figure 15 shows the JDFs, weighted by fuel consumption, for consumption speed s c with curvature K C (3rd row) and strain rate K S (4th row) for case B31, C31 and D31. These figures indicate that the unconditioned consumptions speeds correlate better with local mean curvature than strain rate, in contrast to the behavior of the local thermal flame thickness δ T . This shows that strain and curvature exert different influences on thermal gradients and the reaction zone. Similar observations were made for a stoichiometric H 2 /air flame (φ = 1.0, T u = 700 K, u /s L0 = 1.74, l t /δ T 0 = 2) by Tanahashi and Fujimura [57] , (see Fig. 8 in the cited paper) while the flame thickness behaved as in Fig. 15 (see Fig. 9 in the cited paper). Furthermore, Fig. 16 shows that the consumption speed is positively correlated with curvature (as expected for these negative Markstein number flames) and the data become more scattered as the turbulence intensity increases. In contrast, the dependence on strain is more difficult to interpret and no correlation is easily distinguishable. Figure 16 shows the same results as in Fig. 15 but conditioned on locations where the local Da F value exceeds 0.5, in order to remove regions where the local chemistry will be significantly not quasisteady. Note how the sensitivity to curvature is not captured by the model calculations for case D31, showing the significance of tangential straining in modifying the local burning rate.
Given the complexity of the trends described in Figs. 15 and 16 , it is clear that a direct comparison between laminar flame models and local statistics of the turbulent flame structure has to be performed with significantly more care than in the low turbulence intensity case A31. As shown in the next sections, this is partly due to the increased geometrical complexity of the flame front. In addition, it is also due to the stronger interaction between curvature and strain rate and the growing influence of unsteady effects for these three cases compared to case A31. For this reason, the next two sections further analyze these results by conditioning on different geometries in the instantaneous turbulent flame structures.
We next present statistical data collected at the leading edge of the turbulent flame brush, reproducing the burning velocity results from Ref. [40] and further explaining those results by reference to the curvature-strain correlation. These leading edge statistics are area weighted (area and fuel consumption weighting lead to nearly identical results, as this is a strongly-burning region). The mean, μ, and standard deviations, σ , of quantities calculated at the leading edge are calculated as: where A re f,i denotes the area of the ith triangular element (see Fig. 3 ) and x i represents mean curvature K C , strain rate K S , consumption speed s c or flame thickness,δ T . Figure 17 overlays the mean and standard deviation of burning velocity and flame thickness as a function of mean leading edge curvature for the four different turbulence intensity cases. Figure 17a shows that the 1D laminar simulations computed at the average value of mean curvature reasonably follow the enhancement in consumption speed with increasing turbulence intensity. Figure 17b , however, shows that the structure of the thermal layer as measured by δ T , is captured by the 1D simulations up to case B31, but cases C31
and D31 seem to progressively diverge from this solution. This ef- fect is presumably due to the influence of strain, since Fig. 18 shows that, for the same values of curvature, these cases are characterized by higher strain rates than the model laminar flame computations. Figure 10 shows that, at the leading edge, flamelets with low curvature continue to exist, especially at high turbulent intensities. For these flamelets, the contribution of curvature to the total stretch rate is likely to be less important than the contribution of strain rate, accounting for some of the differences between model laminar computations and statistics obtained from the DNS. To partially eliminate these effects, Figs. 19 and 20 reproduce the results of Figs. 17 and 18, but excluding flame elements that are not cylindrically or spherically shaped; i.e., considering only those portions of the flame front for which k 1 > k 2 > 0. These figures show that the agreement of the flame thickness with the model laminar flame calculations is better than those in Fig. 17 , except for the case D31 burning velocity. Table 1 .
This agreement was not necessarily expected, as it is known that non-steady effects decrease the effective stretch sensitivity of the flame [9, 58] , and so we had anticipated the DNS results for consumption speed to fall below the laminar calculations. This result might be a manifestation of the insensitivity of curvature-induced flame speed modifications to frequency, as opposed to its strong sensitivity to nonsteadiness in hydrodynamic stretch [59] , that is suggested by theory. In addition, the chemical time scales at the leading edge are much lower than their unstretched value; for example, for the model laminar flame computations they differ by two orders of magnitude as shown in Fig. 7 . To further illustrate, Fig. 21 has a mean value of less than unity, while cases A31-C31 all exceed unity. In contrast, the values of Da F based upon unstretched values are all substantially less than unity, varying from about 0.005 to 0.1, as shown in Table 1 . Note also that while the Damköhler number based upon unstretched values varies by a factor of about 30 between case A31 and D31, its average varies by less at the leading edge-by about a factor of 7 as shown in Table 1 , which summarizes average values of the local Damköhler number.
These results enable further insight into the observations previously made by the authors in Ref. [40] , which assessed the hypothesis described in the introduction that the leading edge of the flame was "critically stretched"-i.e., that the local burning velocity approached its maximum value, s L,max , and that the stretch rate at the leading edge approached the corresponding critically stretched value. Given the configuration-specific nature of s L,max emphasized previously, it is difficult to make a precise assessment, but, in terms of orders of magnitude, these comparisons show that curvatures and burning velocities can be similar to those of "critically" stretched laminar flames at high turbulent intensities. For the highest turbulent intensity case (case D31), burning rates do appear to approach the computed range of s L,max values. However, burning rates are well below this value in the lower turbulence intensity cases. The fact that the leading edge burning rates and curvature values are significantly lower than critically stretched values may be, in part, be a manifestation of the negative K S − K C correlation shown in Fig. 11 and Fig. 12 . The essence of the critically stretched leading point argument put forward in Ref. [35] for isothermal fronts is that positive curvature leads to an enhanced burning velocity, which then further increases leading edge curvature, and so forth. This causes the maximum in the s c − K C curve to serve as an attracting point. In reality, the most highly curved leading edge flamelets are also subject to compressive strain rates, which diminishes the "gain" of the s c − K C feedback described above in the isothermal case, and prevents the flame from becoming too curved for a given level of turbulent intensity, and, thus, from reaching a critically stretched structure. For highly curved flamelets, the importance of wrinkling and stretching by turbulent eddies is apparently overcome by gas expansion effects.
Results conditioned on other topological features
We conclude this section by briefly discussing results of conditioning on flamelets with low curvature and positively curved spherical/spherical flamelets. Although not reproduced here for space, the lead author's thesis [44] presents analogous plots to those shown above for these cases.
Consider first flamelets with low curvature. As shown in Fig. 22 , which plots the consumption weighted PDF of K c for the four cases, low curvature regions occur most frequently. This was also shown Fig. 22 . Probability density functions of Kc (weighted by Sc). Symbols refers to different DNS cases (A31 "•", B31 "x", C31 " " and D31 " ").
in Fig. 9 , for case B31, C31 and D31, also showing that much of the fuel is consumed by flame elements with K C ∼ 0 (i.e. k 1 + k 2 ∼ 0); the importance of these elements increases with increasing turbulence intensity. Moreover, Table 2 shows that roughly 22% of the fuel consumption occurs in saddle points for case D31. Although not shown for space, we briefly summarize the analysis of flame elements with low curvature by considering only portions of the flame front at which the mean curvature of the T ref = 1088 K isosurface is less than one-tenth of the unstretched thermal flame thickness (i.e.
|K C δ T 0 | < 0.1), summarizing detailed results in Ref. [44] . These analyses show that the fuel consumption weighted JDFs of strain rate K S with consumption speed, s c , and flame thickness,δ T , are well represented by PCF computations for the lower turbulence intensity cases, while for case D31 there is no agreement. In other words, the dispersion in the data characterizing these JDFs increases with turbulence intensity until the PCF computations cease to track the computations. We bring these points up to emphasize the need for further focused analysis of saddle-type topological features, both from DNS as well as for laminar flame calculations, similar to what has been done for curved or strained flames.
Consider next the analysis conditioned on positively curved spherical/cylindrical flames, detailed in [44] . These topological features were extracted by conditioning on flame elements with positive principal curvatures k 1 > k 2 > 0 (see Fig. 9 ). Similar to Fig. 14 , the position of the JDFs peak probability falls on top of the model laminar flame computations and this peak probability occurs at substantially higher values of curvature and consumption speed and substantially lower values of flame thickness than for case A31. On the contrary, the overall dependence of s c and δ T does not agree with the model laminar flame calculations. It is not clear if this behavior is due to the fact that strongly curved flamelets are negatively strained contrary to the 1D laminar flame models described in this paper or is due to unsteadiness in the flame response.
Conclusions
This paper details a study of the structure of turbulent lean, H 2 /air flames and a comparison with results obtained from several highlystretched, model geometries. This type of information is useful for modeling purposes and can be compared to similar attempts to collapse flame speed data obtained by DNS of turbulent flames using different planar laminar flame models [9] [10] [11] [12] . Many factors need to be accounted for when comparing local turbulent flame structure and model laminar flame computations, including unsteadiness in the flame response, non-flamelet behaviors, and correlations between flame front curvature and local strain rate. In order to investigate this latter phenomenon in more detail, several strategies for conditioning the DNS data have been presented.
First, expanding on previous results obtained by the authors [40] , it is shown that at the leading edge of the turbulent flame brush, where strongly positive curved flamelet geometries dominate the topology of the flame front, the average structure of the flame front is represented reasonably well by quasi-steady laminar calculations even at very high turbulent intensities. For the highest turbulent intensity case, the average values of strain rate, flame thickness and fuel consumption speed are comparable to the highest values of these quantities obtained by model flame computations, particularly when only spherical and cylindrical flamelets are considered. The success of quasi-steady model laminar flame computations in capturing the structure of these flamelets, even in these very low Damköhler number flames is traced to the two order of magnitude decrease of the local flame characteristic time scale τ F .This result modifies the points from Savard and Blanquart [60] , who suggest that mixtures whose quasi-steady burning rates are strongly stretch sensitive, essentially revert to stretch insensitive flames at high turbulence intensities due to unsteady effects. In particular, this analysis shows the limitations of using average Damköhler number values to characterize the mixture for such flames.
Secondly, it is shown that the local structure of the case with the lowest turbulent intensity (case A31) correlate well with local flame front curvature and this correlation is similar to that existing in the curved model laminar flame geometries (tubular flame and expanding cylindrical flame). The main difference is the relation between curvature and strain rate; in the turbulent flame, curvature and strain rate are negatively correlated while the model laminar flames are positively correlated. This different relation between curvature and strain rate makes a direct comparison between the model laminar flame and the turbulent flame difficult for the cases with higher turbulent intensities (case B31, C31 and D31), for which mean strain rates have higher values. For this reason, different topological features are considered separately. In particular, the relationships between the structure of flamelet with low curvature and local strain rates is similar to results obtained from planar counterflow flames, except for the highest turbulent intensity investigated (case D31). For cylindrically and spherically shaped elements, however, only the overall trends of increasing local consumption speed and decreasing flame thickness with increasing turbulent intensity are correctly captured by the model curved geometries, while the negative correlation between curvature and strain appear to dominate the local structure of the turbulent flame.
This work highlights merits and limitations of model laminar flame computations in reproducing the structure of turbulent flames and seems to suggest that at low turbulent intensities "critically" stretched flamelets are not a good model for leading points burning rates, at least for the low Reynolds number and Damköhler number of the direct numerical simulations utilized in this study. This work also suggests the need for continued development of model laminar geometries to understand different turbulent structures. In addition to the unsteady effects emphasized above, which have been incorporated into various stretched flame analyses [59] , there is a need for model flamelet geometries with saddle-point features (where k 1 and k 2 may be strongly non-zero, but k 1 + k 2 ∼ 0), as well as those with a negative curvature-strain correlation.
