Echo cancellation literature is reviewed, then a Bayesian model is introduced and it is shown how how it can be used to model and fit nonlinear channels. An algorithm for cancellation of echo over a nonlinear channel is developed and tested. It is shown that this nonlinear algorithm converges for both linear and nonlinear channels and is superior to linear echo cancellation for cancelling an echo through a nonlinear echo-path channel.
Introduction
Echo cancellation has a long history and an extensive literature, however important applications of echo cancellation in today's communication systems continue to proliferate. All systems which deliver interactive voice communication across the Internet require echo cancellation, or some other method to control undesirable audio paths. This includes all video conferencing systems, in particular tele-health systems, and also point-to-point voice communication via computers, or IP telephones.
The theory and technology of echo cancellation is fairly mature, and echo cancellation systems are performing quite well in the diverse range of systems where they are required, however there are also situations where echo cancellation systems are stretched beyond their capabilities.
In this paper we explore a Bayesian methodology for echo cancellation which has the advantage of being able to incrementally incorporate improvements (e.g. estimation of nonlinear echo channels) with the potential to deliver more robust, efficient, and flexible echo cancellation, as may be required in some of the more demanding situations arising in today's networked audio communication systems.
An algorithm for cancelling echos over a nonlinear channel, which might arise if the speakers in use are of low quality or are overloaded, for example, is developed, simulated, and results which show that the algorithm performs better than a linear echo canceller are presented.
In Section 2, the literature on echo cancellation is reviewed, highlighting the papers where the major steps were taken. In Section 3, a Bayesian framework for modeling echo cancellation is used to develop an algorithm for cancelling echos over a nonlinear channel. In Section 4 experiments are described which show that this nonlinear echo cancellation algorithm performs better than a comparable linear echo cancellation algorithm when the channel is nonlinear. Concluding remarks are presented in Section 5.
Background
Echo management became desirable in the 1930's when international telephony introduced one way delays of up to 80 milliseconds(e.g. London-Hawaii [3] ). Transmission over distances of this length requires amplification, which is only practical in systems which use 4 wires: 2 in each direction. At that time, and still today, telephone systems use just two wires between the local exchange and the residence, so at some point near the residence, usually the local exchange, a conversion between 2 wire and 4-wire communication must take place.
The device which implements this conversion is known as a hybrid. Unfortunately, hybrid's inevitably produce an echo, which is very disturbing to audio communication unless the level of the echo signal is reduced to considerably lower than the intended voice signal passing in the same direction or the delay of the echo path is very small (eg 10 milliseconds).
Various solutions were developed, but the most successful was echo suppression, which was developed in the 1940's and 1950's [2, 1] . It worked by automatically determining which party was currently talking and suppressing the return path. The major disadvantage with echo suppression was that if one party was speaking and the other party interrupted, then the reconnection of the new speaker's line may not happen quickly enough and the interruption may not be noticed.
The introduction of satellite links caused long delays of up to half a second [3] . The imperfections of echo suppression then became exacerbated. This encouraged research into echo management and Bell Laboratories was the first company to patent a practical echo cancelling design [10] . This design or algorithm is commonly known as the Least Mean Squares algorithm. Echo cancellation works by modelling the "channel" that acts upon the input giving the delayed echo, e.g. the telephone line, or the speaker/microphone/room combination. The echo canceller automatically develops a model for the channel, and uses this model in combination with the input to predict what the echo will be. It then removes the predicted echo from the output, by subtracting it.
Echo Cancellation
In most cases the channel is linear, time invariant and causal, so that the echo canceller normally models the channel using an impulse response vector. The impulse response is assumed to be finite, and so a finite impulse response (FIR) filter is implemented using a delay line. The values at each delay is weighted with the corresponding value of the impulse response vector. The weighted taps are summed to produce the predicted echo.
In Figure 1 , x(t) represents the speech signal from the remote end. z(t) is the speech signal from the local end, andẑ(t) is the desired result, relatively free from any echoes of x(t). The real impulse response of the echo path channel is h(t) and our estimate of h, used in the cancellation of the echo, is denoted by h. Assuming the echo path channel is linear, with impulse response h, the equation connecting z, h, x and z is as follows:
We denote by y(t) the signal given by the convolution y(t) = h(t) * x(t) and we set y(t) = h(t) * x(t).
The echo calculations work with discretized version of the signals shown in Figure 1 , with values held in vectors of n elements. In this document, we will use x to represent the vector and the vector element x i to represent the value of x(t − (i − 1)T ). At each discrete time constant T our vector x gets shifted one place. x 0 gets a new value, and x 1 gets the value that was previously held at x 0 and x 2 gets the value previously held at x 1 , and so on. We will use a similar notation for the other values in Figure 1 .
The Least Mean Square algorithm
The Least Mean Squares algorithm is wonderfully simple:-• Initializeĥ to zero.
• At each timestep i, perform
where k is an arbitrary constant between 0 and 1.
The algorithm also features a very low numerical complexity. At the time of its discovery, there was no cheap computing power, of course, and so the first implementations were implemented in analog form. Even today, the low computing requirements of this algorithm make it the method of choice, if only up to 25 dB of echo cancellation are required, and if the required rate of convergence is not too fast.
White noise is the ideal excitation for the LMS algorithm. The algorithm will not converge to the true value of h if x is frequency deficient [17] .
There was a flood of patents following the patent application by Kelly and Logan [10] . Most of the patents constituted incremental enhancements to the basic LMS algorithm. These included the following:-
• An enhancement for when the time delay for the echo is long [15] .
• Waiting for the optimum moment in the conversation and then computing the impulse response [16] .
• Using a pre-computed initial value of the impulse response [13, 11] .
• Using two echo path models and using the best one [13] .
One of the most important enhancements to the algorithm is that of a normalisation term, first used by Nagumo and Noka in 1967 [12] . y and y are both proportional to x, so our update is proportional to |x| 2 , i.e. the square of the volume. At low volumes, (i.e. for a quiet talker), our algorithm could only converge very slowly, because if we made k large in order to compensate, then at high volume (loud talker) our convergence could become unstable. This is fixed by adding a normalization term.
The Δ in the denominator prevents the algorithm from becoming unstable when x is very small. The normalisation term itself can be updated rather than recomputed, so it does not represent any substantial computing overhead. This version of the LMS algorithm may be more explicitly referred to as the Normalised Least Mean Squares (NLMS) algorithm.
Recursive Least Squares
Godard was one of the first people to apply the Kalman filter to the problem of adaptive equalization [5] . Although he did not name it as such, the special case he discovered became known as the Recursive Least Squares (RLS) algorithm. Gitlin and Magee showed how to derive the same algorithm without using the Kalman algorithm using Woodbury's inversion lemma [6] [4].
The RLS algorithm features fast convergence and can achieve up to 40 dB of echo cancellation in practice [7] . It also converges well if the input is frequency deficient [8] . The disadvantage of the original RLS algorithm is that it has a computational complexity of order N 2 . Unfortunately, N can often be large, rendering direct application of the RLS algorithm impractical. This has been solved by "fast" versions of the RLS aglorithm which can perform a single iteration in 8N operations, as opposed to 2N operations with the NLMS algorithm [8] .
Given the same input as method of least squared applied directly as a block the RLS algorithm would obtain the same output, i.e. the RLS algorithm effectively uses all of the the past history of x(t) and y(t). This is only desirable if the impulse response does not change. In the case of accoustic echo cancellation, we know the impulse response does change. Even in telephony, the properties of the hybrid device are not completely static. In order to make the RLS algorithm more dynamic, weightings are used to reduce the importance of information from the past exponentially with time [7] .
The Affine Projection Algorithm
The Affine Projection (AP) algorithm is a very attractive compromise between the NLMS and the RLS algorithm. The Affine Projection (AP) Algorithm was first published by Ozeki and Umeda in 1984 [14] .
The NLMS algorithm always works using the current innovation. The RLS algorithm, on the other hand, effectively uses all of its past history of innovations. An AP algorithim of order L lies in between the two. It uses the L most recent innovations, with L being a small number typically in the range 2 to 5. The order 1 AP algorithm is the NLMS algorithm. A very high order AP algorithm is the RLS algorithm [8] .
The performance of the AP algorithm approaches the performance of the RLS algorithm in practice [7] . The numerical complexity of the AP algorithm is much less than that of the RLS algorithm, especially when the order of the algorithm is low. Fast version of the AP algorithm exist, and their numerical complexity approaches that of the NLMS algorithm.
A Bayesian Model
A reasonable starting point for deriving and analysing echo cancellation schemes for systems like the one described in Figure 1 is that our objective is to minimize the mean squared error between z k and z k , at some time k when the system is stationary, under various assumptions regarding the stationary random variation (over time) of the voice signal being estimated, the interfering signal, and the echo path channel.
In the simplest instance, it is natural to assume that the echo path channel is linear and has fixed, invariant characteristics, that the interfering signal is white noise, and that the signal to be observed is also white noise. However, at the other extreme, we might wish to allow for a nonlinear time varying echo path channel, for the interfering signal to be a non-white stochastic process, with time-varying power spectrum, and for the target signal to also have time-varying power spectrum.
Rather than consider these variations one-byone, we introduce here a Bayesian model which encompasses all of these features in a natural manner. We will then consider a simpler instance and explore the consequences of this special case.
The model we adopt is Bayesian as a consequence of our assumption that the echo path channel, h, in Figure 1 , is random. The Bayesian approach is widespread and very fruitful in the literature on communication systems. Likewise, we assume x t and z t are stochastic processes with either fixed stationary characteristics, or possibly time varying power spectra.
As an example, let us replace the linear echo path channel by a non-linear channel, thus: (2) in which h and h j are now functionals rather than linear time-invariant channels (which are therefore characterized by their impulse response). We shall further limit h and h j to a nonlinear instantaneous function followed by a linear channel shortly.
With these assumptions we can use a very general principle [9, Eqn(1), Chapter 5] which identifies the optimal rule for updating an estimate as additional information becomes available. In the present instance, if we had accurate knowledge of the echo path, h, we would be able to perfectly cancel the echo, hence we concentrate on improving our estimate of h as successive samples of the interfering signal, x t , and the combined signal, ξ t , become available. The technique of Kailath identifies the rule for updating h which minimizes the expected squared error in our estimate of each coefficient of h.
In [9] , the objective is to improve an estimate of a fixed parameter, u, the successive estimates are denoted by u |k , they are based on the expanding information
and the iterative improvement formula is based on the idea of first defining v k|k−1 to be the leastsquares best estimate of the next v k , based on the previous v's, then setting
which are known as the innovations of the process v 1 , . . . , and, finally, we find that the leastsquares best (linear) estimate, u |k based on {v 1 , . . . , v k }, of u, satisfies the recurrence Our non-linear model is not completely general, because we assume that the nonlinearity is limited to a scalar non-linearity (of the sort that might be found in a low performance speaker, for example), characterised by the parameters α 1 ,. . . ,α M , which instantaneously changes the transmitted signal, followed by a linear timeinvariant (or slowly varying) filter characterized by the filter tap coefficients, h 0 , . . . , h N .
In place of Kailath's v k we put ξ k = z k + y k , and in place of his |k 's we have the z k 's. Under the assumption that the z process is white noise, the assumptions of Kailath are valid in the non-linear echo cancellation context, because although we have defined z k as the least-squares estimate of z k , y k−1 is the least squares best estimate of ξ k , based on ξ 1 , . . . , ξ k−1 so, using (1), we see that z k = ξ k − ξ k|k−1 , as required in the setup of Kailath.
Obtaining an expression for E(u k ), in Kailath's notation, or E(h j z k ) in ours, is much easier if we adopt the assumption that the z k process is white noise.
The formula (3) in the notation of the echo canceller, now becomes:
We assume
in which
The functions φ j (x) are a collection of non-linear functions on [−x max , x max ] which are sufficiently rich to encompass, in their linear combinations, close approximations to all the possible non-linear transformations which might occur in this situation. It is also desirable to choose these functions so that their coefficients (i.e. the α j 's) are independently distributed. For this reason we have used the Legendre Polynomials [18] .
As a normalizing condition, we adopt the assumption α 1 = 1.0. This avoids redundancy in the collection due to both the α's and the h's incorporating a scale factor.
Let
in which σ
denotes the variance of the estimate of h j given the observations up to time k − 1, and similarly for σ
As our initial estimates, and a-prior means, for h j and α j we chose
We still need an estimate of E( z 2 ). However, under certain circumstances, z k will become an accurate estimate of z k , after a relatively short time, so that E( z
z . Substituting (6) and (7) into (4) gives our basic iteration for improving the coefficients of the nonlinear echo path:
We still need expressions for σ . Estimating these parameters could be included in the algorithm. As a starting point, however, we have used the following, somewhat simplified version of this iterative scheme:
in which the parameters μ 1 and μ 2 remain fixed throughout an individual experiment. Suitable values for these parameters have been determined through experimentation.
The iterative nonlinear algorithm described in (10) for cancelling nonlinear echoes will be termed the NL-LMS algorithm in the sequel. The linear version of this algorithm is the well known LMS algorithm. Experiments to evaluate its performance are described in the next section.
Experiments
Four experiments were conducted in the absence of double talk using Matlab: the NLMS algorithm applied to a linear channel (Figure 2 ), the NLMS algorithm applied to a nonlinear channel (Figure 3) , the NL-LMS algorithm applied to a linear channel (Figure 4) , and the NL-LMS algorithm applied to a nonlinear channel ( Figure  5 ). The code used to conduct these experiments is available on request from the authors. The convergence obtained using the NLMS algorithm for a linear channel is shown in Figure 2 . The absolute error inĥ and the absolute error inŷ, and hence the echoes, converge rapidly to zero. channel is non linear. The response used in this experiment models "clipping" of the sort that might be exhibited by a speaker driven to its limit. The NLMS algorithm assumes a linear model, and is unable to converge, so echo cancellation in this case is not satisfactory. Figure 4 : Plot of the errors inŷ, α andĥ for a linear channel using our algorithm. Figure 4 shows the performance of a system when the echoes in a linear channel are being cancelled by the NL-LMS algorithm. Convergence to a satisfactory estimate of the channel is significantly slower than for the NLMS algorithm. This is not unexpected. However, the convergence of the NL-LMS algorithm is still quite fast, and once convergence has occurred, the algorithm performs just as well as the NLMS algorithm. Figure 5 : Plot of the errors inŷ, α andĥ for a nonlinear channel using NL-LMS algorithm. Figure 5 shows the performance when the echoes pass through a nonlinear channel and the echo canceller is the NL-LMS algorithm. The errors in bothĥ andŷ converge to zero, and the echoes are effectively suppressed.
Conclusion
Using a Bayesian model of echo cancellation a nonlinear algorithm for cancelling echoes through a nonlinear echo channel has been developed and tested. The tests show that this algorithm converges and delivers satisfactory performance once convergence has occurred. Furthermore, a conventional linear echo cancellation algorithm was shown to be unable to deliver satisfactory performance for the system with a nonlinear echo path, whereas the nonlinear echo cancellation algorithm was satisfactory when applied to systems with linear echo.
The method used to derive the NL-LMS echo cancellation algorithm can be used to address many other important complications which arise in video and audio conferencing. At present there are many reasons for increased use of video and audio-conferencing, over an increasingly diverse range of equipment. As a consequence, the task of successfully controlling the problem of echo becomes more and more difficult. In particular, it is not unlikely that video conferencing will be attempted using speakers or microphones of low quality or which are operating outside their range of satisfactory linear response. The algorithm presented here could be used to provide satisfactory echo cancellation in such a situation, and the technique used to develop this algorithm has the potential to address other complications of a similar nature.
