The current work puts forth an implementation of a dynamic procedure to locally compute the value of the model constant CDES , as used in the eddy simulation branch of Delayed Detached Eddy Simulation (DDES). Former DDES formulations [P. R. Spalart et al., "A new version of detached-eddy simulation, resistant to ambiguous grid densities," Theor. Comput. Fluid Dyn. 20, 181 (2006) The current work puts forth an implementation of a dynamic procedure to locally compute the value of the model constant C DES , as used in the eddy simulation branch of Delayed Detached Eddy Simulation (DDES 
I. INTRODUCTION
Detached eddy simulation (DES) was put forth as a method to couple Reynolds averaged (RANS) models and eddy resolving simulation. 1 It is an idea for using a single turbulence model in both the RANS and the eddy simulation branches. Some fundamental issues were identified with the original formulation, such as modeled stress depletion, 2 and log-layer mismatch. 3, 4 This led to modifications such as delayed DES (DDES) 5 and Improved DDES (IDDES). 6 These have led to an operational methodology. The successes to date argue for further advances.
A natural desire would be to employ a dynamic model on the eddy simulation branch, analogous to the dynamic Smagorinsky model (DSM). 7 To some degree, this was explored previously 8, 9 by using 2 different models-the Spalart-Allmaras RANS model and DSM-and interpolating between them. Yet another method is the use of a hybrid-filter, 10 which leads to a set of filtered Navier-Stokes equations with additional terms. However, these are quite different from the present approach. DES utilizes a single turbulence model throughout the whole domain. We retain that feature. In most formulations, it is not obvious how a dynamic procedure can be implemented-the primary reason being uncertainty about the form of the eddy viscosity on the eddy simulation branch. This difficulty with DES models has been pointed out previously. 8 The uncertainty arises because the original DES models 5 were based on enhancing dissipation, using the grid spacing as the dissipation length when it became smaller than the RANS length scale. a) Author to whom correspondence should be addressed. Electronic mail: kreddy@iastate.edu
The same approach of enhancing dissipation was followed when DDES was adapted to the k − ω SST (Shear Stress Transport) RANS model 11 (k is the turbulent kinetic energy, and ω is the specific dissipation rate). Here again, it is not clear what the functional form of the eddy viscosity is in terms of the DDES/IDDES length scale.
We recently put forth an alternate formulation of DDES 12 based on the k − ω (or k − ω SST) RANS model, which uses the DDES length scale ℓ DDES to define the eddy viscosity as ν T = ℓ 2 DDES ω. It follows that the length scale limiter can be interpreted as limiting the production term, rather than enhancing the dissipation term. This alternate formulation bears a similarity to the Smagorinsky model. Thus, an a priori estimate of the model constant C DES ≈ 0.12 was made from the Smagorinsky constant C s . However, when the model was calibrated by channel flow simulations, a range of values of about 0.05 C DES 0.15 was found to be satisfactory.
It is known that the best value of the Smagorinsky constant C s depends on the flow configuration. 13 The dynamic procedure allows it to adapt to the flow, and to the particular grid. This suggests that the leeway in the calibration of C DES can be exploited in the same way. Because the eddy viscosity is specified directly in this alternate formulation, 12 the dynamic procedure is immediately apparent.
The model formulation will be described in Sec. II. The open source code OpenFOAM 14 was used for all the present computer simulations. Gaussian finite volume integration with central differencing for interpolation was selected for spatial discretization of equations. Time integration was by the 2nd order, backward difference method. The resulting matrix system was solved using the Pre-conditioned Bi-conjugate gradient algorithm, with the simplified, diagonal-based, incomplete-LU (Lower Upper) preconditioner. Solution for the matrix system at each time step was obtained by solving iteratively, to a specified tolerance of the residual norm.
II. MODEL FORMULATION
The alternate DDES formulation 12 is reproduced here for convenience,
DDES ω , where V is the cell volume, h max = max(dx, d y, dz) is the maximum cell spacing, and f d is the DDES shielding function,
where ν is the kinematic viscosity, κ the Von Kármán constant, d w the wall distance, and U i, j the velocity gradient tensor. Note, especially, that ν T = ℓ 2 DDES ω. This ν T defines the production term of the k equation in the k − ω RANS model, 15 leaving all the other terms unaltered.
The standard constants are invoked,
For future reference, we will cite this formulation 12 as "Model 1." Thus, on the eddy simulation branch ( f d = 1, ℓ LES < ℓ RANS ), we have which is similar to the Smagorinsky sub-grid viscosity expression,
In LES, the dynamic procedure evaluates a local value of C s as follows:
The notations used in Eqs. (7) and (8) are the same as in Lilly. 7 The hat denotes explicit, test filtering where the test filter width is twice the grid scale. The test filtering is carried out via a spatial average of the face neighbour cells weighted by the surface area of the common face.
It is rather apparent that for the eddy viscosity definition in (4), this same dynamic procedure gives
Essentially, ω plays the role of the filtered rate of strain |S|. So the only change occurs in the definition of M i j (Eq. (10)) due to the difference in the eddy viscosity definition. In the first of Eq.
(1), C DES determines the switch from the RANS to LES length scales. By submitting this coefficient to the dynamic procedure, the switching criterion becomes adaptive. The dynamic procedure can yield locally negative values of C 2 DES , which is not acceptable-this problem already exists in LES. It is resolved by clipping the right side of (9) at 0.
Indeed, there is yet another issue related to the mesh resolution. In order for the test filter to be valid, a significant portion of the inertial range needs to be resolved. But the coarse meshes that sometimes are used in DES do not capture enough of the small scales. This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation. very coarse meshes, there is a good prospect for dynamic DES. Indeed, if the mesh resolution is close to that of wall resolved LES, utilizing the dynamic procedure might be favorable, even in the near-wall region.
For DES, there is an additional issue related to the near-wall RANS region. Based on the model formulation described thus far, it would seem that the extent of the RANS region would remain unaffected since the shielding function f d would make the model to follow RANS behaviour. However, f d is a function of k (via Eq. (2)), which in turn depends on C DES (due to its appearance in the production term of the k equation). This is highlighted in Figure 2 (a) which shows f d profiles obtained from 2 simulations of channel flow using Model 1, with different values of C DES . We observe that the extent of the shielded region reduces when C DES is reduced, which stems from the reduced production of k. This means that on a coarse mesh, the spuriously low values of C DES returned by formula (9) would lead to a drastic reduction in the extent of the RANS region, leading to incorrect predictions of near-wall properties such as the wall shear stress, and subsequently, the mean velocity. This behaviour is highlighted in Figure 2 (b), which shows profiles of f d and U + obtained in a channel flow simulation using the dynamically evaluated constant C DES (from Eq. (9)). Negative values for C 2 DES were clipped to zero. The mesh used here has a non-dimensional cell spacing of ∆x + = 400 and ∆z + = 200 with ∆ y + < 1 at the wall. For the same grid and flow conditions, Model 1 was able to produce a good estimate for the mean velocity profile. 12 Hence, it is quite clear that using the dynamic procedure on coarse meshes can actually prove to be detrimental.
To address these caveats, we introduce a limiting function which acts as a bound on the computed value of C DES . It is described as follows:
Equation (12) is the same as Eq. (9), except that it is now clipped at 0, avoiding negative values for C 2 dyn . The right side of Eq. (9) This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded directions, or Lagrangian dynamic averaging, 16 is performed. As will be shown, the results obtained using such an approach yield satisfactory results, although it is possible that the incorporation of some form of averaging might lead to additional robustness.
The idea behind Eq. (13) is to gauge the mesh resolution 17 and subsequently, its suitability for invoking the dynamic procedure. The constants α and β were calibrated via channel flow simulations with various mesh resolutions.
The right side of Eq. (14) represents the contribution to the total turbulent kinetic energy dissipation of the sub-grid and the modeled component to ϵ. L k is representative of the Kolmogorov length scale. If h max represents the size of the smallest eddies being resolved, then h max /L k → 0 represents a mesh resolution where a large portion of the inertial range has been resolved, and h max /L k → ∞ represents a coarse mesh where using a constant C DES might be more suitable. That constant value has been set to 0.12. Equation (13) interpolates between C lim = 0 and C lim = 0.12.
Figure 3 reflects this idea, where for a coarse mesh, C DES = C lim and the model and the dynamic procedure cannot produce low values. For the other extreme, where the mesh is fine enough to run LES even in the near-wall regions, the dynamic procedure would be utilized almost everywhere.
As pointed out in the Model 1 formulation, 12 away from the wall, the average values of ω 2 and |S| 2 are proportional. In the near-wall region ω increases more rapidly than |S| as y → 0, because of its boundary condition, leading to large ϵ. Hence, there will be a thin RANS region even for a wall-resolved, LES mesh, although the extent of the RANS region can be much smaller than that would be obtained with the native Model 1, or any other DDES formulation. Thus, the limiting function takes advantage of the fineness of the mesh, by not imposing a mandatory, large near-wall RANS region. This behavior will be highlighted for some test cases.
The C DES value obtained from Eq. (11) is used to evaluate ℓ LES in Eq.
(1), and subsequently, ν T and the turbulent kinetic energy production. This completes the new dynamic DDES model formulation. The new model with the limiting function described above will be referred to as "Model 2" in the remaining portions of this article.
A comment needs to be made regarding the choice for the form of Eq. (14) . The ϵ estimate is based on C 0 DES and h max , rather than ν T directly. This yields a conservative estimate, wherein a slightly larger ϵ is obtained, leading to a smaller value of L k . That provides a more stringent requirement on the mesh resolution needed to achieve h max /L k → 0. It acts as a safeguard against invoking the dynamic procedure on relatively coarse meshes.
III. TEST CASES A. Channel flow
Several channel flow simulations were carried out for a range of Reynolds numbers. All the channel flow cases were simulated using Model 2 and the results obtained are compared with DSM or k − ω RANS. For simulations with sufficient grid resolution, we expect a large portion of the domain to utilize the dynamic procedure. The grid and the extent of the computational domain are the same as in Reddy et al. (2014) . 12 The corresponding grid resolution in wall units for each Reynolds number is listed in Table I . In all the cases, ∆ y + < 1 for the near-wall cells. The time step ∆t is chosen to ensure that the maximum local Courant-Friedricks-Lewey (CFL) number ≈ 0.5.
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation. Figure 4 shows the non-dimensionalized velocity profiles obtained for different values of Re τ . The results show good agreement between the dynamic DDES model (Model 2) and DSM/RANS. The limiting value for C DES reduces to 0 for the lower Re τ cases (when the mesh in the eddying region is fine) and retains a larger value for the higher Re τ cases (when the mesh is coarse). For Re τ = 500, the limiting function takes advantage of the mesh and allows the dynamic procedure to be utilized in the near wall region, with the entire log-layer located in the eddy simulation region. However, as pointed out in Sec. II, we still have a thin RANS region close to the wall, due to ω growing more rapidly than |S| as y → 0. The large ω results in a large ϵ, which activates the limiting function, and the RANS branch replaces the eddy simulation branch.
The difference between the performance of Model 2 and Model 1 is highlighted in Figure 5 . Model 1 and Model 2 data correspond to a channel flow simulation with Re τ = 500, while the DNS data 18 correspond to Re τ = 590. Profiles of resolved u for Re τ = 2250.
12 This is primarily due to the presence of a significant RANS region for Model 1 as shown in Figure 5(b) , where the shielding function f d is shown, along with k + -the nondimensional total turbulent kinetic energy.
Notice that the extent of the RANS region is similar for Model 1 with Re τ = 500 and Re τ = 2250, despite the fine mesh for the lower Re τ . Model 2 however was able to "detect" that the mesh has sufficient resolution to employ the dynamic procedure. This leads to lower C DES , and subsequently, lower k and ℓ LES values, resulting in a smaller shielded region. Thus, the eddy simulation branch is active over a larger region, which gives a better prediction of the velocity fluctuations and the turbulent kinetic energy.
B. Backward facing step
The flow over a backward facing step is an excellent case to test the performance of any hybrid RANS/LES method due to the abrupt change in flow features across the sharp edge. The model must be capable of switching from RANS to eddy simulation at the step, where the flow separates. The experimental setup of Vogel and Eaton 19 was simulated. The Reynolds number at the inflow boundary is 28 000 based on the bulk velocity U b and the step height H. Simulation details such as the grid used, the boundary conditions specified and the extent of the computational domain are the same as in Reddy et al. 12 Overall, a good agreement between the simulation and the experimental data is observed. Figure 6 shows the normalized mean streamwise velocity profiles and rms profiles at several streamwise locations, and the variation of the skin friction co-efficient C f along the bottom wall. The C f is computed from the wall shear stress obtained using a first order interpolation. The near-wall cells have ∆ y + < 1. Since the velocity varies linearly with the wall distance within the viscous sublayer ( y + 5), a first order interpolation is sufficient to accurately calculate the velocity gradient, and subsequently, the shear stress at the wall.
The grid used is relatively coarse (∆x + ≈ 200 and ∆z + ≈ 100 away from the step), so we expect the limiting function to impose lower bounds on C DES . Figure 7 shows contours of time-averaged C lim . We observe that almost throughout the entire eddying region, C lim > 0.06 ⇒ C DES > 0.06.
C DES hits the limiter at 0.12 where the flow separates from the step. Due to wall resolution requirements, the cell at the separation corner has very large aspect ratio, which deviates from typical LES grid resolution. Also, the rate of strain is large, which means that dissipation is high. As a result, the values of L k are relatively low, causing the bound on the value of C DES to be invoked.
C. Periodic hills
This case shows flow separation from a smooth surface, unlike the backward-facing step. The geometry and flow conditions are as described in Fröhlich et al. 20 The extent of the computational domain is 9H and 4.5H along the streamwise and spanwise directions, respectively, where H is the hill height at the crest. The Reynolds number based on the hill height and the bulk velocity at the crest is 10 595. The grid used has 106 × 100 × 90 points in the streamwise, wall normal, and spanwise directions. Periodic boundary conditions are enforced along the streamwise and spanwise directions. The flow is driven by a pressure gradient source term which is adjusted to sustain the required bulk velocity at the inflow boundary. A maximum local CFL number < 0.5 is maintained throughout the entire domain. Figure 8 compares the skin friction distribution along the bottom wall, mean streamwise velocity profiles, and rms profiles from Model 2 to LES data. 20 Overall, there is a good agreement. Additionally, Figure 8 to those of Model 2 for the current grid, and hence, those profiles have not been shown in order to avoid clutter.
D. 3D diffuser
As an example of a 3D geometry, the flow through a 3D diffuser was simulated. The geometry and flow conditions correspond to the "diffuser 1" of Cherry et al. 21 The grid and boundary conditions are the same as in Jeyapaul. 22 The grid is nearly LES-quality. Three simulations were carried out for this geometry, each corresponding to a different turbulence model-the k − ω RANS model, 15 Model 1, 12 and Model 2 (the current dynamic DDES model). Figure 9 shows contours of the time-averaged streamwise velocity component obtained from all three simulations at the diffuser exit (x/H = 15, where H is the height of the inlet section). The RANS result (Figure 9 , top left) is qualitatively incorrect since it predicts separation along the side wall, as opposed to experiments 21 and DNS 23 where separation is along the top wall. Model 1 does predict separation along the top wall ( Figure 9 , top right)-an improvement over RANS-but, the separation region is much thinner than the DNS data. Figure 10 compares the separation contours and mean velocity profiles (at x/H = 0, 2, 6, 8, 12, 14, 15.5, and 17) along the midplane obtained for Model 1 with DNS data, 23 showing the deviation of Model 1 predictions from DNS. Introducing the dynamic procedure improves the results appreciably. The bottom portion of Figure 9 shows the mean velocity contours obtained using Model 2, and the corresponding separation contours and mean velocity profiles along the midplane are shown in Figure 11 . The agreement with DNS data is much better than with Model 1. The dynamic DDES model was able to take advantage of the grid resolution, utilizing the dynamic procedure almost everywhere in the domain, leading to a marked improvement in the prediction.
E. Rotating channel
The flow through a fully developed rotating turbulent channel was simulated as another illustration of the advantage of the dynamic procedure over a constant C DES . In pure RANS mode, k − ω would require some kind of curvature correction to handle rotating flows. 24 No such corrections are used here. This means that simulations based on Model 1 would likely be subject to errors due to the presence of a thick RANS region near the walls. In the eddy-simulation region, rotation effects are captured by the Navier-Stokes equations. Thus, we expect to get better results using Model 2 since the RANS region will be smaller, provided the mesh is fine enough. The non-dimensional measure of rotation is the rotation number, 25 Ro = 2Ωδ/U b , where U b is the bulk velocity, δ the channel half-width, and Ω the rate of coordinate system rotation. Four different simulations were carried out, corresponding to four different Ro values. These simulations correspond to previous DNS studies of Grundestam et al. 25 (Ro = 0.98, 1.5) and Kristoffersen and Andersson 26 (Ro = 0.1, 0.5). In the DNS studies, a constant pressure gradient was prescribed, which forces constant total u τ and Re τ values. The bulk velocity, U b and Re b (Reynolds number based on the bulk velocity) then vary with Ro. In our simulations, U b was specified, for each Ro, and the resulting u τ and Re τ values were computed. Due to the asymmetry in the velocity profile, there are 2 different friction velocities, u τu and u τ s , corresponding to the unstable and stable sides. 25 An average friction velocity u τ is defined as
For the specified bulk velocity U b , the predicted Re τ values for Model 1 and Model 2 are shown in Table II a smaller RANS region while using Model 2, and subsequently, a smaller error stemming from the absence of any curvature correction terms. At large Ro, we observe that Model 2 starts to deviate from the DNS results, especially on the right wall (Figure 12(d) ). That is the wall where rotation is stabilizing. A likely explanation for the discrepancy is that the RANS model does not include a curvature correction. Hence, as long as there is a thin RANS region, it cannot laminarize. Regions of negative production were observed 25 for Ro = 1.5, and that certainly cannot be captured by the k − ω eddy viscosity model. For lower Ro values, the predictions are in good agreement with DNS.
F. Fundamental Aero Investigates The Hill (FAITH) geometry
As an illustration of the model performance for a complex flow configuration, a simulation of the flow over a 3D axisymmetric hill was carried out. The geometry is the FAITH. 27 The variation of the hill height h with the radius r is h = 3 cos ( πr 9
where r and h are in inches. The total radius of the hill is R = 9
′′
, with the hill height at the centroid H = 6 ′′ . The Reynolds number based on H is Re H = 500 000, with a mean inflow velocity U ∞ = 50.3 m/s. More details regarding the experimental setup, and available data can be found in Bell et al. 27 and Husen et al.
28
The extent of the computational domain used is 20H × 5.3H × 8H along the streamwise, wall normal and spanwise directions. The hill is centered at x/H = z/H = 0. These dimensions correspond to the wind tunnel test section used in the experiments. A plug flow is specified at the inflow and the boundary layer develops along the streamwise direction. The length of the inlet section ensures that the required boundary layer thickness is obtained at x/H = 0 in the absence of the hill. The grid used has ≈ 3 million cells. At the hill, 130 × 130 cells are distributed uniformly along the streamwise and spanwise directions along its diameter, with the cell spacing stretched out towards the inflow and outflow boundaries, and along the remaining spanwise portions. The maximum value of the local CFL number ≈ 0.5. Figure 13 shows simulation results obtained using Model 2. Figure 13(a) shows contours of the magnitude of skin friction coefficient C f over a square region around the hill (the circular edge of the hill is the incircle of the square) and is in good agreement with experimental data. 27 Normalized time-averaged streamwise velocity components are compared with experimental data in Figure 13(b) . Figure 14 shows contours of U, k, u rms , and u ′ v ′ along the spanwise centerplane on the lee side of the hill. Here, k represents the total turbulent kinetic energy, which is the sum of the modeled and resolved components (k m + k r ). Overall, the trends observed in the PIV (Particle Image Velocimetry) data 27 are captured by the simulation. However, the peak values of k and u rms are slightly overestimated.
One possible explanation for this would be the coarseness of the mesh used-∆x + = ∆z + is large (as high as 1000 in some regions, depending on the local friction velocity u τ ). The fact that the mesh is coarse can also be inferred from Figure 15 (d) which shows that C DES = C 0 DES = 0.12 over the entire region behind the hill, where we observe most of the relevant unsteady phenomena. Hence Model 2 essentially functions as Model 1 for simulations involving very coarse meshes. Figure 15 (c) shows the extent of the RANS region ( f d = 0), and from Figure 15 (a), we can observe that the magnitude of the modeled turbulent kinetic energy k m in the LES region is comparable to that in the RANS region. This is another indication that the mesh being used is coarse. Better agreement with experimental data could likely be achieved by increasing the mesh resolution such that the dynamic procedure is employed in the eddy simulation regions.
IV. CONCLUSION
The previously proposed, DDES formulation 12 opened the possibility to develop a dynamic DDES formulation. The model constant C DES is computed locally via a well-established procedure. This requires a test filter that captures the small scales. Coarse grids are sometimes used for DES, and these small scales are not present. A limiting function was introduced in order to estimate the validity of utilizing the dynamic procedure on the given mesh. The function compares grid spacing to a Kolmogorov scale. Based on this, C DES becomes a default value if the dynamic procedure is likely to fail. Simulations showed improved predictions when employing the dynamic procedure, rather than using a constant C DES . That was especially true when simulations were carried out on LES-quality meshes.
The dynamic procedure yields superior performance over the constant coefficient model for 2 reasons. The first reason is similar to the case of LES: the coefficient adapts to how well the turbulence is resolved; if it is well resolved, C DES becomes very small. The second reason is peculiar to detached eddy simulation: using a locally computed C DES in ℓ LES causes the RANS region to become thinner when the mesh is fine. By maximizing the size of the eddy simulation region, the dynamic DDES model is able to reduce any drawbacks in the RANS model (such as the absence of curvature corrections while simulating rotating turbulent channel flow).
A key observation is how obvious it was to implement a dynamic procedure into our alternate DDES formulation. 12 That is because it was designed to be similar to the Smagorinsky model. It is likely that other improvements/modifications made to the original Smagorinsky formulation can also be implemented. This could lead to additional robustness of this DES formulation, capable of handling a wide range of flow configurations.
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