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CHAPTER 1
INTRODUCTION

The proceeding study reviews the viability of the OpenFOAM open-source toolbox as
a primary tool for computational fluid dynamics analysis. The OpenFOAM computational
toolbox [1] is a free, open-source software package capable of simulating a wide variety
of fluid flow processes. The default toolbox includes over 80 solver modules, each tailored
to flows ranging from simple incompressible and compressible flows to chemical reactions
and fluid-structure interactions. In addition, over 170 utilities are available for grid generation and pre- and post- processing.
The use of computational fluid dynamics tools has been a staple of the research community for decades, particularly in academia. The mass commercialization of umbrella
software has also vaulted CFD as a valuable tool for design engineers for industrial uses. A
combination of the closed-box nature of many of these softwares and the increasing scope
of engineering problems being solved by CFD tend to draw users to open-source options for
customization. The value in OpenFOAM lies within its transparency- allowing users to easily customize any and every part of the code. This study is conducted in full support of this
emerging phenomenon. Here, the OpenFOAM numerical method is discussed at length,
providing details about the numerical implementation of the governing equations and any
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associated models and functions. It also provides a user guideline for effective numerical
method and model combinations based on fundamental theory. For further demonstration,
the implementation of custom user functions is discussed. The hallmark of this is the implementation of various turbulence models under the dynamic hybrid RANS/LES (DHRL)
framework laid out by Bhushan et al. [7].

1.1

Literature Review of Related Studies
The popularity of OpenFOAM for various applications has rapidly grown over recent

years. OpenFOAM users worldwide have published several notable studies in the fields
of computational fluid dynamics (CFD) [5-16], computational heat transfer [17-18], fluidstructure interaction [19-20], and multiphase flow [21]. The studies have focused on a wide
range of applications areas, such as atmospheric boundary layer modeling for wind turbine
studies [9-11], propellant combustion modeling and diesel spray ignition [22], turbomachinery and industrial diffusers [7-8, 23-24], cavitation in flow around a submarine hull
[25], and 2-D flow around a bridge deck [26] (to name a few). The following provides the
details of the validations and applications performed by the above mentioned studies.
E. de Villiers [12] implemented and tested wall treatment approaches for detached eddy
simulation (DES) and LES models available in OpenFOAM. Validation was performed
for a series of cases, including channel flow at Reτ = 395 (Reynolds number based on
friction velocity uτ and channel half width), flow through an asymmetric diffuser at Re =
1.8 × 105 , and flow over a blunt body at Re = 5 × 105 to Re = 3 × 106 . Simulations were
performed using grids up to 3.3M cells, and with near wall spacing from y + = 5 to 20 (non2

dimensional first cell height, where y + = uτ y/ν; ν is the kinematic fluid viscosity, and y is
the dimensional first cell height). The solver was used to study aero-acoustic noise levels in
flow over automobiles. The study reported very good agreement between experimental data
and computational results, and concluded that wall treatments and turbulence modeling
play critical roles in such simulations. Doolan [13] validated the k −  URANS model
available in OpenFOAM for 2D incompressible flow past tandem cylinders, 3.7 diameters
apart, at Re = 1.7 × 105 . The simulations were performed on a coarse 200K grid with
wall normal spacing of y + = 30 to 40. The study focused mostly on the validation of the
mean and unsteady flow and noise level predictions against experimental data. The study
concluded that OpenFOAM can provide accurate noise source data for low Mach number
bluff body aeroacoustic flows.
Muntaen et al. [39] performed numerical investigations of unsteady swirling flow in
a conical diffuser using the standard k −  model. The simulations were performed using grids consisting of 2M cells with y + = 40 − 240. The OpenFOAM predictions were
compared with ANSYS/Fluent (FLUENT henceforth) results, and validated against experimental data. The study aimed at developing and testing practical solutions to control the
causes and/or the effects of the vortex rope and in addition to explicating the physics of
the helical breakdown phenomenon. Comparisons were made of the vortex rope dynamics
computed in FLUENT and OpenFOAM using the realizable and standard k −  models,
respectively. The fundamental frequency and higher harmonics of the vortex rope was
accurately captured in the throat as well in the middle of the conical diffuser.
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Nilsson [40] performed simulations to predict flow in a Kaplan water turbine runner
and draft tube, and for the unsteady swirling flow in a combustor. The grid for the study
consisted of 11M cells and wall normal spacing varied from y + = 35 to 231, and the
simulation was performed using the k −  model. The study reported results generally
agreeable with experimental observations. Results from the draft tube case were almost
identical to those of the commercial CFX-5 solver, and those for combustior case were
comparable to FLUENT results.
A variety of studies associated with renewable energy (i.e. aerodynamics of wind turbines) have also been conducted using OpenFOAM software, including those detailed in the
Symposium of OpenFOAM in Wind Energy and in various OpenFOAM-centric workshop
series and user conferences. Notably, Panjwani et al. [41] performed wind turbine simulations to predict the power deficit expected in the wind turbine wake. For this purpose, the
wind turbines were modeled as actuator line, which were added to the momentum equation
as source term. Simulation were performed for flow over the Lillgrund offshore wind farm
facility in Sweden/Denmark. The overall power of the wind farm was well replicated, and
the study evaluated the decrease in power for each turbine in the presence of overall wake.
Churchfield et al. [10] performed LES calculations for flow in the atmospheric boundary
layer, assuming a complex and flat terrain, with shear driven to moderately convective stability conditions. The study focused on the analysis of second-order turbulence statistics
in the boundary layer, and included comparison with benchmark LES data available in the
literature. The study identified some drawbacks in the available LES models pertaining to
such simulations.
4

Verhoeven [57] performed simulations of flow over a NACA 0012 airfoil at varying
angles of attack and for an airfoil with blunt trailing edge to study trailing edge noise
signatures. The simulations were performed using the SA-IDDES model for Re = 106
using grids with 6M cells and y + < 1. The study emphasized that the interaction of
turbulent structures with the trailing edge is the primary cause of noise generation in most
engineering applications. The study reported encouraging initial results, but concluded that
SA-IDDES should be more extensively tested with simpler cases. Flores et al. [15] applied
a custom buoyant atmospheric solver [15] for DES calculations of contaminant transport
inside large open pit mines using both idealized and real topographies. The study identified
the key role played by buoyant currents in dispersion of contaminants inside and around
such mines. They concluded that buoyant currents facilitate the exit of a large majority of
particles injected into the pit.
As demonstrated above, most documented users have applied the available solvers for
industrial applications, including through implementation and validation of their own models. Furthermore, very little research has been performed with the specific objective of testing and validating OpenFOAM itself, without any code modification or re-implementation,
for fundamental problems. Some authors have attempted a validation of the numerical
methods available in OpenFOAM. Notably, Lysenko et al. [37] studied turbulent separated
flows over planar bluff bodies, such as circular and triangular cylinders in a channel, using
compressible RANS (k −  low-Re) approaches. The study shows OpenFOAM has good
parallel performance up to 1024 cores. From each case tested, the study shows reasonable
agreement with experimental data and other numerical solutions. Lysenko et al. [36] also
5

performed validation of some of LES models available in OpenFOAM, such as conventional Smagorinsky and a dynamic k-equation subgrid-scale model, for flow over a circular
cylinder at Re = 3900. They reported good agreement with experimental data and concluded that OpenFOAM numerical methods are sufficiently accurate for LES calculations.

1.2

Past and Present Studies
The author of this thesis has been involved in a research group dedicated to use of

OpenFOAM and has prepared several articles detailing studies performed with the software. Robertson et al. [46] involved validation of the solver focusing on 2-D lid-driven
cavity flow, 2-D pipe flow at a T-junction, and surface pressure and skin friction validation of flow over a DARPA SUBOFF geometry. The study reported good agreement with
similar numerical studies and experimental data. Choudhury [9] performed a thorough validation of available numerical methods and turbulence models using a backward facing step
geometry. Choudhury [9] also performed a preliminary study of flow over a delta wing at
different angles of attack. Robertson et al. [45] extended the above study, further elucidating the vortex breakdown phenomena over a delta wing using delayed DES (DDES) and
k − ω SST models.
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CHAPTER 2
NUMERICAL METHOD

2.1

Introduction
When solved numerically using a finite-capacity machine (a CPU of any power and

memory size), partial differential equations (PDEs) can only give solutions at discrete
points in a domain. The number of discrete points involved is wholly dependent on the
capacity of the machine used. In this publication, these points are referred to as grid points.
These points represent a location in a numerical domain, which also replicates a domain in
physical space.
Various methods are available to facilitate the solution of the PDEs at each point.
Among the most popular are the Finite Difference Method (FDM), Finite Element Method
(FEM), and Finite Volume Method (FVM). Each method has many advantages and disadvantages, most of which are dependent upon the complexity of the problem and its objectives, CPU capabilities, and personal preference (to name a few). For CFD, the classic
weapon of choice is FVM. This has roots in the control volume approach taken in ”classroom” fluid dynamics, where the domain is divided into a number of control volumes and
solutions are obtained using basic principles of conservation. In the FVM, the domain is
also divided into a number of control volumes (cells). In most approaches, the local solution is stored at the centroid of each volume. Integration of the PDE is performed over
7

each control volume, and interpolation methods are used to obtain the solution between cell
centroids. The strength in the FVM for CFD lies in the fact that conservation is satisfied
for every control volume (and subsequently for the entire domain). This chapter provides
salient descriptions about FVM, interpolation methods available in OpenFOAM, and numerical solution algorithms. Further information not given here can be found in [26].

2.2

Discretization of a General Scalar Transport Equation
Let φ(x, y, z, t) be a generic scalar quantity existing in space and time and V be a non-

deforming control volume. A transport equation integrated over the volume V is provided

Z
V

Z
Z
Z
∂φ
S(φ)dV
dV + ∇ · (~uφ)dV − ∇ · (Γ∇φ)dV =
∂t
V
V
V

(2.1)

where ~u is the convective velocity field, Γ is the diffusivity of φ, and S(φ) is a source term.
This is more easily represented at the solver level as:
fvm::ddt(phi)
+ fvm::div(U, phi)
- fvm::laplacian(gamma, phi)
==
Source(phi)
Each term calls a function which performs the respective operation on the fields passed to
it.
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2.2.1

Temporal Schemes

For a non-deforming control volume, the temporal term is expressed as:

Z
V

∂φ
∂φ∗
dV =
∂t
∂t

(2.2)

where φ∗ is the value of the quantity in a continuum and φ is the volume-averaged value.
The above term can be discretized several ways. One of which is the implicit backward
Euler method, which is 1st order.

φn − φn−1
∂φ
≈
∂t
δt

(2.3)

where n denotes the value of φ in the volume at the known (current) time level and n + 1
denotes the value at the desired time level. We can show that this is only 1st order accurate
by expansion:
δt
φn − φn−1
= φ0 + φ00 + ...
δt
2

(2.4)

A 2nd-order option is the three-point backward difference, expressed as

3 n
φ − 2φn−1 + 21 φn−2
∂φ
2
≈
∂t
δt

(2.5)

A more robust option available is the Crank-Nicolson method, which is 2nd order. Here,
the convective and diffusive fluxes are partitioned into old and current time levels. From
there, the solution at the old time level is treated as an explicit term, while the current
solution is implicit.
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2.2.2

Gradient Schemes

From Gauss’ theorem, gradient terms are expressed as

Z

∇φdV =

X

V

~ · φf
S

(2.6)

f

~ is the area vector pointing outward normal from the coinciding cell face and carries
where S
magnitude equal to the surface area of that face. The value φf is the value of the scalar at
the interface between cells determined from interpolation. The most common interpolation
method for gradient terms is a central difference using distance weighting. Using values of
φ from neighboring cells P and E, we have

φf = λφP + (1 − λ)φE

(2.7)

where λ is a distance weighting factor. The central difference method is 2nd order accurate, but gives large dispersive errors in regions of highly convective flow. This can be
removed in part by limiting the gradient, which, in turn, provides a smoother gradient between neighboring cells. Scalar limiting applies an ad-hoc factor to the computed gradient
and produces a more desirable limited gradient.

~ lim = (
(∇φ)

1
~ computed
− 1)(∇φ)
K

(2.8)

Here, K− > 1 produces a highly-clipped gradient and K− > 0 returns the computed
gradient.
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Further available methods are 2nd and 4th order least-squares methods. These approximate the gradient using truncated Taylor series expansions between neighbor cells and
minimization of a weighted residual that quantifies an error norm for the projected values.

2.2.3

Divergence Schemes

By Gauss theorem, divergence terms are expressed as:

Z

∇ · (~uφ)dV =

X

V

~ · (~uφ)f
S

(2.9)

~ · ~u = Ff is also known as the face flux.
The term S
A method for determining the face value φf is the 2nd order piecewise linear upwind
approach [5]. This includes the cell gradient of φ. For context, an example owner-neighbor
cell tandem is given in Fig. 2.1.




~ P
 φP + Ψ∇φ

:u>0


~ E
 φE + Ψ∇φ

:u<0

φf = 


Figure 2.1

Owner-neighbor cell tandem for demonstration.
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In true upwinding fashion, the interpolation depends on the direction of the flow- where
the notation u > 0 represents flow from volume E to volume P. This method is 2nd order
accurate and is only bounded if the gradient term is approximated by a limited central
difference. Though desirable, this method is generally numerically dissipative (like most
upwinding methods).
A more robust option is the blended divergence scheme which attempts to balance between both boundedness and accuracy [42]. Here, amounts of 1st order upwind is blended
with a higher-order scheme.

φf = φf U D + Ψ(r)(φf CD − φf U D )

(2.10)

The function Ψ(r) is a limiter and determines the influence of each scheme:

!

!

2r
,1 ,0
Ψ(r) = max min
KDiv

(2.11)

where the scalar KDiv is a user-defined blending parameter. The limiter is a function of the
ratio of successive gradients r, defined as:

#

"

(∇φ)P
−1
r=2
(∇φ)f

(2.12)

Note that Ψ(r) = 1 recovers the higher order method, whereas Ψ(r) = 0 recovers the
1st order upwind scheme. Naturally, intermediate values provide a blended scheme.
In fvSchemes, for KDiv = 0.5:
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div(rhoU, phi) Gauss limitedLinear 0.5;
The numerical behavior of the blended divergence scheme is demonstrated by observing the pure convection of a step profile defined by a scalar function. More information on
this problem is given in [58].

Figure 2.2

Results of scalar convection of a step profile for central difference discretization and central difference with limiting.

For pure central differencing, one will notice the presence of oscillations near the stepindicating dispersive error. With limiting, this error is (for the most part) damped out and
the step feature is better preserved.

13

2.2.4

Laplacian Schemes

Gauss’ theorem dictates the following relation:

Z

∇ · (Γ∇φ)dV =

V

X

~ · ∇φf
Γf S

(2.13)

f

~ · ∇φf is to be discretized. A 1st order method involves taking a
Here, the gradient S
simple central difference, which is acceptable on perfectly aligned meshes whose gridlines
are perpendicular to one another. A more practical mesh involves some degree of nonorthogonality. A better scheme acknowledges the existence of the non-orthogonality and
splits the term into two parts:

X
f

~ · ∇φf = ~δ · φE − φP
Γf S
d~

!

φE − φP
+ ~k ·
d~

!

(2.14)

In fvSchemes:
laplacian(gamma, phi) Gauss linear corrected;
where the first term on the R.H.S represents the orthogonal portion of the gradient and
the second term represents the non-orthogonal portion. This is referred to as the deferred
correction scheme, and is 2nd order. Here, the orthogonal and non-orthogonal portions are
treated implicitly and explicitly, respectively.
In cases where the deferred correction alone is inadequate (i.e. in cases when the
non-orthogonal term is much larger than the orthogonal term), limiting may be required
for stability. The following shows the deferred correction approach with implicit-explicit
14

treatment and a limiting factor KLAP . The limiting factor turns the scheme into a blended
1st/2nd order method:

"

KLAP

#



~k · φE − φP
~ · ∇φf )n−1 − ~δ · φE − φP
= (S
d~
d~

!

(2.15)

The limiting factor KLAP is a scalar on 0 ≤ KLAP ≤ 1 and recovers the 1st order
method for KLAP = 0 and the full 2nd order method for KLAP = 1.
In fvSchemes, using KLAP = 0.5:
laplacian(gamma, phi) Gauss linear limited 0.5;

2.3

Boundary Conditions
Some iterations of the FVM employ ”ghost” cells (or cells outside the domain for

which no solution is obtained), which are used to interpolate a boundary condition. In
OpenFOAM, boundary conditions are directly prescribed onto the series of cell faces which
bound the domain. Conditions are assumed constant across each cell face. Here, the types
of conditions are grouped into three categories- fixed value, fixed gradient, and other.

2.3.1

Fixed Value Conditions

The fixed value type is most analogous to the Dirichlet-type boundary condition for
differential equations. Here, the exact value of the variable of interest is prescribed on the
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boundary. Discretization at boundary cells can be illustrated using the convective term as a
model. Recall that this term is discretized as:

Z

∇ · (~uφ)dV =

X

V

~ · (~uφ)f
S

(2.16)

At boundary cells, the face value φf is simply equivalent to the boundary condition; i.e.
φf = φb (and thus does not have to be determined from interpolation).

2.3.2

Fixed Gradient Conditions

The fixed gradient type is most analogous to the Neumann-type boundary condition for
differential equations. Here, the exact value of a particular gradient is prescribed on the
boundary. This is most useful when prescribing boundary conditions for pressure, where
at solid walls a zero-gradient condition would represent the impression of the value of
pressure onto the wall. The discretization of a Laplacian term has been discussed. In a
boundary cell, this would be equivalent to:

~ · nb
Γb S

(2.17)

where nb is a scalar representing the prescribed fixed gradient value at a boundary face.

2.3.3

Other Conditions

The proceeding conditions help provide more robust descriptions of boundaries.
• symmetryPlane: This condition sets a reflecting boundary to simplify solutions expected to be symmetric across a plane. The flow is projected across this face.
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• slip: For a scalar, this sets the solution on the wall to the value of the first node away
from the wall (i.e. zero gradient). For a vector, the wall-tangential component is
set to zero gradient and the normal component is zero (representing a non-porous
surface).
• empty: This value is used for faces perpendicular to directions for which a solution
is not desired (i.e. for 1D and 2D flow).
• totalPressure: With this, a total pressure can be prescribed on the boundary, which
will automatically be used to compute the static pressure. This is useful for compressible and multiphase flows, both of which are beyond the scope of this study.
• inletOutlet: This sets either a fixed value or zero gradient condition depending on
the direction of the flow. This is particularly useful in cases where backflow at an
outflow boundary is expected.

2.4

Solution Methods for the Incompressible Navier-Stokes Equations
With all the robustness of the Navier-Stokes equations comes an equal amount of trou-

ble solving them. Much effort is expended in the incompressible form to determine the
pressure field, which must be done in an indirect manner (called pressure-velocity coupling). This is unlike the compressible form, which can make explicit use of an equation of
state. The following details the PIMPLE algorithm, which is thought of as the most robust
method implemented in OpenFOAM.

2.4.1

PIMPLE Method for Pressure-Velocity Coupling

The PIMPLE algorithm is a unique variation of the PISO method [25]. Here, outer
correction loops, (cycling over a given time step for a number of iterations), and equation
under-relaxation between outer correctors are allowed for stability. If no outer corrector
loops are used, the algorithm is directly equivalent to the PISO method.
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In the momentum predictor step, an intermediate solution of the momentum equation
is obtained by using the pressure field from the previous timestep, i.e.,

~
∂U
~ ) + ∇ · τef f = −∇p
~ n−1
+ (∇ · U
∂t

(2.18)

The above equation is partially discretized within the finite volume method, which results in:
~ = H(U
~ ) − ∇p
~ n−1
AU

(2.19)

where A represents the coefficients of the discretized momentum equation for the owner
~ ) contains off-diagonal coefficients and
cells, or the diagonal coefficients. The term H(U
source terms apart from the pressure gradient, i.e., the transient term and convective/diffusive terms from the previous timestep. The intermediate solution to the momentum
equation is obtained as:

Ũ =

1
~ ) − ∇p
~ n−1 )
(H(U
A

(2.20)

The above velocity field does not satisfy continuity and is based on the previous pressure field. This begs the solution of a pressure field that will lead to a solenoidal velocity
field.
The pressure equation is derived by taking the divergence of the momentum equation.
Consistent with the Rhie-Chow procedure [44], a valid velocity field influenced by a correct
pressure field would be:
18

~
~ =U
~ ? − ∇p
U
A

(2.21)

~ ? = H(Ũ )
U
A

(2.22)

Taking the divergence of 2.21, i.e.,

~ =∇·U
~? −∇·
∇·U

~
∇p
A

(2.23)

~ = 0), a Poisson equation for pressure is obtained:
and honoring continuity (∇ · U

∇·

~
∇p
~ ?.
=∇·U
A

(2.24)

~
In the last step of the solver, the velocity field is updated using Eq. 2.21, where ∇p
is computed based on the pressure obtained from the solution of Eq. 2.24. When using
a number of outer correctors, the pressure may be under-relaxed before being used in the
corrector step (by a factor 0 < αp ≤ 1). This under-relaxed pressure is only applied before
the final outer corrector.
The above coupling is shown in 2.3. As shown, the entire procedure described above
composes one outer corrector loop. If the user decides to utilize more than one loop, the
above will be repeated at the predictor Eq. 2.20 using the pressure field obtained in 2.24
from the previous iteration. This will continue until a convergence level is reached, at
which point the solver will proceed to the next timestep.
19

Figure 2.3

Flowchart of PIMPLE solution procedure used in OpenFOAM. nOuterCorr
is the number of outer corrector loops; and nNonOrthoCorr is the number of
non-orthogonal pressure corrector loops.
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CHAPTER 3
TURBULENCE

3.1

Introduction
The strength in the Navier-Stokes equations lies in their ability to predict even the

smallest temporal and spatial scales in a flow field. Unfortunately, the outright numerical
solution of these equations (commonly referred to as Direct Numerical Simulation or DNS)
requires a fine mesh and data storage beyond current computational abilities. As such,
modeling techniques are commonly employed to avoid the exorbitant expense associated
with direct resolution of the small scales.
Reynolds-averaging [43] gives rise to the Reynolds-averaged Navier-Stokes equations
(RANS). In this method, any instantaneous quantity is decomposed into a sum of mean and
fluctuating parts.
ui = ūi + u0i

(3.1)

The above is substituted into the Navier-Stokes equations. The resulting expression is
averaged based on Reynolds averaging rules [43], which gives

∂ ūi
=0
∂xi
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(3.2)

∂u0 u0
∂ ūi
1 ∂ p̄
∂ 2 ūi
∂ ūi
+ u¯j
=−
+ν
− i j
∂t
∂xj
ρ ∂xi
∂xj ∂xj
∂xj

(3.3)

The final term in Eq. 3.3 is the Reynolds stress or turbulent stress term. In the RANS
approach, this term is modeled by an expression based on the Boussinesq eddy viscosity
assumption [8], where νT (x, y, z) is a (spatially-varying) molecular viscosity-like variable
which relates the turbulent stresses to the mean velocity gradients S ij .

u0i u0j = νT S ij

(3.4)

The RANS approach is regarded as low-order because it produces a mean solution. The
mean flow can either be steady (RANS) or unsteady (from URANS), generally depending
on the inclusion of an unsteady term in the equations as well as the problem studied.
Large eddy simulation (LES) is generally classified as one step below DNS with regard to flow resolution and one step above with regard to computational expense. In LES,
low-pass filtering is used to remove a certain range of small-scales from a solution. The
remaining scales, generally referred to as the ’residual’ scales, are often modeled using a
Boussinesq-like expression. Further details are published in [17].
The hybrid RANS-LES approach is regarded as a compromise to the expense of LES
methods and the lack of resolution given by RANS methods. Quite a few of these models
exploit the fact that the URANS equations and LES equations are closely related, effectively applying a grid dependent parameter to an underlying RANS method to activate
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LES-like expressions in certain regions of the flow. For comparison, the filtered NavierStokes equation is provided below.

∂ ûi
=0
∂xi

(3.5)

∂ ûi ∂ ud
1 ∂ p̂
∂ 2 ûi
i uj
+
=−
+ν
∂t
∂xj
ρ ∂xi
∂xj ∂xj

(3.6)

In the above, ud
i uj is the filtered stress which requires the unfiltered velocity field to be
known. Section 3.3 provides further details on how to deal with this term.
The following describes some of the salient models available in the solver.

3.2

Available RANS Models
Previously mentioned, the Reynolds averaged momentum equation is

∂u0 u0
∂ ūi
1 ∂ p̄
∂ 2 ūi
∂ ūi
+ u¯j
=−
+ν
− i j
∂t
∂xj
ρ ∂xi
∂xj ∂xj
∂xj

(3.7)

The following describes some of the salient RANS eddy viscosity models available in
the solver.

3.2.1

Spalart-Allmaras Model

The Spalart-Allmaras model [53] involves a single transport equation, which solves for
modified turbulent viscosity ν as below:
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∂ ν̃
∂ ν̃
1 ∂
∂
ν̃ 2 cb2 ∂ ν̃ ∂ ν̃
+ uj
=
(ν + ν̃)
+ cb1 S̃ ν̃ − cw1 fw +
∂t
∂xj
σ ∂xk
∂xk
d
σ ∂xk ∂xk
"

#

(3.8)

In SpalartAllmaras.C
tmp<fvScalarMatrix> nuTildaEqn
(
fvm::ddt(nuTilda_)
+ fvm::div(phi_, nuTilda_)
- fvm::Sp(fvc::div(phi_), nuTilda_)
- fvm::laplacian(DnuTildaEff(), nuTilda_)
- Cb2_/sigmaNut_*magSqr(fvc::grad(nuTilda_))
==
Cb1_*Stilda*nuTilda_
- fvm::Sp(Cw1_*fw(Stilda)*nuTilda_/sqr(d_), nuTilda_)
);
The OpenFOAM implementation of the production term cb1 S̃ ν̃ differs from common
versions by the function S̃. This implementation modifies Ω by a factor fv3 , which prevents
a negative production term.
S̃ = fv3 Ω + fv2
Here, fv2 = 1 −

χ
1+χfv1

and fv3 =

(1+χfv1 (1−fv2 ))
.
χ
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ν̃
κ2 d2

(3.9)

Proceeding the solution of the transport equation, the turbulent viscosity is computed
as:
νT = ν̃fv1

(3.10)

nut_.internalField() = fv1*nuTilda_.internalField();

3.2.2

k −  Models

The governing equations for the standard k −  model [27] are described below.

∂k
~ k) − ∇ · (ν + νT )∇k = Pk − /k
+ ∇ · (k U
∂t

(3.11)

∂
~ ) − ∇ · (ν + νT )∇ = (c1 Pk − c2 ) 
+ ∇ · (k U
∂t
k

(3.12)

The turbulent viscosity is determined by
√
Cµ k
νT =


(3.13)

where Cµ = 0.09.
The realizable version introduces modifications to the LHS of the transport equation for
 as below:

LHS = c1 S − c2
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2
√
k + ν

(3.14)

The realizable version [51] also includes a reformulation of the eddy viscosity, where
Cµ becomes a function of the velocity gradients rather than a constant. The modifications
enforce physical constraints true to turbulent flows, such as positivity of normal stresses.
The RNG version of the model promotes accuracy in regions with high strain and swirl
and includes an additional term in the LHS of the  equation:



LHS = c1 −

where η =

!

η
η0
βη 3

η 1−
1+

(Pk − c2 )


k

(3.15)

√
Si jSi jk/.

Other available versions of the model include Launder-Sharma low-Re [30], and both
high- and low-Re versions of the Lien Cubic non-linear model [32]. The Launder-Sharma
version introduces a damping function f2 and a source term E to the  equation; i.e.

!

LHS = c1 Pk − c2 f2



E = 2ννT ∇2 U


+E
k

2

k2 2

f2 = 1 − 0.3e−( ν )

(3.16)

(3.17)

(3.18)

The Lien Cubic low-Re model involves a variation of 3.17, where κ = 0.41 and f2 is
identical to 3.18.
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E = c2 f 2

Cµ0.75 k 0.5

−
?
?2
0.263y
−0.00222y
κy(1 − e
)e
 k

!

(3.19)

√
?

y =

3.2.3

ky
ν

(3.20)

k − ω Models

The k − ω is a general two-equation model [62] which transports the variables k, which
is directly analogous to the k in the k −  framework, and ω. Here,  is re-conceived as the
specific dissipation rate ω.



∂k
~ k − ∇ · (ν + αk ν T ) ∇k = G − β ∗ kω
+∇· U
∂t



∂ω
~ ω − ∇ · (ν + αω ν T ) ∇ω = αS 2 − βω 2 − (F1 − 1) CDkω
+∇· U
∂t

G = 2νT Sij Sij

(3.21)

(3.22)

(3.23)

The shear stress transport (SST) formulation [38] provides the framework for combination of the k − ω and k −  models. Here, k − ω is used in boundary layer/near wall
regions and k −  in the freestream. This formulation covers the weakness of the k − ω
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model in that its effectiveness is highly dependent upon freestream ω boundary conditions.
The following modifications are made:

P̃k = min (G, c1 β ∗ kω)

(3.24)

√
!
#)4 

k 500ν
4αω2 k
,
,
min max
F1 = tanh


β ∗ ωy y 2 ω
CDkω y 2

(3.25)

(


CDkω

"

1 ∂k ∂ω
= max 2αω2
, 10−10
ω ∂xi ∂xi

νT =

α1 k
max(α1 ω, SF2 )

αi = α1 F1 + α2 (1 − F1 )

!

(3.26)

(3.27)

(3.28)

Robertson et al. [47] notes that the OpenFOAM implementation, as described above,
shows reduced predictive quality in the boundary layer of some flows- particularly due to
the absence of damping functions or transition capabilities.

3.3

Available LES Models
Previously mentioned, the filtered momentum equation is:

∂ ûi ∂ ud
1 ∂ p̂
∂ 2 ûi
i uj
+
=−
+ν
∂t
∂xj
ρ ∂xi
∂xj ∂xj
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(3.29)

The filtered stress (ud
i uj ) is modelled following the Boussinesq hypothesis in the available methods described below, requiring a determination of a subgrid-scale or residual eddy
viscosity.

3.3.1

Smagorinsky-Based

The standard Smagorinsky model algebraically defines the residual eddy viscosity and
turbulence kinetic energy as below:

q

νSGS = ck ∆ kSGS

kSGS =

ck 2
∆ 2|S̄ij S̄ij |
ce

(3.30)

(3.31)

In the above, ∆ is the filter width. For all the Smagorinsky-based methods OpenFOAM
adopts the implicit filtering approach, where the grid is assumed to be the filter. Here, ∆ is
defined as a function of mesh element dimensions (as such, it varies spatially in the domain
as ∆(x, y, z)). The simplest and most robust definition is the cube root volume approach,
which takes the cube root of the volume of a computational cell. Another approach is
the max dimension approach, which is simply ∆ = hmax = max(∆x, ∆y, ∆z). This is
thought to be far less optimal, as this computation for tetrahedral elements (unstructured
meshes) can be rather ambiguous. In contrast with explicit filtering, which involves applying a filtering term to the Navier-Stokes equations, implicit filtering is thought of as less
computationally expensive and more applicable to a wider range of mesh types.
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The OpenFOAM implementation may also vary from traditional implementations in
that it does not explicitly define the classical Smagorinsky constant Cs and instead writes it
in terms of the constants Ck and Ce given by Cs = (Ck3 /Ce )1/4 . This is consistent with [35].
The default values of the above coefficients in OpenFOAM are Ck = 0.094 and Ce = 1.048
(which gives Cs = 0.168).
The primary issue with the Smagorinsky model is the definition of Cs , which is problemdependent. In the dynamic method, the default value of Cs is replaced by a dependence on
˜ The test filter is typically
not only the mesh-based filter but also a particular test filter ∆.
˜ = 2∆). The difference in the resolved scales based on
wider than the mesh filter (i.e. ∆
the two filters provides the basis for computing Cs . To prevent large fluctuations in Cs in
certain regions, the function is averaged. Equation A.24 shows this implementation, where
Lij represents the resolved turbulence and Mij is a function that includes the ratio of filter
widths as described in [20].

D

ck = D

Lij Mij

E

Mij Mij
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E

(3.32)

3.4

Available Hybrid RANS/LES Models
The following describes some of the salient hybrid RANS/LES methods available in

the solver, as well as an emerging method (Partially Averaged Navier Stokes) which shows
potential and may be implemented in the future.

3.4.1

Detached Eddy Simulation

Detached eddy simulation (DES) [55] is a general framework in which a RANS model
is modified to switch to a subgrid-scale model-like expression in certain regions. These
expressions are generally activated in the freestream, leaving RANS to near-wall regions.
The most popular RANS model adapted for such a framework is the Spalart-Allmaras
model. In the original SA-DES formulation, the length scale d is replaced by:

d˜ = min(d, CDES ∆)

(3.33)

where CDES is a constant and ∆ is the implicit grid filter. This function effectively produces
a Smagorinsky-like expression away from near-wall regions.
The DES framework may be used with any RANS model which has a defined length
scale of turbulence, as seen in the SA model.
A modification of the SA-DES model (SA-DDES) [54], which alleviates modeled stress
depletion and other limitations (discussed in later sections), involves a re-envisioned length
scale:
d˜ = d − fd max(0, d − CDES ∆)
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(3.34)

where fd is a blending factor which delineates between boundary layer and freestream
regions. A value of fd = 0 renders d = d˜ (which recovers a RANS solution), while fd = 1
returns an LES length scale.
The Improved DDES approach (IDDES) [52] is more robust. IDDES incorporates
wall modelled LES (WMLES) into the DDES approach, addresses issues with log-layer
mismatch by adjusting the resolved logarithmic layer to a modelled layer, and introduces a
more comprehensive LES length scale definition as below:

∆ = min(max(Cw dw , Cw hmax , hwn ), hmax )

(3.35)

The term Cw = 0.15, hwn is the first cell height, and dw is the distance to the wall. The
length scale definition is also slightly different from that in DDES:

d˜ = f˜d d + (1 − f˜d )∆

(3.36)

where f˜d is a function which switches between WMLES and DDES.

3.4.2

Scale-Adaptive SST

The scale-adaptive version of the SST RANS model (SST-SAS) includes an additional
production term, PSAS , in the ω transport equation of Eq. The PSAS term provides the
specific dissipation rate in near-unsteady regions, and is as below:

s

PSAS = FSAS max ζ̃ 2 κS

2

!

!

L
2
1 ∂ω ∂ω 1 ∂k ∂k
−
max
,
,0
LvK
αk
ω 2 ∂xj ∂xj k 2 ∂xj ∂xj
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(3.37)

where FSAS = 1.25. Robertson et al. [47] shows that adequate unsteady flow prediction
is difficult to attain using the SAS model implementation in OpenFOAM.

3.4.3

Emerging Methods Not Implemented

The Partially Averaged Navier-Stokes approach [21] is based on the so-called portability hypothesis, which states that a model should approach RANS for large scales and DNS
for smaller scales. In PANS, conditional averaging is applied based on a filter controlled by
the ratio of unresolved-to-total kinetic energy and unresolved-to-total dissipation. As such,
PANS can be thought of as a general framework which can have several derivatives based
on the choice of an underlying RANS model. The filters are simply:

fk =

u
ku
, f =
k


(3.38)

where ku and u represents the unresolved turbulence kinetic energy and dissipation, respectively. In the above, fk = 1 returns pure RANS while fk = 0 returns DNS.
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CHAPTER 4
VALIDATION OF OPENFOAM

4.1

Grids and Boundary Conditions
The grids, domains and boundary conditions used for the validation cases are shown in

Fig. 4.1, and summarized below.
For the sphere case, a C-H type structured grid was generated in an azimuthal plane,
which was then axisymetrically rotated to generate a 3D domain. A set of four grids were
systematically refined to obtain the set 448K, 1.3M, 5.6M, and 11M. A structured type
was chosen, as they are generally less numerically dissipative than unstructured grids- an
example of which has been provided by Shanker et al. [50] for the same case. All grids have
near-wall resolution with y + < 1, and non-orthogonal quality θ < 57◦ across the entire
set. An inlet condition is specified for the entire outer domain, a zero-gradient boundary
condition was applied for the outlet, and the direct-wall boundary condition was applied at
the sphere surface.
For the delta wing, two unstructured meshes consisting of 4M and 7M cells were generated in a rectangular domain. Both were obtained using the SolidMesh solid modeling and
unstructured grid generation system [19]. The mesh consisted of body-fitted prism layers
in the boundary layer and tetrahedral cells elsewhere. For the finest grid, the near wall grid
resolution showed maximum y + = 0.32 and 1.2, respectively. The grids are mostly orthog34

onal with averaged θ = 9.2◦ with some highly non-orthogonal cells of θ = 83◦ present
at the sharp leading and trailing edges. An inlet boundary condition was specified at the
Xmin, Y min, Zmin and Zmax planes. To create the flow at angle-of-attack, an oblique
flow emanating from the Xmin and Y min planes was specified. A zero-gradient outlet
boundary condition was specified at Xmax and Y max planes. A direct-wall boundary
condition was applied on the wing surface.
For the SUBOFF, an unstructured mesh consisting of 11M cells was generated within
a rectangular domain. The grid consists of a combination of hexahedral and polyhedral
cells and prism cells in the near-body and wake refinement zones. The near wall spacing
for the grid was averaged and maximum y + = 223 and 569, respectively. The grids are
mostly orthogonal, with averaged and maximum θ = 6.3 and 65.2, respectively. An inlet
boundary condition was specified both at Xmin, Y min, Y max, Zmin and Zmax planes.
A zero-gradient outlet boundary condition was specified at Xmax plane. To account for
the coarseness of the mesh in the wall-normal direction, wall-function boundary conditions
were applied.

4.1.1

Turbulence Boundary Conditions

For closure, the SA-DDES model is used for all three test cases. Spalart et al. [56] notes
that the selection of boundary conditions (particularly at inflow boundaries for aerodynamic
calculations) is often ambiguous and leads to a wide range of physically dissimilar solutions. This is particularly due to the propensity of variable decay observed when using most
one and two-equation RANS models. He notes several effects of incorrect and overzeal35

Figure 4.1

Domain and boundary conditions (LEFT panel) and view of the grid in X-Z
plane (RIGHT panel) for (a) sphere (b) delta wing, and (c) SUBOFF.

ous inflow turbulence variable conditions: (1) the corruption of boundary layer prediction
by high ambient turbulence (i.e. large values of high modeled TKE), (2) hard-wired eddy
viscosity ratio ( ννT ) limiters which routinely ruin free-shear simulations in aerospace applications, and (3) incorrect decay of turbulence variables in large domains. The following
conditions recommended by [56] are applied:
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4.2

ν̃∞ = 5ν

(4.1)

ν̃wall = 0.

(4.2)

Flow Past a Sphere at Re = 10,000
As depicted in Fig. 4.2, the flow past a sphere is characterized by a turbulent wake of

unsteady vortex shedding that persists for a large distance downstream. This shedding is
largely fed by the detached boundary layer, which separates from the sphere forward of
the meridian. The interaction between the separated shear layer and the freestream flow
manifests a Kelvin-Helmholtz-type instability in which low pressure ”rollers” (which are
actually periodic circular rings in 3-dimensional space) can be identified 4.2c. The averaged
solution shows two primary steady recirculation bubbles attached to the leeward side of the
sphere, as shown in Fig. 4.2b. These predictions also show secondary circulations attached
to the sphere close to separation as shown in Fig. 4.2d. Physical experiments have shown
that such secondary (and even tertiary) separations are possible for bluff-body flows.

4.2.1

Integral Quantities

Predictions show a mean drag of CD = 0.393 on the 11M grid, which is comparable
on the low end to the benchmark DES results and slightly under predictive compared to
benchmark DNS results [48]. The results are 4.3 lower than FLUENT predictions [47],
and compare within 1.7% of the experimental data [2]. Viscous drag accounts for about
7-8% of the total drag, consistent with those reported in the benchmark DES results [11].
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(a)

(b)

(c)

(d)

Figure 4.2

Qualitative flow features for sphere. (a) Instantaneous velocity magnitude; (b)
averaged steady recirculation bubble w/ mean pressure contours; (c) instantaneous pressure field; (d) instantaneous streamtrace.
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This is also comparable to experimental data, for which a 5-6% contribution was reported.
Boundary layer separation starts at 84.5◦ (from the aft diameter location) which is 2.7%
upstream of the experimental value of 82 − 82.5◦ .
The experimental CP profile in Fig. 4.3b shows a peak at the leading edge stagnation
point at azimuthal angle φ = 0◦ . Further away, pressure decreases as φ increases. A
minimum value is obtained around φ = 70◦ , and almost uniform pressure for φ > 80◦ . The
OpenFOAM results are in good agreement with the FLUENT predictions. The OpenFOAM
results compare very well with the experimental data up to φ = 80◦ , but are slightly over
predictive in the uniform pressure region.
The experimental Cf profile in Fig. 4.3a shows a friction peak around φ = 55◦ , where
flow acceleration in the favorable pressure gradient dominates. Experiment shows an almost uniform distribution in the post-separation region, i.e., φ > 85◦ . Both the OpenFOAM
and FLUENT predictions show this peak at φ = 50◦ , which is reasonably close to experimental data. The OpenFOAM predicts lower skin friction than FLUENT in post-separation
region. The OpenFOAM results compare well with experiments for φ < 50◦ , are about 10%
under predictive for 50◦ ≤ φ ≤ 70◦ , and slightly over predictive in the windward region.
FLUENT performs better than OpenFOAM in the 50◦ ≤ φ ≤ 70◦ region, but is slightly
over predictive compared to experimental data for 30◦ ≤ φ ≤ 50◦ .

4.2.2

Wake Profiles

The mean velocity profiles at x/D = 0.6 and 1.2 aft of the sphere are compared with
DNS, benchmark DES and FLUENT results in Fig. 4.4. Note that DNS results are avail39

(a)

(b)

Figure 4.3

Surface pressure and skin friction and profiles compared with FLUENT DDES
and experimental data.
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able only for x/D = 1.2. All profiles represent the sharp velocity gradient present in the
detached shear layer, which exists anywhere between r/D = 0.5 − 0.6 at these stations.
The FLUENT and OpenFOAM results agree very well with each other. The OpenFOAM
coarse grid results compare reasonably well with benchmark DES results on 900K grid,
and the fine grid results agree well with DNS. This suggests a strong correlation between
accurate wake velocity prediction and grid resolution.
Resolved TKE (kR ) predictions at x/D = 0.6 and 1.2 aft of the sphere are compared
with benchmark DNS and DES results in Fig. 11. At x/D = 0.6, both OpenFOAM and
DNS show a high energy peak at r/D = 0.55, which is due to high turbulence in the
detached shear layer. A similar peak is not present in the benchmark DES result. This
is likely because of the coarse grid resolution in the benchmark DES. OpenFOAM over
predicts the centerline TKE at x/D = 0.6, but shows better agreement with DNS at x/D =
1.2.

4.2.3

Frequency Analysis

As illustrated in Fig. 4.2, the detached shear layer is a prominent flow feature around
a sphere. Experiments by Sakamoto et al. [49] and Kim et al. [28] show that, above
Re > 103 , there exists two modes of instability in the shear layer: (1) the low-frequency
mode associated with large-scale instabilities in the wake, and (2) a higher frequency mode
associated with the small-scale instability of the separating shear layer. Sakamoto et al.
reports a value of St ≈ 0.195 for the low-frequency mode and StSL ≈ 2.3 for the highfrequency mode. Benchmark DNS [48] agrees with [49] for the St, but predicts a much
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(a)

Figure 4.4

(b)

Wake profiles at (a) x/D = 0.6 and (b) x/D = 1.2. For each profile, r/D = 0
corresponds to a location at the wake centerline.
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(a)

Figure 4.5

(b)

Resolved TKE (kR ) predictions at x/D = 0.6 and 1.2
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lower StSL ≈ 1.77. Achenbach [3] reported a single St ≈ 0.15 from a hot-wire technique,
and failed to detect the existence of a higher-frequency mode.
To verify, the Lomb periodogram technique was used to compute the spectra of the
velocity fluctuations in the detached shear layer. From these, an attempt to point out three
dominant frequencies mentioned in [48] is performed: (i) due to shrinkage and enlargement
of recirculation bubble; (ii) large-scale wake oscillation due to vortex shedding; and (iii)
shear-layer separation instability. Values (i-iii) are in increasing order of frequency. The
lowest (i) corresponds to a very low frequency phenomenon and requires a lengthy data
sample. The present sampling period encompasses 30 vortex shedding periods of instability
(ii). This is sufficient to capture approximately 5 shrinking/enlargement cycles of instability
(i) and around 260-270 cycles of instability (iii). The sampling frequency is once per
timestep. Figure 4.7 illustrates the full spectrum.
The shrinkage and enlargement frequency is 0.048 Hz, compared to 0.033 from DNS
[48]. The large-scale wake oscillation frequency is approximately 0.2 Hz, a result that is
also seen from the spectrum of CD history (4.6a). Determination of the third frequency is
less clear- the higher frequencies in the spectrum are not as energetic. Sakamoto et al. [49]
reports that this higher mode begins to vanish up to Re = 6 × 104 . DNS [48] reports the
third mode as having a frequency of 1.77 Hz, which is slightly observable in the present
results. An additional spectral analysis of pressure fluctuations in the shear layer (Fig. 4.6b)
reveals a higher-frequency third mode of 2.29 Hz, which is more comparable to [49].
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Figure 4.6

FFT of CD history (a) and (b) pressure in the detached shear layer.

Figure 4.7

Energy spectrum on 11M grid for transverse velocity fluctuation v at location
in separated shear layer.

4.3

Vortical Flow Over Delta Wing at Angle of Attack
Flow over a slender body like a delta-shaped wing at an angle of attack can be catego-

rized by the following flow regimes [16]: (a) attached flow without vortex formation at low
angles of attack 0 − 4◦ ; (b) separated vortical flow without vortex breakdown for 4 − 20◦ ;
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(c) separated vortical flow with vortex breakdown for 20 − 40◦ ; and (d) separated deadwater flow at very high angles of attack 40 − 90◦ . In this study, simulations are performed
for φ = 18◦ and 23◦ , which lie in the regimes (b) and (c), respectively. The validation
focuses on the comparison of the surface pressure coefficient with FLUENT results and
experimental data [29]. Overall flow features, including an analysis of turbulent structures,
are examined to understand the vortex breakdown phenomenon. The results have been
presented in detail in [45], and are summarized here with key figures.

4.3.1

Overall Vortical Structures and Vortex Breakdown Analysis

Flow predictions for both α = 18◦ and 23◦ show two primary vortices originating at
the apex of the wing. The vortical structures are idenfitied using isosurfaces of normalized
Q-criterion [24]. The OpenFOAM RANS predictions show that the apex vortices expand
steadily downstream, whereas the DDES predicts a bubble-like structure before descending into a spiral burst mode as shown in Fig. 4.8. Note that (based on experiment) vortex
breakdown is not expected for α = 18◦ regime, though CFD submissions to the VFE-2
project also showed similar predictions. The position of breakdown moves towards the
apex of the wing as angle of attack increases, i.e., breakdown occurs at ξ ≈ 0.71 and 0.55
(ξ = x/c) for α = 18◦ and 23◦ cases, respectively. Robertson et al. [45] shows that using
both RANS and DDES models in FLUENT produces steady vortices with no breakdown.
Further analysis of these results reveals that the model does not switch to LES mode in the
vortex core and the resolved turbulence is not predicted. Inability of DES/DDES models
in triggering resolved turbulence has been reported previously in literature [6]. However,
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considering the discrepancies in OpenFOAM and FLUENT predictions, which have very
similar numerical methods, the difference could be due to differences in numerical implementation. One such difference is the addition of f v3 to production term in the OpenFOAM
implementation (refer to discussions in [45]).

(a)

Figure 4.8

(b)

(a) Isosurfaces of Q = 2 for α = 18◦ and (b) α = 23◦

This study identifies that the primary feature associated with vortex breakdown is a
complete decay in axial flow momentum due to a strong adverse pressure gradient as shown
in Fig. 4.9. This is followed by a reversal of axial flow, a hallmark of which being a
change in sign of axial vorticity in the core as pointed out by Ludweig [34]. The physical
characteristics of the vortex breakdown phenomenon are summarized below.
1. Steady Regime, ξ = 0 − 0.45: Full formation of vortex in steady flow, fed by shear
layer roll-up from underside of wing which begins at wing apex. Axial momentum
increases, then begins to decay near ξ = 0.4 − 0.45.
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2. Transition, ξ = 0.45 − 0.55: Vortex expands into bubble structure. Axial momentum
continues to decay, and flow becomes turbulent.
3. Breakdown Onset, ξ = 0.55: Angular direction of axial core flow has reversed and
breakdown begins. Vorticity in core has changed sign. Shear layer roll-up (hook
structure emanating from wing edge) continues to feed vortex.
4. Helical mode, ξ > 0.55: Resolved TKE surges due to increased normal stresses in
vortex core. The normal stresses further evidence deformation and breakdown (from
stretching/elongation) of the vortex.

Figure 4.9

Progression of vortex up to and after breakdown in OpenFOAM predictions
for α = 23◦
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4.3.2

Validation of Surface Pressure Distributions

Figures 4.10 and 4.11 compares OpenFOAM DDES mean surface Cp predictions at
streamwise locations along the wing with experimental data and FLUENT-DDES results
for α = 18◦ and 23◦ cases.
For α = 18◦ , OpenFOAM predictions compare reasonably well with experimental data
up to ξ = 0.6. However, at ξ = 0.8 OpenFOAM under predicts the suction peak by 30%
compared to experiment. Note that this is because experiments do not show breakdown in
this regime. The difference could also be partly due to the presence of the support sting in
the experiments, which are not included the CFD. FLUENT predictions are comparable to
OpenFOAM up to ξ = 0.6, over predict the peak value at ξ = 0.6 by 17-20% compared
to both experiments and OpenFOAM, and performs better than OpenFOAM for the peak
predictions at ξ = 0.6. FLUENT predictions also show that the peak is slightly shifted
outboard compared to both experiment and OpenFOAM.
For α = 23◦ , OpenFOAM predictions show reasonable agreement with experimental
data up to ξ = 0.4. Further downstream, OpenFOAM significantly under predicts the
suction peak. FLUENT shows reasonable agreement with experimental data for this case,
but with a peak shifted slightly outboard.

4.3.3

Frequency Analysis

The Lomb periodogram technique was used to compute the spectra of the velocity fluctuations in the vortex core. Only the results computed for α = 23◦ are discussed. The
spectrum shows a dominant frequency of 2.1-2.2 Hz close to the breakdown location. In
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Figure 4.10

Mean pressure coefficient profiles along the spanwise direction predicted for
α = 18◦ case using DDES at streamwise locations: (a) ξ = 0.2, (b) ξ = 0.4,
(c) ξ = 0.6, (d) ξ = 0.8, and (e) ξ = 0.95 are compared with experimental
data.

the post breakdown region ξ > 0.55, the product of the dominant frequency and the distance from the vortex breakdown location is a relatively constant value of ≈ 1.2 − 1.25,
which is consistent with Gursul [22].
Overall, results show that RANS fails to predict vortex breakdown, whereas DDES succeeds, consistent with studies available in literature. Furthermore, OpenFOAM is able to
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Figure 4.11

Mean pressure coefficient profiles along the spanwise direction predicted for
α = 23◦ case using DDES at streamwise locations: (a) ξ = 0.2, (b) ξ = 0.4,
(c) ξ = 0.6, (d) ξ = 0.8, and (e) ξ = 0.95 are compared with experimental
data.

predict vortex breakdown, whereas FLUENT fails to do so. The difference in the OpenFOAM and FLUENT vortex breakdown predictions could be due to differences in turbulence source term modeling, which needs to be further investigated. The study shows that
the vortex breakdown is associated with a decay in axial flow momentum in the vortex core,
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(a)

(b)

Figure 4.12

(a) Energy spectrum of vertical velocity fluctuation v 0 at ξ = 0.8 in vortex core showing prominent frequency; (b) variation in prominent frequency
times distance from designated breakdown location (both for α = 23◦
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and increase in turbulence in the breakdown region. OpenFOAM over predicts the adverse
pressure gradient in the breakdown region with respect to experiment. OpenFOAM shows
an average E = 15.6% and 30.1% for the suction peak predictions in the breakdown region for α = 18◦ and 23◦ regimes, respectively. The large errors are probably due to DES
modeling issues as identified in literature [59].

4.3.4

Turbulence Kinetic Energy Budget

The turbulence kinetic energy (TKE or k) is the kinetic energy associated with turbulent
fluctuations, where k = 12 u0j u0j . The TKE in a flow is produced, transported, and dissipated
as described by the following transport equation [23].

1 ∂u0i p0 1 ∂u0i u0j u0j
∂ 2k
∂ui
Dk
=−
−
− u0i u0j
+ν 2 −
Dt
ρ ∂xi
2 ∂xi
∂xj
∂xj

(4.3)

The term on the l.h.s. is the mean flow convective derivative and governs the convective
transport of TKE. The first two terms on the r.h.s. describes the diffusion of turbulent
energy, the first being due to pressure and the latter due to velocity fluctuations. The third
term governs the production of TKE due to mean flow gradients (i.e. between shear layers),
while the final two terms represent the molecular viscous transport and dissipation of TKE
(respectively). The molecular viscous transport term is generally negligible in magnitude
away from the wall and is neglected in our discussion. Since mesh element sizes near the
Kolmogorov scale are required to adequately gain a full picture of the dissipation of energy
into heat governed by the dissipation term, a 1-equation model is used [61].
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 = 0.1643 ∗ k 3/2 /d˜

(4.4)

Figure 5 shows the spatial evolution of the TKE budget in the vortex core. The position
of the core at each station sampled is determined by selecting the point of lowest mean
pressure. Negative values indicate a loss of TKE away from the core due to any of the
transport phenomena; positive ones indicate the opposite. The following describes each
term.

Figure 4.13

Turbulence kinetic energy budget in the vortex core for α = 23◦ .
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4.3.4.1

Advection

The advection curve shows activity inside the transition region (ξ = 0.45 − 0.55) and
shows a negative peak at ξ = 0.5. This feature is associated with mean flow transport of
fluctuations. The component k∂1 ū1 (streamwise advection) is 85-90% of the total. The
curve shows some oscillatory behavior aft of ξ = 0.5 and levels off downstream.

4.3.4.2

Pressure Diffusion

The pressure diffusion curve shows activity between ξ = 0.45 − 0.65. The streamwise
component ∂1 u01 p0 composes 65-75% of the total between ξ = 0.45 − 0.55, indicating a
strong correlation between the streamwise pressure gradient and streamwise velocity fluctuations. Aft of ξ = 0.5, the vertical and lateral terms are roughly 20 and 70%, respectively,
indicating a strong redistribution of fluctuations into the core.

4.3.4.3

Turbulence Production

The production curve shows prominence inside the bubble structure, particularly between ξ = 0.45 − 0.5 and peaks around ξ = 0.55. Recall that the division of subcore
and outer-core was determined to have occurred at this peak. Here, the vortical flow has
reached some critical state at the peak of transfer of energy from the mean flow into turbulent fluctuations as indicated by the production term. This is particularly due to the loss
of axial flow momentum driven by the adverse pressure gradient. This loss of momentum
corresponds with increased velocity gradients in the bubble, leading to increased shear and
greater turbulent fluctuations.
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4.3.4.4

Turbulence Diffusion

The turbulence diffusion term shows oscillatory behavior in the breakdown region,
showing peaks at ξ = 0.55, 0.6, and 0.65. This can possibly be linked to the spatially
periodic nature of the helical mode of breakdown. The component ∂1 u01 u0j u0j appears to
dominate the term between ξ = 0.5 − 0.55 (approximately 60% of total) indicating strong
redistribution of the normal stresses by streamwise fluctuations up until the onset of the
helical mode. At ξ = 0.6, the vertical term ∂3 u03 u0j u0j is 75% of the total, while at ξ = 0.65
the lateral term becomes 60%.

4.4

Flow Over SUBOFF Geometry
As discussed by Fureby [17], flow over the SUBOFF geometry involves a horseshoe

vortex system emanating from the sail-hull juncture, vortices trailing the edge of the sail
cap, a sail wake, and an interaction between the sail wake with vortices emanating from the
fins. The vortical structures predicted by SST and DDES using OpenFOAM and FLUENT
[6] are shown in Fig. 4.14 using isosurfaces of normalized Q-criterion. In both the solvers,
SST predicts steady sail cap and fin vortices, which decay very rapidly after inception.
On the other hand, DDES predicts small-scale resolved turbulence superimposed over the
mean structures. The sail cap vortex and sail wake are predicted all along the hull, and they
interact with the fin vortices.
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Figure 4.14

Isosurfaces of Q-criterion (Q = 100) obtained for SUBOFF simulation using
(a) SST and (b) DDES, and using (c) Fluent-SST and (d) Fluent-DDES.
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4.4.1

Integral Quantity Distribution

The mean Cf and Cp distribution at the center plane (z/L = 0) on the hull is compared
in Fig. 4.15 - 4.16 with experimental data [14] and FLUENT-SST and -DDES predictions
[6]. The pressure distribution shows expected high values at the bow, and at the sail and
fin leading edge stagnation regions. Pressure deficits are seen at the sail cap, the rear of the
sail, and in the tail region where the hull tapers off. The predicted pressure distribution does
not show significant dependence on turbulence model, and both OpenFOAM and FLUENT
appear to predict the distribution well when compared with the experimental data.
The experimental Cf distribution shows peak values on sail and fin surfaces. The values
decline towards the leading edge, are almost uniform on the hull, and show a decline after
x/L = 0.8 due to tapering of the hull. The CFD results show a significant variation in the
prediction. Among all the results, FLUENT-DDES performs the best, especially for the
prediction of peak Cf on the sail and fin caps. However, the peak values are significantly
lower than that in the experiments, which can be partly due to the use of wall function grids.
FLUENT-SST results are similar to the FLUENT-DDES results, except that the model fails
to correctly capture the Cf peaks. OpenFOAM-SST results are qualitatively similar to
FLUENT-SST results, but with higher Cf values throughout. OpenFOAM-DDES results
on the other hand show lower Cf values, especially towards the leading edge, and predict a
poor profile on the sail and fin caps.
It must be noted that OpenFOAM results show a sharp drop in Cf at x/L = 0.6. The
FLUENT results also show a topological kink at the same location, but with lower amplitude. A further investigation showed that the kink arises due to abrupt change in cell
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Figure 4.15

Surface pressure profile at centerline Y = 0 plane for SUBOFF OpenFOAM
simulations using SST and DDDES are compared with Fluent results and
experimental data.

Figure 4.16

Skin friction profile at centerline Y = 0 plane for SUBOFF OpenFOAM simulations using SST and DDDES are compared with Fluent results and experimental data.
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geometry, which causes a significant distortion in near wall flow field. Thus, the error is
classified as being due to poor grid quality, where FLUENT seems to be less sensitive to
such imperfections than OpenFOAM. For the delta wing case and BFS cases, OpenFOAM
was found to be unstable for hybrid (hexahedral-tetrahedral) meshes with a high degree
of skewness (θ > 85), with solutions consistently divergent in regions close to the flow
separation. However, such a grid showed a discernible increase in robustness when using FLUENT. Future studies should focus on the feasibility of meshes with less than ideal
topological element quality in OpenFOAM.

4.4.2

Wake Profiles

The averaged streamwise velocity predictions at the propeller plane in Fig. 20 show
a clover-shaped large velocity deficit in the boundary layer in between the fins; deficits
behind the fins and on the sail side due to the sail wake; and a V-shaped high-speed carving. The clover shaped pattern in between the fins, which is due to turbulent flow mixing
generated by the fin vortices, and the V-shaped carving is due to the influence of the sail
horse-shoe vortex at the propeller plane [6]. Both the SST and DDES predictions capture
the clover shape pattern well, but the low velocity inside the clover shape is lower than that
in the experiment.
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CHAPTER 5
DYNAMIC HYBRID RANS/LES METHODOLOGY

5.1

Introduction
As previously discussed, the hybrid RANS/LES approach produces a model for the

turbulent stresses such that they selectively act as either Reynolds or subgrid-scale (LES)
stresses based on certain criteria. Among such umbrella approaches discussed is the DES
approach, which modifies an underlying RANS model to become dependent on the computational mesh. This transforms the equations to LES-like expressions in regions away
from the boundary layer, effectively producing a hybrid method. Regardless of thorough
modifications made throughout the years (recall DDES and IDDES, specifically), the hybrid RANS/LES community at large still find several faults and inadequacies in the DES
method.

5.2 Limitations of Current Hybrid Methods
5.2.1 Modeled Stress Depletion and Log-Layer Mismatch
Bhushan et al. [7] identifies the following limitations facing the DES method: (1) sensitivity to grid resolution in transition regions, which leads to the phenomenon of modeled
stress depletion (MSD) or delayed breakdown in separated shear layers, (2) reduced accuracy relative to the LES method, and (3) log-layer mismatch.
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MSD occurs when LES mode is activated in boundary layer regions where resolved
fluctuations are absent. This phenomenon can be characterized by the reduction of turbulent
viscosity from RANS levels to LES levels without an accompanying increase in resolved
fluctuations. It follows that boundary layer prediction when this occurs is inaccurate, which
may lead to non-physical/unwarranted separation.
Delayed-DES (DDES) serves as a modification of the original method, addressing MSD
by enforcing RANS in the boundary layer. Unfortunately, the DDES method does nothing
to address log-layer mismatch and is still prone to delayed breakdown in separated shear
layers. Improved DDES (IDDES) models modify model constants near the wall to alleviate
the log-layer mismatch problem, but its effect is not complete.

5.2.2

Reliance on Shared Eddy Viscosity Parameter

Bhushan et al. makes the case that current HRL models are limited due to the fact that
they utilize the turbulent viscosity parameter to simultaneously represent the Reynolds and
subgrid-scale stresses. Considering the fact that a so-called RANS turbulent viscosity is
generally always larger than a subgrid scale turbulent viscosity (due to the fact that these
are two conceptually different parameters, for example), it seems illogical to do so. They
deem this untenable, and propose the dynamic HRL method (DHRL) as an alternative.

5.2.3

DHRL Approach

The DHRL method effectively allows the natural separation of the Reynolds and subgridscale stresses. The derivation of the method begins by decomposing the instantaneous ve-
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locity field ui into three components- Reynolds-averaged ūi , resolved fluctuating u00 , and
unresolved fluctuating u0 such that:

ui = ūi + u00 + u0 .

(5.1)

By Leonard [31], the filtered stress discussed in chapter 3 can be thought of as:

R
ud
i uj = τij + ûi ûj

(5.2)

where τijR is the residual stress and û is the resolved velocity. Substituting Eq. 5.1 into
the above gives a new expression for ud
i uj :

!

ud
i uj =

0 0
ud
u

i j

+

ûd
û

i j

− ûi ûj

(5.3)

The first term on the R.H.S. is equivalent to the Reynolds stress. The second term is
modeled as a linear function of the subgrid stress following scale similarity methodology
[4]. The Reynolds stress is scaled accordingly as:

βτijSGS + ατijRAN S

(5.4)

It is assumed that both α and β are complementary, and thus the residual stress can be
modeled as a weighted average of both the Reynolds and subgrid-scale stresses:

SGS
ud
+ ατijRAN S
i uj = (1 − α)τij
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(5.5)

Determination of the local weighting coefficient α is roughly similar to the dynamic
coefficient evaluation of Lilly [33]. Assuming the Reynolds and resolved stresses are uncorrelated in transition:
τijRAN S − τ¯ij = u00i u00j

(5.6)

0 0
where τ̄ij = ud
i uj − ûi ûi .

Combining 5.5 and 5.6 and taking the scalar product of the result with the average
rate-of-strain tensor gives an expression for the weighting coefficient α:

α = (u00i u00j S ij )/(τijRAN S S ij − τijSGS S ij ).

(5.7)

The numerator in the above equation represents production of energy in the resolved
scale, and is known as the resolved turbulent production (RTP). The denominator is a balance between the production of energy predicted by the RANS model and the mean component of the subgrid-scale energy production. Each term has units of power per unit mass
(m2 /s3 ). In practice, α is limited to exist on 0 ≤ α ≤ 1. In the above formulation, a value
of α = 0 indicates regions with no resolved fluctuations (activating pure RANS mode). As
production from resolved fluctuations increase, the RANS contribution reduces and transitions the method to LES mode. This mode naturally exists in regions represented by
intermediate values of α. When resolved fluctuations dominate, α becomes 1 and recovers
pure LES production.
A major strength of the DHRL method is that the evaluation of the function α is independent of the models used to define either of the RANS or LES stresses, which allows for
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any future model developments in RANS or LES. The coefficient evaluation also avoids
any explicit dependence on the computational mesh, instead transferring this dependence
directly upon the choice of LES model.
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CHAPTER 6
NUMERICAL IMPLEMENTATION OF DHRL

6.1

Introduction
The robustness of OpenFOAM with regard to implementation of user-defined models

has been previously discussed. OpenFOAM is a C++ framework and incorporates a large
majority of the capabilities of the language. This section goes into some detail about the
actual implementation of the DHRL method. Here, several RANS and LES model combinations are devised: k − ω SST with the Smagorinsky-Lilly model, k − ω SST with
Smagorinsky-Germano, and k − ω SST using the MILES approach. A general workflow
for the implementation of these models is as follows:
1. Create a working directory which includes the source (*.C) and header (*.h) file. The
programmer may elect to make use of an existing turbulence model source code as a
template.
2. Define pertinent computations in the source file. Declare variables and their respective types in the header file.
3. Compile into a library (*.so).

This method is efficient and portable- the user can simply compile several versions of
the model into a single library, and thus easily redistribute to multiple users. For instance,
the three implementations discussed below have been compiled into a library ”DHRL.so”,
which is the only file necessary for a secondary user to have DHRL capabilities.
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In this implementation, the meaning of the α coefficient is inverted such that α = 1
refers to pure RANS and α = 0 to pure LES. This choice is simply a matter of preference
and does not effect the solution provided the programmer ensures that blending is properly
implemented.

6.2

A Prerequisite For New Turbulence Models
The momentum equation in a given flow solver (i.e. pimpleFoam) is written in a certain

way which remotely calls for the effects of the user-specified turbulence model:
tmp<fvVectorMatrix> UEqn
(
fvm::ddt(U)
+ fvm::div(phi, U)
+ turbulence->divDevReff(U)
);
In the above, the line turbulence→ divDevReff(U) indicates that the solver gets this
term from the source of the user-specified turbulence model. In this case, the solver will
be looking in the DHRL source code for the value divDevReff(U)- which is the divergence
of the combined laminar and turbulent stresses. At runtime, this value belongs to the data
structure turbulence in memory, and the arrow operator is a dereference operator which
calls for the actual value of divDevReff(U) and not its memory address. The developer must
also note that divDevReff(U) (generally seen in RANS model codes) and divDevBeff(U)
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(which is generally seen in LES model codes) occupy the same memory space- it does not
matter which one the solver calls.
Keeping the above in mind, the developer should note that his or her custom turbulence
model should be built around properly computing and passing divDevReff(U) or divDevBeff(U).

6.3

Facilitating Field Input/Output
The following is an example of how to initialize input/output fields. Below is an exam-

ple of the definition of the α field. The character ’a’ is chosen to avoid conflicts with the
’alpha’ used in multiphase solvers.
a
(
IOobject
(
"a",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("a", dimless, pTraits<scalar>::zero)
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),
Here, IOobject is a class. This class is a central part of the OpenFOAM framework- it
defines the attributes of an object and facilitates stream input/output.
1. ”a” is a string which defines the file name of the field output.
2. runTime.timeName() tells the code to output the field at the user-specified ”runTime.”
3. mesh facilitates communication between the solver and mesh data.
4. IOobject::NO READ is a read-option and tells the solver that this field does not have
to be present at the beginning of the run. In other words, this boolean states that the
user does not have to give initial conditions and that the field will be output at the
first write interval.
5. IOobject::AUTO WRITE is a write-option and tells the solver that the field is to be
written automatically at each write interval.
6. dimensionedScalar(”a”, dimless, pTraits(scalar)::zero) gives a type, dimensions,
and an initial value to the field. Here, the field is defined as a scalar, as ”dimless” (as
non-dimensional), and with a value of scalar zero. The programmer should note that
if ”NO READ” is specified as a read option, then an initial value must be given. If the
read option ”AUTO READ” is specified, then this line can be removed completely.

6.4

Deviatoric Part of Effective Stresses
For a general eddy viscosity LES model, the effective (combined laminar and turbulent)

deviatoric stress is:
tmp<volSymmTensorField> GenEddyVisc::devBeff() const
{
return -nuEff()*dev(twoSymm(fvc::grad(U())));
}
The term ”nuEff()” is the effective (combined laminar and turbulent) viscosity. In a
general RANS method, this only differs by the determination of the turbulent viscosity by
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a RANS model. The terms ”dev” and ”twoSymm” are functions, where ”dev()” returns
the deviatoric part of any tensor and ”twoSymm()” returns twice the symmetric part. The
above term is NOT passed to the solver- it is actually only used to compute wall shear
. See Section A.3 for further details.
stress, where τw = νef f ∂U
∂y
In the DHRL method, this term is blended between RANS and LES for posterity, naturally with α as the blending coefficient.
-nuEff()*((1-a)*dev(twoSymm(fvc::grad(U_))) +
a*dev(twoSymm(fvc::grad(Uavg))))

6.5

Divergence of Effective Stresses
As previously discussed, the momentum equation in the pimpleFoam solver is defined

as:
tmp<fvVectorMatrix> UEqn
(
fvm::ddt(U)
+ fvm::div(phi, U)
+ turbulence->divDevReff(U)
);
The term divDevReff(U) necessitates the computation of the divergence of the effective
stresses. For demonstration, for a general eddy viscosity model this is defined as:
tmp<fvVectorMatrix> GenEddyVisc::divDevBeff
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(volVectorField& U) const
{
return
(
- fvm::laplacian(nuEff(), U) fvc::div(nuEff()*dev(T(fvc::grad(U))))
);
}
where nuEff() = ν + νSGS . In the DHRL method, the above is blended using the α coefficient.
tmp<fvVectorMatrix> DHRLSmagorinskySST::divDevBeff
(volVectorField& U) const
{
return
(

- fvm::laplacian(nu() + (1-a)*nuSgsL, U)
- fvc::div((nu() + (1-a)*nuSgsL)*dev(T(fvc::grad(U))))
- fvc::div(a*nuSgsR*dev(T(fvc::grad(Uavg))))

);
71

}
The result is passed to the momentum equation, providing it with the computed divergence of the effective stresses.

6.6

Providing an Averaged Velocity Field for the Reynolds Stresses
Separating the Reynolds and subgrid stresses also necessitates simultaneous storage of

both the instantaneous and averaged velocity fields. The following statement computes a
time-average starting at the first timestep.
scalar time = runTime_.value();
scalar dt = runTime_.deltaT().value();
scalar startAvg = dt;

if (time > startAvg )
{
if ( (time - dt) < startAvg )
{
Uavg = U_;
}
else
{
Uavg = ( Uavg.oldTime()*(time-startAvg) + U_*dt ) /
(time-startAvg + dt);
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}
}
In the above, runTime is a data structure containing temporal parameters. Here, deltaT()
is a member of the runTime structure and value() calls the scalar value of the member in
question.
OpenFOAM has a default library capable of computing and storing the mean of any
scalar or vector field so long as the user requests it. The above is implemented within the
DHRL source to ensure that the mean field is appropriately calculated without the use of
the OpenFOAM library.

6.7

Computing the Resolved Stresses
The resolved stresses are computed by making use of the stored velocity fields. The

fluctuating field is computed by subtracting the mean (computed above) from the instantaneous field. This operation can be performed by the subtraction operator, which preserves
the vector type:
volVectorField UPrime = U - UMean;
The resolved stresses are described below in tensor form.


u0i u0j =













u01 u01 u01 u02 u01 u03 

u02 u01

u02 u02

u02 u03

u03 u01 u03 u02 u03 u03
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The above is composed of six unique components- the normal (u01 u01 , u02 u02 , u03 u03 ) and
shear (u01 u02 , u02 u01 , u03 u02 ) stresses.
volScalarField UPrime11 = UPrime.component(0)*
UPrime.component(0);
volScalarField UPrime22 = UPrime.component(1)*
UPrime.component(1);
volScalarField UPrime33 = UPrime.component(2)*
UPrime.component(2);
volScalarField UPrime12 = UPrime.component(0)*
UPrime.component(1);
volScalarField UPrime13 = UPrime.component(0)*
UPrime.component(2);
volScalarField UPrime23 = UPrime.component(1)*
UPrime.component(2);
The keyword volScalarField is a typedef for scalar fields. Each component is passed
through a time-averaging routine similar to that given in 6.5. The result is then stored as a
volSymmTensorField (called UPrimeAvg), which is a typedef for symmetric tensors.

6.8

Computing Components of α
The strain rate tensor is simply the symmetric portion of the averaged velocity gradi-

ents; i.e. S ij =



∂ui
∂xj

+

∂uj
∂xi



:

volSymmTensorField Sij_a = symm(fvc::grad(Uavg));
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The resolved turbulent production u00i u00j S ij is computed by the double inner product:
RTP = Sij_a && UPrimeAvg;
which gives a scalar quantity of units m2 /s3 . Note that ”&&” is not referring to the
C++ logical operator. It is a custom operator defined within the OpenFOAM framework.
The RANS production term τijRAN S S ij is given by:
RP = tauRANS && Sij_a;
Likewise, for the subgrid scale production (where the stresses are also time-averaged):
SP = tauSgsAvg && Sij_a;
The blending factor α is defined as:
a = 1.0 - max(min(RTP/(RPmSP),1.0),1.0e-15);
where ”RPmSP” involves a safety factor of the difference RP-SP to avoid divide-byzero errors.

6.9

SST and Smagorinsky-Lilly Version
As previously discussed, the Smagorinsky-Lilly method involves an expression for the

subgrid stresses based on the turbulent viscosity concept. In the present DHRL implementation, the subgrid turbulent viscosity is defined as:
nuSgsL = ck_*delta()*sqrt(ks);
The variable ks is a model expression for the subgrid scale TKE.
ks = (2.0*ck_/ce_)*sqr(delta())*magSqr(Sij_a);
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The subgrid stress τijSGS is modeled as 2νSGS Sij (D is the strain rate tensor based on
the filtered velocity field):
volSymmTensorField tauSgs = nuSgsL*twoSymm(D);
The RANS contribution here is defined by the turbulent viscosity given by the SST
model:
nuSgsR = a1_*k_/max(a1_*omega_,F2()*sqrt(2.0)*
mag(symm(fvc::grad(Uavg))));
The quantities omega and k are given by the solutions to the transport equations previously discussed. The averaged velocity field U avg is used to preserve the averaging effect
of the RANS method. The Reynolds stress is defined as:
tauRANS = ((2.0/3.0)*I*k_) - nuSgsR*twoSymm(Sij_a);
where I is the Kronecker delta.

6.10

SST and Smagorinsky-Germano

Here, the subgrid model is the Smagorinsky expression with dynamically-varying coefficient. Recall that the dynamic evaluation is defined as:

D

ck = D

Lij Mij

E

Mij Mij

E

In the source code, this is defined as:
dimensionedScalar DHRLdynSmagorinskySST::cD
(
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(6.1)

const volSymmTensorField& D
) const
{
const volSymmTensorField MM
(
sqr(delta())*(filter_(mag(D)*(D)) 4*mag(filter_(D))*filter_(D))
);

dimensionedScalar MMMM = average(magSqr(MM));

if (MMMM.value() > VSMALL)
{
tmp<volSymmTensorField> LL =
dev(filter_(sqr(U())) - (sqr(filter_(U()))));

return 0.5*average(LL && MM)/MMMM;
}
else
{
return 0.0;
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}
}
In the above, cD is the dynamic coefficient and D is the velocity strain rate tensor Sij .
The f ilter() function performs the test filtering operation based on user specification.

6.11

SST and MILES

The MILES approach to LES generally refers to the strategy in which the numerical dissipation present from the discretization process serves as an implicit model for the
subgrid-scale stress. This approach makes the assumption that the error present from the
discretization of the convective term in the momentum equations is sufficiently equivalent to the dissipation presented by an explicit turbulent viscosity model. It follows that a
dependence is placed upon choice of numerical scheme, which naturally must provide sufficient amounts of numerical dissipation while preserving the accuracy of the LES method.
Further information is available in [18].
The implementation of this version is fairly straightforward. Here, the subgrid-scale
energy production term in α is effectively null since the MILES approach avoids the use
of a subgrid model. In practice, this can be simply achieved by a zeroed Smagorinsky
coefficient. This reduces α to a balance between the resolved and RANS production:

α = (u00i u00j S ij )/τijRAN S S ij .
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(6.2)

CHAPTER 7
VALIDATION OF DHRL

7.1

Introduction
The present DHRL method is demonstrated using the same cases used to validate

OpenFOAM- flow past a sphere and delta wing. Here, the same grids and simulation conditions are used. Comparisons between the three methods (DHRL-Smagorinsky, DHRLDynamic Smagorinsky, and DHRL-MILES) show insignificant differences. As previously
stated, the base Smagorinsky method is generally thought of as least-robust out of the
three due to the static coefficient and is not considered here. The dynamic coefficient
Smagorinsky method and the MILES method only show passing differences, though the
DHRL-MILES method shows nearly 5% decrease in computational expense per timestep.
As such, only results from the dynamic Smagorinsky-DHRL method are detailed here.

7.2

Flow Past a Sphere at Re = 10,000
The following details the application of the DHRL method to sphere flow. For brevity

and demonstration purposes, the coarsest (448K) sized mesh is used.
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7.2.1

Turbulence Boundary Conditions

In chapter 4, the importance of proper boundary conditions for turbulence quantities
was discussed. Here, the k −ωSST model also begs the use of special boundary conditions
[38]. At the wall,

60ν
β1 y 2

ωwall =

kwall = 0

(7.1)

(7.2)

where β1 = 0.075 and y is the height of the first cell from the wall.
In the freestream,

5U∞
L

(7.3)

k∞ = 10−6

(7.4)

ω∞ =

where L is the approximate length of the computational domain in the streamwise direction.
Robertson et al. [47] shows that the wall function for ω (omegaWallFunction) available
in the solver is the most appropriate wall boundary condition on complex meshes with mild
variations in y + (for the SST model). Chapter 4 mentions the variations in y + on the delta
wing mesh, but the implementation of this wall function is not detailed in this study. Thus,
the direct condition for ωwall as described above is used.
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7.2.2

Alpha Coefficient

In this implementation, α = 1 indicates a full RANS region while α = 0 indicates
a full LES region. Figure 7.1 shows the distribution of α throughout the domain. From
Fig. 7.1a, one can immediately see the transition from RANS to LES in the shear layer
separation region and the prominence of LES in the separated shear layer. The near wake
is characterized by a mix of both methods, while the far-wake exists in full LES mode.
Regions of LES are also observable just upstream, behavior that is unfounded and strictly
a result of the behavior of the alpha function in regions where neither resolved fluctuations
or RANS production is present.
The resolved turbulent production u00i u00j is greatest in magnitude in the separated shear
layer and at the base of the sphere. Negative values are observed in the shear layer, indicating strong values of resolved shear stress. At the sphere base, a region of positive RTP is
present, representing the strong normal stresses that may be associated with recirculation
bubble shrinking and enlargement.
The subgrid-scale production is generally dormant outside of the attached shear layer
and is otherwise mostly lower in magnitude than the RANS production.

7.2.3

Separation Point

The predicted separation point for the DHRL model is φs = 88 − 90◦ , similar to that
reported in [47] using the OpenFOAM implementation of the SST-RANS model. Recall
that experiment [2] reports φs = 84 − 84.5◦ . This suggests two things: (1) RANS mode
is indeed active in the boundary layer pre-separation and (2) the predictive quality of the
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(a)

(b)

Figure 7.1

(a) Alpha coefficient near shear layer separation and (b) near sphere.
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Figure 7.2

Behavior of turbulent production term in sphere wake.

DHRL framework near the wall is only as good as the predictive qualities of the underlying
RANS model. Coupling with RANS methods with transition capabilities, such as [60],
might improve this.

7.3

Vortical Flow Over Delta Wing at Angle of Attack
The following details the application of the dynamic Smagorinsky-DHRL method to

flow over a delta wing geometry at angle of attack, previously discussed in Chapter 4. Here,
the 7M mesh is used. The same conditions as previously mentioned are used, including the
turbulence boundary conditions described in the previous section.

7.3.1

Alpha Coefficient

In this implementation, α = 1 indicates a full RANS region while α = 0 indicates a
full LES region. Figure 7.4 shows the progression of α from the apex of the wing to near
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(a)

(b)

Figure 7.3

(a) Reynolds stresses and (b) subgrid scale stresses.
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the trailing edge. Throughout, the LES region is mostly confined to the vortex core with
few outliers. The prominent observation from this is the increase in the size of the LES
region as the vortex tends toward breakdown.
The evolution of stresses tell a far more interesting story. The subgrid scale stresses
are generally far smaller than the Reynolds stresses everywhere in the domain and are
not shown. As shown in Fig. 7.5, the Reynolds stresses dominate near the apex. Recall
that from the apex to ξ = 0.45 has been identified as a region of mostly steady, laminar
flow in the axial direction. Here, one can clearly see the prominence of the Reynolds
stresses up until breakdown (7.5c). Pre-breakdown, the method is roughly a mean flow
as a consequence of the Reynolds averaging procedure. From ξ = 0.45− on, the RANS
production wanes. Figure 7.4c shows that the method begins to transition to LES mode (i.e.
from mean to resolved, fluctuating flow). The TKE budget analysis in Chapter 4 provides
an analog to this by showing the activity of the production term in the TKE equation near
η = 0.45−0.5, which represents the transfer of energy from the mean flow into fluctuations.
At this point, it follows that the resolved production term takes control of the α blending
function and lends to the dominance of LES.
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Figure 7.4

(a)

(b)

(c)

(d)

(a) Alpha coefficient at ξ = 0.2, (b) ξ = 0.4, (c)ξ = 0.55, (d) ξ = 0.8

86

Figure 7.5

(a)

(b)

(c)

(d)

(a) Reynolds stress magnitude at ξ = 0.2, (b) ξ = 0.4, (c) ξ = 0.55, (d)
ξ = 0.8
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CHAPTER 8
CONCLUSIONS

OpenFOAM verification and validation studies have been performed for flow over a
sphere, delta wing at angle of attack, and flow over a submarine geometry to assess the
accuracy of the numerical methods and turbulence models available in the solver. The
study also served to identify any limitations of the solver, and to illuminate its robustness
with regard to code development. OpenFOAM predictions are compared with commercial
CFD and salient benchmark CFD and experimental results available in literature.
A brief introduction to the numerical methods of the solver was given including a description of a handful of the available discretization schemes. Extra detail was provided
about the convection schemes and PIMPLE pressure-velocity coupling method with the
aim of increasing awareness of these methods to the community at large.
OpenFOAM predictions are found to be sufficiently accurate for all three validation
cases. Sphere predictions illuminated the solver’s ability in predicting separated flow using
hybrid RANS/LES models, predicting the separation location within 3% of experiment.
Results are mostly in agreement with FLUENT results.
Delta wing predictions show the solver’s robustness with regard to vortical flows, outperforming FLUENT in predicting vortex breakdown. A peculiar contradiction to this lies
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in the fact that OpenFOAM was unable to replicate the surface pressure in the breakdown
region, an observation which warrants further study. Initial evidence points to differences
in numerical implementation of the DDES model between solvers.
Analysis of the OpenFOAM results shows that vortex breakdown is associated with a
decay in axial flow momentum in the vortex core, and increase in turbulence in the breakdown region. The core instability frequency decreases inversely to the distance from the
breakdown location. The vortex breakdown mechanism and instability predictions are consistent with those available in literature.
Flow predictions over the SUBOFF geometry showed reasonable agreement with experimental data and FLUENT results for integral quantities. It was identified that OpenFOAM predictions are more sensitive to mesh topological issues than FLUENT, i.e., a
slight defect in cell geometry produced errors in OpenFOAM predictions.
A salient introduction to code development in OpenFOAM was given. The implementation of the dynamic hybrid RANS/LES framework was used as demonstration. In addition,
the appendix provides supplemental information about writing custom utilities and details
about advanced pre- and post-processing methods.

8.1

For Further Research

1. Implementation of further models and methods.
2. Further investigation of delta wing surface pressure prediction post-breakdown by
OpenFOAM when compared to FLUENT and experiment.
3. The determination of a more comprehensive vortex breakdown theory, including verifying TKE budget results with other models and methods.
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APPENDIX A
FILE STRUCTURE AND SOURCE CODES
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A.1

General Directory Structure
The OpenFOAM framework relies on the following directory structure to work.

1. htimei- This directory holds the solution to the problem at the timestep htimei. The
solution is given in terms of fields; i.e. the velocity field at htimei is stored in the file
U within this folder. The initial conditions are given in 0, which must be present at
the beginning of any simulation run.
2. constant- This directory holds the mesh in OpenFOAM format as well as any thermophysical properties and definitions for flow models.
3. system- This directory holds simulation control properties; i.e. timestep, discretization schemes, and matrix solvers. The controlDict file holds the most important of
such properties.

A.2

Example Code Development Problem
Objective: Create a custom utility that outputs the value of ∆ (LES filter) to a field

named delta. This will provide the basis for any custom utility.
Method:
1. Create a directory delta in any location.
2. Create files delta.C and createFields.H. The former holds the source code, while the
latter holds any prerequisites.
3. Create a Make folder within the delta directory. Within this folder, create files options
and files.
In files, define:
delta.C
EXE = $(FOAM USER APPBIN)/delta
In options, the following includes and libraries are necessary:
EXE INC =
-I$(LIB SRC)/turbulenceModels
-I$(LIB SRC)/transportModels
-I$(LIB SRC)/finiteVolume/lnInclude
-I$(LIB SRC)/meshTools/lnInclude
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-I$(LIB SRC)/turbulenceModels/LES/LESfilters/lnInclude
-I$(LIB SRC)/turbulenceModels/LES/LESdeltas/lnInclude
-I$(LIB SRC)/turbulenceModels/incompressible/LES/lnInclude
EXE LIBS =
-L$(FOAM LIBBIN)
-lincompressibleTurbulenceModel
-lincompressibleLESModels
-lincompressibleTransportModels
-lfiniteVolume
-lLESdeltas
-lLESfilters
-lmeshTools
4. Write the codes below in their respective directories.
5. Compile with wmake. If successful, the utility delta will be available in the environment.
In createFields.H:

Info<< "Reading field U\n" << endl;
volVectorField U
(
IOobject
(
"U",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::AUTO_WRITE
),
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mesh
);

#

include "createPhi.H"

singlePhaseTransportModel laminarTransport(U, phi);

autoPtr<incompressible::LESModel> LESModel
(
incompressible::LESModel::New(U, phi, laminarTransport)
);

In delta.C:
Application
delta

Description
Returns delta filter value at each point.

Author
Eric D. Robertson
Mississippi State University
\*-------------------------------------------------------*/
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#include "fvCFD.H"
#include "incompressible/singlePhaseTransportModel/
singlePhaseTransportModel.H"
#include "LESModel.H"

// * * * * * * * * * * * * * * * * * * * * * * * * * * * //

int main(int argc, char *argv[])
{
#include "setRootCase.H"

#include "createTime.H"
#include "createMesh.H"
#include "createFields.H"

// * * * * * * * * * * * * * * * * * * * * * * * * * //

Info<< "\nCalculating delta\n" << endl;

volScalarField delta
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(
IOobject
(
"delta",
runTime.timeName(),
mesh,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
LESModel->delta()
);

delta.write();

Info<< "End" << endl;

return 0;
}
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A.3

Useful Post-Processing Utilities

1. vorticity- Computes and writes the anti-symmetric part of the velocity gradient tensor, which describes the local rotation of the velocity field.
Ω=



∂ui
∂xj

−

∂uj
∂xi



2. Q- Computes the Q-criterion method for vortex identification as described by [24],
which is the second invariant of the velocity gradient tensor.
Q=

1
2



kΩk2 − kSij k2



3. Co- Computes and writes the local Courant number.
4. wallGradU- Computes and writes the three-component velocity gradient at all wall
boundaries in the flow.
5. wallShearStress- Computes and writes the wall shear stress for RANS turbulence
models. For LES models, a better method is to compute τw from wallGradU.
6. yPlusRAS- Computes and writes y + for all wall boundaries for RANS models.
7. yPlusLES- Computes and writes y + for all wall boundaries for LES models.
8. R- Computes and writes the Reynolds stress for RANS models.

A.4

A Solver-Side Routine to Compute Advanced Turbulence Statistics
The following routine computes triple velocity correlations and pressure-velocity cor-

relations, which are not available by default. This header must be included solver-side. It
is recommended to include it after the pressure loop; i.e. within pEqn.H.
Below, the following products are computed:
u0 u0 u0 , v 0 u0 u0 , w0 u0 u0 , u0 v 0 v 0 , u0 w0 w0 , v 0 v 0 v 0 , w0 v 0 v 0 , v 0 w0 w0 , w0 w0 w0
u0 p0 , v 0 p0 , w0 p0
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In stats.H

#include "fvCFD.H"

volScalarField UXP = U.component(0) - UMean.component(0);
volScalarField UYP = U.component(1) - UMean.component(1);
volScalarField UZP = U.component(2) - UMean.component(2);
pPr = p - pMean;

//triple velocity correlations
UUU = UXP*UXP*UXP;
VUU = UYP*UXP*UXP;
WUU = UZP*UXP*UXP;
UVV = UXP*UYP*UYP;
UWW = UXP*UZP*UZP;
VVV = UYP*UYP*UYP;
WVV = UZP*UYP*UYP;
VWW = UYP*UZP*UZP;
WWW = UZP*UZP*UZP;

UPr = U - UMean;
Up = UPr*pPr;
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The above will be stored in memory during runtime and will be available for timeaveraging and other manipulations.

A.5

Advanced Data Sampling Using Function Objects
The system/controlDict file can be used to define probe locations, mean statistics, and

force calculation. The following enumerates these capabilities.
1. Probes- OpenFOAM can output the value of any field at any location during runtime.
The user may also specify the write interval, which may be useful for statistical
manipulation of transient data.
probes1
{
// Type of functionObject
type probes;
name probes;
outputControl timeStep;
outputInterval 10;
// Where to load it from (if not already in solver)
functionObjectLibs ("libsampling.so");
// Locations to be probed. runTime modifiable!
probeLocations
(
(0.6 0 0.0)
(1 0 0.0)
(1.2 0 0.0)
);
// Fields to be probed. runTime modifiable!
fields
(
U
p
);
}
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2. Mean Statistics- Here, the time-average of any scalar or vector field may be performed.
fieldAverage1
{
type
fieldAverage;
functionObjectLibs ("libfieldFunctionObjects.so");
enabled
true;
outputControl
outputTime;
fields
(
U
{
mean
prime2Mean
base
}
)

on; // Computes a time average
on; // Computes the Reynolds stress
time;

}
3. Forces- Here, the viscous and pressure forces at a specified boundary are computed.
This typically may be used if the user desires raw force data.
4. Force Coefficients- Here, the forces computed are used to compute lift, drag, and
moment coefficients. This requires reference quantities (such as freestream velocity,
reference area and length) and a Cartesian lift and drag direction. The following
details the settings used for the sphere studies detailed in this publication.
forceCoeffs
{
type
functionObjectLibs
outputControl
outputInterval

forceCoeffs;
( "libforces.so" );
timeStep;
10;

patches
pName
UName
rhoName
log

( "wall-4.*" );
p;
U;
rhoInf;
true;

liftDir
dragDir

(0 0 1);
(1 0 0);
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CofR
pitchAxis

(0 0 0);
(0 1 0);

magUInf
rhoInf
lRef
Aref
}

1;
1;
1;
0.785398163;

5. Surfaces- This writes fields at a specified cutting plane at a given interval. This is
particularly useful for large mesh sizes- here, the user may focus on a particular plane
of data. The following details the output of the vector field U every 500 timesteps on
the Y = 0 plane.
cuttingPlane
{
type
surfaces;
functionObjectLibs ("libsampling.so");
outputControl
timeStep;
outputInterval 500;
surfaceFormat
fields

vtk;
( U );

interpolationScheme cellPoint;
surfaces
(
yNormal
{
type
cuttingPlane;
planeType
pointAndNormal;
pointAndNormalDict
{
basePoint
(1 0 0);
normalVector
(0 1 0);
}
interpolate

true;

}
);
}
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A.6

DHRLdynSmagorinskySST.C

#include "DHRLdynSmagorinskySST.H"
#include "addToRunTimeSelectionTable.H"
#include "wallDist.H"
// * * * * * * * * * * * * * * * * * * * * *

//

namespace Foam
{
namespace incompressible
{
namespace LESModels
{
defineTypeNameAndDebug(DHRLdynSmagorinskySST, 0);
addToRunTimeSelectionTable(LESModel, DHRLdynSmagorinskySST,
dictionary);
dimensionedScalar DHRLdynSmagorinskySST::cD
(
const volSymmTensorField& D
) const
{
const volSymmTensorField MM
(
sqr(delta())*(filter_(mag(D)*(D)) 4*mag(filter_(D))*filter_(D))
);
dimensionedScalar MMMM = average(magSqr(MM));
if (MMMM.value() > VSMALL)
{
tmp<volSymmTensorField> LL =
dev(filter_(sqr(U())) (sqr(filter_(U()))));
return 0.5*average(LL && MM)/MMMM;
}
else
{
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return 0.0;
}
}
dimensionedScalar DHRLdynSmagorinskySST::cI
(
const volSymmTensorField& D
) const
{
const volScalarField mm
(
sqr(delta())*(4*sqr(mag(filter_(D))) filter_(sqr(mag(D))))
);
dimensionedScalar mmmm = average(magSqr(mm));
if (mmmm.value() > VSMALL)
{
tmp<volScalarField> KK =
0.5*(filter_(magSqr(U())) magSqr(filter_(U())));
return average(KK*mm)/mmmm;
}
else
{
return 0.0;
}
}
tmp<volScalarField>
DHRLdynSmagorinskySST::F1(const volScalarField&
CDkOmega) const
{
tmp<volScalarField> CDkOmegaPlus = max
(
CDkOmega,
dimensionedScalar("1.0e-10", dimless/sqr(dimTime),
1.0e-10)
);
tmp<volScalarField> arg1 = min
(
min
(
max
(
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(scalar(1)/betaStar_)*sqrt(k_)/(omega_*y_),
scalar(500)*nu()/(sqr(y_)*omega_)
),
(4*alphaOmega2_)*k_/(CDkOmegaPlus*sqr(y_))
),
scalar(10)
);
return tanh(pow4(arg1));
}

tmp<volScalarField> DHRLdynSmagorinskySST::F2() const
{
tmp<volScalarField> arg2 = min
(
max
(
(scalar(2)/betaStar_)*sqrt(k_)/(omega_*y_),
scalar(500)*nu()/(sqr(y_)*omega_)
),
scalar(100)
);
return tanh(sqr(arg2));
}
// Constructors //
DHRLdynSmagorinskySST::DHRLdynSmagorinskySST
(
const volVectorField& U,
const surfaceScalarField& phi,
transportModel& transport,
const word& turbulenceModelName,
const word& modelName
)
:
LESModel(modelName, U, phi, transport,
turbulenceModelName),
alphaK1_
(
dimensioned<scalar>::lookupOrAddToDict
(
"alphaK1",
coeffDict_,
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0.85034
)
),
alphaK2_
(
dimensioned<scalar>::lookupOrAddToDict
(
"alphaK2",
coeffDict_,
1.0
)
),
alphaOmega1_
(
dimensioned<scalar>::lookupOrAddToDict
(
"alphaOmega1",
coeffDict_,
0.5
)
),
alphaOmega2_
(
dimensioned<scalar>::lookupOrAddToDict
(
"alphaOmega2",
coeffDict_,
0.85616
)
),
gamma1_
(
dimensioned<scalar>::lookupOrAddToDict
(
"gamma1",
coeffDict_,
0.5532
)
),
gamma2_
(
dimensioned<scalar>::lookupOrAddToDict
(
"gamma2",
coeffDict_,
0.4403
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)
),
beta1_
(
dimensioned<scalar>::lookupOrAddToDict
(
"beta1",
coeffDict_,
0.075
)
),
beta2_
(
dimensioned<scalar>::lookupOrAddToDict
(
"beta2",
coeffDict_,
0.0828
)
),
betaStar_
(
dimensioned<scalar>::lookupOrAddToDict
(
"betaStar",
coeffDict_,
0.09
)
),
a1_
(
dimensioned<scalar>::lookupOrAddToDict
(
"a1",
coeffDict_,
0.31
)
),
c1_
(
dimensioned<scalar>::lookupOrAddToDict
(
"c1",
coeffDict_,
10.0
)
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),
///// -- SMAGORINSKY COEFFS -- /////
ck_
(
dimensioned<scalar>::lookupOrAddToDict
(
"ck",
coeffDict_,
0.094
)
),
ce_
(
dimensioned<scalar>::lookupOrAddToDict
(
"ce",
coeffDict_,
1.048
)
),
////////////////////////////////////////////
y_(mesh_),
k_
(
IOobject
(
"k",
runTime_.timeName(),
mesh_,
IOobject::MUST_READ,
IOobject::AUTO_WRITE
),
mesh_
),
ks
(
IOobject
(
"ks",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
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),
mesh_,
dimensionedScalar("ks",sqr(dimLength)/sqr(dimTime),
pTraits<scalar>::zero)
),
// Define a lower bound for omega as SMALL = 1e-15
omegaMin_("omegaMin", dimless/dimTime, SMALL),
omega_
(
IOobject
(
"omega",
runTime_.timeName(),
mesh_,
IOobject::MUST_READ,
IOobject::AUTO_WRITE
),
mesh_
),
Uavg
(
IOobject
(
"Uavg",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
U_
//Uavg set to U initially
),
tauSgsAvg
(
IOobject
(
"tauSgsAvg",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
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),
mesh_,
dimensionedSymmTensor("tauSgsAvg",sqr(dimLength/dimTime),
symmTensor::zero)
),
tauRANS
(
IOobject
(
"tauRANS",
runTime_.timeName(),
mesh_,
IOobject::READ_IF_PRESENT,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedSymmTensor("tauRANS",sqr(dimLength/dimTime),
symmTensor::zero)
),
RTP
(
IOobject
(
"RTP",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("RTP",sqr(dimLength)/pow(dimTime,3),
pTraits<scalar>::zero)
),
SP
(
IOobject
(
"SP",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("SP",sqr(dimLength)/pow(dimTime,3),
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pTraits<scalar>::zero)
),
RP
(
IOobject
(
"RP",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("RP",sqr(dimLength)/pow(dimTime,3),
pTraits<scalar>::zero)
),
a
(
IOobject
(
"a",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("a", dimless, pTraits<scalar>::zero)
),
nuSgs_
(
IOobject
(
"nuSgs",
runTime_.timeName(),
mesh_,
IOobject::MUST_READ,
IOobject::AUTO_WRITE
),
mesh_
),
nuSgsR
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(
IOobject
(
"nuSgsR",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
nuSgs_
),
nuSgsL
(
IOobject
(
"nuSgsL",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
nuSgs_
),
UPrimeAvg
(
IOobject
(
"UPrimeAvg",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedTensor("UPrimeAvg", sqr(dimLength/dimTime),
tensor::zero)
),
UPrimeAvg11
(
IOobject
(
"UPrimeAvg11",
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runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("UPrimeAvg11",
sqr(dimLength/dimTime), pTraits<scalar>::zero)
),
UPrimeAvg22
(
IOobject
(
"UPrimeAvg22",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("UPrimeAvg22",
sqr(dimLength/dimTime), pTraits<scalar>::zero)
),
UPrimeAvg33
(
IOobject
(
"UPrimeAvg33",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("UPrimeAvg33",
sqr(dimLength/dimTime), pTraits<scalar>::zero)
),
UPrimeAvg12
(
IOobject
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(
"UPrimeAvg12",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("UPrimeAvg12",
sqr(dimLength/dimTime), pTraits<scalar>::zero)
),
UPrimeAvg13
(
IOobject
(
"UPrimeAvg13",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("UPrimeAvg13",
sqr(dimLength/dimTime), pTraits<scalar>::zero)
),
UPrimeAvg23
(
IOobject
(
"UPrimeAvg23",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
mesh_,
dimensionedScalar("UPrimeAvg23",
sqr(dimLength/dimTime), pTraits<scalar>::zero)
),
filterPtr_(LESfilter::New(U_.mesh(), coeffDict())),

117

filter_(filterPtr_())
{
Info << "\nDynamic Hybrid RANS-LES (k-w SST &
Dynamic Smagorinsky)\n" << endl;
omegaMin_.readIfPresent(*this);
bound(k_, kMin_);
bound(omega_, omegaMin_);
nuSgsR =
(
a1_*k_
/ max
(
a1_*omega_,
F2()*sqrt(2.0)*mag(symm(fvc::grad(Uavg)))
)
);
nuSgsR.correctBoundaryConditions();

printCoeffs();

}
//

Member Functions

//

tmp<volSymmTensorField> DHRLdynSmagorinskySST::B() const
{
return tmp<volSymmTensorField>
(
new volSymmTensorField
(
IOobject
(
"B",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::AUTO_WRITE
),
-(1.0 - a)*tauSgsAvg + a*tauRANS,
k_.boundaryField().types()
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)
);
}
tmp<volSymmTensorField> DHRLdynSmagorinskySST::devBeff()
const
{
return tmp<volSymmTensorField>
(
new volSymmTensorField
(
IOobject
(
"devRhoBeff",
runTime_.timeName(),
mesh_,
IOobject::NO_READ,
IOobject::NO_WRITE
),
//This is needed for computing wall shear stress
//where tau_wall = (nu + nut)*(du/dy)_wall
-nuEff()*((1-a)*dev(twoSymm(fvc::grad(U_))) +
a*dev(twoSymm(fvc::grad(Uavg))))
)
);
}
tmp<fvVectorMatrix>
DHRLdynSmagorinskySST::divDevBeff(volVectorField& U)
const
{
return
(
- fvm::laplacian(nu() + (1-a)*nuSgsL, U)
- fvc::div((nu() + (1-a)*nuSgsL)*dev(T(fvc::grad(U))))
- fvc::div(a*nuSgsR*dev(T(fvc::grad(Uavg))))
);
}

bool DHRLdynSmagorinskySST::read()
{
if (LESModel::read())
{
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alphaK1_.readIfPresent(coeffDict());
alphaK2_.readIfPresent(coeffDict());
alphaOmega1_.readIfPresent(coeffDict());
alphaOmega2_.readIfPresent(coeffDict());
gamma1_.readIfPresent(coeffDict());
gamma2_.readIfPresent(coeffDict());
beta1_.readIfPresent(coeffDict());
beta2_.readIfPresent(coeffDict());
betaStar_.readIfPresent(coeffDict());
a1_.readIfPresent(coeffDict());
c1_.readIfPresent(coeffDict());
ce_.readIfPresent(coeffDict());
ck_.readIfPresent(coeffDict());
return true;
}
else
{
return false;
}
}
void DHRLdynSmagorinskySST::correct()
{
LESModel::correct();
/*
if (!turbulence_)
{
return;
}
*/
if (mesh_.changing())
{
y_.correct();
}
const volSymmTensorField D(dev(symm(fvc::grad(U_))));

scalar time = runTime_.value();
scalar dt = runTime_.deltaT().value();
scalar startAvg = dt;
if (time > startAvg )
{
if ( (time - dt) < startAvg )
{
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Uavg = U_;
}
else
{
Uavg = ( Uavg.oldTime()*(time-startAvg) + U_*dt ) /
(time-startAvg + dt);
//Info << "\nDone calculating averaged
velocity field.\n" << endl;
}
}
volVectorField UPrime = U_ - Uavg;
//Info << "\nDone calculating velocity
fluctuation.\n" << endl;
// Update omega and G at the wall
omega_.boundaryField().updateCoeffs();
volScalarField UPrime11 =
UPrime.component(0);
volScalarField UPrime22 =
UPrime.component(1);
volScalarField UPrime33 =
UPrime.component(2);
volScalarField UPrime12 =
UPrime.component(1);
volScalarField UPrime13 =
UPrime.component(2);
volScalarField UPrime23 =
UPrime.component(2);

UPrime.component(0)*
UPrime.component(1)
UPrime.component(2)*
UPrime.component(0)*
UPrime.component(0)*
UPrime.component(1)*

// Calculate the average of the velocity fluctuations //
if (time > startAvg )
{
if ( (time - dt) < startAvg )
{
UPrimeAvg11 = UPrime11;
UPrimeAvg22 = UPrime22;
UPrimeAvg33 = UPrime33;
UPrimeAvg12 = UPrime12;
UPrimeAvg13 = UPrime13;
UPrimeAvg23 = UPrime23;
}
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else
{
UPrimeAvg11 = ( UPrimeAvg11.oldTime()*(time-startAvg)
+ UPrime11*dt ) / ((time-startAvg) + dt);
UPrimeAvg22 = ( UPrimeAvg22.oldTime()*(time-startAvg)
+ UPrime22*dt ) / ((time-startAvg) + dt);
UPrimeAvg33 = ( UPrimeAvg33.oldTime()*(time-startAvg)
+ UPrime33*dt ) / ((time-startAvg) + dt);
UPrimeAvg12 = ( UPrimeAvg12.oldTime()*(time-startAvg)
+ UPrime12*dt ) / ((time-startAvg) + dt);
UPrimeAvg13 = ( UPrimeAvg13.oldTime()*(time-startAvg)
+ UPrime13*dt ) / ((time-startAvg) + dt);
UPrimeAvg23 = ( UPrimeAvg23.oldTime()*(time-startAvg)
+ UPrime23*dt ) / ((time-startAvg) + dt);

//Info << "\nDone composing UPrime.\n" << endl;
}
}
UPrimeAvg = UPrimeAvg11*tensor(1,0,0,0,0,0,0,0,0)
+ UPrimeAvg12*tensor(0,1,0,0,0,0,0,0,0)
+ UPrimeAvg13*tensor(0,0,1,0,0,0,0,0,0)
+ UPrimeAvg12*tensor(0,0,0,1,0,0,0,0,0)
+ UPrimeAvg22*tensor(0,0,0,0,1,0,0,0,0)
+ UPrimeAvg23*tensor(0,0,0,0,0,1,0,0,0)
+ UPrimeAvg13*tensor(0,0,0,0,0,0,1,0,0)
+ UPrimeAvg23*tensor(0,0,0,0,0,0,0,1,0)
+ UPrimeAvg33*tensor(0,0,0,0,0,0,0,0,1);

// Set strain rate tensor using Uavg (or U) //
volSymmTensorField Sij = symm(fvc::grad(U_));
volSymmTensorField Sij_a = symm(fvc::grad(Uavg));
// Alternative- Get components of Sij //
/*
volScalarField S11 = Sij_a.component(tensor::XX);
volScalarField S12 = Sij_a.component(tensor::XY);
volScalarField S13 = Sij_a.component(tensor::XZ);
volScalarField S22 = Sij_a.component(tensor::YY);
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volScalarField S23 = Sij_a.component(tensor::YZ);
volScalarField S33 = Sij_a.component(tensor::ZZ);
/
*

RTP = Sij_a && UPrimeAvg;
// Alternative-Resolved turbulent production //
/*
RTP = UPrimeAvg11*S11 + UPrimeAvg12*S12 +
UPrimeAvg13*S13 + UPrimeAvg22*S22 +
UPrimeAvg23*S23 + UPrimeAvg33*S33;
/
*
// Define Smagorinsky (Modeled) TKE //
// The delta() method is user-specified
ks = cI(D)*sqr(delta())*magSqr(D);
//updateSubGridScaleFields(dev(Sij));
nuSgsL = cD(D)*sqr(delta())*sqrt(magSqr(D));

// Define RANS viscosity (based on k-w SST) //
//nuSgsR = a1_*k_/max(a1_*omega_,F2()*sqrt(2.0)*
mag(symm(fvc::grad(Uavg))));
Info<< "nuSgsR : min: " << min(nuSgsR) <<
" max: " << max(nuSgsR) << endl;
volSymmTensorField tauSgs = nuSgsL*twoSymm(D);
//Info << "\nDone composing model stresses.\n" << endl;
if (time > startAvg )
{
if ( (time - dt) < startAvg )
{
tauSgsAvg = tauSgs;
}
else
{
tauSgsAvg = ( tauSgsAvg.oldTime()*(time-startAvg) +
tauSgs*dt ) / (time-startAvg +dt);
//Info << "\nDone averaging tauSgs.\n" << endl;
}
}
// tauRANS components //
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volScalarField
volScalarField
volScalarField
volScalarField
volScalarField
volScalarField

tR11
tR12
tR13
tR22
tR23
tR33

=
=
=
=
=
=

tauRANS.component(tensor::XX);
tauRANS.component(tensor::XY);
tauRANS.component(tensor::XZ);
tauRANS.component(tensor::YY);
tauRANS.component(tensor::YZ);
tauRANS.component(tensor::ZZ);

// tauSgs components //
volScalarField tS11 = tauSgsAvg.component(tensor::XX);
volScalarField tS12 = tauSgsAvg.component(tensor::XY);
volScalarField tS13 = tauSgsAvg.component(tensor::XZ);
volScalarField tS22 = tauSgsAvg.component(tensor::YY);
volScalarField tS23 = tauSgsAvg.component(tensor::YZ);
volScalarField tS33 = tauSgsAvg.component(tensor::ZZ);

// Mean SGS Production //
SP = tauSgsAvg && Sij_a;
//Info << "\nDone computing Mean SGS production.\n" <<
endl;
// Redefine flux to use Uavg instead of U
surfaceScalarField phia_ = linearInterpolate(Uavg) &
mesh_.Sf();
const volScalarField S2(2*magSqr(symm(fvc::grad(Uavg))));
volScalarField G("LESModel::G", nuSgsR*S2);
const volScalarField CDkOmega
(
(2*alphaOmega2_)*(fvc::grad(k_) & fvc::grad(omega_))/
omega_
);
const volScalarField F1(this->F1(CDkOmega));

// Turbulent frequency equation
tmp<fvScalarMatrix> omegaEqn
(
fvm::ddt(omega_)
+ fvm::div(phia_, omega_)
- fvm::Sp(fvc::div(phia_), omega_)
- fvm::laplacian(DomegaEff(F1), omega_)
==
gamma(F1)*S2
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//gamma(F1)*omega_/k_*nuSgsR*S2
//min(gamma(F1)*S2, c1_*betaStar_*omega_*omega_)
- fvm::Sp(beta(F1)*omega_, omega_)
- fvm::SuSp
(
(F1 - scalar(1))*CDkOmega/omega_,
omega_
)
);
omegaEqn().relax();
omegaEqn().boundaryManipulate(omega_.boundaryField());
solve(omegaEqn);
bound(omega_, omegaMin_);
Info<< "omega : min: " << min(omega_) <<
" max: " << max(omega_) << endl;
// Turbulent kinetic energy equation
tmp<fvScalarMatrix> kEqn
(
fvm::ddt(k_)
+ fvm::div(phia_, k_)
- fvm::Sp(fvc::div(phia_), k_)
- fvm::laplacian(DkEff(F1), k_)
==
min(G, c1_*betaStar_*k_*omega_)//Pk_tilde
- fvm::Sp(betaStar_*omega_, k_)
);
kEqn().relax();
solve(kEqn);
bound(k_, kMin_);
Info<< "k : min: " << min(k_) << " max: " << max(k_) <<
endl;
nuSgsR = a1_*k_/max(a1_*omega_,F2()*sqrt(2.0)*
mag(symm(fvc::grad(Uavg))));
nuSgsR.correctBoundaryConditions();
Info<< "nuSgsR : min: " << min(nuSgsR) <<
" max: " << max(nuSgsR) << endl;
Info<< "nuSgsL : min: " << min(nuSgsL) <<
" max: " << max(nuSgsL) << endl;
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tauRANS = ((2.0/3.0)*I*k_) - nuSgsR*twoSymm(Sij_a);
// RANS Production //
RP = tauRANS && Sij_a;
dimensionedScalar SMALLd = dimensionedScalar("1.0e-15",
sqr(dimLength)/pow(dimTime,3), 1.0e-15);
dimensionedScalar ONEd = dimensionedScalar("1.0",
sqr(dimLength)/pow(dimTime,3), 1.0);
//dimensionedScalar ZEROd = dimensionedScalar("0",
sqr(dimLength)/pow(dimTime,3), 0);
//volScalarField ZEROd = SP*0;
volScalarField RPmSP = RP-SP;
// Bound for RP-SP to not start at zero //
if (time > startAvg)
{
RPmSP = RP-SP;
}
else
{
RPmSP = max(RP-SP, SMALLd);
}
// Alpha blending factor //
a = 1.0 - max(min(RTP/(RPmSP),1.0),1.0e-15);
//Info << "\nDone computing alpha.\n" << endl;
Info<< "a : min: " << gMin(a) << " max: " << gMax(a) <<
" average: " << gAverage(a) << endl;
// Re-calculate viscosity
// Using linear blending function
// a = 1 - full RANS, 0 - full LES
nuSgs_ = (1.0 - a)*nuSgsL + a*nuSgsR;
nuSgs_.correctBoundaryConditions();
//Info << "\nDone applying model blending.\n" << endl;
}
} // End namespace LESModels
} // End namespace incompressible
} // End namespace Foam
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