Abstract-In our previous work [1], it has been shown that the performance of multi-objective evolutionary algorithms can be greatly enhanced if the regularity in the distribution of Pareto-optimal solutions is used. This paper suggests a new hybrid multi-objective evolutionary algorithm by introducing a convergence based criterion to determine when the modelbased method and when the genetics-based method should be used to generate offspring in each generation. The basic idea is that the genetics-based method, i.e., crossover and mutation, should be used when the population is far away from the Pareto front and no obvious regularity in population distribution can be observed. When the population moves towards the Pareto front, the distribution of the individuals will show increasing regularity and in this case, the model-based method should be used to generate offspring. The proposed hybrid method is verified on widely used test problems and our simulation results show that the method is effective in achieving Pareto-optimal solutions compared to two state-of-the-art evolutionary multiobjective algorithms: NSGA-II and SPEA2, and our pervious method in [1].
I. INTRODUCTION
Multi-objective optimization or multi-criterion programming is one of the challenging problems encountered in various engineering and economic problems. In this paper, without the loss of generality, we consider the following multi-objective optimization problem (MOP) in the continuous search space:
where X is the decision vector, F (X) is the corresponding objective vector, and Ω ⊆ R n is the decision space. Many evolutionary algorithms (EAs) have successfully been employed to tackle MOPs over the past decade [2] . Among the large amount of multi-objective evolutionary algorithms (MOEAs), NSGA-II [3] and SPEA2 [4] are two most popular ones. Several important techniques, such as the use of a second population (or an archive) [5] , [6] , [7] , have proved to be able to greatly improve the performance of MOEAs.
In contrast to single objective optimization, the distribution of the Pareto-optimal solutions often shows a high degree of regularity. So far, this regularity has often been exploited implicitly by introducing a local search after evolutionary optimization [8] . A step further to take advantage of such regularity is the use of a model that captures the regularity of the distribution of the Pareto-optimal solutions [1] , [9] , [10] . In that paper, a linear or quadratic model is used in odd generations and a crossover and mutation in even generations to produce offspring, which is quite heuristic. In this paper, we suggest a convergence criterion to determine whether the model or the crossover and mutation should be employed for offspring generation. The idea is that the algorithm will benefit from using a model-based offspring generation only when the population shows a certain degree of regularity, i.e., converged in a stochastic sense.
The model-based offspring generation method used in this paper is closely related to a large class of search algorithms known as estimation of distribution algorithms (EDAs) [11] in the evolutionary computation community. EDAs first build probabilistic models to approximate the distribution of selected solutions in the population. Then, new solutions are generated by sampling from the probabilistic models. EDAs have been successfully used in single-objective optimization problems [11] , [12] , [13] .
EDAs have also been extended for multi-objective optimization. Thierens and Bosman have proposed the Mixturebased Iterated Density Estimation Evolutionary Algorithms (MIDEAs) [14] , [15] . In their method, τN best performing solutions from the current population (N is population size and 0.0 < τ < 1.0 ) were selected firstly. Then the randomization Euclidean leader algorithm was used to partition the selected points into several clusters. In each cluster, a Gaussian probability model was built to simulate the distribution of the solutions. Then N − τN solutions were sampled one by one from the models. This algorithm has been employed to solve both discrete and continuous problems.
Goldberg and his colleagues have developed several multiobjective EDAs. The multi-objective Bayesian optimization algorithm (mBOA) [16] , [17] incorporated the selection operator of NSGA-II into the Bayesian optimization algorithm (BOA) [18] , [19] . Bayesian networks were used in this method to estimate the distribution of promising solutions. The multi-objective extended compact genetic algorithm (meCGA) [17] combined the selection operator with extended compact genetic algorithm (ECGA) [20] that used marginal product models to simulate the probability distribution of promising solutions. The multi-objective hBOA (mohBOA) [21] combined the hierarchical Bayesian optimization algorithm (hBOA) with the non-dominated sorting genetic algorithm (NSGA-II). All these algorithms used binary coding and they are applied to some deceptive discrete optimization problems, and the results shown that these methods were better than NSGA-II.
Schwarz and Ocenasek also presented multi-objective Bayesian optimization algorithm (MBOA) [22] , [23] , in which Bayesian network was integrated into SPEA2 [4] . They applied this algorithm to discrete optimization problems. Laumanns and Oscenasek combined mixed BOA [24] with the selection strategy of SPEA2 and used the method to solve the knapsack problem.
Li and Zhang proposed a hybrid EDA (MOHEDA) for multi-objective 0/1 knapsack problems [25] . A stochastic clustering method was employed to divide a population into a couple of clusters and then a mixture univariate marginal distribution model was built to sample new solutions. A local search method was used on half of the new solutions to improve their performance. The experimental results indicated that MOHEDA outperformed some state-of-the-art algorithms.
Okabe et al proposed a Voronoi-based EDA (VEDA) for multi-objective optimization [10] . The K-means method was used to group the population. In each cluster, the principal component analysis (PCA) was used to map the highdimensional search space to a low-dimensional space. A Voronoi mesh was built in the low-dimensional space, where each mesh was assigned a probability based on the rank of the solution in the mesh. During offspring generation, a mesh was selected in proportion to the assigned probability and a new solution was randomly created in the mesh. Finally, the offspring were mapped back to the original search space. The selection strategy of the VEDA was the same as that of NSGA-II. The methods was applied to several continuous MOPs and the authors demonstrated that their method performs better than NSGA-II when a limited number of fitness evaluations is allowed.
Different to the conventional EDAs, the model in the multi-objective algorithm we suggested in [1] consists of two parts, namely, a deterministic part and a stochastic part. The deterministic model aims to capture the regularity in the distribution of the population, while the stochastic model attempts to describe the local dynamics of the individuals. The model-based offspring generation method is then hybridized with the crossover and mutation in a heuristic way, i.e., in all odd generations the model-based method, and in all even generations the genetics-based method, is employed to generate offspring. This paper extends the work in [1] in two main aspects. First, we combine the model-based and genetics-based methods according to a convergence criterion. That is to say, when the population is not converged, the genetics-based approach is used, and when the population is converged, the modelbased method is used to generate offspring. Second, a more sophisticated method to construct the stochastic part of the model is introduced.
The remainder of this paper is organized as follows. Section II describes the proposed algorithm, where the modeling technique based on a simplified form of the principal curve [26] , [27] , and the convergence criterion are given. Section II defines the experimental setup, including the test problems and the performance metrics used in this work. The simulation results comparing the performance of the proposed algorithm with NSGA-II, SPEA2, and the algorithm in [1] are presented in Section IV. Section V draws some conclusions and proposes further work.
II. THE HYBRID ALGORITHM

A. Principal Curve based Modeling of Regularity
A principal curve is a smooth one-dimensional (1-D) curve that passes through the middle of a set of data points [26] . A principal surface is a two-dimensional (2-D) version of the principal curve. Fig. 1 shows such a principal curve in a 2-D space. 
Suppose the population P (t) is partitioned into
. . , K using a local principal component analysis (local PCA) clustering algorithm [28] . The local PCA clustering algorithm is advantageous over the widely used k-means clustering method when the distribution of the data can be better described by a linear curve (a reference vector) rather than a reference point (cluster center in k-means clustering). In the k−th cluster C k , the i−th biggest eigenvalue is λ
So we can calculate the projections on the first and second eigenvectors for each point:
where k = 1, . . . , K and i = 1, . . . , N k . With the partition of the data, we can build a group of linear models to approximate a principal curve or a principal surface. One model is built in each data cluster.
If the MOP is a 2-objective problem, in cluster C k , a 1-D linear model will be built, which is a line passing through the point with the value ofX k . The first eigenvector determines the direction. And the model can be described by:
where the latent variable s is a scalar.
For MOPs with three or more objectives, the local principal curve becomes a linear manifold 1 . In this case, the point with the value ofX k and the first two eigenvectors, V k 1 , and V k 2 , can determine a 2-D plane surface to approximate the principal surface:
where the latent variable is a vector s = (s 1 , s 2 ) T .
B. The Probabilistic Model
In our algorithm, the probabilistic model consists of a deterministic model that captures the regularity and a Gaussian model that simulates the local dynamics of the population:
where H k (s) is the deterministic model describing the distribution of the solutions, and ξ k is a random vector with a normal distribution N (0, (δ k ) 2 I), where I is an n×n identity matrix and k = 1, . . . , K.
In the local PCA clustering process, we need to calculate the distance (denoted by d k i ) between a point and the reference vector of the k-th cluster. We can determine the standard deviation of the Gaussian model by the following equation:
where k = 1, . . . , K, N k is the number of points in the k-th cluster and n is the dimension of decision variables.
The Gaussian model is quite different to the one used in our previous work [1] , where we used the second to nth eigenvalues and eigenvectors to determine the standard deviation of the Gaussian model.
C. Offspring Generation by Sampling from the Model
In the model building stage, we obtain K models:
where k = 1, . . . , K.
With these models, we can create offspring by sampling from the model. (7).
To improve the exploration capability of the algorithm, we also generate offspring by extrapolating the models at the two extremes, refer to Fig. 2 . This can be realized by generating new points in the range of
. In Equation (8), ε is the extension ratio, which is a parameter of the algorithm to be defined by the user. The extension strategy is an another important difference to conventional EDAs. This strategy enables the our algorithm to explore the search space at the extremes of the Pareto-optimal front. In our work, the extension ratio is fixed to ε = 0.2. We can use an adaptive strategy to determine this value: if the solutions generated from the extended range can survive in the next generation, we can increase ε in the next generation. Otherwise, we decrease the ratio in the next generation.
D. Convergence Criterion
As we mentioned, the proposed algorithm uses either the genetics-based or the model-based method for generating offspring. Whether the genetics-based or the model-based mechanism should be used depends on the distribution of the population. In other words, when the population has not converged, offspring is generated using the traditional geneticsbased operators. When the population shows a certain degree of convergence, the model is used to generate offspring.
There might be different criteria to check if a population has converged. Notice that the convergence in multi-objective optimization is very different to that in single objective optimization. That is, in a converged status, the distribution of an MOO population may be a curve or a surface, but not a point. In this work, we define a convergence criterion for the k-th cluster as follows:
, for 3-objective problems. (9) In case when Ψ(k) = 0, all points in the k-th cluster will lie in a line for 2-objective problems or a plain for 3-objective problems.
The above convergence criterion is used to measure the degree of convergence for the individuals in a cluster to determine which offspring generation strategy should be used. This definition is reasonable because the eigenvalues represent the variance of a population and the squared root of the eigenvalues represents the deviation in different directions.
E. Algorithm Framework
The main framework of the proposed algorithm is described in Fig. 3 , which works for bi-objective or 3-objective problems.
MEA/HB for MOO
Step 0 Initialization: Set t = 0 and initialize P (t).
Step 1 Reproduction: 
t).
Step 2 Selection: Select P (t + 1) from P s (t) ∪ P (t).
Step 3 Stopping Condition: If the stopping condition is met, stop; otherwise, set t = t + 1 and go to Step 1. To distinguish this algorithm with the one published in [1] , we term the method in [1] a model-based evolutionary algorithm with a hybrid strategy A (MEA/HA) and the one proposed in this paper a model-based evolutionary algorithm with a hybrid strategy B (MEA/HB).
As in MEA/HA, the simulated binary crossover (SBX-η c ) and the simulated binary mutation (SBM-η m ) proposed in [2] are adopted as the genetic-based method for generating offspring, where η c and η m are the distribution parameter of the two operators, respectively.
The differences between MEA/HA and MEA/HB can be summarized as follows: 1) In MEA/HA, the model-based method and geneticsbased method are used alternatively while in MEA/HB, they are used adaptively according to the convergence criterion Ψ(k). This means that, in MEA/HB, at the beginning stage, the genetics-based offspring generation method will play a major role, while at the later stage, the model-based method will more often be used to generate offspring. 2) A new strategy to estimate the standard deviation of the Gaussian model is suggested in MEA/HB and thus the offspring generated by the model have a better quality. Instead of generating only 3) In MEA/HB, the SPEA2 archive updating strategy is adopted as the selection operator instead of the NSGA-II selection strategy.
III. EXPERIMENTAL SETUP
A. Test Problems
As shown in Table I , we choose five test problems to check the performance of our method. The Pareto set of OKA5 [29] [30] by multiplying an orthogonal matrix Q on decision variable X. The Pareto Set of DT LZ2.1 is a plane while DT LZ7.1 has 4 discontinuous parts that lie in a plane. The orthogonal matrix Q used in this work is provided in the Appendix.
The modification of ZDT problems and rotation of DTLZ problems are for the following reasons: (1) the Pareto Sets of these problems are parallel to coordinates; (2) there are no strong interactions among variables of these problems.
B. Performance Metrics
We use four different metrics to measure the performance of the algorithms: Υ metric [3] measures the convergence (closeness of the non-dominated solutions to the Pareto front) of a population; ∆ metric [3] measures the diversity of a population; coverage metric C [31] is used to compare two populations; and Λ metric [1] records the run-time performance of an algorithm.
Suppose S is a set of solutions and S * is a set of known Pareto-optimal solutions, then these four metrics can be defined as follows: 1) Convergence metric Υ(S, Q) [3] This metric is similar to the so called General Distance(GD) 3 [32] metric that measures the closeness to the Pareto front. Υ(S, Q) is defined as:
where
The smaller Υ(S, S * ) is, the closer S to S * and it is hopeful that Υ(S, S * ) = 0 once S ⊆ S * . Since S * are just part of the true Pareto set and there is an average distance between points in S * :
we can say that S is very close to the true Pareto front once Υ(S, S * ) . =d(S * , S * ). The requirement that Υ(S, S * ) equals zero is meaningless in this situation. 2) Diversity metric ∆(S, Q) [3] 2 The modified versions of ZDT problems are provided by Hui Li. 
The original metric calculates the distance between two consecutive solutions, which works only for 2-objective problems. We make an extension by calculating the distance from a point to its nearest neighbor:
where {e 1 , . . . , e m } are m extreme solutions in S * and
If the achieved solutions are well distributed and include those extreme solutions, ∆(S, S * ) = 0. 3) Run-time metric Λ(t) [1] This metric measures the run-time performance of the algorithms. Let S(t) be the non-dominated set obtained in generation t and if |S * | |S(t)|, Υ(S * , S(t)) represents the diversity to a certain degree. And Λ(t) is defined as:
Note that if Υ(S(t), S * ) d (S * , S * ), Λ(t) will just represent the convergence and only when Υ(S(t), S * ) . =d(S * , S * ), Λ(t) will represent convergence and diversity simultaneously.
4) Coverage metric C(S
This metric is used to compare the achieved nondominated solutions.
where C(S 1 , S 2 ) represents the percentage of the solutions in S 2 that are dominated by at least one solution from S 1 . C(S 1 , S 2 ) is not necessarily equal to 1 − C(S 2 , S 1 ). If C(S 1 , S 2 ) is large and C(S 2 , S 1 ) is small, then S 1 are better than S 2 in a sense.
IV. EXPERIMENTAL RESULTS
We compare the two hybrid algorithms (MEA/HA and MEA/HB) with the two well-known algorithms: NSGA-II [3] and SPEA2 [4] . For all 2-objective problems, both the population size and the generations of all methods are 100 while for 3-objective problems, they are 200. For NSGA-II, the crossover probability is 1.0, the mutation probability is 0.1, and the η c = 20, η m = 10, as suggested in [2] . For SPEA2, the selection tournament size is 2, the individual crossover probability is 1.0, individual mutation probability is 1.0, and the individual swap probability is 0.5. For our proposed method, the extension ratio (ε) is 0.2, the training steps for the local PCA is 100, the maximum cluster number (K) is 5, and the convergence threshold is ρ = 0. Table II and Table III . Note that MEA/HA works only for two-objective problems, thus no results have been obtained on the two three-objective test functions DT LZ2.1 and DT LZ7.1. From the tables, we can see that: (1) for all test problems, MEA/HB shows the best performance according to the diversity metric; (2) MEA/HA performs a little better than MEA/HB based on the convergence metric on test functions OKA5 and ZDT2.2, while on other three test problems, MEA/HB has the best performance; (3) although for ZDT2.2, SPEA2 has the best convergence performance, it has the worst diversity performance because it can not cover the whole Pareto Front. The results of the coverage metric are shown in Fig. 9 . From the second row of Fig. 9 , we can see that on all five test problems, over 20% of solutions of the MEA/HA, NSGA-II and SPEA2 are covered by the solutions of MEA/HB. On the other hand, we can see that except for OKA5, only few solutions of MEA/HB are covered by those of other three algorithms, refer to the second column of Fig. 9 . These results indicate that the MEA/HB outperforms the NSGA-II and SPEA2 on all the five test functions, and outperforms the MEA/HA on four of the five test functions. The performance of the MEA/HA and MEA/HB on OKA5 is comparable.
V. CONCLUSIONS
In this paper, we have introduced a new hybrid algorithm for multi-objective optimization by combining model-based and genetics-based offspring generation strategies using a convergence criterion. With the help of this convergence criterion, the algorithm is able to choose the model-based method and the genetics-based method in a more reasonable way. At the early search stage, the genetics-based method is used more frequently, whereas at the latter stage, offspring are generated more often using the model-based method, thus taking advantage of the regularity in the distribution of the Pareto-optimal solutions. Better performance of the proposed hybrid method is demonstrated on five test functions compared with NSGA-II, SPEA2, and a hybrid algorithm suggested in our previous work.
In the present work, the genetics-based and the modelbased offspring generation methods are used separately. Our future work is to develop offspring generation strategies that are able to combine the genetics-based and model-based methods. Besides, modeling techniques other than the local PCA will also be investigated. 
