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Abstract—This paper considers a multi-user simultaneous
wireless information and power transfer (SWIPT) system with
a non-linear energy harvesting model, in which a multi-antenna
base station (BS) estimates the downlink channel state informa-
tion (CSI) via uplink pilots. Each single-antenna user is equipped
with a power splitter. Three crucial issues on resource manage-
ment for this system include: (i) power-efficient improvement, (ii)
user-fairness guarantee, and (iii) non-ideal channel reciprocity
effect mitigation. Potentially, a resource allocation scheme to
address jointly such issues can be devised by using the framework
of multi-objective optimization. However, the resulting problem
might be complex to solve since the three issues hold different
characteristics. Therefore, we propose a novel method to design
the resource allocation scheme. In particular, the principle of our
method relies on structuralizing mathematically the issues into
a cross-layer multi-level optimization problem. On this basis,
we then devise solving algorithms and closed-form solutions.
Moreover, to instantly adapt the CSI changes in practice while
reducing computational burdens, we propose a closed-form
suboptimal solution to tackle the problem. Finally, we provide
numerical results to show the achievable performance gains using
the optimal and suboptimal solutions, and then validate the
proposed resource allocation scheme.
Index Terms—Energy harvesting, simultaneous wireless infor-
mation and power transfer, resource allocation.
I. INTRODUCTION
The explosive progress of information and communication
technologies (ICT), such as the fifth generation (5G) networks,
has resulted in a tremendous demand for energy to prolong the
lifetime of devices in wireless networks [1]–[3]. Energy har-
vesting (EH) techniques can be a promising solution, however,
one of the main drawbacks of conventional EH networks is the
dependence on unstable energy resources, such as solar and
wind energy. To overcome this issue, a radio frequency (RF)
wireless power transfer technique has been proposed due to
the fact that the RF signals having a frequency range from
3kHz to 300 GHz can be used to carry energy [4]–[6]. In
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RF wireless power transfer (WPT) networks, a transmitter
can proactively convey RF signals to recharge energy-hungry
devices whenever necessary. Especially, by integrating RF
wireless power transfer techniques into traditional wireless
communications, the research community has witnessed the
prompt development of simultaneous wireless information and
power transfer (SWIPT) technique [2], [3], [5], [6]. Over
past few years, the SWIPT technique has showed its bright
potential of prolonging the lifetime of wireless devices in many
applications, such as cellular, wireless sensor, cognitive radio
and Internet-of-Things networks [5], [7]–[10].
In SWIPT networks, the performance of RF energy transfer
drastically suffers from path loss. In this concern, resource
allocation, whose the principle relies on taking advantages
of users’ diversity to improve the system performance under
limited availabe resources, is one of the key solutions. In [11],
[12], the authors have addressed beamforming optimization for
SWIPT systems. Recently, researchers have developed a non-
linear EH model for which analytical EH results tightly match
the measured ones in practical systems [13], [14]. More specif-
ically, [14], [15] have shown a scheme of joint time and power
allocation and a scheme of joint beamforming optimization
and power splitting for SWIPT networks, respectively, taking
a non-linear EH model into account. In [16], the authors have
investigated rate-energy trade-off behaviour for MIMO SWIPT
networks under a non-linear EH model.
In recent years, several articles [10], [17]–[20] have ex-
ploited the property of channel reciprocity to develop resource
allocation schemes for SWIPT and wireless powered commu-
nication (WPC) networks. According to channel reciprocity,
reversed time division duplex (TDD)-based systems can ben-
efit from the fact that the downlink CSI can be achieved by
estimating the uplink channels. One of the main advantages of
applying TDD to SWIPT systems is that the energy consump-
tion of channel estimation at user receivers is reduced and then
the user lifetime can be prolonged consequently. In practice,
the antennas at the transmitter and receiver sides have distinct
RF chains, and need to be calibrated. However, imperfectly
calibrating these antennas can impair the channel reciprocity.
Thus, designing robust beamformers taking this issue into
account is one of the primary solutions. To the best of our
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2knowledge, there has been little prior work on the impact of
non-ideal channel reciprocity for SWIPT systems.
Furthermore, in conventional communication systems, it is
well-known that the users with the worse channel quality
consumes more energy for uplink transmissions than the ones
with the better channel condition. Indeed, this phenomenon
becomes more prominent in WPC networks where distant
users who are often associated with worse channel quality
not only have less chance to harvest suffcient energy but
also spend more energy for uplink transmission than near
users do. Some earlier papers [17], [21]–[23] have studied
this phenomenon under the doubly near-far effect point of
view. More specifically, most of them have dealt with the
unfairness between distant and near users in WPCNs by
jointly managing power transfer in downlinks and information
transmission in uplinks. Particularly, in those works, the user
fairness is improved following channel gains. Nevertheless,
this might result in inflexible fairness controls for network
operators. The issue of user fairness in WPCNs has inspired
us to rethink the resource allocation in SWIPT networks.
So far, to the best of our knowledge, most of the previous
works [9]–[12], [14]–[16] only address the management of
downlink SWIPT to meet ID and EH targets without further
prediction of energy demands. In practical SWIPT networks
however, after receiving information and harvesting energy in
downlinks, the users might need to send pilot and information-
bearing signals to the BS via uplinks. Similar to WPCNs,
this raises an issue of user unfairness in SWIPT networks,
referring that distant users spend more energy to connect
to the BS than near users do. Therefore, this motivates us
to take into account such an issue when designing resource
allocation schemes for downlink SWIPT networks. In fact,
considering a practical SWIPT network with a non-linear EH
model, flexibly guaranteeing the user fairness between users
located at different communication ranges while minimizing
transmit power and taking the non-ideal channel reciprocity
into account is a challenge.
In this paper, we address the above issues for a SWIPT
system under a non-linear EH model in which a multi-antenna
BS and multiple single-antenna users are considered. Each
user employs a power splitter to coordinate the processes of
information decoding (ID) and EH. In this model, downlink
CSI is estimated at the BS side via an uplink TDD scheme
to exploit the channel reciprocity. Moreover, the channels are
assumed to be flat fading. Specifically, this work focuses on
designing a novel resource allocation scheme able to jointly
(i) save energy by minimizing transmit power, (ii) account
for the user fairness by maximizing the weighted sum of the
coverage probability of EH (under the calibration error), and
(iii) mitigate the non-ideal channel reciprocity by minimizing
the effect of calibration error on ID performance. Recently,
multi-objective optimization has been promoted as an efficient
approach to handle resource allocation in SWIPT networks
[24]–[27]. However, since the considered objectives (i.e. (i),
(ii) and (iii)) have different characteristics, the algorithms in
previous works [26], [27] based on the weighted Tchebycheff
method [25] might not be adopted for the considered SWIPT
system.
In this work, we propose a novel method in which such
objectives are structured on a cross-layer multi-level optimiza-
tion problem. In our method, objectives (i) and (iii) can be
addressed by a physical-layer optimization problem with a
multi-level structure. More specifically, objectives (i) and (iii)
are formulated into a first-level and a second-level problems,
respectively. Besides, objective (ii) is transformed into a set of
constraints of the physical-layer problem whose threshold val-
ues are designed by an upper-layer optimization problem. The
overall problem formulation would be thoroughly presented
in section III. On this basis, we reformulate the upper-layer
problem into a quadratic optimization problem, and then solve
it using a closed-form optimal solution. After that, considering
the multi-level problem, we develop a manner to relax the
second-level problem into a set of constraints of the first-
level one. Accordingly, the resulting multi-level problem is
convex and can be conveniently tackled by solvers [28]. In
practice, the CSI changes with time, due to user mobility,
yielding the need of updating and resolving the problem.
Thus, to maintain a stable system performance while reducing
computational burdens at the BS, we further propose a closed-
form suboptimal solution to tackle the problem. Our main
contributions can be stated as follows
• Proposing a novel resource allocation scheme for SWIPT
networks based on structuralizing multiple objectives
with different characteristics into the cross-layer multi-
level optimization approach.
• Deriving the closed-form approximate expressions of the
average SINR, and the coverage probability of EH under
the effect of the non-ideal channel reciprocity.
• Developing a method to solve the cross-layer multi-level
optimization problem.
• Providing a closed-form suboptimal solution with low
complexity to deal with time-varying channels.
The remainder of this paper is organized as follows: In
Section II, the system model is described. The overall idea
of the proposed resource allocation scheme is discussed in
Section III. In Section IV, optimal and suboptimal solutions of
the cross-layer multi-level optimization problem are presented.
In Section V numerical results and discussions are provided.
Finally, concluding remarks are put forward in Section VI.
Notation: The notation Rm+ and Cm×n represent the sets of
m-dimensional nonnegative real vector and m × n complex
matrix, respectively. The boldface lowercase a and uppercase
A denote vectors and matrices, respectively. The superscripts
AT and AH indicate the transpose and transpose conjugate,
respectively. Moreover, symbols |.|, and ‖.‖ stand for the
absolute value, vector Euclidean norm, respectively.
II. SYSTEM MODEL
Consider a multiuser SWIPT system when an M -antenna
BS serves N single-antenna users. The users are randomly
located in the cell area such that some users have more severe
channel conditions than the other. For example, the users
located far from the BS experience higher distance-dependent
path-losses than those located near the BS. This might lead to a
form of the doubly near-far problem in which distant users not
3Group 1 
Group 2 
Group 3 
Fig. 1. An illustration of the SWIPT system including 3 groups of users.
only have less chance to harvest energy but also spend more
energy for uplink transmission than near users do. In fact, the
effort to improve the EH performance for distant users can
lead to some diffculties in managing the ID performance of
the overall system since near users might be exposed to denser
interference than distant users. Thus, resource allocation is the
key solution to this issue.
Therefore, to take into account the doubly near-far problem
in providing fairness among users in the cell, we divide the
users into G disjoint groups, based on communication ranges,
as illustrated in Fig. 1. Here, group g, g = 1, · · · , G, has
Ng users is assigned a unique priority parameter bg . The
advantage of prioritizing users can be described as follows.
In the previous works of [17], [21], [22], the EH performance
of a user is improved according to channel gains. In practice,
however, the channel gain approach may not meet the energy
demands exactly, it may offer less or more energy than
required. For instance, farthest users whose batteries run out
faster may need to harvest more energy than the amount
estimated by the channel-gain-based approach. Additionally,
when a user is exposed to RF radiation over safety limits, this
issue might be diffcult to manage using the channel-gain-based
approach. In the approach proposed in this work, the network
operator can take other concerns into account and then flexibly
manage the priority to balance system performance.
A. Channel Model of Non-ideal Reciprocity
We assume that the channels are flat-fading. Let hgn ∈
CM×1 and ugn ∈ CM×1 be the downlink channel vector
and the uplink channel vector between the BS and user n,
n = 1, · · · , Ng , in the group g, respectively. According to
[29], the downlink and uplink channels can be respectively
modelled as
hgm,n = tmv
g
m,nr¯
g
n, (1)
ugm,n = rmv
g
m,nt¯
g
n, (2)
where vgn,m, m = 1, · · · ,M , is the wireless channel coefficient
between transmit antenna m of the BS and user n in group
g; tm and rm are the equivalent transmit and receive antenna
gains of antenna m of the BS, respectively; t¯gn and r¯
g
n are the
equivalent receive and transmit circuit gains of user n in group
g, respectively.
Let us define cgm,n such that
hgm,n
ugm,n
=
tmr¯
g
n
rmt¯
g
n
= cgm,n. If
antennas are perfectly calibrated, then cg1,n = c
g
2,n = · · · =
cgM,n = c˜
g
n, where c˜
g
n is a constant number [29]. In this case,
channel reciprocity holds and the BS is able to estimate the
downlink channels based on uplink pilots perfectly. In fact,
some papers on TDD channel reciprocity observe that the
difference between the uplinks and downlinks, i.e. c˜gn, does
not affect the designs of beamforming/precoding/detector in
multi-user multi-input multi-output (MIMO) systems [30].
However, there are always hardware calibration errors in
practice. Thus, according to one of the most common ap-
proaches [29], the downlink channels can be modelled con-
sidering calibration errors as follows
hgn = (IM + C
g
n)u
g
n, (3)
where IM is an M × M identity matrix, and Cgn =
diag{cg1,n, cg2,n, · · · , cgM,n} is a matrix presenting calibration
errors and cgm,n ∼ CN (0, σ2cal).
In practice, users may have more than one antenna. Thus, we
provide a brief discussion on the extension of channel model
as follows. Since both the BS and users are equipped multiple
antennas, the hardware calibration might be complex. In light
of [29], to reduce the compexity, it is suggested calibration
be mainly performed at the BS side while the antennas at the
user side are pre-calibrated such that
r¯gn,l
t¯gn,l
= λgn (∀l) where
the index l indicates antenna l at a user and λgn is a constant.
Hence, we obtain an expression
hgm,n,l
ugm,n,l
=
tmr¯
g
n,l
rmt¯
g
n,l
= cgm,n.
Note that index l does not appear in cgm,n since antenna l has
been pre-calibrated. Then, similar to the case of single-antenna
user, the channel model can be formulated as
[hgn,1 ... h
g
n,L] = (IM + C
g
n)[u
g
n,1 ... u
g
n,L]. (4)
B. Signal Model
On the downlink, the received signal at user n in group g
could be expressed as
ygn = (h
g
n)
Twgns
g
n +
Ng∑
n′=1
(n′ 6=n)
(hgn)
Twgn′s
g
n′ (5)
+
G∑
g′=1
(g′ 6=g)
Ng∑
n=1
(hgn)
Twg
′
n s
g′
n + n0,
where wgn is the beamforming vector for user n in group g,
and sgn is the unit power transmit symbol. The first term is
the desired signal, the second term is the interference in the
same group, the third term is the interference from the other
groups, and the fourth term n0 is the additive white Gaussian
noise (AWGN), i.e. n0 ∼ CN (0, σ20).
Further, the received signal at user n in group g is split to
the information decoder and the energy harvester by a power
spitter, which divides an ρgn (0 ≤ ρgn ≤ 1) portion of the
4signal power to the information decoder, and the remaining
(1−ρgn) portion of power to the energy harvester. As a result,
the signal split to the information decoder is expressed as
yID,gn =
√
ρgny
g
n + n1, (6)
where n1 is the AWGN introduced by the ID, i.e. n1 ∼
CN (0, σ21). Due to calibration errors, the BS has imperfect
downlink CSI, and the instantaneous signal-to-interference-
plus-noise ratio (SINR) values are not available. Alternatively,
to evaluate ID performance, the average SINR at user n in
group g can be given by
E [SINRgn]
∆
=
E
[
ρgn
∣∣(hgn)Twgn∣∣2]
E
[
ρgn
(
Ign + |n0|2
)
+ |n1|2
] , (7)
where Ign is the interference component which can be pre-
sented as below
Ign =
Ng∑
n′=1
(n′ 6=n)
∣∣(hgn)Twgn′ ∣∣2 + G∑
g′=1
(g′ 6=g)
Ng∑
n′=1
∣∣∣(hgn)Twg′n′ ∣∣∣2 . (8)
It is worth noting that we apply a relaxation for computing
the average SINR given in (7) due to further conveniences.
C. Non-Linear Energy Harvesting Model
Further, the signal split to the energy harvester is
yEH,gn =
√
(1− ρgn)ygn. (9)
Conventionally, in linear EH models, the harvested energy,
denoted by Egn, can be computed as a linear function of input
energy, i.e. Egn = ξ
g
nE^
g
n in which ξ
g
n (0 ≤ ξgn ≤ 1) is the energy
conversion efficiency and E^gn is the input energy defined by
E^gn = (1− ρgn)
G∑
g′=1
Ng∑
n′=1
∣∣∣(hgn)Twg′n′ ∣∣∣2 . (10)
Note that the contribution of n0 and n1 is neglected [11], [31].
However, in practice, it has been shown that the RF energy
conversion efficiency varies with different levels of input
energy. The linear model is only proper for the specific
scenario when the received powers at users are constant. Thus,
in this work, we consider a non-linear EH model that can give
more accurate results to practical systems. According to [14]–
[16], the non-linear model can be described as
Egn =
MEH
1 + e−a(E^
g
n−b) −
MEH
1 + eab
1− 1
1 + eab
, (11)
where MEH is maximum harvested energy at a user when
the EH circuit meets saturation. In addition, a and b are
constants regarding circuit specifications, e.g. the resistance,
capacitance, and diode turn-on voltage [14]–[16].
In this work, to characterize the chance of harvesting
energy at a user, the coverage probability of harvested energy
regarding calibration errors [32] is given by
Pr (Egn ≥ θgn) , (12)
where θgn is a threshold.
III. PROBLEM FORMULATION AND PROPOSED APPROACH
This section describes the overall idea of the proposed
resource allocation scheme and presents the related problem
formulation.
We start with discussing the considered objectives for
resource allocation in the SWIPT system. First, one of the
important objectives is transmit power saving, namely ob-
jective (i). Second, the overall EH performance should be
maximized taking the user fairness into account, namely
objective (ii). Third, the effect of non-ideal channel reciprocity
on ID performance should be minimized, namely objective
(iii). To handle this task, although multi-objective optimization
seems to be promising [24], [25], directly applying it might
bring non-trivial computing difficulites. For instance, one of
the most popular methods, so-called weighted sum method
[25], might not be a suitable choice since the characteristic
of the objectives are not the same. Indeed, the metrics of
objectives (i), (ii), and (iii) are Watt(s), percentage(s), and
dB. This leads to difficulties of choosing weighted values [25].
Further, another multi-objective optimization method, namely
lexicographic method [25], can deal with this drawback.
However, the resulting problem is highly complex and hard
to solve.
In this work, we propose a novel method o jointly solve
these objectives. In fact, objective (ii) can be represented by
maximizing the weighted sum of coverage probability of EH
according to the group priorities. In this concern, distant users
with a higher priority can be managed to have more chance
to harvest energy than near users. Thus, our idea exploits this
point and then proposes a cross-layer design in terms of a
cooperation between the physical and the upper layers. In this
concern, objectives (i) and (iii) are jointly formulated into
the physical-layer problem. Besides, objective (ii) is translated
into the EH coverage probability constraints of the physical-
layer problem whose threshold values are planned by an
upper-layer optimization problem, namely OP2. After solving
OP2, the designed plan of the thresholds is conveyed to the
physical layer. The proposed approach has many advantages,
of which we include three. First, the issue of dissimilarity of
characteristics between the objectives can be properly relaxed
when the objective (ii) is separately tackled at the upper
layer. Second, the computation burden is shared between the
processing units of the layers. Third, network operators can
flexibly manage the user fairness and balance the system
performance since they can check the designed plan before
conveying it to the processing unit at the physical layer. The
detailed formulation is shown below.
Accounting for problem OP2, we consider a realistic sit-
uation where the network operator has an existing serving
plan regarding the thresholds of the EH coverage probability
constraints. This plan might be created according to user
demands or registered Quality of Service (QoS) only. It does
not take the user fairness into account. Thus, re-designing
the plan is to address this task. Moreover, in practice, the
network operator might not want the new plan to deviate too
much from an existing plan. In this concern, the first aim
is to maximize the weighted sum of the threshold with the
5User fairness
Constraint (14c)
Objective function
Constraint (14d)
Power efficiency
Channel non-reciprocity
Channel non-reciprocity
User fairness
Channel non-reciprocityAll components
All components
Fig. 2. Responsibility for each objective function and each constraint.
purpose of guaranteeing the user fairness, whereas the second
one is to minimize the 0-norm of the difference between
the existing plan and the re-designed one. Thus, based on
the user-prioritized system model, re-designing the plan can
be represented by a multi-objective optimization problem as
follows
OP2 : max{αgn}
G∑
g=1
Ng∑
n=1
bgαgn & min{αgn}
‖α − q‖0 (13a)
s.t.:
G∑
g=1
Ng∑
n=1
αgn =
G∑
g=1
Ng∑
n=1
qgn, (13b)
0 ≤ αgn ≤ 1, ∀g, n, (13c)
in which, {qgn} and {αgn} represent the threshold values of
coverage probabilites set in the existing and desired plans,
respectively. Also, α = [α11 . . . α
G
N ]
T and q = [q11 . . . q
G
N ]
T .
It is worth mentioning that bg is the priority factor associated
with group g. Additionally, constraint (13b) is to keep the total
coverage probability (i.e. the total offered QoS of the system)
given in the two plans equal.
Considering the physical-layer problem, on one hand, objec-
tive (i) can be formulated by minimizing total transmit power.
On the other hand, to combat the channel reciprocity effect
on the ID performance (i.e. objective (iii)), it is desirable
to design robust beamformers to maximize the average SINR
obtained at each user. However, since the beamforming vectors
for multiple users in the expression of the average SINR
are coupled. This might make this multi-objective problem
intractable. Thus, we propose an alternative manner to manage
objectives (i) and (iii) using a multi-level structure. More
specifically, the first-level problem, namely OP1, is to account
for objective (i), whereas the second-level problem, namely
SL1, is to address objective (iii). However, even in this case,
achieving the beamformers such that the beam direction and
beam power are jointly optimized is difficult. Thus, consider-
ing problem SL1, it is suggested that only the beam directions
of beamformers are designed to maximize the average signal-
to-leakage ratio (SLR) on calibration errors at each user with
setting the average SINR as constraints. In this concern,
specifically, SLR beamforming is also known by another name,
transmit minimum mean square error (MMSE) beamforming
[Remark 3.2, [33]]. Its principle relies on minimizing the
effect of calibration errors on the desired signal performance.
Besides, it is well-known that the leakage or the interference
can be useful in improving EH performance. Thus, the SLR
criterion might be non-preferred to EH. In fact, dealing with
non-ideal channel reciprocity to improve ID performance, in
its nature, affects the EH performance. This can be seen as a
performance trade-off between ID and EH. However, benefting
from the cross-layer approach, the EH performance can be
guaranteed through the thresholds designed by upper-level
problem OP2.
For further concerns, detailed problem formulations can be
presented as follows
OP1: min{wgn,ρgn}
G∑
g=1
Ng∑
n=1
‖wgn‖2 (14a)
s.t.: {wgn} ∈ F , (14b)
E [SINRgn] = γgn, ∀g, n, (14c)
Pr (Egn ≥ θgn) ≥ αgn, ∀g, n, (14d)
0 < ρgn < 1, ∀g, n, (14e)
where {γgn}, {θgn}, and {αgn} are the thresholds of the average
SINR, the EH, and the coverage probability of EH, respec-
tively. In particular, the values of {αgn} are designed by the
upper layer, i.e. problem OP2, such that the weighted sum of
the threshold values is maximized. {αgn} can be affected by the
method used to solve multi-objective problem OP2, determined
by network operators. Additionally, the values of {γgn} and
{θgn} can be also assigned by network operators. In practice,
the network operators can determine these thresholds based on
several concerns, such as user requests and the registered QoS
at the user side. Further, F is a set defined by the second-level
problem SL1.
Regarding the formulation of second-level problem SL1, the
beamformer should be designed to maximize the average SLR
at each user. Accordingly, problem SL1 can be formulated as
below
SL1 :
{
max
wgn
SLR
g
n
}
, ∀n, g (15)
where
SLR
g
n = (16)
(wgn)
HE
[
hgn(h
g
n)
H
]
wgn
(wgn)HE
 N∑
n′=1
(n′ 6=n)
hgn′(h
g
n′)
H +
G∑
g′=1
(g′ 6=g)
N∑
n=1
hg
′
n (h
g′
n )H
wgn
.
(17)
in which, the numerator includes the desired signal power
while the denominator consists of the total interference power.
In principle of the multi-level problem [34], constraint (14b)
implies that any optimal solutions {wgn} of the first-level prob-
lem must belong to the set of the optimizers of second-level
problem SL1, i.e. F . In other words, optimal beamformers, i.e.
{w?gn }, should have the beam directions designed by problem
SL1. For convenience, responsibility of each problem and an
illustration of the overall proposed scheme are shown in Figs.
2 and 3, respectively.
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Fig. 3. The proposed resource allocation scenario.
IV. SOLUTIONS TO THE CROSS-LAYER MULTI-LEVEL
OPTIMIZATION PROBLEM
This section is to present a novel method to tackle the cross-
layer multi-level problem.
A. Solving Upper-Layer Problem OP2
On one hand, it is obvious that our aim is to design a new
serving plan taking the user fairness into account. This is hence
formulated into OP2 which is a multi-objective optimization
problem. Due to the aim of the new plan, the first objective, i.e.
maximizing the weighted-sum of the coverage probabilities,
should be treated more importantly than the second objective,
i.e. minimizing the difference between the two plans.
On the other hand, actually, solving a single-objective
problem with the l0-norm is difficult. This is even more
challenging when considering this issue in the form of a multi-
objective problem. In principle, the l0-norm handles the plan
difference through the number of dissimilar elements between
the two plans. However, this approach results in a strongly NP-
hard problem which is highly complex and computationally
intractable to solve [35], [36]. The main difficulty is due to
the sparsity property of the l0-norm. Several previous works
proposed methods to relax the l0-norm into a higher-order
norm problem [37], [38]. However, it is still difficult to adopt
directly those methods to the multi-objective problem.
As discussed, since the second objective is less important
than the first one, our idea is to exploit this point to relax
the sparsity property required in the second objective and then
make problem OP2 more tractable. In this concern, we propose
minimizing the l2-norm of the plan difference as an alternative
approach. In fact, the l2-norm might not measure the sparsity
of the plan difference, however, it can measure the sum of the
plan difference which the l0-norm might not do. Particularly,
the previous work [ [39], pp. 488] managed the plan difference
by minimizing the squared variance (i.e. a form of the l2-
norm) between the two plans. Thus, we focus on minimizing
the squared variance, instead of minimizing the l0-norm of the
plan difference. Accordingly, problem OP2 is reformulated as
follows
OP2 : max{αgn}
G∑
g=1
Ng∑
n=1
bgαgn & min{αgn}
G∑
g=1
Ng∑
n=1
(αgn − qgn)2
(18a)
s.t.:
G∑
g=1
Ng∑
n=1
αgn=
G∑
g=1
Ng∑
n=1
qgn, (18b)
0 ≤ αgn ≤ 1, ∀g, n. (18c)
Based on suggested methods given in [25], multi-objective
problem OP2 can be solved by using the weighted-sum
approach. In this regard, we introduce a parameter R (0 <
R < 1) to represent the relative importance between the two
objectives. Hence, OP2 can be re-written as
OP2−1 : max
αgn
(1−R)
G∑
g=1
Ng∑
n=1
bgαgn −R
G∑
g=1
Ng∑
n=1
(αgn − qgn)2
(19)
s.t.: (18b), (18c).
By modifying R, a trade-off between the objective functions
can be evaluated. On this basis, a resource allocation scheme
can be reasonably designed, according to network require-
ments. To derive the closed-form solution, the Lagrangian
function is derived as
Ls2
(
α, µs2, δs21 , δ
s2
2
)
= −αT f +RαTα + µs2
αT1NG − G∑
g=1
Ng∑
n=1
qgn

+
G∑
g=1
Ng∑
n=1
(qgn)
2 + (δs21 )
T (α − 1NG)− (δs22 )Tα. (20)
where f =
[
f11 . . . f
1
NG
. . . fG1 . . . f
G
NG
]T ∈ CNG×1 in which
fgn = (1−R)bg+2Rqgn, α =
[
α11 . . . α
1
NG
. . . αG1 . . . α
G
NG
]T ∈
CNG×1, µs2 ∈ R, δs21 ∈ RNG×1 and δs22 ∈ RNG×1 are dual
variables. After some manipulations, the optimal solution, i.e.
α?, can be obtained by
α? =
1
2R
(
f − µs21− δs21 + δs22
)
. (21)
By substituting α? into the Lagrangian function, we can
obtain the dual problem. To make mathematical presentation
favorable, we re-arrange the dual variables into only one vec-
tor, and then re-write the above equation in a more convenient
form as follows
α? =
1
2R
(f + Bd) , (22)
in which B = [−1NG − ING ING] and d =[
µs2 (δs21 )
T (δs22 )
T
]T
. Next, we plug α? back into the
7Lagrangian function given in (20). After some manipulations,
we have
Ls2
(
α?, µs2, δs21 , δ
s2
2
)
= sTd− 1
4R
(f + Bd)
T
(f + Bd) ,
(23)
where s =
[
−
(∑G
g=1
∑Ng
n=1 q
g
n
)
− 1TNG 0TNG
]T
. Ac-
cordingly, the dual problem can be formulated as
min
d
sTd− 1
4R
(f + Bd)
T
(f + Bd) (24a)
s.t. d  0. (24b)
Since problem OP2−1 is quadratic convex and all constraints
are convex, there never exists a duality gap [40].
In order to transform (24) into a more tractable form, we let
Bˆ = BTB/R and fˆ = s−BT f/R. On this basis, the above
problem can be represented in the well-known form as
min
d
1
4
dT Bˆd− fˆTd (25a)
s.t. d  0. (25b)
Indeed, problem (25) is derived in a convex formulation.
However, due to nonnegativity constraint (25b), there might
not exist analytical solutions of optimal d?. Hence, an iterative
algorithm would be needed. Conventionally, gradient iteration
algorithm is applied to update the Lagrangian multipliers.
However, the work of [41] has proven that multiplicative
updates can enhance the value of the problem objective at each
iteration and hence monotonically converge to the optimal
solution. This motivates us to construct an algorithm in terms
of multiplicative updates to tackle the problem (25). Then, we
define Bˆ• and Bˆ◦ as follows
Bˆ•ij =
{
Bˆij if Bˆij ≥ 0,
0 if otherwise,
(26)
Bˆ◦ij =
{ |Bˆij | if Bˆij ≤ 0,
0 if otherwise,
(27)
On this basis, the iterations of multiplicative updates can be
shown as
di ← di
 fˆi +
√
fˆ2i + (Bˆ
•d)i(Bˆ◦d)i
(Bˆ•d)i
 , ∀i. (28)
The convergence of the iterative algorithm is ensured [41].
Through achieving optimal solution d?, the optimal values
of Lagrangian multipliers, i.e. µ?s2, δ?s21 , δ
?s2
2 , can be conve-
niently found. As a result, optimal value α? is determined.
B. Solving Second-Level Problem SL1
In fact, the beamforming vector can be decomposed into two
components which are the beam power and the beam direction.
In the mathematical presentation, this can be shown as
wgn =
√
pgnν
g
n, ∀g, n, (29)
where ‖νgn‖2 = 1. Without loss of generality, we can eleminate
parameter pgn at both the numerator and denominator of the
average SLR given in (16). Accordingly, problem SL1 can be
equivalently reformulated as below
SL1 :
{
max
νgn
SLR
g
n
}
, ∀n, g (30a)
s.t.: ‖νgn‖2 = 1, ∀g, n, (30b)
where
SLR
g
n = (31)
(νgn)
HE
[
hgn(h
g
n)
H
]
νgn
(νgn)HE
 N∑
n′=1
(n′ 6=n)
hgn′(h
g
n′)
H +
G∑
g′=1
(g′ 6=g)
N∑
n=1
hg
′
n (h
g′
n )H
νgn
.
(32)
To gain insight into problem SL1, we analyze the average
channel gains on calibration errors, shown as follows
E
[
hgn(h
g
n)
H
]
= E
[
(IM + C
g
n)u
g
n((IM + C
g
n)u
g
n)
H
]
,
(33a)
= Uˆgn + Uˆ
g
nC¯
g
n, (33b)
= Agn, (33c)
where Uˆgn ∈ CM×M = ugn(ugn)H , and C¯gn ∈ RM×M =
E
[
Cgn(C
g
n)
H
]
= diag
{
σ2cal, σ
2
cal, ..., σ
2
cal
}
.
In light of the above result, the average SLR can be re-
written as
SLR
g
n =
(νgn)
HAgnν
g
n
(νgn)H
 N∑
n′=1
(n′ 6=n)
Agn′ +
G∑
g′=1
(g′ 6=g)
N∑
n=1
Ag
′
n
νgn
. (34)
Relying on the Rayleight-Ritz quotient [42], the optimal
values of {νgn} to maximize the average SLR can be given by
ν?gn = Φ
g
n, (35)
where Φgn can be obtained by computing the orthonormal
eigenvector corresponding to the largest eigenvalue of the
matrix pair
Agn, N∑
n′=1
(n′ 6=n)
Agn′ +
G∑
g′=1
(g′ 6=g)
N∑
n=1
Ag
′
n
.
C. Analysis of non-linear EH and ID performances on Non-
Ideal Channel Reciprocity
In this subsection, we present the closed-form expressions
of the coverage probability of EH, and the average SINR under
the calibration errors.
First, we analyze constraint (14d). In light of previous work
[16] and (10), (11) and (12), the formulation regarding the
non-linear EH model can be dealt with as follows
Pr (Egn ≥ θgn) = Pr
 G∑
g′=1
Ng∑
n′=1
∣∣∣(hgn)Twg′n′ ∣∣∣2 ≥ θˆgn(1− ρgn)
 ,
(36)
where
θˆgn = b−
1
a
ln
(
eab(MEH − θgn)
eabθgn + MEH
)
. (37)
8According to (29) and (36), constraint (14d) can be repre-
sented by
Pr
− G∑
g′=1
Ng∑
n′=1
pg
′
n′
∣∣∣(νg′n′)Thgn∣∣∣2 ≥ θˆgn(ρgn − 1)

≤ 1− α?gn . (38)
It is worth reminding that α?gn is the optimal value of α
g
n
derived in subsection IV.A.
Indeed, the distribution of hgn under the calibration errors is
CN (ugn, σ2calUˆgn), where Uˆgn = diag{|ugn[1]|2, ..., |ugn[M ]|2}.
This leads to the fact that it is difficult to obtain the exact
closed-form expression of (38). Additionally, the expression
should be derived in a favorable formulation to the concept
of the convex optimization. Therefore, this motivates us to
provide an approximation of (38) through Lemma 1.
Lemma 1. The closed-form approximate derivation of con-
straint (14d) can be given by
ϕgn({pgn}, ρgn)
=
G∑
g′=1
Ng∑
n′=1
√(
1/(1− α?gn )− 1
)
var
[
|(νg′n′)Thgn|2
]
pg
′
n′
−
G∑
g′=1
Ng∑
n′=1
E
[∣∣∣(νg′n′)Thgn∣∣∣2] pg′n′ − θˆgn(ρgn − 1) ≤ 0. (39)
Proof: See Appendix A.
It can be observed that the above constraint is convex over
variables {pgn} and ρgn since the term − θˆ
g
n
(ρgn−1) is convex (i.e.
the second-order condition [40]). Further, it is clear that such
a closed-form derivation is a function of the expectation and
variance of |(νg′n′)Thgn|2 for which the closed-form expressions
are provided in Lemma 2.
Lemma 2. The closed-form expressions of the expectation and
variance of
∣∣∣(νg′n′)Thgn∣∣∣2 can be derived respectively as follows
µg
′g
n′n = E
[∣∣∣(νg′n′)Thgn∣∣∣2]
= tr
(
Vg
′
n′Uˆ
g
nσ
2
cal
)
+ (ugn)
HVg
′
n′u
g
n, (40)
υg
′g
n′n = var
[∣∣∣(νg′n′)Thgn∣∣∣2]
= tr
(
Vg
′
n′Uˆ
g
nσ
2
cal
)2
+ 2σ2cal(u
g
n)
HVg
′
n′UˆV
g′
n′u
g
n. (41)
Proof: See Appendix B.
Second, we take constraint (14c) into account. On the basis
of (7), the average SINR can be computed by Lemma 3 as
follows
Lemma 3. According to (7), the closed-form derivation of the
approximate average SINR can be given by
E [SINRgn]
∆
=
ρgnµ
gg
nnp
g
n
ρgn
(I¯gn + σ20)+ σ21 . (42)
where I¯gn =
Ng∑
n′=1
(n′ 6=n)
µggn′np
g
n′ +
G∑
g′=1
(g′ 6=g)
Ng∑
n′=1
µg
′g
n′np
g′
n′ .
Proof: By substituting (40) into (7), we obtain (42) as in
Lemma 3.
D. Optimal and Sub-optimal Solutions for the Problem OP1
Since problem SL1 has been relaxed, and the closed-form
derivations regarding the EH and SINR metrics have been
provided; problem OP1 given by (18) can be reformulated as
min
{pgn,ρgn}
G∑
g=1
Ng∑
n=1
pgn,
s.t.: {wgn} ∈ F , F ,
{
wgn|wgn =
√
pgnν
?g
n , (∀g, n)
}
,
Ng∑
n′=1
(n′ 6=n)
µggn′np
g
n′ +
G∑
g′=1
(g′ 6=g)
Ng∑
n′=1
µg
′g
n′np
g′
n′ +
1
γgn
µggnnp
g
n
= σ20 +
σ21
ρgn
, ∀g, n,
ϕgn({pgn}, ρgn) ≤ 0, ∀g, n,
0 < ρgn < 1, ∀g, n,
pgn ≥ 0, ∀g, n. (43)
It can be observed that problem (43) is not convex due to the
equality symbol in the second constraint. However, given the
problem, the second constraint can be relaxed by replacing
the equality symbol by an inequality one (i.e. ≥). Hence, the
resulting problem becomes convex and easy to solve [28].
In practice, since the CSI changes with time, the BS needs
to update the CSI and then resolve the problem to maintain the
system performance. However, this task might bring a heavily
computational burden. Therefore, a sub-optimal solution that
can be achieved with a much reduced complexity plays an
important role. In the following, we present a method resulting
in a closed-form sub-optimal solution.
First, we simplify problem (43) by setting ρgn = ρ (∀g, n).
This implies that all users employ the same power-splitting
factor. In fact, this system configuration has been adopted for
multi-user SWIPT networks [31]. Thus, the resulting problem
of (43) can be given by
min
{pgn},ρ
G∑
g=1
Ng∑
n=1
pgn,
s.t.: {wgn} ∈ F , F ,
{
wgn|wgn =
√
pgnν
?g
n , (∀g, n)
}
,
Ng∑
n′=1
(n′ 6=n)
µggn′np
g
n′ +
G∑
g′=1
(g′ 6=g)
Ng∑
n′=1
µg
′g
n′np
g′
n′ +
1
γgn
µggnnp
g
n
= σ20 +
σ21
ρ
, ∀g, n,
ϕgn({pgn}, ρ) ≤ 0, ∀g, n,
0 < ρ < 1, ∀g, n,
pgn ≥ 0, ∀g, n. (44)
Second, we propose a method to facilitate the speed of
solving problem (44). Obviously, the more the variables and
constraints are, the longer is the computation time required for
9finding solutions is. Thus, a novel transformation for problem
(44) in which only one variable of ρ exists is proposed.
Our idea can be explained by eliminating the variable of
p (p = [p11...p
G
N ]
T ) as follows. We start with considering
the second constraint of problem (44). By representing this
constraint in terms of a matrix formulation [ [43], 18.4], [
[44], eq. (2)], [ [45], eq. (26)] , the value of p should satisfy
p = (I− LΥ)−1∆(σ20 + σ21ρ¯), (45)
where
L ∈ CNG×NG = diag{γ11 , . . . , γ1N , . . . , γG1 , . . . , γGN}. (46)
Moreover, Υ ∈ CNG×NG is a zero-diagonal matrix with
(Υ)(k−1)G+m,(g−1)G+n =
Ξk,gm,n
Ξk,gm,m
, (47)
where
Ξk,gm,n = tr
(
νkm(ν
k
m)
HUgn(σ
2
cab + 1)
)
. (48)
In addition, ∆ is a diagonal matrix, in which
∆ = diag
{
1
Ξ1,11,1
, . . . ,
1
Ξg,gm,m
, . . . ,
1
ΞG,GM,M
}
L. (49)
Also,
ρ¯ =
1NG
ρ
. (50)
For convenience, we re-express (45) in terms of vector
components as
pgn = Λg,n(1/ρ), ∀g, n, (51)
where function Λg,n(1/ρ) can be obtained by the ((g−1)G+
n)th row of the matrix (I− LΥ)−1∆(σ20 + σ21ρ¯).
Moreover, since 0 < ρ < 1, the constraint pgn ≥ 0 (∀g, n)
can be replaced by (I− LΥ)−1  0 [46]. Now, we subsitute
(51) into the problem (44) and then obtain the new formulation
as
min
ρ
G∑
g=1
Ng∑
n=1
Λg,n(1/ρ), (52a)
s.t.: ϕgn({Λg,n(1/ρ)}, 1/ρ) ≤ 0, (52b)
0 < ρ < 1, (52c)
(I− LΥ)−1  0. (52d)
Furthermore, to reduce computational burden, we aim at
solving the above problem using closed-form solution through
Lemma 4 as follows.
Lemma 4. Without loss of generality, constraint (52b) can be
transformed into a convex form as follows
(µgn − υgn)Taσ20ρ2 − κgnρ− (µgn − υgn)Taσ21 ≤ 0, (53)
TABLE I
IMPORTANT PARAMETERS
Parameters System values
Number of antennas at the BS, M 6
AWGN, σ20 10
(−12) W
AWGN, σ21 10
(−8) W
The existing plan of EH, [q11q
1
2q
1
3q
2
1q
2
2q
3
1 ] [0.9 0.9 0.9 0.8 0.8 0.7]
Group priorities, [b11b
1
2b
1
3b
2
1b
2
2b
3
1] [0.1 0.1 0.1 0.2 0.2 0.3]
in which,
a = (I− LΥ)−1∆1NG, (54a)
µgn = [µ
1g
1n...µ
Gg
Nn]
T , (54b)
α¯gn = (1/(1− α?gn )− 1) , (54c)
υgn = [
√
α¯gnυ
1g
1n...
√
α¯gnυ
Gg
Nn]
T , (54d)
κgn = (µ
g
n − υgn)Ta(σ20 − σ21)− θˆgn. (54e)
By replacing (52b) by (53), problem (52) is convex. Thus, the
closed-form solution of problem (52) can be given by
ρ? = min
1≤n≤N
1≤g≤G
{
κgn +
√
(κgn)2 + 4((µ
g
n − υgn)Ta)2σ20σ21
2(µgn − υgn)Taσ20
}
,
(55)
Proof: See Appendix C.
Based on the proof of Lemma 4 in Appendix C, the feasi-
bility of problem (52) can be checked through two conditions
as below. The problem is feasible if and only if
(I− LΥ)−1  0, (56)
and
µgn ≥ υgn. (57)
In practice, since the variance of calibration errors is much
smaller than 1, i.e. σ2cal  1, condition (57) could be neglected
for simplicity.
In summary, the principle of our method relies on exploit-
ing the problem structure of (44) to reduce the number of
variables. Specifically, the equality constraint is utilized to
eliminate variable p without loss of generality. Since p can be
calculated as a function of ρ, i.e. Λ(ρ), the objective function
and the constraints are transformed in terms of ρ and Λ(ρ). In
this concern, the equality constraint causing some difficulties
due to its nonconvexity is also eliminated. As aforementioned,
problem (52) is convex over ρ, thus the optimal value of ρ can
be conveniently obtained.
V. NUMERICAL RESULTS
In this section, the performance of the proposed resource
allocation strategy is analyzed. Without loss of generality,
we assume that there exist 6 users classified into 3 groups.
Specifically, group 1 includes three users (i.e. users 1, 2, and 3)
located 1.5 meters far away from the BS. Group 2 consists of
two users (i.e. users 4, and 5) located 3.5 meters far away from
the BS. Also, group 3 contains one user whose distance to the
BS is 5.5 meters (i.e. user 6). The users are randomly located
in the defined ranges. Channels are assumed to have Rician
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distribution in which Rician factor is set to 2 dB and pathloss
exponent factor is set to 2.6, i.e. in offices with soft partition
[47]. Regarding the nonlinear EH model, we set MEH = 24
mW, a = 150 and b = 0.014 [14], [15]. For convenience,
we set the SINR thresholds as γgn = γ, the EH thresholds as
θgn = θ, and the variance of calibration error as σ
2
cal = 0.01.
Other parameters are listed in Table I. The simulation is carried
out using 1000 channel realizations. In each iteration, results
are averaged on 100000 random calibration errors.
A. Designing the serving plan at the upper layer
In this work, one of the main goals is to maximize the
weighted sum of the coverage probability of EH. This can
be achieved by designing a new serving plan through the
upper-level optimization problem OP2. Thus, by using the
method mentioned in subsection IV.A to solve OP2, the
trade-off between the two objectives is analysed and shown
in Fig. 4. As observed, increasing the factor R represents
that minimizing the variance between the two plans is being
preferred over maximizing the weighted sum of the coverage
probabilities, i.e. the higher R, the lower the weighted sum
of the probabilities and the lower the variance. Based on this
result, the network operator can select an appropriate value of
R for system setting according to specific network situations.
Additionally, in Fig. 5, the varying trend for the coverage
probabilities at each user in the new plan, i.e. {αgn}, is
illustrated with respect to R. When R is close to 1, the values
of {αgn} are close to {qgn}, the original plan. When R tends to
0, this means the trend for maximizing the weighted sum of
{αgn} becomes more important. Thus, the user with a higher
priority is allocated with a higher coverage probability in
the new plan. This implies that distant users may have more
chances to harvest sufficient energy than nearer ones.
B. Performance of the proposed resource allocation scheme
In this section, by setting R = 0.3, we
obtain the new plan as [α?11 α
?1
2 α
?1
3 α
?2
1 α
?2
2 α
?3
1 ] =
[0.8 0.8 0.8 0.85 0.85 0.9].
Accordingly, Figs. 6a-6b show the performance enhance-
ment by a comparison between the proposed resource allo-
cation scheme and the benchmarks [12], [15]. In this sim-
ulation, it is worth noting that, for a fair comparison, the
scheme in benchmark [12] considering a linear EH model
is adopted to the nonlinear EH model. It can be seen that
the two benchmarks achieve the same performance since they
consider similar optimization problem and instantaneous EH
and SINR constraints. As observed, the weighted sum of the
probability can achieve approximately 1 and 0.6 in the cases
of the proposed approach and the benchmarks, respectively.
This represents a significant overall improvement of the EH
performance for the considered overall system. Furthermore,
in the following, we investigate the EH performance achieved
at user 6, as shown in Fig. 6b. Given this concern, our resource
allocation scheme can guarantee the coverage probability of
EH rate above the preset target. On the other hand, in the
case of the benchmarks, the probability performance at user 6
is 0.54 because the user is far from the BS. It is worth noting
that the trend for the probabilities keeps constant over various
EH rates. This is because the values of the probabilities mainly
depend on the variance of calibration error, i.e. σ2cal, which is
unchanged in this simulation. The result with different value
of σ2cal is shown in Fig. 7.
In the continuity, the effectiveness of our scheme on com-
bating the non-channel reciprocity property is shown in Fig. 7.
On one hand, the average SINR on the calibration error can be
ensured to reach SINR threshold γ by applying the proposed
resource allocation. This can be explained by the fact that
the second level problem SL1 produces robust beamformers
to deal with the non-channel reciprocity property efficiently.
On the other hand, the SINR performance does not meet
the requirement by employing the benchmarks. The more
the SINR is reduced when the more the calibration error is
considered. Based on Figs. 6a, 6b and 7, it can be concluded
that not only the user fairness but the effect of the non-ideal
channel reciprocity can also be properly managed.
Fig. 8 provides a comparison in terms of the transmit power
between the proposed resource allocation scheme, the existing
benchmarks and a baseline. To highlight the effect of nonlinear
and linear EH models, we show the transmit power for the
proposed scheme and the benchmarks [12], [15]. Note that the
energy conversion effciency is set to 0.5 when considering the
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linear EH model. Here, we can evaluate the mismatch between
the linear EH model and the practical nonlinear EH model. In
particular, it is observed that the proposed scheme sacrifices
2.7 dB more than the benchmarks in both of the models to
maintain the required ID and EH performances. Further, a
comparison with a baseline that consists of the well-known
zero-forcing beamformer is shown. A gap of approximately
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Fig. 9. Performance with the approximations.
2.9 dB between the baseline and the proposed resource allo-
cation scheme exists. This is because the interference caused
by the SLR beamformer can be useful for EH performance. So,
the proposed scheme requires less transmit power to achieve
the same targeted system performance than the baseline does.
Additionally, the closed-form approximate expressions of
the average SINR and the coverage probability of EH, shown
in Lemmas 1 and 3, play an important role in the performance
of the proposed scheme. In Fig. 9, the tightness of the
approximations is verified. It is evaluated that there exists a gap
of approximately 1.9 dB regarding the transmit power. Since
the exact closed-form expressions are not available, using the
derived approximation can be an efficient choice.
C. Performance loss due to user mobility, and the suboptimal
solution
This part of the simulation is to investigate performance
loss due to the user mobility, and then highlight the role
of the suboptimal solution. Assuming that users 1, 4, and
6 are moving, Fig. 10 depicts the system performance loss
due to the user mobility in each group. In the simulation
and for the sake of convenience, we consider a mobility
scenario in which each user moves to a new random location
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Fig. 11. Performance loss at near and far users.
keeping its distance to the BS unchanged. In other words, the
corresponding propagation loss and the assigned user group
are unaffected. Particularly, since the actual CSI is unknown
at the BS, this inspires us to simulate user mobility using a
correlation model. In this concern, the difference between the
actual CSI and the estimated one at the BS can be measured
by correlation coefficients. Thus, the simulation can be carried
out by generating CSI correlated with the estimated CSI. In
fact, the motion of the users can lead the estimated CSI at
the BS to be outdated promptly. The latter results in a non-
trivial reduction of the SINR and EH performances. On this
basis, Figs. 10 and 11 indicate the average SINR degrade
with respect to the correlation where the smaller correlation
implies the higher user mobility and yields the higher average
SINR loss. Further, Figs. 10 and 11 illustrate a reduction
of the achievable coverage probability of EH rate at each
user. Especially, it seems that the EH performance at user
1 unchanged even when there is no correlation between the
actual and estimated CSI. Besides, it can be observed that the
shorter the distance between the users and the BS is, the worse
the SINR performance is at each moving user. This is because
nearer users are exposed by denser interferences compared to
farther users.
As shown in Fig. 10, the system performance decreases
significantly due to the user mobility. When the users move,
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Fig. 12. A comparison between the optimal and suboptimal solutions (γ =
5).
the BS should update the CSI and then re-compute the power
vectors, the beamformers and the power-splitting factors. This
task might bring a heavily computational burden to the BS,
especially in the case where the user mobility is high. Thus,
the proposed suboptimal solution for which its closed-form
derivation provided in this work can be very well considered as
an efficient alternative approach. In this concern, Fig. 12 shows
a performance comparison between the optimal and subopti-
mal solutions. On this basis, it can be evaluated that there
exists a power gap of approximate 0.75 dBm between two
approaches. Indeed, using the suboptimal approach implies
sacrificing an additional amount of transmit power, however,
this also significantly reduces computational burden.
VI. CONCLUSION
In this paper, we propose a novel approach to allocate
resources for the SWIPT system under a nonlinear EH model,
in which multiple critical requirements, such as minimizing
transmit power, maximizing the weighted sum of coverage
probability of EH and minimizing the effect of calibration
error on the ID performance, need to be concurrently man-
aged. Such requirements are mathematically structured on
the cross-layer multi-level formulation where the upper-layer
and physical layer problems are devised. On this basis, we
provide the algorithms and the closed-form solutions to tackle
these problems. The obtained numerical results show that not
only the user fairness but the effect of the non-ideal channel
reciprocity can also be properly managed using the proposed
resource allocation scheme. A comparison between the pro-
posed scheme, the existing benchmarks, and the baseline has
been provided to highlight the effectiveness of our work.
Particularly, the results imply that when users are moving,
farther users can obtain a better SINR performance than nearer
users. This is because the nearer users are more susceptible
to interferences. To this end, the suboptimal solution can be
considered as an efficient alternative to maintain the system
performance in the case of fast time-varying channels.
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APPENDIX A
PROOF OF LEMMA 1
To compute an approximation for (38), we begin with
considering the simplified form (setting G = N1 = 1) as
follows
Pr
(
−p11
∣∣(ν11)Th11∣∣2 ≥ θˆ11(ρ11 − 1)
)
≤ 1− α?11 . (58)
Following the one-sided Chebyshev-inequality, we have
Pr
(
−p11
∣∣(ν11)Th11∣∣2 + E [p11 ∣∣(ν11)Th11∣∣2] ≥ t)
≤ 1
1 + t2/var
[
p11 |(ν11)Th11|2
] , (59)
where t ≥ 0. By taking
t =
θˆ11
(ρ11 − 1)
+ E
[
p11
∣∣(ν11)Th11∣∣2] , (60)
one can see that the expression (58) is equivalent to the one
(59). On this basis, we obtain
Pr
(
−p11
∣∣(ν11)Th11∣∣2 ≥ θˆ11(ρ11 − 1)
)
≤
var
[
p11
∣∣(ν11)Th11∣∣2]
var
[
p11 |(ν11)Th11|2
]
+
(
θ11
ξ11(ρ
1
1 − 1)
+ E
[
p11 |(ν11)Th11|2
])2 .
(61)
As a result, the inequality
var
[
p11
∣∣(ν11)Th11∣∣2]
var
[
p11 |(ν11)Th11|2
]
+
(
θˆ11
(ρ11 − 1)
+ E
[
p11 |(ν11)Th11|2
])2
≤ 1− α?11 . (62)
implies the probability inequality given in (58).
Additionally, since t ≥ 0, the expression in (62) can be
re-written by√
var
[
p11 |(ν11)Th11|2
]
(1/(1− α?11 )− 1)
≤ E
[
p11
∣∣(ν11)Th11∣∣2]+ θˆ11(ρ11 − 1) . (63)
By generalizing (58)-(63),√√√√(1/(1− α?gn )− 1) G∑
g′=1
Ng∑
n′=1
var
[
|(νg′n′)Thgn|2
]
(pg
′
n′)
2
≤
G∑
g′=1
Ng∑
n′=1
E
[∣∣∣(νg′n′)Thgn∣∣∣2] pg′n′ + θˆgn(ρgn − 1) . (64)
Also, it is known that√√√√ G∑
g′=1
Ng∑
n′=1
var
[
|(νg′n′)Thgn|2
]
(pg
′
n′)
2
≤
G∑
g′=1
Ng∑
n′=1
√
var
[
|(νg′n′)Thgn|2
]
pg
′
n′ . (65)
Thus, (64) can be approximated as follows
G∑
g′=1
Ng∑
n′=1
√(
1/(1− α?gn )− 1
)
var
[
|(νg′n′)Thgn|2
]
pg
′
n′
≤
G∑
g′=1
Ng∑
n′=1
E
[∣∣∣(νg′n′)Thgn∣∣∣2] pg′n′ + θˆgn(ρgn − 1) . (66)
This completes our proof.
APPENDIX B
PROOF OF LEMMA 2
To calculate E
[∣∣∣(νg′n′)Thgn∣∣∣2], it is useful to represent it
into a formulation regarding the trace operator as follows
E
[∣∣∣(νg′n′)Thgn∣∣∣2] = E [tr(Vg′n′hgn(hgn)H)] . (67)
Due to the facts that (i) both E [.] and tr are linear
operators and (ii) hgn ∼ CN (ugn, σ2calUgn), where Ugn =
diag{|ugn[1]|2, ..., |ugn[M ]|2}, we can derive
E
[
tr
(
Vg
′
n′h
g
n(h
g
n)
H
)]
= tr
(
Vg
′
n′E
[
hgn(h
g
n)
H
])
= tr
(
Vg
′
n′Uˆ
g
nσ
2
cal
)
+ (ugn)
HVg
′
n′u
g
n. (68)
On the other hand, one can observe that computing the vari-
ance of
∣∣∣(νg′n′)Thgn∣∣∣2 is quite complicated. Fortunately, based
on the work in [Chapter 2, [48]], after some manipulations,
the cumulant generating function (CGF) of
∣∣∣(νg′n′)Thgn∣∣∣2 can
be given by
CGFk
(
|(νg′n′)Thgn|2
)
= (k − 1)!
[
tr
(
Vg
′
n′Uˆ
g
nσ
2
cal
)k
+k(ugn)
HVg
′
n′
(
σ2calUˆ
g
nV
g′
n′
)k−1
ugn
]
. (69)
Particularly, by setting k = 2, the variance of
∣∣∣(νg′n′)Thgn∣∣∣2
can be shown as
var
[∣∣∣(νg′n′)Thgn∣∣∣2] = tr(Vg′n′Uˆgnσ2cal)2
+ 2σ2cal(u
g
n)
HVg
′
n′UˆV
g′
n′u
g
n. (70)
This completes our proof.
14
APPENDIX C
PROOF OF LEMMA 4
First, we consider constraint (52b). According to (39), the
constraint can be re-expressed as
(µgn − υgn)Ta(σ20 +
σ21
ρ
) ≥ θˆ
g
n
(1− ρ) , (71)
where
a = (I− LΥ)−1∆1NG, (72a)
µgn = [µ
1g
1n...µ
Gg
Nn]
T , (72b)
α¯gn = (1/(1− α?gn )− 1) , (72c)
υgn = [
√
α¯gnυ
1g
1n...
√
α¯gnυ
Gg
Nn]
T . (72d)
By inverting both sides, we can obtain the derivation as below
ρ
ρ(µgn − υgn)Taσ20 + (µgn − υgn)Taσ21
≤ (1− ρ)
θˆgn
. (73)
After some manipulations, the constraint can be further trans-
formed into a second-order inequation as
(µgn − υgn)Taσ20ρ2 − κgnρ− (µgn − υgn)Taσ21 ≤ 0, (74)
in which,
κgn = (µ
g
n − υgn)Ta(σ20 − σ21)− θˆgn. (75)
In particular, according to (71), it can be induced that (µgn −
υgn)
Ta ≥ 0 to make the problem feasible. This yields that (74)
is a convex quadratic constraint [40]. In other words, constraint
(52b) has been transformed into a convex formulation.
Second, we analyze the convexity of the objective function
of problem (52). Taking (45), (50), and (51) into account, it
can be evaluated that since matrix (I − LΥ)−1∆ is positive
element-wise [46], Λg,n(1/ρ) is convex. Thus, the objective
function of problem (52) can be seen as a summation of convex
functions. Therefore, the objective function is convex.
Based on the above discussion, it can be concluded that
problem (52) is convex.
Next, since the objective function of problem (52) is non-
increasing, the closed-form solution can be given by
ρ? = min
1≤n≤N
1≤g≤G
{
κgn +
√
(κgn)2 + 4((µ
g
n − υgn)Ta)2σ20σ21
2(µgn − υgn)Taσ20
}
.
(76)
This completes our proof.
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