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1 Introduction
The main topic of high-energy physics is the exploration of the four fundamental forces
in nature giving rise to the gravitational, the electromagnetic, the weak and the strong
interaction. The latter three can be combined within the framework of gauge groups to the
Standard Model of particle physics. Although experiments are nowadays capable of making
very precise measurements, no contradictions to the Standard Model predictions have been
found yet making it to one of the best tested theories1. One drop of bitterness is mixed
into this encouraging agreement between experimental analysis and theoretical predictions:
In order to allow a unication of the electromagnetic and the weak force to frame the
electroweak theory a scalar boson has been postulated, the Higgs boson. So far no evidence
for this particle has been found. However, without the Higgs boson no other theories are
capable to describe the phenomenology of the Standard Model.
Nevertheless, as convincing as the Standard Model is, most physicists do not believe in the
Standard Model as a nal theory. Several reasons can be named:
1. The Standard Model has 19 free parameters such as particle masses, couplings etc. A
nal theory should describe all these parameters within one framework.
2. The Standard Model does not include gravity in any form.
3. The physics of the Standard Model is settled around the weak scale of roughly 100
GeV. The natural scale of gravity is the Planck scale of roughly 1019 GeV leaving a
big desert between them. This is called the hierarchy problem.
4. When calculating loop corrections to the mass of the Higgs boson quadratic divergen-
cies occur. They provide the Higgs mass with possibly large corrections in the order of
the highest possible scale, i.e. the Planck scale. This is called the naturalness problem.
In order to solve at least some of these problems, we should have a closer look at all possible
symmetries a gauge group can possess. We observe that the Standard Model combines local
gauge and Lorentz symmetry missing only one possible symmetry, the Supersymmetry. This
symmetry provides every Standard Model particle with a supersymmetric partner diering
only by spin half. After all, this would solve the hierarchy and naturalness problem. However,
1Note that strong evidence for massive neutrinos has been found. However, this eect is under further
investigations and will not be considered in this thesis.
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since no supersymmetric particle has been found (they should in particular possess the same
mass as their Standard Model counterparts), Supersymmetry must been broken. If this
symmetry is realized in nature, a rich phenomenology of supersymmetric particles waits for
discovery. One major task for high-energy physicists is therefore to test the Standard Model
"in every corner" and to make predictions for any possible signal Supersymmetry (or any
other promising theory beyond the Standard Model) might provide.
The testing ground for such predictions are nowadays high-energy particle colliders. In the
past very precise measurements have been performed at the large electron-positron collider
(LEP) at CERN. In the rst phase (LEP1) the mass peak of the electroweak Z boson
at 91:2 GeV has been explored in great detail and in the second phase (LEP2) the pair
production of W and Z bosons has been analysed with a maximum c.m. energy of 206:5
GeV. The mass of a possible Higgs boson could therefore be dispelled beyond roughly 115
GeV. The detailed description of these very precise measurements still remains a challenge
for theoretical particle physics. However, new particle colliders are planned or have already
commenced operation. Exemplary for the latter ones we want to name the BaBar and the
Belle collaboration at SLAC and KEK exploring the physics in the B-sector of the Standard
Model and the Tevatron Run II at Fermilab with colliding protons. The new particle colliders
are the Large Hadron Collider (LHC) planned to start in 2006 and the TESLA project
at DESY. The former one will discover Supersymmetry at the weak scale (if it exists) in
proton proton collisions at 14 TeV and the latter one will be capable of measuring precisely
most of the Supersymmetry parameters at a maximum c.m. energy of 1 TeV with colliding
electrons and positrons. The dierent tasks of these two colliders can therefore be regarded
as complementary. Another interesting idea is to build a muon collider in order to measure
the properties of the Higgs boson with spectroscopic precision. However, so far no plans
have been discussed in detail for this possibility.
All colliders have one thing in common, they produce in their collisions (events) an immense
number of particles. In order to describe such events including all possible cuts a particle
detector imposes, "conventional" methods of theorist fail in most cases. One way out is
to implement all knowledge about particle physics into a Monte Carlo program, an event
generator. It turns out that this is the only way to keep track of the rich structure of
multi-particle events. Even more, in order to compare the experimental measurements with
theoretical predictions an event generator is mandatory. In other words, an event generator
is the interface between theory and experiment.
During this thesis we have developed a new Monte Carlo event generator APACIC++/AMEGIC++
which is competitive with the well-established Herwig and Lund group Monte Carlo programs
in the case of electron-positron annihilations. The dierent ingredients of such a Monte Carlo
event generator are:
1. The calculation of the cross section for the underlying hard process is a challenge for a
high number of produced particles. The summing and squaring of Feynman diagrams
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becomes anything else but trivial and the integration of the phase space with a dicult
peak structure is dicult to perform.
During this thesis a new, more general, form of the helicity formalism and the phase
space integration by means of the multi-channel method has been developed and im-
plemented in the matrix element generator AMEGIC++ for the automatic calculation of
arbitrary tree level processes within the Standard Model and its minimal supersym-
metric extension. With help of this matrix element generator we predict cross sections
for the production of multi-boson nal states as a Standard Model background for
TESLA. Furthermore, we investigate for the rst time the Higgs-associated slepton,
chargino and neutralino production at a future linear collider.
2. Within this thesis we have established a new way to implement the Yennie, Frautschi
and Suura scheme allowing a much more general treatment of QED initial state ra-
diation. This allows to study the eect of initial state radiation on the Higgs boson
production within a Monte Carlo model at a possible muon collider.
3. For the rst time, we are capable of combining arbitrary matrix elements and parton
showers in our new consistent scheme developed during this thesis. Therefore, we
are capable to describe multijet topologies in striking contrast to the former parton
shower approaches. This is the key feature of our event generator APACIC++ which
together with AMEGIC++ forms a powerful tool for describing the physics of the past and
future lepton colliders. We compare our results with the LEP1 and LEP2 experimental
measurements for event and jet shape observables as well as for multijet topologies.

Part I
The Standard Model and beyond

2 The Standard Model
The Standard Model of particle physics describes the fundamental forces of the strong, the
electromagnetic and the weak interaction in a joint framework. The dierent interactions
will be mediated by particles with a vector boson character. The strong force is responsible
for the interaction of quarks via gluons, the electromagnetic force acts between all electrically
charged particles via photons and the weak force operates between all particles via the Z
and the W bosons. In the framework of gauge theories one can assign a group structure
to every interaction, i.e. the complete Standard Model can be described by means of a
SU(3)C 
 SU(2)L 
 U(1)Y group. The SU(3)C accounts for the strong interaction and
therefore establishes Quantum Chromodynamics, whereas the joint description of the weak
and electromagnetic interaction is represented by the SU(2)L
U(1)Y gauge group. However,
the mechanism of gauge groups is only capable of describing massless gauge bosons, which is
contrary to the already found massive vector bosons of the weak force. The SU(2)L
U(1)Y
has to be broken with the help of the Higgs mechanism in order to solve this problem. Except
for the thus postulated Higgs boson, all particles of the Standard Model have been found.
Even more, so far no experimental result contradicts the Standard Model predictions.
In this chapter we describe the basic features of the Standard Model:
 We start with a presentation of the basic ingredients of gauge theories in Sec. 2.1.
 The Standard Model Lagrangian is constructed in Sec. 2.2.
 An interesting extension of the Standard Model is the inclusion of gravity leading to
Quantum Gravity, see Sec. 2.3.
 Even if no contradictions to the predictions of the Standard Model have been found
yet, some structures within the Higgs sector lead to the appearance of quadratic diver-
gencies. The associated problems therefore appearing in the SM will be illuminated in
Sec. 2.4.
 A possible solution leading to Supersymmetry will be presented in Sec. 2.5.
Some concise introductions into Quantum Field Theory and the Standard Model can be
found in [1{4].
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2.1 Ingredients of gauge theories
We begin the construction of the Standard Model with a short review of its basic ingredients,
i.e. gauge symmetries and breaking mechanisms. All properties of the Standard Model can
be shown by using a toy Lagrangian
L = i  @= ; (2.1)
where  is an arbitrary fermionic eld and @= = @ . This is the Lagrangian for a massless
Dirac fermion, i.e. the E.o.M. derived from this Lagrangian is the Dirac equation. We now
want to examine the properties of this Lagrangian under certain symmetry transformations.
2.1.1 Symmetries
The rst symmetry to be tested is a global change of the eld phase
 ! e i  : (2.2)
We clearly recognize that the Dirac Lagrangian is invariant under this phase transformation.
As a next step we make the symmetry transformation local, i.e. the symmetry parameter
will depend on the space-time coordinates ! (x). Such transformations are called gauge
transformations. In order to preserve invariance of the Lagrangian under these transforma-
tions we have to replace the ordinary derivative @ with a so-called covariant derivative D
which transforms like
D  ! e i(x) D : (2.3)
In the following the explicit expression for the covariant derivative will be derived for the
two cases of an Abelian and a non-Abelian gauge group.
Abelian gauge transformations
A gauge transformation of a general eld (x) can be written as
(x) ! U((x))(x) ;
D(x) ! U((x))D(x) : (2.4)
Supposing that the transformations U() form an Abelian group (e.g. U() = expf i(x)g),
the Lagrangian can be formulated in an invariant way under these transformations by intro-
ducing a spin-1 vector eld A (also called a gauge-eld) dening the covariant derivative
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as
D = @ + ifA ; (2.5)
with f an appropriate coupling constant specic for the gauge group. The eld A has then
the following properties under these transformations
A ! A + if @ U((x))  U 1((x)) : (2.6)
Having constructed a Lagrangian which is invariant under certain gauge transformations and
having dened the interaction terms between the fermions and the gauge eld the introduced
vector elds have to be supplied with kinetic terms. Otherwise they would not propagate
and hence they would have to be integrated out. To this end we use the antisymmetric
second rank tensor F which can be built by means of the commutator properties of the
covariant derivatives
ifF = [D; D ] : (2.7)
Thus we derive
F = @A   @ A (2.8)
in the Abelian case. The nal Lagrangian is then
L = i  D=   1
4
F F  (2.9)
which is now invariant under the Abelian gauge group transformations U() with the gauge
eld A. Note that it is not possible to add a mass term for the vector eld since the
combination AA is not gauge invariant.
Non-Abelian gauge transformations
In non-Abelian gauge theories the transformations U() are generalized to operator valued
(or in a special representation matrix valued) distributions and take the general form
U() = e ia(x) ta ; (2.10)
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where a is a vector of gauge transformations and ta are the generators of the gauge group.
They are dened by the following commutator relations for Lie algebras
ta; tb

= ifabc tc (2.11)
with fabc the structure constants of the algebra. The covariant derivative then translates
into
D = @ + igtaAa (2.12)
with Aa again the vector elds of the gauge group. This vector eld naturally obeys the
following conditions under the gauge transformation:
taAa ! U() taAa U 1() + ig @ U()  U 1() : (2.13)
In the same manner as for the Abelian case we now have to establish kinetic terms for these
elds. Generalizing Eq. (2.8) with help of Eq. (2.7) we derive for the eld strength tensor
F a = @A
a
   @Aa   gfabcAbAc (2.14)
and the Lagrangian reads
L = i  D=   1
4
F a F

a : (2.15)
Note that of course we can deduce the Abelian case out of the more general non-Abelian
case by simply taking the generators of an Abelian gauge group.
2.1.2 Higgs mechanism
The gauge theories presented in the previous section suer from one major phenomenological
problem: It is not possible to obtain mass terms for the gauge elds that are invariant under
gauge transformations. However, massive vector bosons related to the gauge elds of the
electroweak interaction have been observed in the nature. One way to resolve this problem
leads to the introduction of a scalar eld. By breaking the symmetry group spontaneously
and thus providing the scalar eld with a non-vanishing vacuum expectation value (vev), we
derive in a quite natural way gauge invariant mass terms for the gauge bosons. This method
is called the Higgs mechanism which produces a scalar particle called the Higgs boson. Note
that at the time of writing no experimental evidence for this particle has been found.
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As a toy model, we want to describe the implication of introducing one complex scalar
Higgs eld. Of course, concerning the electroweak gauge group we have to use a complex
scalar Higgs doublet in order to provide the gauge bosons with masses. We start with writing
down the most general renormalizable, gauge-invariant scalar potential of the complex valued
scalar eld ﬃ:
V (ﬃ) =  2ﬃ ﬃ+ (ﬃﬃ)2 (2.16)
with the constants  and . The ground state of such a system would be obtained, if this
potential minimizes. This leads to two dierent scenarios depending on the parameter :
 2 > 0 leads to a minimum of the potential at hﬃi = 0 and
 2 < 0 leads to a minimum of V at the point
hﬃﬃi =  2
2
=
v2
2
: (2.17)
Note that  > 0 is the precondition for deriving a minimum at all. The latter case (2 < 0)
corresponds to a spontaneous symmetry breaking, since not only one but a continuous circle
around the origin represents possible ground states.
As an example we take the following gauge-invariant Lagrangian of the eld ﬃ
L = jD ﬃj2   14F F    V (ﬃ) (2.18)
using the potential of Eq. (2.16). It is now interesting to examine the Lagrangian by consid-
ering uctuations around this new continuous minimum. We therefore perform a transfor-
mation of the scalar eld
ﬃ! 1p
2
(v + h) ei=v (2.19)
by introducing two new real scalar elds h and , which are zero at the ground state. Note
that the number of d.o.f. have changed from one (the Higgs eld) to two (h and ) due to
the symmetry breaking. The eld h will take the part of the former Higgs boson, whereas
the new d.o.f. represented by the eld  is called Goldstone boson. However, this d.o.f. can
be "eaten" totally by providing the gauge boson with a new longitudinal polarization, i.e.
with a mass.
Using the reparameterization of Eq. (2.19) and performing a gauge transformation of the
gauge eld A (in order to remove )
A ! A + 1ev @ (2.20)
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leads to the following Lagrangian
L = 1
2
j@hj2   14F F     v2 h2 +
1
2
e2v2A2    vh3   14h4 +
1
2
e2A2 h
2 + ve2 A2h :
(2.21)
Note that this choice of the gauge eld is called unitary gauge. It removes the unphysical
eld  and therefore ensures that only physical degrees of freedom are propagating. By
examining the fourth term of Eq. (2.21) we observe that the Higgs mechanism provides the
gauge eld with a mass term. We have therefore found a method to provide gauge bosons
with masses in a gauge invariant way. This makes the introduction of a scalar Higgs eld an
interesting solution to the massive gauge boson problem.
2.2 Construction of the Standard Model
We can now progress to construct the Standard Model. Matching the conditions of describing
all already observed particles in a gauge theory leads to the group structure SU(3)c 

SU(2)L 
 U(1)Y . The rst group stands for the interactions of quarks via gluons in the
framework of Quantum Chromodynamics and the two other groups describe the electroweak
symmetry group.
2.2.1 Quantum Chromodynamics
Quantum Chromodynamics (QCD) is the theory of the strong interaction between the quarks
which are the building blocks of all observed hadrons. It obeys the non-Abelian SU(3)c group
structure which leads to 8 gauge boson elds Ga called gluons. The covariant derivative is
then dened as
D + igS taGa (2.22)
with gS the strong coupling constant. The Lagrangian can be derived by introducing the
antisymmetric eld strength tensor Ga (with help of Eq. (2.7))
LQCD = iX
f
 f D= f   14 Ga Ga (2.23)
with f = fu; d; s; c; b; tg the sum over all quarks. The form of this Lagrangian (with the
non-Abelian self-interaction of the gluons) leads to a running coupling constant gS (after
renormalization) which decreases at higher scales and increases at lower scales. This results
into two phenomenologically interesting features of QCD:
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 The high scale behaviour is called asymptotic freedom. This leads to a perfect per-
turbative expansion of the S matrix in high-energy collisions involving quarks and
gluons.
 The low scale behaviour is connected with connement, i.e. the "condensation" of the
quarks and gluons into white hadrons. In this regime we leave the region of perturbative
descriptions and non-perturbative eects take over. Note that the non-perturbative
behaviour of QCD is not understood very well, which makes calculations in this regime
quite dicult.
2.2.2 Electroweak theory
The Lagrangian of the electroweak theory before spontaneous symmetry breaking can be
divided into the gauge, the fermion and the Higgs sector:
LEW = LG + LF + LH ;
LG =  14W iW

i   14B B ;
LH = jD ﬃj2 + 2 y   (y)2 ;
LF = X
f
 f iD= f  
"X
f;f 0
gff 0  f;L  f 0;R + h:c:
#
(2.24)
where f (0) represents all left and right handed fermions  L;R = (1  5)=2 . Note that the
left handed fermions are organized in doublets and the right handed fermions form singlets.
The eld B is the gauge eld of the U(1)Y hypercharge gauge group with the according eld
strength tensor B . W stands for the gauge triplet eld of the weak isospin SU(2)L group
and W represents the according eld strength tensor. The Higgs sector was extended to a
complex doublet
 =

ﬃ+
ﬃ0

(2.25)
in order to break the SU(2)L 
 U(1)Y . The complete set of the Standard Model elds
before spontaneous symmetry breaking an be found in Tab. 2.1. After spontaneous symmetry
breaking the Higgs eld is provided with a non-vanishing vacuum expectation value
hi0 = 1p2

0
v

: (2.26)
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Scalars Fermions U(1) charge
	IL =

I
eIL

 1
	IR = (eIL)c 2
	IQ =

uIL
dIL

1
3
	ID = (dIL)c 23
	IU = (uIL)c  43
 =

ﬃ+
ﬃ0

 1
Table 2.1: All matter elds of the Standard Model.
The already described Higgs mechanism then leads to the Lagrangian with spontaneous
symmetry breaking. However, the gauge elds appearing in the Lagrangian are not reecting
the experimentally observed particles. For instance, since all gauge bosons aquire a mass we
remain with no gauge boson which may play the part of the massless photon. It is therefore
mandatory to redene the elds taking into account a mixing of the neutral weak boson and
the electromagnetic gauge boson
W =
1p
2
 
W 1  iW 2 ;
Z = cos W W 3   sin W B ;
A = sin W W 3 + cos W B : (2.27)
The introduction of the electroweak mixing angle W results in the observed gauge elds,
i.e. W are the W bosons, Z the Z boson and A the photon. This combination ensures
that the photon eld remains massless and the other three bosons gain masses by means of
the breaking mechanism:
MW =
1
2
v gW ; MZ =
MW
cos W
; MA = 0 : (2.28)
The original four degrees of freedom (d.o.f.) introduced with the complex scalar Higgs
doublet are reduced to one d.o.f. by providing the three electroweak vector bosons with
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masses. We are left with a postulated Higgs boson.
The constructed electroweak theory has only one major shortcoming. It is not possible to
introduce any direct mass terms without violating gauge invariance. In order to see this we
decompose a possible mass term into a structure of left handed and right handed fermions
Lmass =  m   =  m    L  R +  R L : (2.29)
A gauge transformation of the SU(2)L now acts only upon the left handed fermions and there-
fore destroys the gauge invariance of such a mass term. However, the situation changes dras-
tically after the spontaneous symmetry breaking. This mechanism not only produces mass
terms for the gauge bosons but (after the rescaling of the scalar eld similar to Eq. (2.19))
mass terms for the fermions as well. In order to illustrate this point we perform the rescaling
using one of the Yukawa terms of Eq. (2.24)
LffYuk =  gff   L;f  R;f +  R;f y  L;f
=  gff v + hp2

(uL; dL)

0
1

dR + dR (0; 1)

uL
dL

=  gff vp
2
dd  gffp
2
dd h : (2.30)
In this way we derive a mass term for the down-quark with
md =
gdd vp
2
: (2.31)
It is interesting to note that in this way the Yukawa coupling between the down-quark and
the Higgs boson was xed as well
C ddH =
md
v
; (2.32)
i.e. the coupling is proportional to the mass of the appropriate fermion. Generalizing this
idea and applying the transformation to all Yukawa-type couplings leads to the following
part of the Lagrangian for the quarks
Lmass =  ( dILMdIJ dJR)  (uILMuIJ uJR) + h:c: (2.33)
with I; J = 1; 2; 3 and Md;u the mass matrices representing the coupling matrices gff 0 mul-
tiplied with the vev of the Higgs boson v. As we can see, the dierent generations of quarks
mix. The elds used in the Lagrangian (called electroweak eigenstates) and the real existing
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particles (called mass eigenstates) are therefore not necessarily the same anymore. In order
to nd the mass eigenstates we have to diagonalize the mass matrices
Mu;ddiag = Lu;dM
u;dRyu;d : (2.34)
A redenition of the elds then yields for this very piece of the Lagrangian
Lmass =  ( dL LydMddiag Rd dR)  (uL LyuMudiag Ru uR) + h:c:
=  ( d0LMddiag d0R)  (u0LMudiag u0R) + h:c: (2.35)
introducing the mass eigenstates u0L=R, d0L=R and their hermitian conjugates. The rescaling
of the elds has only inuences on parts of the Lagrangian, where left handed and right
handed elds do not occur on equal footing. E.g. the coupling of the quarks to the W boson
reads
W uL dL = W u0L Lu Lyd d0L = W u0L V d0L (2.36)
dening the Cabibbo-Kobayashi-Maskawa (CKM) Matrix V .
2.3 Quantum Gravity
An interesting extension is the introduction of gravity into the Standard Model. Here, we
only want to give a very brief motivation for what such a theory could look like. Note that
we want to take it as a mere motivation for the extension of Supersymmetry to Supergravity
discussed later on. The procedure can be compared with the introduction of the gauge elds.
We remember that the Dirac Lagrangian was invariant under a global phase transformation
of the elds. Demanding an invariance of the Lagrangian under local phase transformation
directly implies the postulation of a spin-1 gauge eld. This idea can be used to intro-
duce gravity into the theory, i.e. a spin-2 graviton. We will start with a global Poincare
transformation:
x !  x + a : (2.37)
Since this is one of the intrinsic symmetries of the Standard Model, the Lagrangian re-
mains invariant. We now examine the behaviour of the Lagrangian under a local Poincare
transformation
x ! x0(x) : (2.38)
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As a toy model we consider the action of a free scalar eld in a at space-time ( is the
Minkowski metric)
S =
Z
d4x

1
2
 @ﬃ@ﬃ

: (2.39)
Demanding an invariance of the action under a local Poincare transformation, the introduc-
tion of a spin-2 eld g is required, the graviton:
Sfree =
Z
d4x
p det g 12g @ﬃ@ﬃ : (2.40)
This idea can be compared with the introduction of gauge elds into a theory. In this case a
transformation of the ordinary derivative @ to the covariant derivative D is performed. In
Quantum Gravity the change from the Minkowski metric  to a general metric g renders
the action invariant under local Poincare transformations.
The only missing piece left is the introduction of the typical Einstein part proportional to
the Ricci scalar (or curvature tensor) R into the action:
SGR =   12k2
Z
d4x
p det g R (2.41)
with the gravitational coupling constant
k =
p
8 GN =
p
8
MPlanck
=
1
MP
(2.42)
dened via the reduced Planck mass. Note that it is not the aim of this thesis to introduce
General Relativity, we therefore will not give explicit expressions for e.g. the curvature
tensor. For a detailed discussion we refer to the concise textbooks [5]. If we now want to
derive Feynman rules from this action, we will be faced with the problem of non-linear eld
equations due to the space-time dependent metric. We therefore assume that we can expand
this metric in a perturbative manner around the Minkowski metric
g(x) =  + k h(x) (2.43)
leading to a linearized gravitation. It is then possible to expand the action around this limit
and to derive the usual Minkowski action plus a small perturbation. The free eld part has
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then the form
Sfree =
Z
d4x
p det g 12g @ﬃ@ﬃ
=
Z
d4x
1
2
 @ﬃ@ﬃ  k
Z
d4x
1
2
h @ﬃ@ﬃ+ : : : : (2.44)
The "bar" operation on an arbitrary second rank tensor is dened as
X = X   12  X : (2.45)
Deriving Feynman rules and calculating processes leads to divergencies. But in dierence
to the SM the gravitational parts of the action are not renormalizable. This is due to the
negative dimension of the gravitational coupling constant [k2] =  2. We can therefore under-
stand Quantum Gravity only as the non-renormalizable low-energy limit of a renormalizable
higher scale theory. This can be compared with the Fermi-theory which postulates a four
fermion interaction as a low energy limit of a gauge boson exchange. Although this theory
is non-renormalizable as well, it gives reasonable results in the low-energy limit. We will
later on try to embed Quantum Gravity into Supersymmetry leading to the so-called Su-
pergravity. This theory can be understood as the "low-energy" limit of Superstring theories
which are believed to deliver the framework for a Theory of Everything unifying gauge eld
theories with gravity.
2.4 Divergency structure of the SM
We start our discussion of problems within the Standard Model by exploring the possible di-
vergencies in two-point functions. As a rst example we will examine the photonic two-point
function with a fermion f running in the loop as depicted in Fig. 2.1a. The expression for
the polarization tensor with vanishing external momenta then reads (neglecting all coupling
constants and factors of i):
 (0) =  
Z
d4k
(2)4
Tr


1
k= mf 
 1
k= mf

=  4
Z
d4k
(2)4
2kk   g(k2  m2f )
(k2  m2f )2
= 0 : (2.46)
The polarization tensor of the photon vanishes and therefore ensures that the photon remains
massless. Note that this is a consequence of the U(1) gauge invariance. The next possible
divergency is connected with the self-energy correction of a fermion, see Fig. 2.1b. This
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a) b)
Figure 2.1: The photon and the fermion self-energy.
contribution reads
ff (0) =
Z
d4k
(2)4
Tr


1
k= mf 
  g
k2

=  
Z
d4k
(2)4
1
k2(k2  m2f ) 
(k=+mf )
=  4mf
Z
d4k
(2)4
1
k2(k2  m2f ) : (2.47)
The integral is logarithmically divergent in the ultraviolett limit, i.e. k ! 1. If we now
replace the upper limit by the largest known scale, i.e. the Plank mass, the correction to the
electron mass will remain in a reasonable region and will be proportional to the mass of the
fermion. If we consider the correction to the electron mass by this procedure for instance,
we gain
me  2QED me log
MPlanck
me
 1
4
me : (2.48)
We can again understand this fact by an intrinsic symmetry of the Standard Model, i.e. in
case the fermion mass goes to zero we can restore the so-called chiral symmetry and the
contribution ff (0) will vanish as well. Note that any loop corrections to vector bosons or
fermions are at most logarithmically divergent. This is not the case if we examine scalar
bosons. Let us consider the vacuum polarization corrections to the two-point function of a
scalar ﬃ, i.e. a Higgs boson. A fermion loop as depicted in Fig. 2.2 will then lead to
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Figure 2.2: The fermion loop contribution to the Higgs boson self-
energy.
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Observing the rst term in the last line we detect an ultraviolett quadratic divergency. This
means that if we plug in the highest possible scale, the correction would be of the order
fﬃﬃ(0)   2fM
2
Planck
m2f
(2.50)
which is roughly 34 orders of magnitude above the expected Higgs boson mass. This is in
conformity with the statement that the masses of scalar particles tend to be in the region
of the highest involved scale. This contribution can be of course renormalized by adding a
counter term in the same order of magnitude but with the opposite sign. However, this would
lead us to a ne-tuning of the counter-terms order by order which is not very satisfying. On
a deeper level, we have no symmetry which prevents the Higgs boson mass from being very
large within the framework of the SM as in the two other mentioned examples. The problem
of the quadratic divergencies can be rephrased in dierent ways:
1. Fine-tuning problem
As already mentioned we can renormalize the quadratic divergencies by adding counter-
terms. This can be performed order by order, but the structure of the counter-terms
will vary in the dierent orders. A term in the order of the Planck scale squared has
to be subtracted leaving a mass correction which should be well below 1 TeV.
2. Naturalness problem
The Higgs boson mass tends to be in the order of magnitude of the Planck scale. This
is very unnatural, since the obvious scale of the Higgs boson mass should be around
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the electroweak symmetry breaking scale of about 100 GeV. Even more, in order to
preserve unitarity in WW scattering the mass of the Higgs boson has to be below
1 TeV.
3. Hierarchy problem
The large Higgs boson mass originates from the Planck scale as the highest possible
scale. If we had any new physics between the electroweak symmetry breaking and the
Planck scale, the natural choice of the ultraviolett cut-o would be the scale of this
new physics and therefore not as large. Especially, if we had new physics "around the
corner" at 1 TeV, the correction would remain quite reasonable.
Independently of the named problems the reason for all of them is the appearance of
quadratic divergencies in the Higgs sector. We therefore have to nd a mechanism { or
even better { a symmetry which cancels the quadratic divergencies and accordingly prevents
the Higgs boson mass from becoming very large. Note that indeed (as in the other cases of
logarithmic divergencies in the SM) a new symmetry between bosons and fermions will cure
the problem which is called Supersymmetry.
2.5 A possible solution
In this section we want to discuss the implications of imposing a symmetry which postulates
a supersymmetric partner to every Standard Model particle. This partner should have the
same quantum numbers except for the spin which should dier by 1=2. Hence, we associate
to every fermion a scalar particle and to every boson a fermionic particle. We then have of
course additional contributions to the Higgs boson two-point function from these particles.
As an example we want to consider the following toy Lagrangian introducing the two complex
scalar elds ~fL and ~fR:
L = 1
2
~f ﬃ2
 ~fL2 +  ~fR2+ v ~f ﬃ  ~fL2 +  ~fR2+  fp2 Af ﬃ ~fL ~f R + h:c: :
(2.51)
This might be one piece of a supersymmetric Lagrangian after electroweak symmetry break-
ing, since the coecients of the dierent terms are connected. We can now calculate the
contribution of such elds to the Higgs boson two-point function as depicted in Fig. 2.3:
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Figure 2.3: The sfermion contributions to the Higgs boson self-
energy.
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Comparing this equation with Eq. (2.49) we see, that the quadratic divergencies cancel, if
the couplings to the Higgs elds full the requirement ~f =  2f . Furthermore, we gain a
complete cancellation of all divergencies (not only the quadratic) by imposing m ~fL = m ~fR =
mf and Af = 0. We will therefore construct in the next chapter a model that obeys all these
conditions. However, as no supersymmetric particles with the masses of their SM partners
have been found yet, Supersymmetry must be broken. We will therefore see later on that a
total cancellation of divergencies does not occur.
3 Supersymmetry
Supersymmetry is one of the most promising extensions of the Standard Model. It basically
predicts a superpartner to every SM particle, called sparticle, deviating by a spin of 1=2.
Supersymmetry therefore connects every SM fermion (boson) with a partner boson (fermion)
of the same mass and with identical quantum numbers. This solves the problems with the
quadratic divergencies appearing in the Higgs sector of the SM, since fermion and boson
loops dier by a minus sign and therefore cancel each other, see Sec. 2.5. It is therefore
mandatory that Supersymmetry not only connects the particles with their superpartners
but is responsible for equal Yukawa couplings of both partners as well.
Since Supersymmetry predicts equal masses between the SM particles and their superpart-
ners, all of these particles should have been found yet. However, none of these sparticles has
been discovered in the experiment. Supersymmetry has therefore (if it exists) to be broken
in a way that all sparticles acquire an additional mass.
In this chapter we want to give a basic introduction to the ingredients of Supersymmetry
and construct the Minimal Supersymmetric Standard Model (MSSM). The outline is:
 We start with a list of reasons for introducing Supersymmetry in Sec. 3.1.
 The basic algebra as well as the chiral and the vector superelds will be introduced in
Sec. 3.2.
 All ingredients for constructing a supersymmetric Lagrangian will be derived in Sec. 3.3.
 The most widely used supersymmetric model concerning elementary particle physics
is the MSSM as presented in Sec. 3.4.
The number of books and articles covering the topic "Supersymmetry" is immense, for a
short and incomplete list see [5{12].
3.1 Motivation
There are several reasons to demand a realization of Supersymmetry in nature, namely
1. The cancellation of quadratic divergencies
Quadratic divergencies arise when calculating loop contributions to the scalar two-
point function, as we have shown in the previous section. It is interesting to note
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that fermionic loops have the opposite sign with respect to bosonic loops. If we can
now allocate to every fermion in the SM an additional boson and to every boson
an additional fermion with equal quantum numbers (except for spin), the quadratic
divergencies from the appropriate contributions will exactly cancel. At a deeper level
this symmetry will prevent the Higgs mass from becoming too large.
2. The Coleman-Mandula Theorem [13]
The postulated symmetries leading eventually to the construction of the Standard
Model are gauge and Lorentz invariance (except for an additional demand of a renor-
malizable theory). We can now think of possible extensions to the Standard Model.
It was shown in the Coleman-Mandula Theorem that any new generators added to
the S-matrix which transform as bosons lead to a trivial S-matrix. On the other hand
it is possible to extend the S-matrix with fermionic generators. Indeed, as we will
see later on, the generators which transform the Standard Model particles into their
supersymmetric partners will be fermionic.
3. The Haag-Lopuszanski-Sohnius Theorem [14]
This theorem extends the Coleman-Mandula Theorem by the even stronger statement
that the biggest symmetry within an interacting unitary eld theory can be only a
direct product of gauge, Lorentz and Supersymmetry.
4. Grand Unication
The last point which speaks for Supersymmetry is its implication to the construction
of a Grand Unied Theory (GUT). For this purpose it is mandatory that the coupling
constants of the weak, electric and strong interaction meet at some high scale in one
point in order to unify all interactions. As with the Standard Model alone this task
can not be achieved, the inclusion of supersymmetric particles implies the demanded
unication. We should keep in mind that this task might be of course accomplished as
well by any other new physics between the weak and the GUT scale.
Note that the rst and the last point speak in favour of a low energy (weak scale) Super-
symmetry, whereas the two other points would be satised with a Supersymmetry around
the Planck scale as well.
An additional (but rather weak) point is that Supersymmetry seems to be quite natural
within Superstring theories. These are our best candidates for a Theory of Everything
unifying the gauge interactions with gravity. However, in Superstring theories a Supersym-
metry is only demanded at or below the Planck scale which does not imply a weak scale
Supersymmetry.
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3.2 Supersymmetry generators and superelds
We start with an introduction to the algebra which generates the supersymmetric particles.
In particular we need generators to transform a Standard Model particle into its supersym-
metric partner
Q jFermioni = jBosoni ; Q jBosoni = jFermioni : (3.1)
It is clear that these generators Q (and their hermitian conjugate Q) have to be fermionic
in order to fulll this task. This is in conformity with the Coleman-Mandula Theorem,
which allows only additional fermionic generators. We choose these SUSY generators to be
two-component Weyl spinors obeying the conditions:
fQ; Qg = fQ _; Q _g = 0 ; fQ; Q _g = 2ﬀ _ P ; [Q; P] = 0 ; (3.2)
where ;  denote the indices of left-handed and _; _ of right-handed spinors. The trans-
lation generator of the Poincare group P and the Pauli matrices in the four-component
notation ﬀ = (1; ﬀi) are well-known from the Standard Model. In order to allow a com-
pact description of the SUSY transformations we introduce the anti-commuting Grassmann
variables
f; g = f; g = f; g = 0 : (3.3)
A further interesting property of these variables is that dierentiation and integration are
equal, i.e.
d
d
=  ;
Z
d =  ;
Z
d = 0 : (3.4)
The change of indices can be performed by using the total anti-symmetric tensor  = ".
A supersymmetric transformation can now be achieved by applying the operator
exp

i( Q+Q   xP )	 (3.5)
to any eld. The question now left is on which objects or accordingly on which elds these
generators act. This leads us directly to the denition of superelds (x; ; ) which not
only depend on the space-time coordinates (as ordinary elds) but on Grassmann variables
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as well. An innitesimal SUSY transformation on such a eld then has the following form
S(; ) (x; ; ) =


@
@
+ 
@
@
  i( ﬀ     ﬀ ) @@x

(x; ; ) ; (3.6)
where ;  again denote Grassmann numbers. Comparing Eq. (3.5) with Eq. (3.6) we can
deduce an explicit representation of the SUSY generators:
Q =
@
@
  iﬀ
 _

_ @ ; Q _ =   @@ + i 
 ﬀ _ @ : (3.7)
In the same manner as in the Standard Model we now introduce SUSY-covariant derivatives
that are anti-commuting with the generators
D =
@
@
+ iﬀ
 _

_ @ ; D _ =   @
@
  i  ﬀ _ @ : (3.8)
However, it is sometimes useful to split the supereld into a right and a left handed part
which then has the following properties under SUSY-transformations:
S L =


@
@
+ 
@
@
+ 2i ﬀ  @

L ; DL =
@
@
+ 2iﬀ  @ ; DL =   @@ ;
S R =


@
@
+ 
@
@
  2i ﬀ  @

R ; DR =   @@   2i  ﬀ
 @ ; DR =
@
@
:
(3.9)
In order to allow for changing the representation from left to right and vice versa the following
relation is useful
(x; ; ) = L(x + i ﬀ ; ; ) = R(x   i ﬀ ; ; ) : (3.10)
Since we now have established the supereld formalism in an abstract manner, we are able
to map these ideas to a supersymmetric eld theory. It will turn out that we will only need
two kinds of superelds, i.e. chiral and vector superelds.
3.2.1 Chiral superelds
We will now draw a link between the abstract superelds and the real existing fermions
starting with chiral superelds. For instance the SM fermions are chiral since their left and
right handed parts transform dierently. Constructing chiral superelds therefore means that
their covariant SUSY-derivative vanishes. Left handed chiral elds therefore have to meet
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the condition DL = 0. Note that the same holds true for right handed elds DR = 0.
However, in this section we will restrict ourselves to the investigation of left handed chiral
elds, since right handed elds can be simply constructed out of left handed elds via
Eq. (3.10). All properties of left handed chiral elds can therefore be transfered to their
right handed counterparts.
We now try to decompose the left-handed supereld into independent coecients. The fact
that L should not depend on  (according to the SUSY-derivative) and that higher order
terms of Grassmann variables vanish simplies this task. The only possible expansion is
L(x; ) = ﬃ(x) +   (x) +   " F (x) (3.11)
with " the total antisymmetric tensor. We can now start to identify the dierent parts of
L. Note that the Grassmann variables have an intrinsic mass dimension of  1=2 (this can
be deduced from the SUSY-transformations). Assuming that L has mass dimension +1 we
easily see that the mass dimensions of the other elds are
[ﬃ] = +1 ; [ ] = +3=2 ; [F ] = 2 : (3.12)
We are now able to identify the eld ﬃ as a scalar and  as a fermionic eld. The supereld
therefore describes chiral fermions and bosons in one equation. This is indeed what we need
for constructing a eld theory where fermions and bosons as well as their supersymmetric
partners can be described in one framework. Note that the eld F seems to have no analogy
in the eld theory, since spin-2 scalars do not exist. However, as we will see later on, this
eld can be integrated out in the Lagrangian and therefore represents an auxiliary eld. We
can now simply deduce the right handed eld R which diers from the left handed L by
replacing the Grassmann variables  ! . The next interesting feature is the behaviour of
the supereld L under SUSY-transformations:
SL =
p
2   + 2  " F (x) + 2i ﬀ _ 
_ @ ﬃ+ 2
p
2  ﬀ
 _

_  @   : (3.13)
By denition we know that the SUSY-transformation should map a left-handed eld onto
a left handed eld. We can therefore rewrite the equation above in terms of the SUSY-
transformed elds ﬃ,  and F
SL(x; ) = Sﬃ(x) +
p
2 S (x) +   " SF (x) : (3.14)
Comparing now Eq. (3.13) and Eq. (3.14) we can determine the behaviour of the dierent
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elds under SUSY-Transformation
Sﬃ =
p
2    ;
S  =
p
2  F + i
p
2ﬀ
 _

_ @ ﬃ ;
" SF =  ip2 @   ﬀ _ 
_ : (3.15)
We observe that every scalar turns into a fermion and vice versa under SUSY-transformations.
The eld F transforms like a total derivative which is an interesting feature when construct-
ing the Lagrangian later on.
3.2.2 Vector superelds
Having proper elds representing the chiral fermions and scalar bosons at hand we now
turn our attention to a description of spin-1 vector bosons. It is therefore appropriate
to introduce vector superelds which should be self-conjugate V (x; ; ) = V y(x; ; ) by
denition. Writing down again all possible combinations of Grassmann variables we derive
the following representation (by dening the abbreviation 2 = )
V (x; ; ) =

1 +
1
4
2 2 @@

C(x)
+

i +
1
2
2 ﬀ
 _

_ @

(x) +
i
2
2 [M(x) + iN(x)]
+

 i _ + 12 
2 ﬀ_ 
 @

 _(x)  i
2
2 [M(x)  iN(x)]
  ﬀ _  _ A(x) + i 2  _  _(x)  i 2  (x) + 12 2 
2D(x) : (3.16)
From this equation and the self-conjugation condition we can deduce that C, M , N and D
are real scalar and  and  Weyl spinor elds. The well-known A is of course a vector eld.
In the same manner as in the SM we will now examine the behaviour of this vector eld
under gauge transformations in order to nd a proper meaning of the dierent elds. The
most general non-Abelian gauge transformation can be written in the form of
egV ! e igy egV eig (3.17)
with  an arbitrary supereld and g a coupling constant. The according Abelian gauge
transformation is simpler
V ! V + i(  y) : (3.18)
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These gauge transformations can be used to x the gauge and therefore to eliminate unnec-
essary elds. The choice
(x) = C(x) = M(x) = N(x) = 0 (3.19)
is called the Wess-Zumino gauge [15]. It can be considered as the analog of the unitary
gauge in the ordinary eld theory removing all unphysical d.o.f. in the Lagrangian. Note
that it still leaves one d.o.f. left for gauging the SM vector eld A. It therefore acts on the
SUSY part of the vector supereld independently of the SM part. It is of course interesting
to have a look at the mass dimension of the dierent elds which turn out to be
[A] = +1 ; [] = +3=2 ; [D] = +2 (3.20)
identifying the eld A with the ordinary spin-1 vector eld of the SM,  with a self-conjugate
fermionic eld (i.e. a Majorana eld) and again D with an unobserved spin-2 scalar eld. As
in the case of the chiral superelds we now examine the behaviour of the vector supereld
under SUSY-transformations. The slightly more complicated expression leads again to the
transformation properties of the involved elds
SA = i

 ﬀ
 _

_ +  _ ﬀ_ 


;
S = 
D +  ﬀ [@A   @ A] ;
SD =   ﬀ _ @ 
_ +  _ ﬀ_ @ 
 (3.21)
with the well-known tensor ﬀ = i [ﬀ; ﬀ ]=2. Note that we have suppressed the spinor
indices in the ﬀ-terms. We indeed recognize an important property, namely a vector eld
transforms into a fermion and vice versa. The spin-2 eld D transforms like a total derivative
in the same way as the F eld, i.e. it is a good candidate for constructing the Lagrangian as
well. Again this auxiliary eld will be integrated out. We now have all ingredients at hand
to construct a supersymmetric Lagrangian.
3.3 The supersymmetric Lagrangian
We want to construct a Lagrangian with its action remaining invariant under Supersymmetry
transformations
S
Z
d4xL(x) = 0 : (3.22)
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Taking a closer look on the possible ingredients of the dierent chiral and vector superelds,
we recognize immediately that the F -term and theD-term are the appropriate components to
construct a Lagrangian. This is due to their special behaviour under SUSY-transformations,
i.e. they both transform into a total derivative which vanishes under the integral in Eq. (3.22).
We can therefore split the Lagrangian into chiral F -terms and vector D-terms resulting in
the following expression for the supersymmetric action
S =
Z
d4x
Z
d2LF +
Z
d2 d2LD

: (3.23)
The next step is to nd terms tting into one of the above Lagrangians LF and LD. The
procedure will be the following: Construct every possible term out of the chiral and vector
superelds with mass dimension less than or equal to 4 (for renormalizability) and assign
these terms either to the F -part or the D-part of the Lagrangian.
3.3.1 Mass terms
We start with the product of two left handed chiral elds:
1;L 2;L =

ﬃ1 +
p
2   1 + 2 F1
 
ﬃ2 +
p
2   2 + 2 F2

= ﬃ1 ﬃ2 +
p
2  ( 1 ﬃ2 + ﬃ1  2) + 2 (ﬃ1 F2 + ﬃ2 F1    1  2) : (3.24)
Note that from now on we try to omit the spinor indices when possible in order to allow a
compact notation. Since no  term appears, this product is left-handed chiral as well. If we
now compare this product with existing terms in the SM, we easily recognize the structure
of a typical fermion mass term  1 2 in the very last term. Note that after integrating this
product over
R
d2 only terms proportional to 2 give rise for a contribution.
3.3.2 Yukawa interactions
The highest number of chiral elds which may be multiplied staying below the maximum
mass dimension is three. The product of three left-handed chiral elds is of course left handed
as well and can be therefore assigned to the F term. The contribution to the Lagrangian
has the following form:Z
d21;L 2;L 3;L = ﬃ1 ﬃ2 F3 + ﬃ1 F2 ﬃ3 + ﬃ2 F1 ﬃ3    1 ﬃ2  3   ﬃ1  2  3    1  2 ﬃ3 :
(3.25)
Again, by comparing with terms in the SM, we observe that the last three terms correspond
to Yukawa couplings between fermions and a scalar. These terms are responsible for assigning
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masses to the fermions in the SM via the electroweak symmetry breaking mechanism and
hence very important.
3.3.3 Kinetic terms for matter elds
We now have fermion mass terms and Yukawa interactions at hand, but we still miss any
kinetic terms. Of course, there are more combinations of elds left to examine. Let us have
a closer look at the product of a left-handed chiral eld with its hermitian conjugate. This
product is self-conjugate by construction and accordingly belongs to the D-terms of the
Lagrangian. We rst want to obtain the expression for the hermitian conjugate of the left-
handed chiral eld. This is a right handed chiral eld and it has therefore to be translated
into a left handed one by using Eq. (3.10)
yL(x; ) = ﬃ   2 i  ﬀ  @ ﬃ   2   ﬀ    ﬀ  @ @ ﬃ
+
p
2     2p2i   ﬀ  @    + 2 F  : (3.26)
If we now calculate the product LyL under the integral applied to all D terms we obtainZ
d2 d2L yL = F F    ﬃ @ @ ﬃ   i ﬀ @  : (3.27)
Indeed, the last two terms account for kinetic terms of scalar and fermionic elds. Even
more, we recognize that there is no kinetic term for the unphysical spin-2 scalar eld F . It
is therefore an auxiliary eld that can be integrated out.
3.3.4 Eliminating the auxiliary eld F
We now introduce the superpotential f as a combination of all possible products of left-
handed chiral elds i
f(i) =
X
i
ki i +
1
2
X
i;j
mij i j +
1
3
X
i;j;k
gijk i j k ; (3.28)
where ki, mij and gijk are constants. It is now possible to rewrite the Lagrangian in a
compact form
L = X
i
Z
d2 d2i yi +
Z
d2 f(i) + h:c:

: (3.29)
Note that i yi is the most general renormalizable form of the kinetic terms. But concerning
a later extension to Supergravity we can replace this by a more general function which
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includes non-renormalizable terms as well. This form is called the Kahler potential K(y;).
We will now show how to eliminate the auxiliary elds F from this Lagrangian. After
integrating Eq. (3.29) by reinserting the expression for the superpotential f we derive
L = X
i
 
Fi F i + j@ ﬃij2   i i ﬀ @  i+ "X
j
@f(ﬃi)
@ﬃj
Fj   12
X
j;k
@2f(ﬃi)
@ﬃj @ﬃk
 j  k + h:c:
#
:
(3.30)
Note that the superpotential f now depends on the scalar elds ﬃ rather than on the chiral
elds . Deriving now the E.o.M. for the auxiliary eld F by calculating @L=@Fj = 0 yields
Fj =  

@f(ﬃi)
@ﬃj

: (3.31)
When inserting this expression into Eq. (3.30) we obtain
L = X
i
 j@ ﬃj2   i i ﬀ @  i  "X
j;k
@2f(ﬃi)
@ﬃj @ﬃk
 j  k + h:c:
#
 X
j
@f(ﬃi)@ﬃj 2 : (3.32)
We now have derived a Lagrangian which includes kinematic terms for scalar and fermionic
elds as well as Yukawa couplings between the dierent elds.
3.3.5 Gauge elds
However, we are so far completely missing the gauge sector known from the Standard Model,
which we had introduced by performing a local gauge transformation leading to the demand
of an additional gauge eld. We will here use a kind of SUSY version of this scheme intro-
ducing the gauge transformationZ
d2 d2 y !
Z
d2 d2 e2gV y : (3.33)
This transforms the kinetic term of the Lagrangian (reduced to one eld) into
Lkin = jDﬃj2   i  ﬀD  + g X
a
ﬃDa T a ﬃ+ i g
p
2
 
ﬃ     ﬃ (3.34)
using the covariant derivative D = @ + i g Aa Ta with Ta the generators of the group. Note
that we have to distinguish between the SUSY-covariant derivative D(D _), the gauge-
covariant derivative D and the D term in the vector supereld. By inspecting the derived
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equation we see that we have not only introduced the gauge-interactions between fermions
or scalar bosons but gaugino (Majorana) terms proportional to  as well.
3.3.6 Kinetic and interaction terms for gauge elds
Now only one piece is left in order to construct the complete Lagrangian. As in the Standard
Model we have to introduce kinetic terms for the gauge elds. This can be achieved by
dening another supereld
W =
1
4

D _D
_

e gV D egV : (3.35)
for the non-Abelian vector elds. For the Abelian part of the theory it is sucient enough
to consider W = 14 (D _D
_)D V . We now want to examine the properties of this eld. At
rst we recognize that W has to be a left-handed chiral eld, since the derivative D _W = 0
vanishes because of the Grassmann property of the SUSY-covariant derivatives D _D _ = 0.
It is possible to show that the square of this eld WW is gauge invariant and belongs to
the F term of the Lagrangian. We therefore have to take into account the expression
1
2g2
WW  =  14F aF a +
1
2
DaDa +

  i
2
a ﬀ @ a +
1
2
g fabc a ﬀAb c + h:c:

:
(3.36)
In this way we have not only introduced the kinetic terms of the gauge elds but the kinetic
terms of the gauginos  and interactions between both. The eld D indeed has no kinetic
term and might therefore be regarded as an auxiliary eld that can be integrated out.
3.3.7 Integrating out the auxiliary eld D
The derivation of the Lagrangian with respect to D leads to the E.o.M. for the D terms (the
third term of Eq. (3.34) and the second term of Eq. (3.36) yield the only contributions)
Da =  g X
i;j
ﬃi T ija ﬃj : (3.37)
Inserting this into the Lagrangian produces the following total contribution for the auxiliary
eld D
 VD =  12 g2
X
a
X
i;j
ﬃi T ija ﬃj
2 : (3.38)
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3.3.8 Supersymmetry breaking
The supersymmetric eld theory we may construct using the ingredients derived in the
previous sections will lead us to a supersymmetric model, where all superpartners of SM
particles have the same quantum numbers and properties except for the spin. This means
in particular that they should have the same masses in order to cancel logarithmic terms in
the two-point function of scalar elds. However, no supersymmetric particle has been found
yet and therefore Supersymmetry must be broken. The according breaking scheme should
provide the superpartners with additional masses. The question now is: what does such a
scheme should look like ?
The rst idea is of course to use a spontaneous symmetry breaking mechanism as it appears
in the electroweak sector of the Standard Model. But it turns out to be rather dicult to
construct a suitable scheme which supplies all superpartners with a mass well above the SM
particle mass. The dierent problems can be classied in the following way:
1. The rst problem arises when we consider the Hamiltonian being the sum of the SUSY-
operators:
H =
1
4
 
Q1Q1 +Q1 Q1 +Q2Q2 +Q2 Q2

: (3.39)
This Hamiltonian is positive denite since it is a sum of perfect squares. If the vacuum
is now supersymmetric all SUSY-operators have to yield zero by acting on the vacuum.
Thus in particular the vacuum energy is zero as well. If Supersymmetry is broken,
i.e. one of the operators does not yield zero when acting on the vacuum, the energy
of the vacuum will become positive. This might lead to additional contributions to
the cosmological constant. Note that the connection between spontaneous broken
Supersymmetry and the cosmological constant is not straightforward.
2. If we put the mentioned troubles with the cosmological constant aside it is reasonable to
think about a breaking mechanism. The scalar potential contains two terms according
to the rules derived in the previous sections:
V = Fi F i +
X
l
1
2
Dl;aDl;a
=
X
i
 @f@ﬃi 2 +Xl g2l2 Xa
X
i;j
ﬃi T ijl;a ﬃj
2 : (3.40)
As we recognize from Eqs. (3.31) and (3.37) the rst part represents the auxiliary eld
Fi and the second part is the Dl;a term of the Lagrangian. In order to break Su-
persymmetry one of these terms should have a non-vanishing vev. Correspondingly,
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suitable schemes can be divided into F-term and D-term breaking. However, a tradi-
tional shortcoming of the F-Term breaking is that the supertrace over the mass matrix
has to vanish
StrM2 = X
J
( 1)2J TrM2J = 0 : (3.41)
The supertrace can be calculated by summing over all spins J and taking the ordinary
trace over the according mass matrixMJ . This implies that some of the superpartners
might possess higher masses than their SM counter parts but consequently some of the
superpartners have to have lower masses with respect to their SM partners. In average
the masses of the superpartners therefore remain the same. We can of course try to
provide some of the particles (the gauginos) with very high masses but in practice this
seems to be almost impossible. Since we have the experimental constraint that all
superpartners should be suciently heavier than the SM counterparts, this scheme is
not acceptable at all.
Realistic schemes therefore consider D-term breaking. Within some of these schemes
additional superelds will be established which have a non-vanishing D-term vev. In
other models the problem with the supertrace will be circumvented by generating some
of the superpartner masses radiatively.
However, no satisfying and acceptable scheme for spontaneous Supersymmetry breaking has
been found yet. Since we have no idea about the breaking mechanism, we have to parametrize
our lack of knowledge. This leads to an explicit breaking of Supersymmetry by adding all
possible breaking terms. Fortunately the number of terms can be restricted by imposing
the demand of a soft Supersymmetry breaking. This means in particular that only terms
are permitted that do not destroy the cancellation of the quadratic divergencies. Since this
was one of the main motivating points to construct Supersymmetry at all, we should not
destruct this advantage. It turns out that possible terms include [16]
 scalar mass terms  m2ﬃi jﬃij2,
 gaugino mass terms 1=2ml ,
 linear terms  Ai ﬃi (only for gauge singlet elds),
 bilinear terms  Bij ﬃi ﬃj + h:c:,
 pure trilinear scalar interactions  Cijk ﬃi ﬃj ﬃk + h:c: and
 mixed trilinear scalar interactions   ~Cijk ﬃi ﬃj ﬃk + h:c: [17].
Note that the last contribution has to be excluded in the case of extending Supersymmetry
to Supergravity. Explicit mass terms for fermions mi  i  i are not allowed since they would
produce additional quadratic divergencies.
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3.4 The Minimal Supersymmetric Standard Model
We now have a proper formalism at hand to produce a supersymmetric Lagrangian including
a breaking mechanism. The task left is to construct a supersymmetric model which matches
the requirements of the Standard Model, i.e. it should at least produce the SM particles and
the interactions between them. Taking this conditions into account the supersymmetric eld
content is not xed yet. It is always possible to add some more superelds. We therefore
have to restrict ourselves in order to construct a reasonable eld theory.
3.4.1 Denition
In constructing the widely used Minimal Supersymmetric Standard Model (MSSM) some
requirements have to be imposed:
1. The theory should contain a minimal eld content explaining all observed particles and
being supersymmetric.
2. It should conserve R parity:
Rp = ( 1)3B+L+2S (3.42)
with B the baryon number, L the Lepton number and S the spin. This quantum
number is accordingly +1 for SM and  1 for SUSY particles. Although a R-parity
violation can not be ruled out in general, strong limits can be set by demanding
stable protons. Note that within this thesis we do not consider any R-parity violating
processes.
An interesting phenomenological impact of the R-parity conservation is that SUSY
particles can be only produced in pairs. This directly leads to a lightest supersymmetric
particle (LSP) which is stable and a good candidate for the missing dark matter in
cosmology [18].
3.4.2 Fields
The rst step is to dene the eld content of the MSSM. We therefore have to construct
all Standard Model particle elds and their superpartners. But it turns out that this eld
content is not sucient enough, we have to add a second Higgs doublet with opposite hy-
percharge for several reasons:
 A model with a single Higgs eld still produces quadratic divergencies due to the
non-vanishing trace of the hypercharge generator.
 A single Higgs eld will produce non-vanishing gauge anomalies in loop corrections
involving fermionic triangles. This of course does not happen within the SM, but the
superpartners (higgsinos) will produce these anomalies.
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 The most important point is that the mass terms of the fermions will be produced
by derivating the superpotential. Since only elds and not their complex conjugate
are permitted in the superpotential, it is impossible to provide both, the up-type and
down-type quarks with masses.
A second Higgs eld has therefore to be introduced with opposite hypercharge in order to
cancel the anomalies and provide all particles with masses. According to the rules of a
minimal eld content we use only one additional Higgs doublet. This leads to the following
elds:
1. Gauge elds
The gauge elds of the SU(3)
 SU(2)
 U(1)Y are:
Ai, iA the weak isospin gauge eld with the coupling constant g1,
B, B weak hypercharge gauge elds, coupling constant g2 and
Ga, aG QCD gauge elds, coupling constant g3.
2. Matter elds
The notation is that all capital letters denote the matter generation counting from
I = 1 : : : 3. The elds can then be classied as in Tab. 3.1.
Scalars Fermions U(1) charge
LI =

~I
~eIL

	IL =

I
eIL

 1
RI = ~eIR 	IR = (eIL)c 2
QI =

~uIL
~dIL

	IQ =

uIL
dIL

1
3
DI = ~dIR 	ID = (dIL)c 23
U I = ~uIR 	IU = (uIL)c  43
H1 =

H11
H12

	1H =

	1H1
	1H2

 1
H2 =

H21
H22

	2H =

	2H1
	2H2

1
Table 3.1: The matter elds in the minimal supersymmetric
Standard Model.
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3.4.3 Supersymmetric Lagrangian
The supersymmetric Lagrangian can now be constructed using the dierent ingredients al-
ready derived. We divide the Lagrangian into the following parts:
1. Kinetic terms and interactions of gauge elds
From Eqs. (3.34) and (3.36) the kinetic terms for scalars, fermions and gauge elds
Lkin = X
i
jDﬃij2   i  iD= i	+X
A

 1
4
FAF

A +
i
2
AD= A + h:c:
ﬀ
: (3.43)
can be derived. Note that this is a very compact form of writing the kinetic part of
the Lagrangian. Some care has to be taken in interpreting the symbol D, since its
meaning varies for dierent elds. The sum over i can be understood as a sum over
all SM fermion elds, their scalar partners and the Higgs elds with their fermionic
partners. The sum over A is understood as a sum over the gauge elds of SU(3),
SU(2)L and U(1)Y and their fermionic partners.
2. Interactions with gauge elds
This part can be read o from Eq. (3.36):
Lint =  p2 X
i;A
gA

i TA  i A + h:c:
	  1
2
X
A
 X
i;j
gA ﬃi TAij ﬃj
!2
(3.44)
The summation indices i; A are the same as above.
3. Yukawa interactions and the superpotential
All other interactions can be described by dening a superpotential. The Lagrangian
then has the general form
LW =  X
i
@W@ﬃi 2   12 Xi;j

 i
@2W
@ﬃi@ﬃj
 j + h:c:

(3.45)
with the superpotential
W = "ij
 
H1i H
2
j + l
IJ H1i L
I
j R
J + dIJ H1i Q
I
j D
J + uIJ H2i Q
I
j U
J : (3.46)
The parameters are the Higgs mass  and the Yukawa coupling matrices lIJ , dIJ and
uIJ .
This completes the description of a pure supersymmetric Lagrangian.
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3.4.4 Explicit soft breaking terms
As already stated above, Supersymmetry is not realized in nature, i.e. there is no experi-
mental evidence of sparticles with the same mass as their SM counterparts. Supersymmetry
has therefore to be broken. The only feasible ansatz is an explicit Supersymmetry breaking
which leads to the introduction of so-called soft breaking terms. Soft in this context means
that they produce no additional quadratic divergencies. Within the framework of the MSSM
the following terms will be considered:
1. Mass terms for scalar elds
Lsc:m:Soft =  m2H1 H1i H1i  m2H2 H2i H12
 (m2L)IJ LIi LJi   (m2R)IJ RIRJ
 (m2Q)IJ QIi QJi   (m2D)IJ DIDJ   (m2U)IJ U I UJ (3.47)
2. Mass terms for gauginos
Lg:m:Soft =  (m1 aG aG + h:c:)  (m2 iA iA + h:c:)  (m3 B B + h:c:) (3.48)
3. Yukawa couplings for scalar elds
The soft breaking terms in agreement with the superpotential:
LYuk:Soft =  "ij  hS H1i H2j + lIJS H1i LIj RJ + dIJS H1i QIj DJ + uIJS H2i QIj UJ + h:c: :
(3.49)
4. Yukawa couplings for mixed scalar elds
The soft breaking terms which do not appear in the superpotential:
Lmix:Yuk:Soft =  kijS H2i LIi RJ   eIJS H2i QIi DJ   wIJS H1i QIi UJ + h:c: : (3.50)
Note that no linear term appears in the MSSM, since there are no gauge singlet elds.
3.4.5 Electroweak symmetry breaking
The successful mechanism of electroweak symmetry breaking is adapted from the Standard
Model. Accordingly, at least one of the scalar elds of the theory has to aquire a non-
vanishing vev. In principle one can think of an electroweak symmetry breaking mediated by
the scalar sneutrinos. However, supplying the sneutrinos with a vev through this mechanism
would break lepton number conservation which is not acceptable. All other sfermions could
not have non-vanishing vevs as well, since they would directly break the gauge groups of
QED or QCD. The only scalar elds left are the two Higgs doublets.
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In order to construct and minimize the Higgs potential, the Higgs part of the Lagrangian
has to be carefully examined:
VHiggs = (jj2 +m2H1) jH1j2 + (jj2 +m2H2) jH2j2   hS "ij
 
H1i H
2
j + h:c:

+
g21 + g22
8
 jH1j2   jH2j22 + 1
2
g2
H1H22 : (3.51)
If we at rst neglect all soft breaking terms, i.e. set them to zero, and examine the unbroken
Supersymmetry we nd that the potential has its minimum at the origin. Thus no elec-
troweak symmetry breaking takes place, i.e. Supersymmetry breaking is mandatory in order
to allow an electroweak symmetry breaking. Even more, for a proper breaking mechanism all
three pre-factors ( jj2 +m2H1 , jj2 +m2H2 and hS) have to be non-zero. Two more conditions
can be found:
 The vacuum has to be stable, i.e. the potential is non-negative:
jj2 + m2H1 +m2H2
2
 jhSj : (3.52)
 A broken SU(2)L 
 U(1)Y requires:
h2S > (jj2 +m2H1) (jj2 +m2H2) (3.53)
Having met these conditions the symmetry is broken if the neutral components of the Higgs
doublet aquire masses:

H11

= v1 ;


H21

= v2 : (3.54)
Note that we can not satisfy the conditions above with equal soft masses for the two Higgs
doublets. The combination of both Higgs vevs is well known and yields, up to Quantum
corrections, the mass of the Z boson:
M2Z =
g22
4 cos W
 
v21 + v
2
2

: (3.55)
Since the sum of both vevs is already known from v2 = v21 + v22 we can parameterize both
vevs with a single parameter
tan  =
v2
v1
: (3.56)
After the symmetry breaking we have to count the d.o.f. in order to nd out what kind
of real Higgs particles will be produced. We already know from the Standard Model that
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Photon F Massless vector eld
Gauge bosons Z;W Massive vector eld
Gluons Ga a = 1 : : : 8, Massless vector eld
Gluinos aG a = 1 : : : 8, Majorana spinors
Charginos i i = 1; 2, Dirac spinors
Neutralinos 0i i = 1 : : : 4, Majorana spinors
Neutrinos  I i = 1 : : : 3, Dirac spinors
Electrons  Ie i = 1 : : : 3, Dirac spinors
Quarks qIu, qId i = 1 : : : 3, Dirac spinors
Sneutrinos I i = 1 : : : 3, Scalars
Selectrons Li i = 1 : : : 6, Scalars
Squarks Ui , Di i = 1 : : : 6, Scalars
Higgs H Charged scalars
h, H Scalars
A Pseudo-scalar
Table 3.2: The particle content of the MSSM
three (of the eight) d.o.f. can be absorbed into the masses of the Z and W bosons. Thus
ve d.o.f. are left to form two neutral scalars h and H, one pseudo-scalar particle A and
two charged Higgs bosons H. Note that after breaking the electroweak symmetry quantum
numbers can mix, see Sec. 2.2.2. The observed particles (or also called mass eigenstates)
are therefore admixtures of the dened elds. The dierent mixing matrices as well as their
diagonalization are shown in App. A.1. This eventually leads us to the particle content of
the MSSM in Tab. 3.2.

4 Supergravity
In this chapter we want to extend the global Supersymmetry to its local version called
Supergravity. This can be achieved similar to the introduction of gravity into the Standard
Model leading to Quantum Gravity. In contrast to Quantum Gravity the extension to
Supergravity has some implications on the soft Supersymmetry breaking sector of the MSSM
and therefore leads to signals in the region of the electroweak scale. In particular, it enables
us to make predictions about a universality of the soft breaking terms which might be tested
once Supersymmetry has been found. Note that here we only want to sketch the basic ideas.
The outline is:
 In Sec. 4.1 we will present a motivation and a short derivation for extending Super-
symmetry to Supergravity.
 In the next section we will show how to construct the Supergravity Lagrangian Sec. 4.2.
 Since the postulated superpartner of the graviton, i.e. the gravitino, has not been
found yet, Supergravity has to be broken as well. A possible breaking mechanism will
be presented in Sec. 4.3.
 The breaking of Supergravity has some implications for the soft breaking terms in the
explicit symmetry breaking mechanism of Supersymmetry, as will be shown in Sec. 4.4.
Introductions into the topic of Supergravity can be found in [5, 19, 20].
4.1 Motivation
Supergravity can be introduced by simply demanding the invariance of the action under
local supersymmetric transformations. We therefore reconsider the global Supersymmetry
transformation in a more schematic way. Taking Eq. (3.15) we can dene the impact of the
transformation on a scalar eld ﬃ and a fermionic eld  
ﬃ =   ;  =  iﬀ @ﬃ : (4.1)
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We now examine a toy Lagrangian with a free scalar and a fermionic eld
L =   j@ﬃj2   12  @= : (4.2)
This Lagrangian is of course (by construction) invariant under global supersymmetric trans-
formations. We now want to make these transformations local by introducing a dependence
of the transformation parameter  on the space-time (x). Applying the local transformation
on the Lagrangian produces terms of the form
L = @ K + h:c: (4.3)
with
K =  @ ﬃ     i2  (ﬀ ﬀ)

 @ ﬃ
 (4.4)
and therefore destroys the invariance. As in the case of Quantum Gravity we have to
introduce a gauge eld leading to the following term in the Lagrangian
LGravitino = kK 	 : (4.5)
Note that the eld 	 is a Majorana vector spinor eld with spin 3=2, the so-called gravitino.
However, the resulting Lagrangian is still not invariant and we have to provide a last term
of the form
Lg = g T  (4.6)
with T  the energy-momentum tensor. This term represents the coupling of the graviton
g to the energy-momentum tensor. We obtain an invariant Lagrangian only if the two new
elds transform like
	 ! 	 + 1k @  ;
g ! k     : (4.7)
We have successfully introduced the multiplet of the graviton and gravitino (g ;	) by de-
manding an invariance of the Lagrangian under local Supersymmetry transformations. We
have therefore shown how to construct Supergravity. In this sense Supergravity is the super-
symmetric version of Quantum Gravity and we can hope that the divergencies occurring in
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loop corrections of Quantum Gravity will be canceled by loop corrections of the supersym-
metric partner of the graviton. However, in calculating these corrections we quickly recognize
that the divergent behaviour of the theory has been improved but it was not enough to cancel
them completely. Although Supergravity is not renormalizable due to the same arguments
already applied to Quantum Gravity, we still have a possible eective low energy theory.
Adding further supersymmetric multiplets and therefore considering N = 2; 3 : : : Super-
gravity models improves the divergency structure but cannot solve the problem. A strict
derivation of Supergravity from a renormalizable Superstring theory in higher dimensions
(e.g. D = 11) would probably reveal the problems, but there is still no ultimate mechanism
to construct a Superstring theory or to compactify the extra dimensions. We are therefore
left with a non-renormalizable theory, but the possible embedding of Supergravity into a
theory of everything is enough motivation to examine this theory and try to nd hints for its
existence. Since the physics scale of Supergravity is around the Planck scale (all terms in the
Lagrangian are suppressed with 1=MP ), we will try to nd indirect hints. We will indeed see
later on that with the help of Supergravity very rigorous statements about the soft breaking
terms of Supersymmetry can be made, i.e. by measuring a low energy Supersymmetry we
can draw conclusions about Supergravity.
4.2 Construction of the Lagrangian
In order to construct a Supergravity Lagrangian we have to extend the superspace formalism
developed in the context of deriving the supersymmetric Lagrangian. For a start we write
down the most general Lagrangian introducing the Kahler potential
Lglobal =
Z
d2 d2 K(yi ;j) +
Z
d2W (i) + h:c:

: (4.8)
This an extension of the Lagrangian written down in Eq. (3.29), where we have replaced
yi j with the more general Kahler potential K(yi ;j). Note that W again represents
the superpotential. In general K and W are a vector and a chiral supereld. Both can be
represented in the most general form by
K(yi ;j) =
X
ai1;:::;iN ;j1;:::;jN i1 : : :iN 
y
j1 : : :
y
jN ;
W (i) =
X
bi1;:::;iN i1 : : :iN : (4.9)
The connection of this Kahler potential with gravity can be seen quite simply. It is therefore
appropriate to dene the Kahler manifold which is a special type of Riemann manifold
already known from general relativity. The main dierence is that the metric of a Kahler
manifold is determined by the derivative of a scalar function, i.e. the Kahler potential. This
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metric is then dened via
gij = Kij =
@2K(ﬃ; ﬃ)
@ﬃi@ﬃj
: (4.10)
It is interesting to note that this metric is invariant under so-called Kahler transformations:
K(ﬃ; ﬃ)! K(ﬃ; ﬃ) + F (ﬃ) + F (ﬃ) : (4.11)
Note that the Lagrangian Eq. (4.8) is invariant under these transformations as well. The
theory can be therefore regarded as living on a Kahler manifold, where the elds ﬃ and ﬃ
represent the coordinates. We now extend the Lagrangian which is invariant under global
supersymmetric transformations to its local version. At rst we have to generalize the ideas
of Quantum Gravity on the one hand side and of superspace coordinates on the other hand
side. The supersymmetric generalization of the measure e =
p det g is the chiral density
eld E which depends on the components (e;	; : : : ) with 	 the gravitino and the dots
standing for possible auxiliary elds. The generalization of the Ricci scalar is the superspace
curvature eld R depending on the components (R;	; : : : ). At last we have to make the
superspace coordinates  to depend on Lorentz indices resulting in the Grassmann variables
. The Einstein piece already used in Quantum Gravity (see Eq. (2.41)) then generalizes to
LSG =   6k2
Z
d2 E R : (4.12)
Using the identities of the SUSY-covariant derivatives
Z
d2 d2 F (x; ; ) =  1
4
Z
d2 DDF (x; ; )
=  1
4
Z
d2 DDF (x; ; ) (4.13)
we can rewrite the Lagrangian as
Lglobal =
Z
d2

 1
8
DDK(yi ;j) +W (i)

+ h:c: : (4.14)
Note that the extra factor of 1=2 in front of the Kahler potential arises from the global adding
of the hermitian conjugates at the end of the equation. Introducing now Supergravity in the
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same way as Quantum Gravity by performing the following transformations
 !  ;
d2 ! d2 2E ;
 1
4
DD !  1
4
(DD   8R) (4.15)
and adding the Einstein piece leads to
Llocal =
Z
d2 2E

  3
k2
R  1
8
(DD   8R)K(yi ;j) +W (i)

+ h:c: (4.16)
which is invariant under local Supersymmetry transformations. Note that D again represents
the ordinary covariant derivative. We can write the Lagrangian in a more compact form
Llocal = 1k2
Z
d2 2E

3
8
(DD   8R) e  k23 K(yi ;j) + k2W (i)

+ h:c: : (4.17)
Expanding around the small parameter k recovers the form of the Lagrangian indicated
in Eq. (4.16). When writing the Lagrangian in component form, the expression can be
compactied further on leading to a pure dependence on the Kahler function
G(ﬃ; ﬃ) = K(ﬃ; ﬃ) + ln jW (ﬃ)j
2
M6P
: (4.18)
It is now possible to extend the scalar potential from the global to the local Supersymmetry
case. The general F -term of the scalar potential (which will be crucial for later considerations
of symmetry breaking) then reads
V = eG
"
@G
@ﬃi

@2G
@ﬃi@ﬃj
 1 @G
@ﬃj
  3
#
: (4.19)
This generalized scalar potential of course reduces to the already known supersymmetric
scalar potential in the limit ofMP !1. At this stage we want to introduce the abbreviations
Gi =
@G
@ﬃi
;
Gij =
@2G
@ﬃi@ﬃj
(4.20)
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leading to a compact form of the scalar potential
V = eG
 
Gi(G 1)ijGj   3 : (4.21)
The next step is to construct a gauge theory by imposing the appropriate gauge transfor-
mations and therefore introducing vector elds. This leads to extra terms in the Lagrangian
which we just parameterize by a counter term  (yi ;j; V ) with V the vector supereld.
The Lagrangian then reads
Llocal = 1k2
Z
d2 2E

3
8
(DD   8R) exp

 k2
3
h
K(yi ;j) +  (yi ;j; V )
iﬀ
+ k2W (i)

+h:c: : (4.22)
In order to provide the vector elds with kinetic terms we have to add the term
1
16
Z
d2 2E fab(i)W aW b (4.23)
which is a generalization of the supersymmetric case Eq. (3.36). It has the form
W =  14
 DD   8R e V D eV : (4.24)
Note that this term depends on the arbitrary analytic function fab(i) which was just a ab
in the ordinary supersymmetric case. The full local supersymmetric Lagrangian is then
Llocal = 1k2
Z
d2 2E
"
3
8
(DD   8R) exp

 k2
3
h
K(yi ;j) +  (yi ;j; V )
iﬀ
+
1
16
fab(i)W aW b + k2W (i)
#
+ h:c: : (4.25)
Similarly to Supersymmetry the introduction of gauge elds gives rise to a D-term contri-
bution to the scalar potential. The full potential is given by
Vlocal = eG
 
Gi(G 1)ijGj   3+ 12 g2 (Ref) 1ab Gi T ija ﬃj Gk T klb ﬃl : (4.26)
The striking dierence between this potential and the global supersymmetric potential is
that the global one is positive semi-denite whereas the local one may be negative due to
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the term  3eG. Note that the full theory is now determined by the two arbitrary functions
G(ﬃ; ﬃ) and fab(ﬃi).
4.3 Spontaneous Supersymmetry breaking
As already discussed in Sec. 3.3.8, spontaneous breaking of Supersymmetry can be achieved
by either providing the F -terms or the D-terms of the scalar potential with a non-vanishing
vev. By examining Eq. (4.26) we may deduce that we need Gi 6= 0 as a condition for
spontaneous symmetry breaking. However, in dierence to global Supersymmetry we can
achieve this requirement even if simultaneously the scalar potential vanishes V = 0. This
gives rise to a vanishing cosmological constant as well. Indeed, the experimental upper limit
is around V  10 45(GeV)4.
Breaking now the symmetry between graviton and gravitino (there is no evidence of a mass-
less gravitino) by either F -term or D-term breaking produces a goldstino. Its d.o.f. are
"eaten" by providing the gravitino with a mass of
m3=2 = eG=2MP = eK=2
jW j
M2P
: (4.27)
We now learned that it is possible to break local Supersymmetry but we still have no clue
as to what the breaking mechanism is. We certainly know that the superpotential seems to
play a crucial role. One idea is to introduce a hidden sector with a scalar eld that interacts
with the observable sector only by means of gravity. The eect of such a eld can be studied
by considering a simple toy model.
We divide the superpotential into an observable and a hidden part
W (ﬃ; h) = WO(ﬃ) +WH(h) ; (4.28)
where we have introduced a hidden sector scalar singlet eld h which will be responsible for
Supersymmetry breaking. Here we restrict ourselves on specifying the Kahler metric to
Kij = ij : (4.29)
This is called minimal Supergravity (mSUGRA) which is guided by the demand of canonical
kinetic terms. Note that in this case the Kahler potential will be reduced to the kinetic
terms already known from Supersymmetry. Since the hidden sector eld is a singlet eld we
are faced with an F -term breaking leading to the scalar potential
V = M4P
 
Gh(G 1)hhGh   3 : (4.30)
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Note that if we took the minimum at a value of the scalar potential well above zero, this
would give rise to a large cosmological constant. The Kahler function takes the form of
G =
hh
M2P
+ ln
jWH j2
M6P
(4.31)
and we obtain
Gh =
h
M2P
+
1
W 2H
@WH
@h
; (G 1)hh = M2P : (4.32)
In order to examine the eect of symmetry breaking we are going to study a particular
simple form of the hidden sector potential
WH(h) = m2(h+ ) : (4.33)
In this toy model we derive for the scalar potential
V = m4 exp

hh
M2P
ﬀ   hM2P (h+ ) + 12   3 jh  j2M2P
!
: (4.34)
By simply choosing  = (2 p3)MP the scalar potential would have a minimum at
hhi = (p3  1)MP : (4.35)
It is interesting to ascertain that at this point the scalar potential is zero (i.e. we have a
vanishing cosmological constant) but still Supersymmetry is broken due to a non-vanishing
Gh =
p
3
MP
: (4.36)
Inserting these results into Eq. (4.27) yields
m3=2 = e
1
2 (
p
3 1)2 m2
MP
: (4.37)
We observe that the gravitino mass may be in the order of magnitude of the electroweak
scale provided the parameter m is small enough. In this scenario the vev of the hidden sector
potential will be of the order of magnitude of the Planck scale. This fact will become crucial
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for avoiding a hierarchy problem in constructing the soft breaking masses of Supersymmetry,
as we will see in the next section.
4.4 Soft Supersymmetry breaking terms
We now want to extend the ideas of the previous section to a more general case by still using
the simplications of minimal Supergravity (mSUGRA). The general Kahler function then
reads
G =
1
M2P
 X

ﬃ ﬃ +
X
m
hm hm
!
+ ln
jW j2
M6P
: (4.38)
Assuming again F -term breaking for the hidden sector singlet elds hm, the general scalar
potential reads:
V = exp
(
1
M2P
 X

ﬃ ﬃ +
X
m
hm hm
!)  X

@WO@ﬃ + ﬃM2P (WH +WO)2
+
X
m
@WH@hm + hmM2P (WH +WO)2   3 j(WH +WO)j2M2P
!
: (4.39)
Here, we have used a general hidden sector potential WH(hm) and the observable sector
potential can be associated with the MSSM superpotential, for example. In the large MP
limit we rederive the ordinary form of the scalar potential known from the MSSM, since all
contributions from the hidden sector are suppressed by powers of 1=M2P . The situation will
change dramatically if some of the hidden sector elds acquire large vevs in the order of
magnitude of the Planck scale. We have already seen in the previous section that in some
cases the hidden sector potential can have such a mass. Especially the gravitino mass m3=2
has to be in the order of the electroweak scale. By imposing this we see from
m3=2 = exp
(
1
2M2P
 X
m
hm hm
!) jWH j
M2P
(4.40)
that indeed the vev of the hidden sector superpotential has to be in the order of M2P . Note
that for simplicity reasons we have denoted the vevs of the elds hm with the same symbol.
We now want to examine the scalar potential in the so-called at limit, i.e. MP ! 1 at a
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xed m3=2. This leads to the following scalar potential
V = exp
(
1
M2P
 X
m
hm hm
!) (X

@WO@ﬃ 2 +X jWH j2M4P ﬃ ﬃ
+
W H
M2P
"X

ﬃ
@WO
@ﬃ
+
 X
m
hm

1
W H
@W H
@hm
+
hm
M2P

  3
!
WO + h:c:
#)
:
(4.41)
If we now rescale the observable potential to
W^O = WO
W HjWH j exp
(
1
2M2P
 X
m
hm hm
!)
(4.42)
and use the vev of the auxiliary elds Fm associated with the scalar eld hm
Fm = m3=2 M2P

1
W H
@W H
@hm
+
hm
M2P

(4.43)
we derive
V =
X

@W^O@ﬃ
2 +X

m23=2 ﬃ

 ﬃ
+m3=2
"X

ﬃ
@W^O
@ﬃ
+
 X
m
hm
Fm
m3=2M2P
  3
!
W^O + h:c:
#
: (4.44)
We clearly recognize that by taking the at limit of the full supergravity scalar potential we
are left with the ordinary F -term of Supersymmetry plus soft breaking terms. In contrary to
the MSSM we have derived these terms in a natural way by postulating a hidden sector eld
and applying the simplications imposed by a special choice for the Kahler metric leading to
the so-called minimal Supergravity (mSUGRA) model. By rescaling the Yukawa couplings
and the  term in the observable superpotential in the same way as in Eq. (4.42) we derive
the following unique expressions for the soft breaking terms included in the superpotential:
m = m3=2 ;
YS = m3=2
X
m
hm
Fm
m3=2M2P
for Y = l; d; u ;
hS = (YS  m3=2) : (4.45)
4.4 Soft Supersymmetry breaking terms 61
The mSUGRA model therefore predicts that the soft breaking terms in the superpotential
can be unied and determined with the help of two independent parameters, the gravitino
mass m3=2 and the unied trilinear coupling YS = lS = dS = uS. Note that these relations
hold true at a high scale O(MP ) and therefore have to be calculated at the electroweak scale
using the method of renormalization group equations. However, it is usually assumed that
these predictions are still valid at the Grand Unication (GUT) scale MX . In this way we
can explain the origin of nearly all soft breaking terms, i.e. we are only left with the parts
arising from an explicit introduction of gaugino masses.
Considering these contributions we have to specify the function fab associated with the kinetic
terms of the gauge and gaugino interactions. The simplest ansatz would be to take fab = ab.
Since terms in the Lagrangian which might generate the soft breaking terms for the gaugino
masses are always accompained by a derivative of the function fab, this is obviously not the
best choice. It would lead to vanishing soft gaugino masses which are experimentally not
observed. The therefore next-to-simplest ansatz is fab = ab fa which leads to the gaugino
masses
Ma =
1
2
(Refa) 1 Fm
@fa
@hm
(4.46)
with Fm as dened in Eq. (4.43). We see that universal gaugino masses can be only obtained
when all the functions fa have the same dependence on the hidden sector elds, i.e. fa(hm) =
ca f(hm).
We conclude that using the constraints of the minimal Supergravity model we can unify
the breaking terms for the soft scalar masses, the soft Yukawa couplings and determine
the parameter hS. With a rather strong constraint to the function fab we obtain universal
gaugino masses as well. Some remarks are in order here:
 The framework of mSUGRA is only one of the possible models supported within Su-
pergravity. Any other assumptions could lead to non-universal soft breaking terms.
In this light we want to mention the even weaker assumption about the function fab
leading to universal gaugino masses.
 The breaking mechanism using the hidden sector can only produce soft breaking terms
proportional to the superpotential in the observable sector. This would rule out any
other possible soft breaking terms, see Eq. (3.50).
 A lot of other breaking scenarios can be encountered in the attempt to embed Super-
gravity in Superstring theories. These considerations might lead to deviating predic-
tions for the soft breaking terms.
 The considered breaking mechanism relies on a hidden sector eld which only commu-
nicates with the other elds via gravitational interaction. The graviton can therefore
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be regarded as a "messenger particle". Other schemes like Gauge- [21{23], Gaugino-
[24, 25] or Anomaly [26, 27] mediated Supersymmetry breaking are analyzed in the
literature.
Minimal Supergravity is widely used in the literature to calculate supersymmetric cross
sections etc. Some benchmark points in order to compare the dierent results have therefore
been introduced. We will indicate some of the benchmarks we use later on in this thesis in
App. A.2.
Part II
Calculation of cross sections

5 Feynman rules for Majorana particles
In this section we present Feynman rules for an easy implementation of Majorana par-
ticles [28]. Since these self-conjugated fermions do not appear in the ordinary Standard
Model, special emphasize has to be given to them. In a rst approach [29] vertices and
propagators with Majorana fermions have been introduced. Concepts like "clashing arrows"
and therefore charge-conjugation matrices in the propagator and the vertices have been
used to describe Majorana particles. However, the relative sign between Feynman diagrams
involving Majoranas could not been xed by this method.
Here, we present the approach of [28] which in contrast to previous ones has no charge-
conjugation matrices involved in writing down the vertices. Majorana particles have no
arrow and therefore the problem of "clashing arrows" is solved as well. The relative sign
of interfering Feynman diagrams appears quite natural. To this end an orientation of the
fermion lines is introduced. We therefore have to distinguish carefully between the fermion
ow (orientation), the fermion number ow (arrows of Dirac fermions) and the momentum
ow. Note that this strictly algorithmic approach makes an implementation into a computer
program straightforward.
5.1 Denitions
First of all we dene the ingredients of the Feynman rules, i.e. the propagators and vertices.
We start with the propagator terms for Dirac and Majorana fermions
S(p) =
1
p= m ; S( p) =
1
 p= m =  
1
p=+m
: (5.1)
In deriving the Feynman rules we need not only the expressions for the propagators and
vertices but their reversed values as well:
 0 = C  T C 1 ;
S( p) = C ST (p)C 1 : (5.2)
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Here, we use the charge-conjugation matrix C fullling the properties
Cy = C 1 ; CT =  C : (5.3)
The reversed matrix  T is then dened as
 0i = C  Ti C 1 = i  i (5.4)
with
 i = +1 for  i = 1; i5; 5 and
 i =  1 for  i = ; ﬀ .
Examining all possible Lorentz structures of the involved vertices we observe that only the
fermion - fermion - vector boson vertex
 FFV =  (cR PR + cL PL) (5.5)
with PR=L = (1 5)=2 will be changed under these transformations and yields
 0FFV =   (cL PR + cR PL) : (5.6)
Another useful relation using the charge-conjugation matrices is
u(p; ) = C vT (p; ) ; v(p; ) = C uT (p; ) : (5.7)
All used expressions for the vertices and the propagators within the MSSM can be found in
App. B.1.
5.2 Feynman rules
Having all vertices and propagators at hand the generation of Feynman diagrams proceeds
along the lines of:
Algorithm 5.1
1. Draw all possible Feynman diagrams for a given process. This includes the determina-
tion of the fermion number ow indicated by arrows. Majorana particles do not carry
arrows.
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Figure 5.1: The Feynman rules for fermionic vertices with
orientation (thin arrows).
2. Fix an arbitrary orientation (fermion ow) for each fermion line.
3. Start at an external leg (for closed loops at some arbitrary propagator) and write
down the Dirac matrices proceeding opposite to the chosen orientation (fermion ow)
through the chain.
4. For each propagator, external line and vertex insert the appropriate analytic expression
as given in App. B.1 using the orientation according to Figs. 5.1, 5.2 and 5.3. This
implies that if the orientation is opposite to the ow of fermion number, the reversed
vertices  0, propagators S( p) and spinors will have to be taken.
5. Multiply by a factor ( 1) for every closed loop.
6. Multiply by the permutation parity of the spinors in the obtained analytic expression
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i S(p)
i S( p)
i S(p)
Figure 5.2: The Feynman rules for propagators with orientation (thin arrows).
The momentum ow is from left to right.
u(p; )
v(p; )
u(p; )
v(p; )
Figure 5.3: The Feynman rules for external fermions with orientation (thin arrows).
The momentum ow is from left to right.
with respect to some reference order. The permutation for each Feynman diagram
can be determined by writing down all endpoints of fermion lines with the sequence
chosen opposite to the fermion ow (orientation) in each line. The permutation parity
is then calculated by the number of permutations which have to be performed in order
to match some reference permutation, usually 1; 2; : : : ; n. If the number is odd (even),
the permutation parity is negative (positive).
7. As far as the determination of the combinatorial factor is concerned, Majorana fermions
behave like real scalar or vector elds.
An implementation of this general algorithm for the generation of Feynman diagrams in-
cluding Majorana particles can be found in App. B.2.
5.3 Examples
In this section we want to show some examples in order to illustrate the application of the
derived Feynman rules. In each example we prove that the expression for a Feynman diagram
is independent of the chosen orientation.
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Figure 5.4: The Feynman diagrams contributing to the selectron decay.
5.3.1 Selectron decay
One decay mode of left handed selectrons ~e L is the process ~e L ! e  0 as depicted in
Fig. 5.4. If we choose the orientation according to the diagram depicted in Fig. 5.4a and the
permutation of the fermion line (1; 2), the amplitude reads
Ma = u(p)   v(pe) : (5.8)
When taking the opposite orientation corresponding to Fig. 5.4b, we nd
Mb = ( 1)u(pe)  0 v(p) : (5.9)
The explicit minus sign originates from the change of the permutation. The equivalence to
Eq. (5.8) can be shown explicitly by transposing the matrix element
Mb =   vT (p) ( 0)T uT (pe)
=  u(p)CT ( 0)T C 1 v(pe)
= u(p)   v(pe)
= Ma (5.10)
and applying Eq. (5.2) and Eq. (5.7).
5.3.2 Selectron pair production
The next example is one diagram of the selectron pair production with a Majorana particle
in the propagator, see Fig. 5.5. The diagram in Fig. 5.5a gives the following amplitude
Ma =  v(pe )  0i S(p~e    pe )  0j u(pe+) (5.11)
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Figure 5.5: One Feynman diagram contributing to the selectron pair production
for the two choices of the orientation.
with the  i;j representing the appropriate vertices. The amplitude for the reversed line, as
depicted in Fig. 5.5b, yields the same
Mb = v(pe+)  j S(pe    p~e )  i u(pe )
= uT (pe )  Ti S
T (pe    p~e )  Tj vT (pe+)
= v(pe )CT  Ti C
 1 S(p~e    pe )C  Tj C 1 u(pe+)
=  v(pe )  0i S(p~e    pe )  0j u(pe+)
= Ma : (5.12)
6 Helicity formalism
During the calculation of the amplitude squared jMj2 for a given process one is usually
confronted with the task of summing up and squaring all possible Feynman diagrams. The
usual way is to multiply every diagram with the hermitian conjugate of all other diagrams.
Thus, with increasing number of outgoing particles in a process the number of diagrams
rises drastically. As we can see from Tab. 6.1 for the case of e+e  ! qq + ng the number of
Feynman diagrams grows roughly like a factorial. The number of calculated terms increases
even more (see Tab. 6.1) and correspondingly conventional textbook methods become rather
cumbersome. A method which rst adds up all diagrams to a complex number and then
multiplies this sum with its complex conjugate should obviously be preferred. We therefore
choose the helicity formalism as the basis for our calculation of Feynman amplitudes. Note
that other approaches exist which allow the direct recursive construction of matrix elements
without Feynman amplitudes, see [30{33].
In this chapter we present the helicity formalism together with some applications:
 The basic equations and relations of the helicity formalism will be derived in Sec. 6.1.
We will show how to decompose spinors into their helicity states and how to calculate
the resulting spinor products.
 The next step towards a complete helicity formalism is to dene basic building blocks
which include the dierent Lorentz structures appearing in the couplings of scalar and
vector bosons to fermions, see Sec. 6.2.
 Multiple boson vertices have to be taken into account which leads us to consider so-
called composite building blocks, see Sec. 6.3. In addition, the necessary inclusion
of generic four vector boson vertices emerging in the Feynman rules of non-Abelian
theories is thus presented.
 An algorithm for the implementation of the helicity formalism and a number of exam-
ples will be presented in Sec. 6.4.
Note that all methods discussed in the following form the basis for an implementation in a
computer program, called AMEGIC++, A Matrix Element Generator in C++ [34].
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Process Number of diagrams Number of terms
e+e  ! qq 1 1
e+e  ! qqg 2 3
e+e  ! qqgg 8 36
e+e  ! qqggg 48 1176
e+e  ! qqgggg 384 73920
Table 6.1: This table shows the number of Feynman diagrams and the number of
cross terms to be calculated in dependence on the process and on the number of
outgoing particles. Note that we have neglected all diagrams with a generic four
gluon vertex.
6.1 Helicity states
The basic idea of the helicity formalism lies in the decomposition of every spinor into its
helicity eigenstates. It turns out that the product of helicity projected spinors yields just a
complex number. After projecting it onto a denite helicity state every Feynman diagram
can then be calculated as a complex number. The task of summing and squaring all Feynman
diagrams becomes now relatively simple and results in the complete amplitude squared for
one denite helicity state of the incoming and outgoing particles. A summation over all these
possible helicity states completes the calculation. In this section we show how to dene a
suitable set of helicity eigenstates for spinors and how to translate all other ingredients of
a Feynman diagram, i.e. propagators and polarization vectors into spinor products. The
subsequent steps are:
 The basic equations and relations for the decomposition of a massless spinor are derived
in Sec. 6.1.1.
 The product of these helicity spinors yields a complex number which we calculate in
Sec. 6.1.2.
 The translation of the polarization for massless and massive vector bosons into spinor
products is performed in Sec. 6.1.3 and Sec. 6.1.4, respectively.
 The decomposition of fermionic propagators into spinor products is presented in
Sec. 6.1.5.
 An extension to massive particles and the associated decomposition of a propagator is
shown in Sec. 6.1.6.
Similar approaches to the helicity formalism can be found in [35{37].
6.1 Helicity states 73
6.1.1 Massless spinors
We start with Dirac's equation of motion (E.o.M.) for a particle u or an anti{particle v with
four{momentum p and helicity :
(p= m)u(p; ) = 0 ; (p=+m)v(p; ) = 0 ; (6.1)
u(p; )(p= m) = 0 ; v(p; )(p=+m) = 0 : (6.2)
Note that in the following we will denote the spinor for a particle u as a synonym for both
spinors u and v if not stated otherwise. Summing over the two helicities spinors have to
obey the completeness relationX
=1
u(p; )u(p; ) = p=m; (6.3)
where the + sign belongs to the particle and the   sign to the anti-particle state. First of all
we examine the case of massless spinors (m = 0) since all relations can be easily extended
to the massive case later on. The decomposition into helicity eigenstates characterized by
 = 1 reads
u(p; )u(p; ) =
1
2
(1 + 5)p= : (6.4)
At this stage we dene basic or chiral spinors ! with some arbitrary light-like four vector k0
!(k0; )!(k0; ) =
1
2
(1 + 5)k=0 : (6.5)
The spinor with opposite helicity can be obtained introducing a second four-vector k1
!(k0; ) = k=1!(k0; ) (6.6)
which has to obey the two conditions k1 k1 =  1 and k0 k1 = 0. A spinor for an arbitrary
momentum and helicity state can then be dened using the basic spinors
u(p; ) =
p=

!(k0; ) (6.7)
introducing the shorthand  =
p
2(p k0). Another restriction k0 p 6= 0 to the four-vectors
must be applied as well. Note that, during a numerical calculation it should be taken care
that this product does not become too small, i.e.  should always be well above zero.
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6.1.2 Spinor products
After having introduced the chiral spinors and rules for decomposing massless spinors we are
left with the problem to calculate the basic spinor products. We dene so-called S functions
for the two basic products in the massless case:
S(+; p1; p2)  u(p1;+)u(p2; ) ; (6.8)
S( ; p1; p2)  u(p1; ) u(p2;+) : (6.9)
Note that we will extend the S functions later on to the more general Y functions which
consider massive spinors. In this case spinor combinations with equal helicity will appear as
well. To calculate the rst S function we apply Eqs. (6.7), (6.6) and (6.5) in the subsequent
steps
S(+; p1; p2) = u(p1;+) u(p2; )
= Tr

!(k0; )p=11
p=2
2
!(k0;+)

=
1
12
Tr [!(k0; ) p=1 p=2 k=1!(k0; )]
=
1
12
Tr

1
2
(1  5)k=0 p=1 p=2 k=1

= 2
(p1k0)(p2k1)  (p1k1)(p2k0) + iﬀk0k1p1pﬀ2
12
: (6.10)
Note that we choose 0123 = 1. Observing the last equation the following relations between
these functions
S(+; p1; p2) =  S(+; p2; p1) = [S( ; p2; p1)] (6.11)
can be recognized. Hence, Eq. (6.10) can be used to calculate every spinor product. Speci-
fying the two vectors
k0 = (1; 1; 0; 0) and k1 = (0; 0; 1; 0) (6.12)
a compact form which is ready to be implemented in a computer program can be achieved
S(+; p1; p2) = (py1 + ip
z
1)
s
p02   px2
p01   px1   (2$ 1) : (6.13)
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Every vector product can now be rewritten with the help of these spinor products
2p1 p2 = jS(+; p1; p2)j2 = S(+; p1; p2)S( ; p2; p1) : (6.14)
Note that this equation remains applicable for massless spinors only. Since every product of
two four-momenta can be re-expressed in terms of these S functions, the conclusion that in
some sense these spinor products are more fundamental than vector products can be drawn.
Since all spinor products have to be calculated anyway it is straightforward to consequently
use spinor instead of vector products.
We are now able to decompose every spinor into their helicity states and to calculate all
spinor products. The problem left is to rewrite all other parts of an amplitude into spinor
products, starting with the polarizations for massless and massive vector bosons.
6.1.3 Polarizations for massless vector bosons
Polarization vectors for massless vector particles obey the completeness relation in the axial
gauge
X
=
(p; )(p; ) =  

g   pq + pqpq +
(q2 +  p2)pq
(pq)2

; (6.15)
where q is any four{vector not aligned with p. Here, we specialize on the case of q2 = 0,
i.e. q to be light-like and  = 0 which is called the light-cone gauge. We therefore neglect
the last term in Eq. (6.15) resulting in the following completeness relation in the light-cone
gauge:
X
=
(p; )(p; ) =  

g   pq + pqpq

: (6.16)
By denition polarization vectors have to satisfy the following conditions:
(p; )  p = 0 ; (p; )  (p; ) = 0 ;
(p; ) = (p; ) ; (p; )  (p; ) =  1 :
Since we have chosen an axial gauge, the gauge vectors have to full the additional condition
(p; )  q = 0 : (6.17)
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Every vector which respects Eqs. (6.16), (6.17) and (6.17) hence represents an acceptable
choice for a polarization vector. In the light of our preference for spinors, we choose
(p; ) =
1p
4pq
u(q; )u(p; ) (6.18)
as polarization vectors. In order to prove this ansatz to be correct we insert Eq. (6.18) into
the sum over the polarizations, Eq. (6.16):X
=
(p; )(p; ) =
1
4pq
X
=
u(q; )u(p; )u(p; )u(q; ) : (6.19)
After some manipulationsX
=
(p; )(p; ) =
1
4pq
X
=
Tr [u(q; )u(q; )u(p; )u(p; ) ]
=
1
4pq
Tr [q=p= ]
=
1
4pq
4 ( g (pq) + pq + pq)
=  

g   pq + pqpq

(6.20)
we derive the desired expression. Note that in the second step we have used the completeness
relation for massless spinors, Eq. (6.3).
6.1.4 Polarizations for massive vector bosons
In dierence to the massless case a massive vector boson has three dierent polarization
states (an additional longitudinal one):X
=;0
(p; )(p; ) =  g + pp
m2
; (6.21)
where the polarization vectors have to satisfy Eqs. (6.17) as well. We introduce the quantity
a = u(r2; )u(r1; ) (6.22)
using the light like four{vectors r1 and r2
r21 = r
2
2 = 0 and r

1 + r

2 = p
 (6.23)
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which sum up to the four{momentum of the massive vector boson under consideration.
Replacing every polarization vector  of a massive vector boson in an amplitude with the
appropriate a and integrating over the solid angle of r1 with respect to p
Z
4
d
 aa = 8m
2
3

 g + pp
m2

(6.24)
yields the demanded completeness relation Eq. (6.21). The following replacements
 =) a and X
=;0
=) 3
8m2
Z
4
d
 (6.25)
enable us to rewrite the polarizations of a massive vector boson into spinors and a sequence
of  matrices. Note that this decomposition can be interpreted as a decay of the massive
vector boson into two massless particles, where the fourth polarization state is absorbed into
the on-shell condition of the vector boson. In a way similar to Sec. 6.1.3 we can proof that the
replacements of Eq. (6.25) obey the polarization sum Eq. (6.21). Rewriting the polarization
sum with the named replacements yields
X
=;0
(p; )(p; ) = 3
8m2
Z
4
d
 [u(r2; )u(r1; ) u(r1; )u(r2; )] : (6.26)
In order to calculate this product of spinors and  matrices we introduce as an abbreviation
the left handed projector PL = (1  5)=2 in Eq. (6.4). We can then write
u(r2; )u(r1; ) u(r1; )u(r2; ) = Tr[PLr=2PLr=1 ]
= Tr[PLr=2
r=1
 ]
= 2[r2 r

1   g (r2  r1)  iﬀ r2r1ﬀ]
= 2[(p  r1)r1   g (p  r1)
 iﬀ (p  r1)r1ﬀ] ;
(6.27)
where we used the well-known properties of the left handed projector PL =  PL and
P 2L = PL. In the last step we replaced r2 with p   r1 according to the relations given in
Eq. (6.23). Now the integration over the solid angle between r1 and p can be performed. The
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insertion of Eq. (6.27) into Eq. (6.26) together with the calculation of the following integralsZ
4
d
 pr1 = 2 p
p ;Z
4
d
 r1 r

1 =

3
 
m2 g + 2 pp

;Z
4
d
 (p  r1) = m2 (6.28)
yields
X
=;0
(p; )(p; ) = 3
8m2
2
"
2 pp   
3
 
m2 g + 2 pp
  g m2
 iﬀ 2 ppﬀ   
3
 
m2 gﬀ + 2 ppﬀ
#
=  g + pp
m2
(6.29)
for the sum over the polarizations. Note that in the last step we may discard the contribution
proportional to ﬀ because the product of a symmetric and an anti-symmetric tensor
vanishes anyway.
6.1.5 Massless fermionic propagators
The translation of fermionic propagators into helicity spinors is the next task towards a
complete translation of the Feynman amplitude into a helicity amplitude. The rst step
is a simple decomposition of the propagator's four-momentum into the four-momenta of
external particles. As an example let us take a closer look at one Feynman diagram of the
process e (p1)e+(p2) ! u(p3) d(p4)s(p5)c(p6) which is depicted in Fig. 6.1. Note that all
particle masses of fermions will be neglected. The four-momentum of the neutrino can then
be calculated as
p234 =  p2 + p3 + p4 (6.30)
These four-momenta can now be translated into spinor products with the help of the com-
pleteness relation, Eq. (6.3):
p=234 =
X
=
[ u(p2; )u(p2; ) + u(p3; )u(p3; ) + u(p4; )u(p4; )] (6.31)
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Figure 6.1: A Feynman diagram from the process e e+ ! u dsc.
We are now at a stage where all ingredients of a Feynman amplitude can be translated into
helicity spinors. We want to stress that so far we have considered massless spinors only, an
extension to massive spinors will be the next step.
6.1.6 Massive spinors
In order to decompose a massive spinor into the chiral spinors we have to take Dirac's
E.o.M. (Eqs. (6.1) and (6.2)) and the completeness relation Eq. (6.3) with all masses into
consideration. It is obvious that
u(p; ) =
p=+  

!(k0; ) (6.32)
obeys all necessary relations. We introduced the abbreviation  = m=, where the + ( )
sign refers to a particle (anti-particle) and again  =
p
2(p k0). Since we now deal with
massive particles, we have to distinguish between u and v spinors. Note that the fermionic
propagators will have a mass as well and therefore the simple scheme of decomposing the
fermionic propagator in Sec. 6.1.5 will not be applicable any more and has therefore to be
changed.
Massive fermionic propagators
The numerator of a propagator term has the form p=m. Here, p denotes the (virtual) four-
momentum of the propagator and m is the real mass of the propagator particle, while the
sign in front of the mass takes care of the particle or anti-particle structure of the propagator.
We will recognize that applying the decomposition of the propagator into spinor products
as derived in Sec. 6.1.5 fails for the case of avour changing currents.
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In order to check this, we decompose the propagator of the neutrino for the Feynman diagram
given in Fig. 6.1, but now taking into account all mass terms. Again, this propagator with
the four-momentum p234 and no mass term has to be composed out of a combination of the
incoming particle e+ and the outgoing particles u and d
p=234 =  (p=2  m2) + (p=3 +m3) + (p=4  m4)  (m2 +m3  m4)
=
X

[ v(p2; )v(p2; ) + u(p3; )u(p3; ) + v(p4; )v(p4; )]  (m2 +m3  m4) ;
(6.33)
where every spinor built from the external particles has its own mass term. We observe that
using the method of Sec. 6.1.5 for this process will generate additional mass terms. This
implies that a full decomposition of a propagator into products of external spinors is not
possible any more. Note that in this case all participating external fermions have nearly no
mass, but we can easily think of more complicated processes with for instance bb quarks in
the initial state, where a top-quark is running in the t-channel instead of the neutrino. It is
of course possible to take care of the extra mass terms by explicit subtraction. But regarding
processes with a large number of propagators (which all have to be multiplied) this method
will produce a huge number of extra terms, which should denitely be avoided.
However, one should keep in mind that the method of Sec. 6.1.5 can be extended to massive
particles in all cases with no avour changing currents. The extra mass terms can then
be absorbed into the spinor of an incoming or outgoing particle with the same mass. An
appropriate algorithm together with an example will be presented in App. C.2.
We conclude that the method of Sec. 6.1.5 can not be extended to cover massive particles in
all cases. This fact demands the construction of another algorithm which covers all possible
structures of a Feynman diagram.
The solution lies in a direct translation of the numerator p=m into a spinor product. This
is straightforward for propagators with a positive momentum squared p2 > 0 which may be
handled like particles with the mass p2 = m2. Since this is not always the case (for instance
in t-channel processes like the one we already discussed) we have to think about a spinor
formalism which works for p2 < 0 and therefore imaginary masses as well.
Universal spinor representation
We start again with Dirac's E.o.M. for spinors Eq. (6.1). Note that we closely follow the
approach of [38]. As stated above, the eigenvalue m of p= has only to obey the condition
p2 = m2 and can be imaginary as well. However, if m becomes imaginary the phase has to
be xed. This might be achieved by e.g. using a positive imaginary value for particles and
a negative one for anti-particles. The spinors should fulll the additional conditions for the
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eigenvalues of the operator 5 s=
(1 5 s=)u(p;) = 0 ; (1 5 s=)v(p;) = 0 (6.34)
with the polarization vector s satisfying s  p = 0 and s2 = 1. However, constructing a chiral
spinor basis and building up the full spinor out of them leads to the same expressions, see
Eq. (6.32) which are now valid for imaginary masses as well. Note that the relation with the
corresponding conjugate spinors u(p; ) and v(p; ) is not trivial, since for imaginary values
of m the equations u = uy0 and v = vy0 do not hold in general, i.e. Dirac's E.o.M. for the
conjugate spinors, Eq. (6.2), is not satised. We therefore have to consider the conjugate of
Eq. (6.34)
u(p;)(1 5s=) = 0 ; v(p;)(1 5s=) = 0 : (6.35)
Conjugate spinors can accordingly be dened to obey Dirac's E.o.M. and Eq. (6.35). By
choosing a normalization condition
u(p; )u(p; ) = 2m ; v(p; )v(p; ) =  2m; (6.36)
the conjugate spinors can then be constructed as
u(p; ) = w(k0; ) p=+mp2p  k0 ; v(p; ) = w(k0; )
p= mp
2p  k0 : (6.37)
First of all, we have derived a decomposition of spinors and their conjugate depending on
chiral spinors in a way that they are applicable to all possible values of m, even imaginary
ones. Moreover, the form of the spinors has not changed with respect to our previous
derivation and therefore the decomposition of Sec. 6.1.5 is still valid. However, we still have
to face the same problems as before, i.e. the decomposition of the propagator numerator
into the four-momenta of external particles is not applicable in general, i.e. when avour
changing currents are involved. To resolve this situation we start with a byproduct of the
previous construction of the spinors
1 =
X

u(p; )u(p; )  v(p; )v(p; )
2m
: (6.38)
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This is a new completeness relation which can be used to decompose the numerators of a
propagator in a new way. Inserting the unity in front of the p=2 m2 yields
u(p1; 1)  1 (p=2  m2)  2 u(p3; 3) =
1
2
"X

u(p1; 1)  1 u(p2; ) u(p2; )  2 u(p3; 3)

1 m2
2 2

+u(p1; 1)  1 v(p2; ) v(p2; )  2 u(p3; 3)

1 m2
2 2

:
(6.39)
Note that here (2 2)2 = p22 is the virtual mass of the propagator and  1;2 is the involved
scalar or vector coupling structure. In this way every occurring numerator of a fermionic
propagator can be handled.
6.2 Basic building blocks
In order to calculate not only the product of pure spinors but a complete amplitude we have
to take into account the Lorentz structure represented by a sequence of  matrices. The
introduction of building blocks therefore becomes mandatory. Utilizing the left and right
handed projectors
PL;R =
1 5
2
; (6.40)
we dene
1. Y (p1; 1; p2; 2; cL; cR) = u(p1; 1)[cLPL + cRPR]u(p2; 2) ,
2. X(p1; 1; p2; p3; 3; cL; cR) = u(p1; 1)p=2[cLPL + cRPR]u(p3; 3) ,
3. Z(p1; 1; p2; 2; p3; 3; p4; 4; c12L ; c12R ; c34L ; c34R ) =
u(p1; 1)[c12L PL+c12R PR]u(p2; 2)u(p3; 3)[c34L PL+c34R PR]u(p4; 4) .
With the help of these functions we are able to reduce every form of an amplitude to a
product of these functions and scalar values. These functions can be accordingly calculated
to depend only on the already dened S functions (see Eq. (6.8)) and a combination of 
and . We can observe that the Y and X functions can be evaluated in the same way as
it was demonstrated in Eqs. (6.10). Their explicit form for all helicity combinations can be
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12 Y (p1; 1; p2; 2; cL; cR) 12 Y (p1; 1; p2; 2; cL; cR)
++ cR12 + cL21 +  cLS(+; p1; p2)
Table 6.2: Y {functions for dierent helicity combinations (1; 2). The remain-
ing Y {functions can be obtained by exchanging L$ R and +$  .
13 X(p1; 1; p2; p3; 3; cL; cR)
++ (12 + 21) (23cR + 32cL) + cRS(+; p1; p2)S( ; p2; p3)
+  cL (12 + 21)S(+; p2; p3) + (cL23 + cR32)S(+; p1; p2)
Table 6.3: X{functions for dierent helicity combinations (1; 3). The remain-
ing X{functions can be obtained by exchanging L$ R and +$  .
found in Tabs. 6.2 and 6.3, respectively. Although the according Z functions possess a more
complex Lorentz structure, we can derive them similarly, see Tab. 6.4.
Note that the notation of the X, Y and Z functions is not useful if one regards processes
with a high number of outgoing particles and therefore long expressions of these functions.
Accordingly, we have dened some abbreviations, see App. C.1.
6.3 Composite building blocks
In principle we are now able to translate every possible tree level amplitude into a product
of basic building blocks. To this end we employ the following treatment for the dierent
propagators:
 Fermionic propagators can be transformed into a product of two spinors. They are
divided in a way that the rst one belongs to one Z function and the other one to a
second, see Eq. (6.48). In some sense, the propagator will be "cut".
 Scalar propagators do not possess an intrinsic Lorentz structure. They therefore do
not need a special treatment and may be "cut" as well, see Fig. 6.2.
 All vector boson propagators which communicate between two fermionic lines can be
absorbed into the Z functions, see Tab. 6.4. In the case of multiple boson vertices, i.e.
a boson propagator runs between a fermion line and a "boson line", these propagators
can not be handled using a simple Z function. On the other hand, they could not be
"cut" like the scalar propagators due to their intrinsic Lorentz structure. We conclude
that subsequent multiple boson vertices have to be treated on their own.
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1234 Z(p1; 1; p2; 2; p3; 3; p4; 4; c12L ; c12R ; c34L ; c34R )
+ + ++ 2 [S(+; p3; p1)S( ; p2; p4)c12R c34R + 1234c12L c34R + 3412c12R c34L ]
+ + +  22c12R [S(+; p1; p4)3c34L + S(+; p1; p3)4c34R ]
+ + + 21c12R [S( ; p3; p2)4c34L q + S( ; p4; p2)3c34R ]
+ +   2 [S(+; p4; p1)S( ; p2; p3)c12R c34L + 1234c12L c34L + 3412c12R c34R ]
+ ++ 24c34R [S(+; p1; p3)2c12R + S(+; p2; p3)1c12L ]
+ +  0
+  +  2 [1423c12L c34L + 2314c12R c34R   1324c12L c34R   2413c12R c34L ]
+    23c34L [S(+; p4; p2)1c12L + S(+; p1; p4)2c12R ]
Table 6.4: Z functions for dierent helicity combinations (1; 2; 3; 4). The
remaining Z{functions can be obtained by exchanging L$ R and +$  .
=) 
Figure 6.2: Scalar propagators can be easily cut.
6.3.1 Three-boson vertices
This is the moment, where it is appropriate to introduce the so-called composite building
blocks for these cases. A similar idea for the case of six-jet production at lepton colliders
can be found in [39]. However, we will treat such structures on a more general footing. We
will start with the three boson vertices as depicted in Fig. 6.3. In this section we will show
how to calculate the three gluon and the three vector boson vertex. The expressions for all
other three boson vertices can be found in App. C.3.
Three massless vector boson vertex
The rst one is the three gluon vertex, where we dene a function called ZGGG. Every
boson can be o{shell or on-shell, i.e. it can be connected with two fermions or it can be
an external particle, respectively. Since an external and therefore on{shell gluon possesses a
polarization which will be replaced by a combination of spinors (see Sec. 6.1.3), we can write
the correponding composite building block in a unique way. The form of these functions
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Figure 6.3: All possible three boson vertices excluding the three scalar boson
vertex which possess no Lorentz structure. Beginning with the left diagram:
The three gluon{, the three electroweak vector boson{, the two vector boson{
one scalar{ and last but not least the two scalar{ one vector boson vertex.
Note that all boson lines might be on{ or o{shell.
hence does not depend on whether we have an on{shell gluon or an o-shell gluon with two
attached fermions. Labelling the three gluons with 0, 1 and 2 as depicted in Fig. 6.3a and
using the notations of App. C.1 the function yields
ZGGG012 = Z10 (X20  X21) + Z20 (X12  X10) + Z21 (X01  X02) : (6.41)
As already stated above, for o-shell gluons any combination (for instance (00; 0) ) will be
replaced by the numbers of the two adjacent fermions and appropriate couplings have to be
included.
Three massive vector boson vertex
As a second example we examine the three vector boson vertex in the electroweak theory, i.e.
W+W  and ZW+W , c.f. Fig. 6.3b. The vertex has the same Lorentz structure like the
three gluon vertex with one major dierence. Since the electroweak vector bosons may be
massive and all three particles may be propagators, a second term proportional to 1=M2V of
the vector boson V has to be introduced according to the polarization sum relation Eq. (6.21).
The composite Z function then reads
ZV V V012 = Z
GGG
012
+
1
M20
X00 [X10X21  X12 X20 + Z21 (p0  (p2   p1))]
+
1
M21
X11 [X02X21  X01 X20 + Z20 (p1  (p0   p2))]
+
1
M22
X22 [X02X20  X01 X12 + Z10 (p2  (p1   p0))]
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Figure 6.4: These are all possible four boson vertices with a vector boson
propagator. Here, the wavy and the dashed line represent a vector and a scalar
boson, respectively. Note that all boson lines might be on{ or o{shell.
+
1
M20M21
X00X11 [(p1  p2)X20   (p0  p2)X21]
+
1
M20M22
X00X22 [(p0  p1)X12   (p1  p2)X10]
+
1
M21M22
X11X22 [(p2  p0)X01   (p1  p0)X02] :
(6.42)
Note that in case boson V is an external particle or is massless, we have to neglect the
appropriate term proportional to 1=M2V . In this way we can use the function ZV V V for the
three gluon vertex as well. It is easy to imagine that for a higher number of bosons in a
vertex these expression can become quite large. An additional treatment for the inclusion
of the generic four boson vertices occurring in the Feynman rules is also mandatory.
6.3.2 Four-boson vertices
A diagrammatic representation of all composite building blocks for four boson vertices and
the ve gluon vertex are depicted in Fig. 6.4 and Fig. 6.5. These vertices symbolically stand
for a sum over dierent contributions including the corresponding generic four boson vertex
occurring in a non-Abelian eld theory. The main topic of this section is the inclusion of
these vertices.
6.3 Composite building blocks 87
Figure 6.5: The ve gluon vertex. Note that all boson lines might be on{ or
o{shell.
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Figure 6.6: Since they possess the same colour structure the generic four
gluon vertex has to be added to the diagram with two three gluon vertices.
At the beginning we consider the vertex for the interaction of four gluons which is a sum of
the graph with two three gluon vertices and the generic four gluon vertex, see Fig. 6.6. Note
that we have introduced a notation for the color part of the generic four-vertex. The graph
with two three gluon vertices can come in three dierent color structures by permutating the
outgoing gluons (1; 2; 3) and the four-gluon vertex has an intrinsic color structure of three
dierent color parts
V (A;B;C;D) =  i g2 nfXAC fXBD g g   g g
fXAD fXBC

g g   g g
fXAB fXCD

g g   g g o (6.43)
in the vertex. Thus every permutation in the diagram with two gluon vertices can be assigned
to one color structure of the four gluon vertex. The brackets ()1 in Fig. 6.6 now denote the
rst part proportional to fXAC fXBD in Eq. (6.43). Adopting the notation of App. C.1 the
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Figure 6.7: The star form of the ve gluon vertex.
full expression for the composed four gluon vertex reads
ZGGGG0123 = 2Z10 (X23X31 +X32X20) + 2Z32X10 (X02  X03)
+4X32 Z21X01 + 4X23 Z30X10 + Z32 Z10 (p0  (p3   p2))
 i Z20 Z31
 (0$ 1) : (6.44)
An extension to the full four vector boson vertex ZV V V V including mass terms for the massive
vector boson propagators in the same way as for ZGGGG is straightforward and is shown in
App. C.3.
6.3.3 Five massless vector boson vertex
Let us consider now the ve gluon vertex. The diagrammatic representation in Fig. 6.7 can
be understood in the same way as for the four gluon vertex. Since we have two propagators
in the diagram, where both can "shrink" to give a generic four gluon vertex, two diagrams
have to be subtracted in order to cover the whole color structure. The full expression can
be found in App. C.3.
6.4 Implementation
Having established the rules for translating spinors into their helicity states and transform-
ing all other ingredients of a Feynman amplitude, i.e. polarizations and propagators, into
spinor products we are now able to implement these ideas into an algorithm for calculating
Feynman amplitudes with the helicity formalism:
Algorithm 6.1
1. Write down the spinor expressions for all Feynman diagrams.
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Figure 6.8: The two diagrams for the process e e+ ! qqg.
2. Rewrite all polarizations for massless and massive vector bosons in terms of spinor
products.
3. Replace every four-momentum of a fermionic propagator according to Eq. (6.39).
4. The remaining product of spinors and  matrices can now be transformed into the
appropriate basic or composite building blocks.
5. The amplitude is calculated for every diagram yielding a complex number only.
6. The amplitude squared could be determined by summing up the dierent complex
numbers and multiplying them with the complex conjugate of all diagrams. Note that
if a QCD process is calculated, the dierent color factors between the diagrams have
to be considered as well.
7. This procedure has to be repeated for every helicity combination of the external par-
ticles and the contributions have to be summed up.
Note that the full algorithm for translating a Feynman diagram into the helicity amplitudes
language can be found in App. C.4.
6.4.1 Examples
In order to elucidate the working of the proposed algorithm we shall present some examples.
The process e  e+ ! q q g
Our rst example is the QCD process e (p1) e+(p2) ! q(p3) q(p4) g(p5). The according
diagrams are depicted in Fig. 6.8.
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1. Using Feynman rules the rst amplitude reads (neglecting constant pre-factors and
couplings)
M1 = 1p212(p245  m245) v(p2)u(p1)u(p3)
 (p=45  m45) v(p4)(p5) : (6.45)
2. We can replace the gluon polarization with a spinor product
M1 = 1p4p5q5
1
p212(p245  m245)
v(p2)u(p1)u(p3) (p45  m45) v(p4) u(q5)u(p5) (6.46)
by introducing an axial light like gauge vector q5 for the gluon with the constraint
p5 6= q5.
3. Replace the propagator numerator according to Eq. (6.39)
M123451 = 1p4p5q5
1
p212(p245  m245) v(p2; 2)u(p1; 1)u(p3; 3)

X


u(p45; )u(p45; )

1  m45
45 45

+v(p45; )v(p45; )

1 +
m45
45 45

v(p4; 4) u(q5; 5)u(p5; 5) : (6.47)
Note that we have reintroduced the helicity states.
4. We are now able to translate the amplitude into basic building blocks, where we use
the abbreviations dened in Sec. C.1. The rst amplitude then yields
M123451 = 1p4p5q5
1
p212(p26  m26)
X


Z(2; 1; 3; 6)Z(6; 4; 50; 5)

1  m6
6 6

+Z(2; 1; 3; 6)Z(6; 4; 50; 5)

1 +
m6
6 6
ﬀ
(6.48)
relabelling p6 = p45.
5. The second amplitude M2 can be derived in the same way.
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6. After including the color factors and averaging over the initial spin and colors the
whole helicity amplitude squared results in the following expression
M2fg = 34 2X
i;j=1
Mfgi Mfgj : (6.49)
where fg denotes a denite helicity state.
7. The summation over all possible helicity states fg of the external particles leads to
the nal resultM2qqg = X
fg
M2fg : (6.50)
Selectron decay
We have already derived the amplitude for the decay of a selectron into a neutralino and an
electron ~e L(p1) ! 0(p2) e (p3), see Eq. (5.8) and Fig. 5.4 in Sec. 5.3. The translation into
helicity amplitudes then simply yields a Y function
Mfg = Y (p3; 3; p2; 2; cL; 0) : (6.51)
Note that due to our helicity notations (see App. C.1) p2 denotes a v instead of the usual u
spinor taking into account the majorana character of the neutralino. The structure of the
coupling constants originates from the character of the left handed selectron.
Selectron pair production
A selected amplitude for the process e (p1) e+(p2) ! ~e L(p3) ~e+L(p4) has already been calcu-
lated in Eq. (5.11), where the Feynman diagram is depicted in Fig. 5.5 (see Sec. 5.3). After
decomposing the propagator p5 = p4   p1 we get the following result
Mfg1 = 1p25  m25
1
2
X

(
Y (p1; 1; p5; ; cL; 0)Y (p5; ; p0; 0; 0; cL)

1  m5
5 5

+ Y (p1; 1; p5; ; cL; 0)Y (p5; ; p0; 0; 0; cL)
 
1 +
m5
5 5
!)
:
(6.52)
The second amplitude belonging to the selectron pair production has a photon or Z boson
in the s channel and therefore possesses a scalar-vector-scalar coupling. The according
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amplitude for the case of the photon propagator then reads
Mfg2 = 1(p1 + p2)2 Z
SSV (p4; p3; p2; 2; p1; 1) =
1
(p1 + p2)2
ZSSV43(10) (6.53)
with the function ZSSV as dened in App. C.3.
7 Phase space integration
Having derived the matrix element squared jMj2 with the help of the helicity formalism (see
the previous chapter), the task left is to integrate this amplitude yielding the total cross
section. In order to derive an explicit expression we consider a 2! n process
pin = p1 + p2 !
n+2X
i=3
pi : (7.1)
The total cross section can then be obtained by performing the integral over the whole
accessible phase space
ﬀn = F
Z
dn(pin; :::; pn) jMj2 ~(p3; p4; :::; pn) ; (7.2)
where
F =
1q
(p1p2)2  m21m22
(7.3)
denotes the ux factor, dn the dierential phase space element and ~ represents all possible
phase space cuts which can be applied to the outgoing particles. This could be for instance
a jet dening measure in the case of producing quark or gluon jets. Since these schemes
are widely used in high energy physics, we present the most popular ones, i.e. the Jade [40],
Durham [41] and Cambridge [42] algorithms, in App. D.1.
However, the Lorentz invariant phase space element is dened as
dn(pin; :::; pn) =
"
n+2Y
i=3
d4pi
(2)4
(pi2  m2i ) (p0i )
#
4
 
pin  
n+2X
i=3
pi
!
: (7.4)
Note that for the case of massless particles m3 = m4 = ::: = mn = 0 this phase space volume
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can be integrated yielding
n =
Z
dn(p1; p2; :::; pn) = (2)4 3n

2
n 1 sn 2
 (n)  (n  1) ; (7.5)
where we use the denition of the Mandelstam variable s = (pin)2 and the   function, dened
in App. D.2. A strict derivation of Eq. (7.5) can be found in Sec. 7.2.1.
Sometimes the evaluation of the decay width  t of a particle t into an arbitrary number of
particles n (1! n) has to be regarded as well. Nevertheless the above equations hold true,
when replacing ﬀn !  t and the ux factor with F = 1=(2mt).
Since for a high dimensional phase space the integration is anything else but trivial, we shall
discuss dierent ways and methods in this chapter:
 At rst we give a short reminder of the basic ideas of Monte Carlo integration, see
Sec. 7.1. Two improvements of the naive Monte Carlo integration, i.e. stratied and
importance sampling will be presented as well.
 Dierent implementations of the Monte Carlo importance sampling will be shown in
Sec. 7.2.
 The ideas as well as the implementation of the adaptive multi-channel approach will be
explained in Sec. 7.3. This method becomes mandatory for a high dimensional phase
space with more than one peaking structure, where the algorithms of Sec. 7.2 are not
sucient enough.
Note that all the dierent methods listed above serve only the purpose of generating phase
space samples eciently.
7.1 Short introduction into Monte Carlo integration
The integral of a multidimensional function f in a volume V is dened as
I =
Z
f dV : (7.6)
Picking at random N points in the multidimensional volume V and calculating the function
f at every point yields an estimate of the integral
I  V hfi ; (7.7)
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where the brackets denote the mean value over all sample points xi
hfi = 1
N
NX
i=1
f(xi) : (7.8)
Since the true value of the integral is only approximated by this method, an estimate on the
error is needed as well. Taking one standard deviation as a reasonable approximation on
this error leaves us with
E = V
r
S
N
(7.9)
with the Monte Carlo variance
S =


f 2
  hfi2 : (7.10)
We want to stress that this is only the estimate of an error which could be of course wrong
if one misses important regions of the phase space during the integration.
We observe that the error of the Monte Carlo integration decreases like 1=
p
N independent
of the phase space dimension. Classical numerical integration schemes like the trapezoidal
or Simpsons rule give an error of O(N 2=d) and O(N 4=d) for a d dimensional phase space,
respectively. A Monte Carlo integration should therefore be preferred especially for a high
dimensional phase space.
We can even improve the convergence of the Monte Carlo integration by reducing the variance
S of the integrand. This may be achieved by either dividing the phase space or manipulating
the integration variables which is called stratied and importance sampling.
Further studies of Monte Carlo algorithms can be found in [43{45].
7.1.1 Stratied sampling
The basic idea of stratied sampling is to divide the phase space into n subregions and
integrate the function f independently in every subvolume. It is possible to show that the
sum of the variances in the subregions
Sundivided  Stot = 1n
nX
i=0
Si (7.11)
is at most equal to the total variance of an undivided phase space [43]. This will be the
case, if all subvariances are equal. On the other hand we recognize that the function to
be integrated usually shows a dierent behavior in dierent regions of the phase space and
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therefore the total variance becomes smaller than in the case of an undivided phase space.
A further improvement could be gained by using dierent numbers of phase space points
in the equally sized subregions according to the dierent subvariances. It turns out that a
distribution of the points according to the square root of the subvariances is the optimal
choice to minimize the total variance.
A big disadvantage of this method arises when the dimension of the phase space is high.
The subdivision of every dimension of the phase space into h segments then results in a
total number of hd subvolumes which is due to the increasing number of subvolumes not
very convenient. Note that e.g. a phase space of 10 dimensions (which is a usual number
appearing during the integration of matrix elements over their phase space) subdivided into
the rather small value of 10 segments leads to a total number of 1010 subvolumes.
7.1.2 Importance sampling
The method of importance sampling is based on a transformation of variables. Introducing
the density of points
Z
g dV = 1 (7.12)
the integral of Eq. (7.6) can be rewritten to
I =
Z
f
g
g dV : (7.13)
This equation can be interpreted as the integration of f=g with the nonuniform distribution
of phase space points gdV . Thus the estimated value and error change to yield
I 
ﬁ
f
g
ﬂ

s
hf 2=g2i   hf=gi2
N
: (7.14)
Optimizing the integration now means to decrease the variance of f=g. The best choice
would therefore be f = g, since the variance of a constant is equal to zero. Unfortunately it
turns out that for the transformation of the variables we need the integral of g which would
be for f = g the one to be calculated. In practice, the best choice for g is a crude, easy to
integrate, approximation to f . One major problem of importance sampling is obviously that
we have to know roughly the form of f in order to nd a crude approximation g.
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7.2 Algorithms for the Monte Carlo integration
In this section we want to discuss some standard algorithms for the phase space integration.
Note that all methods rely on a transformation of the integration variables. It is therefore
appropriate to introduce at this stage the concept of a weight. Given an integral with the
set of variables faig and transforming it into an integral with another set fbig leads to an
extra weight !:
I =
Z " NY
i=1
dai
#
f(ai) =
Z " NY
i=1
dbi
#
f(bi)!(bi) : (7.15)
This weight accordingly consists of the Jacobian for the transformation and all extra factors
which may arise due to the change in the integration variables and their limits.
Note that other possibilities for the transformation of variables exist. E.g., a further algo-
rithm for the integration of soft and collinear enhanced regions in QCD is shown in [46].
In this context we also want to mention the Metropolis algorithm [47] originating from
solid state physics. This scheme has been recently extended to the integration of Feynman
amplitudes [48,49].
7.2.1 Democratic approach
In this section we describe the Rambo algorithm for the generation of uniformly distributed
four-momenta [50]. The basic idea is
1. to start with the generation of a set of massless four-momenta qi according to an
unconstrained phase space,i.e. where four-momentum conservation does not hold any
longer.
2. The unconstrained four-momenta then have to be translated into constrained four-
momenta pi with the help of a combined Lorentz boost and a scale transformation.
The according phase space weight has to be calculated.
3. A further improvement is achieved by extending this scheme to the generation of
massive four-momenta ki. A further boost leading to an additional phase space weight
has to be performed accordingly.
Massless four-momenta
First we dene the quantity
Rn =
Z "n+2Y
i=3
d4qi
(2)3
(qi2) (q0i ) (2)
4 f(q0i )
#
= (2)4 2n
0@ 1Z
0
x f(x) dx
1An ; (7.16)
98 7 Phase space integration
where f is an arbitrary function keeping the phase space volume nite. Note that we assume
massless particles and that the integration is performed in the c.m. frame of the incoming
particles. Comparing the quantity Rn with n dened in Eq. (7.5) we observe that Rn can
be interpreted as the volume of an unrestricted phase space, since the  function which is
responsible for the four-momentum conservation has been discarded. The qi are therefore a
system of unrestricted four-momenta and have to be set into relationship with the restricted
momenta pi. This can be achieved by a number of boost and scaling transformations:
p0i = x( q
0
i + b qi) ; pi = x
 
qi + b q0i + a (b qi ) b

; (7.17)
where we use the quantities
Q =
n+2X
i=3
qi ; x =
r
s
Q2
; b =   Qp
Q2
;  =
Q0p
Q2
=
p
1 + b 2 : (7.18)
Note that this transformation can be formally rewritten to
pi = xH

b (qi) ; q

i =
1
x
H b(pi) : (7.19)
We now have to derive an expression for the phase space weight. Inserting the last equation
into Eq. (7.16) yields
Rn =
Z "n+2Y
i=2
d4pi
(2)3
(p2i ) (p
0
i )
#
(2)44
 
pin  
n+2X
i=2
pi
!

"
n+2Y
i=2
f

1
x
H0 b(pi)
#
s2
x2n+1
d3b dx : (7.20)
At this point we have to choose the function f(x), one possibility is f(x) = exp ( x). Thus
we can simplify the second part of Eq. (7.20)"
n+2Y
i=2
f

1
x
H0 b(pi)
#
= exp

 
p
s
x

= exp
 
Q0

: (7.21)
Performing the integration over b and x in Eq. (7.20)
Rn = n Sn (7.22)
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is obtained, where we use
Sn = 2s2 n
 
 3
2

 (n  1) (2n)
 
 
n+ 12
 : (7.23)
Integrating the second part of Eq. (7.16) yields Rn = (2)4 2n and using Eq. (7.22) and
Eq. (7.23) the expression for n (see Eq. (7.5)) can be derived. Note that the weight is
identical to the phase space integral n.
Now we are in the position to set up an algorithm for the generation of n massless four-
momenta:
Algorithm 7.1
1. Generate n unrestricted four-momenta which are isotropically distributed in angles
and distributed in energy according to q0i e q
0
i dq0i with 4n random numbers ij:
q0i =   ln (i0i1) ; cos i = 2i2   1 ; ﬃi = 2i3 : (7.24)
The energy component q0 is derived by inserting two new integration variables x1 and
x2. They result in the desired energy distribution after integration:
1Z
0
dx1 dx2 (q0 + ln (x1x2)) =
1Z
e q0
dx
e q0
x
= q0 e q0 : (7.25)
2. Map the obtained momenta qi to the restricted momenta pi according to the transfor-
mation Eq. (7.17).
3. Provide every phase space point with the constant weight !0 = n according to
Eq. (7.5).
Massive four-momenta
Often a phase space with massive instead of massless four-momenta has to be integrated.
The Rambo algorithm therefore has to be extended to the generation of four-momenta with
masses. The idea is
1. to create a sample of massless four-momenta according to Alg. 7.1 and
2. transform them onto the appropriate massive four-momenta afterwards.
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Let us denote the massless four-momenta with pi . Then the transformation to the set of
massive four-momenta ki with mass mi can be achieved via
k0i =
q
m2i + 2 (p0i )
2 ; ki =  pi ; (7.26)
where  solves the equation
p
s =
n+2X
i=2
q
m2i + 2 (p0i )
2 : (7.27)
Note that no analytic expression for  exists, therefore this equation has to be solved nu-
merically. If we insert these transformations into Eq. (7.4) we obtain
n =
Z "n+2Y
i=3
d4pi
(2)3
(p2i ) (p
0
i ) d
4ki 3 (ki    pi) 

k0i  
q
m2i + 2 (p0i )
2
#
(2)44
 
pin  
n+2X
i=3
pi
!
d 
 p
s 
n+2X
i=3
q
m2i + 2 (p0i )
2
!
n+2X
i=3
 (p0i )
2q
m2i + 2 (p0i )
2
: (7.28)
Integrating over d4pi and cancelling the integration over d with a  function yields
n =
Z "n+2Y
i=3
d4ki
(2)4
(ki2  m2i ) (k0i )
#
4
 
pin  
n+2X
i=3
ki
!

8<:3 3n " n+2Y
i=3
k0i
p0i
#"
n+2X
i=3
jpij2
p0i
# 1 "n+2X
i=3
jkij2
k0i
#9=;
=
Z
dmn
1
!m
: (7.29)
In performing the last step we notice that the phase space for massless four-momenta can be
derived from the phase space of massive four-momenta dmn with an additional weight !m
which depends on the massless and massive four-momenta. Once the massive four-momenta
ki are at hand, we can re-express  in terms of these momenta
 =
1p
s
n+2X
i=2
jkij : (7.30)
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The massive weight then reads
!m =
"
1p
s
n+2X
i=3
jkij
#2n 3 " n+2Y
i=3
jkij
k0i
# "
n+2X
i=3
jkij2
k0i
# 1
: (7.31)
The algorithm for the generation of the four-momenta for massive particles then is:
Algorithm 7.2
1. Generate n massless momenta pi according to Alg. 7.1.
2. Solve the Eq. (7.27) numerically.
3. Transform the pi into the massive momenta ki according to Eq. (7.26).
4. Provide every phase space point with the total weight ! = !0 !m according to Eq. (7.5)
and Eq. (7.31).
Note that the total weight is not constant anymore over dierent phase space points. Note
as well that the transformation from massless to massive four momenta is general in the
sense that we might apply a similar procedure to any set of massless momenta to map them
onto massive ones.
7.2.2 QCD antenna
In this section we will try to improve the integration performance for QCD processes, i.e.
e+e  ! nq(qq)ngg. In order to nd an appropriate density of points according to the rules
of importance sampling we have to know a crude approximation for these amplitudes. It
has already been observed [51{53] that all Feynman amplitudes involving quarks and gluons
have a singular behavior in the form of
jM j2  1
(p1p2)(p2p3) : : : (pn 1pn)(pnp1)
(7.32)
which is called antenna pole structure (APS). In order to integrate such processes it is
useful to distribute the phase space according to this structure. The procedure is therefore
the following: Starting with two four-momenta we produce a third one by distributing it
according to the APS (with respect to the two initial particles), this is called a basic antenna.
All other four-momenta are generated by iterating this procedure. Note that this method is
implemented in the algorithm Sarge [54{56].
We start with the description of the basic antenna and discuss then the generation of a
complete QCD antenna. At the end we highlight some further improvements of the derived
algorithm.
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Basic antenna
The phase space element for a basic antenna is dened as:
dgki;j = d
4k (k2)(k0)
1

pipj
(pik)(pjk)
c

pik
pipj

c

pjk
pipj

; (7.33)
where c() is an arbitrary function to cut out the singularities. In this way the particle k is
radiated o a pair of particles i and j according to the antenna distribution, see Eq. (7.32).
The extra factor (pi pj) is due to the demand of unitarity for the algorithm, i.e. the distri-
bution should be normalized toZ
dgki;j = 1 : (7.34)
This leads to the normalization for the cutting function
1Z
0
d
1

c() = 1 (7.35)
as well. Remember, the cutting function is needed to regularize the collinear and soft diver-
gences of the integrand, i.e. it should vanish suciently fast for  ! 0 and  !1. Taking
all these conditions into consideration, an appropriate choice is
c() =
1
2 log max
(    1max)(max   ) ; (7.36)
where max resembles an arbitrary cut-o. Usually a cut on the virtual mass of a pair of
particles should be implemented
(pi + pj)2  s0 ; (7.37)
like for instance in jet dening algorithms, see App. D.1. This requirement can be easily
fullled when relating the cut-o to s0 in the following way
max =
s
s0
  (n+ 1) (n  2)
2
; (7.38)
where n is the number of outgoing particles. Altogether, the generation of a basic QCD
antenna can be summarized in the following algorithm:
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Algorithm 7.3
1. Boost pi into the CM frame of pi + pj and rotate the resulting four-vector to the z axis
yielding p0.
2. Determine two numbers 1 and 2 according to the distribution c()= and the az-
imuthal angle ﬃ in the range of [0; 2].
3. Calculate the four-momentum k according to:
k0 = p00 (1 + 2) ;
cos  =
2   1
1 + 2
;
k = k0 (sin  sinﬃ; sin  cosﬃ; cos ) : (7.39)
4. Rotate and boost k using the inverse transformation of the boost determined in the
rst step of this algorithm.
Complete QCD antenna
In order to describe a complete phase space sample we have to iterate the application of
the basic antenna until we reach the given number of outgoing particles. However, the
resulting momenta do not satisfy an overall energy-momentum conservation. They therefore
have to be boosted and rescaled in the same way as it was performed in the last section,
see Eq. (7.17). This procedure consequently results in an algorithm which distributes the
momenta according to the dierential density dn gn() with
gn() =
s2
2n 1
c(1;21;n) c(
2;n
1;n) c(
2;3
2;n) c(
3;n
2;n) : : : c(
n 2;n 1
n 2;n ) c(n 1;nn 2;n)
(p1 p2) (p2 p3) (p3 p4) : : : (pn 1 pn) (pn p1)
: (7.40)
Note that we have adopted the following notation for the argument of the cutting function
c():
i;jk;l =
(pi pj)
(pk pl)
: (7.41)
The appropriate algorithm to generate n massless momenta according to the QCD antenna
distribution is given by:
Algorithm 7.4
1. Generate two massless momenta q1 and qn.
2. Generate the other n  2 momenta with the basic antennas according to Alg. 7.3.
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3. Transform the obtained unrestricted momenta fqig according to Eq. (7.17) to the re-
stricted set of momenta fpig.
4. Provide the phase space point with a total weight of
w = (2)3n 4 1
2n 1
1
(log max)2n 4
s2
(2n  3)
1
(p1 pn)
n 1Q
i=1
(pi pi+1)
(7.42)
Note that of course this algorithm can be extended to the generation of massive momenta
along the lines of Alg. 7.2.
Improvements
A rst step to improve the algorithm is a symmetrization of the density gn() with respect
to the gluon four-momenta. This becomes necessary since the Feynman amplitude possess
the same symmetry. Thus the new density reads
dn
 
1
n!
X
perm:
gn()
!
: (7.43)
When generating phase space samples in order to integrate a Feynman amplitude many
samples will be rejected because they do not pass the phase space cut for a minimal invariant
mass s0 > (pi+pj)2. We remember that this cut is already taken into account in the denition
of max, see Eq. (7.38). But during the generation of a QCD antenna this cut is only applied
to the variables
i 1;ii 1;n =
(pi 1 pi)
(pi 1 pn)
and i;ni 1;n =
(pi 1 pi)
(pi 1 pn)
(7.44)
which appear explicitly in the density of the QCD antenna, see Eq. (7.40). Note that the
total number of these variables is n = 2n  4. In order to improve this situation the cut is
employed on all ratios
(pi 1 pi)
(pj 1 pj)
;
(pi 1 pi)
(pj pn)
and
(pi pn)
(pj pn)
; (7.45)
where i; j = 2 : : : n   1. This can be achieved by distributing the variables i;jk;l uniformly
inside a polytope. We denote Pm as the subspace of [ 1; 1]m where all jxi   xjj  1 for all
i; j = 1 : : :m. An improved generation of the variables i;jk;l can then be gained by:
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Algorithm 7.5
1. Generate a set fxig for i = 1 : : : n uniformly in the polytope Pn .
2. Dene x0 = 0 and put
i 1;ii 1;n = exp f(x2i 3   x2i 4) log maxg ;
i;ni 1;n = exp f(x2i 2   x2i 4) log maxg (7.46)
for all i = 2 : : : n  1.
The density of the QCD antenna has to be changed as well by replacing the product of
cutting functions with
cPn (max; fg) = 1(n + 1)(log max)n (fxig 2 Pn) : (7.47)
Note that this algorithm makes only sense, because there exists a fast procedure for the
generation within a polytope, see [57].
7.3 Adaptive integration - the multi-channel method
In Sec. 7.1 we learned about methods to subdivide the phase space or to perform a suitable
transformation of the variables in order to atten the peak distribution. Usually more than
one peak arises in a high dimensional phase space with a large number of outgoing parti-
cles. Hence, one transformation of variables is not sucient enough to cover the complete
distribution. On the other hand, the method of stratied sampling does not work equally
well due to the high dimensional phase space. The idea of multi-channel Monte Carlo inte-
gration [58] is to subdivide the phase space into dierent channels, each taking care of one
peak distribution.
Let us assume that we have a number m of mappings, i.e. channels, at hand which translate
a uniformly distributed phase space into a phase space according to a certain density of
points gi(x). We denote the appropriate variable transformation with G 1i (y), where y are
the variables distributed according to gi(x). Note that according to the rules of importance
sampling, every channel has to be normalized:Z
dx gi(x) = 1 : (7.48)
The total density of points can then be constructed out of the dierent channels
g(x) =
mX
i=1
igi(x) ; (7.49)
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where each channel has a probability i. The sum of all i has to be normalized as well
mX
i=1
i = 1 : (7.50)
The integral is then transformed to
I =
Z
dx f(x) =
mX
i=1
i
Z
f(x)
g(x)
dGi(x) ; (7.51)
i.e. subdivided into the dierent channels. The Monte Carlo estimate of this integral is now
I 
ﬁ
f
g
ﬂ
=
1
N
mX
i=1
NiX
ni=1
f(xni)
g(xni)
: (7.52)
We observe that the value of the integral does not depend on i. This means that these i
can be chosen to an arbitrary value.
The integration error is expected to be
E2 =
1
N
(W ()  I2) (7.53)
with
W () =
mX
i=1
i
Z 
f(x)
g(x)
2
dGi(x) : (7.54)
The error E can therefore be decreased by minimizing W (). Note that in dierence to the
integral I the error estimate depends on the chosen values for i. We may accordingly try
to adjust the set of i in order to minimize the error. It is even possible to prove that the
total variance has its minimum when all
Wi(i) =   @@ i W () =
Z 
f(x)
g(x)
2
dGi(x) (7.55)
are equal, i.e. all subvariances have the same value. During a Monte Carlo integration we
have of course only the estimate of the Wi(i) at hand:
Wi(i) =
*
gi(x)
g(x)

f(x)
g(x)
2+
: (7.56)
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It is obvious, that every channel i which has a large variance should contribute more to the
total weight, i.e. the appropriate i has to be increased. Channels with a small variance
should contribute less to this weight. Since the integral does not depend on the chosen set
of i every modication procedure is allowed. The proposed algorithm is the following:
Algorithm 7.6
1. Start from an arbitrary initial set of i, i.e. for instance all i are equal.
2. Produce a predetermined number of Monte Carlo points, for instance a few hundred.
3. Determine the estimate of the integral and of the dierent Wi(i), see Eq. (7.56).
4. Choose a new set of i according to
newi =
oldi
 
Wi(oldi )

mP
i=1
oldi
 
Wi(oldi )
 : (7.57)
This new set is normalized to unity and increases the i for a large variance Wi. The
value of  is arbitrary and suggested to be chosen between 1=2 and 1=4. We therefore
can use  to increase the speed of convergence.
5. Repeat this procedure until a stabilized set of i has been reached. In practice we will
choose a xed number of optimization steps.
Having established the environment for a multi-channel integration we are left with the task
to construct the dierent channels. However, other approaches to build these channels exist
in the literature, see for instance [59,60]. Here, we generalize the approach of [61,62], which
works for the four fermion production in e+e  annihilations to all processes.
7.3.1 Automatic channel generation
Every possibility of generating a phase space sample according to a given distribution will
be regarded as a channel. Hence, the methods developed in Sec. 7.2 can be used as channels
as well. But usually these methods are not sucient enough to cover all possible peak
structures. Since these channels are aimed at the integration of a QCD process with soft
and collinear particles, they are not able to cover for instance the resonance peak of a massive
vector boson. The question arising is: How can we automatically construct channels which
cover all peaking structures of our integrand. The answer is simple: Since we roughly
know the peaking structure of every Feynman diagram we can translate this knowledge
into channels. Every Feynman diagram accordingly yields a dierent channel. We are now
left with the task to construct a channel which covers the peak structure of one Feynman
diagram. The idea is the following: Every part of an amplitude has its own possible peak,
i.e. massless and massive propagators, anisotropic decays etc. A Feynman diagram may
therefore be decomposed into a product of dierent peaks.
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Figure 7.1: One Feynman diagram from the process e+e  ! u dsc.
Construction of one channel
As an example, let us discuss the process e (p1)e+(p2) ! s(p3)c(p4)u(p5) d(p6) which is
depicted in Fig. 7.1. Note that we will neglect all masses of the incoming and outgoing
particles for the sake of simplicity. The phase space element for this process can be written
in the form
d =
"
6Y
i=3
d4p (p2i ) (p
0
i )
#
4
 
p1 + p2  
6X
i=3
pi
!
: (7.58)
Note that we have dropped all factors 2. Using the identities
1 =
Z
ds34 d4p34 4(p34   p3   p4)   (p3 + p4)2   s34 ; (7.59)
1 =
Z
ds56 d4p56 4(p56   p5   p6)   (p5 + p6)2   s56 (7.60)
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with p34 = p3 + p4 and p56 = p5 + p6 and applying the  functions results in the following
expression for the integral over d
Z
d =
sZ
smin
ds34
(
p
s ps34 )2Z
0
ds56
 1
8


s;
s34
s
;
s56
s
 2Z
0
dﬃf1;34g
1Z
 1
d cos f1;34g
 1
8
2Z
0
dﬃf3;4g
1Z
 1
d cos f3;4g
1
8
2Z
0
dﬃf5;6g
1Z
 1
d cos f5;6g ; (7.61)
where
(x; y; z) =
p
(x  y   z)2   4yz
x
(7.62)
is a kinematical function. The dierent angles can be understood as the angle between
two particles  and their azimuthal angle ﬃ, where the indices denote the numbers of the
particles. Since we know the Feynman rules for this diagram we would expect three dierent
peaks:
1. The massive propagator s34 will give a peaking contribution which is proportional to
1
(s34  M234)2 +M234  234 : (7.63)
We therefore insert the density of points (according to the rules of importance sampling,
see Sec. 7.1.2)
gmassive34 =
1
(s34  M234)2 +M234  234 (7.64)
into the distribution:
sZ
smin
ds34 =
sZ
smin
1
gmassive34
gmassive34 ds34 : (7.65)
Remapping the new integration variable gmassive34 ds34 onto an integration variable 34,
which lies in the interval [0; 1] results in the following expression for s34:
s34 = M234 +M34  34 tan [34(y(s)  y(smin)) + y(smin)] ; (7.66)
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where we use the abbreviation
y(x) = tan 1

x M234
M34  34

: (7.67)
2. The virtual mass of the propagator s56 can be mapped in the same way as the virtual
mass s34. Note that only the integration limits change.
3. The angle between p1 and p3 + p4, i.e. cos f1;34g is expected to behave like
 1
(a  cos f1;34g) (7.68)
with   1 and
a =  1(s; s34; s56)

1  s34
s
  s56
s

: (7.69)
This can be understood as the typical t-channel peak, where the Mandelstam variable
t becomes very small. We choose the density of points
gTf1;34g =
1
(a  cos f1;34g) (7.70)
and transform the integral accordingly. A further remapping to a variable f1;34g yields
cos f1;34g = a  f1;34g(a  1)1  + (1  f1;34g) (a+ 1)1  11  : (7.71)
For the sake of completeness we transform the non-peaking distributions of the two dierent
angles to variables  (in the interval [0; 1]) in the following way
ﬃa = 2  a ; (7.72)
cos a = 2 a0   1 ; (7.73)
where a labels the dierent four-momentum combinations. Relabeling the dierent  to a
set fig we can rewrite Eq. (7.61):
Z
d =
1Z
0
8Y
i=1
diw() ; (7.74)
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where w() is the product of all weights for the dierent parts
wmassive34 =
y(s)  y(smin)
M34  34 gmassive34
;
wmassive56 =
y((
p
s ps34 )2)  y(0)
M56  56 gmassive56
;
wtf1;34g =

4
(s; s34; s56)
gTf1;34g (1  )

(a+ 1)(1 )   (a  1)(1 ) ;
wSf3;4g =

2
; wSf5;6g =

2
;
w() = wmassive34 w
massive
56 w
tf1;34gwSf3;4gwSf5;6g : (7.75)
Note that all constant parts have been absorbed into the weight functions. We now have a
transformation of the phase space at hand which is capable of describing all possible peak
structures of one Feynman diagram. In Tab. 7.1 and Tab. 7.2 the dierent distributions and
according weights for propagators and decays are summarized and extended. Note that the
dierent decays have been generalized to outgoing massive four-momenta.
Examples
In order to elucidate the idea of creating a channel out of the dierent parts of a Feynman
diagram we show some examples. For this purpose we introduce an abbreviation for the
weight w resulting in the following expression for the diagram in the last section
w() = T (p34; p56)PMW (p34)P
M
W (p56)DS(p3; p4)DS(p5; p6) (7.76)
which can be regarded as our rst example. Two further examples for the production of
QCD jets and the Higgs boson can be found in Fig. 7.2 and 7.3.
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Short Propagator Distribution Weight
P 0(p) massless
gmassless =
1
s
Determination of s:
s =
h
 s(1 )max + (1  ) s(1 )min
i 1
1 
s(1 )max   s(1 )min
(1  ) gmassless
PMF (p) massive
gmassive =
1
(s M2F )2 +M2F  2F
Determination of s:
s = M2F +MF  F
 tan [ (y(smax)  y(smin))
+ y(smin)]
y(smax)  y(smin)
MF  F gmassive
Table 7.1: The two types of propagators for the creation of channels. Here, p is
the four-momentum of the propagator with p2 = s,  is a random number in the
interval [0; 1] and y is dened in Eq. (7.67).
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Short Decay Distribution Weight
DS(p1; p2)
isotropic
2-body:
P ! p1 + p2
gS = 1
Determination in rest frame:
ﬃ = 2  1
cos  = 2 2   1

2
(s; s1; s2)
DA(p1; p2)
anisotropic
2-body:
P ! p1 + p2
gA =
1
(a+ cos )
with
a =
P 0
jP j
1 + s1s   s2s
(s; s1; s2)
Determination in rest frame:
ﬃ = 2  1
cos  =

 (a+ 1)(1 )
+(1  ) a(1 ) 11 
 a

4
(s; s1; s2)
gA
(a+ 1)(1 )   a(1 )
1  
T (p1; p2;
p3; p4)
t-channel:
p1 + p2 !
p3 + p4
gT =
1
(a  cos )
with
a =

2
s
(t2m   s1   s3)
+ (1 +
s3
s
  s4
s
)(1 +
s1
s
  s2
s
)
i
 1(s; s1; s2) 1(s; s3; s4)
Determination of cos :
cos  = a  (a  1)1 
+(1  ) (a+ 1)1  11 

4
(s; s3; s4)
gT (1  )
 (a+ 1)(1 )
 (a  1)(1 )
Table 7.2: Various decays for the creation of channels.
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Figure 7.2: A QCD graph to illustrate the construction of integration channels.
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Figure 7.3: The production of a Higgs boson to illustrate the construction of integration
channels. Note that the Higgs propagator has a very strong peaking behavior due to the
small Higgs width.
8 The matrix element generator
AMEGIC++
The calculation of a cross section includes the three { in the preceding chapters described {
steps of generating the Feynman diagrams, translating the diagrams into helicity amplitudes
and integrating the resulting amplitude squared with help of a phase space generator. All
these steps have been implemented into our new matrix element generator AMEGIC++ [34].
In order to show its wide range of applicability we will present some examples. Note that
a detailed analysis of possible signals for Supersymmetry will be discussed elsewhere, see
Chapter 9. Here, we restrict ourselves to possible backgrounds within the framework of the
Standard Model:
 In Sec. 8.1 we will describe the basic steps performed during the calculation of a cross
section in AMEGIC++, for more details see [34].
 Since the integration of multi-particle nal states is anything else but trivial, we will
compare dierent phase space generators by means of QCD multijet production in
Sec. 8.2.
 The production of multiple boson nal states at the next linear collider will be a
signicant background to searches for supersymmetric particles. A detailed analysis of
the involved processes will be performed in Sec. 8.3.
8.1 Basic features
The determination of cross sections, which is the main task of AMEGIC++, can be divided into
three major stages :
1. The input has to be classied, i.e. the process(es) to be calculated as well as the
framework of the model must be determined. At this stage incoming and outgoing
particles are specied, particle spectra and couplings are determined, the Feynman
rules are established and possibly, using these Feynman rules, particle widths are cal-
culated. Actually, this last step already invokes the other two stages, i.e. generation of
Feynman amplitudes and their integration.
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2. Having established the model framework, the Feynman diagrams related to each single
process have to be constructed and translated into helicity amplitudes, see Chapter 6.
Hence, the scattering amplitude is nearly ready for integration. But since some of the
helicity combinations yield exactly zero, the calculation can be much alleviated, when
these parts are eliminated beforehand. Additionally, the amplitude can be compacti-
ed analytically by common factors. These manipulations are performed by translating
the expression for the amplitude into a word string and simplifying this word string
accordingly. Now, evaluating an amplitude for given external momenta means to in-
terpret a word string. Saving this very string into a C++ library le and linking this
le together with the main program speeds up the calculation considerably. This is
the last rening of the amplitudes, and they are ready for integration.
3. Finally, the scattering amplitude has to be integrated by Monte Carlo methods. Hence,
the last step consists of the random generation of phase space points, i.e. of sets of
four-momenta for the outgoing particles and their summation in order to obtain the
cross section. This task could be easily achieved, if the amplitude was uniform in
the whole phase space and would not possess any divergencies in the Monte Carlo
sense, i.e. sharp peaks. However, as usual life is much more dicult than you might
wish and scattering amplitudes tend to have an abundance of peaks in regions, where
particles become either soft, collinear or resonant. The mapping of the uniform and
at distribution of phase space points onto a structure which suits the one of the
amplitude, is crucial for the phase space integration, see Chapter 7.
8.2 Comparison of dierent phase space generators
In this section we want to focus on the ecient Monte Carlo generation of phase space points
for the integration of matrix elements. Using multijet production in e+e  annihilation at
dierent c.m. energies as benchmark processes we want to compare the eciency of three
dierent phase space generators [63], namely:
1. Rambo produces uniformly distributed momenta, see Sec. 7.2.1.
2. Sarge produces momenta according to the antenna pole structure prevalent in QCD
processes, see Sec. 7.2.2.
3. An adaptive multi-channel phase space generator, where the individual channels are
constructed from the individual Feynman diagrams. The building blocks for these
channels are propagators { simple poles / 1=s with s the propagator mass { and
isotropic or anisotropic decays as described in Sec. 7.3.
These three phase space generators have been implemented in AMEGIC++. The fact that
identical methods are used for the evaluation of the matrix elements allows an unbiassed
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comparison of the various phase space generators. In doing so we follow closely the compar-
ison of Sarge and Rambo in [55].
We have evaluated tree level cross sections for the processes e+e  ! qq+ng with n = 1; 2; 3; 4
using massless quarks and electrons. Identifying partons with jets the phase space available
for the nal state particles is subject to the condition that all pairs of partons fijg have a
minimal distance yij > ycut. In our investigations we employed two dierent jet measures,
namely the Durham and the Jade scheme, see App. D.1 for a detailed description. In both
schemes we considered three values, namely yD;Jcut = 10 2; 10 3; 10 4 and calculated the cross
sections at two dierent c.m. energies 91 GeV (Durham) and 500 GeV (Durham, Jade).
We compare the performance of the corresponding phase space integration by Rambo, by
Sarge and by the multi-channel integrator (MC) provided by AMEGIC++. In the tables we
list the acceptance rate of Monte Carlo points passing the jet criterion (A), the Monte Carlo
error after 100.000 points (E), the time needed for their evaluation (T ) and the "critical
time" used for the calculation of the jet cross section with a predened error (Tc). For
comparison we have added the time needed for the production of 100.000 phase space points
in the dierent approaches. We have performed this analysis on an Athlon processor with
1:7 GHz.
The results of this detailed comparison can be found in Tabs. 8.1, 8.2, 8.3, and 8.4 for three
to six jet production, respectively. The dierence between the Jade and Durham algorithm
in the acceptance rate for Sarge and the MC is quite understandable. In both cases a cut on
the minimal jet mass has been performed which clearly corresponds to a Jade-like cut. Since
both approaches produce more phase space points in the peaking region near this invariant
mass cut, lots of events are lost in the Durham case. The results for the dierent number of
jets leads to the following conclusions:
1. 3-jets
We clearly see in Tab. 8.1 that both Sarge and the MC outperform Rambo in reaching
a specied error margin. Therefore, in the case of calculating three-jet rates one of
these two phase space integrators should be used.
2. 4-jets
The integration of four-jet matrix elements shows similar results. The dierence be-
tween Rambo on the one hand side and Sarge and the MC integration on the other
hand side can be seen even more drastically in the case of the Jade scheme. We observe
a slight tendency that the MC is even better than Sarge in some cases.
3. 5-jets
The situation changes dramatically for ve-jet calculations, see Tab. 8.3. Here, Sarge
is inferior with respect to Rambo and the MC (except for a very small ycut). This is
clearly connected with the large rejection rate of phase space samples as produced by
Sarge. We observe as well that (for the rst time) the MC is not capable of integrating
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3 jets 1 ycut = 0:01 ycut = 0:001 ycut = 0:0001
Integr. T A E T TC A E T TC A E T TC
Durham, ECMS = 91 GeV
Rambo 0.5 83 0.5 5.1 1.7 97 1.0 5.8 6.0 99 2.0 6.1 24.3
Sarge 0.9 46 0.6 3.6 1.4 49 0.6 3.7 1.6 50 0.6 3.7 1.9
MC 0.8 68 0.4 3.7 0.8 80 0.5 4.3 1.3 85 0.7 4.4 2.3
Durham, ECMS = 500 GeV
Rambo 0.5 83 0.5 4.0 1.2 97 1.0 4.7 4.6 99 2.0 4.7 18.0
Sarge 0.9 46 0.6 2.9 1.2 49 0.6 3.0 1.2 49 0.6 3.0 1.5
MC 0.8 68 0.4 3.7 0.7 80 0.5 4.2 1.3 85 0.7 4.4 2.2
Jade, ECMS = 500 GeV
Rambo 0.5 94 1.6 4.4 10 99 4.6 4.7 156 100 12 4.7 110
Sarge 0.9 93 0.4 4.9 1.1 97 0.4 5.1 1.1 98 0.4 5.2 0.5
MC 0.8 96 0.6 4.9 2.1 100 1.2 5.1 7.9 100 2.3 5.1 1.1
Table 8.1: Comparison of 100:000 generated points for the process e+e  ! qqg
at dierent ycut's and c.m. energies. We present the acceptance rate A, the Monte
Carlo error E and the time needed for their evaluation T . The convergence criterion
Tc resembles the elapsed time for reaching an accuracy of 1%. All time values are
in seconds.
the cross section for certain values of the ycut. In these cases the optimisation of the
dierent channels fails due to the small number of phase space samples which are left
after the rejection.
4. 6-jets
The calculation of six-jet events is quite a challenge for every phase space generator.
The peak structure of the 384 involved diagrams is quite complicated and dicult
to cover. Since the number of events escaping the jet cut is even less, the MC is not
capable of integrating most of the considered examples. Therefore, a special preference
for one of the phase space integrators can not be seen, since any statement strongly
depends on the given parameters, e.g. c.m. energy and jet clustering scheme.
Altogether, we conclude that in three-, four- and ve- jet events the phase space generators
Sarge and the MC should be preferred, whereas in the case of six-jets this statement strongly
depends on the given energy and jet cuts. Note that having at hand three dierent phase
space generators it is always possible to compare their results for the cross section under
consideration which makes any predictions more reliable.
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4 jets 1 ycut = 0:01 ycut = 0:001 ycut = 0:0001
Integr. T A E T TC A E T TC A E T TC
Durham, ECMS = 91 GeV
Rambo 0.7 46 0.9 17 17 88 1.9 30 102 98 6.0 33 359
Sarge 1.4 10 2.6 6 36 16 3.5 9 164 19 4.1 9 68
MC 2.0 22 0.9 6 6 40 1.3 9 17 50 4.1 11 26
Durham, ECMS = 500 GeV
Rambo 0.7 46 0.9 9 7 88 1.9 15 50 98 6.0 17 175
Sarge 1.4 10 2.7 4 22 16 3.5 5 98 19 4.1 5 242
MC 2.0 23 0.9 6 5 40 1.3 8 16 50 4.0 10 256
Jade, ECMS = 500 GeV
Rambo 0.7 70 1.5 13 28 97 6.8 17 1275 100 18 17 1954
Sarge 1.4 35 2.1 8 35 50 4.1 10 467 57 7.2 12 1.7
MC 2.0 49 0.8 10 7 70 1.3 14 27 80 2.4 15 5
Table 8.2: Comparison of 100:000 generated points for the process e+e  ! qqgg
at dierent ycut's. We present the acceptance rate A, the Monte Carlo error E and
the time needed for their evaluation T . The convergence criterion Tc resembles the
elapsed time for reaching an accuracy of 1% for the rst two ycut's and 2% (5%) in
the remaining case for the Durham (Jade) scheme. All time values are in seconds.
5 jets 1 ycut = 0:01 ycut = 0:001 ycut = 0:0001
Integr. T A E T TC A E T TC A E T TC
Durham, ECMS = 91 GeV
Rambo 1.0 13 1.4 170 272 70 2.1 460 636 94 7.5 583 4847
Sarge 1.9 1 7.9 109 655 4 13 123 1387 5 13 132 303
MC 4.9 4 2.2 122 215 17 2.0 238 238 25 3.9 228 228
Durham, ECMS = 500 GeV
Rambo 1.0 13 2.5 113 484 70 2.1 392 396 95 7.5 517 1215
Sarge 1.9 1 13 54 722 4 13 68 1379 5 13 77 193
MC 4.9 2 { { { 2.3 { { { 7 8 201 319
Jade, ECMS = 500 GeV
Rambo 1.0 34 1.8 215 574 89 5.7 484 49747 99 9.4 535 39467
Sarge 1.9 6 5.5 80 1204 17 8.8 133 21985 23 24 166 10360
MC 4.9 5 { { { 38 4.5 353 10726 54 3.9 450 633
Table 8.3: Comparison of 100:000 generated points for the process e+e  ! qqggg
at dierent ycut's. We present the acceptance rate A, the Monte Carlo error E and
the time needed for their evaluation T . The convergence criterion Tc resembles the
elapsed time for reaching an accuracy of 1% for the rst, 2% (1%) for the second
and 5% for the last column for the Durham (Jade) jet scheme. All time values are
in seconds.
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6 jets 1 ycut = 0:01 ycut = 0:001 ycut = 0:0001
Integr. T A E T TC A E T TC A E T TC
Durham, ECMS = 91 GeV
Rambo 1 1.5 4.2 1239 1859 49 2.9 11331 11331 89 18 19434 44097
Sarge 2 0.03 46 932 2748 0.5 18 1134 25958 1.1 21 1250 17973
MC 30 0.05 { { { 0.8 60 2002 4880 6.2 68 3134 {
Durham, ECMS = 500 GeV
Rambo 1 { { { { 49 42 11476 45739 89 22 19886 59464
Sarge 2 { { { { 0.5 84 1459 112761 1.1 27 1398 17593
MC 30 { { { { 3 { { { 6 { { {
Jade, ECMS = 500 GeV
Rambo 1 8 3.0 2837 2837 76 9.1 17249 125623 97 16 21878 74583
Sarge 2 0.3 { { { 4 28 1893 137043 7 10 2716 2799
MC 30 1.6 { { { 12 { { { 29 22 8576 38591
Table 8.4: Comparison of 100:000 generated points for the process e+e  ! qq4g
at dierent ycut's. We present the acceptance rate A, the Monte Carlo error E and
the time needed for their evaluation T . The convergence criterion T   c resembles
the elapsed time for reaching an accuracy of 3% for the rst, 5% for the second and
10% for the last column. All time values are in seconds.
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8.3 Multiple boson production
In recent and ongoing experiments the Standard Model has been confronted with a vast
number of precision data and has passed all of these tests. Especially predictions based on
the concept of spontaneous symmetry breaking in the electroweak sector of the model have
proven to be in astonishing agreement with experimental data. However, the most obvious
signal for spontaneous symmetry breaking, the Higgs boson has not been clearly observed
so far.
In form of the LHC, a new large collider operating at c.m. energies of 14 TeV in pp collisions
is now under construction. Its main purpose is to nd the Higgs boson and thus establish
the concept of spontaneous symmetry breaking and to search for more, new particles from
theories beyond the Standard Model. Complementary to the LHC a linear collider operating
in the range of 500 GeV to 1 TeV is being planned to perform precision measurements of
the properties of the Higgs boson. In contrast to the hadronic interactions envisioned at the
LHC, the initial states of the hard signal interactions are under good control allowing the
observation of reactions with relatively small cross sections or intricate nal states. There-
fore, once the existence of the Higgs boson is established, the main focus at such a linear
collider will be to measure its decay properties and to test the shape of the Higgs poten-
tial governing its interactions. With these measurements the Higgs sector of the Standard
Model will be overconstrained and models for physics beyond the Standard Model could
be severely constrained. Consider for example the decay h ! . This is a loop medi-
ated process and depends on the masses and electromagnetic charges of the virtual particles
running in the loop. The precise measurement of its branching ratio therefore would con-
strain models with additional heavy charged particles. Similarly, the precise determination
of the self{interaction of the Higgs bosons would constrain models in which the Higgs bo-
son is a composite object. However, due to the small mass and mutas mutandis the small
Yukawa coupling of the electron the Higgs boson will be mainly produced in processes like
Higgsstrahlung or vector boson fusion,
e+e  ! Z ! Zh or (8.1)
e+e  ! eeh ; e+e  ! e+e h ; (8.2)
i.e. mostly via vertices with two electroweak gauge bosons. Final states involving more
Higgs bosons are created similarly. The corresponding background processes therefore often
involve three, sometimes even four gauge bosons or their decay products. It is the goal of
this section to provide cross sections for the following classes of processes:
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m/GeV 115 160 200
 /MeV 0.0065 0.098 1.4
Table 8.5:  h in dependence on mh.
1. production of Higgs bosons, i.e.
e+e  ! Z + nh ; (8.3)
e+e  ! ee + nh ; (8.4)
e+e  ! e+e  + nh ; all with n = 1; 2 : (8.5)
2. production of multi{Z nal states, i.e.
e+e  ! nZ with n = 2; 3; 4; 5 (8.6)
and
e+e  !  + nZ with n = 1; 2; 3 : (8.7)
3. production of W pairs, i.e.
e+e  ! nZ + (W+W ) with n = 0; 1 : (8.8)
All calculations have been done with our new matrix element generator AMEGIC++ and some
of the simpler results have been compared with Comphep [64].
In the following we will present all cross sections for the processes listed above at c.m. energies
of 500 and 1000 GeV [65]. For the Higgs boson we assume masses of 115 GeV, 160 GeV,
and 200 GeV opening subsequently the channels for the Higgs decay into W bosons and Z
bosons. Note that we remain strictly in the framework of the Standard Model. The widths of
the heavy bosons are calculated automatically in AMEGIC++ at the tree level. Results taking
into account up to 3-body decays for the Higgs boson are listed in Tab.8.5.
8.3.1 Signal cross sections
We start by listing the signal cross sections, i.e. the production of nal states with up to two
Higgs bosons via the Higgsstrahlung (Tab. 8.6) or vector boson fusion processes (Tab. 8.7 for
W fusion and Tab. 8.8 for Z fusion).
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ECMS 500 GeV 1000 GeV
n 1 2 1 2
mh = 115 GeV 60.07 0.20 13.22 0.13
mh = 160 GeV 52.17 0.06 12.74 0.11
mh = 200 GeV 43.89 0.0006 12.21 0.09
Table 8.6: ﬀ(e+e  ! Z + nh) in fb.
ECMS 500 GeV 1000 GeV
n 1 2 1 2
mh = 115 GeV 83.52 1.79e-02 220.0 9.94e-02
mh = 160 GeV 54.51 3.84e-03 179.4 4.00e-02
mh = 200 GeV 35.73 4.74e-05 147.4 1.89e-02
Table 8.7: ﬀ(e+e  ! ee + nh) in fb.
8.3.2 Background cross sections
Here we list background processes with massive multiple boson nal states. Note that
additional to the dierent values of the Higgs mass as in the section above, we have also
considered cross sections with the Higgs boson completely decoupled.
We start by considering cross sections for multi-Z production, see Tab. 8.9. Obviously, nal
states with Z bosons can be reached via W fusion as well. The corresponding results can be
found in Tab. 8.10. Especially in the latter case the eect of an intermediate Higgs boson is
striking for mh = 200 GeV. Cross sections for the production of W pairs in association with
Z bosons are given in Tab. 8.11. Again, the eect of intermediate Higgs bosons is clearly
visible.
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ECMS 500 GeV 1000 GeV
n 1 2 1 2
mh = 115 GeV 10.17 7.29e-03 22.57 1.67e-03
mh = 160 GeV 7.02 1.86e-03 18.48 8.21e-03
mh = 200 GeV 4.93 2.68e-05 15.31 4.87e-03
Table 8.8: ﬀ(e+e  ! e+e  + nh) in fb.
ECMS 500 GeV 1000 GeV
n 2 3 4 5 2 3 4 5
mh =1 406 0.80 2.26e-07 1.66e-13 148 0.73 1.42e-06 2.73e-12
mh = 115 GeV 406 1.06 6.27e-07 148 0.87 3.00e-06
mh = 160 GeV 406 1.23 1.15e-06 148 0.91 3.82e-06
mh = 200 GeV 406 12.76 3.93e-05 148 4.07 5.54e-05
Table 8.9: ﬀ(e+e  ! nZ) in fb.
ECMS 500 GeV 1000 GeV
n 1 2 1 2
mh =1 364 12.3 890 854
mh = 115 GeV 364 12.5 890 861
mh = 160 GeV 364 12.6 890 863
mh = 200 GeV 364 23.6 890 894
Table 8.10: ﬀ(e+e  ! ee + nZ) in fb.
ECMS 500 GeV 1000 GeV
n 0 1 0 1
mh =1 7155 38.67 2672 57.64
mh = 115 GeV 7155 38.48 2672 57.42
mh = 160 GeV 7155 40.12 2672 58.25
mh = 200 GeV 7155 68.78 2672 66.31
Table 8.11: ﬀ(e+e  ! nZ + (W+W )) in fb.
9 Higgs-associated slepton, chargino
and neutralino production
In this chapter we will investigate the interplay between the Higgs sector and the color-singlet
spin-0 sector of the MSSM [66]. The latter one is formed by the supersymmetric partners
of the leptons, the sleptons. If R-parity is not broken, these two sectors maintain distinctly
separate identities. In other words, in case R-parity is broken we face neutral Higgs-sneutrino
and charged Higgs-slepton mixing. Thus it is interesting to study the electroweak scalar
sector of the MSSM, i.e. to study the couplings between the Higgs bosons and the sleptons.
The next generation of e+e  linear colliders is expected to commence operation in the next
decade with an initial reach up to 500 GeV extendable to 1 TeV. In contrast to hadronic
interactions the initial states are under good control allowing relatively precise mass mea-
surements of particles and couplings between them. In our case study we assume a linear
collider operating at the three energies of 500 GeV, 800 GeV and 1 TeV with a luminosity
of up to L = 500 fb 1. An interesting option of these colliders is the possibility to polarize
both beams.
Here, we want to advertise two new classes of processes for determining the coupling between
sleptons and Higgs boson which might be accessible at a future linear collider. These are
the Higgs-associated production of sleptons and inos (charginos plus neutralinos)
e+e  ! ~l~lh0 ; e+e  ! ~~h0 ; (9.1)
e+e  !  +h0 ; e+e  ! 00h0 : (9.2)
It would seem that so far none of these processes have been studied. All of them oer
the possibility to investigate couplings which are not present in the previously explored
e+e  ! 2 heavy particle reactions. Note that similar processes, for instance with the heavy
Higgs boson, the Z or the W boson replacing the light Higgs boson in the reactions above,
might play an important role in the exploration of the MSSM in e+e  ! 3 heavy particles as
well. However, since we are aiming at a measurement of the coupling between Higgs bosons
and sleptons at a rst future linear collider operating at a c.m. energy of 500 GeV, the most
feasible possibility is the production of the light Higgs boson.
We will constrain most of our investigations to the Constrained MSSM (CMSSM), i.e. the Su-
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persymmetry breaking mechanism is assumed to take place within the minimal Supergravity
(mSUGRA) model. In order to incorporate a wide spectrum of possible mSUGRA points, we
perform all our calculations at the proposed points fA; : : : ;Mg [67] and fSPS1; : : : ; SPS6g
[68]. For the appropriate particle spectra see App. A.2. Note that it is interesting as well to
leave the track of mSUGRA and to examine slight deviations from the MSSM parameters
given within these model points. At some occasions we will therefore use a minimal Su-
pergravity model with non-unifying gaugino masses as proposed in the model line B of [67]
(m0 = 85 GeV, M1 = 272 GeV, M2 = 170 GeV, M3 = 170 GeV, A0 = 0, tan  = 10,
sgn() = +) or a slightly modied mSUGRA model with only the soft slepton masses
changed at the low scale.
The outline of this chapter is the following:
 At rst we consider the direct Higgs-associated production of sleptons in Sec. 9.1. We
will mainly focus on the lighter stau pair production including a discussion of possible
Standard Model backgrounds.
 In a second step we perform an analysis of the Higgs-associated ino pair production.
We will investigate the inuence of beam polarization eects and backgrounds in the
case of chargino production.
9.1 Slepton pair production
The rst naive idea to measure the slepton-Higgs boson coupling is a direct production of a
slepton pair plus a Higgs boson. We therefore want to consider the processes
e+e  ! h0 ~ ~ ; (9.3)
e+e  ! h0 ~l ~l : (9.4)
The Feynman diagrams, which we have to calculate, are depicted in Fig. 9.1. Since the
dierent slepton pair production processes can be unied in one diagrammatic structure,
we have only to switch diagrams on and o or to change propagators between the dierent
processes. A list of the involved diagrams mapped to the processes can be found in Tab. 9.1.
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Figure 9.1: All diagrams for the production of two sleptons and a Higgs boson.
For details see Tab. 9.1.
~l ~lp  V a b c d e f
P
D
~e ~e 1;2 Z 4 2 2 1 1 1 11
~ ~ Z 0 0 0 1 1 1 3
~ﬁ ~ﬁ Z 0 0 0 1 1 1 3
~e ~e 01;2;3;4 ; Z 16 4 4 1 2 2 29
~ ~ ; Z 0 0 0 1 2 2 5
~ﬁ ~ﬁL;R ; Z 0 0 0 1 3 3 7
Table 9.1: The number of diagrams in slepton pair production.
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Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R  tot~e /GeV BR(~e ! e01)
SPS1 500 3.98e-05 2.86e-05 0.72 0.17 88%
SPS1 800 2.52e-02 1.84e-02 0.73 0.17 88%
SPS1 1000 4.13e-02 3.18e-02 0.77 0.17 88%
SPS3 800 1.04e-03 6.94e-04 0.66 0.17 100%
SPS3 1000 5.94e-03 4.30e-03 0.72 0.17 100%
SPS5 800 3.43e-03 1.27e-03 0.37 0.26 76%
SPS5 1000 9.80e-03 3.96e-03 0.40 0.26 76%
SPS6 800 5.19e-03 3.92e-03 0.75 0.33 62%
SPS6 1000 1.54e-02 1.24e-02 0.80 0.33 62%
B 500 4.82e-05 3.62e-05 0.75 0.18 84%
B 800 2.74e-02 2.15e-02 0.79 0.18 84%
B 1000 4.48e-02 3.71e-02 0.82 0.18 84%
C 800 1.04e-03 6.94e-04 0.66 0.17 100%
C 1000 5.94e-03 4.30e-03 0.72 0.17 100%
G 800 1.24e-03 8.07e-04 0.64 0.18 100%
G 1000 6.30e-03 4.50e-03 0.71 0.18 100%
I 800 5.79e-04 3.81e-04 0.65 0.36 64%
I 1000 4.73e-03 3.50e-03 0.74 0.36 64%
Table 9.2: ﬀ(e+e  ! ~e~eh0) in fb with and without ~h0~ coupling for dierent
mSUGRA models.
9.1.1 Sneutrinos
We begin with the production of the Standard Model neutrino superpartners, i.e. the sneu-
trinos. They are uncharged and carry leptonic quantum numbers. Consequently, they may
decay into their SM partner and a neutralino leaving no trace in the detector. The experi-
mental signicance of their production process therefore strongly depends on the branching
ratio into this "invisible" nal state.
Electron sneutrino
Since the dierent sneutrinos do not mix in the considered MSSM scenarios, the electron
sneutrinos are the only ones which can be produced with a chargino in the t-channel. Their
total production cross section ﬀtot is therefore usually enhanced with respect to other sneutri-
nos. Since we are interested in the slepton-Higgs boson coupling, we introduce the no-signal
cross section ﬀ0, where all diagrams including the investigated vertex are neglected. Hence,
a second interesting variable is the ratio R = ﬀ0=ﬀtot. A nice point in the parameter space
would lead to a large total cross section (for measurement purposes) and a ratio small com-
pared to unity Rﬁ 1.
As we can see in Tab. 9.2, all mSUGRA points at all energies give a small ratio and therefore
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Model
p
s=GeV ﬀ(fb) ﬀﬁ (fb)
SPS1 500 1.80e-05 2.35e-05
SPS1 800 1.02e-03 1.04e-03
SPS1 1000 9.98e-04 1.04e-03
SPS3 800 9.54e-05 1.01e-04
SPS3 1000 2.47e-04 2.51e-04
SPS4 1000 3.41e-09 1.30e-05
SPS5 800 2.40e-04 2.54e-04
SPS5 1000 3.82e-04 3.96e-04
SPS6 800 2.78e-04 2.85e-04
SPS6 1000 4.33e-04 4.37e-04
A 1000 1.88e-06 1.94e-06
B 500 2.07e-05 2.48e-05
B 800 1.04e-03 1.05e-03
B 1000 1.02e-03 1.03e-03
C 800 9.54e-05 1.01e-04
C 1000 2.47e-04 2.51e-04
D 1000 2.89e-05 3.01e-05
G 800 1.11e-04 1.27e-04
G 1000 2.67e-04 2.83e-04
I 800 5.70e-05 9.74e-05
I 1000 1.99e-04 2.50e-04
L 1000 { 3.42e-06
Table 9.3: ﬀ(e+e  ! ~;ﬁ ~;ﬁh0) in fb
with and without ~h0~ coupling for dier-
ent mSUGRA models.
a rather good signal. However, only at some points and energies the total cross section ﬀtot
is measurable, e.g. point B at 1 TeV provides the largest cross section with ﬀBtot(1 TeV) =
0:04 fb. This would give a total number of 20 events per year (with an assumed luminosity of
500 fb 1) including the slepton-Higgs boson vertex in contrast to 9 events without this vertex.
However, the detection of this process in the experiment will become even less favorable. As
we can see in the last column of Tab. 9.2, an "invisible" branching of the electron sneutrino ~e
to a neutrino e and the lightest neutralino 01 is the preferred decay channel. We therefore
have to multiply the cross section in our case study with two times the "visible" branching
ratio 0:16 leading to half an event per year. This makes the measurement of the cross section
for this process pretty hopeless. A second shortcoming regarding this process is that in a
large number of mSUGRA points the direct production of sneutrino pairs is impossible in
the envisaged region of the c.m. energy at Linear Colliders due to their large mass.
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Muon and tau sneutrino
The t-channel contributions (via charginos) are absent for muon and tau sneutrinos. The
production cross section is therefore even less signicant compared to the electron sneutrinos.
It is therefore enough to calculate the total cross sections, any ratios are uninteresting. In
Tab. 9.3 we have summarized the total cross section for both processes. The largest cross
sections can be obtained for a c.m. energy of 800 GeV (mSUGRA points SPS1 and B) which
is still tiny. It is needless to say that this cross section is even less important, if we take into
account the large branching ratio into "invisible" particles as well.
9.1.2 Charged sleptons
In a second step we consider the production of the charged lepton superpartners, i.e. selec-
tron, smuon and stau. As in the Standard Model we observe left and right handed chiral
eigenstates. In contrast to the SM these eigenstates are not mass degenerated due to pos-
sibly dierent soft breaking terms for the left and right handed parts. In principle the left
handed and right handed eigenstates can mix. However, in the considered MSSM points,
only the chiral eigenstates of the stau mix. Since we are dealing with charged particles, these
sleptons always decay into "visible" (i.e. measurable) charged SM particles and the LSP (i.e.
the lightest neutralino).
Selectron
Similar to the electron sneutrino pair production we encounter a t{channel contribution,
where neutralino exchanges take place. As we can see in Tab. 9.4, the production of the
left handed selectron is not possible at a linear collider operating at the rst reachable c.m.
energy of 500 GeV. Although it is possible to produce the right handed selectron already
at this energy, the cross section is quite tiny. For higher c.m. energies the cross section is
rising, but it will still remain a { probably impossible { challenge to measure it.
Smuon
Since the t-channel neutralino exchange is absent in the case of the Higgs-associated smuon
pair production, the according cross section is suppressed compared to the selectron produc-
tion, see Tab. 9.5.
9.1 Slepton pair production 131
Model
p
s=GeV ﬀeL(fb) ReL ﬀeR(fb) ReR
SPS1 500 { { 1.10e-03 0.35
SPS1 800 4.80e-03 0.66 6.38e-03 0.21
SPS1 1000 8.88e-03 0.67 7.54e-03 0.21
SPS3 500 { { 2.18e-05 0.72
SPS3 800 1.52e-04 0.76 1.76e-03 0.22
SPS3 1000 1.25e-03 0.74 2.61e-03 0.19
SPS4 1000 { { 1.95e-06 0.28
SPS5 800 4.52e-04 0.58 1.47e-03 0.17
SPS5 1000 1.72e-03 0.56 2.36e-03 0.15
SPS6 500 { { 1.60e-07 0.93
SPS6 800 9.26e-04 0.71 2.03e-03 0.21
SPS6 1000 3.41e-03 0.71 3.22e-03 0.21
A 800 { { 9.92e-05 0.38
A 1000 1.01e-06 0.86 3.89e-04 0.27
B 500 { { 1.18e-03 0.35
B 800 5.24e-03 0.68 6.78e-03 0.24
B 1000 9.70e-03 0.68 8.03e-03 0.24
C 500 { { 2.18e-05 0.72
C 800 1.52e-04 0.76 1.76e-03 0.22
C 1000 1.25e-03 0.74 2.61e-03 0.19
D 800 { { 2.70e-04 0.19
D 1000 2.86e-05 0.57 6.49e-04 0.09
G 500 { { 8.38e-07 0.90
G 800 1.81e-04 0.71 1.51e-03 0.18
G 1000 1.30e-03 0.69 2.37e-03 0.15
I 800 7.27e-05 0.70 6.59e-04 0.17
I 1000 9.68e-04 0.68 1.45e-03 0.13
J 1000 { { 1.20e-05 0.44
Table 9.4: ﬀ(e+e  ! ~e~eh0) in fb with and without ~eh0~e
coupling for dierent mSUGRA models.
132 9 Higgs-associated slepton, chargino and neutralino production
Model
p
s=GeV ﬀL(fb) RL ﬀR(fb) RR
SPS1 500 { { 3.04e-04 0.78
SPS1 800 1.93e-04 0.47 5.95e-04 0.44
SPS1 1000 2.31e-04 0.34 5.27e-04 0.34
SPS3 500 { { 1.49e-05 0.91
SPS3 800 1.50e-05 0.65 2.99e-04 0.46
SPS3 1000 5.64e-05 0.41 3.12e-04 0.35
SPS4 1000 { { 5.88e-07 0.74
SPS5 800 4.26e-05 0.61 2.09e-04 0.52
SPS5 1000 8.72e-05 0.42 2.31e-04 0.39
SPS6 500 { { 1.38e-07 0.99
SPS6 800 4.97e-05 0.55 2.39e-04 0.47
SPS6 1000 1.01e-04 0.37 2.67e-04 0.34
A 800 { { 3.43e-05 0.61
A 1000 2.02e-07 0.83 7.89e-05 0.41
B 500 { { 3.11e-04 0.78
B 800 1.95e-04 0.47 6.02e-04 0.44
B 1000 2.33e-04 0.34 5.33e-04 0.34
C 500 { { 1.49e-05 0.91
C 800 1.50e-05 0.65 2.99e-04 0.46
C 1000 5.64e-05 0.41 3.12e-04 0.35
D 800 { { 8.67e-05 0.53
D 1000 5.60e-06 0.57 1.37e-04 0.37
G 500 { { 7.07e-07 0.98
G 800 1.79e-05 0.63 2.50e-04 0.46
G 1000 6.17e-05 0.40 2.76e-04 0.34
I 800 8.12e-06 0.69 1.12e-04 0.50
I 1000 4.53e-05 0.41 1.62e-04 0.35
J 1000 { { 8.29e-07 0.73
Table 9.5: ﬀ(e+e  ! ~~h0) in fb with and without ~h0 ~
coupling for dierent mSUGRA models.
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Stau
Observing the third slepton family particles seems to be a blueprint of the smuon pair
production and therefore negligible. However, the chiral eigenstates of the stau mix to form
the stau mass eigenstates (called ~ﬁ1 and ~ﬁ2) obeying the following relations:
~ﬁ1 = ~ﬁL cos ~ﬁ + ~ﬁR sin ~ﬁ ;
~ﬁ2 = ~ﬁR cos ~ﬁ   ~ﬁL sin ~ﬁ ;
 tan  = Aﬁ  
 
m2~ﬁ1  m2~ﬁ2

sin 2~ﬁ
2mﬁ
: (9.5)
The last property can be obtained by diagonalizing the stau mass matrix. In Tab. 9.6 the
cross sections as well as the ratios R between the total cross section and the cross section
without a slepton-Higgs boson coupling are depicted. As in the case of the selectron pair
production the heavier stau is not directly accessible at a c.m. energy of 500 GeV. At higher
energies the cross section is rising, but remains small. The situation changes dramatically
for the ~ﬁ1 production. Since the heavier stau appears in the propagator of the s-channel
production in Figs. 9.1e and 9.1f and can (in some of the considered mSUGRA points) decay
on-shell into the lighter stau and the Higgs boson, the cross section enhances notably. Even
more, the ratio is quite often much smaller than unity. For example at point G the cross
section is roughly 0:1 fb at a ratio of 0:0005. With an expected luminosity of 500 fb 1 at
500 GeV we can measure 50 events if the slepton-Higgs boson coupling exists. Otherwise no
event could be seen. This would give a strong indication for the existence of such a coupling.
The preferred decay mode of the staus is into a ﬁ and a neutralino. We are therefore faced
with the measurements of ﬁ 's plus missing energy from the neutralinos. However, it is quite
dicult in the experiment to reconstruct the full four-momentum of ﬁ 's, since they decay
electroweak into the lighter leptons and their accompanied neutrino which is not visible
in the detector. Accordingly, the exploration of the SM background (in this case W pair
production with an additional Higgs boson) becomes quite cumbersome, since one of the
best ways to distinguish both processes is by investigating the energy of the ﬁ 's. Thus the
proper distinction between the ﬁ 's produced in the stau decay and the ﬁ 's produced in the
W decay remains an experimental challenge.
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Model
p
s=GeV ﬀﬁ2(fb) Rﬁ2 ﬀﬁ1(fb) Rﬁ1
SPS1 500 { { 2.63e-04 0.95
SPS1 800 5.96e-04 0.15 2.69e-04 0.79
SPS1 1000 8.66e-04 0.09 1.99e-04 0.71
SPS3 500 { { 7.70e-03 4.0e-03
SPS3 800 3.62e-05 0.32 2.66e-02 5.0e-03
SPS3 1000 1.97e-04 0.15 2.24e-02 5.0e-03
SPS4 800 { { 3.90e-02 3.0e-04
SPS4 1000 1.46e-05 0.03 6.97e-02 2.0e-04
SPS5 500 { { 5.33e-06 0.98
SPS5 800 1.09e-04 0.27 1.26e-04 0.81
SPS5 1000 2.93e-04 0.14 1.11e-04 0.73
SPS6 500 { { 4.16e-06 0.98
SPS6 800 1.31e-04 0.23 1.27e-04 0.77
SPS6 1000 3.49e-04 0.12 1.14e-04 0.68
A 800 { { 1.22e-03 1.8e-02
A 1000 3.10e-07 0.75 2.30e-03 1.4e-02
B 500 { { 2.58e-04 0.95
B 800 5.67e-04 0.16 2.74e-04 0.77
B 1000 8.14e-04 0.10 2.06e-04 0.69
C 500 { { 7.70e-03 4.0e-03
C 800 3.62e-05 0.32 2.66e-02 5.0e-03
C 1000 1.97e-04 0.15 2.24e-02 5.0e-03
D 800 { { 2.09e-02 2.0e-03
D 1000 1.48e-05 0.29 2.44e-02 2.0e-03
G 500 { { 1.0e-01 5.0e-04
G 800 9.46e-05 0.09 2.7e-01 4.0e-04
G 1000 6.17e-04 0.03 2.3e-01 4.0e-04
I 500 { { 1.0e-01 5.0e-04
I 800 6.77e-05 0.03 4.6e-01 2.0e-04
I 1000 1.18e-03 8.6-03 3.8e-01 1.0e-04
J 800 { { 7.36e-06 0.09
J 1000 { { 4.13e-02 2.0e-04
L 800 { { 1.4e-01 2.0e-04
L 1000 1.04e-10 0.56 2.4e-01 1.0e-04
Table 9.6: ﬀ(e+e  ! ~ﬁ ~ﬁh0) in fb with and without ~ﬁh0~ﬁ
coupling for dierent mSUGRA models.
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Figure 9.2: The ino pair production cross sections in dependence on the slepton
masses at
p
s = 500 GeV. The parameters are chosen according to point B. Note
that we have only changed the slepton masses.
9.2 Chargino and neutralino pair production
A promising alternative to the direct channels is to investigate the indirect inuence of the
sleptons, i.e. when they appear as propagators. Such processes are not limited by the mass of
the exchanged sleptons. We therefore consider now the Higgs-associated ino pair production:
e+e  ! h0 0 0 ; e+e  ! h0 +   : (9.6)
These processes have sleptons propagating in the t-channel diagrams. It is therefore in-
teresting to examine the dependence of the underlying processes (without the Higgs boson
radiation) on the physical mass of the slepton propagator. In Fig. 9.2a and Fig. 9.2b the
cross section for the production of two charginos (e+e  ! +1  1 ) and two neutralinos
(e+e  ! 01 01) are depicted. We recognize that both processes strongly depend on the
appropriate slepton mass. We further notice that a low slepton mass results in an enlarged
cross section. This can be taken as a basic motivation for further considering these processes
with an additional Higgs boson radiation.
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Figure 9.3: All diagrams for the production of two inos and a Higgs boson. For
details see Tab. 9.7.
a;b p ~l V a b c d e f g
P
D
i;j with i; j = 1; 2 1;2 ~e ; Z 1 2 2 1 3 3 1 13
0i;j with i; j = 1; 2; 3; 4 01;2;3;4 ~eL;R Z 4 16 16 1 8 0 1 46
Table 9.7: The number of diagrams in ino pair production.
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9.2.1 Neutralinos
The diagrams corresponding to the neutralino pair production with an additional Higgs
boson are depicted in Fig. 9.3. We are interested in the slepton-Higgs boson coupling which
appears in Fig. 9.3a only. The total cross section with and without this diagram is listed for
the dierent mSUGRA scenarios in Tab. 9.8 and Tab. 9.9. We observe that the total cross
section is large for a ratio R  1 and small if we have a better ratio. Looking for a reason we
recognize at rst that the t channel diagrams in Fig. 9.3a-c are the dominating contributions.
Nevertheless, we obtain large cross sections only for a resonating decay of the neutralino
propagators in Fig. 9.3b,c. This is the case, when at least one of the neutralinos 2;3;4 can
be produced on-shell. However, this results only in an enhancement of the contributions of
Fig. 9.3b,c and therefore our candidate is strongly suppressed, i.e. the ratio is nearly unity.
A small ratio can be only obtained, if we switch o the neutralinos 2;3;4, see Tab. 9.10. A
second disadvantage of this process concerns the measurability of the outgoing neutralinos
01. Since we regard them as LSP's they do not decay further on and they are therefore
not visible in the detector. Furthermore, SM background processes like e+e  !   h0 via
W fusion or Higgsstrahlung with the Z decaying into neutrinos are by far more dominant.
Altogether we conclude, that the measurement of the slepton-Higgs boson coupling in this
process is strongly disfavoured.
In principle, we could think about the production of the heavier neutralinos as well. In
Tab. 9.11 the production cross section for 01 02 h0 and in Tab. 9.12 for 02 02 h0 is depicted.
The neutralinos 03 and 04 are much heavier and therefore not interesting for a rst linear
collider. The cross sections are usually measurable, but the ratio is always unity. We
might therefore not expect to see any evidence for the slepton-Higgs boson coupling in the
neutralino pair production at a rst linear collider.
Energy SPS1 SPS2 SPS3 SPS4 SPS5 SPS6
500 ﬀtot(fb) 7.68e-01 1.19e-00 2.17e-00 1.65e-03 1.46e-03 4.20e-03
ﬀ0(fb) 7.64e-01 1.19e-00 2.17e-00 1.53e-03 8.18e-04 2.79e-03
R 0.99 1.00 1.00 0.93 0.56 0.66
800 ﬀtot(fb) 6.65e-01 5.39e-01 2.69e-00 2.98e-01 1.19e-01 5.56e-01
ﬀ0(fb) 6.62e-01 5.39e-01 2.69e-00 2.98e-01 1.17e-01 5.54e-01
R 0.99 1.00 1.00 1.00 0.99 1.00
1000 ﬀtot(fb) 4.41e-01 3.62e-01 2.02e-00 2.60e-01 1.54e-01 3.95e-01
ﬀ0(fb) 4.39e-01 3.62e-01 2.02e-00 2.60e-01 1.53e-01 3.94e-01
R 1.00 1.00 1.00 1.00 0.99 1.00
Table 9.8: ﬀ(e+e  ! 0101h0) in fb with and without ~eh0~e coupling for the SPS
mSUGRA points.
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Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
A 800 1.22e-00 1.22e-00 1.00
A 1000 1.32e-00 1.32e-00 1.00
B 500 1.03e-00 1.03e-00 1.00
B 800 7.19e-01 7.14e-01 1.00
B 1000 4.79e-01 4.76e-01 0.99
C 500 2.17e-00 2.17e-00 1.00
C 800 2.69e-00 2.69e-00 1.00
C 1000 2.02e-00 2.02e-00 1.00
D 800 2.36e-01 2.35e-01 1.00
D 1000 3.54e-01 3.53e-01 1.00
E 500 1.52e-00 1.52e-00 1.00
E 800 8.41e-01 8.41e-01 1.00
E 1000 5.86e-01 5.86e-01 1.00
F 1000 3.69e-04 3.69e-04 1.00
G 500 1.87e-00 1.87e-00 1.00
G 800 1.99e-00 1.99e-00 1.00
G 1000 1.48e-00 1.48e-00 1.00
I 500 4.65e-01 4.65e-01 1.00
I 800 7.42e-01 7.41e-01 1.00
I 1000 5.62e-01 5.61e-01 1.00
J 800 2.15e-06 1.14e-06 0.53
J 1000 5.59e-01 5.59e-01 1.00
L 500 1.48e-06 1.42e-06 0.96
L 800 9.42e-01 9.41e-01 1.00
L 1000 8.97e-01 8.97e-01 1.00
Table 9.9: ﬀ(e+e  ! 0101h0) in fb with and with-
out ~eh0~e coupling for dierent mSUGRA models.
Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
B 350 3.36e-04 4.44e-05 0.13
B 500 3.95e-03 6.73e-04 0.17
B 800 4.94e-03 1.27e-03 0.26
Table 9.10: ﬀ(e+e  ! 0101h0) in fb with and
without ~eh0~e coupling for point B. Here, we have
neglected the 02;3;4 contributions.
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Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
SPS1 500 1.60e-00 1.60e-00 1.00
SPS1 800 2.38e-00 2.38e-00 1.00
SPS1 1000 1.60e-00 1.60e-00 1.00
SPS2 500 1.99e-02 1.99e-02 1.00
SPS2 800 5.34e-02 5.34e-02 1.00
SPS2 1000 6.48e-02 6.48e-02 1.00
SPS3 800 9.35e-00 9.35e-00 1.00
SPS3 1000 7.69e-00 7.69e-00 1.00
SPS4 500 1.76e-03 1.75e-03 1.00
SPS4 800 1.12e-00 1.12e-00 1.00
SPS4 1000 1.01e-00 1.01e-00 1.00
SPS5 500 1.75e-03 1.74e-03 1.00
SPS5 800 3.20e-01 3.20e-01 1.00
SPS5 1000 6.0e-01 6.01e-01 1.00
SPS6 500 7.43e-03 7.41e-03 1.00
SPS6 800 2.03e-00 2.03e-00 1.00
SPS6 1000 1.49e-00 1.49e-00 1.00
A 1000 3.85e-00 3.85e-00 1.00
B 500 1.95e-00 1.95e-00 1.00
B 800 2.52e-00 2.51e-00 1.00
B 1000 1.69e-00 1.69e-00 1.00
C 800 9.35e-00 9.35e-00 1.00
C 1000 7.69e-00 7.69e-00 1.00
D 800 9.38e-04 9.37e-04 1.00
D 1000 1.06e-00 1.06e-00 1.00
E 500 3.65e-02 3.65e-02 1.00
E 800 4.32e-01 4.31e-01 1.00
E 1000 4.05e-01 4.05e-01 1.00
G 800 7.09e-00 7.09e-00 1.00
G 1000 5.55e-00 5.54e-00 1.00
I 800 2.70e-00 2.70e-00 1.00
I 1000 2.16e-00 2.16e-00 1.00
L 800 2.84e-00 2.84e-00 1.00
L 1000 3.23e-00 3.23e-00 1.00
Table 9.11: ﬀ(e+e  ! 0102h0) in fb with and
without ~eh0~e coupling for dierent mSUGRA mod-
els.
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Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
SPS1 500 9.76e-04 9.69e-04 0.99
SPS1 800 2.26e-00 2.25e-00 1.00
SPS1 1000 1.59e-00 1.59e-00 1.00
SPS2 500 7.67e-04 7.67e-04 1.00
SPS2 800 4.71e-03 4.71e-03 1.00
SPS2 1000 5.75e-03 5.75e-03 1.00
SPS3 800 4.63e-03 4.62e-03 1.00
SPS3 1000 1.20e-00 1.20e-00 1.00
SPS4 800 1.35e-00 1.35e-00 1.00
SPS4 1000 1.19e-00 1.20e-00 1.00
SPS5 800 1.94e-03 1.65e-03 0.85
SPS5 1000 5.41e-01 5.41e-01 1.00
SPS6 800 1.97e-00 1.97e-00 1.00
SPS6 1000 1.54e-00 1.54e-00 1.00
B 500 3.70e-03 3.70e-03 1.00
B 800 2.35e-00 2.34e-00 1.00
B 1000 1.63e-00 1.62e-00 1.00
C 800 4.63-03 4.62e-03 1.00
C 1000 1.20e-00 1.19e-00 1.00
D 1000 3.85e-04 3.84e-04 1.00
E 800 1.05e-02 1.05e-02 1.00
E 1000 1.29e-02 1.29e-02 1.00
G 800 8.42e-01 8.42e-01 1.00
G 1000 1.28e-00 1.28e-00 1.00
I 800 1.21e-00 1.21e-00 1.00
I 1000 1.22e-00 1.22e-00 1.00
L 800 8.44e-08 8.44e-08 1.00
L 1000 5.36e-01 5.36e-01 1.00
Table 9.12: ﬀ(e+e  ! 0202h0) in fb with and
without ~eh0~e coupling for dierent mSUGRA mod-
els.
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9.2.2 Charginos
The relevant diagrams for the Higgs-associated chargino production are depicted in Fig. 9.3.
The slepton-Higgs boson coupling only appears in the diagram Fig. 9.3a. The rst task
therefore is to investigate the inuence of this diagram with respect to the total cross section.
We again calculate the cross sections with and without this diagram. The results for the
dierent mSUGRA points and c.m. energies can be found in Tab. 9.13. For completeness
reasons we have presented the results for a modication of the Model Line B point as well.
However, these results are not obtained within the framework of the mSUGRA model and
will be discussed later.
We observe immediately that we have in some cases a ratio signicant smaller than unity
accompanied by a rather small cross section or vice versa. Nevertheless, in contrast to
the Higgs-associated sneutrino pair production above, we have no suppression through an
"invisible" branching of the chargino. We are basically left with detectable nal states. The
size of the total cross section and the signicance of the sneutrino-Higgs boson vertex again
depends on the appropriate sneutrino mass at the dierent mSUGRA points.
From the kinematical point of view, it seems to be important for a relevant ratio that the c.m.
energy is below the 1 2 pair production threshold
p
s < m1 +m2 . Above this threshold
the on-shell decay of the 2 ! 1 h0 in diagrams Fig. 9.3b,c is the dominating contribution
to the cross section and the inuence of the sneutrino-Higgs boson vertex becomes negligible.
This is the explanation for the "small ratio leads to a small cross section"-behaviour already
discussed above. In order to investigate this eect, we have performed a scan around this
threshold for the modied Model Line B point, see Fig. 9.4. We can therefore choose an
optimal combination of cross section and ratio by varying the c.m. energy.
The production of the heavier chargino 2 accompanied by a light (heavy) chargino is
strongly suppressed at collider energies up to 1 TeV, see Tab. 9.14 and Tab. 9.15. Further-
more, the ratio is around unity in all considered mSUGRA points.
Beyond mSUGRA - general MSSM
So far we have only considered the processes in the framework of mSUGRA. However, this
is only one possible model to describe the Supersymmetry breaking. In the most general
case, we are nearly free to choose the parameters for the explicit soft breaking terms within
the MSSM. Here, we want to discuss the implications of a modied slepton soft breaking
parameter at the weak scale, i.e. we investigate mSUGRA inspired MSSM models.
As a rst example we want to use point B and modify the soft slepton mass. Since the
sneutrino mass matrix is diagonal, a change in the soft breaking parameter mL is directly
related to a change in the physical sneutrino mass. We have already observed that a lighter
slepton in the t channel leads to an enhanced cross section, see e.g. Fig. 9.2. This eect holds
true for the case of the Higgs-associated chargino pair production as we can see in Fig. 9.5.
Even more, with respect to the original mSUGRA point B we have not only enhanced the
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Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
B 500 5.44e-03 2.22e-03 0.41
B 800 7.25e-00 7.20e-00 0.99
B 1000 5.23e-00 5.18e-00 1.00
C 800 8.81e-03 5.89e-03 0.67
C 1000 3.36e-00 3.34e-00 1.00
D 1000 7.26e-04 3.43e-04 0.47
E 800 4.69e-01 4.69e-01 1.00
E 1000 3.35e-01 3.36e-01 1.00
G 800 1.81e-00 1.81e-00 1.00
G 1000 3.22e-00 3.21e-00 1.00
I 800 2.48e-00 2.47e-00 1.00
I 1000 2.83e-00 2.82e-00 1.00
L 800 5.99e-08 1.10e-07 1.83
L 1000 9.05e-01 9.04e-01 1.00
SPS1 500 3.58e-03 1.16e-03 0.32
SPS1 800 6.59e-00 6.55e-00 0.99
SPS1 1000 4.92e-00 4.87e-00 0.99
SPS2 500 1.73e-01 1.73e-01 1.00
SPS2 800 2.98e-01 2.98e-01 1.00
SPS2 1000 2.12e-01 2.12e-01 1.00
SPS3 800 8.81e-03 5.89e-03 0.67
SPS3 1000 3.36e-00 3.34e-00 1.00
SPS4 800 1.96e-00 1.96e-00 1.00
SPS4 1000 2.15e-00 2.15e-00 1.00
SPS5 800 1.81e-02 8.61e-03 0.48
SPS5 1000 1.34e-00 1.33e-00 0.99
SPS6 800 5.22e-00 5.23e-00 1.00
SPS6 1000 4.40e-00 4.37e-00 0.99
mod. Line B 360 3.53e-02 1.43e-02 0.40
mod. Line B 500 1.40e-02 1.38e-02 0.99
mod. Line B 800 6.81e-03 6.66e-03 0.98
mod. Line B 1000 4.45e-03 4.35e-03 0.98
Table 9.13: ﬀ(e+e  ! +1  1 h0) in fb with and with-
out ~h0~ coupling for dierent mSUGRA models.
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Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
SPS1 800 1.06e+02 1.06e+02 1.00
SPS1 1000 1.32e+02 1.32e+02 1.00
SPS2 800 6.62e-01 6.62e-01 1.00
SPS2 1000 4.56e-01 4.56e-01 1.00
SPS3 1000 1.95e-02 2.01e-02 1.03
SPS4 800 9.74e-02 9.83e-02 1.01
SPS4 1000 1.44e+02 1.44e+02 1.00
SPS5 1000 5.11e-05 5.28e-05 1.03
SPS6 800 3.88e-02 4.03e-02 1.04
SPS6 1000 1.22e+02 1.22e+02 1.00
B 800 1.22e+02 1.22e+02 1.00
B 1000 1.20e+02 1.20e+02 1.00
C 1000 1.95e-02 2.01e-02 1.03
E 800 1.78e-00 1.78e-00 1.00
E 1000 1.31e-00 1.31e-00 1.00
G 1000 1.63e-00 1.64e-00 1.00
I 1000 8.21e-00 8.21e-00 1.00
Table 9.14: ﬀ(e+e  ! +1  2 h0) in fb with and with-
out ~h0~ coupling for dierent mSUGRA models.
Model
p
s=GeV ﬀtot(fb) ﬀ0(fb) R
SPS1 1000 4.77e-02 4.71e-02 0.99
SPS2 800 1.59e-01 1.58e-01 1.00
SPS2 1000 3.22e-01 3.22e-01 1.00
SPS4 1000 2.03e-02 2.02e-02 0.99
SPS6 1000 8.53e-03 8.44e-03 0.99
B 1000 6.95e-02 6.83e-02 0.98
E 800 2.55e-02 2.55e-02 1.00
E 1000 2.47e-01 2.47e-01 1.00
Table 9.15: ﬀ(e+e  ! +2  2 h0) in fb with and with-
out ~h0~ coupling for dierent mSUGRA models.
cross section but simultaneously improved the ratio.
In order to nd an MSSM point which gives both, large cross sections and advantageous
ratios, we have modied the soft slepton mass of the Model Line B point to mL = 127 GeV.
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Figure 9.4: A threshold-scan at the MSSM point.
As we can see from Tab. 9.13 and the threshold scan in Fig. 9.4, the optimal choice is to take
the modied Model Line B point at a c.m. energy of ECMS = 375 GeV. We will therefore
perform our further investigations (i.e. polarization and background eects) at this point.
Polarization eects
We want to study the eect of taking into account polarized electron and positron beams
on the chargino production cross section. The envisaged polarization at e.g. TESLA are
roughly Pe  = 85% and Pe+ = 60% for the appropriate beams. It is now interesting to study
the eect of dierent combinations of left handed and right handed polarized beams. We
therefore calculated all possible combinations and compared the result with the unpolarized
case in Tab. 9.16 for the modied Model Line B point. We see that in the best possible
combination we can achieve a multiplicative factor of roughly 3 to the total cross section
with an equally good ratio between signal and no-signal.
We can now determine the number of events in our most optimal parameter set including
polarization eects. Assuming a luminosity of 500 fb 1 we obtain a total number of events
including the slepton-Higgs boson coupling of 243 events, without this coupling we only see
184 events. This is the maximum number of events we can achieve that are accompanied
by a ratio which is signicantly below unity. This dierence is dicult to measure at a
linear collider, if we assume a statistical error of 1=
p
N with N the number of events. It will
therefore still remain a challenge to measure the eect of the slepton-Higgs boson coupling.
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Figure 9.5: The cross section in dependence on
the physical sneutrino mass at
p
s = 500 GeV for a
mSUGRA point B inspired model.
Background studies
From Tab. 9.17 we see that the dominating decay channels of a chargino are into W and
neutralino or into stau and tau neutrino (when kinematically accessible). However, in our
case study we concentrate on the decay channel into W and a neutralino. The largest
background comes from the Standard Model process of W pair production with an additional
radiated Higgs boson. One way to distinguish between these processes is to use the semi-
leptonic channel (in order to detect a lepton) and plot the mass of the dijet qq. Seemingly,
this mass is peaking around the W boson mass for the W pair production. In contrast to
this, the W boson radiated o the chargino is strongly inuenced by the peaking chargino
distribution (with a very small decay width) giving rise to a strong dropping of the cross
section at the possible rest mass between the chargino and the neutralino m1  m01 . Because
of the dierent peaking regions of the two processes it is possible to distinguish the chargino
pair production from the { in this region suppressed { W boson pair production. In Fig. 9.6
the behaviour of the two dierent cross sections is depicted. In a detailed study of the
chargino peak, see Fig. 9.7, we observe that the SUSY cross section is around three orders of
magnitude higher in the investigated area and should therefore be clearly be separable from
the SM background.
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Pe  Pe+ ﬀtot R Pol./Unpol.
0 0 1.83e-01 0.79 1
-0.85 0.6 4.85e-01 0.76 2.65
0.85 -0.6 6.58e-02 0.96 0.36
-0.85 -0.6 1.26e-01 0.77 0.68
0.85 0.6 5.32e-02 0.83 0.29
Table 9.16: Polarization eects in the Higgs-
associated chargino pair production process at
ECMS = 375 GeV for the modied Model Line
B point.
Model n  1 ! 01W  ~e e  ~   ~ﬁ ﬁ  e ~e  ~ ﬁ ~ﬁ
SPS1 18% 82%
SPS2 100%
SPS3 20% 16% 16% 20% 3% 3% 22%
SPS4 100%
SPS5 57% 43%
SPS6 83% 17%
A 12% 17% 17% 18% 11% 11% 14%
B 37% 63%
modied B 0.5% 23% 23% 23% 4% 4% 22.5%
C 20% 16% 16% 20% 3% 3% 22%
D 2% 19% 19% 20% 11% 11% 18%
E 100%
F 100%
G 19% 2% 2% 5% 72%
I 12% 88%
J 10% 0.5% 0.5% 10% 78%
K 100%
L 12% 88%
M 37% 63%
mod. Line B 100%
Table 9.17: The decay table of  1 .
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Figure 9.6: The dijet mass distribution for the modied
Model line B point at ECMS = 375 GeV at an assumed
polarization of the incoming leptons of Pe  =  0:85 and
Pe+ = 0:6.
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Figure 9.7: A detail of Fig. 9.6.

Part III
Initial state raditation

10 ISR with the method of Yennie,
Frautschi and Suura
Initial state radiation (ISR) at lepton colliders gives rise to large radiative corrections, includ-
ing all terms due to real and virtual photons in the initial state. In particular, all corrections
are taken into account that are associated with an initial charged fermion line, i.e. a lepton
pair annihilation. The denition of ISR becomes dicult in processes, where the initial and
nal state particles are charge connected. We therefore conne ourselves to unambiguously
dened ISR in this thesis.
Dierent approaches can be found in the literature. Here, we only want to give a brief
introduction to the most common ISR schemes:
1. Structure function method
In this approach all ISR corrections are incorporated into a structure function of the
incoming leptons. The ISR cross section can then be written as
ﬀISR(s) =
1Z
0
dx1 dx2 l(x1; s) l(x2; s)ﬀ(x1 x2 s) : (10.1)
The structure functions l(x; s) can be calculated by exponentiating the soft photon
contributions and correcting the resulting expression by taking hard collinear photon
contributions into consideration as well, for details see e.g. [69, 70]. One major short-
coming of this approach is that only the eect of diminishing the c.m. energy and
boosting the z component is taken into account. Real photons and therefore their
transversal momenta or energy distributions can not be described.
2. Parton shower method
The parton shower approach applied to the nal state radiation of secondary quarks
and gluons (see Chapter 12) can be employed for the radiation of secondary photons
in the initial state as well. A Sudakov form factor exponentiating the contributions of
soft and collinear photon radiation describes the subsequent branching of the incoming
leptons. In this way the properties of the ISR photons can be described quite accurately.
An improvement can be achieved by correcting the hardest photon with the correct
tree level matrix element. However, a consistent treatment of higher-order corrections,
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i.e. the correction of more than one photon to the exact matrix element, is not possible
in this approach.
3. The Yennie, Frautschi, and Suura exponentiation
The approach of Yennie, Frautschi, and Suura (YFS) [71] extends the methods above
by a correct treatment of higher-order corrections. Similarly to the other approaches
the soft photon contributions will be at rst exponentiated yielding the YFS form
factor. Secondly this form factor will be corrected with the exact matrix element order
by order in the coupling .
Since the YFS approach combines a description of all possible observables, like the reduced
c.m. energy, the transversal momenta and energies of photons, with a correct treatment of
higher-order corrections it is our preferred choice. In this chapter the basic features of this
method will be illuminated:
 At rst the ideas underlying the YFS method will be presented in Sec. 10.1. Soft
virtual and soft real photon contributions will be exponentiated and corrected with
exact matrix elements later on.
 Secondly, the Monte Carlo realization of the YFS approach will be described in Sec. 10.2.
10.1 The YFS method
The idea behind the YFS approach is to separate the phase space for the emission of real
photons into two regions via a cut{o  on the energy fractions, such that photons are coined
infrared if their energies ! < Ebeam. The contribution of these infrared photons is then
used to cancel the virtual infrared divergences order by order in . The remainders of this
procedure factorise and can be exponentiated into an universal factor, the YFS form factor:
FYFS(") = exp
h
2(B + ~B)
i
= exp




1
2
ln
s
m2
  1 + 2
3

+
2


ln
s
m2
  1 ln " : (10.2)
The virtual part is given by
B =
Z
dDk
(2)D
1
k2
S(k) (10.3)
whereas the real contribution reads
 ~B =
Z
!<E
dD 1k
(2)D 12!
~S(k) : (10.4)
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The functions S(k) and ~S(k) denote the well known universal factorising \radiation factors"
or \eikonal factors" for virtual and real photons for a pair of two external charged lines with
four{momenta p1 and p2
S(k) =   
8

2p1   k
k2   2kp1  
2p2   k
k2   2kp2
2
;
~S(k) =

4

p2
kp2
  p

1
kp1
2
: (10.5)
The emission of the visible real photons can then be corrected systematically to all orders
in  to reproduce exact results as given by the corresponding matrix elements. To be more
specic, let us consider as an example 2! 2 processes of the type l+(p1) l (p2)! f(q1) f(q2),
where the pi and qj label the four{momenta of the external particles. The total cross section
including arbitrary numbers of real or virtual photons can be written as
ﬀ = FYFS(")
Z
d3q1
q01
d3q2
q02
1X
n=0
(
1
n!
"
nY
i=1
d3ki
k0i
~S(p1; p2; ki) 
 
2k0ip
s
  "
!#
4
 
p1 + p2   q1   q2  
nX
i=1
ki
!
 
0 +
nX
j=1
1(kj)
~S(kj)
+
nX
j;l=1;j 6=l
2(kj; kl)
~S(kj) ~S(kl)
+ : : :
!)
:
(10.6)
The YFS form factor FYFS(") covers the contribution of factorising soft real and virtual
photons to all orders. The integral over the phase space of the nal state particles consists of
the integral over the two outgoing momenta q1 and q2 plus a sum over all possible numbers of
photons ki with energy fractions above the resolution threshold . This constraint is reected
in the -functions. The conservation of total four{momentum is enforced by the -function
in the second line. Finally, the last line includes the matrix element corrections. The n
denote infrared safe combinations of cross sections and eikonal factors with n additional real
photons as well as all nite contributions of any number of virtual photon loops. In practice,
the order of virtual contributions is limited and will be indicated by (l)n . The superscript
l denotes the total number of virtual and real photons taken into account, i.e. the number
of virtual photons is given by (l   n). A detailed derivation of Eq. (10.6) can be found in
App. E.1.
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10.2 Monte Carlo realization of YFS
Having at hand the master formula (Eq. (10.6)) for the generation of ISR events we are faced
with the problem of translating it into a proper Monte Carlo algorithm. The strategy will be
to approximate the cross section as much as necessary for an easy sampling of the dierent
variables. The according simplications will be cured later on by an appropriate weight.
The outline is:
 Since Eq. (10.6) is not suitable for the generation of all possible variables, like the
reduced c.m. energy and the four-momenta of the photons, we will at rst manipulate
this equation in order to derive a so-called master formula in Sec. 10.2.1.
 Starting with this master formula, all variables, i.e. a complete phase space sample,
can be generated as described in Sec. 10.2.2.
 At last all simplications made during the derivation of the master formula have to be
cured by appropriate weights, see Sec. 10.2.3.
The rst Monte Carlo implementation of the YFS scheme was presented in [72], but here we
will sketch the main ideas of a more rened treatment [73].
10.2.1 Deriving the master formula
The rst step is to neglect the higher-order contributions stemming from i with i > 0, since
they are small compared to the Born term 0 (they are of higher-order in ). The dierential
cross section for the Born process 0 has a simple dependence on the reduced c.m. energy
s0 = (q1 + q2)2 and will be chosen according to
0  14 ﬀ0(s0) : (10.7)
Note that we have neglected the angular dependence of the Born cross section ﬀ0. Applying
the 4-function in Eq. (10.6) and performing the named approximations we obtain a crude
form of the cross section
ﬀ0 = FYFS
1X
n=0
1
n!
Z nY
i=1
d3ki
ki0
~S(p1; p2; ki) 

2ki0p
s
  "
 Z
d
q
4
ﬀ0(s0) : (10.8)
We now introduce the reduction factor  as a new variable
 = 1  s0
s
=
2KP  K2
P 2
(10.9)
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where K represents the sum over all photon momenta ki and P is the sum of the initial
lepton momenta. With the help of a  function we include this variable into the cross section
ﬀ0 = FYFS
maxZ
"
d
Z
d
q
4
ﬀ0(s(1  ))

1X
n=0
1
n!
Z nY
i=1
d3ki
ki0
~S(ki) 

2ki0p
s
  "



   2KP  K2
P 2

: (10.10)
The lower limit of the  integration is induced by the  function and the upper limit is
usually the maximum possible energy, e.g. max = 1   4m2f=s. The next step is to nd a
suitable set of variables for the sampling of the photon momenta. We therefore translate the
1=n! symmetrization factor into an ordering of the photon energies. Concentrating on the
photon part of the cross section we derive
ﬀPhotonn =
Z nY
i=1
d3ki
ki0
~S(ki) 

   2KP  K2
P 2
 n 1Y
j=1
(k0j   k0j+1) 

k0n  
p
s
2
"

:
(10.11)
The former  function employed for all photons now only has to be applied to the photon
with the lowest energy. However, an auxiliary variable  will be introduced in order to
simplify the  function depending on :
ﬀPhotonn =
Z
d
nY
i=1
d3ki
ki0
~S(ki) 

  2k1P
 P 2



   2KP  K2
P 2


n 1Y
j=1
(k0j   k0j+1) 

k0n  
p
s
2
"

: (10.12)
We rescale all photon four-momenta by the factor of , i.e. ki =  ki, and integrate over 
with the help of the second  function
ﬀPhotonn =
Z nY
i=1
d3ki
k0i
~S(ki) 

2k01p
s
  
 n 1Y
j=1
(k0j   k0j+1) 

k0n 0  
p
s
2
"

J ( K; ) :
(10.13)
156 10 ISR with the method of Yennie, Frautschi and Suura
The function J ( K; ) represents the Jacobian stemming from the transformation of the ki
and the integration of the  function. It has the form
J ( K; ) = 1
2

1 +
1p
1  A

(10.14)
with
A =
K2P 2
( KP )2
(10.15)
and K the sum over all scaled photon momenta. The variable 0 reads
0 = 
P 2
2 KP
2
1 +
p
1  A : (10.16)
The last step consists of a rewriting of the photon four-momenta into a suitable representa-
tion. The photon energies will be scaled to the c.m. energy k0i = xi
p
s and we use spherical
coordinates (; ﬃ) for the spatial components. The function ~S(ki) translates into a function
depending only on the angle 
~S(ki)! f(i) = 2

1
(1   cos i) (1 +  cos i)  
m2l
s

1
(1   cos i) +
1
(1 +  cos i)

(10.17)
with the lepton velocity  =
p
1  4m2l =s. Inserting Eq. (10.17) into Eq. (10.13) and writing
out the full cross section yields:
ﬀ0 = FYFS
maxZ
"
d ﬀ0(s(1  ))
Z
d
q
4
h
() +
1X
n=1
Z nY
i=1
Z
"
dxi
xi
1Z
 1
d(cos i)
2Z
0
dﬃi f(i)
(   x1)
n 1Y
j=1
(xj   xj+1) (xn 0   ")J ( K; )
i
: (10.18)
In principle this is the nal form suitable to perform the Monte Carlo integration. However,
some complicated structures in the integrand result in a quite dicult integration. It is
therefore appropriate to take a simpler form and correct later. The  function depending
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on 0, the Jacobian and the function f() will be transformed to
(xn 0   ") ! (xn   ") ;
J ( K; ) ! J0() = 12

1 +
1p
1  

;
f() ! f() = 
2
1
(1   cos i) (1 +  cos i) : (10.19)
Applying a change in the variables yi = ln xi we derive the master formula for the crude
cross section
ﬀcrude = FYFS
maxZ
0
d ﬀ0(s(1  ))J0()
h
() +
1

1X
n=1
Z nY
i=1
ln Z
ln "
dyi
1Z
 1
d(cos i)
2Z
0
dﬃi
 f(i) (ln    y1)
n 1Y
j=1
(yj   yj+1) (yn 0   ln ")
i Z d
q
4
: (10.20)
This formula has a suitable form to extract all interesting kinematic variables.
10.2.2 Generation of phase space sample
Starting from the Eq. (10.20) we may generate the necessary variables:
1. The reduced c.m. energy s0:
In order to nd a distribution in  that is easy to handle we have to integrate the
master formula Eq. (10.20) over all yi, i and ﬃi resulting in
ﬀcrude = FYFS
maxZ
0
d ﬀ0(s(1  ))J0()

(
() + (   ") 1

1X
n=1
1
(n  1)!

2


ln

s
m2l

ln

"
n 1)
:
(10.21)
We observe that the integration may be divided into two parts, namely
 a part, where no photon is created  < " and
 the photon generation part  > ".
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The " dependent part of the YFS form factor is now detached yielding
FYFS = exp




2

ln
s
m2
  1 ln "+ 1
2
ln
s
m2
  1 + 2
3

= exp

2

h
ln
s
m2
  1i ln " exp


1
2
ln
s
m2
  1 + 2
3

= " eYFS
= eYFS
"Z
0
d   1 (10.22)
by dening
 =
2

h
ln
s
m2
  1i : (10.23)
After summing over the photon multiplicities the cross section Eq. (10.21) translates
into
ﬀcrude = eYFS
0@ "Z
0
d   1 ﬀ0(s) +
maxZ
"
d ﬀ0(s(1  ))J0() 0 0 1 " 0
1A ;
(10.24)
where we have used
0 = 2

ln

s
m2l

: (10.25)
The variable  and therefore the reduced c.m. energy s0 will be distributed according
to
 1 ﬀ0(s(1  ))J0()

1 + (   ") 0


"
0 
(10.26)
in the limits 0    max. Note that certain transformations of this distribution have
to be performed in order to smooth the peaks arising at  = 0,  = 1 and any peaks
included in the Born cross section ﬀ0, e.g. the production thresholds of the Z or the
Higgs bosons.
2. The number of photons:
When having a closer look at Eq. (10.21), we observe that the number of photons obeys
a shifted Poisson distribution
f(n  1) = e  n 1
(n  1)! (10.27)
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with the central value of
 = 0 ln

"

(10.28)
for  > ". Otherwise no photon will be generated.
3. The angular distribution of the photons:
The function for the generation of the angular variables i and ﬃi can be directly read
o from Eq. (10.20), i.e. they obey f(). The azimuthal angles are randomly distributed
in the interval (0; 2).
4. The energy of the photons:
The dierent energies can be simply gained by determining n ordered random numbers
yi in the interval (ln "; ln ) and therefore the k0i .
For details of the Monte Carlo generation of the dierent distributions, see [74].
10.2.3 The total weight
Having a complete sample of photons and outgoing fermions at hand we have to pay for the
dierent simplications made:
1. The rst approximation was performed by neglecting all higher-order terms. The rst
weight therefore reads:
wME =
1
ﬀ0(s0)
8><>:(l)0 (Rpi;Rqj) + 1Xn=1 (l)1 (Rpi;Rqj; kn)~S(pi; kn)
+
1
2!
1X
n;m=1
n6=m
(l)2 (Rpi;Rqj; kn; km)
~S((pi; kn)~S((pi; km)
+   
9>=>; ; (10.29)
where R represents a suitable transformation of variables. This becomes mandatory,
since the dierent  functions exist in dierent dimensions of the phase space. The ac-
cording reduction of a higher dimensional phase space with n > i photons to i photons
in i is performed with a transformation R still to be determined, see Chapter 11.
2. The three approximations made in Eq. (10.19) can be cured by appropriate weights:
 At rst the neglection of the 0 term enforces a weight
w = (xn 0   ") : (10.30)
 The simplication of the Jacobian leads to the additional weight
wJ =
J ( K; )
J0() : (10.31)
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 At last the neglection of the mass terms in the original angular distribution f()
resulting in a modied distribution f() imposes a weight for every photon
w =
nY
i=1
f(i)
f(i)
: (10.32)
The total Monte Carlo weight is then the product of all partial weights
w = wMEwwJ w : (10.33)
11 ISR at lepton colliders
In the previous chapter we have established the method of Yennie, Frautschi and Suura for
describing initial state radiation of photons. We have presented the basic method as well as
its Monte Carlo implementation leaving behind only the problem of calculating the higher
order matrix element corrections. Two dierent approaches exist in the literature to perform
this task. However, both schemes are not suited very well for our purpose and are not easily
extendable to other processes. We have therefore developed a modied projection approach
(MPA) to calculate the matrix element corrections.
In this chapter we will describe the standard approaches together with our new scheme. In
order to justify the MPA, we will compare it with other ISR simulators and experimental
data at the LEP experiment. Since the MPA can be easily applied to any lepton annihilation
processes (unlike the other approaches) in a wide range of c.m. energy, we show results for
the s-channel production of a Higgs boson at a possible future muon collider. The outline
is:
 At rst we present the projection and extrapolation as well as our new modied pro-
jection approach to calculate the matrix element corrections in Sec. 11.1.
 We will compare the MPA with other ISR simulation programs and with experimental
data for the vector boson production at LEP, see Sec. 11.2.
 Since our MPA can be easily extended to the production of scalar bosons as well,
we will present some results for the Higgs boson production at possible future muon
colliders in Sec. 11.3.
11.1 Matrix element corrections
In the previous chapter the correction of the exponentiated soft photon contributions with
the help of exact matrix elements was described leaving only one open question: How can we
calculate the dierent matrix element corrections ? The problem is that we have to evaluate
the dierent contributions i for i real photons with an already determined given phase
space sample with n > i photons. Since we have to ensure energy-momentum conservation,
a procedure for reducing the phase space sample of n photons to a sample with i photons
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has to be found in order to calculate i. The essential part of the rst-order matrix element
correction reads
wME =
1
ﬀ0(s0)
(
(1)0 (Rpi;Rqj) +
nPhX
n=1
(1)1 (Rpi;Rqj; kn)  ~S(pi; kn)(0)0 (Rpi;Rqj)
~S(pi; kn)
)
(11.1)
with R representing an appropriate reduction procedure.
Two dierent approaches are apparently used to dene such a procedure, i.e. a projection
method [73] and an extrapolation method [75]. The rst manipulates the four-momenta,
whereas the latter manipulates the matrix elements to dene a mapping onto a reduced set
of four-vectors. Both methods together with a list of their advantages and drawbacks will be
described in the following. After this we will present our new modied projection approach.
11.1.1 The projection approach
Within the projection approach a number of boosts, rotations and scalings are applied to
the incoming and outgoing four-momenta in order to gain a set of momenta which obey
the four-momentum conservation in the predened dimension of the phase space. In the
following we will denote the four-momenta of the incoming particles with p1 and p2, the
four-momenta of the outgoing particles with q1 and q2 and the n produced photons with
k1 : : : kn. The boosts, rotations and scalings will be performed under the condition that
important variables remain unchanged. These are
 the reduced c.m. energy s0 = (q1 + q2)2 and
 the angles between the photons and the beam axis.
The former one is mandatory since a slight change in the c.m. energy can produce a large
deviation from the original cross section, e.g. around the Z peak. The latter one is necessary
to preserve the structure of the event in the soft and collinear limits in order to cancel
all large logarithms. In a region of the phase space leading to these divergencies a slight
alteration of the variables can change the cross section dramatically as well. Here, we will
present the reduction procedure in the projection approach for the two cases of calculating
the Born matrix element 0 and the one photon matrix element 1.
Calculation of 0
The rst condition is that the transformed four-momenta obey four-momentum conservation
R p1 +R p2 = R q1 +R q2 (11.2)
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and the second condition (see above) is that the reduced c.m. energy remains the same, i.e.
s0 = (q1 + q2)2 = (R q1 +R q2)2 : (11.3)
To achieve this, the outgoing four-momenta q1 and q2 will be boosted into their c.m. frame.
The four-momenta of the incoming particles cannot be boosted in the same way into this
frame, since then the four-momentum conservation would not hold. The four-momenta of
the incoming particle will be therefore not simply boosted into this frame but scaled to
the reduced c.m. energy as well. All additional photons will be therefore "absorbed" into
the incoming particles. At the end all four momenta will be boosted back to the original
laboratory frame. Note that in order to keep the angles between the outgoing and incoming
four-momenta in average, two boosts will be performed with the outgoing momenta instead
of only one direct boost. At rst only the z component of the sum Q = q1 + q2 is boosted
and then a boost along the remaining components leads into the demanded c.m. frame.
Determining 1
The situation changes slightly when one resolved photon is added. The second condition
of conserving the angle between photon and the incoming momenta will be brought into
play. The photon momentum will be therefore kept unchanged, R ki = ki. The following
procedure is then applied:
1. At rst the outgoing momenta q1 and q2 are boosted into their c.m. frame in the same
way as in the 0 case.
2. The photon is boosted into this frame as well.
3. The two outgoing momenta q1 and q2 are boosted again in order to add up to the
photon momentum. We are therefore now in the joint c.m. frame of all outgoing
four-momenta.
4. The incoming four-momenta are boosted into this frame and scaled (like in the case of
calculating 0) to obey four-momentum conservation.
5. All four-momenta are boosted back to the laboratory frame.
In this way not only the reduced c.m. energy but also the angle of the photon with respect to
the beam axis will be preserved. This procedure can be extended to any number of photons.
Step 3 of the algorithm has then to be changed to a boost of the two momenta q1 and q2 in
order to hold the sum of all considered photons.
This approach was widely used with great success during the investigation of the Z peak at
the LEP1 experiment. However, at this energy the radiation of more than one hard photon is
strongly suppressed and therefore higher-order corrections (i.e. for the radiation of two hard
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photons) must not be taken into account. The situation changes dramatically in the regions
well above the Z peak at e.g. LEP2 energies of roughly 200 GeV. A strong radiative return
to the Z peak takes place and the radiation of more than one hard photon is enhanced. In
this case the presented approach fails to describe the experiment and can therefore not be
used. Note that the main reason is that at higher energies with high energetic photons (due
to the radiative Z return) the c.m. energy s0 is considerably lower than the c.m. energy s.
The radiation of the photons is calculated at the wrong scale s0 rather than at s in this
approach and therefore leads to a wrong logarithmic structure.
11.1.2 The extrapolation approach
In contrast to the projection approach, the extrapolation approach conserves all four-momenta
and manipulates the matrix elements i. As an example of how it works, we will describe
this method for the calculation of 0 and 1.
Calculating 0
The matrix element 0 depends on the the c.m. energy s and on the angle between the
incoming momenta and the outgoing momenta cos  = \(p1; q1) = \(p2; q2). When addi-
tional photon momenta are present, the c.m. energy s can be taken to be the reduced c.m.
energy s0 = (q1 + q2)2, but the two angles now dier \(p1; q1) 6= \(p2; q2). In order to take
into account this eect, the average of the matrix elements at the two dierent angles is
calculated
0(p1; p2; q1; q2; k1; : : : ; kn) =
1
2

dﬀ0
d

(s0; cos 1 = \(p1; q1)) + dﬀ0d
 (s
0; cos 2 = \(p2; q2))

:
(11.4)
Manipulating 1
The correction term for 1 was dened in Eq. (E.58)
1(p1; p2; q1; q2; kj) = 1(p1; p2; q1; q2; kj)  ~S(p1; p2; kj) 0(p1; p2; q1; q2) : (11.5)
The second term can be calculated straightforward using the denition of 0 in Eq. (11.4)
and ~S(p1; p2; kj). The matrix element 1 has to be dened in a way that in the limit of a
vanishing photon momentum this correction becomes zero. It turns out that a rewriting of
the original matrix element fullls the task:
1(p1; p2; k; s0; cos#1; cos#2) = ~S(p1; p2; k)Wm(^; ^)
1
2

dﬀ0
d

(s0; cos#1) +
dﬀ0
d

(s0; cos#2)

(11.6)
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with the correction factor
Wm(^; ^ ) = 1  m
2
e
s

^2 + ^2
 ^
^
+
^
^
!
; ^ =
kp2
p1p2
and ^ =
kp1
p1p2
: (11.7)
This factor indeed becomes unity in the case of kj ! 0. Note that in Eq. (11.6) the dierent
factors will be calculated in dierent frames. The photon part ~S(p1; p2; kj)Wm(^; ^) is
evaluated in the original c.m. frame with the c.m. energy s = (p1 + p2)2 and the nal state
particle part is determined in the reduced c.m. energy momentum frame s0 = (q1 + q2)2.
Note that this procedure can be performed only, if the matrix element is known analytically.
The extrapolation approach is capable of describing the dierent observables like reduced
c.m. energy and photon momenta at a large variety of c.m. energies, i.e. its region of appli-
cability is not constrained to the Z peak as in the case of the projection approach. However,
one major shortcoming is that the matrix elements have to be manipulated by hand. This
approach is therefore dicult to extend to other processes.
11.1.3 The modied projection approach (MPA)
In order to apply the YFS approach to a wide range of c.m. energies it is necessary to describe
the reduced c.m. energy s0 and the photon angular momentum kip reasonably well. In the
projection approach only one of these two variables can be conserved by simultaneously
keeping energy momentum conservation. The description of ISR around the Z peak is
therefore the main application of this approach, since in this region the reduced c.m. energy
s0 does not vary too much. In the extrapolation approach this problem is circumvented by
calculating the important parts of the matrix element in two dierent frames and therefore
both variables will be conserved in the respective two frames. Although this approach is
capable of simulating ISR in the whole range of accessible c.m. energies, a major shortcoming
is that the analytic expression of the matrix element has to be known in order to divide it
into the according two parts. This fact makes it dicult to extend this approach to other
matrix elements.
Our aim is therefore to nd a projection approach (in order to keep the matrix elements
unmodied) which respects both important variables. The basic idea of this modied pro-
jection approach (MPA) is to calculate the matrix element in one frame and to correct this
expression with the main contribution of the second frame. The rst order infrared nite
correction therefore reads
~1(p1; p2; q1; q2; ki) = C(p1; p2; q1; q2) 1(p1; p2; q^1; q^2; ki)
  ~S(p1; p2; ki) ~0(Rp1;Rp2;Rq1;Rq2) (11.8)
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with the correction factor C given by
C =
~0(Rp1;Rp2;Rq1;Rq2)
~0(p1; p2; q^1; q^2)
: (11.9)
The matrix element correction 1 is calculated at the original scale s modifying the outgoing
fermions q1 and q2 to obey four-momentum conservation yielding q^1 and q^2. Accordingly, we
disturb the conservation of the reduced c.m. energy s0. This can be adjusted by applying
the correction factor Eq. (11.9). Here, we make use of the fact that the main dependence on
s0 is already included in the dierential Born cross section ~0. We end up with a subdivision
of the matrix element into two factors, which are calculated in two dierent c.m. frames.
This idea is similar to the extrapolation approach, but with the big dierence that we can
use the unmodied matrix elements for this task. We have implemented this approach into
our matrix element generator AMEGIC++ restricting ourselves to the rst-order correction ~1.
Note that in order to reach a wide range of possible matrix elements, it was necessary to
calculate the rst-order virtual corrections not only for the vector boson production but for
the production of a scalar boson as well. In the next sections we will show some results
obtained with this new modied projection approach.
11.2 Vector boson production at LEP
In this section we want to justify our ansatz by comparing the results with existing ISR
simulations and experimental data [76].
11.2.1 Comparisons between dierent ISR simulations
We begin with a comparison of our simulation with a parton shower approach (i.e. Pythia
[77]) and a YFS approach (i.e. KoralZ [78]) generator. Pythia has implemented the parton
shower approach with a correction of the rst photon to the exact matrix element. We
used KoralZ in the option of applying a correction up to the second order in the coupling
constant. It is therefore possible to see the inuence of the missing second order correction.
In order to compare all approaches, we have concentrated on three important variables:
 The distribution of the reduced c.m. energy s0 = (q1 + q2)2,
 the photon energy distribution E and
 the transverse momentum distribution of the outgoing particles (in our case a quark
pair).
Note that the two latter observables can not be described easily using a structure function
approach, since in a Monte Carlo sense no real photons can be generated. We have performed
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all calculations at the c.m. energy of ECMS = 189 GeV which was accessible by the LEP2
experiment. The results are the following:
1. In Fig. 11.1 we see the s0 distribution. The deviation of KoralZ due to the included
second order correction is quite tiny, whereas the Pythia result deviates signicantly
from the two other approaches.
2. The transverse momentum distribution in Fig. 11.2 is equally well described by all
generators.
3. In the last gure (Fig. 11.3) we have splitted the photon energy distribution into the
dierent contributions stemming from the rst, second, third and fourth hard photon.
Note that the dierent contributions have been calculated by ordering the produced
photon momenta according to their energy. We compare with KoralZ and Pythia
and observe that our description of correcting all photons to the rst-order matrix
element yields results comparable with KoralZ. We see as well that the contributions
for the second, third and fourth hardest photon deviate from the KoralZ description.
This is exactly what we have expected for the inuence of the second order correc-
tion in KoralZ. Since these higher-order corrections are less important, we still have a
reasonably close agreement with KoralZ. In contrast to this Pythia shows large devi-
ations around the Z peak comparable to the dierence already encountered in the s0
distribution.
We have therefore justied our choice of the YFS scheme for simulating ISR. Furthermore,
we proved the good performance of our new modied projection approach by nding an
overall agreement with existing ISR simulators.
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Figure 11.1: The s0 distribution at ECMS = 189 GeV comparing
Pythia and AMEGIC++ is plotted. In addition, the 2nd order distribution
of KoralZ is indicated.
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ed projection
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11.2.2 Comparisons with experimental data
In this section we want to go one step further, i.e. we will compare the MPA approach with
experimental data taken at LEP2 at a c.m. energy of ECMS = 189 GeV. We have used data
from the three LEP collaborations DELPHI, OPAL and L3. The results are:
1. Fig. 11.4 shows the total cross section for the process e+e  ! + () with dierent
cuts applied on the reduced c.m. energy s0. The inuence of ISR can therefore be
examined. We see an excellent overall agreement of our approach with the experimental
data taken at DELPHI [79].
2. In Fig. 11.5 the forward-backward asymmetry due to the parity violating coupling
structure of the Z boson is depicted. A combined analysis of the data for e+e  !
+ () and e+e  ! ﬁ+ﬁ () was performed by the OPAL collaboration [80]. Note
that the open symbols refer to preliminary data [81]. The description of the data with
our simulation is quite accurate.
3. Fig. 11.6 shows the dierential distribution of the cross section depending on the angle
between equally charged incoming and outgoing leptons compared with L3 data [82].
Although the data exhibit large error bars and uctuations, we describe them within
our ISR simulation AMEGIC++ reasonably well.
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11.3 Higgs boson production at a muon collider
In order to show the wide range of applicability of our modied projection approach, we will
show results for the s-channel Higgs boson production at muon colliders in this section. Note
that such processes are not included within the original YFS implementation of KoralZ.
11.3.1 Muon collider
In contrast to hadron machines (Tevatron and LHC collider) and e+e  colliders (LEP and
TESLA) the Higgs particle can be produced at a muon collider without any spectator par-
ticles. The hadron machines have a large QCD background and the e+e  colliders can
produce a Higgs particle only accompanied by a Z boson, two neutrinos or an e+e  pair
in the predominant channels. The cross section is accordingly much smaller compared to
a muon collider and the signature of the Higgs boson depends on the accompanying extra
particles. Even though a possible Higgs boson will be rst discovered and examined at the
former machines, its properties like the mass could be measured only up to a precision of
roughly 1 GeV at hadron colliders. Of course, the precision is better at an e+e  collider.
However, a very clean measurement of the Higgs boson properties at a muon collider would
provide the mass and the width with an unprecedented accuracy in the sub-MeV region. An
interesting upgrade of such a muon collider might provide similar detailed measurements of
the heavy neutral MSSM Higgs bosons H0 and A0.
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11.3.2 ISR at a muon collider
In order to obtain such a high accuracy a detailed knowledge of the theoretical uncertainties
in the Higgs boson production mechanism is mandatory. Especially the eect of ISR has to
be known to a high accuracy, since it is responsible for a shift in the peak distribution of
every particle (see e.g. Fig. 11.4 for the case of the Z boson).
Using our new modied projection approach, we can apply the YFS scheme for the rst time
to the Higgs boson production at muon colliders. We therefore gain not only information
about the shifted peak structure (the s0 distribution) but also about the energy distribution
of the photons.
At rst, we investigate a Standard Model Higgs boson with a mass of 115 GeV. In Fig. 11.7
the cross section for +  ! bb including contributions from the photon, the Z- and the
SM Higgs boson is presented for dierent cuts to the reduced c.m. energy s0. The shift of
the Higgs boson peak is visible but tiny. However, for a detailed measurement of the Higgs
boson properties it has to be taken into account. The forward-backward asymmetry around
the hSM resonance is shown in Fig. 11.8.
Since we have constructed a general approach to produce scalar resonances, it is possible to
investigate the properties of non-SM like Higgs bosons as well. In the minimal supersym-
metric extension of the Standard Model (MSSM) two further neutral Higgs bosons appear.
These are a heavy scalar Higgs boson H0 and a pseudo-scalar Higgs boson A0. Due to the
already excluded low tan  = v2=v1 regions (with v1=2 the vacuum expectation values of the
two Higgs doublets), these two neutral Higgs bosons are almost degenerate in their mass.
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For our investigations we have chosen the mSUGRA point (in order to x the soft breaking
masses of the MSSM) SPS1. Its properties concerning the SUSY particle masses can be
found in Tab. A.2 in App. A.2. Note that it is necessary to specify all SUSY particle masses
(not only the Higgs boson properties), since they play an important role in the derivation of
the Higgs boson widths.
The result of our investigations can be seen in the following gures:
1. In Fig. 11.9 the energy dependence of the total cross section for dierent cuts to the
reduced c.m. energy s0 is plotted. Since the heavy Higgs bosons have a much larger
total width compared to the light Higgs, a strong shift in the cross section due to the
ISR corrections can be detected. Note that only one, slightly deformed, peak can be
observed due to the nearly mass degenerate heavy Higgs bosons.
2. The forward-backward asymmetry for the heavy Higgs bosons is shown in Fig. 11.10.
3. In the next two gures, Fig. 11.11 and Fig. 11.12, the reduced c.m. energy s0 is plotted
at a c.m. energy slightly above the heavy Higgs bosons peak, i.e. at ECMS = 400 GeV.
We can easily gure out the radiative return to the Z boson peak, while the radiative
return to the heavy Higgs boson peak can be clearly seen only in a detailed plot around
the peak distribution in Fig. 11.12. Note that even though the light Higgs boson of 115
GeV was taken into account as well, a peak due to the radiative return is masked by
the nearby Z peak.
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4. In Fig. 11.13 and Fig. 11.14 the energy distribution of the ISR photons is presented at
a c.m. energy of ECMS = 400 GeV. In order to investigate the eect of the radiative
return to the heavy Higgs boson peak we show a detail of the energy distribution in
Fig. 11.14. We clearly see that the inuence of the second and the third hardest photon
is much larger than at the LEP2 energy of 189 GeV. We can therefore conclude that the
calculation of the second or even the third-order matrix element is necessary in order
to describe the photon energies accurately. However, the one-photon correction still
remains the main contribution to the photon energy distribution, which was calculated
exactly within our approach.
5. In Fig. 11.15 the eect on the angular distribution of the b-quark of taking into account
all contributions to the process +  ! bb (i.e. a photon, a Z boson and all three Higgs
bosons in the s-channel) including all interference terms is depicted.
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Part IV
Multijet events

12 Parton shower
We want to describe the method of subsequent parton branching, i.e. the parton shower.
Note that we will only sketch basic ideas and refer for a more detailed treatment to the
concise literature [83, 84]. The outline is as follows:
 We will start with an introduction to the underlying space-time picture and associated
divergencies in Sec. 12.1.
 In the next section we will present two dierent approximation schemes, which lead to
a parton shower ordering according to virtual mass or opening angle, see Sec. 12.2.
 Azimuthal correlations are a sub-leading eect within these approximation schemes,
see Sec. 12.3. Basically we may neglect this eect, but it is of some interest due to
experimental requirements.
 Finally we discuss a mathematical tool for the description of recursive function series,
the generating functions, in Sec. 12.4. Within this framework we will show how to
extract observables from the parton shower description.
12.1 Space-time picture and Divergencies
The radiation of a soft gluon or the decay of a quark into a pair of nearly collinear quark and
gluon always leads to an enhancement of the matrix element. It is possible to identify the
large contributions in every decay and to sum them up to all orders in perturbation theory.
This method leads to a sequence of independent 1 ! 2 branching processes called parton
shower. Dierent approximation schemes lead to dierent ordering schemes. However, the
ordering variable can be associated with a scale. In these terms the parton shower usually
starts at the scale of the hard subprocess (e.g. e+e  ! qq), i.e. at the order of the c.m.
energy squared and ends at the hadronization scale which is at the order of a few 2QCD. The
construction of such a parton shower in dierent approximation schemes is the topic of the
next sections.
In order to describe subsequent branching of partons we start with the decay of a virtual
parton a into partons b and c within a chain of branchings, see Fig. 12.1. Note that we assume
a strong ordering in virtual mass of the partons, i.e. p2a ﬂ p2b ; p2c . Taking into account only
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Figure 12.1: Subsequent gluon emissions.
the regions which are enhanced due to the collinear and soft limits, the amplitude squared
has the following form:
jMj2 / 
ta
Pba(z) ; (12.1)
where  denotes the coupling constant (strong or electroweak), ta = p2a is the virtual mass
squared of the incoming parton and Pba(z) is the so-called splitting function. Its denition
originates from the DGLAP evolution equation [85{88] and it is responsible for the proper
distribution of the energy fraction z:
z =
Eb
Ea
: (12.2)
The splitting function therefore depends on the type of the incoming and the outgoing
partons. As we already know from the DGLAP evolution kernel, these functions can be
calculated to a specied order in the coupling constant, where the rst order yields
P (0)qq (z) = C

1 + z2
(1  z)

;
P (0)qg (z) = TR

z2 + (1  z2) ;
P (0)gq (z) = CF

1 + (1  z)2
z

;
P (0)gg (z) = 2CA

z
(1  z) +
1  z
z
+ z (1  z)

; (12.3)
where TR = 1=2 and the Casimir operators are CF = 4=3 and CA = 3. The factor C equals
CF or unity for radiating a gluon or a photon o the quark, respectively. Note that the
splitting functions have been already averaged over spins. The other case of including spin
eects explicitly, i.e. dealing with the azimuthal correlations, will be discussed elsewhere, see
Sec. 12.3.
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If we insert the following expression for the virtual mass in the small angle approximation
ta = p2a = (pb + pc)
2 = 2EbEc(1  cos a) = z(1  z)E2a2a (12.4)
into Eq. (12.1), we recognize that indeed the amplitude squared exhibits a collinear diver-
gence, i.e. for a small angle a being the angle between partons b and c.
Iterating Eq. (12.1) for a whole chain of subsequent branchings will result in a recurrence
relation between the amplitudes for n+ 1 and n radiations
jMn+1j2 / ta Pba(z) jMnj
2 : (12.5)
We are now able to calculate the cross section for a n parton amplitude
dﬀn = FjMnj2 dn ; (12.6)
where F denotes the ux factor of the incoming particles. Since the amplitude jMnj2 is given
in a recursive form depending on jMn 1j2, we might construct the phase space element in a
similar way. After some manipulations, where terms outside the enhanced region have been
neglected, we derive:
dn+1 = dn
1
4(2)3
dt dz dﬃ ; (12.7)
with ﬃ denoting the azimuthal angle. Inserting Eq. (12.7) and Eq. (12.5) into Eq. (12.6) and
integrating out the azimuthal angle ﬃ provides us with the following recurrence relation for
the dierential cross section
dﬀn+1 =

2
dz
dta
ta
Pba(z) dﬀn : (12.8)
This is the starting point for the construction of a parton shower algorithm, which takes
the enhanced regions stemming from the soft and the collinear divergencies into account.
Two dierent approximation schemes are mainly used in the literature: The leading loga-
rithmic approximation (LLA) and the modied leading logarithmic approximation (MLLA).
They take us to shower algorithms that are ordered by virtual masses or emission angles,
respectively.
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12.2 Ordering schemes and Sudakov form factors
In this section we will dene the Sudakov form factor [89] for the dierent approximation
schemes, LLA and MLLA. We will start with the simplest ansatz, the resummation of large
logarithms. This shall lead us to a strong ordering in virtual mass along a branching chain.
The introduction of the Chudakov eect [90], well-known from QED, to QCD leads to the
requirement of an angular ordering. There are two possibilities to implement this idea:
 One way could be to constrain the angles of subsequent branching in the LLA method
to obey an angular ordering.
 On the other hand we are able to sum not only leading logarithms but double lead-
ing logarithms as well. The resulting MLLA scheme imposes a natural ordering of
successive opening angles in the branching process.
12.2.1 Ordering by virtual masses
While deriving Eq. (12.1), we constrained the kinematic region of the branching process to a
strong ordering in virtual mass. This idea is also included in the derivation of the recurrence
relation for the cross section of n branchings, Eq. (12.8), and leads to a strong virtuality
ordering of the subsequent branching process:
Q2 ﬂ t1 ﬂ t2 ﬂ    ﬂ Q20 : (12.9)
Here, we start from an initial high scale Q2 which is in most cases connected with the scale
of the underlying hard subprocess, i.e. Q2 = s with the Mandelstam variable s. A natural
end of the parton cascade is given by the approximate scale of 2QCD, where perturbative
methods are not applicable anymore. Usually one chooses Q20 of the order of 1 GeV
2 to
stay well above the non-perturbative regions. By iterating Eq. (12.8) under the assumption
of strong ordering in virtual mass, see Eq. (12.9), we are able to derive an approximate
expression for the dierential cross section:
dﬀn / dﬀ0 nS
Q2Z
Q20
dt1
t1
t1Z
Q20
dt2
t2
: : :
tn 1Z
Q20
dtn
tn
= dﬀ0
nS
n!

log
Q2
Q20
n
: (12.10)
So we recognize that this ordering scheme leads directly to the resummation of large loga-
rithms in the form of log(Q2=Q20). This method is already known for the subsequent parton
branching in the initial state of the Deep Inelastic Scattering (DIS) process. There, an evo-
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lution equation for parton densities q(x; t) has been derived, namely the DGLAP-equation:
t
@
@t
q(x; t) =
Z
dz
S
2
P (z)

1
z
q
x
z
; t
  q(x; t) : (12.11)
Since the basic ideas of initial and nal state branchings have been strongly connected, we
can use the DGLAP equation in order to dene the so-called Sudakov form factor
(Q20; Q
2)  exp
8><>: 
Q2Z
Q20
dt
t
1 Z

dz
S
2
P (z)
9>=>; ; (12.12)
where P (z) again denotes the splitting function and  represents the necessary cut-o to the
splitting function which are in most cases divergent for z ! 0 and/or z ! 1, see Eq. (12.3).
Note that this form factor can be interpreted as a probability. In order to nd its proper
meaning we will insert the Sudakov form factor into the DGLAP-equation
t
@
@t

q(x; t)
(Q20; t)

=
1
(Q20; t)
1 Z

dz
z
S
2
P (z) q
x
z
; t

: (12.13)
This equation can now be rewritten in form of an integral equation
q(x; t) = (Q20; t) q(x;Q
2
0) +
tZ
Q20
dt0
t0
(Q20; t)
(Q20; t0)
1 Z

dz
z
S(p2?)
2
P (z) q
x
z
; t0

: (12.14)
From Eq. (12.14) we can deduce the meaning of the Sudakov form factor: The rst term
represents the probability, that no branch occurs at all and the second term reects the
integration over all possible ways of branchings in the (t; z) plane. The Sudakov form factor
(t1; t2) can therefore be regarded as the probability, that no branch between the two scales
t1 and t2 with t1 ﬁ t2 takes place. Note that in order to take into account some next-
to-leading order corrections of the splitting functions we have introduced a running of the
strong coupling constant in Eq. (12.14). It now depends on the transversal momentum of the
current branching which can be expressed through the corresponding transverse momentum
p2? = z(1  z)t : (12.15)
Since the strong coupling exhibits a Landau pole at the low scale 2QCD, we are forced to
introduce a lower cut-o to the argument of S(p2?). Since we have already introduced a
188 12 Parton shower
lower cut-o parameter in our showering scheme, namely Q20, the S argument value p2?
should not go beyond this scale. We therefore have to demand that p2? = z(1   z)t > Q20.
This leads us in a natural way to the denition of the cut-o , since now we have to impose a
cut to the integration variable z. This cut-o turns out to depend on the second integration
variable t given by the following form:
(t) =
1
2
  1
2
r
1  4 Q20
t
: (12.16)
All ingredients are now at hand to indicate the general form of the Sudakov form factor in
the LLA scheme:
a(Q20; Q
2) = exp
8><>: Xb
Q2Z
Q20
dt
t
1 (t)Z
(t)
dz
S(z(1  z)t)
2
Pba(z)
9>=>; : (12.17)
We would like to mention that we have added several things to the previous equation. Firstly
we have included the possibility of having dierent parton branching processes. Secondly
the t dependence on the cut-o as dened above in Eq. (12.16) was introduced. Thirdly the
equation was extended to have a running strong coupling constant S. To include the radia-
tion of photons o quarks, the strong coupling has to be exchanged with the electromagnetic
coupling QED and dierent cut-o values have to be found. Note that for simplicity we are
inclined to take the same values as in the QCD case.
12.2.2 Coherence eects
In order to motivate the inclusion of coherence eects and the resulting angular ordering
we discuss the so-called Chudakov eect in QED [90]. Let us regard the process, where a
virtual photon decays into an electron and a positron which radiates o a photon as depicted
in Fig. 12.2. The interesting variables are the angle between the electron and the positron
ee and the angle between the positron and the radiated photon e. With the help of the
uncertainty relation we nd an approximation of the photon's formation time
tf  1k2e 
?
e
(12.18)
which can be calculated using the transversal component of the photon's wave length ?.
Since the electron and the positron travel apart from each other, we can determine the
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Figure 12.2: Emission of a photon by an e+e {pair in
QED.
distance gained during the formation time of the photon:
?  tfee  eee ? : (12.19)
Supposed that e ﬂ ee, the distance ? would be much smaller than the transverse wave
length ? and the photon would not be able to resolve the inner structure of the electron
positron pair. Hence, to guarantee that the electron as well as the positron can radiate
photons independently we have to demand ? > ? which results in an angular ordering
condition
e  ee : (12.20)
Note that these consideration can be easily adopted to the case of QCD by replacing the
leptons with quarks and the radiated photon with a gluon, respectively.
12.2.3 Angular ordering
The implementation of angular ordering can be achieved in the LLA scheme by enforcement
only. We simply have to take care that each new branching has a smaller opening angle than
the previous one. However, from a theoretical point of view this idea is not satisfying and
we have to construct a Sudakov form factor that inherently obeys an angular ordering.
We start by rewriting Eq. (12.8) in the following way:
dﬀn+1 =

2
d

dzPba(z) dﬀn ; (12.21)
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where we have dened a new ordering variable
 =
pb  pc
EbEc
= 1  cos bc (12.22)
in the massless case. In order to nd an appropriate Sudakov form factor we have to dene
a cut-o parameter of the ordering variable:
0 =
Q20
E2
; (12.23)
where E is the energy of the incoming particle. This form of the cut-o leads us to a
redenition of the ordering variable scaling it with the energy squared:
~t = E2  t0 : (12.24)
Note that again ~t0 = Q20. At this stage we are able to dene the Sudakov form factor for
angular ordering or the MLLA scheme:
a(Q20; Q
2) = exp
8><>: Xb
Q2Z
Q20
d~t
~t
1 (~t)Z
(~t)
dz
(p2?)
2
Pba(z)
9>=>; : (12.25)
Looking at the equation above we recognize that a(Q20; Q2) has the same form compared
to the Sudakov form factor in the LLA scheme, see Eq. (12.17) which guides us to an in-
terpretation as a no-branching probability again. But we should keep in mind that some
subtleties are rather dierent, i.e. the expressions for the cut-o function (~t) as well as for
the transverse momentum p2? dier from the ones found in the LLA scheme. In order to nd
these relations, we impose the condition of angular ordering on the new ordering variable ~t
resulting in the following requirements
~tb < z2~ta and ~tc < (1  z)2~ta : (12.26)
These equations can be translated immediately to dene the cut-o function:
(~t) =
r
Q20
~t
: (12.27)
Furthermore, the evaluation of p2? depending on the new ordering variable has to be per-
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Figure 12.3: Azimuthal correlations between decay planes of subsequent branch-
ing, g ! m! d1d2.
formed
p2? = z2(1  z)2 ~t : (12.28)
We have now all components at hand to calculate the Sudakov form factor in the MLLA
scheme. Note that we have only sketched a way of constructing the Sudakov form factor
which naturally obeys an angular ordering condition. This simplied derivation has to be
replaced by a proper summation of large single leading and double leading logarithms. This
can be found elsewhere, see [83].
12.3 Azimuthal correlations
In this section we want to discuss correlations between the azimuthal angles of dierent
branching planes as depicted in Fig. 12.3. Remember that we have discarded these cor-
relations in deriving the recurrence relation for the cross section, Eq. (12.8), i.e. we have
integrated over the azimuthal angle.
A uniformly distributed azimuthal angle in each branching of the parton shower would result
in a circular distributed jet form, which contradicts the elliptic form observed in experiments.
The sub-leading eect due to these correlations between azimuthal angles has therefore to be
taken into account. It originates from the polarization structure of subsequent branchings.
In order to derive appropriate correlators we consider the branching of a gluon into two
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gluons reected by the three gluon vertex:
Vggg = igfabc a 

b 

c [g(pa   pb) + cycl.] ; (12.29)
where i denotes the polarization of the dierent gluons. Accordingly, the condition i pi = 0
has to be fullled, leading to
Vggg =  2igfabc [(ab)(cpb)  (bc)(apb)  (ca)(bpc)] : (12.30)
Since in a parton shower model the gluons can be taken to be nearly on-shell, we only
have to take the transversal polarized states into account. Hence, we can divide the gluon
polarizations into the one which lie in the plane of branching ini and perpendicular to this
plane outi . They consequently have to obey
ini inj = outi outj =  1 ;
ini outj = outi pj = 0 :
(12.31)
Using the small angle approximation we derive the following relations for the dierent prod-
ucts of polarization states and four-momenta
ina pb =  Ebb =  z(1  z)Ea ;
inb pc = Ec = (1  z)Ea ;
inc pb =  Eb =  zEa ;
(12.32)
where we have used
 =
1
Ea
s
t
z(1  z) =
b
1  z =
c
z
(12.33)
in the small angle approximation. Summing over the polarization states of the particles b
and c and assuming an angle ﬃ between the polarization of the gluon a and the branching
plane yields:X
b;c
Vggg(a; b; c) =  2igfabcEa [cosﬃ (z   2z(1  z) + (1  z)) + sinﬃ (z + (1  z))] :
(12.34)
Multiplying this expression with the propagator 1=ta given in Eq. (12.4) results in the recur-
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Flavours Cav
g! g! g CA  CA
g! g! q  CA  TR
q! g! g CF  CA
q! g! q  CF  TR
Table 12.1: Correlation factors for azimuthal correlations in dependence on the
avour structure considered.
rence relation between an n-parton and an (n+ g)-parton amplitude squared:
jMn+gj2  4g
2
t
CA

cos2 ﬃ

1  z
z
+
z
1  z + 2z(1  z)

+ sin2 ﬃ

1  z
z
+
z
1  z
ﬀ
 jMnj2
=
4g2
t
CA fPgg(z) + z(1  z) cos(2ﬃ)g jMnj2 : (12.35)
This expression can be compared with Eq. (12.5) in order to determine the additional cor-
relations. Note that this idea can be extended to the other possible branching types, e.g.
q ! qg, as well. We observe that all correlators behave like cos(2ﬃ) and vanish in the limits
z ! 0 and z ! 1, i.e. as already emphasized above, azimuthal correlations are a sub-leading
eect.
Altogether, we derive an expression for the correlator between two subsequent branchings
in the process g ! m ! d1d2, where the incoming particle of the rst branch is called
grandmother g, the incoming particle of the second branch mother m and the outgoing ones
are called daughters d1 and d2:
cg!m!dﬃ = 1 +
4
Pgm(zg)  Pmd(zm) 
1  zg
zg
(1  zm)zm  Cav  cos(2ﬃ) : (12.36)
Depending on the avour of the appropriate partons the correlator Cav is dened in Tab. 12.1.
12.4 Generating functions
The concept of generating functions is the appropriate mathematical tool to describe function
series which are built up recursively, like for instance evolution equations. Rewriting these
equations with help of this formalism has the advantage that observables like jet cross sections
or jet rates can be calculated more easily. Technically, we introduce an additional variable u
and generate the whole function series by evaluating the derivative of the generating function
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with respect to u and setting u to some constant value (in most cases 0 or 1):
an 

d
du
n
G(u)
fu=0g : (12.37)
In order to illuminate the concept we want to give some examples, i.e. the series of the natural
numbers, the Bernoulli series and the Hermite polynomials can be derived by dening the
following generating functions:
G(u) = u expu =) 0; 1; 2:::n
G(u) = u=(eu   1) =) Bn
G(u;x) = exp (2 xu  u2) =) Hn(x) :
(12.38)
12.4.1 Evolution equations in form of a generating function
We now want to rewrite the evolution equations for the LLA and MLLA scheme using
the formalism of the generating functions. Note that from now on we dene an evolution
variable Q2 which is either a virtual mass Q2 or a rescaled angular variable ~t for the case of
the virtuality and angular ordering, respectively. The lower limit to the parton shower will
accordingly be substituted by Q0. This allows us to write down only one evolution equation
for both approximation schemes. The DGLAP evolution equation can be transformed using
the following denition for the parton density of particle type a:
qa(Q0; Q) =

u
ﬃA(Q0; Q; u)
fu=1g : (12.39)
Inserting this relation into Eq. (12.14) and dropping the Sudakov form factors yields the
following evolution equation in the form of a generating function:
ﬃa(Q0; Q;u) = u+
QZ
Q0
dt
t
X
b
1 (t)Z
(t)
dz
S(p2?)
2
Pba(z)
 [ﬃb(Q0; zt;u)ﬃc(Q0; (1  z)t;u)  ﬃa(Q0; t;u)] : (12.40)
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12.4.2 Calculating observables
The dierential cross section for the production of n particles can be written in the form of
a generating function as well:
dﬀn =
 
nY
i=1
d3ki

u
!
dﬀ(u)
fu=0g : (12.41)
Here, the functional series dﬀn with number n can be generated via a predened functional
dﬀ(u). For instance, in the case of electron positron annihilation into a quark pair this
function can be composed of two generating functions which take care of the evolution of
the two dierent quarks:
dﬀee(Q0; Q; u) = dﬀ0 ﬃa(Q0; Q;u)ﬃa(Q0; Q;u) : (12.42)
A second application is the derivation of the probability Pn = ﬀn=ﬀ0 of producing n partons
during a parton shower in terms of the generating function. Using Eq. (12.41) and Eq. (12.42)
we dene:
Pn(Q0; Q) =
1
n!
Z  nY
i=1
d3ki

u
!
ﬃ2a(Q0; Q;u)
fu=0g : (12.43)
By performing the functional derivative in u and integrating over d3ki we obtain the following
expression:
Pn(Q0; Q) =
1
n!

@
@u
n
dﬃ2a(Q0; Q;u)
fu=0g : (12.44)
Note that these manipulations simply result in a replacement of the functional with a partial
derivative.

13 Combining matrix elements and
parton shower
The basic generation of an e+e  annihilation event can be divided into three dierent parts:
 At the beginning a number n of outgoing particles is initialized with the help of a
matrix element. To this end an expansion in the strong coupling constant mS , where
m  n + 2 represents the order of approximation is performed. This is reasonable in
a region, where typical transversal momenta between the particles p2? are large and
therefore logarithmic contributions log2n (1=p2?) are found to be small. We will use this
method later on for the generation of jets naturally having a large distance in terms
of transversal momenta. In the following we will refer to this scheme as xed order
calculation.
 The next step is to attach a parton shower at each particle generated by the ma-
trix element as described in the previous chapter. We therefore enter the regime of
small transversal momentum transfers. Hence, the logarithmic contributions depend-
ing on the transversal momenta become sizeable. A xed order calculation is therefore
not reliable anymore. Consequently, a resummation scheme taking into account lead-
ing logarithmic nS log
2n (1=p2?) (LLA), next-to-leading logarithmic nS log2n 1 (1=p2?)
(NLL) and higher-order contributions is preferable. In contrast to the xed order ap-
proach, where higher-order terms in the coupling constant have been neglected, here
lower-order logarithmic terms will be discarded.
 At the end all quarks and gluons "condensate" into white hadrons. This step is called
hadronization and can be described in the framework of models only. Dierent model
parameters (which depend on the hadronization scale) therefore enter the description
of an event.
The contributions which are taken into account exactly within the two approximation schemes
(xed and resumed order) are shown in Fig. 13.1.
Until recently the event generation could be performed consistently only in two distinct ways:
 Starting with the matrix element for e+e  ! qq a parton shower is attached on each
quark performing an evolution of the QCD particles from the initial scale Q2 = s
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Figure 13.1: The dierent contributions from next-to-
leading logarithmic (NLL), leading (LO), next-to-leading
(NLO) and next-to-next-to-leading order (NNLO) approx-
imation.
to the hadronization scale Q20  2QCD. The hardest gluon was corrected to obey the
matrix element of e+e  ! qqg. The advantage of this method is that the hadronization
parameters depend on the parton shower cut-o scale. This makes these parameters
universal since a change in the c.m. energy s has no inuence on them.
However, contributions which are beyond NLL accuracy have been neglected. Espe-
cially, angular correlations between e.g. dierent possible branching planes of a four-jet
event can not be described in this way.
 The second alternative is to start at a matrix element with an in principle arbitrary
number of outgoing particles and to perform the hadronization directly. The advantage
is that all correlations between the dierent particles can be taken into account exactly
up to the chosen perturbative order. On the contrary, the big disadvantage is that now
the hadronization parameters directly depend on the c.m. energy. This is very incon-
venient for making any predictions at high-energy colliders, since the hadronization
parameters have to be tuned every time when changing the c.m. energy.
A preferable scheme would be to combine the advantages of the two approaches starting
with an arbitrary matrix element and attaching the parton shower at the end of each matrix
element particle.
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We will present in this chapter a new consistent scheme to combine leading order matrix
elements with a parton shower, i.e.
 The calculation of jet rates in xed order of the strong coupling and of jet rates
resummed up to next-to-leading logarithmic accuracy is presented in Sec. 13.1. An
arbitrary jet measure ycut has therefore to be introduced. A scheme for combining
both approaches in order to calculate matched jet rates will be introduced as well.
 A new method that combines the dierential rates for the xed and resummed jet
scheme will be shown in Sec. 13.2.
 A colour structure has to be chosen in order to attach a parton shower or later on a
hadronization scheme to the matrix element, see Sec. 13.3.
 A proper cancellation of the dependence on the arbitrary jet measure ycut up to NLL
accuracy is mandatory for a reasonable combination scheme. The necessary manipu-
lations to the parton shower picture will be presented in Sec. 13.4.
 A general proof for the cancellation of the ycut dependence with the help of generating
functions will be shown in Sec. 13.5.
 Last but not least the full implementation of the combination scheme in form of an
algorithm will be developed in Sec. 13.6.
The basic idea of this new scheme for combining matrix elements and parton shower can
be found in [91{93]. An implementation has been performed within the event generator
APACIC++, A PArton Cascade In C++ [94]. Note that other approaches aiming at a com-
bination with NLO matrix elements exist [95{99] as well. However, they are highly dependent
on the specic processes.
13.1 Calculation of jet rates
The combination of matrix elements and parton shower requires a distinction between the
two dierent domains, i.e. a border has to be found. A solution would provide the denition
of a jet measure, since we can thus assign the production of a jet to the matrix element and
the evolution of a jet to the parton shower. Dierent schemes are available, but the most
widely used ones are the Jade, the Durham and the Cambridge algorithm. All of them rely
on the denition of a jet measure ycut, for details see App. D.1.
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13.1.1 Fixed order jet rates
We are able to calculate the cross section of every process under the condition of producing
n distinguishable jets:
ﬀn(ycut) =
Z
jet
dﬀn : (13.1)
The value now depends on the chosen jet scheme and the jet measure ycut. Jet rates can
now be calculated by simply normalizing the n jet cross sections to the total cross section
Rn(ycut) =
ﬀn(ycut)
ﬀtot
: (13.2)
Adding up these jet rates consistently in the strong coupling S the sum should be unityX
n
Rn(ycut) = 1 (13.3)
independent of the jet measure. Usually these jet rates are only known up to a particular
order of S, e.g. tree level. Thus the dierent jet rates do not sum up to unity and thus the
denition of the jet rate inherits some arbitrariness. This leads to dierent possible schemes:
 The simplest ansatz is to use "direct" rates. Here, all jet cross sections will be simply
normalized to the total cross section for the production of QCD jets
ﬀhad = ﬀe+e !qq:
Rdirn (ycut) =
ﬀn(ycut)
ﬀhad
with n > 2 ;
Rdir2 (ycut) = 1 
X
n>2
Rdirn (ycut) : (13.4)
Note that the two-jet rate can be derived from the requirement that all jet rates should
sum up to unity.
 A more sophisticated scheme is to treat every jet conguration as a subset of all jets
with a lower jet number, i.e. for instance the four-jet rate is included in the three-jet
rate which is itself part of the two jet rate and so on. We call it rescaled scheme, since
it relies on a rescaling of the direct jet rates derived above:
Rres1n (ycut) = R
dir
n (ycut) 
X
m>n
Rdirm (ycut) with n > 2 ;
Rres12 (ycut) = 1 
X
n>2
Rres1n (ycut) : (13.5)
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 A third scheme uses only a dierent type of rescaling of the jet rates, but implements
the same idea:
Rres2n (ycut) = R
dir
n (ycut)
Y
m>n
 
1 Rres2m (ycut) with n > 2 ;
Rres22 (ycut) = 1 
X
n>2
Rres2n (ycut) : (13.6)
13.1.2 Resummed jet rates
Using the ideas of the parton shower algorithm it is possible to derive jet rates which sum up
all terms up to next-to-leading logarithms (NLL). In particular these are all contributions
proportional to the leading logarithms nS ln
2n (Q=Q0) and the next-to-leading logarithms
nS ln
2n 1 (Q=Q0). As in the previous section these rates will depend on a chosen jet clustering
scheme and an appropriate jet measure ycut. We are using here the Durham scheme, where
the jet measure is dened as
yij =
2 minfE2i ; E2j g(1  cos ij)
s
: (13.7)
Applying this scheme to a decay of a parton a into two partons b and c two distinct jets will
be produced if the relation
Q20 = ybcQ
2 < 2 minfE2b ; E2cg(1  cos bc) (13.8)
holds true. The right hand side of this equation can be further simplied using Eq. (12.4)
and z = Eb=Ea
2 minfE2b ; E2cg(1  cos bc) = Q2a minfE
2
b ; E2cg
EbEc
= Q2a
minfz2; (1  z)2g
z (1  z)
 Q2a minfz; (1  z)g : (13.9)
This imposes a cut-o in the evolution equation Eq. (12.40) resulting in:
ﬃa(Q0; Q;u) = u+
QZ
0
dq
q
X
b
1Z
0
dz
S(p2?)
2
Pba(z)  (minfz; (1  z)g q  Q0)
 [ﬃb(Q0; zq;u)ﬃc(Q0; (1  z)q;u)  ﬃa(Q0; q; u)] : (13.10)
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Note that from now on we use the MLLA form of the evolution equation in order to resum the
next-to-leading logarithms as well. The  function is responsible for the fact that only the
production of resolvable jets is considered and replaces the former limits of the integration.
It can be translated by using the small angle approximation for MLLA into a constraint for
the minimal scale ybc > ycut = Q20=Q2. This denes the lower cut-o for the dq integration.
Note that for simplicity we will refer to this scale as Q20. We are now able to calculate
the probability of nding a number of partons n at a certain scale ycutQ2. By adopting
Eq. (12.44) we can derive an expression for the jet rate in NLL approximation:
RNLLn (ycut = Q
2
0=Q
2) =
1
n!

@
@u
n
dﬃ2a(Q0; Q;u)
fu=0g : (13.11)
Thus we are left with the task to calculate the generating function in the case of a gluon
and a quark jet in order to derive the according jet rates. Rewriting Eq. (13.10) for the case
of a quark jet we derive
ﬃq(Q0; Q;u) = u+
QZ
Q0
dq
q
1 Q0=qZ
Q0=q
dz
S(zq)

Pgq(z) [ﬃg(Q0; zq; u)  1] ﬃq(Q0; q;u) :
(13.12)
This is a linear integral equation which can be solved by simply derivating both sides with
respect to Q. For simplicity we dene the kernel of this integral equation as
K(q) =
1
q
1 Q0=qZ
Q0=q
dz
S(zq)

Pgq(z) [ﬃg(Q0; zq; u)  1] (13.13)
which gives us a simplied form of Eq. (13.12)
ﬃq(Q0; Q;u) = u+
QZ
Q0
dq K(q)ﬃq(Q0; q; u) : (13.14)
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Taking the logarithm derivative on both sides yields
@
@ lnQ
lnﬃq(Q0; Q;u) =
@
@ lnQ
ln
0@u+ QZ
Q0
dq K(q)ﬃq(Q0; q; u)
1A
=
1
ﬃq(Q0; Q; u)
0@ QZ
Q0
dq
@K(q)
@ lnQ
ﬃq(Q0; q;u) +QK(Q)ﬃq(Q0; Q;u)
1A
= QK(Q) : (13.15)
Note that K(q) does not depend on Q and therefore the partial derivative vanishes in the
second line. The solution for ﬃq(Q0; Q;u) is now
ﬃq(Q0;Q;u)Z
u
d(lnﬃq(Q0; Q;u)) =
QZ
Q0
dq K(q) ; (13.16)
where we have taken the proper limits of the generating function into account. Thus we end
up with
ﬃq(Q0; Q;u) = u exp
8<: QZ
Q0
dq K(q)
9=;
= u exp
8><>:
QZ
Q0
dq
q
1 Q0=qZ
Q0=q
dz
S(zq)

Pgq(z) [ﬃg(Q0; zq;u)  1]
9>=>; (13.17)
after re-inserting the expression for K(q). In order to integrate the splitting function with
respect to z (neglecting all terms which are beyond NLL accuracy) we dene the integrated
splitting function:
 NLLq (q;Q) =
1
q
1 zminZ
zmin
dz
S(q)

Pgq(z) (13.18)
with
zmin =
q
Q
: (13.19)
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Note that we regard the z dependence of the gluon generating function and the strong
coupling as beyond NLL accuracy. The integration of the splitting function consequently
yields
1 zminZ
zmin
dz Pgq(z) = CF
1 zminZ
zmin
dz
1 + z2
1  z
= CF
1 zminZ
zmin
dz

2
1  z   (1 + z)

= CF

2 ln

1  zmin
zmin

  3
2
+ 3 zmin

: (13.20)
Neglecting now all non-logarithmic terms in zmin the integrated splitting function reads
 NLLq (q;Q) =
CF

S(q)
q

2 ln
1
zmin
  3
2

: (13.21)
By inserting zmin we nally obtain
 NLLq (q;Q) =
2CF

S(q)
q

log
Q
q
  3
4

: (13.22)
Taking this result together with Eq. (13.17) we derive the nal expression for the solution of
the evolution equation for a quark jet:
ﬃq(Q0; Q;u) = u exp
8<: QZ
Q0
dq  NLLq (q;Q) [ﬃg(Q0; q; u)  1]
9=; : (13.23)
Specifying Eq. (13.10) for the case of a gluon jet leads to the evolution equation
ﬃg(Q0; Q;u) = u +
QZ
Q0
dt
t
1 Q0=tZ
Q0=t
dz
S(zt)
2
Pgg(z) [ﬃg(Q0; zt; u)  1]ﬃg(Q0; t;u)
+
QZ
Q0
dt
t
1 Q0=tZ
Q0=t
dz
S(zt)
2
Pqg(z) [ﬃ2q(Q0; zt; u)  ﬃg(Q0; t; u)] :
(13.24)
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Applying the NLL approximation and thus neglecting all sub-leading terms we derive
ﬃg(Q0; Q;u) = u +
QZ
Q0
dt
t
1Z
Q0=t
dz S(zt)
CA


2
z
  11
6

[ﬃg(Q0; zt;u)  1]ﬃg(Q0; t; u)
+
QZ
Q0
dt
t
S(t)
Nf
3
[ﬃ2q(Q0; t; u)  ﬃg(Q0; t;u)] : (13.25)
Solving this equation gives us a slightly more complicated generating function for a gluon
jet
ﬃg(Q0; Q; u) = u exp
( QZ
Q0
dt

 NLLg (t; Q) (ﬃg(Q0; t;u)  1)   NLLf (t))

"
1 + u
QZ
Q0
dt NLLf (t)
 exp
8<: tZ
Q0
dt0 [2  NLLq (t0; t)   NLLg (t0; t)] [ﬃg(Q0; t0;u)  1] +  NLLf (t0)
9=;# ;
(13.26)
where we have used the integrated splitting functions
 NLLg (q;Q) =
2CA

S(q)
q

log
Q
q
  11
12

;
 NLLf (q) =
nf
3
S(q)
q
(13.27)
for the gluon branching into two gluons or two quarks, respectively. Note that the second
factor (in the squared brackets) of Eq. (13.26) is already beyond NLL accuracy and therefore
it could be treated as a correction factor. Nevertheless, this factor is mandatory for further
evolution of secondary quark jets originating from the quark-pair production of the gluon.
Having at hand the solution for the gluon and the quark jet evolution equation we are now
able to apply Eq. (13.11) to the appropriate generating function to calculate jet rates at a
xed ycut in the Durham scheme. In order to simplify the expression we dene the dierent
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Sudakov form factors in NLL accuracy:
NLLq (Q0; Q) = exp
24  QZ
Q0
dq  NLLq (q;Q)
35 ;
NLLg (Q0; Q) = exp
24  QZ
Q0
dq
 
 NLLg (q;Q) +  
NLL
f (q)
35 ;
NLLf (Q0; Q) =

NLLq (Q0; Q)
2
NLLg (Q0; Q)
: (13.28)
Note that we may rewrite for instance the quark generating function of Eq. (13.23) using
these denitions
ﬃq(Q0; Q;u) = uNLLq (Q0; Q) exp
8<: QZ
Q0
dq  NLLq (q;Q)ﬃg(Q0; q; u)
9=; : (13.29)
A rst example is then the two-jet rate
RNLL2 (Q0; Q) =

NLLq (Q0; Q)
2 (13.30)
and its interpretation is quite simple: The two-jet rate is dened by the requirement that
no second particle is radiated between the initial scale Q2 = s and the jet dening measure
Q20 = ycut s. This idea could be mediated through the Sudakov form factor NLLq (Q0; Q).
Since that condition has to hold true for both quarks, we derive the expression above. Using
the idea of resummed jet calculations the terms for higher number of jets can be derived
similarly. To illustrate the method we present the three-jet rate
RNLL3 (Q0; Q) = 2

NLLq (Q0; Q)
2 QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q) ; (13.31)
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the four-jet rate
RNLL4 (Q0; Q) = 2

NLLq (Q0; Q)
2( QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)
QZ
Q0
dq0  NLLq (q0; Q)NLLg (Q0; q0)
+
QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)
qZ
Q0
dq0  NLLg (q0; q)NLLg (Q0; q0)
+
QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)
qZ
Q0
dq0  NLLf (q0)NLLf (Q0; q0)
)
(13.32)
and the ve-jet rate
RNLL5 (Q0; Q) =

NLLq (Q0; Q)
2(4
3
QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)" QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)
QZ
Q0
dq0  NLLq (q0; Q)NLLg (Q0; q0)
+ 3
QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)
qZ
Q0
dq0  NLLg (q0; q)NLLg (Q0; q0)
+ 3
QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)
qZ
Q0
dq0  NLLf (q0)NLLf (Q0; q0)
#
+
QZ
Q0
dq  NLLq (q;Q)
NLL
g (Q0; q)" qZ
Q0
dq0  NLLg (q0; q)NLLg (Q0; q0)
qZ
Q0
dq00  NLLg (q00; q)NLLg (Q0; q00)
+ 2
qZ
Q0
dq0  NLLg (q0; q)NLLg (Q0; q0)
q0Z
Q0
dq00  NLLg (q00; q0)NLLg (Q0; q00)
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+ 4
qZ
Q0
dq0  NLLg (q0; q)NLLg (Q0; q0)
q0Z
Q0
dq00  NLLf (q00)NLLf (Q0; q00)
+ 2
qZ
Q0
dq0  NLLf (q0)NLLf (Q0; q0)

q0Z
Q0
dq00 [2 NLLq (q00; q0)   NLLg (q00; q0) +  NLLg (q00; q)]NLLg (Q0; q00)
#)
:
(13.33)
13.1.3 Matching xed and resummed rates
Basically, two dierent approaches exist to calculate the jet rates namely in xed order of
the strong coupling and resummed up to NLL accuracy. In fact, as already mentioned above
the argument of reliability of the dierent approaches in high and low p2? can be transferred
to the jet measure ycut. Resummed rates describe the jet rates rather accurate in the region
of small ycut, whereas xed order calculations are capable of covering the large ycut domain.
The idea now is to match these two jet rates in order to describe the entire ycut region. An
obvious way is to add the two rates and make sure that large logarithms will not be counted
twice. This could be achieved by subtracting the logarithmic contributions which already
have been summed up. These parts may be evaluated by expanding the resummed result in
terms of the strong coupling S and the large logarithm L = log(1=ycut)
RNLL expandedm = 2m +
S


A(m)2 L
2 + A(m)L1 +O(1)

+
S

2 
B(m)4 L
4 +B(m)3 L
3 +B(m)2 L
2 +O(L)
+
S

3 
C(m)6 L
6 + C(m)5 L
5 + C(m)4 L
4 + C(m)3 L
3 +O(L2) :
(13.34)
The coecients Ai and Bi can be found in Tabs. 13.1 and 13.2. The remaining coecients for
Ci can be found in App. F.1. It is interesting to note that the coecients with equal number
of logarithms for the dierent jet contributions add up to zero, e.g. see Tab. 13.1. However,
this statement holds true for the leading and the next to leading logarithm only, e.g. the
sum of all contributions to the subleading logarithm Bm2 in Tab. 13.2 does not vanish. This
shows that the scheme is consistent up to NLL accuracy.
The matched jet rate hence can be evaluated at tree-level accuracy with the so-called R-
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m Am2 Am1
2  12CF 32CF
3 12CF  32CF
4 0 0
5 0 0
Table 13.1: The A coecients of the expanded NLL jet rates.
m Bm4 Bm3 Bm2
2 18 C
2
F  34 C2F   1136CFCA + 118CFNf 98 C2F
3  14 C2F   148 CFCA 32 C2F + 712 CFCA   112 CFNf  94 C2F   118 CFCA + 14 CFNf
4 18 C
2
F + 148 CFCA  34 C2F   518 CFCA + 136 CFNf 98 C2F + 1116 CFCA   18 CFNf
5 0 0 0
Table 13.2: The B coecients of the expanded NLL jet rates.
matching
Rmatch = RNLLm +R
xed
m  RNLL expandedm : (13.35)
This tree-level expression may of course be extended straightforwardly to a matching of
higher-order jet rates.
13.2 Combining matrix elements with dierential rates
In the previous section we have examined how to combine the xed order with the resummed
jet rates in order to gain a reliable prediction in the whole range of ycut. When generating
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Q
q
Figure 13.2: Branching structure of a three-jet nal state.
q
Q
’
q
Figure 13.3: An Abelian four-jet contribution.
events, we are faced with the task to combine the dierential rates as well. For a xed order
calculation this is just the Feynman amplitude jMj2, whereas the dierential NLL rate has
still to be obtained. Observing the expression for the three-jet rate given in Eq. (13.31) we
can deduce its dierential form:
dR3(Q0; Q)
dq
= 2 [q(Q0; Q)]2  q(q;Q)g(Q0; q)
=  q(q;Q)Fqqg(Q0; Q; q) : (13.36)
We see that the dierential rate can be subdivided into a part for the splitting of the quark,
see Fig. 13.2, which is represented by the integrated splitting kernel  q(q;Q) and a product
of Sudakov form factors, namely Fqqg(Q0; Q; q). The same holds true for the four-jet rate.
Here, the dierential rate for the Abelian part, see Fig. 13.3 reads:
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Q
q’
q
Figure 13.4: A non-Abelian four-jet contribution.
dRA4 (Q0; Q)
dq dq0 = 2 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  q(q0; Q)g(Q0; q0)
=  q(q;Q)  q(q0; Q)Fqqgg(Q0; Q; q; q0) : (13.37)
We can again divide the dierential rate into two parts. The non-Abelian part, see Fig. 13.4,
can be extracted to
dRNA4 (Q0; Q)
dq dq0 = 2 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  g(q0; q) g(Q0; q0)
=  q(q;Q)  g(q0; q)Fqqgg(Q0; Q; q; q0) : (13.38)
It is interesting to note, that the dierential four-jet rate for the Abelian and the Non-
Abelian part dier in the combination of the splitting kernels only, whereas the Sudakov
form factor function Fqqgg(Q0; Q; q; q0) remains the same. At last we examine the dierential
four-jet rate for the production of four quarks:
dR4q4 (Q0; Q)
dq dq0 = 2 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  f (q0) f (Q0; q0)
=  q(q;Q)  f (q0)Fqqqq(Q0; Q; q; q0) (13.39)
The appropriate expressions for the ve-jet rate can be found in App. F.2. In all cases we
observe that identical nal states lead to an identical combination of Sudakov form factors.
The basic idea for combining the dierential rates for the xed and the resummed order
results is to replace the combination of splitting kernels with the exact Feynman amplitude
squared for each case. This is possible, because the splitting kernels are only an approxima-
tion of the full matrix elements in the limit of small angles, i.e. in the MLLA approach. These
new combinations have therefore the same behaviour in the regime of leading logarithms and
accordingly small jet measures ycut. On the other hand the combination of Sudakov form
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factors becomes nearly unity in the regime of large jet measures ycut, since then q  Q. This
results in a pure amplitude squared without having any Sudakov form factors left.
We conclude, that the replacement of the splitting kernel with the exact matrix element has
the correct behavior in the appropriate limits. We will see later on that we can even prove
that this combination scheme is exact in next-to-leading logarithmic order, see Sec. 13.5.
Note that for consistency we have to change the argument of the running coupling to t the
dierential rate, i.e. for instance in the case of three-jet production we should take S(q)
instead of S(Q) or (Q0 =
pycutQ).
Therefore the procedure would be as follows:
 First determine a kinematic conguration according to the matrix element squared
jMj2 and
 reweight this conguration with the combination of Sudakov form factors and the
changed values of the product of strong coupling constants.
We are left with the problem of how to determine the values of dierent branching scales
q; q0 : : : emerging in the combination of the Sudakov form factors. The jet clustering schemes
sketched in App. D.1 oer a possibility for xing these values. We simply have to cluster all
particle pairs one after the other starting with the one leading to the smallest jet measure
yij. Thus the branching scales could be calculated from qij =
pyijQ in the Durham or kT
clustering scheme. We denote the dierent qij as nodal values. Note that in contrary to
the usual clustering scheme we have to take care for the particle type, i.e. the clustering
procedure should end with two remaining quarks. For instance, in the three-jet case we can
only cluster the gluon with one of the two quarks but not the two quarks resulting in a gluon.
However, these constraints are regarded to be a sub-leading eect.
Note that in this way we construct a "particle history", i.e. a colour structure of the event
which is needed for attaching a parton shower to the matrix element.
13.3 Colour structure
In order to combine the matrix element with the parton shower it is mandatory to have a
history of the event, i.e. the appropriate colour structure should be determined. Usually we
have as many possible histories as Feynman diagrams. For instance in the case of four-jet
events depicted in Fig. 13.6 we have to choose among seven possibilities. It is straightfor-
ward to distinguish between the qqgg and the qqqq case, because we can calculate jet rates
depending on the nal state particles and choose accordingly. Thus we are e.g. left with
the ve diagrams in the qqgg case. Deciding now for the correct history has some intrinsic
arbitrariness. A selection scheme has accordingly to be constructed, where we could follow
dierent strategies:
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Figure 13.5: Typical graph for e+e  ! four jets at LO.
 The rst possibility is to choose the parton history according to the clustering sequence
determined in the previous section.
 A probability for each possible history can be dened which is proportional to the
amplitude squared of a single Feynman diagram:
Pi  jMij2 (13.40)
The parton history can then be chosen. A second possibility is to distribute the
probabilities proportional to the amplitude including all interference terms:
Pi 
MiX
j
Mj
 : (13.41)
This will be necessary, if those terms become sizeable. Note that both schemes are not
gauge invariant, since the dierent contributions depend on the taken gauge vectors of
the outgoing massless vector bosons.
 A gauge invariant scheme is the calculation of probabilities for a single diagram in the
parton shower picture. Every splitting is then accompanied by a splitting function and
every propagator yields 1=t with t being its virtual mass squared. For instance in the
case of Fig. 13.5 this would be
P  P1!34P4!56 = 1t1Pqg(z34)
1
t4
Pgg(z56) ; (13.42)
using the virtual masses
t1 = p21 = (p3 + p5 + p6)
2 ; t4 = p24 = (p5 + p6)
2 ; (13.43)
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Figure 13.6: Feynman graphs contributing to e+e  ! four jets at LO.
and the energy fraction
zbc = za!bc =
ta

Eb
Ec
  ta   + tb + tc
2
;
 =
p
(ta   tb   tc)2   4tbtc : (13.44)
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Because of their intrinsic gauge invariance in practice the rst and the last scheme will be
used preferentially.
13.4 Vetoed Parton Showers
Once the kinematic conguration stemming from the matrix element weighted with Sudakov
form factors is available, the next step is to attach the parton shower at each matrix element
particle. This has to be accomplished in a way that rst of all no double counting of large
logarithms will occur and secondly that the already chosen kinematics will not be altered
that much. The initial conditions have therefore to be chosen sensibly and the kinematics
has to be changed slightly in order to provide the partons with virtual masses (which is
necessary for starting a parton shower).
13.4.1 Initial condition
The rst requirement for the parton shower is not to produce any further jet, i.e. branching
of secondary partons is limited by the initial jet measure ycut. The next question arising is
which scale has to be taken to start the parton shower evolution. Naturally, one tends to
take the scale where the matrix element description ends, i.e. Q1 =
pycutQ. If we take for
instance a two-jet event and divide it into a part starting from the initial scale Q down to
the cut scale Q1 followed by the parton shower evolution beginning from Q1 to an arbitrary
parton shower cut-o Q0 we obtain
[q(Q1; Q) q(Q0; Q1)]2 (13.45)
for the two-jet rate at the scale y0 = Q0=Q. In contrary to this the correct result should be
R2(Q0; Q) = [q(Q0; Q)]2 : (13.46)
This leads us to the conclusion that we should start the parton shower always at the initial
scale Q, but veto every branching with a virtual mass q > Q1. If we now consider the two-jet
rate at any scale Q0 < Q1 after a number of vetoed branchings (which are represented by
crosses in Fig. 13.7) and no resolved branching at all the sum of these probabilities for the
quark line will read:
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Figure 13.7: Vetoed parton showers for two-jet contribution with no resolved
branchings. Every veto will be represented by a cross.
q(Q1; Q) q(Q0; Q)
8<:1 + QZ
Q1
dq q(q;Q) +
QZ
Q1
dq q(q;Q)
qZ
Q1
dq0 q(q0; Q) + : : :
9=;
= q(Q1; Q) q(Q0; Q) exp
8<: QZ
Q1
dq  q(q;Q)
9=;
= q(Q1; Q) q(Q0; Q)
1
q(Q1; Q)
= q(Q0; Q) (13.47)
From the second to the third step we have used the denition of the Sudakov form factor
Eq. (13.28). As we could observe, this procedure leads to a cancellation of the dependence
on the scale Q1 and therefore the jet measure ycut.
Considering a three-jet event at the scale Q0 two possible ways of evolution exist
 In the rst case the event is a two-jet at the scale Q1 and branches between the scales
Q1 and Q0 as depicted in Fig. 13.8 and
 the second case is a three-jet event at Q1 with no further branchings, see Fig. 13.9.
Using the same arguments as in Eq. (13.47) the contribution for the rst case is then
2 [q(Q1; Q)]2

q(Q0; Q)
q(Q1; Q)
2 Q1Z
Q0
dq  q(q;Q) g(Q0; q) (13.48)
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Figure 13.8: Vetoed parton showers for a two-jet at scale Q1 and a three jet at
scale Q0. Every veto is represented by a cross.
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Figure 13.9: Vetoed parton showers for a three-jet contribution at scale Q1 with
no resolved branchings. Every veto will be represented by a cross.
and for the second one
2 [q(Q1; Q)]2

q(Q0; Q)
q(Q1; Q)
2 QZ
Q1
dq  q(q;Q) g(Q1; q)
g(Q0; q)
q(Q1; q)
: (13.49)
Adding up both contributions cancels indeed the dependence on Q1 and yields the expression
for the three-jet rate R3. A more general proof can be applied when using arguments of the
generating functions method, see Sec. 13.5.
13.4.2 Correcting the kinematics
We now want to consider the correction of the kinematics from on-shell particles to o-
shell particles. This is necessary since the particles coming from the matrix element are
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on their mass shell and have to be provided with virtual masses in order to start a parton
shower. We assume, that these virtual masses of the matrix element partons have been
already determined with the help of the Sudakov form factor using the methods enlisted in
the previous section. The branching of an internal propagator a into two particles b and c
then results in the correction of the four-momenta of both outgoing particles:
pcor:b;c = p
(0)
b;c 

rc p(0)c   rb p(0)b

: (13.50)
Here, p(0)b;c denote the on-shell and pcor:b;c the new o-shell four-momenta. The kinematic
functions rb;c can be evalutated in the two possible cases as follows:
 Case 1: b is an internal line, c is outgoing:
rb =
ta + (tc   tb)  
2ta
;
rc =
tb(tb   tc + )  ta(ta   tc   )
2ta(tb   ta) : (13.51)
 Case 2: b and c are outgoing:
rb;c =
ta  (tc   tb)  
2ta
: (13.52)
Note that we have used the same denition of  as in Eq. (13.44).
13.5 Proving the cancellation of the jet measure
dependence
The basic idea of proving the cancellation of the ycut dependence up to NLL accuracy relies
on the method of the generating functionals. We will at rst calculate the vetoed quark
generating functional ﬃ(Q1)q (Q0; q; u) which evolves from the initial scale Q to an arbitrary
scale Q0 with a veto imposed at the scale Q1 (Q0  Q1  Q). If our treatment to combine
matrix elements and parton shower is correct this functional should be reproduced, when
we start from a partonic state generated at a scale Q1 with a matrix element and evolve it
down to an arbitrary scale Q0. This means that the resulting generating functional should
be equal to an undisturbed (i.e. no vetoes) shower evolution from Q ! Q0. The outline of
this section will be as follows:
 We start with the calculation of the quark generating functional with an imposed veto,
see Sec. 13.5.1.
 We then calculate the quark generating functional for a partonic state evolving to a
measurement scale Q0 in Sec. 13.5.2. At the end of this section we summarize the
obtained initial conditions for the dierent jet types.
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13.5.1 Generating function for the vetoed shower
The evolution equation for a quark generating function can be found in Eq. (13.12). For our
purpose it is more convenient to manipulate this equation by inserting the quark Sudakov
form factor from Eq. (13.28) and expanding the splitting function in the NLL approximation
ﬃq(Q0; Q;u) = u(Q0; Q) +
QZ
Q0
dq
q
1Z
Q0=q
dz S(zq)
CF


2
z
  3
2

(Q0; Q)
(Q0; q)
ﬃg(Q0; zq;u)ﬃq(Q0; q;u) : (13.53)
The calculation of the generating function ﬃ(Q1)q (Q0; Q;u) for a parton shower from the upper
scale Q to the lower scale Q0 with a veto imposed at scale Q1 is now straightforward. The
obvious boundary condition for this function should be that it is equal to the undisturbed
generating function below the veto scale Q1:
ﬃ(Q1)q (Q0; q;u)

Q1q
= ﬃq(Q0; q;u) : (13.54)
We notice that the integration region on the right hand side of Eq. (13.53) can be divided
into two subspaces:
a) zq < Q1: In this region no veto is imposed and therefore the gluon generating function
ﬃg(Q0; zq;u) remains unchanged and the quark generating function will be replaced by
ﬃq(Q0; q;u)! ﬃ(Q1)q (Q0; q; u) in Eq. (13.53).
b) zq > Q1: This is the region, where a veto is applied and therefore no branching is gener-
ated at all. The gluon generating function is consequently replaced by ﬃg(Q0; zq;u)! 1
and the quark generating function will be changed in the same way as we did in the
rst case.
The resulting evolution equation reads:
ﬃ(Q1)q (Q0; Q;u) = u(Q0; Q) +
QZ
Q0
dq
q
1Z
Q0=q
dz S(zq)
CF


2
z
  3
2

(Q0; Q)
(Q0; q)

(
(zq  Q1) + (Q1   zq)ﬃg(Q0; zq;u)
)
ﬃ(Q1)q (Q0; q;u) :
(13.55)
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The solution of this equation can be determined along the lines of Sec. 13.1.2. After rescaling
the quark generating function with the Sudakov form factor
ﬃ(Q1)q (Q0; q;u)! ﬃ(Q1)q (Q0; q;u)=(Q0; Q) (13.56)
we obtain
ﬃ(Q1)q (Q0; Q;u) = u exp
( QZ
Q0
dq
q
1Z
Q0=q
dz S(zq)
CF


2
z
  3
2

[ﬃg(Q0; zq;u)  1]
 
QZ
Q1
dq
q
1Z
Q1=q
dz S(zq)
CF


2
z
  3
2

[ﬃg(Q0; zq;u)  1]
)
:
(13.57)
In NLL accuracy both contributions can be combined to yield
ﬃ(Q1)q (Q0; Q;u) = u exp
( Q1Z
Q0
dq  q(q;Q) [ﬃg(Q0; q;u)  1]
)
(13.58)
with  q(q;Q) as dened in Eq. (13.22). We notice immediately that due to the argument Q
remaining in the splitting kernel this quark generating function is not a secondary parton
shower beginning at the scale Q1. We therefore have indeed calculated a generating function
starting at a scale Q with a veto imposed at the scale Q1. This directly corresponds to the
choice of Q as our initial scale for a quark jet, see Sec. 13.4.1.
13.5.2 Consistency of the vetoed shower
The partonic nal state is generated by a matrix element weighted with Sudakov form factors
at the scale Q1. This state could be described up to NLL accuracy with respect to Q1 by a
generating functional
ﬃq(Q1; Q; fu(k)g) = uq(Q) exp
( QZ
Q1
dq  q(q;Q) [ﬃg(Q1; q; fu(k)g)  1]
)
: (13.59)
Note that a generating functional diers from a generating function by the fact that the
former one generates a function u(k) rather than a number u. In this context ua(k) denotes
a nal-state parton a produced at a nodal value k and fu(k)g = fuq(k); ug(k)g stands for the
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pair of possible quark and gluon functions. We now switch the parton shower on at the scale
Q1 by replacing ua(q)! ﬃ(Q1)a (Q0; q;u) in Eq. (13.59). Note that at this stage ﬃ(Q1)a (Q0; q; u)
will be regarded as a still to be determined function. Thus the keypoint of our proof will be
that after some manipulations we derive an expression equal to Eq. (13.58). We now dene
a generating function ~ﬃ via the constraint
~ﬃa(Q1; Q;Q0; Q1; u) = ﬃa(Q1; Q; fu(k)g)

u(k)=ﬃ(Q1)q (Q0;Q;u)
: (13.60)
Eq. (13.59) then translates into
~ﬃq(Q1; Q;Q0; Q1;u) = ﬃ(Q1)q (Q0; Q;u) exp
( QZ
Q1
dq  q(q;Q)
h
~ﬃg(Q1; q;Q0; Q1;u)  1
i)
:
(13.61)
The crucial point of our proof is the fact that we gain independence of the arbitrary jet
measure ycut or equally the scale Q1. If this is the case, the generating function has to
translate into the undisturbed generating function at the scale Q0:
~ﬃa(Q1; Q;Q0; Q1; u) = ﬃa(Q0; Q; u) : (13.62)
Rewriting Eq. (13.61) and inserting the condition Eq. (13.62) we get
ﬃ(Q1)q (Q0; Q;u) = ~ﬃq(Q1; Q;Q0; Q1;u) exp
(
 
QZ
Q1
dq  q(q;Q)
h
~ﬃg(Q1; q;Q0; Q1;u)  1
i)
= ﬃq(Q0; Q;u) exp
(
 
QZ
Q1
dq  q(q;Q) [ﬃg(Q0; q;u)  1]
)
: (13.63)
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Using Eq. (13.23) for the generating function in front of the exponential function we derive:
ﬃ(Q1)q (Q0; Q;u) = u exp
( QZ
Q0
dq  q(q;Q) [ﬃg(Q0; q;u)  1]
 
QZ
Q1
dq  q(q;Q) [ﬃg(Q0; q;u)  1]
)
= u exp
( Q1Z
Q0
dq  q(q;Q) [ﬃg(Q0; q;u)  1]
)
(13.64)
We observe that this equation is equal to Eq. (13.58), q.e.d..
The same ideas can be applied to the case of gluonic and secondary quark jets. An explicit
proof of independence on the jet measure is shown in App. F.3. There the initial condi-
tions for these secondary jets are determined. We therefore want to summarize these initial
conditions for the parton shower which is attached to a matrix element:
 Parton showers from the initial quark jets start at the hard scale Q, see Eq. (13.58).
 Parton showers from secondary gluon jets start at the production scale of the gluon q,
see Eq. (F.12).
 The shower from a secondary quark generated through the pair creation process g ! qq
should be started at the pair creation scale q. As Eq. (F.23) already shows, the shower
could be started from the scale of the initial gluon jet as well, since the error is of the
order 1=N2c in the already non-leading contribution for the quark pair creation.
Independent of the starting scale of the dierent jets a veto is applied on every branching
with a scale larger than Q1 =
pycutQ.
13.6 Implementation
Summarizing the previous sections, an algorithm for the implementation of this combination
scheme is:
Algorithm 13.1
1. Determine all jet rates R2(ycut);R3(ycut); : : : ;Rn(ycut) with n the maximum number
of involved jets and ycut = Q21=Q2 the arbitrary jet measure. Use one of the schemes
dened in Sec. 13.1.
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2. Choose the number of jets i according to the pre-calculated jet rates. This results in
a maximum number of internal nodes m.
3. Choose a kinematical conguration according to the matrix element jMij2, i.e. the
four-momenta of the dierent particles will be determined.
4. Specify the nodal values fqjgm with the help of the Durham or kT clustering algorithm,
see App. D.1.
5. Apply a weight according to the changed coupling constants
! =
1
n 2S (Q1)
mY
j=1
S(qj) : (13.65)
6. Apply a weight proportional to the sequence of Sudakov form factors depending on the
nodal values fqjgm as described in Sec. 13.2. Thus
 every propagator with particle type a between the nodal values qk and ql with
qk > ql gets a factor
a(Q1; ql)
a(Q1; qk)
< 1 : (13.66)
and
 every outgoing line with particle type a coming from a nodal value qk results in a
weight factor a(Q1; ql).
Multiplying all weight factors yields the total Sudakov weight Fi(Q1; Q; fqjg). If the
event is rejected, start again with step 3.
7. A colour structure has to be chosen with one of the schemes presented in Sec. 13.3.
8. The parton shower will be attached at each parton according to the rules of Sec. 13.4.
The usual parton shower algorithm then starts, see Chap. 12.

14 The event generator APACIC++
All necessary ingredients to construct a Monte Carlo event generator have been described
in the preceding chapters. One major part { the calculation of cross sections { has been
implemented in the matrix element generator AMEGIC++ which was already described in
Chapter 8. Here, we will concentrate on the implementation of the remaining parts for a full
generation of an e+e  event, i.e. the initial state radiation, the parton shower and especially
our new scheme to combine matrix elements with a partons shower. However, a detailed
description of the internal structure of APACIC++ can be found in [94].
Since an event generator is a Monte Carlo model with internal parameters, these parameters
have to be tuned to experimental data. The tuning as well as the results obtained with this
tuned version of APACIC++ will be presented in this chapter. The outline is:
 At rst we will give a brief introduction of the basic steps of an event, see Sec. 14.1. A
link between the Monte Carlo event generator and the physics described in the previous
chapters will be drawn.
 Since an event generator is a model, it naturally possesses internal parameters (see
Sec. 14.2) which have to be tuned, see Sec. 14.3.
 The validity of a Monte Carlo event generator can only be proven via a detailed com-
parison with already taken experimental data, see Sec. 14.4.
14.1 Basic features
In this section, we would like to summarize the physics encoded in the new event generator
APACIC++. In its present state, APACIC++ is capable to describe e+e  initiated processes at
LEP energies and beyond putting a strong emphasis on strong interacting nal states. Such
processes, e. g. e+e  ! jets, can be modelled in terms of the following steps, see Fig. 14.1
for comparison :
1. Initially, two beam particles, i.e. the electron-positron pair, are approaching each other.
Possibly, they radiate photons, which are predominantly soft and collinear. Thus, as
a rst approximation, this initial state radiation of photons o the electrons merely
changes the energies, but not the direction of the beam particles, for details see Chap-
ters 10 and 11.
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Figure 14.1: Schematic representation of an e+e {annihilation into
jets. The wiggly lines represent the photons of the initial state radi-
ation, the thick shaded blob stands for the hard subprocess, here the
production of three jets. The secondary parton radiation accounts for
the inner{jet evolution, whereas the fragmentation is indicated by the
ellipses with further hadronic decays indicated.
2. With an accordingly reduced c.m. energy the electron-positron pair interacts producing
varying numbers of primary partons. The main properties of this hard subprocess and
the kinematical distribution of the primary partons determine the overall features of
the event. Therefore, it is reasonable to concentrate in this step on nal state particles
with comparably high energies and large relative angles, i.e. jets. The production of
primary partons is performed by means of the matrix element generator AMEGIC++, see
Chapter 8.
3. A key feature of our event generator is the rst implementation of a consistent scheme
to combine arbitrary matrix elements with a parton shower as described in Chapter 13.
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4. The jets produced in the hard subprocess experience an evolution from the hard scales
of their production down to the relatively soft scales of hadronization. In the progress
of their evolution, the partons loose their timelike virtual mass via multiple splitting
into pairs of secondary partons where each of the decay products is also provided with
{ lower { virtual masses and might decay further. This parton shower stops at some
minimal virtual mass squared Q20 of the order of a few 2QCD, for details see Chapter 12.
5. The resulting parton ensemble is now fragmented into the observable colour{neutral
hadrons. Since this is an essentially non{perturbative process, there is a denite lack of
quantitative understanding starting from rst principles. Thus, parameter dependent
phenomenological models have to be employed for the description of hadronization.
However, many of the produced hadrons are unstable and decay further.
The rst four steps are implemented into our Monte Carlo event generator APACIC++, whereas
the hadronization is performed in the framework of the Lund String model [100] of the event
generator Pythia.
14.2 Parameters
Within APACIC++ there are internal parameters for the matrix element calculation, the parton
shower evolution and the Lund string fragmentation.
1. Matrix element
 yini: Emissions of colour charged partons are restricted to resolution parameters
ycut > yini.
 3;4;5s : Due to the truncation of the perturbative expansion, matrix element
calculations show a signicant dependence on the QCD renormalisation scale.
APACIC++ accounts for theses dependencies by a scale parameter 3;4;5s for each
n-jet conguration: s = s(ns  s).
2. Parton shower
 s(M2Z): The strong coupling constant s(M2Z) is the main parameter steering
the parton shower evolution.
 Q20: The parton shower ends at a given energy scale, where the fragmentation of
partons into hadrons starts.
3. Fragmentation
 Lund A,B: These parameters enter the Lund symmetric fragmentation function.
Due to the strong anti-correlation between A and B it is sucient to tune one
and keep the other one xed.
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 ﬀq: The transverse momenta for fragmentation of quarks are distributed according
to a Gaussian. The width of this distribution is given by ﬀq.
 Note that there are much more internal parameters within the Lund fragmentation
model. They are all kept to their default values, see [101].
14.3 Tuning
The tuning of the internal parameters of an event generator is a mandatory step in order to
properly describe experimental data. The basic idea is to tune the parameters at a certain
c.m. energy, where experimental data with high statistics are available. This is { in the case
of electron-positron annihilations { the LEP1 run at the pole of the Z boson mass. Having
a properly tuned Monte Carlo program at hand, an extrapolation to higher energies (in this
case LEP2) justies the universality of the chosen parameters and, of course, the Monte
Carlo program itself.
14.3.1 Basic ideas
The tuning of a Monte Carlo generator is some iterative process. A rst rough scan of the
parameter space is always followed by a detailed scan around the { in this way { optimised
parameter set.
The optimisation procedure is performed in the following way:
1. At rst, the range of applicability for each parameter has to be chosen. This range is
further restricted after a rst rough tune, e.g. the "ne-tuning" of APACIC++ has been
performed with the parameter ranges as depicted in Tab. 14.2.
2. Then, a map of Monte Carlo predictions in the n dimensional parameter space (with n
the number of parameters) has to be drawn. A number of predened parameter sets is
randomly generated and the Monte Carlo prediction at these points is calculated. For
instance, Fig. 14.2 shows two examples of parameter variations of APACIC++, resulting
in an acceptable coverage of data points by the Monte Carlo predictions. For the
1 Thrust distribution the Monte Carlo predictions are well covering the data points,
reecting that the variation ranges are chosen within a senseful range. In case of the
scaled momentum the underestimation of large xp for all parameter settings indicate
a systematic imperfectness of the model.
3. In order to nd an optimal set of parameters xn in the variation range xn xn, the
discrete values of the Monte Carlo prediction have to be interpolated by a function
which is called Monte Carlo response. This function can then be used to nd the
best approximation for the parameters. For a given distribution of an observable (e.g
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Figure 14.2: Results of a parameter variation of APACIC++. The dots
correspond to the Delphi measurement, each line corresponds to a single
parameter setting.
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1 Thrust) the Monte Carlo response is composed bin by bin. For a single bin of the
distribution its content XMC is approximated by a power expansion in the parameters:
XMC(x1; x2; : : : ; xn) = A0 +
nX
i=1
Bi xi +
nX
i=1
Ci x2i +
n 1X
i=1
nX
j=i+1
Dij xi xj + : : :
(14.1)
The coecients A0; Bi; Ci and Dij are extracted from the parameter variation by ap-
plying a singular value decomposition to the single results.
4. Equipped with this very fast approximation of the Monte Carlo response an optimisa-
tion of the parameter set xn is possible by performing a simultaneous t of the Monte
Carlo parameters to physical observables, taking correlations between parameters into
account. The t is based on the minimisation of the variable
2(x1; x2; : : : ; xn) =
X
observables
X
bins

Xmeas:  XMC(x1; x2; : : : ; xn)
ﬀmeas:
2
: (14.2)
The sum extends over all bins of all physical observables included in the t with
ﬀmeas: being the total (statistical and systematic) error on the measured value Xmeas:
and XMC(x1; x2; : : : ; xn) denoting the Monte Carlo answer of bin X for the parameter
setting xn.
In this way the optimal set of parameters can be determined. For a more detailed description
of the tuning procedure see [102,103].
14.3.2 Tuning of APACIC++
The t is performed to a sample of observables which are sensitive to the variated parameters.
Changes in the composition of the observables will therefore provide hints to systematic un-
certainties of the tuning result. On the experimental data side high precision measurements
of event shape distributions and inclusive particle spectra, based on LEP1 data taken with
the Delphi detector, are provided by [102, 103] and will be used to determine the internal
parameters of APACIC++. For a denition of the used observables and a short description of
the performance of Delphi see [102,103].
As already mentioned, a variation of the set of observables will give strong hints of the
quality of the so derived set of parameters. A summary of the 15 dierent compositions used
is listed in Tab. 14.1. The results of all ts agree within their statistical errors and all 15
tunings give similar description of the data. The result of the tuning is shown in Tab. 14.2,
where the investigated APACIC++ parameters, their variation ranges and the optimised values
are depicted [104].
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t to data sample
observable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 Thrust p p p p p p p p p p p p p p
DJade32
p p p
DJade43
p p
DJade54
p p
DDurham32
p p p p p p p p p p p p p p
DDurham43
p p p p p p p p p p p p p
DDurham54
p p p p p p p p p p p p p
Sphericity
p p
Aplanarity
p p p p
Planarity
p p p p p p p p p p p p p p
Major
p p p p p p p p p p p p p p
Minor
p p p p p p p p p p p p p p
EEC
p p p p
Nch
p p p p p p p p p p p p p p
pint (t)
p p p p p p p p p p p p p p p
poutt (t)
p p p p p p p p p p p p p p p
pint (s)
p
poutt (s)
p
y(t)
p p
y(s)
p
xp
p p p p p p p p p p p p p p p
Table 14.1: Composition of dierent data sets used to t the APACIC++
parameters of Table 14.2.
p
means that the observable is included in the t.
14.4 Results
The { in this way { tuned event generator APACIC++ will be compared with other generators,
namely Pythia [101] and Herwig [105], and experimental data as provided by the Delphi
collaboration. We found an encouraging agreement for most of the observables. Note that
all observables are for instance dened in [102].
14.4.1 Event and jet shape observables
For a representative extract of various event shape observables see Figs. 14.3-14.6. The results
of APACIC++ and Pythia are in all cases within the error band, whereas Herwig seems to have
some more problems in describing the data. In Figs. 14.7-14.9 some momentum distributions
are depicted. Here, we observe that all event generators fail to describe the high-momentum
regions.
In Figs. 14.10-14.12 and 14.13-14.15 the dierential jet rates for the Durham and the Jade
algorithm are shown. Obviously, the results of APACIC++ are in pretty good agreement with
data indicating that our approach to match matrix elements and parton showers describes the
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APACIC++
parameter variation range t result
yini 2.1 { 2.4 2.40
3s 10 1:2 { 10 1:7 10 1:35
4s 10 1:5 { 10 2:1 10 1:48
5s 10 2:7 { 10 3:2 10 3:08
s(M2Z) 0.110 { 0.114 0.1127
cuto PS 0.4 { 0.7 0.59
Lund A 0.75 { 0.95 0.920
Lund B 0.50 { 0.90 0.800
ﬀq 0.43 { 0.46 0.437
Table 14.2: APACIC++ parameters, their variation ranges and t results
interplay of various numbers of jets as well as the overall features of e+e  events reasonably
well. Herwig has a tendency to overestimates the data in the large ycut regions. Altogether,
APACIC++ shows an overwhelmingly good agreement with the very precise data taken at the
Z pole.
A key point of a successful tuning is the extrapolation from the c.m. energy, where the
tuning was performed, to higher energies. As an example we show in Figs. 14.16-14.18 the
total Cambridge jet rates at the LEP2 energy of 189 GeV. The overall agreement with the
experimental data justies the proper working of our event generator. Note that for the rst
time a matrix element based event generator was capable of describing experimental data at
higher energies without a new re-tuning.
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Figure 14.3: Comparison between various Monte Carlo models with Delphi data
for the thrust event shape distribution. The upper part of the plot shows the ob-
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erential Durham 4 ! 3 jet rate. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.
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Figure 14.12: Comparison between various Monte Carlo models with Delphi data
for the dierential Durham 5 ! 4 jet rate. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.
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Figure 14.13: Comparison between various Monte Carlo models with Delphi data
for the dierential Jade 3 ! 2 jet rate. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.
244 14 The event generator APACIC++
10
−2
10
−1
1
10
10 2 Delphi
APACIC++
Pythia
Herwig1/N
 d
N
/d
y
0.4
0.6
0.8
1
1.2
1.4
1.6
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
M
C/
D
at
a
       ycutJade Differential 4−>3
Figure 14.14: Comparison between various Monte Carlo models with Delphi data
for the dierential Jade 4 ! 3 jet rate. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.
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Figure 14.15: Comparison between various Monte Carlo models with Delphi data
for the dierential Jade 5 ! 4 jet rate. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.
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Figure 14.16: Comparison between various Monte Carlo models with Delphi data
for the Cambridge two jet rate at ECMS = 189 GeV. The upper part of the plot
shows the observable, the lower one the ratio between Monte Carlo and data. The
yellow band is representing the error of the data.
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Figure 14.17: Comparison between various Monte Carlo models with Delphi data
for the Cambridge three jet rate at ECMS = 189 GeV. The upper part of the plot
shows the observable, the lower one the ratio between Monte Carlo and data. The
yellow band is representing the error of the data.
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Figure 14.18: Comparison between various Monte Carlo models with Delphi data
for the Cambridge four jet rate at ECMS = 189 GeV. The upper part of the plot
shows the observable, the lower one the ratio between Monte Carlo and data. The
yellow band is representing the error of the data.
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14.4.2 Topological structure of four-jet events
The validity of our matching procedure can be veried in more depth considering the topolog-
ical structure of multi-jet events as exemplied by four-jet events. Ordering the jets by their
energies, E1  E2  E3  E4, typical observables describing these processes are the mod-
ied Nachtmann-Reiter-, the Bengtsson-Zerwas- and the Korner-Schierholz-Willrodt-angle
as well as the angle 34 between the two least energetic jets [84,106{108],
NR = \(~p1   ~p2; ~p3   ~p4) ;
BZ = \(~p1  ~p2; ~p3  ~p4) ;
KSW = \(~p1  ~p3; ~p2  ~p4) : (14.3)
In Figs. 14.19-14.22 we display the angular distributions of the hadrons compared with data
taken at the Delphi experiment. We easily recognize that an event generator based on a
pure parton shower with a correction to three-jet events (e.g. in this case Pythia) fails
to describe angular four-jet variables [109, 110]. This was one of the major motivations to
write a new event generator which incorporates for the rst time arbitrary matrix elements
together with a parton shower. The encouraging agreement between data and the results of
APACIC++ more than justies this point.
250 14 The event generator APACIC++
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
APACIC++
Delphi
Pythia
M
C/
D
at
a
1/
N
 d
N
/d
34αcos( )
34
α
co
s(
)
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
α 34
Figure 14.19: Comparison between various Monte Carlo models with Delphi data
for the four jet angle 34. The upper part of the plot shows the observable, the
lower one the ratio between Monte Carlo and data. The yellow band is representing
the error of the data.
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Figure 14.20: Comparison between various Monte Carlo models with Delphi data
for the Bengtson-Zerwas angle. The upper part of the plot shows the observable, the
lower one the ratio between Monte Carlo and data. The yellow band is representing
the error of the data.
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Figure 14.21: Comparison between various Monte Carlo models with Delphi data
for the modied Nachtmann-Reiter angle. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.
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Figure 14.22: Comparison between various Monte Carlo models with Delphi data
for the Korner-Schierhold-Willrodt angle. The upper part of the plot shows the
observable, the lower one the ratio between Monte Carlo and data. The yellow band
is representing the error of the data.

15 Summary and Outlook
Finally, we want to summarize the results achieved in this thesis. Since all parts are strongly
connected with the development of the new event generator APACIC++/AMEGIC++ we will
follow closely the dierent stages of generating an event:
1. We have introduced the basic framework of the Standard Model in Chapter 2 together
with its most popular extensions, i.e. the Minimal Supersymmetric Standard Model
(Chapter 3) and minimal Supergravity, see Chapter 4.
2. The next part of this thesis was dedicated to the calculation of cross sections. As a rst
step, we had to dene special Feynman rules for the treatment of Majorana particles
in Chapter 5. The next step was to implement the helicity formalism for deriving
compact forms for the Feynman amplitudes. Here, we have presented a new and
more general approach to construct helicity amplitudes developed during this thesis
(Chapter 6). Having at hand the Feynman amplitude, the last step is to integrate
over the phase space in order to obtain the cross section. We have chosen the multi-
channel approach and invented a new automatic algorithm for generating channels
using the already derived Feynman diagrams, see Chapter 7. All algorithms have been
implemented into the new matrix element generator AMEGIC++ capable to generate
automatically tree level Feynman diagrams, translating them into helicity amplitudes
and calculating cross sections via integrating over the phase space. In order to show
the wide range of applicability of AMEGIC++ we have compared the ecency of dierent
phase space generators and predicted the cross section for the production of multiple
boson nal states at a future linear collider (e.g. TESLA), see Chapter 8. The already
implemented Feynman rules for the MSSM have been used to investigate the color-
neutral scalar sector of the MSSM focusing on the slepton-Higgs boson coupling. We
have presented for the rst time detailed studies of the Higgs-associated slepton and
ino pair production in Chapter 9.
3. The proper treatment of QED initial state radiation in lepton induced processes is
an important feature of a Monte Carlo event generator. We have implemented the
successful Yennie, Frautschi, and Suura scheme utilizing our matrix element generator
AMEGIC++, see Chapter 10. A modied procedure to take matrix element corrections
into consideration allows the full Monte Carlo generation of Higgs boson productions in
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the s-channel of muon colliders. We compared our ISR approach with other generators
and experimental data taken at LEP2 and found very good agreement. Furthermore,
we made predictions for the Higgs boson production at muon colliders, see Chapter 11.
4. The key feature of APACIC++/AMEGIC++ is the successful description of multi-jet events.
We have developed and implemented a new scheme to combine arbitrary matrix ele-
ments with the subsequent parton shower (for the parton shower see Chapter 12) during
this thesis, see Chapter 13. We have justied our approach by comparing the results
of APACIC++/AMEGIC++ with other event generators and experimental data taken in
the LEP experiment at CERN. We found an overwhelmingly good agreement between
our event generator and the experimental data even outperforming some of the other
event generators in the description of some observables. However, so far no full parton
shower based event generator was capable to describe angular correlations in compli-
cated four-jet topologies. The successful combination of matrix elements and parton
showers as implemented into our event generator ensures that for the rst time these
data can be described with an encouraging precision, allowing e.g. for new precision
tests of the gauge structure of QCD.
Since the rst step of describing the very precise data taken at electron-positron colliders has
been successfully performed, the next step would be an extension of the new ideas developed
during this thesis to proton-proton collisions.
Appendix A
A.1 Mass eigenstates of the MSSM
After the electroweak symmetry breaking in the MSSM, nearly all elds can mix. Similarly
to the Standard Model mass matrices appear which have to be diagonalized. A rotation of
the elds then yields the appropriate mass eigenstates.
A.1.1 Gauge bosons of the SM
The eight gluons and the photon are massless, whereas the electroweak gauge bosons Z and
W obtain the following masses:
MZ =
e
2 sin  cos 
v ;
MW = MZ cos  : (A.1)
A.1.2 Higgs bosons
In this section we derive expressions for the mass eigenstates of the ve Higgs bosons, i.e.
the two neutral scalar H01;2, the neutral pseudo-scalar A and the charged Higgs boson H.
Pseudoscalar Higgs boson A0
The mass of the pseudo-scalar Higgs boson can be most easily derived, up to Quantum
corrections, by
MA = m2H1 +m
2
H2 + 2jj2 : (A.2)
Scalar Higgs bosons
The mass eigenstates of the two neutral scalar Higgs bosons are eigenstates of the matrix
MR =
  hS tan  +M2Z cos2  hS   12M2Z sin(2)
hS   12M2Z sin(2)  hS cot  +M2Z sin2 

: (A.3)
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It will be diagonalized by the matrix ZR:
ZTRMRZR =
 
M2H01 0
0 M2H02
!
(A.4)
Note that det (MR) = M2AM2Z cos2(2) vanishes, if one of the three factors goes to zero, i.e.
MA ! 0, MZ ! 0 or tan  ! 1. We then would have a massless Higgs boson which is ruled
out by the experiment. The eigenvalues are calculated at tree level to be
M2H01;2 =
1
2

M2A +M
2
Z 
q
(M2A +M2Z)2   4M2AM2Z cos2(2)

: (A.5)
In the following we will use the notation:
ZH =

sin    cos 
cos  sin 

; ZR =

cos   sin
sin cos

: (A.6)
An interesting connection can be found between the two angles  and 
tan(2) = tan(2)
M2A +M2Z
M2A  M2Z : (A.7)
Charged Higgs boson
The charged Higgs boson mass can be calculated out of the scalar Higgs masses (at tree
level):
M2H = M
2
W +M
2
A : (A.8)
A.1.3 Charginos
The charged winos ~W (superpartners of the W) and higgsinos (superpartners of the H)
mix after the electroweak symmetry breaking. Dening four-component Dirac spinors out
of the basic two-component Weyl spinors:
 + =
 i ~W+; H+2  ;    =  i ~W ; H 1  (A.9)
yields the following mass term in the Lagrangian
Lmass =  12
 
 +;   
  0 XT
X 0
 
 +
  

+ h:c: : (A.10)
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The chargino mass matrix has the following form
X =

2M2
p
2MW sin p
2MW cos  

(A.11)
and will be diagonalized by the two matrices
(Z )TXZ+ =
 
M+1 0
0 M+2
!
: (A.12)
By simultaneously diagonalizing the matrices X XT and XT X we derive the eigenvalues
and therefore the masses of the charginos (again at tree level):
M2+1;2 =
1
2
n
M22 + 2M
2
W + 
2

q
(M22   2)2 + 4M4W cos2 2 + 4M2W  M22 + 2 + 2M2 sin2 o :
(A.13)
A.1.4 Neutralinos
The photinos ~, zinos ~Z and the two neutral higgsinos ~h0 and ~H0 mix. The appropriate
neutralino mass matrix is
Y =
0BB@ 2M3 0  MZ cos  sin W MZ sin  sin W0 2M2 MZ cos  cos W  MZ sin  cos W MZ cos  sin W MZ cos  cos W 0  
MZ sin  sin W  MZ sin  cos W   0
1CCA
(A.14)
and is diagonalized with one matrix
ZTNY ZN =
0BB@ M01 0 0 00 M02 0 00 0 M03 0
0 0 0 M04
1CCA : (A.15)
A.1.5 Gluinos
The 8 gluinos do not mix at all and have the mass
MaG = 2M1 (A.16)
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accordingly.
A.1.6 Sneutrinos
Three sneutrinos exist with a mixing matrix of
M IJ =  12M2Z cos(2) IJ + (m2L)IJ : (A.17)
Note that in mSUGRA no o-diagonal soft breaking terms exist and accordingly the sneu-
trino mixing matrix is diagonal as well. The matrix for the diagonalization is
ZyMZ =
0@ M2~1 0 00 M2~2 0
0 0 M2~3
1A : (A.18)
A.1.7 Sleptons
The slepton mixing matrix has the form
ML =

AT C
Cy B

(A.19)
with the matrices
AIJ =  1
2
M2Z cos(2) (1  2 cos2 W ) IJ + (mIe)2 IJ + (m2L)IJ ;
BIJ = M2Z sin
2 W IJ + (mIe)
2 IJ + (m2R)
IJ ;
CIJ =
1p
2

v2(lI  IJ   kIJS ) + v1lIJS  : (A.20)
The diagonalization matrix is named
ZyLMLZL = diagfM2L1 ;    ;M2L6g : (A.21)
A.1.8 Up-type squarks
The up-squark mixing matrix has the form
MU =

Ay D
DT B

(A.22)
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with the matrices
AIJ =
1
6
M2Z cos(2) (1  4 cos2 W ) IJ + (mIu)2 IJ + (m2Q)KLCKICLJ ;
BIJ =  2
3
M2Z sin
2 W IJ + (mIu)
2 IJ + (m2U)
IJ ;
DIJ =   1p
2

v1(uI  IJ + wIJS ) + v2uIJS

: (A.23)
The diagonalization matrix is named
ZyUMUZU = diagfM2U1 ;    ;M2U6g : (A.24)
A.1.9 Down-type squarks
The down-squark mixing matrix has the form
MD =

AT C
Cy B

(A.25)
with the matrices
AIJ =
1
6
M2Z cos(2) (1 + 2 cos
2 W ) IJ + (mId)
2 IJ + (m2Q)
IJ ;
BIJ =
1
3
M2Z sin
2 W IJ + (mId)
2 IJ + (m2D)
IJ ;
CIJ =
1p
2

v2(dI  IJ   eIJS ) + v1dIJS  : (A.26)
The diagonalization matrix is named
ZyDMDZD = diagfM2D1 ;    ;M2D6g : (A.27)
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A.2 Benchmark points of mSUGRA
In this section we present some popular benchmark points in the framework of minimal
Supergravity (mSUGRA). We show the parameters and the resulting mass spectra of [67] in
Tab. A.1 and of [68, 111] in Tab. A.2.
Model A B C D E F G H I J K L M
m1=2 613 255 408 538 312 1043 383 1537 358 767 1181 462 1953
m0 143 102 93 126 1425 2877 125 430 188 315 1000 326 1500
tan 5 10 10 10 10 10 20 20 35 35 39.6 45 45.6
sign() + + + - + + + + + + - + +
A0 0 0 0 0 0 0 0 0 0 0 0 0 0
mt 175 175 175 175 175 175 175 175 175 175 175 175 175
Masses
h0 116 113 117 117 116 121 117 124 117 121 123 118 125
H0 893 387 584 750 1435 2955 521 1813 431 851 1070 472 1737
A0 891 386 583 749 1434 2953 521 1812 430 851 1069 471 1735
H 895 394 589 754 1437 2956 527 1815 440 856 1074 481 1739
01 252 98 164 221 119 434 154 664 143 321 506 188 854
02 467 179 303 414 197 546 285 1217 265 594 932 349 1558
03 770 349 524 667 262 551 491 1599 460 879 1215 564 1843
04 785 370 540 674 317 845 506 1608 475 889 1225 578 1855
1 467 179 303 414 193 537 285 1217 265 594 932 349 1558
2 784 370 540 676 317 845 506 1608 476 890 1225 579 1855
~g 1357 606 932 1203 804 2372 880 3186 828 1669 2516 1051 4029
~eL; ~L 435 206 293 383 1433 2942 290 1092 308 599 1260 450 1957
~eR; ~R 271 145 182 239 1427 2897 194 709 234 425 1088 370 1658
~e; ~ 428 190 282 375 1431 2941 278 1089 298 593 1258 443 1955
~ﬁ1 269 137 175 233 1415 2873 166 664 159 334 931 242 1249
~ﬁ2 435 209 295 384 1427 2930 296 1081 319 589 1204 439 1809
~ﬁ 428 189 281 374 1425 2929 275 1076 285 571 1197 409 1803
~uL; ~cL 1211 546 833 1075 1519 3397 789 2834 756 1508 2398 978 3789
~uR; ~cR 1167 529 803 1036 1515 3360 764 2716 732 1452 2315 948 3643
~dL; ~sL 1214 552 837 1078 1521 3398 793 2835 760 1510 2400 982 3790
~dR; ~sR 1161 531 801 1032 1515 3356 762 2703 730 1445 2305 945 3631
~t1 940 400 635 845 987 2401 601 2288 569 1190 1883 744 3016
~t2 1172 580 830 1039 1292 2967 785 2649 742 1405 2122 918 3378
~b1 1126 503 769 998 1281 2961 713 2619 647 1335 2053 819 3308
~b2 1161 534 803 1028 1503 3333 762 2667 725 1406 2121 913 3388
Table A.1: The particle masses of the proposed post-
LEP benchmarks in GeV.
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Model SPS1 SPS2 SPS3 SPS4 SPS5 SPS6
m1=2 250 300 400 300 300 300
m0 100 1450 90 400 150 150
tan  10 10 10 50 5 10
sign() + + + + + +
A0 -100 0 0 0 -1000 0
mt 175 175 175 175 175 175
Masses
h0 114 116 117 115 120 115
H0 394 1444 573 405 694 464
A0 394 1443 572 404 694 463
H 402 1446 578 416 698 470
01 96 80 161 119 120 189
02 188 135 297 218 226 218
03 359 141 513 384 643 399
04 378 269 530 401 653 420
1 176 104 297 218 226 215
2 378 269 530 402 653 419
~g 595 784 914 721 710 708
~eL; ~L 202 1456 287 448 256 265
~eR; ~R 143 1452 178 417 191 237
~e; ~ 186 1454 276 441 245 253
~ﬁ1 133 1439 171 268 181 228
~ﬁ2 206 1450 289 415 258 270
~ﬁ 185 1448 275 389 242 252
~uL; ~cL 537 1533 817 730 642 639
~uR; ~cR 520 1530 792 715 624 628
~dL; ~sL 543 1535 820 735 646 644
~dR; ~sR 520 1530 789 714 623 622
~t1 379 1004 624 531 221 476
~t2 575 1307 820 696 645 661
~b1 492 1296 758 607 536 589
~b2 525 1520 791 706 623 624
Table A.2: The particle masses of the proposed
Snowmass benchmark points in GeV.

Appendix B
B.1 Feynman rules within the MSSM
In this section we present the expressions for the propagators and vertices we used during
our calculations. Note that this is not a complete compendium of all possible Feynman rules
for MSSM vertices, for something along these lines see [112]. We use the unitary gauge for
tree level calculations and can therefore neglect all ghost terms.
The propagators then read:
1. Scalar particles will be represented by dashed lines and have a propagator term of
i
p2  m2 : (B.1)
2. Vector bosons will be denoted by wavy lines and have in the massless case a propagator
of
 i
p2
g (B.2)
and
i
p2  m2

 g + pp
m2

(B.3)
in the massive case.
3. At last Dirac and Majorana fermions have a solid line with an arrow representing the
spinor direction in case of Dirac particles. Majorana particles do not possess any arrow.
The expression for the propagator is
i
p= m : (B.4)
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The following abbreviations will be used in the representation of the vertices in the MSSM:
lI =   mIe
p
2
v1
;
AijM = Z
0i
R Z
0j
H   Z1iR Z1jH ;
AijH = Z
0i
H Z
0j
H   Z1iH Z1jH ;
AijP = Z
0i
R Z
1j
H + Z
1i
R Z
0j
H ;
BiR = v1 Z
0i
R   v2 Z1iR : (B.5)
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B.1.1 The Standard Model
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l
l
Z0
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sin W cos W
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B.1.2 The extended Higgs sector
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B.1.3 The chargino - neutralino sector
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B.1.4 The slepton sector
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B.1.5 The chargino - slepton sector
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B.2 An algorithm for Feynman diagram generation
Let us start with the generation of Feynman diagrams according to the rules given in Sec. 5
for a given process. Basically, this proceeds in ve steps, namely
1. the creation of empty topologies,
2. setting the end points (incoming and outgoing particles),
3. the determination of suitable intermediate propagators,
4. the elimination of possibly occurring identical diagrams, and, nally
5. xing the relative sign between the Feynman diagrams.
In the following, we will discuss these steps in more detail.
B.2.1 Creation of empty topologies
The topologies which are created and then lled during the generation of Feynman ampli-
tudes, consist of binary trees of linked knots, called points see Fig. B.1. Each of these knots
splits into two branches and { correspondingly { two new knots. Therefore, within each
point there exists a link to a left and a right point. Consequently, knots which are not
splitting any more, point to empty right and left knots. Additional information within a
point consists of the avour of the incoming line and the direction indicated by b = 1,
depending on whether the line is taken as incoming or outgoing.
Let us note that within the Standard Model and its most popular extensions, interactions
between particles are described by means of vertices with three and four external legs. In
all interesting cases we can understand any four{vertex as two iterated three{vertices with
a shrunk internal line. Therefore it is sucient to use only the binary points for the con-
struction of our topologies.
Point
b, flavour
right
left
Figure B.1: The structure of a point.
B.2 An algorithm for Feynman diagram generation 279
=1
Nleg-1
n
N
leg
-
n
l1
Nleg l1
l l
lr= Σ
n
Figure B.2: Recursive structure for the construction of topologies.
Consider now processes with Nin incoming and Nout outgoing particles, respectively. Clearly,
starting from a single initial line l1, we need to construct topologies with
Nleg = Nin +Nout   1 (B.6)
additional legs. This can be done recursively, employing all topologies with n < Nleg. The
idea here is to split the initial line li into a left and a right branch. The left line ll then is
replaced with all topologies with ll ! n legs, and the right line lr with all topologies with
lr ! Nleg   n legs. Graphically, this can be understood as depicted in Fig. B.2. Let us
note that in our studies there is a clear distinction of left and right legs due to the internal
structure of physical vertices which will be mapped onto the blank topologies in later steps.
This is why the sum in Fig. B.2 extends to Nleg   1 instead of only half of it.
B.2.2 End point setting
The next step is to set the end points, i.e. to distribute the n = Nin + Nout incoming and
outgoing particles over the external legs of the corresponding topologies. A crucial role plays
the way that the vertices are set up internally, and the way the diagrams will be mapped onto
the helicity amplitudes. In fact, the methods employed there allow us to dene a number of
criteria the end points have to meet.
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3
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n-2
n-1
n
Figure B.3: The end points of a topology.
First of all, the rst incoming particle is set on position 1, i.e. it constitutes the \trunk"
of the topology. All other particles are then permuted over positions 2 to n. However,
the set of permutations leading to accessible Feynman diagrams is limited by the intrinsic
ordering of incoming and outgoing lines, see Tabs. B.1, B.2 and B.3, and the demand of not
double counting a Feynman graph. Having at hand a permutation of the legs the following
constraints will be applied subsequently:
1. It has to be a proper permutation, i.e. every leg should appear only once.
2. The second limitation is applied to the particles on positions 2 and n:
 If the particle on position 1 is an incoming quark qin (lepton of the kth generation
lkin) the particle on position n has to be either an incoming antiquark qin (lkin) or
an outgoing quark qout (lkout) or a Majorana particle.
 If the particle on position 1 is an incoming antiquark qin (antilepton of the kth
generation lkin) the particle on position 2 has to be either an incoming quark qout
(lkout) or an outgoing antiquark qin (lkin) or a Majorana particle.
These two conditions reect the fact that any incoming fermion on position 1 leads
to another fermion (incoming or outgoing) and one boson. Looking up the ordering
of particle types in the vertices (as specied in Tabs. B.1, B.2 and B.3), it is obvious
that spinor lines stretch from the incoming particle to the outgoing particle positioned
on the right leg, whereas anti-spinor lines stretch from the incoming to the left leg.
Thus, in addition with the following algorithms to nd intermediate lines (as applied
to the boson line attached to the fermion on position 1), the two conditions above
guarantee that the sheer existence of a rst fermion{fermion{boson vertex is not ruled
out a priori.
3. For further renement, there is some bookkeeping of incoming and outgoing fermions,
represented by a variable qsum for the quarks and similarly for each lepton generation.
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After each position of the external legs is equipped with a particle, qsum is calculated
for each permutation according to
qsum !

qsum + 1 ; if particle = qin or qout
qsum   1 ; if particle = qout or qin :
(B.7)
Permutations under consideration are thrown away, if
 qsum > 0, a quark sits on position 1 and position n is occupied by either an
incoming antiquark or an outgoing quark, or if
 qsum < 0, an antiquark sits on position 1 and position 2 is occupied by either an
incoming quark or an outgoing antiquark.
The same conditions apply generation{wise for the leptons. Note that this condition is
only for speeding up the generation of Feynman diagrams and therefore not mandatory.
If lepton or baryon number violating processes should be considered these constraints
will of course be dropped.
Whenever a permutation of the external particles meets the requirements outlined above,
the end points are set accordingly, i.e. they are supplied with the position numbers of the
specic permutation under consideration.
Intermediate points receive increasing numbers larger than 99 to distinguish them from end
points later on. This procedure of giving numbers to the individual points is realized recur-
sively, using the following algorithm:
Algorithm B.1
1. Start from point 1. Set as its number the number of the rst particle.
2. Go to the left point. If it is an end point (i.e. with empty left and right links), set
the next position of the permutation sequence as its number and proceed to 3. If it is
not an end point, supply it with an internal number and increment the corresponding
counter. Repeat this step.
3. Go back one step and then to the right point. Again, if it is an end point, set the
corresponding number of the permutation, and repeat step 3. In the complementary
case, supply it with an internal number and go to step 2. If there is no right point left,
the topology is equipped with all end points set.
Note that in this procedure, the position numbers of the permutation are synonymous for
the corresponding particle, i.e. its avour and the ag b = 1, depending on whether the
particle is incoming or outgoing.
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Figure B.4: A vertex with two couplings.
B.2.3 Finding intermediate lines
Having at hand such a topology with end points set and internal numbers for the propa-
gators, the aim is now to nd suitable intermediate lines connecting the external points of
this specic topology. If any set of intermediate lines is found, a Feynman diagram has been
successfully constructed, and if not, the topology can be neglected. Again, the determination
of the internal lines proceeds recursively along the following steps:
Algorithm B.2
1. Start from point P with a given avour. Check whether either the left or the right
or both links are not yet equipped with a avour. If this is the case, test all available
vertices for a t to the known avours of P and its links. For every t copy the topology
with this new vertex set. If both avours were already set, go to the next point and
start again.
2. If the left link was not yet equipped with a avour, repeat step 1. with P ! Pleft.
3. If the right link was not yet equipped with a avour, repeat step 1. with P ! Pright.
We will now discuss in some detail, how vertices are tested for a t into the topology. For
this it is indispensable to explain briey, how vertices are dened within our framework.
Basically, there are six dierent ways to group these three avours as incoming or outgoing
lines, possible double countings will be eliminated during the initialization of the vertices. As
we see in Tab. B.1, the fermions are ordered in a specic way, namely the outgoing fermions
on the right position and outgoing anti-fermions on the left position. The test of the vertices
for a t into a given topology now proceeds on three levels:
1. The avours and b-ags of the point under consideration are determined. For simplicity,
let us introduce f0, f1, and f2 and similarly b0, b1, and b2 for the avours and b{ags
(b = 1 for incoming and outgoing particles) related to the points P , Pleft, and Pright,
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P ! Pleft Pright F1 ! V F2 F1 ! SF2 S1 ! V S2
a! bc      
a! cb      
b! ca; QV 6= 0;      
QV = 0    
  
b! ac; a 6= c; a; c 6= M      
c! ba      
c! ab      
Table B.1: The dierent possibilities of changing the sequence of particles in a
vertex. Here,   = cRPR + cLPL is the usual vertex,   = cRPR + cLPL is the
complex conjugated vertex and   = cLPR+cRPL is a complex conjugated vertex
with an exchange of the left and right handed couplings. Note that M represents
a Majorana particle.
P ! Pleft Pright S1 ! S2S3
a! bc  
a! cb; a 6= a  
b! ac; a = a  
a 6= a  
Table B.2: The three scalar boson vertex, where the same denitions as in
Tab. B.1 hold true.
respectively. Then the following adjustments are made (to allow a matching on the
vertices):
 A priori, if points Pleft or Pright are not yet equipped with a avour, i.e. if they
are propagators, their respective b's will be set to 0.
 f0 is a boson:
If b1 =  1 (b2 =  1), then f1 ! f1 (f2 ! f2). If f1 (f2) is not known yet,
b1 =  1 (b2 =  1).
 f0 is an anti-fermion:
If b0 b1 = 1, then f1 ! f1. If f1 is not known yet, then b1 = b0.
 f0 is a fermion:
If b0 b2 = 1, then f2 ! f2. If f2 is not known yet, then b2 = b0.
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P ! Pleft Pright V1 ! V2V3 V1 ! SV2
a! bc    
b! ca; QV1 = 0    
b! ac; QV1 6= 0    
a! cb; QV1 6= 0    
Table B.3: The three vector boson and the two vector one scalar boson vertex,
where the same denitions as in Tab. B.1 hold true.
 f0 is a Majorana particle:
If f1 is a fermion and b0 b1 = 1, then f1 ! f1. The same holds true for f2.
2. Now every vertex available is tested against the { modied { avours of the specic
point, i.e. P , Pleft, and Pright. Any vertex passing this test eventually denes the avours
of internal lines which have to t themselves. The corresponding test is described in
the next step.
3. Let us describe this test for avour f 01 related to the point P 0 = Pleft, c.f. Fig. B.5. If
both its left and its right link (denoted by P 0left and P 0right) are end points, all available
vertices are tested against them after the following transformations:
 If f 00 denotes a boson, the avours f 01 and f 02 will be treated as barred, if the
corresponding particles are incoming (b =  1).
 If f 00 is an anti-fermion and b00 b01 = 1, then f 01 ! f 01.
 If f 00 is a fermion and b00 b02 = 1, then f 02 ! f 02.
 if f 00 is a Majorana particle, the avour f 01 (f 02) will be treated as barred, if it is a
fermion and the relation b0 b1(2) = 1 holds.
If now the modied avours t to any vertex, the avours of the knot P 0 passed the
test. Of course, if either of the two points P 0left and P 0right is not an end point, the test
described above is obsolete.
B.2.4 Eliminating identical diagrams
Unfortunately, the algorithms described in the preceeding sections might produce identical
diagrams, mainly because there is no really sophisticated treatment of identical particles and
topologies. The cure to potential double counting by identical diagrams is therefore explicit
comparison of each pair of diagrams. This again proceeds recursively by following the point
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Figure B.5: Exemplary topology for the mapping procedure.
lists of both diagrams under test according to
Algorithm B.3
1. If both points p1 and p2 to be compared do not have the same number of osprings or
have dierent avour, the recursion terminates.
2. The test of step 1. is repeated with p1!left and p2!left, and possibly after passing
with p1!right and and p2!right.
3. If the test of step 2. yields a negative result, then there is still the possibility of
double counting due to identical particles. To catch this the avours of p1;2 ! fleft,
rightg are checked crosswise. If this test is passed, i.e. if the avours of p1!right
and p2!left and of p1!left and p2!right mutually agree, step 1. is repeated
with both combinations.
4. Similarly to step 3. further steps are performed for Majorana particles. These particles
can be exchanged even when they are not identical, because they do not possess a
particle or anti-particle signature.
5. Finally, if the recursion does not terminate before all points were tested, the diagrams
are identical and the second one will be discarded.
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B.2.5 Fixing the relative sign of amplitudes
The relative sign and the associated implementation of the fermion (number) ow proceeds
in three steps:
1. At rst the orientation for each fermion line and therefore the permutation of the
external particles has to be determined.
2. Next the fermion number ow has to be xed.
3. The changes of the propagator and vertex terms in case the fermion number ow is
contrary to the orientation can now be performed.
Setting the orientation
We choose the orientation of a fermion line according to the rules shown in Tab. B.4. Usually
Begin i End j Orientation Comment
incoming Majorana incoming Majorana i > j:  ! Majorana line
i < j:   
incoming fermion incoming fermion i > j:  ! Majorana propagator
i < j:   
incoming anti-fermion incoming anti-fermion i > j:    Majorana propagator
i < j:  !
incoming Majorana incoming fermion  ! special case
incoming Majorana outgoing anti-fermion  ! special case
outgoing anti-fermion incoming Majorana    special case
incoming fermion outgoing ferm./Major.    normal case
incoming fermion incoming anti-fermion    normal case
outgoing anti-ferm./maj. incoming anti-fermion    normal case
outgoing fermion outgoing anti-fermion  ! normal case
outgoing anti-fermion outgoing fermion    normal case
outgoing Majorana outgoing Majorana i > j:  ! Majorana line
i < j:    Majorana line
Table B.4: The choice of the orientation for a fermion line in the dierent cases.
the orientation of the fermion line is arbitrary. But, since we want to have the fermion ow
as close as possible to the fermion number ow (which results in a minimum of changes, see
Sec. 5) the orientation depends on the avour and particle type of the begin and end of the
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fermion line. In order to use the same orientations for equal fermion lines in dierent dia-
grams this choice will depend on the intrinsic number of the according particle, for instance
in the case of e+; e  ! q; q the numbering scheme is 0; 1! 2; 3.
The next step is to determine the permutation of a Feynman diagram which is composed of
the single permutations of the dierent fermion lines. We choose the permutation of a fermion
line contrary to the sequence given by the orientation. According to the Feynman rules every
diagram with an odd parity with respect to the natural permutation 0; 1; 2 : : : obtains a
minus sign. Odd permutation means that an odd number of exchanges between neighboring
numbers has to be performed in order to gain the natural permutation. Note that the result
does not depend on the sequence of dierent fermion lines, i.e. P(0; 1; 2; 3) = P(2; 3; 0; 1).
Fermion number ow
The fermion number ow for the incoming and outgoing particles is distributed according
to the Feynman rules:
 Incoming fermions and outgoing anti-fermions get an arrow in the direction of the
diagram, i.e. an incoming arrow.
 Incoming anti-fermions and outgoing fermions get an arrow o the direction of the
diagram, i.e. an outgoing arrow.
 Majorana fermions get no arrow at all.
The propagators of a fermion line get a fermion number ow with respect to the incoming
and outgoing fermions at the end points of this line. This scheme of course does not hold
in general for Majorana fermions. We make therefore the following modications when
Majoranas are involved:
 Two Majoranas are at the end points and a Dirac fermion is a propagator in-between.
Then the direction of the arrow is arbitrary.
 One Majorana and one Dirac fermion are at the end point of a fermion line. The Dirac
propagators between them get the same direction of the arrow as the end point with
the Dirac fermion.
 Two Dirac fermions are at the end point and a Majorana particle is a propagator in-
between. Note that these two Dirac fermions do not have to posses the same direction
of the arrow. In this case the propagators with Dirac fermions get the same arrow as
the nearest end point. Nearest in this context means that no Majorana propagator
should be between the Dirac propagator and the appropriate end point.
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Consequences of the chosen orientation
Having at hand the proper orientation (fermion ow) and the fermion number ow we can
manipulate the expressions for the propagators and the vertices according to step 4. of the
Feynman rules, Alg. 5.1. Translating this rule into the Feynman diagrammatic language
means:
1. S( p) changes the propagator particle into an anti-particle and produces a minus sign
in front of the diagram.
2.  0 is only dierent from   = cRPR + cLPL in the case of a two fermion one vector
boson vertex, where at least one of the fermions has to be a Dirac fermion. We can
then calculate  0 =  (cLPR + cRPL).
This leads to the following manipulations taking into account the fermion, fermion number
and momentum ow:
 The change of the propagator term S(p)! S( p) occurs always, when the orientation
is opposite to the direction of the momentum ow, independent of the fermion number
ow.
 The vertex at the end of a propagator (with respect to the momentum ow) is changed,
when the orientation is in the opposite direction of the fermion number ow, indepen-
dent of the momentum ow.
Appendix C
C.1 Helicity notations
We summarize all abbreviations and shorthands used in Chapter 6:
 We start with the basic ingredients of the X, Y and Z functions:
i =
p
2(pi k0) ;
i = mii : (C.1)
Here, the +( ) sign refers to a particle (anti-particle).
 The next abbreviation was used for the dierent X, Y and Z functions:
Y (1; 2) = Y (p1; 1; p2; 2; c12L ; c
12
R ) ;
X(1; 3; 2) = X(p1; 1; p3; p2; 2; c12L ; c
12
R ) ;
Z(1; 2; 3; 4) = Z(p1; 1; p2; 2; p3; 3; p4; 4; c12L ; c
12
R ; c
34
L ; c
34
R ) : (C.2)
Note that we have dropped all couplings since they always can be easily determined
within the context.
 Polarization vectors will be marked with a prime on the number, for instance
Z(1; 10; 2; 3) = Z(p1; 1; q1; 1; p2; 2; p3; 3; 1; 1; c23L ; c23R ) : (C.3)
 Explicit changes of the spinor property of a particle could take place for the summation
over v and u spinors of propagators, see Eq. (6.39). Then the propagator particle has
to be provided with a particle or anti-particle signature. Usually, we mark them with
a bar on top of the number. For the case of Y functions this would look like
Y (1; 2) = u(p1; 1)[cLPL + cRPR]v(p2; 2) : (C.4)
in contrast to the originally dened Y functions, where both spinors were particles
(and therefore denoted by u spinors).
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 Since spinors stemming from a propagator have to be summed over their helicity an
explicit specication of the according helicity has to be performed as well:
Y (1; 2) = Y (p1; 1; p2; ; c12L ; c
12
R ) (C.5)
 In connection with the calculation of multiple boson vertices a further shorthand is
often used. For instance for the calculation of a Y function the two arguments always
refer to a boson and its polarization vector, therefore these two arguments can be
replaced by one:
Y1 = Y (1; 10) ;
X12 = X(1; 2; 10) ;
Z12 = Z(1; 10; 2; 20) : (C.6)
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C.2 A simple algorithm for the implementation of the
helicity formalism
In this section we extend the method of decomposing massless fermionic propagators given
in Sec. 6.1.5 to the case of massive propagators. Note that this algorithm works for processes
with no avour changing currents only.
C.2.1 Massive fermionic propagators
In order to give an example of the idea we consider the rst amplitude of the process
e (p1) e+(p2)! q(p3) q(p4) g(p5), where the Feynman diagrams are given in Fig. 6.8.
As one may observe, the mass term of the propagator can be absorbed into the mass term
of the outgoing particle which is in this case the same fermion with the same particle or
anti-particle signature. In our example e.g. this method works in the following way:
p=45  m45 = (p=4  m4) + p=5
=
X

[v(p4; )v(p4; ) + u(p5; )u(p5; )] : (C.7)
Note that m45 = m4, because the propagator is the same particle as the outgoing anti-quark.
This algorithm works therefore only properly for massless fermions (by construction) or for
processes, where no avour changing currents are connected to the spinor line.
C.2.2 Algorithm
Using the decomposition of massive fermionic propagators as given in Sec. C.2.1 an appro-
priate algorithm is:
Algorithm C.1
1. Write down the spinor expressions for all Feynman diagrams.
2. Rewrite all polarizations for massless and massive vector bosons in terms of spinor
products.
3. Replace all propagator numerators by a sum over external particles.
4. Replace every external four-momentum by a sum over the two helicities of the appro-
priate spinor combination, see Eq. (6.3).
5. A product of spinors and  matrices now remains which can be transformed into the
basic building blocks.
6. The amplitude will be calculated for every diagram yielding a complex number only.
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7. The amplitude squared could be determined by summing up the dierent complex
numbers and multiplying them with the complex conjugate of all diagrams. Note
that in case a QCD process will be calculated the dierent color factors between the
diagrams have to be taken into account as well.
8. Last but not least this procedure has to be repeated for every helicity combination of
the external particles and the contributions have to be summed up.
C.2.3 Example
In order to explain the working of the proposed algorithm we present the full example for the
process e (p1) e+(p2) ! q(p3) q(p4) g(p5). The according diagrams are depicted in Fig. 6.8.
Since we use the same example as in Sec. 6.4.1 we could discard the rst two steps of our
algorithm and start from Eq. (6.46):
M1 =
1p
4p5q5
1
p212(p245  m245)
v(p2)u(p1)u(p3) (p45  m45) v(p4) u(q5)u(p5) : (C.8)
3. We can now replace the fermionic propagator by a sum over the external particles, see
Eq. (C.7):
M1 =
1
p212(p245  m245) u(p1)u(p2)u(p3)
 (p=4 + p=5  m45) u(p4)
 1p
4p5q5
u(q5)u(p5) : (C.9)
4. The next step is to replace the four-momenta by a sum over spinor states. At this
stage it is appropriate to rene our expression by introducing the helicity states of the
dierent spinors:
M123451 =
1p
4p5q5
1
p212(p245  m245) v(p2; 2)u(p1; 1)
u(p3; 3)X

[v(p4; )v(p4; ) + u(p5; )u(p5; )] v(p4; 4)
u(q5; 5)u(p5; 5) : (C.10)
5. The translation into the basic building blocks (in this case Z functions) is straightfor-
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ward
M123451 =
1p
4p5q5
1
p212(p245  m245)
X

fZ(p1; 1; p2; 2; p3; 3; p4; ; ce; ce; cq; cq)
Z(p4; ; p4; 4; q5; 5; p5; 5; cqg; cqg; 1; 1)
+Z(p1; 1; p2; 2; p3; 3; p5; ; ce; c
e
; c
q
; c
q
)
Z(p5; ; p4; 4; q5; 5; p5; 5; cqg; cqg; 1; 1)g : (C.11)
Note that we have reintroduced the coupling constants for the photon to electron and
quark as well as the quark to gluon coupling. Since we introduced the spinor product
for the polarization vectors only for convenience, the appropriate couplings in the Z
function are set equal to 1. Using the notations of Sec. C.1 we derive:
M123451 =
1p
4p5q5
1
p212(p245  m245)
X


Z(2; 1; 3; 4)Z(4; 4; 50; 5) + Z(2; 1; 3; 5)Z(5; 4; 50; 5)
	
:
(C.12)
The remaining steps could be performed similarly to the example given in Sec. 6.4.1.
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C.3 Composite building blocks
In this section we present all remaining functions for the multiple boson vertices as dened
in Sec. 6.3. We start with the three boson vertices and continue with the four and ve boson
vertices, respectively.
C.3.1 Three-boson vertices
The three (possibly massive) vector boson vertex has been already presented in Sec. 6.3. The
remaining vertices which are depicted in Fig. C.1, will be introduced here:
 The two vector and one scalar boson vertex including possible masses of the vector
bosons reads:
ZV V S012 = Z10   1M21 X01X11  
1
M20
X10 X00 +
1
M20M21
X00X11 (p0  p1) : (C.13)
Here, particle number 2 is the scalar boson.
 In the same way the vertex for two scalar and one (possibly massive) vector boson can
be derived:
ZSSV012 = X21  X20 + 1M22 X22 (p2  (p0 + p1)) ; (C.14)
where particle number 2 is the vector boson.
Note that we do not need to dene an extra vertex for three scalar bosons, since it consists
of a coupling constant only.
 


 


Figure C.1: The two vector and one scalar boson and the one vector
and two scalar boson vertex. Note that the left one corresponds to the
function ZV V S and the right one to ZSSV .
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C.3.2 Four-boson vertices
In this section we give expressions for all four boson vertices including possible mass terms
due to massive vector bosons. Throughout this section the dierent diagrams always depend
on the four outgoing bosons with number 0; 1; 2; 3 and the inner propagator number 4.
Four massive vector boson vertex
The vertex with four massless vector bosons has been already presented in Sec. 6.3. Here,
we show the full expression including all possible mass terms of massive vector boson prop-
agators, see Fig. C.2. Then, the generic four vector boson vertex can again be build up of
 



 



Figure C.2: The two parts of the four vector boson vertex. Note that
the left one corresponds to the function ZTT and the right one to ZQ.
two parts:
Z4V01234 = Z
Q
01234 + i Z
TT
01234 : (C.15)
The quadruple vector boson vertex including all mass terms now reads
ZQ0123 = Z20 Z31
+
1
M20
X00 (X30 Z21  X20 Z31) + 1M22 X22X12 Z30 +
1
M23
X33X03 Z21
+
1
M20 M21
X00 X11X20X31 +
1
M22 M23
X22 X33 X02 X13
+
1
M20 M22
X00 X22 ((p0  p2)Z31  X12 X30)
+
1
M21 M23
X11 X33 ((p1  p3)Z20  X03 X21)
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+
1
M20 M21 M22
X00 X11 X22 (p1  p2)X30
+
1
M20 M21 M23
X00 X11 X33 (p0  p3)X21
+
1
M20 M22 M23
X00 X22 X33 ((p0  p3)X12   (p0  p2)X13)
+
1
M20 M21 M22 M23
X00X11 X22 X33 (p0  p2) (p1  p3)
 (0$ 1) : (C.16)
The part composed out of two triple vector boson vertices is
ZTT0123 = Z10 [X31 (X23 +X24) +X20 (X32 +X34)]
+Z32 (X04  X01) (X12  X13) + Z20 (X32 +X34) (X14  X10)
 Z30 (X23 +X24) (X14  X10) + Z32 Z10 (p0  (p3   p2))
+A01234 +
1
2
(A3210( 4)   A2310( 4))
+
1
M24
(Z32 (p4  (p2   p3)) +X23X34  X32 X24) (X01X14 + Z10 (p0  p4))
+
1
2
(B01234  B23014) + C01234 + C10324 +D01234 + 12(D23014  D32014)
+E02314 +
1
2
(E01234   E01324) + F01234 + F10324
+
1
M20 M21 M22 M23
X00X11X22 X33 (p0  p4)
[(p1  p3) (p2  p4)  (p1  p2) (p3  p4)]
 (0$ 1) : (C.17)
We here used the following auxiliary functions for single mass terms
M20 A01234
X00
= (X30X14  X31 X10) (X24 +X23)
 (X20 X14  X21 X10) (X34 +X32)
+(p0  (p1   p4)) (Z31 (X23 +X24)  Z21 (X34 +X32))
+Z32 [X10 (p1  (p3   p2)) X14 (p0  (p3   p2))
+(X12  X13) (p0  (p1   p4))] ;
(C.18)
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for double mass terms
M20 M21 B01234
X00X11
= (X31 (p0  p4) X30 (p1  p4)) (X23 +X24)
 (X21 (p0  p4) X20 (p1  p4)) (X32 +X34)
+Z32 [(p0  p4) (p1  (p2   p3))  (p1  p4) (p0  (p2   p3))] ;
M21 M22 C01234
X11X22
= (X34 X02 +X32 X03) (p1  (p4   p0))
+(X04 X31  X30 X01) (p2  (p3 + p4))
+X34 ((p0  p2)X01   (p1  p2)X04)
+X32 ((p0  p3)X01   (p1  p3)X04)
 Z30 (p2  (p3 + p4)) (p1  (p4   p0)) ;
M21 M24 D01234
X11
= [(p0  p4)X01   (p0  p1)X04]
[Z32 (p4  (p3   p2)) X23X34 +X32 X24] ; (C.19)
and three masses
M20 M21 M22 E01234
X00 X11X22
= X34 [(p0  p4) (p1  p2)  (p0  p2) (p1  p4)]
+X32 [(p0  p4) (p1  p3)  (p0  p3) (p1  p4)]
+(p2  (p3 + p4)) [(p1  p4)X30   (p0  p4)X31] ;
M20 M22 M24 F01234
X00X22
= [(p3  p4)X32   (p2  p3)X34] [(p1  p4)X10   (p0  p1)X14] :
(C.20)
Three vector and one scalar boson vertex
Replacing one vector boson with a scalar boson results in the diagram depicted in Fig. C.3.
The according function can be evaluated to be:
ZV V V S0123 = Z10 ( X20 +X21) + Z02 (X10  X14) + Z21 ( X01 +X04)
+J01240   J10241 + J20112 + J40112 + 1M22 X22 ( X04 X12 +X02 X14)
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 



Figure C.3: The three vector and one scalar boson vertex.
+
1
M20 M21
X00 X11 [(p0  p4)X21   (p1  p4)X20]
+
1
M20 M22
X00 X22 [(p2  p1)X10   (p0  p1)X12]
+
1
M20 M22
X00 X22 [(p4  p0)X12   (p2  p0)X14]
+
1
M20 M24
X00 X24 [(p4  p1)X10   (p0  p1)X14]
+
1
M21 M24
X11 X24 [(p1  p0)X04   (p0  p4)X01]
  1
M21 M22
X11X22 [(p0  p2)X01 + (p1  (p0   p4))X02 + (p1  p2)X04]
+
1
M22 M24
X22 (p2  p4) [X04X10  X01 X14 + Z10 (p4  (p1   p0))]
  1
M20 M21 M22
X00 X11 X22 [(p0  p4) (p1  p2)  (p0  p2) (p1  p4)]
+
1
M20 M22 M24
X00X22 (p2  p4) [X14 (p0  p1) X10 (p1  p4)]
+
1
M21 M22 M24
X11X22 (p2  p4) [X01 (p0  p4)  X04 (p0  p1)] (C.21)
with the auxiliary function
J12345 =
1
M21
X51 [X24X31  X21 X32 + Z32 (p1  (p2   p4))] : (C.22)
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Two vector and two scalar boson vertex
Two dierent types of diagrams could occur which dier by the position of the two scalar
vector bosons, see Fig. C.4. The function for the left diagram yields:
 



 



Figure C.4: Both types of diagrams for the two vector and two scalar
boson vertex. Note that the left one corresponds to the function ZV SV S
and the right one to ZV V SS .
ZV SV S0123 =  Z20 + 1M20 X00X20 +
1
M22
X22X02 +
1
M24
X24 X04
  1
M20 M22
X00 X22 (p0  p2)  1M22 M24 X22X24 (p2  p4)
  1
M20 M24
X00 X24 (p0  p4) + 1M20 M22 M24 X00X22 (p2  p4) (p0  p4) ; (C.23)
whereas the diagram on the right hand side results in the following expression:
ZV V SS0123 = (X14  X10) (X02 +X03) + (X12 +X13) (X01  X04)
+Z10 (p0   p1)  (p2 + p3)
+
1
M20
X00 [X14 (p0  (p2   p3)) +X10 (p1  (p2 + p3))
+ (X13 +X12) (p0  (p4   p1))]
+
1
M21
X11 [X04 (p1  (p2 + p3)) X01 (p0  (p2 + p3))
+ (X02 +X03) (p1  (p0   p4))]
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


Figure C.5: The three scalar and one vector boson vertex.
+
1
M24
[(X04X10  X01X14) (p4  (p2 + p3))
+ Z10 (p4  (p2 + p3)) (p4  (p1   p0))]
+
1
M20 M21
X00X11 [(p1  p4) (p0  (p2 + p3))  (p0  p4) (p1  (p2 + p3))]
+
1
M20 M24
X00 [X14 (p0  p1) X10 (p1  p4)] (p4  (p2 + p3))
+
1
M21 M24
X11 [X01 (p0  p4) X04 (p0  p1)] (p4  (p2 + p3)) (C.24)
One vector and three scalar boson vertex
The diagram with one vector and three scalar bosons, where the propagator is a vector
boson, can be seen in Fig. C.5. The according expression is
ZV SSS0123 = X02 +X03   1M20 X00 (p0  (p2 + p3)) 
1
M24
X04 (p4  (p2 + p3))
+
1
M20 M24
X00 (p0  p4) (p4  (p2 + p3)) : (C.25)
Four scalar boson vertex
The last of the four boson vertices which could not be cut open because of the vector
boson propagator is the four scalar boson vertex as depicted in Fig. C.6. The corresponding
expression in the helicity formalism is
ZSSSS0123 =  ((p0 + p1)  (p2 + p3) + 1M24 (p4  (p2 + p3)) (p4  (p0 + p1)) : (C.26)
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


Figure C.6: The four scalar boson vertex with a vector boson propagator.
 




Figure C.7: The connected four boson + three boson vertex.
C.3.3 Five massless vector boson vertex
As we have already seen in Sec. 6.3 the ve vector boson vertex consists of a sum of the
three connected three gluon vertices and the diagrams, where one propagator shrinks, i.e. a
quadruple vector boson vertex occurs. The dierent contributions with a quadruple vector
boson vertex have in principal the same form which is depicted in Fig. C.7. In order to
calculate the corresponding expression we rst have to dene an auxiliary function:
H1234 =  Z21 (X32 +X34) + Z31 (X23 +X24) + Z32 (X12  X13) : (C.27)
The diagram can then be calculated in the helicity formalism
ZQT012345 = Z20 H1345 + Z10 H2435 ; (C.28)
where the number 5 represents the gluon propagator. The full expression for the sum of all
three contributions to the ve vector boson vertex as depicted in Fig. 6.7 can be written as
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



Figure C.8: The connected three gluon vertices.
(with the numbers 5 and 6 as the inner propagators)
Z0123456 = ZTTT0123456   i ZQT123460 + i ZQT432150 : (C.29)
Since the last two expressions can be derived using Eq. (C.28) we only have to calculate the
three triple gluon vertex, c.f. Fig. C.8. The full expression now reads:
ZTTT0123456 = K0413256  K0423156 +K0324156  K0314256
+L0215346 + L0125436 + L0436215 + L0346125
+G0346512  G0436512 +G0215634  G0125634
 Z43 (p0   p5)  (p3   p4) [Z10 (X21 +X25)  Z20 (X12 +X15)]
 Z21 (p0   p6)  (p1   p2) [Z40 (X34 +X36)  Z30 (X43 +X46)]
+Z43 Z21
"
(X01  X02) (p0   p5)  (p3   p4)
+ (X03  X04) (p6   p0)  (p1   p2)
+ (X05  X06) (p1   p2)  (p3   p4)
#
(C.30)
using the abbreviations
K0123456 = Z34 (X13 +X16) (X24 +X25) (X06  X05)
L0123456 = Z20 (X12 +X13) [(X40  X43) (X54 +X56)  (X50  X53) (X45 +X46)]
G0123456 = Z65 (X12 +X13) [(X20  X24) (X05  X06) + (X25  X26) (X04  X03)] :
(C.31)
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C.4 Translation of Feynman diagrams into helicity
amplitudes
In this section, we will turn our focus on the translation of the generated Feynman diagrams
into corresponding helicity amplitudes and on some details concerning their evaluation once
a set of external momenta is given. The following issues will be discussed in some detail:
1. The piecewise conversion of the diagrams into corresponding Z{functions
2. and the evaluation of the helicity amplitudes.
C.4.1 Finding the appropriate Z{functions
We are now in the position to present the algorithms leading eventually to the helicity
amplitudes, or in other words, to the appropriate products of Z{functions. This proceeds in
two steps :
1. Projecting the point list onto the larger building blocks, i.e. pieces with a number of
intermediate vector and scalar bosons, and
2. ipping the arguments of the emerging Z{functions, such that the particles associated
with a "barred" spinor are always followed by particles with "unbarred" spinors. This
point applies for the spinors constituting the polarization vectors of spin{1 bosons as
well.
We will now elucidate the two steps above. For a better understanding of the projection
algorithm mapping the point lists onto helicity amplitudes we recall briey the structure of
the basic building blocks. Schematically, they can be represented like in Fig. C.9. They all
consist of a number of boson propagators between fermion propagators or external spinors,
related to fermions or their polarization vectors, represented by the arrowed straight lines.
The blob in the middle then represents all possible Lorentz{structures connecting the boson
propagators. These building blocks naturally emerge, because intermediate fermion lines can
be cut by using the completeness relation, c.f. Eq. (6.38), while vector boson lines cannot be
cut in such a way. These considerations lead straightforward to the algorithm employed in
the mapping procedure sketched below:
1. Start with a point p. Check, if the particle related to this point is either an external
or intermediate fermion (with p!left a boson and p!right a fermion), an external
or intermediate anti-fermion (with p!left an anti-fermion and p!right a boson) or
an external boson. This condition ensures that
(a) a reasonable translation is possible at all, where the ordering of the connected
points for incoming fermions or anti-fermions is just another check, and that
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Figure C.9: A building block.
(b) intermediate boson lines are not double counted.
If the conditions above are met, the boson is selected and the steps 2 and 3 are executed.
2. Starting from the boson, the links of the subsequent points are followed recursively
along possibly occurring further bosons. In every boson line branching into two
fermions this recursion terminates. By this procedure, the number of bosons, their
type and their topological connections are explored. These characteristics determine
which of the building blocks exhibited in Figs. 6.3, 6.4, and 6.5 are to be used.
3. Having determined the structure of the building block, the task left for the translation
of this particular piece is to ll in the corresponding arguments and couplings.
4. The procedure is repeated with the points p!left and p!right.
Unfortunately, this procedure does not care about any ordering of spinors coming into play
either via external particles or their polarizations or by using the completeness relation
on the intermediate fermion lines. Let us illustrate this by considering the amplitude in
Fig. C.10. We see immediately that the particle indices occur in ordered pairs of the form
fu; ug. However, this ordering of the spinor pieces against the spin ow is mandatory but
is not necessarily realized immediately after the construction of the helicity amplitudes.
Hence, after being constructed, the Z{functions are searched for external fermions or anti-
fermions not obeying the ordering u; u. If found, the indices within the corresponding pair
are switched. If the partner{index denotes a propagator, the index occurs twice due to the
completeness relation. Consequently it has to appear exactly once on the rst and on the
second position of such a pair. This is taken care of by switching the sequence in the other
Z{function this particular index appears.
C.4.2 Evaluation of amplitudes
As the last item related to the helicity amplitudes, we discuss briey, how for a given
set of external momenta and helicities a particular amplitude is evaluated. The key point
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Figure C.10: Flipping the Z functions.
to notice here is that we cut open the fermion lines by use of the completeness relation
Eq. (6.38). Thus for each intermediate fermion line a sum over both helicities and both
particle and antiparticle{type spinors (uu and vv, respectively) has to be performed. For
massive particles, the masses of the u{ and the v- spinors are connected with dierent signs,
entering nally the Z{functions. Therefore, the internal fermion lines are counted rst,
then for each internal fermion line two summation indices are introduced, labeling the two
helicities and the particle and antiparticle components, respectively. For each combination of
these indices, the corresponding spinor labels are lled into the Z{functions, and a minus sign
internally labels anti-particles and will be recognized at the level of the building blocks to
alter the sign of the corresponding mass. Finally, for each combination of internal helicities
and particle antiparticle labels all building blocks are multiplied separately to be summed.

Appendix D
D.1 Jet clustering algorithms
Jet clustering algorithms are widely used in the framework of electron positron annihilations.
They provide a scheme for dening how a jet should look like.
We start with the description of the so-called JADE type algorithm. Basically, this algorithm
needs two ingredients:
1. A test variable yij has to be dened. It provides a measure for the distinction of two
jets. Two schemes are widely used for this purpose. The rst and older one is the
JADE scheme which uses a test variable dened via
yij =
2EiEj(1  cos ij)
s
: (D.1)
This is more or less the invariant mass of two particles. Note that this scheme produces
observables which are not infrared save. An improvement oers the Durham scheme
using
yij =
2minfE2i ; E2j g(1  cos ij)
s
: (D.2)
as the test variable. This can be understood as the transverse momentum between the
two particles.
2. A combination scheme for summing two particles is necessary as well. In the so-called
E-scheme two four-momenta are combined by simply adding them up
pij = pi + pj : (D.3)
On the other hand the P-scheme uses pseudo-particles with zero mass, i.e. the energy
of the resulting particle has to be rescaled
pij = pi + pj ;
Eij = jpi + pjj : (D.4)
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With these two components the algorithm for the determination of all jets for a given cut in
the jet measure ycut and a sample of four-momenta fpig reads
Algorithm D.1
1. Determine all test variables yij.
2. Find the one with the smallest value of yij and
 if yij < ycut cluster these two particles according to the given combination scheme
yielding a new particle and proceed with the rst step or
 if yij  ycut the clustering is nished and all remaining particles represent a jet.
The impact of the JADE and DURHAM algorithms on the production of three jets is depicted
in Fig. D.1.
The second possible scheme is of the so-called Cambridge type. In this scheme not only
a test variable but an ordering variable is needed as well. We present here the example
of the Cambridge algorithm which is in some sense a derivative of the Durham algorithm.
Accordingly it uses the same denition for the test variable, see Eq. (D.2) and the ordering
variable
vij = 2(1  cos ij) : (D.5)
The test variable can then be expressed in terms of the ordering variable
yij =
minfE2i ; E2j g
s
vij : (D.6)
The resulting algorithm relies on a "freezing" of the softer of two resolved objects and there-
fore prevents the algorithm from mis-clustering:
Algorithm D.2
1. Determine all ordering variables vij.
2. Find the one with the smallest value of vij and calculate the test variable yij.
 If yij < ycut cluster these two particles according to the given combination scheme
yielding a new particle.
 If yij  ycut store the particle with the smaller amount of energy as a jet.
3. If only one particle remains store it as a jet and the algorithm nishes, otherwise
proceed with the rst step.
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Figure D.1: The eect of restrictions in x1-x2 space relevant for three
jet production for the Durham{ and the Jade{scheme. Without any
phase space restrictions the triangle above the black line is available,
the two jet clustering schemes allow only for phasespace regions inside
the corresponding lines.
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D.2 The Gamma function
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Figure D.2: Gamma function
The Gamma function as depicted in Fig. D.2 is dened via the integral
 (z) =
1Z
0
dt tz 1e t (D.7)
for all complex z 6= (0; 1; 2; : : : ). It holds the basic relation
 (z + 1) = z  (z) (D.8)
and for n a positive integer the identication
 (n+ 1) = n! (D.9)
can be made. Further important properties are
 (z)  (1  z) = 
sin(z)
;
 (1) = 1 ;
 (1=2) =
p
 : (D.10)
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D.3 Generation of integration channels
Let us turn now to the generation of additional channels for the multi-channel phase space
integration. As already explained (see Sec. 7.3), for the denition of ecient integration
channels it is essential to know as much as possible about the structure of the integrand, i.e.
possible (in the Monte Carlo sense) singularities in phase space. This proves to be the case,
because the Feynman diagrams are already at hand. So, basically, the steps performed for
the construction of channels are:
1. For each Feynman diagram the internal lines are identied and it is decided, whether
they are in the s{ or in the t{channel,
2. then the propagators and decays are translated according to their properties into the
building blocks listed in Tabs. 7.1 and 7.2,
3. nally a subset of the individual channels (each corresponding to one specic diagram)
is selected.
D.3.1 Properties of internal lines
The rst step in the construction of an integration channel for a particular Feynman diagram
is to decide, in which kinematical region the individual propagators are, i.e. whether they
are s{ or t{channel propagators. This is done recursively starting from position 1 in the
list of linked points constituting the diagram. By iterative steps to the left and right links
the other endpoint with b =  1, i.e. the other endpoint related to the second incoming
particle is found. In these iterative steps, connections to the corresponding previous points
are set. It is then straightforward to follow their track back to the starting point, equipping
each propagator on the way with a ag indicating that this is a t{channel propagator. More
graphically, this identication amounts to a \redrawing the diagram with t{channels running
vertically and s{channels running horizontally", see Fig. D.3.
D.3.2 Channel construction
We are now in a position to construct appropriate channels. The steps here are the following:
Algorithm D.3
1. Depending on the number of t{channel propagators, the construction of channels in
principle starts either with an isotropic two{body decay, with a t{channel propagator
or with an isotropic three{body decay (for nt = 0; 1; 2, respectively).
2. The rst task when implementing any decay then is to determine the (virtual) masses
of the decay products. This is achieved in the following way:
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Figure D.3: Identifying the propagator types for a
process A+B ! C +D + E + F +G.
 First, decay products which are outgoing particles in the process under consider-
ation are put on their mass{shell.
 Then, decay products which are propagators are equipped with a virtual mass
squared s. It satises smin  s  smax according to a single pole (massless
propagators, i.e. propagators with mass m2p < smin) or Breit{Wigner distribution
(massive propagators, i.e. m2p > smin).
The limits of the virtual mass squared s are given by the following considerations:p
s obviously should be larger than the sum of the masses of all outgoing parti-
cles produced in the subsequent decays of the propagators. In turn,
p
s running
in a propagator should be smaller than the energy squared entering the produc-
tion vertex of the propagator minus the masses of the other propagators which
are already chosen, and minus the minimum masses of the propagators with yet
undened masses.
The question naturally arising now is the sequence of choosing propagator masses.
For this, the following method is employed: First, outgoing particles are set on
their mass{shell. All propagators are then set according to the maximal value, the
propagator can possibly take. In case of resonating Breit{Wigner distributions
this is 1=(MR R) with MR and  R the mass and width of the resonance. For the
single pole distributions this is 1=(smin   mp), with mp < smin the mass of the
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Figure D.4: One of the diagrams related to the process e+e  !
scﬁﬁ.
propagating particle.
3. After having chosen in the rst step the basic form of the channel, i.e. the form of
the rst decay, the subsequent decays are lled in recursively. By default, for the sec-
ondary decays, only isotropic and anisotropic two{body decays are available. Again,
the momentum transfer squared along the propagators is chosen according to the step
above. This procedure of decays and propagators is iterated until only outgoing par-
ticles remain.
As an example, let us consider the diagram depicted in Fig. D.4, contributing to the process
e+e  ! scﬁﬁ. Let us assume for better illustration that both propagators CD and EFG
are resonating with MCD CD > MEFG EFG (in fact, in our example process the two products
are identical).
The corresponding channel is constructed in the following way:
Algorithm D.4
1. Counting the number of t{channel propagators, we nd nt = 1. The basic form of the
channel is therefore determined to be of the simple t{channel form.
2. With s = (pA + pB)2 we nd the following minimal and maximal momentum transfers:
sCDmin = (mC +mD)2 ; sCDmax =
p
s psEFGmin 2 ;
sEFGmin = (mE +mF +mG)2 ; sEFGmax =
p
s psCDmin2 :
(D.11)
Then sEFG is chosen rst within its limits as given in the equations above, and only
then sCD is determined, with sEFGmin replaced by sEFG. These virtual masses for the
propagators enter the t{channel decay of step 1.
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3. We continue along the CD{propagator. Since both particles C and D are fermions,
the decay of CD ! C +D is translated as an isotropic two{body decay.
4. Let us follow now the EFG{line, and consider the radiation of particle E, a photon,
o this line. As it is well known, massless vector bosons tend to have an enhancement
in the collinear and soft region of emission. This decay is therefore described via an
anisotropic two{body decay, see Tab. 7.2.
5. Finally, since particles F and G are fermions, as depicted in our example, their decay
is described by an isotropic two{body decay.
D.3.3 Channel selection
Having generated one channel for each diagram, two things become pretty obvious during
integration:
1. Not all diagrams are equally singular, i.e. some of the channels are more eective,
whereas others almost do not contribute.
2. Having too many channels, the multi{channel method is not awfully ecient. The
various { and often irrelevant { channels are \stealing" a{priori weights from each
other and from the good, relevant channels.
To alleviate this situation, some selection of good channels has to be performed, before the
integration starts. Depending on the c.m. energy available for this process, the propagators
which produce a singular behavior, are examined for each channel. The maximal number of
potentially resonant propagators is determined for each channel, and the most \successful"
channels in this category are used in the phase space integration.
Appendix E
E.1 The YFS method
The method of Yennie, Frautschi and Suura developed in [71] will be presented in this
section. We will show how to factorize the divergencies which occur when taking virtual
and real photon corrections to a generic diagram (as depicted in Fig. E.1) into account. In
a leading logarithmic approximation the contributions from these divergencies factorise and
can be exponentiated giving rise to the so-called YFS form factor. Thus the divergencies
stemming from real and virtual photon contributions cancel exactly in the exponent of the
form factor (see e.g. [113{116]). However, in order to examine the nite contributions as
well, we have to construct a correction factor taking into account their eect.
E.1.1 Virtual photon contribution
We will show that the infrared divergent part of the virtual photon correction can be sep-
arated. By denoting Mn as the amplitude with n virtual photon emissions, this means in
particular that the amplitude M1 can be written in the form of a multiplicative divergent
factor and the amplitude M0. Therefore, most of the infrared non-divergent contributions
will be neglected for the YFS form factor and all ultraviolet divergent contributions will be
renormalized. The dierent ways to insert a virtual photon leading to an extra divergence
are depicted in Fig. E.2, the non-divergent parts can be seen in Fig. E.3.
Figure E.1: An arbitrary vertex.
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One photon virtual correction
We will start with the amplitude M0 which has no photon correction. In the most general
form we can write
M0 = u(p2)  (p1   p2; qi) u(p1) (E.1)
with   an arbitrary coupling structure depending on the dierence of the given momenta
p1   p2 and the rest of the outgoing momenta qi. Since we are not only interested in the
amplitude but in the cross section as well, we dene the dierential cross section
dﬀ0 =
1
2s
Y
i

d3qi
2q0i (2)3

jM0j2 (2)4(4)

p1 + p2  X
i
qi

: (E.2)
This leads us to the total cross section for the Born case
ﬀ0 =
Z
dﬀ0 : (E.3)
We add a virtual photon correction as depicted in Fig. E.4. The corresponding amplitude
can be written as
M1 = e2 u(p2) 
p=2   k=+m
(p2   k)2  m2 + i" (p1   p2   k; qi)
p=1   k=+m
(p1   k)2  m2 + i"
 1
k2
u(p1) :
(E.4)
In order to examine the amplitude and extract the infrared divergent parts we commute the
 
 
 
Figure E.2: All possible one photon virtual corrections which lead to a divergence.
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Figure E.3: All possible one photon virtual corrections which do not lead to a divergence.
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Figure E.4: Photon loop contribution.
's on the left and right hand side of the interaction
M1 = e2 u(p2)
2p2   k  
0z }| {
(p=2  m)  + 12 [k=; ]
k2   2kp2 + i"
 (p1   p2   k; qi) 2p1
   k   
0z }| {
(p=1  m) 12 [k=; ]
k2   2kp1 + i"
1
k2
u(p1) ; (E.5)
where we applied Dirac's E.o.M. Simplifying some parts of the amplitude the whole expres-
sion results in
M1 = e2

1
k2
2p2   k
k2   2kp2 + i"
2p1   k
k2   2kp1 + i" u(p2) (p1   p2   k; qi) u(p1)
  1
k2
2p2   k
k2   2kp2 + i" u(p2) (p1   p2   k; qi)
1
2 [k=; ]
k2   2kp1 + i" u(p1)
+
1
k2
2p1   k
k2   2kp1 + i" u(p2)
1
2 [k=; ]
k2   2kp2 + i"  (p1   p2   k; qi) u(p1)
  1
k2
u(p2)
1
2 [k=; ]
k2   2kp2 + i"  (p1   p2   k; qi)
1
2 [k=; ]
k2   2kp1 + i" u(p1)
ﬀ
: (E.6)
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We observe immediately that the rst term is divergent in the infrared limit k ! 0, whereas
all other terms are convergent. Neglecting these infrared nite terms yields
M1  e2 1k2
2p2   k
k2   2kp2 + i"
2p1   k
k2   2kp1 + i" u(p2) (p1   p2   k; qi) u(p1) : (E.7)
We now drop the k dependence in the interaction term  (p1 p2 k; qi), since the dierence
between the interaction with and without the photon momentum is found to be infrared
nite and can be neglected. The amplitude then reads
M1  e2 1k2
2p2   k
k2   2kp2 + i"
2p1   k
k2   2kp1 + i" u(p2) (p1   p2; qi)u(p1)
= e2
1
k2
2p2   k
k2   2kp2 + i"
2p1   k
k2   2kp1 + i" M0 (E.8)
resulting in a factorization of the amplitude M1 into M0 and a divergent pre-factor. We note
that this factor is not only infrared but also ultraviolet divergent. However, the ultraviolet
divergent part can be renormalized adding the wave function renormalization of the incoming
lepton lines. Then these terms are nite and will therefore be dropped in the framework of
our considerations:
M1   e
2
2
1
k2

2p1   k
k2   2kp1  
2p2   k
k2   2kp2
2
M0 =
1
k2
S(k)M0 : (E.9)
We are now able to calculate the cross section for the one photon virtual correction by
combining M1 with the Born term M0
ﬀ1 =
1
2s
Z Y
i

d3qi
2q0i (2)3
Z
d4k
(2)4
2<(M1 M0 ) (2)4(4)

p1 + p2  X
i
qi

=
Z
d4k
(2)4
2<

1
k2
S(k)

 1
2s
Z Y
i

d3qi
2q0i (2)3

jM0j2 (2)4(4)

p1 + p2  X
i
qi

:
(E.10)
In the second part we identify the Born cross section ﬀ0 which simplies our expression
considerably
ﬀ1 = 2<

1
(2)4
Z
d4k
k2   2 S(k)

ﬀ0 = 2<(B) ﬀ0 : (E.11)
Note that a small photon mass  has been introduced in order to regularize the infrared
divergence. We now have the cross section for the order  virtual correction at hand.
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Figure E.5: n photon ladder contribution.
Multiple photon virtual correction
We will now derive the cross section for multiple virtual photon corrections. The leading
(i.e. divergent) contributions form a ladder as depicted in Fig. E.5. Taking n virtual photons
the cross section reads
ﬀn =
1
n!
f2<(B)gn ﬀ0 : (E.12)
The factor 1=n! takes care for a proper symmetrization. The total cross section is the sum
over all contributions
ﬀ =
1X
n=0
ﬀn =
1X
n=0
1
n!
f2<(B)gn ﬀ0 = exp(2<B) ﬀ0 : (E.13)
The exponent B is of course infrared divergent and therefore innite. But this divergence
has to cancel with the contribution originating from the real photon radiation according to
the Kinoshita-Lee-Nauenberg theorem [113,114]. However, an explicit analytical expression
can be calculated for B in the high energy limit yielding
B =   1
2

ln
2p1p2
m2

ln
m2
2
+
1
2
ln
2p1p2
m2
  1
2

  ln m2
2

(E.14)
which is indeed infrared divergent for the introduced photon mass  going to zero.
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Consideration of the nite contributions
Having at hand a possibility to exponentiate the matrix element and therefore the cross
sections by taking only the infrared divergent terms into consideration, we now want to
present a general scheme which includes the previously neglected nite terms as well. We
start with the matrix element M which sums up all contributions having inserted n virtual
photons Mn:
M =
1X
n=0
Mn : (E.15)
Since the four-momenta of the virtual photons ki have to be integrated out according to the
Feynman rules, we derive an expression for the n virtual photon matrix element
Mn =
1
n!
Z " nY
i=1

1
(2)4
d4ki
ki2   2
#
n(k1; : : : ; kn) : (E.16)
The factor 1=n! takes care for the symmetrization. We have again added a small virtual
photon mass  in order to regularize the infrared divergencies. n is a function of all photon
momenta ki. As we have already shown, the function n can be factorized into a function
n 1 multiplied by the infrared divergent term S(kn), see Eq. (E.9). Reintroducing the nite
term we write
n = S(kn)n 1(k1; : : : ; kn 1) + (1)n (k1; : : : ; kn 1 ; kn) ; (E.17)
where (1)n is a nite contribution with respect to the integration over kn. The function n 1
can be written in terms of n 2 and a further nite term and so on. Iterating Eq. (E.17)
yields
n(k1; : : : ; kn) =
n
S(kn)S(kn 1)n 2(k1; : : : ; kn 2)
+ S(kn)
(1)
n 1(k1; : : : ; kn 2 ; kn 1) + S(kn 1)
(1)
n 1(k1; : : : ; kn 2 ; kn)
o
+
n  S(kn 1)(1)n 1(k1; : : : ; kn 2 ; kn) + (1)n (k1; : : : ; kn 1 ; kn)o :
(E.18)
Since n is by denition symmetric under the exchange of photons kn and kn 1 and the rst
curly bracket in Eq. (E.18) has the same symmetry, we conclude that the contents of the
second curly bracket has to possess this symmetry as well. It is therefore not only non-
divergent with respect to kn, but also with respect to kn 1. This infrared nite term can be
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dened as
(2)n (k1; : : : ; kn 2 ; kn 1; kn) =  S(kn 1)(1)n 1(k1; : : : ; kn 2 ; kn) + (1)n (k1; : : : ; kn 1 ; kn) :
(E.19)
The superscript of the (i)n function therefore denotes the number of non-divergent virtual
photons. We are now able to write n in terms of the infrared divergent factors S(k) and
the infrared and ultraviolet nite contributions (i)n
n(k1; : : : ; kn) = S(k1)   S(kn)(0)0
+
nX
i=1
S(k1)   S(ki 1)S(ki+1)   S(kn)(1)1 + : : :
+
nX
i=1
S(ki)
(n 1)
n 1 (k1; : : : ; ki 1; ki+1; : : : ; kn) + (n)n : (E.20)
Note that since the superscript in the i functions always resembles the subscript, it will be
dropped in further considerations concerning the virtual corrections. Using the denition of
B in Eq. (E.11) and dening the integrated nite part as
mr =
1
r!
Z " rY
i=1

1
(2)4
d4ki
ki2
#
r(k1; : : : ; kr) (E.21)
we derive the following expression for the matrix element with n virtual photons inserted
Mn =
nX
r=0
mn r
(B)r
r!
: (E.22)
The full matrix element summing over all contributions Mn is written as
M = exp(B)
1X
n=0
mn : (E.23)
We have factorized the full matrix element into an infrared divergent function exp(B) and
a nite contribution. The divergencies included in B have to be cancelled with contributions
stemming from the infrared divergencies occurring by radiating real photons. These parts
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Figure E.6: All possible one photon real corrections which
are divergent.
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Figure E.7: Contribution of the real photon
radiation to an arbitrary interaction.
still have to be calculated. However, at this stage the amplitude squared yields simply
jM j2 = exp(2B)
 1X
n=0
mn
2 : (E.24)
E.1.2 Real photon contribution
The missing part for the consideration of all infrared divergent diagrams is the radiation of
real photons, c.f. Fig. E.6.
Radiating one real photon
We want to calculate the matrix element for a real photon emission (see Fig. E.7). Two
amplitudes have to be taken into account, one for the emission of the photon o the fermion
and one for radiating the photon from the anti-fermion. However, we concentrate on the
rst case, since the second amplitude has the same structure and can be considered later on.
The matrix element then reads
~M1 = e u(p2)  (p1   p2   k; qi) p=1   k=+m(p1   k)2  m2 + i"
 u(p1) : (E.25)
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Using again commutator relations we manipulate the matrix element and nd
~M1 = e u(p2) (p1   p2   k; qi)

 1
2k= 
0z }| {
(p=1  m) + 2p1   k   12k=
(k2   2p1k) u(p1) : (E.26)
By employing Dirac's E.o.M. we derive
~M1 = e

u(p2) (p1   p2   k; qi)u(p1) 2p

1   k
k2   2p1k   u(p2) (p1   p2   k; qi)
1
2 [k=; ]
k2   2p1ku(p1)
ﬀ
:
(E.27)
Since we only want to extract the infrared divergent part of the amplitude, we will again
neglect all infrared nite terms. The amplitude then reads
~M1  e u(p2) (p1   p2; qi)u(p1) 2p

1   k
k2   2p1k : (E.28)
Dropping all factors which are zero for the infrared limit k ! 0 and combining the result with
the second amplitude (it yields the same by exchanging p1 and p2) results in the complete
amplitude
~M1  e

p2
kp2
  p

1
kp1

u(p2) (p1   p2; qi)u(p1) : (E.29)
In calculating now the total cross section for the emission of one real photon
~ﬀ1 =
1
2s
Z Y
i

d3qi
2q0i (2)3

d3k
2k0 (2)3
j ~M1j2 (2)4(4)

p1 + p2  X
i
qi   k

(E.30)
we need the amplitude squared
j ~M1j2 = e2

p2
kp2
  p

1
kp1
2
jM0j2 = ~S(p1; p2; k) jM0j2 : (E.31)
We recognize the factorization of the matrix element squared for the emission of one photon
into the infrared divergent factor ~S(p1; p2; k) and the Born amplitude jM0j2. The cross
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section then factorises in the same way:
~ﬀ1 =
1
2s
Z Y
i

d3qi
2q0i (2)3
Z
d3k
2k0 (2)3
j ~M1j2 (2)4(4)

p1 + p2  X
i
qi

(  k0)
=
Z
d3k
2k0 (2)3
~S(k) (  k0)  1
2s
Z Y
i

d3qi
2q0i (2)3

jM0j2 (2)4(4)

p1 + p2  X
i
qi

=
Z
d3k
2k0 (2)3
~S(k) (  k0)  ﬀ0
= (2 ~B)ﬀ0 : (E.32)
Here, we have dened  as the upper bound to the energy of the real photon, which is usually
connected with the maximum possible energy involved in the process. Note that we have
explicitly broken energy momentum conservation by neglecting the four-momentum k in the
 function. However, in order to examine the structure of the divergencies this procedure is
feasible. But we have to keep in mind that later on this violation has to be cured. Note as
well that we have used the abbreviation
 ~B =
1
323
Z
d3k
k0
~S(k) (  k0) = 1
323
Z
d3kp
k2 + 2
~S(k) (  k0) ; (E.33)
where we have introduced a small photon mass in order to regularize the infrared divergence.
Multiple radiation of real photons
The multiple radiation of real photons can be calculated in the same way as for the virtual
photons. This leads us to the cross section for the radiation of n real photons:
~ﬀn =
1
n!
Z nY
i=1
 
d3kip
k2i + 2
~S(ki)
!
ﬀ0 (E.34)
with the appropriate symmetry factor. Adding up all contributions yields the total cross
section
~ﬀ =
1X
n=0
~ﬀn =
1X
n=0
1
n!
Z nY
i=1
 
d3kip
k2i + 2
~S(ki)
!
ﬀ0 = exp
(Z
d3kip
k2i + 2
~S(ki)
)
ﬀ0
= exp(2 ~B) ﬀ0 (E.35)
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which exponentiates as well. The exponent ~B can be calculated in the high energy limit
~B =
1
2

ln
2p1p2
m2

ln
m2
2
+
1
2
ln
2p1p2
m2
  ln E1E2
2

  ln m2
2
+ ln
E1E2
2

: (E.36)
Consideration of the nite contributions
Similarly to the method employed for the virtual photon contributions we now want to
improve the cross section by including again the nite contributions. We start with the
generalized form of Eq. (E.32) for the radiation of n real photons:
ﬀn =
1
2s
exp
 
2B
 Z Y
i

d3qi
2q0i (2)3

1
n!
Z nY
j=1
24 d3kjq
kj2 + 2
35
(4)p1 + p2  X
i
qi  X
j
kj
  ~n(k1; : : : ; kn) : (E.37)
Here, ~n corresponds to the matrix element including all virtual corrections (see Eq. (E.24)):
~n(k1; : : : ; kn) =
 nX
r=1
mr
2 : (E.38)
As we might see from Eq. (E.31), the matrix element squared factorises in a similar way
compared to the case of virtual photons. This leads to a decomposition of ~n into infrared
divergent factors ~S(k) and infrared nite functions ~i:
~n(k1; : : : ; kn) = ~S(k1)    ~S(kn) ~0
+
nX
i=1
~S(k1)    ~S(ki 1) ~S(ki+1)    ~S(kn) ~1 + : : :
+
nX
i=1
~S(ki) ~n 1(k1; : : : ; ki 1; ki+1; : : : ; kn) + ~n : (E.39)
Since the ki appear in the  function of Eq. (E.37) an exponentiation is not trivial. This
problem might be circumvented by translating the  function into an exponential:
(4)

p1 + p2  X
i
qi  X
j
kj

=
Z
d4x
(2)4
exp
(
ix
 
p1 + p2  X
i
qi  X
j
kj
!)
:
(E.40)
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Every integration over ki will be supplied with an exponent of eixki . Summing up all contri-
butions for the radiation of n photons yields
ﬀ =
1X
n=0
ﬀn
=
1
2s
exp
 
2B
 Z d4x
(2)4
eix(p1+p2 
P
i qi)
Y
i

d3qi
2q0i (2)3


1X
n=0
1
n!
Z nY
j=1
24 d3kjq
kj2 + 2
e ixkj
35  ~n(k1; : : : ; kn) : (E.41)
Inserting Eq. (E.39) and performing the exponentiation results in
ﬀ =
1
2s
exp
 
2B
 Z d4x
(2)4
eix(p1+p2 
P
i qi)
Y
i

d3qi
2q0i (2)3

 exp
"Z
d3kp
k2 + 2
~S(k) e ixk (Km(
)  k0)
#

(
~0 +
1X
n=1
1
n!
Z nY
m=1
d3km
jkmj e
 ixjkmj ~n
)
: (E.42)
The function Km(
) represents a generalization of the former cut-o . Note that the term
in the second exponent is still connected with the km in the last term through the integration
variable x. In order to extract a factor exp(2 ~B), as it was done in Eq. (E.35), we have to
subdivide the term in the exponent according to
Z
d3kp
k2 + 2
~S(k) e ixk (KM(
)  k0) = 2 ~B +D (E.43)
with
D([Km]) =
Z
d3k
jk2j ~S(k)
 
e ixk  (  k0) (E.44)
and ~B as dened in Eq. (E.33) with a change of the cut-o ! KM(
):
 ~B =
1
323
Z
d3k
k0
~S(k) (KM(
)  k0) : (E.45)
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We obtain the full result for the cross section including all real and virtual photon contribu-
tions
ﬀ =
1
2s
exp
 
2(B + ~B)
 Z d4x
(2)4
eix(p1+p2 
P
i qi)+D
Y
i

d3qi
2q0i (2)3


(
~0 +
1X
n=1
1
n!
Z nY
m=1
d3km
jkmj e
 ixjkmj ~n
)
: (E.46)
E.1.3 The cross section for electron-positron annihilation
We want to apply the total cross section of Eq. (E.46) to the case of e (p1) + e+(p2) !
f(q1) + f(q2) + n (ki):
ﬀ =
1
2s
exp
 
2(B + ~B)
 Z d4x
(2)4
eix(p1+p2 q1 q2)+D d
3q1
2q01 (2)3
d3q2
2q02 (2)3

(
~0 +
1X
n=1
1
n!
Z nY
m=1
d3km
jkmj e
 ixjkmj ~n
)
: (E.47)
The upper cut-o to the photon energy is obvious, i.e. the maximum energy a photon might
obtain is
p
s with the Mandelstam s being the c.m. energy s = (p1 + p2)2  2E1E2. The
function ~B therefore becomes
2 ~B =
Z
d3k
k0
~S(k) (
p
s  k0) : (E.48)
The next step is to subdivide the integration region of ~B into a part, where the infrared
divergencies appear k0 <  and an infrared save region k0 > . However,  will be normalized
to the total c.m energy dening an energy cut-o " = 2=
p
s. We therefore treat " as the
limit for photon perception. The integral is divided
2 ~B =
Z
d3k
k0
~S(k) (  k0) +
Z
d3k
k0
~S(k) (
p
s  k0) (k0   )
= 2 ~B(") +R(") : (E.49)
328 Appendix E
We combine R(") with D in Eq. (E.44) to obtain
D0 = D +R(")
=
Z
d3k
k0
~S(k) (e ixk   1) (  k0) +
Z
d3k
k0
~S(k) e ixk (
p
s  k0) (k0   ) :
(E.50)
The rst term can be safely neglected in the limit ! 0 and in the second term (ps k0)
can be dropped as well, since this limit is automatically imposed by the overall energy
conservation. After these manipulations the total cross section reads
ﬀ =
1
2s
exp
 
2(B + ~B("))
 Z d4x
(2)4
eix(p1+p2 q1 q2)+D0 d
3q1
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jkmj e
 ixjkmj ~n
)
: (E.51)
The cancellation of the real and virtual infrared divergent contributions takes place in the
exponent of
FYFS = exp

2(B + ~B("))
	
: (E.52)
We nd:
2(B + ~B(")) =



2

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s
m2
  1 ln "+ 1
2
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s
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  1 + 2
3

: (E.53)
The full cross section reads
ﬀ =
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FYFS
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: (E.54)
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Expanding the exponent results in
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: (E.55)
Writing out the terms for each summation index n and m and regrouping the dierent
contributions according to the number of involved photons yields the following expression:
ﬀ =
1
2s
FYFS
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(2)4
eix(p1+p2 q1 q2)

1X
n=0
1
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~S(ki) e ixki (k0i   )
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2q02 (2)3
8><>:~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j 6=l
2(kj; kl)
~S(kj) ~S(kl)
+ : : :
9>=>; : (E.56)
We retranslate the integration over d4x into the 4 function using Eq. (E.40) and obtain
ﬀ = exp
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B + ~B(")
o
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1
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d3q1
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d3q2
q20
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0B@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+ : : :
1CA : (E.57)
Note that we have included the ux factor into the 's. Furthermore, we have dropped the
tilde, since the virtual contributions do not appear explicitly anymore. We interpret them
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in terms of the dierential cross sections for the dierent processes
0 = 0 ;
1(ki) = 1(ki)  ~S(ki)0 ;
2(ki; kj) = 2(ki; kj)  ~S(ki) ~S(kj)n 2(k1; : : : ; kn 2)  ~S(ki)1(kj)  ~S(kj)1(ki) ;
(E.58)
where the i are the dierential cross sections for the radiation of i real photons.
Appendix F
F.1 The coecients for NLL rates
We present the remaining coecients for the expansion of the NLL rates into xed order.
The Ci functions appearing in Eq. (13.34) can be found in Tab. F.1 for the four-jet rate and
in Tab. F.2 for the ve-jet rate. The expressions for the Di coecients in the ve-jet rate
have been calculated as well, but due to their sheer length we will not show them explicitly.
C
C3F
48
C2F CA
288
CF C2A
17280
C2F Nf
720
CF CANf
8640
CF N2f
432
C46  3  6  42 0 0 0
C45 3 142 1170  41  60 0
C44  81  669  9075 900 955  2
C43 81 891 18150  450  2640 9
Table F.1: The Cji coecients of the expanded NLL four-jet rate
with i and j denoting the number of jets and the number of large
logarithms, respectively. CF and CA are the Casimir operators of
QCD and Nf denotes the number of involved avours.
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C
C3F
48
C2F CA
288
CF C2A
17280
C2F Nf
720
CF CANf
8640
C56 1 3 240 0 0
C55  9  49  546 11 18
C54 27 219 3685  90  245
C53  27  297  7260 360 660
Table F.2: The C coecients of the expanded NLL ve-jet rate, for
the nomenclature see Tab. F.1.
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F.2 The dierential ve-jet rate
The resummed dierential jet rates for three- and four-jets have been given explicitly in
Sec. 13.2. We here show the dierent parts of the ve-jet rate as well. We start with the
Abelian part of the qq3g nal state:
dRA5 (Q0; Q)
dq dq0 dq00 =
4
3
[q(Q0; Q)]2  q(q;Q) g(Q0; q)  q(q0; Q) g(Q0; q0)
 q(q00; Q) g(Q0; q00)
=
4
3
 q(q;Q)  q(q0; Q)  q(q00; Q)Fqqggg(Q0; Q; q; q0; q00) : (F.1)
The mixed non-Abelian and Abelian part reads
dRA+NA5 (Q0; Q)
dq dq0 dq00 = 4 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  q(q0; Q) g(Q0; q0)
 g(q00; q0) g(Q0; q00)
= 4  q(q;Q)  q(q0; Q)  g(q00; q0)Fqqggg(Q0; Q; q; q0; q00) : (F.2)
The totally non-Abelian part of the dierential ve-jet rate with a qq3g nal state can be
divided into
dRNA15 (Q0; Q)
dq dq0 dq00 = [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  g(q0; q) g(Q0; q0)
 g(q00; q) g(Q0; q00)
=  q(q;Q)  g(q0; q)  g(q00; q)Fqqggg(Q0; Q; q; q0; q00) (F.3)
and
dRNA25 (Q0; Q)
dq dq0 dq00 = 2 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  g(q0; q) g(Q0; q0)
 g(q00; q0) g(Q0; q00)
= 2  q(q;Q)  g(q0; q)  g(q00; q0)Fqqggg(Q0; Q; q; q0; q00) : (F.4)
We observe that all parts could be divided into a number of integrated splitting functions
and a unique factor:
Fqqggg(Q0; Q; q; q0; q00) = [q(Q0; Q)]2 g(Q0; q) g(Q0; q0) : (F.5)
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The same considerations could be applied to the dierential ve-jet rate with a qqqqg nal
state. The Abelian part is then
dRA 4qg5 (Q0; Q)
dq dq0 dq00 = 4 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  q(q0; Q) g(Q0; q0)
 f (q00) f (Q0; q00)
= 4  q(q;Q)  q(q0; Q)  f (q00)Fqqqqg(Q0; Q; q; q0; q00) ; (F.6)
the rst non-Abelian part reads
dRNA1 4qg5 (Q0; Q)
dq dq0 dq00 = 4 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  g(q0; q) g(Q0; q0)
 f (q00) f (Q0; q00)
= 4  q(q;Q)  g(q0; q)  f (q00)Fqqqqg(Q0; Q; q; q0; q00) (F.7)
and the second non-Abelian part is
dRNA2 4qg5 (Q0; Q)
dq dq0 dq00 = 2 [q(Q0; Q)]
2  q(q;Q) g(Q0; q)  f (q0) f (Q0; q0)
 [2  q(q00; q0)   g(q00; q0) +  g(q00; q)] g(Q0; q00)
= 2  q(q;Q)  f (q0) [2  q(q00; q0)   g(q00; q0) +  g(q00; q)]
Fqqqqg(Q0; Q; q; q0; q00) : (F.8)
As before, a unique factor could be extracted:
Fqqqqg(Q0; Q; q; q0; q00) = [q(Q0; Q)]2 g(Q0; q) g(Q0; q0) : (F.9)
We can conclude that all dierential rates could be divided into a part with a sequence of
integrated splitting functions (depending on the chosen Feynman diagram) and a unique
factor which depends on the nal state particles only.
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F.3 Extending the ycut independence proof to gluon jets
We begin our considerations deriving a slightly rearranged generating function for the gluon
jet:
ﬃg(Q0; Q;u) = exp
( QZ
Q0
dq [ g(q;Q) (ﬃg(Q0; q; u)  1)   f (q)]
)

"
u+
QZ
Q0
dq  f (q) [ﬃq(Q0; q; u)]2
 exp
8<:  qZ
Q0
dq0 [ g(q0; q)] (ﬃg(Q0; q0;u)  1)   f (q0)
9=;# : (F.10)
As described in the previous sections for the case of a quark jet we rst calculate the gener-
ating function ﬃ(Q1)g (Q0; Q;u) for the evolution of a gluon jet beginning at the scale Q and
proceeding down to a scale Q0 with a veto imposed at the scale Q1. The similar condition
compared to Eq. (13.54)
ﬃ(Q1)g (Q0; q;u)

Q1q
= ﬃg(Q0; q;u) (F.11)
leads after the splitting into the two regions and solving the evolution equation for the gluon
jet to the wanted generating function. In the region of Q > Q1 we get
ﬃ(Q1)g (Q0; Q;u) = exp
( Q1Z
Q0
dq [ g(q;Q) (ﬃg(Q0; q;u)  1)   f (q)]
)

"
u+
Q1Z
Q0
dq  f (q) [ﬃq(Q0; q; u)]2
 exp
8<:  qZ
Q0
dq0 [ g(q0; q)] (ﬃg(Q0; q0; u)  1)   f (q0)
9=;# ; (F.12)
whereas in the region Q < Q1 we have
ﬃ(Q1)g (Q0; Q;u) = ﬃg(Q0; Q; u) : (F.13)
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This result is similar to Eq. (13.58) with the only dierence that due to the complex structure
of the gluon generating function a compact form is not possible anymore. For checking con-
sistency with the vetoed shower we construct the gluon generating functional for a partonic
state generated by the matrix element
ﬃg(Q1; Q; fu(k)g) = exp
( QZ
Q1
dq [ g(q;Q) (ﬃg(Q1; q; fu(k)g)  1)   f (q)]
)

"
ug(Q) +
QZ
Q1
dq  f (q)ﬃ(qq)(Q1; q; Q; fu(k)g)
 exp
8<:  qZ
Q1
dq0 [ g(q0; q)] (ﬃg(Q1; q0; fu(k)g)  1)   f (q0)
9=;# ;
(F.14)
with the generating functional for producing a quark pair
ﬃ(qq)(Q1; q; Q; fu(k)g) = ﬃq(Q1; q; fu(k)g)ﬃq(Q1; q; fu(k)g) ; (F.15)
where Q stands for the scale of the gluon jet and q for the scale at which the qq pair has been
created. We have transformed the generating function again into a generating functional,
where ug(Q) in Eq. (F.14) represents the generating function for the gluon jet starting at
the scale Q. Note that ﬃ(qq)(Q1; q; Q; fu(k)g) contains the quark function uq(Q) for starting
a secondary quark jet.
Similiarly to the derivation above the vetoed shower is switched on, producing an evolution
equation for the function ~ﬃg(Q1; Q;Q0; Q1; u) as dened in Eq. (13.60)
~ﬃg(Q1; Q;Q0; Q1;u) = exp
( QZ
Q1
dq
h
 g(q;Q) (~ﬃg(Q1; q;Q0; Q1;u)  1)   f (q)
i)

"
ﬃ(Q1)g (Q0; Q; u) +
QZ
Q1
dq  f (q)ﬃ0(qq)(Q1; q; Q; fu(k)g)
 exp
8<:  qZ
Q1
dq0 [ g(q0; q)] ( ~ﬃg(Q1; q0;Q0; Q1;u)  1)   f (q0)
9=;# :
(F.16)
Note that we have to change the generating functional for the quark pair production as well.
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As the appropriate changes for uq(Q) will be performed later on we indicate the dierence
by the change ﬃ(qq) ! ﬃ0(qq). Solving Eq. (F.14) after ﬃ(Q1)g (Q0; Q; u) (in order to compare it
with Eq. (F.12)) results in
ﬃ(Q1)g (Q0; Q; u) = ~ﬃg(Q1; Q;Q0; Q1;u)
 exp
(
 
QZ
Q1
dq
h
 g(q;Q) (~ﬃg(Q1; q;Q0; Q1;u)  1)   f (q)
i)
 
" QZ
Q1
dq  f (q)ﬃ0(qq)(Q1; q; Q; fu(k)g)
 exp
8<:  qZ
Q1
dq0 [ g(q0; q)] ( ~ﬃg(Q1; q0;Q0; Q1;u)  1)   f (q0)
9=;# :
(F.17)
The requirement of the ycut and therefore Q cancellation transforms into a replacement of
~ﬃg according to Eq. (13.62):
ﬃ(Q1)g (Q0; Q; u) = ﬃg(Q0; Q; u)
 exp
(
 
QZ
Q1
dq [ g(q;Q) (ﬃg(Q1; q;u)  1)   f (q)]
)
 
" QZ
Q1
dq  f (q)ﬃ0(qq)(Q1; q; Q; fu(k)g)
 exp
8<:  qZ
Q1
dq0 [ g(q0; q)] (ﬃg(Q1; q0; u)  1)   f (q0)
9=;# :
(F.18)
The substitution of ﬃg(Q0; Q; u) with Eq. (F.10) and the neglection of further sub-leading
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terms is the next step:
ﬃ(Q1)g (Q0; Q; u) = exp
( Q1Z
Q0
dq [ g(q;Q) (ﬃg(Q1; q; u)  1)   f (q)]
)

"
u+
QZ
Q0
dq  f (q)ﬃ(qq)(Q0; q; Q; u)
 exp
8<:  qZ
Q0
dq0 [ g(q0; q)] (ﬃg(Q0; q0;u)  1)   f (q0)
9=;#
 
" QZ
Q1
dq  f (q)ﬃ0(qq)(Q1; q; Q; fu(k)g)
 exp
8<:  qZ
Q1
dq0 [ g(q0; q)] (ﬃg(Q1; q0;u)  1)   f (q0)
9=;# :
(F.19)
When comparing this result with Eq. (F.12) we can observe that in order to achieve consis-
tency with the vetoed shower the generating function for the quark pair has to transform
accordingly as
ﬃ0(qq)(Q1; q; Q; fu(k)g) = ﬃq(Q1; q; fu(k)g)ﬃq(Q1; q; fu(k)g)
 exp
( Q1Z
Q0
dq0  g(q0; Q) (ﬃg(Q0; q0;u)  1)
)
 exp
(
 
Q1Z
Q0
dq0  g(q0; q) (ﬃg(Q0; q0;u)  1)
)
: (F.20)
This additional factor can be absorbed into the redenition of the function uq(q) inside of
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each quark generating function ﬃq(Q1; q; fu(k)g):
uq(q) = ﬃ(Q1)q (Q0; q;u)  exp
(
1
2
Q1Z
Q0
dq0  g(q0; Q) (ﬃg(Q0; q0;u)  1)
)
 exp
(
 1
2
Q1Z
Q0
dq0  g(q0; q) (ﬃg(Q0; q0; u)  1)
)
= u exp
( Q1Z
Q0
dq0

1
2
 g(q0; Q)  12 g(q0; q) +  q(q0; q)

(ﬃg(Q0; q0;u)  1)
)
:
(F.21)
Since the qq-pair production is already at NLL accuracy we can simplify the sum of splitting
kernels neglecting all sub-leading terms:
1
2
 g(q0; Q)  12 g(q0; q) +  q(q0; q) 
S(q0)
 q0

CA ln
Q
q0 + (2CF   CA) ln
q
q0

 S(q0)
 q0 2CF ln
Q
q0

1 +O

1
N2c

  q(q0; Q)

1 +O

1
N2c

: (F.22)
We therefore derive by inserting Eq. (F.22) into Eq. (F.21)
uq(q) = ﬃ(Q1)q (Q0; Q; u) : (F.23)
We conclude that by simply replacing the functions ua by the appropriate generating func-
tion for a vetoed shower ﬃ(Q1)a (Q0; Q;u) in the equation for the matrix element nal state
(Eq. (F.14)) we recover the pure parton shower with an imposed veto Eq. (F.12) qed..
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