In this study, we propose a novel scheme for systematic improvement of lossless image compression coders from the point of view of the universal codes in information theory. In the proposed scheme, we describe a generative model class of images as a stochastic model. Using the Bayes codes, we are able to construct a lossless image compression coder which is optimal under the Bayes criterion for a model class described appropriately. Since the compression coder is optimal for the assumed model class, we are able to focus on the expansion of the model class. To validate the efficiency of the proposed scheme, we construct a lossless image compression coder which achieves approximately 19.7% reduction of average coding rates of previous coders.
INTRODUCTION
From the point of view of the universal codes in information theory, we are able to construct a lossless data compression coder which is optimal under the Bayes criterion, if the generative model class of the target data is explicitly described as a stochastic model [1] . In previous studies for text data, from the above viewpoint, outstanding lossless text compression coders have been constructed by repeating the description and the expansion of the generative model classes [2] . Note that the designers of text coders only have to expand the model classes because each coder is optimal for each model class.
In this study, we propose a novel scheme for systematic improvement of lossless image compression coders, motivated by the success of the text compression. However, there is a difference between the case of the lossless image compression and that of the text compression. That is, there are already good lossless image coders out of the proposed scheme. Therefore, in the proposed scheme, we only have to interpret these good coders as estimation methods of models and parameters of generative model classes which are assumed implicitly. Then, we explicitly describe the hidden generative model classes and expand them.
The proposed scheme has various benefits besides the improvement of coding rates. For example, parameters of the generative models, which are obtained after the compression process, are useful to many other problems, e.g. image recognition, image restoration, image generation, and so on. Moreover, if the desired improvement of coding rates cannot be obtained, the cause of the result will be clarified, and it will be easier to plan the subsequent improvement.
In order to validate the efficiency of the proposed scheme, we construct a lossless image compression coder by interpreting the previous coder called minimum rate prediction (MRP) [3] in the proposed scheme. As a result, we achieved approximately 19.7% reduction of average coding rates of previous coders.
PRELIMINARY
In this section, we describe a brief review of information theory, e.g. [4] , and its application to the text compression. As the basic assumption of information theory, we consider that data x t = x 1 x 2 . . . x t is a realization of a random variable X and occurs from a stochastic generative model P X|X t−1 (x t |x t−1 ) for each t. First, we consider the case where the generative model P X|X t−1 (x t |x t−1 ) is known to the encoder and decoder. In this case, the optimal lossless coding rate is achieved by the arithmetic code using P X|X t−1 (x t |x t−1 ) as the coding probability.
However, in most cases, P X|X t−1 (x t |x t−1 ) is unknown. In the universal coding, this case is often represented by the case where the data x t occurs from a generative model
responds to the case where we only know the data x t occurs from the Markov source but do not know the order m * of the Markov source and its parameter θ * m * which means the occurrence probability P X|X m * (x t |x t−1 , x t−2 , . . . , x t−m * ). In such a case, we assume an generative model class
Theoretically, if these prior distributions have strictly positive occurrence probabilities of the true parameter θ * m * and true model m * , the following is known [1] : the optimal lossless coding rate of the arithmetic code using the true probability
as the coding probability is asymptotically achieved by the arithmetic code using the following probability P C X|X t−1 (x t |x t−1 ) with respect to the data length t.
This coding probability P C X|X t−1 (x t |x t−1 ) is said to be optimal under the Bayes criterion and the arithmetic code using P
is called Bayes codes. Therefore, we only have to consider whether the assumed generative model class P (Θ M , M ) contains the true generative model
or not. For text data, outstanding lossless compression coders have been constructed by using the Bayes codes [2] . If the generative model class P (Θ M , M ) and its prior distribution P Θ M |M (θ m |m) and P M (m) are explicitly described, each coder is optimal for each model class under the Bayes criterion. Therefore, designers of text coders only have to describe and expand them.
PROPOSED SCHEME
In this study, motivated by the success of the text compression [2] , we propose a scheme repeating the following steps 1, 2, 3, and 4 to improve the lossless image compression coders.
1. Description of a generative model class First, we have to assume and explicitly describe the generative model class of target images P (Θ M , M ) with the prior distributions P Θ M |M (θ m |m) and P M (m). However, we need not start from a poor model class, since there are already good compression coders out of our scheme. These good coders may be regarded as estimation methods of true models m * and true parameters θ * m * of good generative model classes which are implicitly assumed. Then, we should interpret these good coders and explicitly describe the hidden good generative model classes.
Construction of a Bayes optimal compression coder
Then, using Bayes codes, we are able to construct a lossless image compression coder which is optimal under the Bayes criterion for the assumed model class P (Θ M , M ).
Numerical experiments
Next, performing the numerical experiments, we consider whether the assumed generative model class P (Θ M , M ) has enough capability to explain the true generative model
of the target images or not.
Expansion of the model class
Based on the numerical results, we expand the generative model class P (Θ M , M ) and its prior distributions P Θ M |M (θ m |m) and P M (m).
APPLYING THE PROPOSED SCHEME TO MRP
Let N and M denote the height and width of images, respectively. Let x i,j ∈ X = {0, 1, . . . , 255} denote the value of pixel at the ith row and the jth column. Therefore, we consider N × M size grayscale images. As another notation, let x t denote the value of the tth pixel in the order of recursive "Z" scan shown in Fig. 1 , and let x t denote the sequence
Although this scan order is essential to reduce the complexity of the calculation of the probability (4) defined in Sec. 4.2, we omit the details of the reduction because of space limitations. Please refer [5] for the details. In MRP [3] which is one of the best lossless image coders, each image is divided into some regions represented by a quad-tree. Then, they perform a predictive coding using different autoregressive predictors and error distributions for each region. This method of MRP may be regarded as an estimation method of a true model m * and true parameter θ * m * of a generative model class P (Θ M , M ) which is implicitly assumed. For the implicit model class P (Θ M , M ) of MRP, we consider the model m corresponds to the region divide model q and the autoregressive function f , and the parameter θ m corresponds to the parameter λ of the error distribution. Therefore, we derive the following generative model class P (Λ, F, Q) from MRP.
Region divide models
Let q denote the quad-tree corresponding the region divide model shown in Fig. 2 . The quad-tree q is distributed with P Q (q) on the set Q of the quad-trees whose depths are lower than or equal to log 2 (min{N, M }) . 
. Autoregressive function models in each region
Let R k (q) denote the kth region of the quad-tree q, shown in Fig. 2 . Let f R k (q) and λ R k (q) denote the autoregressive function and the parameter of the error distribution at the region R k (q), respectively. The autoregressive function f R k (q) is independently distributed with P F (f R k (q) ) on the finite set F of the autoregressive functions for each region. The error parameter λ R k (q) is independently distributed with P Λ (λ R k (q) ) on the set Λ of the parameters for each region. Then, we assume that the pixel x t in the region R k (q) occurs at time t, according to the following equation:
where t is distributed with P E|Λ ( t |λ R k (q) ) on the set E of possible errors, depending on λ R k (q) . Therefore, the distribution of x t is represented as follows, depending on x t−1 , f R k (q) , and λ R k (q) .
Construction of a Bayes optimal compression coder
Although the generative model class P (Λ, F, Q) has been described in the previous section, the true models and parameter q * , f * , and λ * for each target image x t are unknown to the encoder and decoder. Previous study [3] may be regarded as the estimation method of these models q * , f * , and parameter λ * . However, they did not explicitly assume the prior distributions P Q (q), P F (f ), and P Λ (λ).
In this study, since we have assumed and explicitly described the whole stochastic model including the prior distributions P Q (q), P F (f ), and P Λ (λ), we are able to construct a lossless image compression coder which is optimal under the Bayes criterion in a similar way to [1] . Thus, the arithmetic coding using the following probability P C X|X t−1 (x t |x t−1 ) is enough to encode the pixel value x t , where R(q) denotes the region including x t for each q.
It is known that the coding rate obtained by compressing the length T sequence is
, where the initial value x 0 is given [1] .
Numerical experiments

Distributions used in the generative model
Due to limitations of space, we describe only the distributions used in the model 1 in Table 1 . We omit the details about the expansion of model 1 into model 2 in Table 1 . Although the following assumptions are essential to reduce the complexity of the calculation of (4), we also omit the details about the complexity reduction. Please refer [5] for the details.
First, we describe the P Q (q). Let L(q) and I(q) denote the leaf nodes and the inner nodes of quad-tree q, respectively. Then, we assume P Q (q) as follows in a similar way to [2] .
where g(n) is a parameter defined for each node n. We assume g(n) = 1/2 for any node n. Next, we describe the set F of the autoregressive functions and the distribution P F (f ) on F . Autoregressive functions which are used in the model 1 are 16 functions which round off the average value of pixels shown in Fig. 3 . For example, if f R k (q) is the function (vii) in Fig. 3 , and if x t is at the ith row and the jth column, f R k (q) (x t−1 ) = (x i,j−1 + x i−1,j−2 )/2 + 0.5 . At time t, if the autoregressive functions need the pixels x t , x t+1 , . . . , x N M which have not occurred yet, they are replaced by the nearest pixels which have already occurred. We assume the distribution P F (f ) as the uniform distribution on F .
Fig. 3. Autoregressive functions
At last, we describe the error distribution P E|Λ ( |λ), its parameter λ, and its prior distribution P Λ (λ). Let E = {−255, −254, . . . , 255} be the set of the possible errors. We assume P E|Λ ( |λ, κ) as follows.
where κ i=−κ λ i = 1. We assume κ = 15 in model 1. Therefore, λ is defined as (λ −κ , λ −κ+1 , . . . , λ κ ). We assume the prior distribution P Λ (λ) as the following Dirichlet distribution because it is the conjugate prior of the multinomial distribution.
where we assume α i = 1/2 for any i.
Note that the pixels in the first row and the first column have to be encoded by another way as initial values. They are encoded by 8 bit/pel without compression in this study. In addition, N and M of the size of images are each encoded by 16 bits.
For the model 2 in Table 1 , we describe only the overview of the expansion from model 1. To expand model 1, we added another quad-tree. Therefore, in model 2, there are two independent quad-trees q f and q λ which represent region divide patterns for autoregressive functions and error distributions, respectively. Moreover, new autoregressive functions are added to the set F . Then, the number of functions is 53. The added functions are decided with reference to gradientadjusted prediction (GAP) [6] . Table 1 shows the average coding rates (bit/pel) obtained by compressing the test images [7] with MRP [3] , volumetric, artificial, and natural image lossless coder (Vanilc) [8] , model 1 described in Sec. 4.3.1, and model 2 detailed in [5] . The average coding rate of model 2 achieves approximately 19.7% reduction of the average code rates of the previous studies.
Experimental results and discussion
For artificial images, the coding rates of models 1 and 2 are not small enough. This is because the assumed generative model classes P (Λ, F, Q) do not have enough capability to explain the generative model of artificial images. The most important thing in the proposed scheme is the compression coders are optimal under the Bayes criterion for the assumed model classes. Therefore, there is no possibility at all of the case where "a parameter estimation is not performed well because an assumed generative model class is too complex." 
FUTURE WORKS
Expansion of our generative model classes for the artificial images is one of our future works. Therefore, we should interpret previous coders which are effective to the artificial images, for example, Vanilc [8] . Note that we need not improve the coding algorithm for each model because it is already optimal. This ease in planning the improvement is also one of the benefits of the proposed scheme. The applications of our generative model classes to other problems, e.g. image recognition, restoration, generation and so on, are our other future works. In the process to calculate (4), we obtain the posterior probabilities of the models of the generative model class for the given x t−1 , e.g. P Q|X t−1 (q|x t−1 ) or P F |X t−1 ,Q (f |x t−1 , q). The models which have the large posterior probabilities are regarded as the models which explain the occurrence of the image x t well. These models may be useful as extracted features in pattern recognition, image reconstruction, image generation, and so on. Indeed, we have extracted various features based on our generative model classes. We apply the extracted features to other problems in future works.
CONCLUSION
We proposed the novel scheme for systematic improvement of the lossless image compression coders from the point of view of the universal codes in information theory. Interpreting MRP in the proposed scheme, we validated its efficiency. We achieved approximately 19.7% reduction of the coding rates of previous studies. Moreover, we already have a plan to improve our lossless image compression coders.
