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Abstract
Among the outstanding problems in the theory of supercooled liquids are
the reasons for the rapid increase in their viscosity and relaxation times as
the temperature is lowered towards the glass transition temperature Tg, the
non-exponential time dependence of the relaxation, and the possible connection
between these two properties. The ferromagnetic Potts model on a square latice
is a simple system that is found to exhibit these properties. Our calculations
show that in this system the connection between them is associated with the
dependence on temperature and time of the average environment of the sites.
Some of the consequences of this for understanding the behavior of supercooled
liquids are discussed.
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I. Introduction
There are a number of features common to most supercooled glass-forming
liquids near their glass transition temperature Tg, and which differ apprecia-
bly from those of normal liquids and of crystalline solids.1 Two of the most
prominent of these are the temperature dependence of the properties close to
Tg and their time dependence. In many supercooled liquids it is found that as
the temperature is lowered towards Tg properties such as the viscosity η and the
mean dielectric and mechanical relaxation times τ increase much more rapidly
than the Arrhenius behavior associated with a fixed activation energy, which
would give ln(τ/τ0) = E/(kT ). According to Angell’s classification scheme,
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strong liquids are those in which the departure from the Arrhenius behavior is
slight and fragile ones are those for which the temperature dependence departs
strongly from the Arrhenius behavior as the temperature is lowered towards Tg.
The time dependence of the main (α) relaxation process in supercooled liquids
is also not described by a simple exponential function, but can often be well
approximated in the time domain by a stretched exponential function,
Φ(t) = exp[−(t/τ)β ], (1)
where β is called the stretching exponent, 0 < β ≤ 1, and the degree of non-
exponentiality is given by n = 1−β. These two properties seem to be connected,
since n tends to be much smaller in strong glasses than in fragile ones.3 While
such a connection is found in various model systems, these do not usually provide
any simple explanation of it in terms of the microscopic properties of the system.
In this paper, we discuss a simple model system for which we find these
properties, and also a simple explanation of them and their connection in terms
of the average environments of the sites, namely the ferromagnetic q-spin Potts
model4 of spins that can take any of q distinct values located on the sites of a
lattice. At first sight, there seems to be very little resemblance between such
a model of spins on a lattice and supercooled liquids (unless these spins are
assumed to represent regions of the system with different properties, as in the
facilitated kinetic Ising model of Fredrickdson and Andersen,5 for instance).
However, it is well known that the dielectric relaxation of plastic crystals such
as ethanol is very similar to that of the corresponding supercooled liquid,6 so
that spatial disorder is not an essential requirement for the typical behavior
of supercooled liquids. For these plastic crystals, one widely-used model is
that of thin rods rotating about their centres which are fixed on a lattice.7
An alternative model for these materials would be of rods rotating between a
number of discrete orientations, which could be represented by spins as in the
Potts model. In that case, the Potts model corresponds to a different (and
in principle no less plausible) interaction between adjacent molecules, and so
its properties may also be expected to resemble those of plastic crystals and
supercooled liquids.
While the ferromagnetic Potts model has been extensively studied for over
50 years, most studies have been associated with its thermodynamic rather
2
than its relaxation properties. Even a recent study of the latter was concerned
(like most recent papers) with a distribution of positive and negative values
of the interaction J between equal spins on adjacent sites.8 The system that
we study is the much simpler ordered ferromagnetic Potts model, in which the
interaction J has the same positive value between any pair of equal spins on
adjacent sites. A recent study of the dynamic properties of this ferromagnetic
model9 was concerned with the dynamics of the phase transition rather than
with relaxation some distance from it which we study. Our motivation for
studying the Potts model were based on the following two observations about
non-Arrhenius behavior and non-exponential relaxation. Firstly, both simple
exponential relaxation and a fixed activation energy are associated with a fixed
environment for the molecules, so that departures from both these types of
behavior will occur if the environment of the molecules changes. Secondly, just
as stretched exponential relaxation means that as time proceeds the relaxation
rate decreases, so does the increase in the effective activation energy as the
temperature is lowered mean that the relaxation rate is less than it would be
for a fixed environment. In the ferromagnetic Potts model, as the temperature
is lowered towards the phase transition temperature Tc, even before the critical
region close to Tc is reached, larger and larger clusters of spins of the same
size are expected to be formed, so that the environment of the spins changes
to make transitions more difficult, as discussed in section 4. Similarly, at any
temperature those spins that are inside a cluster of identical spins will have
a lower probability of making a transition, so that as time proceeds increasing
fractions of the spins that have not made a transition will be in such clusters, and
this leads to a slowing down of the transition rate. Thus, the Potts model should
provide a simple system in which, by tracking the changes in the environments
of the sites, we can see a common source for non-Arrhenius behavior and non-
exponential relaxation.
The idea of the importance of a molecule’s local environment is not new,
and has been considered previously by quite a number of authors. For in-
stance, Ngai’s coupling model essentially involves changes in the coupling of a
molecule to its surroundings as time proceeds.10 The defect diffusion model
of Bendler and his co-workers11 can also be regarded as involving changes in
the environment of free defects surrounding a molecule. In the theory of the
fragility of supercooled liquids proposed by Tanaka,12 the α-relaxation is asso-
ciated with the dynamics of the formation and annihilation of solid-like islands,
but he considers only its temperature dependence and not the time dependence
of the relaxation. Such islands are examples of local inhomogeneities or het-
erogeneities, and these have been considered by Garrahan and his co-workers13
in systems with dynamic constraints. Numerous other approaches have been
based on 2-state or 2-region models and dynamic constraints, such as the much
studied Fredrickson-Andersen model.5 However, none of these approaches ex-
amined model systems with no externally imposed assumptions, such as the
Potts model considered in this paper.
A detailed description of the q-spin ferromagnetic Potts model and its re-
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laxation properties is presented in section 2, while section 3 contains the results
of extensive computer simulations on it. These results are discussed and ex-
plained in section 4, and their implications for real supercooled liquids are then
considered, while our conclusions are presented in section 5.
II. The ferromagnetic q-spin Potts model.
The Hamiltonian for the ordered ferromagnetic q-spin Potts model with in-
teractions only between the spins at adjacent sites can be written as4
H = −J
∑
i
∑
j(i)
δ(σi, σj) (2)
where J > 0, the first sum is over all the sites i in the system and the second one
over all the sites j(i) that are nearest neighbors of the site i, the spins σi can
take any integer value between 1 and q, and δ is the Kronecker delta. Hence,
the energy associated with a spin having z adjacent sites with the same spin is
just −zJ . The probability of a change in the spin at a site which involves an
increase of energy ∆E at temperature T was taken to have the standard form
w = w0, ∆E < 0 (3)
w0 exp(−∆E/kBT ), ∆E > 0
We note that the Potts model incorporates temperature explicitly, unlike models
with dynamic constraints such as that of a system of rotating rods which has
been applied to materials such as ethanol and in which the temperature had to
be introduced in terms of the lengths of the rods.7
A question that always arises in simulations is whether to update the spins
one at a time, which may be more realistic but requires a lot of computer time,
or to update all of them simultaneously in one time step, which usually requires
much less computer time but is not necessarily very realistic. For our model,
which involves only interactions between spins on adjacent sites, we use the fact
that the sites of the square lattice can be chosen as n = n1a1 + n2a2, where
a1 = (1, 0) and a2 = (0, 1). This lattice can be divided into four sub-lattices,
with (n1, n2) = (2j, 2k), (2j + 1, 2k), (2j, 2k + 1), and (2j + 1, 2k + 1) where
j and k are integers, such that adjacent sites are not on the same sub-lattice.
Accordingly, the simultaneous updating of the spins on one sub-lattice at a time
corresponds physically to updating the spins one at a time, but with a saving in
computer time comparable to that obtained by updating all the spins at once.
At each time step all the spins on one sub-lattice were updated simultaneously,
while the sub-lattices were considered in turn. Because of possible problems
with the Metropolis algorithm, in which the final state at each step is chosen at
random, we used the equivalent of the continuous time Monte-Carlo algorithm,14
and considered at each step all possible transitions from each site with their
appropriate probabilities.
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The ferromagnetic q-spin Potts model on a square lattice for an infinite sys-
tem exhibits a phase transition at a critical temperature Tc, and this transition
is of second order for q ≤ 4 and of first order for q > 4. In terms of the variable
v = exp(J/[kBT ]) − 1, the values of Tc are given by the solutions v = vc of
the equation v2 = q.15 For our simulations on a finite system we do not expect
to observe an abrupt phase transition, and there are also considerable compu-
tational problems in reaching a steady state for temperatures too close to Tc,
and so we restricted our calculations to Tc/T ≤ 0.99. The quantity that we
studied was the fraction P (t) of sites at which the spin has not changed by time
t. For convenience we call P (t) the relaxation function, and the sites at which
the spin has not changed as the unrelaxed sites. We considered P (t), rather
than a spin auto-correlation function such as C(t, t′) =< σi(t
′)σi(t+ t
′) > with
σiσj = δ(σi, σj), because the latter contains a lot more random noise which will
be strongly affected by the value of q. All the sites with no neighbors having
the same spin were omitted from the calculation of P (t), since for these E = 0
so that any change of spin has ∆E ≤ 0 and the relaxation on these sites would
introduce into P (t) a component that relaxed rapidly with time in a simple
exponential manner. This component corresponds to a fast β-relaxation in a
supercooled liquid, while the transitions that we consider resemble the much
slower ones of the α-relaxation, in which we are interested here. The question
of the possible merging of the α and β relaxations at high temperatures will be
discussed elsewhere.
III. Results of the calculations
Extensive calculations were performed for q = 3, 4, 5, 6, 8 on a lattices of 200
by 200 sites with periodic boundary conditions, a size that was adequate to
give very similar results for different sets of runs. For each value of q and T , an
array of random spins was first annealed until the system’s energy converged and
then annealed further until the spins at 99% of the sites had changed. For high
values of Tc/T , additional anneals were performed as necessary until a steady
state was obtained. After this, five runs were performed on different initial states
until P (t) reached 0.01, and the average value of P (t) was fitted to a stretched
exponential function, equation (1) This fit was excellent not only on a double log
plot, where many types of function appear as a straight line, but also on a graph
of ln[P (t)] as a function of t, except for occasional slight deviations at very short
or very long times. The results of the individual runs, which contained much
more random noise, were also fitted to stretched exponential functions, and we
checked that the average values of ln(τ ) and of β from the five runs were close
to those obtained from fitting the average value of P (t). Accordingly, all the
results presented below relate to the values of the quantities from the average of
five runs. Incidentally, the scatter in the results increased with increasing q, as
is to be expected since the number of possible states in the system is 2002q. It
also increased with increasing 1/T , and was much greater for β than for ln(τ ).
For our calculations, it proved convenient to choose w0 = 0.5/(q − 1), so that
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the maximum total transition probability at each step was the same, 0.5, for
all the systems. Calculations were also performed for q = 2 (the usual Ising
ferromagnet), but their results are somewhat different and so are not reported
here. The reason for this difference, as discussed in section 4, is that for q = 2
any spins differing from those at a given site are equal to each other, and this
affects the transitions rates for sites with z = 2.
In figure 1 we present the values of ln(τ ) as functions of 1/T for all the sys-
tems. In presenting the results, we choose J = 1/kB, so that J/(kBT ) = 1/T .
We only report here the results for Tc/T ≥ 0.5, since this contains the tempera-
ture range of main interest for the α-relaxation. It is immediately apparent that
the temperature dependence of ln(τ ) for all values of q differs considerably from
an Arrhenius behavior, which would correspond to a straight line. While this
temperature dependence does not correspond to any of the standard functions
used for supercooled liquids,1 it is qualitatively similar to that found for such
liquids. We found that the results all fit well on to the master curve of ln(τ )
as a function of Tc/T shown in figure 2 (apart from very close to Tc), and so
we show all our other results as a function of Tc/T rather than of 1/T . The
values of J/(kBTc) are 1.005 for q = 3, 1.10 for q = 4, 1.174 for q = 5, 1.238 for
q = 6, and 1.342 for q = 8. In figure 3, we show the stretching exponent β as a
function of Tc/T , and note at once that (at least for Tc/T ≤ 0.95) the values of
β decrease steadily as Tc/T increases (and so the temperature decreases).
As we discuss in the next section, the interpretation of these results is con-
nected with changes in the environments of the sites, and so we now present
the results of our calculations on them. We found two useful ways of describing
these environments. The first is in terms of the average value < z > of the
number z of adjacent sites having the same spin as that of the given site, which
we refer to as the spin correlation. It is convenient to divide < z > by the
coordination number, zc = 4, so that its maximum value is unity, and we call
the resulting quantity the reduced spin correlation sc. The other quantity that
we examined is the fraction of sites inside clusters of the same spin (and not
on their boundaries), so that the spin on the site is the same as that on all its
adjacent sites, and we denote this quantity by cl. Since the sites in clusters all
contribute unity to sc, the difference sc− cl is associated with sites on the edges
of clusters or outside them. The importance of the environment for the relax-
ation rates is associated with its relationship to the probability for a change of
spin, as discussed in the next section.
The major properties that are of interest with regard to the environments
of the sites are how these change with temperature and with time. In order to
show the change in the environment as a function of time, we present in figures
4 and 5 sc and cl as functions of the fraction P of unrelaxed sites for Tc/T = 0.9
for all five values of q. As an example of how this change in time varies with
temperature, we present in figure 6 cl as a function of P for q = 5 and three
different values of Tc/T , 0.7, 0.8 and 0.9, for which the values of the stretching
exponent β were 0.86, 0.79 and 0.72 respectively. In these figures, we chose P
to decrease from 1 to 0 on the x-axis, as this is the direction of increasing time.
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Finally, in order to show the change in environment as a function of temperature,
we show in figures 7 and 8 the steady state values of sc and cl as functions of
Tc/T .
IV. Discussion
A comparison of figures 1-3 with figures 4-8 shows clearly that both non-
exponential relaxation and non-Arrhenius temperature dependence are associ-
ated with the change in the average environment of the sites with temperature
and time, as we suggested in the Introduction. We now consider in turn the
temperature dependence and dependence on q of the environments of the sites,
the relationship between the transition rates and the environments, and the
time dependence of the environments. After this, we discuss the implications of
our results for understanding the properties of supercooled liquids.
The departure from an Arrhenius law of the temperature dependence of ln(τ )
is associated with the increase as the temperature is lowered of the the reduced
spin correlation sc and of the fraction of states inside clusters cl. The reason
for these increases is that the energy associated with a site decreases as its spin
correlation number z increases, while the number of possible arrangements of
the spins associated with such a state decreases, which leads to a decrease on the
system’s entropy. As the temperature is lowered the role of entropy in the free
energy becomes less important, and this leads to an increase in < z > and so in
sc, as well as to an increase in the fraction cl of sites within clusters where their
energy is lowest. In order to obtain a better qualitative understanding of this
temperature dependence, let us suppose that the environments of the different
sites could all be chosen independently. If C1(z) denotes the number of possible
arrangements of spins round a given site, then the single site partition function
would be
Z1(T ) =
∑
z
C1(z) exp[zJ/(kBT )], (4)
and the fraction of sites with a given value of z would be
n1(z, T ) = C1(z) exp[zJ/(kBT )]/Z1(T ). (5)
If the sites with z = 0 are included in the sum in equation (4), it can readily
be shown that for the square lattice Z1(T ) = {q − 1 + exp[J/(kBT )]}
4. The
fraction of states in a cluster in this approximation is 1/Z1(T ), which increases
as T decreases and decreases as q increases. Since the arrangement of spins
around adjacent sites is obviously not independent, the entropy of the system
cannot be calculated just in terms of these single site quantities C1(z), but
equations (4)-(5) are useful for qualitative arguments such as the above. In
particular, they explain not only the increase in the fraction cl of particles in
clusters as the temperature is lowered, as shown in figures 6 and 8, and the
increase in the reduced spin correlation function sc shown in figure 7, but also
why an increase in the number of possible values q of the spin on a site leads to
a reduction in the values of cl and sc, as found in figures 4, 5, 7 and 8.
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We now turn to the relationship between the environment of the sites as
characterized by the functions sc and cl and the transition rates. For sites
inside a cluster, any transition reduces z from zc to zero, and so requires the
maximum possible activation energy Eact = zcJ = 4J , so that cl describes the
fraction of sites at which a transition requires this activation energy. For a site
with z = 3, there is one transition that reduces z from 3 to 1 and so requires
an activation energy of 2J , while any other transition requires an activation
energy of 3J . For sites with z ≤ 1 transitions are possible that do not require
an increase in energy, while for z = 2 such transitions are only possible if the
neighboring sites contain two pairs of equal spins. Incidentally, this is always the
case for q = 2, which is why the results for this value of q differ somewhat from
those for q > 2 and so we decided not to report them here. For the sites with
values of z that require thermal activation for the transitions, an alternative
relaxation mechanism is that the value of z at that site decreases as a result
in changes in the spin at adjacent sites until unactivated transitions (or ones
with a lower activation energy) are possible. In order to find out which process
is actually the dominant one, we performed a number of calculations of the
fraction of sites initially having different values of z, the fraction at which the
first transition occurs for a given value of z, and the fraction at which the first
transition involves a given activation energy. In a typical set of results, for q = 5
and Tc/T = 0.9, we found that 11% of the sites have z = 0, 24% have z = 1,
30% have z = 2, 24% have z = 3, and 11% have z = 4. During the relaxation
process we found that the neighborhoods of the unrelaxed sites change, since at
only 2% of the sites did the first transition occur with z = 4, i.e. at sites within
a cluster, while at 10% it occurred when z = 3, at 34% when z = 2, at 38%
when z = 1, and at 16% when z = 0. A comparison of these results with the
values of z for the whole system shows that the dominant mechanism for the
relaxation of sites with high spin coordination number z is for the spins on some
of the adjacent sites to change before they relax, so as to reduce the activation
energy required for a transition. This is especially clear for sites initially within
a cluster (for which z = 4), since 9/11 of these sites had lower values of z when
the first transition took place. As a result of these changes of environment, 55%
of the first transitions did not require any activation energy, 24% required an
activation energy of J , 14% an activation energy of 2J , 5% an activation energy
of 3J , and 2% an activation energy of 4J . Such a behavior was found for all
of the values of Tc/T that we studied (up to Tc/T = 0.99). The time required
for this process is longest for sites within clusters, and increases with increasing
cluster size, while the average cluster size increases with increasing cl, and so
as the temperature decreases. This is one of the main sources of the departure
from an Arrhenius law temperature dependence of the mean relaxation time.
With regard to the time dependence of the relaxation, those sites with a
lower initial value of z will have the fastest relaxation rates and so tend to relax
first, while relaxation at the other sites will take longer as it requires either a
larger activation energy or a change in their value of z as a result of transitions
of their neighbors. As a result, sc and cl for the unrelaxed sites increases with
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time, as shown in figures 4-6, and this leads to the observed departure from
simple exponential relaxation. As can be seen from figure 6, as Tc/T increases
the change in the environment (as measured by cl) increases, and this correlates
with the decrease in β, which reinforces our conclusion that the non-exponential
time dependence is associated with changes in the environment of the sites.
We now turn to some of the implications of our results for real supercooled
liquids. Our results strongly suggest that in real supercooled liquids the temper-
ature and time dependence of the relaxation are both associated with changes
in the average environments of the molecules, which explains why they are of-
ten connected. This implies that a key factor in determining the properties
of supercooled liquids is the number of different environments available for the
molecules. Since this is smallest for covalently bonded materials such as SiO2,
this explains why these are the strongest liquids, with the smallest deviations
from an Arrhenius law temperature dependence of their relaxation times and
from a simple exponential time dependence of their relaxations. On the other
hand, there are numerous possible molecular environments for van-der-Waals
bonded liquids, which explains why these tend to be the most fragile and to
have the lowest stretching exponents for their relaxation. H-bonded liquids
have an intermediate number of possible molecular environments, because of the
restrictions imposed by the hydrogen bonds, and so their fragility and stretch-
ing exponents tend to be intermediate between those of covalently bonded and
van-der-Waals bonded liquids. In addition, since the glass transition involves a
freezing of the molecular environments, the decrease in entropy when this hap-
pens will increase with the number of possible environments, and so with the
fragility, as is found experimentally. A more detailed analysis of these effects is
beyond the scope of this paper. Our results also explain qualitatively the con-
nection between fragility and the degree of non-exponential relaxation observed
in many supercooled liquids.3 The effects of changes in the environment on the
lifetimes of dynamic heterogeneities found in supercooled liquids is most easily
discussed if one associates these heterogeneities with molecules inside clusters,
which are often assumed to be solid-like. These clusters are the states of lowest
local energy, so that an increasing fraction of molecules occupy them as the tem-
perature is lowered. In principle, just as for the Potts model, such molecules can
relax either by a particle in the middle of a cluster acquiring enough activation
energy to change its state or particles on the edge of a cluster relaxing in turn
so that the clusters of unrelaxed particles gradually disintegrate. These two
processes resemble, respectively, the formation and motion of interstitial atoms
in a crystal and the dissociation of subcritical nuclei in a liquid. If the latter
process is more probable, as one would expect at temperatures above the glass
transition temperature just as it was found to be for the Potts model at temper-
atures above Tc, then the lifetimes of the dynamic heterogeneities will be of the
same order of magnitude as the α- relaxation time, as is found experimentally
in many liquids16.17
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V. Conclusions
One major advantage of the Potts model studied in this paper over many
other models is that it does not require the imposition of any external assump-
tions, such as the existence of liquid-like and solid-like regions or of dynamic
restrictions, although these may well be present in the model. Instead, all the
results are derived directly from the system’s Hamiltonian. The results of our
calculations on the two-dimensional ferromagnetic Potts model show that both
the temperature dependence and the time dependence of the relaxation are as-
sociated with changes in the arrangements of spins around the different sites,
i.e. the environments of the sites. Such a feature can explain why covalently
bonded liquids, in which there is only a small number of possible molecular envi-
ronments, are strong, while van-der-Waals bonded liquids, in which this number
is large, tend to be the most fragile. It also explains the connection between
stretched exponential relaxation and a non-Arrhenius temperature dependence
of the relaxation time in supercooled liquids. In addition, the relaxation in the
Potts model of spins within clusters of sites by the disintegration of the clusters
suggests that a similar mechanism is relevant to the relaxation of molecules in-
side dynamic heterogeneities, and this would explain why the lifetimes of such
heterogeneities is usually found to be of the same order of magnitude as the
α−relaxation time.
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Figure captions.
Figure 1.(Color on line) The relaxation time τ of the stretched exponential
relaxation of P (t) as a function of 1/T for q = 3 (circles, red), q = 4 (stars,
violet), q = 5 (squares, black), q = 6 (hexagons, magenta) and q = 8 (triangles,
blue). The dotted lines are just to guide the eye.
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Figure 2. (Color on line) The relaxation time τ of the stretched exponential
relaxation of P (t) as a function of Tc/T for q = 3 (circles, red), q = 4 (stars,
violet), q = 5 (squares, black), q = 6 (hexagons, magenta) and q = 8 (triangles,
blue). The dotted lines are just to guide the eye.
Figure 3. (Color on line) The stretching exponent β of the stretched expo-
nential relaxation of P (t) as a function of Tc/T for q = 3 (circles, red), q = 4
(stars, violet), q = 5 (squares, black), q = 6 (hexagons, magenta) and q = 8
(triangles, blue). The dotted lines are just to guide the eye.
Figure 4. (Color on line) The reduced correlation function sc(P ) as a func-
tion of P for Tc/T = 0.9 for q = 3 (red), q = 4 (violet), q = 5 (black), q = 6
(magenta) and q = 8 (blue).. The values of q are shown on the curves.
Figure 5. (Color on line) The fraction of sites in clusters cl(P ) as a function
of P for Tc/T = 0.9 for q = 3 (red), q = 4 (violet), q = 5 (black), q = 6
(magenta) and q = 8 (blue).. The values of q are shown on the curves.
Figure 6. The fraction of sites in clusters cl(P ) for q = 5 as a function of P
for Tc/T = 0.7.(dashes, blue), Tc/T = 0.8.(dot-dash, red) and Tc/T = 0.9.(solid,
black). The values of Tc/T are marked on the curves.
Figure 7. (Color on line) The steady state reduced correlation function sc0
as a function of Tc/T for q = 3 (circles, red), the top curve, q = 4 (stars, violet),
q = 5 (squares, black), q = 6 (hexagons, magenta) and q = 8 (triangles, blue),
the bottom curve. The dotted lines are just to guide the eye.
Figure 8. (Color on line) The steady state fraction of sites in clusters cl0 as
a function of Tc/T for q = 3 (circles, red), the top curve, q = 4 (stars, violet),
q = 5 (squares, black), q = 6 (hexagons, magenta) and q = 8 (triangles, blue),
the bottom curve. The dotted lines are just to guide the eye.
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