In this study, the information-theoretic measures in both the position and momentum spaces for the pseudoharmonic potential using Fisher information, Shannon entropy, Renyi entropy, Tsallis entropy and Onicescu information energy are investigated analytically and numerically. The results obtained are applied to some diatomic molecules. The Renyi and Tsallis entropies are analytically obtained in position space using Srivastava-Niukkanen linearization formula in terms of the Lauricella hypergeometric function. Also they are obtained in the momentum space in terms of the multivariate Bell polynomials of Combinatorics. We observed that the Fisher information increases with n in both the position and momentum spaces, but decreases with ℓ for all the diatomic molecules considered. The Shannon entropy also increases with increasing n in the position space and decreases with increasing ℓ. The variations of the Renyi and Tsallis entropies with ℓ are also discussed. The exact and numerical values of the Onicescu information energy are also obtained, after which the ratio of information-theoretic impetuses to lengths for Fisher, Shannon and Renyi are obtained.
Introduction
Information-theoretic methods have been used extensively to study various systems in communications [1] , Physics [2] , Chemistry [3, 4] , Biology [5, 6] . The various informationtheoretic quantities such as Shannon information entropy, Fisher information, Renyi entropy, Tsallis entropy, Onicescu information energy have been discussed for different quantum mechanical systems [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . An interesting and simple method has been used to obtain Shannon, Fisher, Onicescu and Tsallis entropies in atoms as functions of the atomic number Z in ref. [6] .
Fractional occupation probabilities of electrons in atomic orbitals were employed, instead of the more complicated continuous electron probability densities. The information-theoretic quantities have also been discussed by using scaling properties of the systems [13] [14] [15] [16] 18, 19] . The relativistic effect have also been considered in the study of the information-theoretic quantities [20] [21] [22] [23] [24] [25] [26] . The Shannon information entropy S[ρ] of the electron density, ρ(r), in the coordinate space is defined as [27, 28] S[ρ] = − ρ(r) ln ρ(r)dr,
1 wazzy4real@yahoo.com 2 kjoyewumi66@unilorin.edu.ng 3 sensc@uohyd.ernet.in and the corresponding momentum space Shannon entropy S[γ] is given by S[γ] = − γ(p) ln γ(p)dp,
where γ(p) denotes the momentum density. The Shannon entropy measures the uncertainty in the localization of a particle in space [7] . The Fisher information entropy is defined in the position space as [8] I
and the corresponding momentum space measure is given by [20] I
γ(p) dp.
The Fisher information entropy in the position space measures the narrowness and the oscillation nature of the probability distribution [29] . The Onicescu information energy is defined in the position and momentum spaces, respectively, as [30] 
and E[γ] = γ 2 (p)dp.
The greater the information energy, the more concentrated is the probability distribution, while the information content decreases [30] . The Renyi position entropy defined as [9] [10] [11] [12] R q [ρ] = 1 1 − q log ρ(r) q dr 0 < q < ∞, q = 1,
is a generalization of the Shannon entropy. The Renyi entropy in the momentum space is also given as R q [γ] = 1 1 − q log γ(p) q dp 0 < q < ∞, q = 1.
The Tsallis entropy is defined in the position and momentum spaces, respectively, as [13, 16, 18, [31] [32] [33] ]
and T m [γ] = 1 m − 1 1 − γ(p) m dp ,
The pseudoharmonic potential has been very useful in the area of physical sciences and it has been extensively used to describe interaction of some diatomic molecules since its introduction [34] [35] [36] [37] [38] [39] . This potential is used to describe the roto-vibrational states of diatomic molecules and nuclear rotations and vibrations [14] . The pseudoharmonic potential can be written as [34] 
where D e is the dissociation energy between two atoms in a solid and r e is the equilibrium inter-molecular separation. The radial part of the Schrödinger equation for the pseudoharmonic potential is written as ( = µ = 1) [34] :
By solving equation (12), Oyewumi and Sen obtained the wave function as [34] R n,ℓ (r) = N n,ℓ r
where
The wave function in equation (13) is the position space wave function. The momentum space wave function is obtained as [48] 
The probability densities in the position space and the momentum space are therefore written, respectively, as
and
In this paper, we shall study the pseudoharmonic potential using the informationtheoretic measures defined above. The paper is organised as follows. In Section 2, the Fisher and Shannon information entropies for the pseudoharmonic potential are obtained. Section 3 contains the Renyi entropy, Tsallis entropy and Onicescu information energy for the pseudoharmonic potential. The information theoretic lengths and impetuses are discussed in Section 4 while the Conclusion is given in Section 5.
Fisher and Shannon Information Entropies for the pseudoharmonic Potential

Fisher information entropy for the pseudoharmonic potential
From equation (3), the Fisher information entropy in the position space can be written as
where ρ(r) is given in equation (16) . The integral in equation (18) is obtained, after some manipulations, as
In the momentum space, the Fisher information is
where γ(p) is as given in equation (17) . For ground state (n = 0, ℓ = 0), equation (20) is obtained as
The Fisher information for the pseudoharmonic potential is obtained for some diatomic molecules, the results are given in Tables 2 and 3 . The values of the dissociation energy D e and equilibrium intermolecular separation r e of the diatomic molecules used in this work are given in Table 1 , these are obtained from Refs. [34, 39, [49] [50] [51] [52] . It can be observed from Tables 2 and 3 that the Fisher information (both in the position and momentum spaces) increase with n for the diatomic molecules considered.
The variations of the Fisher information with orbital angular momentum ℓ are shown in Figure 1 with n = 0 for five selected diatomic molecules. It is observed from Figure 1 that the Fisher information in the position space decreases with increasing ℓ. The values of the Fisher information entropy for all the diatomic molecules considered tend to 0 for ℓ ≫ 1.
The Shannon Information Entropy of the pseudoharmonic Potential
By using equation (16) , the position space Shannon information entropy
is obtained as [7, 48] 
is the entropic integral of the orthonormal Laguerre polynomials, which can be obtained in one dimension as [7] E L
The momentum space Shannon information entropy
is obtained as [7, 48] Table 4 contains the numerical values of the Shannon entropy in the position space by making use of equation (22) . We observe that the Shannon entropy in the position space increases with n. The numerical values of the Shannon entropy in the momentum space are shown in Table 5 . The variations of the Shannon entropy with ℓ are shown in the Figure 2 for the diatomic molecules considered. We observe that the Shannon entropy S[ρ] decreases with ℓ and tend to zero for large ℓ.
3 Renyi entropy, Tsallis entropy and Onicescu Information energy for the pseudoharmonic potential
In this Section, we shall calculate the Renyi entropy, Tsallis entropy and Onicescu information energy for the pseudoharmonic potential in the position and momentum spaces.
Renyi Entropy in position space
The Renyi entropy for the pseudoharmonic potential is written in the position space as
If we let 2λr 2 = x, then, W q [ρ] can be written as
To calculate the integral
dx, we make use of the linearization formula of Srivastava-Niukkanen for the products of various Laguerre polynomials given by [17, 40, 41] 
in terms of Lauricella's hypergeometric functions of (r + 1) variables. The Pochhammer
and the binomial number
, r = 2q, this general relation yields the following results
where (33) and the orthogonality relation of the Laguerre polynomials, one finds that only the term with k = 0 gives a non-vanishing contribution to the summation in equation (33) , so that
so that the Renyi entropy for the pseudoharmonic potential in the position space is given by
Note that the Lauricella function of type A is defined as [42] [43] [44] Table 6 contains the numerical values of the Renyi entropy in the position space for some diatomic molecules with q = 2 and ℓ = 0. Table 7 shows the variations with the parameter q of the Renyi entropy in the position space for NiC with ℓ = 0. We observe from Table 6 that the Renyi entropy R 2 [ρ] increases with n. This is not the case when q > 2. Figure 3 shows the variation of the position space Renyi entropy with the parameter q and n = 0.
Renyi entropy in the momentum space
The Renyi entropy in the momentum space is written as
and γ(p) is as given in equation (17). If we let
= x, then we have
which can be written as
H q [γ] will be evaluated by using the multivariate Bell polynomials of Combinatorics. We follow the approach similar to Ref. [17] , whereby, we consider the explicit expression of the Laguerre polynomials given byL
The Laguerre polynomials can be written in terms of the multivariate Bell polynomials of Combinatorics as [17, 45] 
with c (n,γ ℓ + 1 2 ) i = 0 for i > n and the remaining coefficients are given by equation (46) . The Bell polynomials are given by [17, [45] [46] [47] B m,t (a 1 , a 2 
Therefore,
(49) On evaluating the integral in equation (49), we obtain
The only non-vanishing terms correspond to those with j i+1 = 0 so that c n,γ ℓ + (43) and then substituting equation (43) into equation (40) gives the Renyi entropy in the momentum space for the pseudoharmonic potential which can be written as
The numerical values of the Renyi entropy for the pseudoharmonic potential in the momentum space for some diatomic molecules when q = 2 are shown in the Table 8 . It is observed that the Renyi entropy for the pseudoharmonic potential in the momentum space, unlike in the position space, decreases with increase in n.
Tsallis entropy for the pseudoharmonic potential
We shall obtain, in this Subsection, the Tsallis entropy for the pseudoharmonic potential in the position and momentum spaces.
Tsallis entropy in the position space
The Tsallis entropy in the position space is written as
where W q [ρ] is as given in equation (30) . Using equation (37) , the Tsallis entropy in the position space is then obtained as
The numerical values of the Tsallis entropy in the position space is shown in Table 9 with q = 2 and ℓ = 0. We observe that (See Table 10 ) the value of the Tsallis entropy for the pseudoharmonic potential in the position space tends to a particular value as ℓ increases for each q and it is independent of ℓ when q >> 1.
Tsallis entropy in the momentum space
The Tsallis entropy in the momentum space can be written as
and 1 q + 1 m = 2. Table 11 shows the numerical values of the Tsallis entropy for the pseudoharmonic potential in the momentum space for m = 2 3 and ℓ = 0.
Onicescu Information Energy for the pseudoharmonic potential 3.4.1 Onicescu information energy for the pseudoharmonic potential in the position space
The Onicescu information energy in the position space is written from equation (5) as
which is equivalent to W 2 [ρ] in equations (29) and (30) 
Therefore, the Onicescu information energy for the pseudoharmonic potential in the position space is given as
Onicescu information energy for the pseudoharmonic potential in the momentum space
The Onicescu information energy in the momentum space is written from equation (6) as
which is equivalent to W 2 [γ] in equations (41), (42) and (43) when q = 2. W 2 [γ] is obtained from equation (43) as
The numerical values of the Onicescu information energy for the pseudoharmonic potential in the position and momentum spaces are shown in Table 12 . The Onicescu information energy for the pseudoharmonic potential decreases with increase in n for the position space and increases with increasing n for the momentum space.
Information-theoretic lengths and impetuses
We shall obtain, in this Section, the ratio of the information-theoretic impetuses to lengths for the Fisher information, the Shannon information entropy and the Renyi information entropy for the pseudoharmonic potential.
Ratio of the Fisher impetus to length for the pseudoharmonic potential
The ratio of the Fisher impetus to length is defined as [20] :
I[ρ] and I[γ]
are given by equations (19) and (21), respectively.
Ratio of the Shannon impetus to length for the pseudoharmonic potential
The ratio of the Shannon impetus to length is defined as [20] :
(64)
S[ρ] and S[γ]
are given by equations (23) and (27), respectively.
The ratio of the Renyi impetus to length for the pseudoharmonic potential
The ratio of the qth-order Renyi impetus length is defined as [20] :
(65)
are given by equations (38) and (51), respectively. The graphs of the ratio of the information impetuses to lengths of Fisher information Figure 4 , it is observed that the Fisher ratio
exponentially with increasing n. It is observed from Figure 5 that the Shannon ratio
starts to decrease from n = 0 to n = 1 but increases with n afterwards. Also, from Figure  6 , the Renyi ratio
for q = 2 decreases exponentially with increasing n.
Conclusion
We have studied, both analytically and numerically, the information-theoretic measures for the pseudoharmonic potential using Fisher information, Shannon entropy, Renyi entropy, Tsallis entropy and Onicescu information energy in both the position and momentum spaces. By using the values of D e and r e of some diatomic molecules, we have obtained the numerical values of the information-theoretic measures for the pseudoharmonic potential. By using the linearization formula of Srivastava-Niukkanen, we have obtained the Renyi and Tsallis entropies in the position space in terms of the Lauricella hypergeometric function. To obtain the Renyi and Tsallis entropies in the momentum space, we have employed the use of the multivariate Bell polynomials of Combinatorics. We observed that the Fisher information increases with n in both the position and momentum spaces, but decreases with increasing ℓ for all the diatomic molecules considered. The Shannon entropy also increases with n in the position space and decreases with increasing ℓ.
The Renyi entropy increases with the parameter q but the Tsallis entropy decreases with increase in the parameter q. We also observed that as n increases, the Tsallis entropy tends to a particular value for each q. For large value of q, the Tsallis entropy is constant with change in n. The analytical and numerical values of the Onicescu information energy have also been obtained and we finally obtained the ratio of the information-theoretic impetuses to lengths of Fisher, Shannon and Renyi. Table 2 : Fisher information entropy for the pseudoharmonic potential for some diatomic molecules with ℓ = 0 in the position space. The unit of the square of Table 3 : Fisher information entropy for the pseudoharmonic potential for some diatomic molecules with ℓ = 0 in the momentum space. The unit of the square of Table 5 : The Shannon information entropy for the pseudoharmonic potential for some diatomic molecules with ℓ = 0 in the momentum space. Table 6 : Numerical values of the Renyi entropy for the pseudoharmonic potential in the position space for some diatomic molecules with q = 2 and ℓ = 0. Table 9 : The numerical values of the Tsallis entropy for the pseudoharmonic potential in the position space with q = 2 and ℓ = 0. when ℓ = 0 
