Digital Educational Library (CITIDEL) is to maximize the number of computing-related resources available to computer science scholars and practitioners through it. In this paper, we describe a set of experiments designed to help this goal by adding to CITIDEL a sub-collection of computing related electronic theses and dissertations (ETDs) automatically extracted from the Networked Digital Library of Theses and Dissertations (NDLTD) OAI Union Catalog. We analyze the metadata quality of the NDLTD OAI Union Catalog and describe three different experiments that combine different sources of evidence to improve the accuracy in filtering out the computing related entries.
Introduction
CITIDEL [1] is part of the Collections Track activities in the National STEM (Science, Technology, Engineering, and Mathematics education) Digital Library (NSDL). In particular, CITIDEL operates and maintains the "computing" content of the digital library that includes information systems, computer science, information science, information technology, software engineering, computer engineering, and other computing-related fields. This work focuses on enhancing the current coverage of the CITIDEL collection by automatically extracting computing-related records from the NDLTD [2] [3] [4] [5] collection and adding them into CITIDEL.
Background and Motivation
The Open Archives Initiative [6] Protocol for Metadata Harvesting provides an application-independent interoperability framework based on metadata harvesting. There are two classes of participants in the OAI-PMH framework:
1. Data Providers administer systems that support the OAI-PMH as a means of exposing metadata; 2. Service Providers use metadata harvested via the OAI-PMH as a basis for building value-added services.
A repository is a network accessible server that can process the six OAI-PMH requests. A repository is managed by a data provider to expose metadata to harvesters. The NDLTD OAI Union Catalog [5] is an example of a service built by harvesting metadata via the Open Archives Initiative [6] Protocol from Open Archives of electronic theses and dissertations worldwide. At the time of the experiments there were 7507 records in the Union Catalog, but we expect that, through partnering with OCLC and because of its support by providing data from WorldCat, there eventually will be millions of records.
In order to achieve the CITIDEL goal of maximum coverage of computing related information, we have designed and conducted a set of experiments that harvest metadata in Dublin Core [7] format from the OAI Union Catalog and then filter out the computing related entries.
One way to filter out computing entries from the whole NDLTD collection would be to look at the contributor fields of each record (in the case of ETDs where this entry corresponds to mentors and/or committee members). For example, if most of the contributors are computer scientists, one could expect that this record is computing related. Another way is to look at the subject fields. Figure 1 shows the number of entries which have subject field(s) and contributor field(s) for the whole NDLTD collection. Figure 2 shows this for each university (site) in the collection, in a series of groups, organized according to size of collection. Figure 1 shows that only about 65% of the entries have contributor fields while about 92% have subject fields. Figure 2 also shows the inconsistency of using contributor and subject fields across universities. For example, all entries from USF have both contributor and subject fields while all entries from MIT are missing both fields. All entries from LSU have subject field but no contributor field. And some but not all entries from WUW have subject fields and some but not all entries from Duisburg have contributor fields. This analysis shows that the filtering task using only contributor is impossible. To address those entries with missing contributor fields, we need to look at other sources of evidence. Though the subject fields are most useful overall in filtering, their sole use is prevented by a number of factors. The first factor, according to Figure 2 , is that many records at several sites are missing subject fields. If we simply filter using subject information, we would exclude those records. The second factor is the inconsistency Fig. 2(a) . Entry counts with contributor field(s) and subject field(s) for different sites Fig. 2(b) . Entry counts with contributor field(s) and subject field(s) for different sites Fig. 2(c) . Entry counts with contributor field(s) and subject field(s) for different sites in use of subjects at several universities as an indicator of topical field. For example, at Virginia Tech, subject represents department name, so for a computing related record, the subject would be "computer science". This subject entry clearly indicates the broad topic of the record. But this practice is not universal among universities. For example, in a record from Uppsala University, the subjects are "data assimilation", "multiblock", and "object oriented". These words are actually the keywords for the record. So we see that different universities use subject fields in different ways. Thus, in such an open-ended research collection, it's not possible to enumerate a list of words that will include all possible computing related entries for different universities. Another factor is the language problem. Some records from a particular institution (e.g., University Library of Gerhard-Mercator University Duisburg) may list the subject(s) in languages other than English but at the same time they do have the title and abstract in English. The fourth factor is that even considering two records with the same subject, one of them might be computing related and the other may not. For example, there are a number of records harvested from Virginia Tech with the subject "Electrical and Computer Engineering". One of these records is about "high-power three-phase PWM inverters" which is definitely not computing related. Another one is about "Multicast Networks", which is computing related. In this case, we cannot get rid of all the records with such a subject. We have to look at the contents of the record to determine if it's computing related or not.
So to get better filtering results, we need to combine several sources of evidence. If an instance lacks both the contributor field and subject field, we can only rely on the content based classification as evidence of the record being computing related (i.e., text from title and/or abstract). Accordingly our filtering experiment was composed of a combination of three major steps:
− Content-based classification -classify the data set into two sets: computing related and non-computing related using title plus subject plus abstract, − Filtering based on contributor field(s) in the metadata -enhance the results achieved through content-based classification, − Filtering based on subject field(s) in the metadata -enhance results when records of the second step are missing contributor fields or to correct possible records mistakenly filtered out.
The experiment aimed to test: 1) the relation between quality of metadata and quality of services; 2) the effectiveness of content-based filtering in the absence of explicit subject and/or contributor information; and 3) the effect of combining several sources of evidence.
Experimental Setting for Filtering Mechanism

Content-based Classification -Weka
We have used the Weka data mining package [8] as our classification tool. Weka is a collection of machine learning algorithms for solving real-world data mining problems. It contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization.
Classification aims to assign instances to predefined classes. Classification requires supervised learning; a training data set is used to specify the classes we are trying to learn. The performance of the classification model learned from a training set is tested on a test data set to see how well the model predicts the correct class for unseen data.
Since the collection was harvested using OAI, both the training and the test metadata were in XML files. The XML file is composed of fields like subject, title, abstract, and category for each record. The terms from title, subject, and abstract fields were used to produce the document vector for each record. Each element of the vector is a term along with its weight. Each term's weight was generated based on the tf-idf scheme. Term frequency tf provides one measure of how well a term describes the document contents. Inverse document frequency (idf) measures the inverse of the frequency of a term among the documents in the collection. The motivation for usage of an idf factor is that terms which appear in many documents are not very useful for distinguishing a relevant document from a non-relevant one.
Weka expects ARFF files [9] as input. An ARFF (Attribute-Relation File Format) file is an ASCII text file that describes a list of instances sharing a set of attributes. ARFF files have two distinct sections. The first section is the Header information, which is followed by the Data information. The Header of the ARFF file contains the name of the relation, a list of the attributes (the columns in the data), and their types.
The ARFF files for our experiment were generated by parsing the XML files. All the words are listed as attributes in the ARFF file, and the document vector along with the category of each document constitute the Data part of the ARFF file.
Part of an example header on our training data set is: The list of the attributes is composed of the words (stop words removed) and an enumeration of the category for each record. Each word attribute's value is a real number which is that word's total frequency in the collection. Each line that begins with a "%" is a comment line explaining what the word is and its total frequency in the collection. The category "C" represents a computing related record, and the category "D" represents a non-computing related record.
Part of the Data of the ARFF file is the following: Here index is the attribute index (starting from 0). For example, in the first row of the above example, "2545" is the attribute index 2545 (word 2546) and its value is a real number which is that word's weight computed through using tf-idf. The last entry of each row is the attribute "category_code", which is the category of this document.
We chose to use the WEKA SMO [10] classifier. The SMO classifier implements the sequential minimal optimization algorithm. It is a fast method to train Support Vector Machines (SVMs) which has reportedly been the best classifier so far for text classification experiments [11] [12] [13] [14] [15] . The main idea of Support Vector Machines is that given a set of data points which belong to either of two classes, an SVM finds the hyperplane that leaves the largest possible fraction of points of the same class on the same side and maximizes the distance of either class from the hyperplane. The optimal separating hyperplane will minimize the risk of mis-classifying the training samples and unseen test samples. Figure 3 illustrates this idea. Figure 4 shows the composition of the training and test sets for the experiments. Normal arrows represent how we selected the training collection and the test collection. Dotted arrows represent the input to the training and classification process.
Dashed lines represent the output of the training process.
Fig. 4. Training set and Test set composition
For the experiments, the metadata harvested from the Union Catalog were manually divided into two categories for test purposes: computing related and others. We used records extracted from the ACM Digital Library (included in CITIDEL) to provide positive training examples to our classifier instead of some other computing related records because the previously identified computing sub-collection in NDLTD only has 138 entries. We felt this sub-collection was too small to serve as the computing category of the training set. Since we need to separate the computing related entries from the remaining records, all the ACM metadata was marked as one categorycomputing related. Half of the non-computing related entries from the Union Catalog served as the non-computing category of the training set. All the computing related entries and another half of the non-computing entries served as the test collection.
Contributor Filtering
To remove false computing entries from the classification result set, we decided to look further at the contributor fields for those classified as computing entries. For an ETD, the contributors are normally members of the committee. A simple heuristic was defined wherein if more than half of the contributors are computer scientists, this thesis or dissertation is assumed to be computing related.
We used a set of author names extracted from records of the ACM DL as our computer scientists list. When we match a name, different formats need to be considered. For example, we may have 'Edward A. Fox', but the contributor name might be in the format of 'Edward Fox', or 'E. A. Fox'. Even if the name in the computer scientists list doesn't exactly correspond to the contributor name, we should count this case as a match. If an exact name match fails, the mechanism we used was:
− If their middle initials are the same, we compare the initials of their first names and the whole last names. For example, if the contributor is in the format "E. A. Fox" and the computer scientist is in the format "Edward A. Fox", both the initials of the first name is "E" and both have the same last name, so this is counted as a match.
− If and only if one of the two compared names' middle is empty, we compare their first names and last names. For example, if the contributor is in the format "Edward Fox" and the computer scientist is in the format "Edward A. Fox", they have the same first name and last name, so this is counted as a match according to this rule.
In our experiment, we tried to match 495 contributor names with the names in the computer scientists list (extracted from the ACM DL). 277 of the 495 were matches. Among these 277, 156 had exact name matches. In addition, 35 are matched based on the first scheme above, and 86 are matched based on the second scheme above.
Subject Filtering
From the analysis of NDLTD records, it was noted that contributors were not used uniformly and consistently across institutions (recall Sect. 1.1). Therefore many entries may not be filtered using only the contributor filter. For example, we noticed that 88 of 129 non-computing related entries were missing contributor fields in their metadata. So to deal with this situation, we applied a second filter on those entries missing contributor fields. We analyzed the metadata of those entries and found that 71 of 88 entries have subject fields. We noted that some non-computing words are subjects. For example, words like 'physics', 'animal science', 'Landscape Architecture', etc. appear. So we could use them to remove entries whose subject field had such kinds of words.
We also noticed that when the contributor filter was applied on the classified computing collection, a few positive entries were filtered out. So we also applied the subject filter in another way on these entries. That is, we check if these entries' subject field contains words like 'Computer Science' and if they do, we move them back into the computing collection.
We choose to pick contributors before subject(s) because we feel that contributor information is more reliable. Due to the inconsistency in use of subjects by several universities as indicators of field, it's hard to choose several words and say that records with such words in the subject field are computing related but otherwise are not computing related. So it's a better choice to use subject filtering as a supplement to the content based filtering and contributor filtering, to improve filtering accuracy.
Experimental Results
The content-based classification result was as follows:
We have two classes in our classification. One is ''C" which represents the computing related (positive) instances and another is ''D" which represents the noncomputing related (negative) instances. The total number of instances classified by the classification system in the test set was 3792, whereas 138 were positive instances and 3654 were negative instances. 96.3% (3652) of the total instances were correctly classified while 3.7% (140) were incorrectly classified. Table 1 gives the detailed accuracy for these two classes. Table 2 shows information about actual and predicted classifications of the system. 
Contributor filter results
To remove those 129 entries which are classified as computing related entries but actually are non-computing entries, we run the contributor filter on the classified computing collection through the content-based classification system. Among those 129 entries, we were able to filter out 39 entries. This is mainly because 88 entries of those 129 don't have contributor fields. 2 non-computing entries failed to be filtered out because more than half of their contributors were in the computer scientists list that we extracted from the ACM DL. One of these two is a dissertation with the title ''Numerical Differentiation Using Statistical Design" in the field of Statistics from North Carolina State University (NCSU), and the other is a dissertation with the title ''Autonomous Solution Methods for Large-Scale MARKOV Chains" in the field of Operations Research from NCSU. We also filtered out 17 actual computing entries. We want to move back those 17 entries. To deal with the errors in filtering and missing contributor entries, we applied the subject filter on those entries.
Subject filter results
Among those 88 missing contributor entries, we were able to filter out 65 through the subject filter. 17 entries don't have subject fields. 6 of them failed to be filtered out by the subject filter because their subject contains words where it is hard to say if they are computing related, for example, phrases like ''library and information sciences", ''Electrical and Computer Engineering", etc.
We applied a subject filter on the 17 computing entries filtered out by the contributor filter. We successfully moved 16 of them back to the computing collection. Table 3 shows the experimental results in terms of the changes of the number of positive and negative instances after each step of the experiment, and the number of positive and negative instances in the final computing collection. For completeness, we also tested the result of applying only a subject filter to the results achieved through the content-based classification. All the experimental results are summarized in the recall and precision measures in Figure 5 . Precision is defined as the proportion of correctly classified records in the set of all records assigned to the target class. Recall is defined as the proportion of correctly classified records out of all the records having the target class.
Content based classification yields good recall but low precision. After applying a subject filter to the content based classification, we improved the precision without loosing recall. When we applied a contributor filter to the content based classification result, we also improved precision but at the same time filtered out some computing entries, so recall was reduced. On the other hand, after applying the subject filter, we could remove more false computing entries and at the same time bring back some real computing ones. So considering both recall and precision, we achieved the best results by combining these three types of evidence. We also calculated the F-Measure for each step of the experiment. F-measure is defined as 2*Precision*Recall / (Precision + Recall). Table 4 shows the values of the F-measure for each step. 
Conclusion
We have presented a set of experiments to extract computing related theses and dissertations from the NDLTD Union collection to include in the CITIDEL collection. Our experiments show that the quality of the filtering service was affected by the quality of the metadata. If the metadata contains more fields and if the fields were consistently used across all NDLTD data providers, we can utilize those fields to improve filtering. Several sources of evidence were combined to overcome the problem of inconsistency of the instances' metadata and to yield better results. To address the problems of absence, inconsistency, and ambiguity of contributor and subject information in NDLTD, content-based classification was studied. This procedure gives good recall but low precision. The contributor filter tried to look at the contributor field(s) and to filter out non-computing related instances. And to address the problem of lacking contributor field(s) for some instances, the subject filter tried to look at the subject information to filter out non-computing related instances. The final combination of the filtering mechanisms provided satisfactory precision and recall.
One area of future work is to enhance the content-based classification result by trying to apply different weights to the words in the title, subject, and abstract fields to reflect their relative importance. Another area of future work is to combine other sources of evidence like the department field in other formats of metadata like ETDMS (the recommended metadata standard for ETDs), when it is available, or the full-text of the ETD for the content-based approach. We also will formalize and extend our filtering methods by using probabilistic tools like belief networks to combine multiple sources of evidence. Finally we plan to apply similar strategies and methods to filter electronic theses and dissertations in many other fields covered by NDLTD (e.g., Physics, Mathematics, etc.).
