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Survival of cells and organisms requires that each of thousands of genes is 
expressed at the correct time in development, in the correct tissue, and under the 
correct conditions.  Transcription is the primary point of gene regulation.   Genes 
are activated and repressed by transcription factors, which are proteins that 
become active through signaling, bind, sometimes cooperatively, to regulatory 
regions of DNA, and interact with other proteins such as chromatin remodelers.   
Yeast has nearly six thousand genes, several hundred of which are 
transcription factors; transcription factors comprise around 2000 of the 22,000 
genes in the human genome.  When and how these transcription factors are 
activated, as well as which subsets of genes they regulate, is a current, active area 
of research essential to understanding the transcriptional regulatory programs of 
organisms.  We approached this problem in two divergent ways: first, an in silico 
study of human transcription factor combinations, and second, an experimental  
study of the transcriptional response of yeast mutants deficient in DNA repair. 
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First, in order to better understand the combinatorial nature of transcription 
factor binding, we developed a data mining approach to assess whether 
transcription factors whose binding motifs were frequently proximal in the human 
genome were more likely to interact.  We found many instances in the literature in 
which over-represented transcription factor pairs co-regulated the same gene, so 
we used co-citation to assess the utility of this method on a larger scale.  We 
determined that over-represented pairs were more likely to be co-cited than would 
be expected by chance. 
 Because proper repair of DNA is an essential and highly-conserved 
process in all eukaryotes, we next used cDNA microarrays to measure 
differentially expressed genes in eighteen yeast deletion strains with sensitivity to 
the DNA cross-linking agent methyl methane sulfonate (MMS); many of these 
mutants were transcription factors or DNA-binding proteins.   Combining this 
data with tools such as chromatin immunoprecipitation, gene ontology analysis, 
expression profile similarity, and motif analysis allowed us to propose a model for 
the roles of Iki3 and of YML081W, a poorly-characterized gene, in DNA repair.  
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Chapter 1:  Introduction 
EUKARYOTIC GENE REGULATION 
Genes 
 A eukaryotic genome contains instructions for manufacturing thousands or 
tens of thousands of proteins.  A gene, a sequence of DNA, is transcribed into a 
messenger RNA, which is translated into a protein; cells are made of proteins and 
organisms are made of cells.   Yet the majority of DNA in eukaryotic genomes does not 
code for proteins.  Much of the human genome originated from retroviral transposons [1].  
Repeats of non-coding DNA called telomeres protect the ends of chromosomes, while 
repeats called centromeres are the sites of kinetochore and thus mitotic spindle 
attachment.   A relatively small but very important portion of non-coding DNA is used 
for gene regulation. 
A gene alone is an inert DNA sequence; it requires hundreds of protein-protein 
interactions for transcription and then translation into a functional protein.  Gene 
expression can be regulated by chromatin condensation, DNA methylation, transcription 
initiation, RNA stability, translational control, and degradation, but transcription 
initiation is the most common point of regulation [2].   Genes cannot be transcribed 
without regions of DNA known as cis-regulatory regions, to which specific transcription 
factors will bind and thus control in which tissues, under what conditions, and in what 
quantities genes are expressed [2].  Cis-regulatory regions very near the transcriptional 
start site of a gene are known as promoters; more distal cis-regulatory regions are known 
as enhancers if they increase transcription and silencers if they decrease it [2].     
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Eukaryotic promoters for protein-coding genes contain a core promoter and a 
collection of transcription factor binding sites.  The basal promoter is a ~100 bp stretch of 
DNA upon which the RNA polymerase II holoenzyme complex assembles.  General 
transcription factors, the proteins that bind basal promoters, are ubiquitously expressed, 
so basal promoters alone are unable to initiate transcription under specific circumstances.  
Neither can they initiate transcription at high levels.    Specific transcription and high-
level transcription is initiated by the binding of transcription factors at locations outside 
the basal promoter [2].   
Transcription factors are proteins that specifically influence transcription.   They 
frequently contain DNA-binding domains, protein-protein interaction domains, ligand-
binding domains, and signaling domains.  DNA-binding domains determine the 
specificity of the sequence to which a transcription factor binds.  Ligand-binding and 
signaling domains enable cellular localization of transcription factors and their activation 
when they are needed.   Protein-protein interactions may include increasing or decreasing 
association of basal transcriptional machinery with the basal promoter, forming hetero- or 
homodimers with other transcription factors, physically blocking the binding sites of 
other transcription factors, or altering the structure of chromatin [2].   
Chromatin 
The genome of S. cerevisiae is 12.5 million base pairs, while mammalian 
genomes such as human and mouse are even larger: 3 billion base pairs.  This DNA is 
organized into a structure called chromatin. The base unit of chromatin is the 
nucleosome, in which 146 base pairs of DNA are wrapped around a protein octamer 
consisting of a pair of each of four histones: H3, H4, H2A, and H2B.  Each histone has a 
fold domain and an N-terminal tail.  The fold domain keeps most of the DNA in the core 
of the histone octamer, where it is inaccessible to other DNA-binding proteins.  The N-
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terminal tails of nucleosomes facilitate coiling of chromatin into higher-order structures, 
which further mask DNA.  Histone tails are rich in lysine and arginine, so they are 
positively charged to attract the negatively charged backbone of DNA [3].  These tails 
can be acetylated by transcriptional co-activators to promote transcription or deacetylated 
by co-repressors to repress transcription.  
There are several ATP-dependent chromatin-remodeling enzymes.  SWI/SNF 
family members act by perturbing the nucleosome core, while ISW1 family members 
cause the positions of nucleosomes to shift [3]. Histones can also be phosphorylated, 
methylated, and ubiquitinated [4]; in general, modification will result in chromatin 
structure that is more open or more closed.   Closed chromatin prevents expression of all 
genes except those with precise positive regulation [3], while open chromatin is 
associated with increases in gene expression. 
Transcription Factors 
Transcription factors are the proteins that bind to cis-regulatory regions to 
enhance or repress transcription.  They may expose gene promoters to make them 
accessible by RNA polymerase II, or they may cause bending of chromatin to bring 
together widely-separated regions.  The RNA polymerase II holoenzyme contains a 
mediator structure that incorporates information received from transcriptional activators 
and repressors [4].   Transcription factors necessary for the expression of genes required 
in all cells and tissues tend to be ubiquitously expressed, while those factors that control 
genes needed only under specific circumstances are tightly regulated.  Transcription 
factors may not be expressed at all until some condition, such as an embryonic 
developmental phase, causes their transcription.  In contrast, like NFκB, they may exist 
in an inactive form until needed, when they are activated and translocated to the nucleus 
[5] .   
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Scope 
The implications of gene regulation are far-reaching.  Gene expression levels have 
profound effects on phenotype: it is thought that the phenotypic differences between 
humans and chimpanzees are due more to gene expression levels than to difference in 
protein sequence [6, 7].  Furthermore, the consequences of misregulation, such as 
uncontrolled cell proliferation, are dire.    Finally, when cell disequilibrium causes human 
disease, knowledge of the transcriptional network contributing to the irregular state of the 
cells is invaluable for the development of pharmaceuticals. 
To fully understand a transcriptional program, it is necessary to know the target 
genes, all the various transcription factors that regulate them, the circumstances under 
which the transcription factors bind, and how the binding affects transcript levels of the 
gene.  DNA microarrays are a particularly useful tool for studying gene regulation, as 
they allow quantification of expression of all genes in a population of cells at a point in 
time.  
Microarray Background 
Photolithographic printing for use in microarrays was pioneered by Affymetrix 
(Santa Clara, CA) in 1991 [8], and by 1994, the first cDNA collections were being 
developed at Stanford.  cDNA microarrays were first used to measure gene expression 
patterns in 1995 [9],  Affymetrix released the first commercial microarrays in 1996, and 
the first genome-wide yeast expression studies took place in 1997 [10].  By 2000, 
microarrays were being used to detect gene expression signatures of cancer [11, 12].  The 
first whole human genome array was created in 2004 [13]. 
In general, microarrays consist of a chip to which a library of DNA sequences is 
affixed.  These DNA sequences typically correspond to genes or parts of genes, but they 
may also be promoters or other regions of interest.  Biological samples are labeled with 
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fluorescent dye and hybridized to the chip; nucleic acid abundance in samples correlates 
with intensity of fluorescence, which is measured with a laser scanner. Most microarray 
platforms are designed for simultaneous hybridization of two different biological 
samples; a notable exception is Affymetrix arrays, which are single-channel.   Because 
microarrays allow comparison of the levels of an organism’s gene expression for 
thousands of genes between any two samples, they are particularly useful for studying 
changes in gene expression over time, expression differences between tissues, or 
expression comparisons before and after treatment.  Microarrays are also used to quantify 
DNA pulled down by chromatin immunoprecipitation (ChIP-chip) or to detect copy 
number variations by comparative genome hybridization.   
There are two commonly-used types of arrays: oligonucleotide arrays and spotted 
arrays.  Oligonucleotide arrays are created by in situ synthesis of the oligo on the surface 
of the chip by photolithography.  For each transcript of interest, a set of probes is 
designed containing pairs of both perfect-match and mismatch oligos.  Affymetrix yeast 
arrays contain 11 probe pairs per transcript, and the oligos are 25 base pairs long, while 
Nimblegen (Madison, WI) arrays range from 6-20 probes per transcript and use 60-mer 
oligonucleotides.   
To generate spotted cDNA arrays, genes or other regions of interest are amplified 
by PCR, precipitated, and dried down until printing.  When it is time to print, the DNA is 
rehydrated with water or SSC.  A robot fitted with hollow-tip pins dips the pins into the 
384-well plate containing the DNA, then spots the DNA onto polylysine or polyamine  
slides placed on the robot’s platter.  The pins are washed and dried between each DNA 
load.     
 One notable difference between spotted and oligonucleotide arrays is the size of 
transcripts of interest – the longest probes currently available on a commercial 
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oligonucleotide array are 60 base pairs, whereas spotted array transcripts can be hundreds 
of base pairs in length, making them less sensitive to hybridization changes due to gene 
polymorphisms [14].  Because spotted arrays do not require photolithographic masks, 
they are more cost-effective.   
Microarray Applications 
Using microarrays, we can subject cells to some perturbation and determine the 
genes whose expression increases, genes whose expression decreases, and genes whose 
expression is unaffected.  We can further determine whether a transcription factor binds 
to a DNA sequence by cross-linking it to its chromatin, shearing the DNA, 
immunoprecipitating the transcription factor, and hybridizing the immunoprecipitated 
DNA to a microarray.  Because the binding of one transcription factor may not be 
sufficient to cause functional changes [15-17], chromatin immunoprecipitation data 
provides the most information when combined with gene expression data.   The ability to 
assess transcription factor binding and gene expression on a large scale allows powerful 
analysis of transcriptional programs and construction of regulatory networks. 
Because genes tend to be regulated by many different transcription factors and 
their binding is often combinatorial, we have first developed a method to predict 
transcription factor cooperation in the human genome by data mining for frequently 
transcription factors with frequently co-occurring binding motifs.   Because the DNA 
damage repair mechanisms of yeast and higher eukaryotes are highly conserved, we have 
also performed transcriptional profiling on novel MMS-sensitive yeast deletion mutants 




Chapter 2:  Predicting Combinatorial Binding of Transcription Factors 
to Regulatory Elements in the Human Genome by Association Rule 
Mining  
The work in this chapter was the result of a collaboration between Xochitl 
Morgan and Shulin Ni.  It was published in BMC Bioinformatics [18]. 
ABSTRACT 
Cis-acting transcriptional regulatory elements in mammalian genomes typically 
contain specific combinations of binding sites for various transcription factors. Although 
some cis-regulatory elements have been well studied, the combinations of transcription 
factors that regulate normal expression levels for the vast majority of the 20,000 genes in 
the human genome are unknown. We hypothesized that it should be possible to discover 
transcription factor combinations that regulate gene expression in concert by identifying 
over-represented combinations of sequence motifs that occur together in the genome. In 
order to detect combinations of transcription factor binding motifs, we developed a data 
mining approach based on the use of association rules, which are typically used in market 
basket analysis. We scored each segment of the genome for the presence or absence of 
each of 83 transcription factor binding motifs, then used association rule mining 
algorithms to mine this dataset, thus identifying frequently occurring pairs of distinct 
motifs within a segment.  Support for most pairs of transcription factor binding motifs 
was highly correlated across different chromosomes although pair significance varied. 
Known true positive motif pairs showed higher association rule support, confidence, and 
significance than background. Our subsets of high-confidence, high-significance mined 
pairs of transcription factors showed enrichment for co-citation in PubMed abstracts 
relative to all pairs, and the predicted associations were often readily verifiable in the 
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literature.  In conclusion, functional elements in the genome where transcription factors 
bind to regulate expression in a combinatorial manner are more likely to be predicted by 
identifying statistically and biologically significant combinations of transcription factor 
binding motifs than by simply scanning the genome for the occurrence of binding sites 
for a single transcription factor. 
BACKGROUND 
Substantial differences of phenotype can be primarily the result of differences in 
gene expression levels rather than in protein structure. Genes are dynamically regulated, 
primarily at the transcriptional level, by protein transcription factors that bind DNA at 
cis-regulatory regions to activate or repress expression. Mammalian cis-regulatory 
regions range in length from the 60 bp human muSK enhancer [19] to the 450 bp human 
TGFβ enhancer [20] to the 1100 bp enhancer of murine Pax6 [21], but they are generally 
a few hundred base pairs in length. Enhancers contain binding sites for transcription 
factors, sometimes for a single factor and sometimes for many [22]. A detailed 
understanding of the transcriptional regulatory programs of any organism requires 
knowledge of the binding sites of transcription factors, the circumstances and cellular 
conditions under which these transcription factors bind to their targets, and the genes that 
are regulated by combinations of transcription factors. 
Cis-regulatory regions for most of the approximately 20,000 protein-coding genes 
encoded in the human genome have not yet been characterized [23]. Transcription factor 
binding sites, and thus cis-regulatory regions, can be identified using high-throughput 
methods such as ChIP-chip [24-27], but there are more than 2000 transcription factors 
encoded in the human genome [28, 29]. This diversity of transcription factors, coupled 
with the fact that many are likely to be expressed and to combinatorially regulate target 
genes in a developmental, cell-, or tissue-specific manner, makes experimental 
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identification of cis-regulatory regions challenging even with genome-wide ChIP-chip. 
Computational identification of cis-regulatory motifs based on signatures of their 
presence in the genomic sequence is an attractive alternative.  
A major class of computational methods for identifying regulatory elements relies 
on the occurrence of TF binding sites in close proximity within regulatory elements. For 
example, the stripe 2 enhancer of the even-skipped (eve) gene in Drosophila 
melanogaster has twenty binding sites for four TFs within an area of roughly 600 bp [30]. 
The knirps gene of Drosophila is regulated by two enhancers containing six binding sites 
each for the transcription factors bicoid and caudal as well as two hunchback sites [31]. 
The HS2 enhancer of the human β-globin locus contains four NF-E1 binding sites and 2 
CACC boxes within 250 bp [32], while a 300 bp region near the interleukin 2 
transcriptional start site contains multiple binding sites for Ap-1 and Oct1 as well as sites 
for NFκB and NFAT [33]. Thus, the density of TF binding sites may be used as a means 
to locate cis-regulatory regions computationally [34].  
Computational location of cis-regulatory modules by clustering of transcription 
factor binding sites has been implemented in genomes ranging from yeast [35] to human 
[36].  Previous approaches include “sliding window” [37-39] to Hidden Markov models 
[34, 36] to position weight matrix clustering [40-44], while clusters have been defined 
both homotypically [37, 39] and heterotypically [38, 45-47]. These computational 
methods have been used to locate many cis-regulatory regions and novel target genes, 
notably in Drosophila.  One limitation of these heterotypic clustering methods is the need 
to know which combinations of transcription factors should define the heterotypic 
clusters.   
Numerous transcription factors are known to cooperate in certain contexts; for 
example, it is known that many genes involved in inflammation are regulated by Ap-1 
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and NFκB [48].  Similarly, interactions between PU.1 and GATA family TFs mediate 
cell differentiation in B-cell development [49]. Prediction of transcription factor 
cooperativity has been carried out in yeast [50, 51] and human [52] genomes,  but 
elucidation of the entire network of transcription factors that cooperate with one another 
in cis-regulatory regions is far from complete. In order to better define biologically 
relevant, heterogeneous combinations of transcription factors, we have developed an 
association rule data mining approach to search genome sequence information and 
identify over-represented adjacent motifs for transcription factor binding. Predicting 
transcription factor cooperation by data mining using association rules has previously 
been attempted in yeast as well as C. elegans and human chromosome 22 [53-55], but 
these attempts have been limited to mining known promoters [53] or repetitive elements 
such as microsatellites [54, 55] rather than applied to the entire human genome.  
Association rule data mining [56] was originally used in market basket analysis to 
determine which items are frequently purchased together. Basket analysis uses a database 
of transactions in which each tuple is a list of items purchased in one customer’s 
transaction. Mining seeks to discover rules such as “spaghetti!  parmesan cheese,” 
meaning “People who buy spaghetti also often buy parmesan cheese.”  Association rules 
can be formally described as follows: [56] 
 
• I = {i1, i2 ...in} is a set of literals called items. 
• D is a set of transactions. Each transaction T is a set of items such that T! I. 
• A transaction T contains X, a set of items in I, if X!T. 
• An association rule is an implication of X!Y, where X! I, Y! I, and X! Y =! . 
• C is the confidence of a rule X!Y in transaction set D if c% of transactions in D 
that contain X also contain Y.  It is also known as the conditional probability of Y 
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given X, or P(Y|X). 
• S is the support of rule X!Y in set D if s% of transactions in D contain both X and 
Y.  It is also known as the joint probability of both X and Y, or P(X∩Y). 
 If a rule X!Y has high confidence, it is likely that transactions containing X will 
likely also contain Y.  However, the existence of such a rule does not by itself imply any 
causal relationship between X and Y. 
 Determining over-represented transcription factor partners may help to reveal 
biological roles for less well-studied transcription factors.  Therefore, in our studies, we 
used data mining to determine whether two transcription factors whose experimentally 
determined binding motifs were frequently proximal to one another were also likely to 
have biologically meaningful interactions.  For example, the rule “Nuclear Factor Kappa 
B!Ap-1” would indicate “Where there is a motif for NFκB, there is often also an Ap-1 
motif.”  To allow application of association rules to transcription factor motifs in the 
human genome, we divided the genome into segments and scored each segment for the 
presence or absence of each of 83 transcription factor binding motifs (Figure 2.1). Thus, 
the set of 83 motifs becomes I, each individual transcription factor binding motif 
becomes an item, and each small segment of genome becomes a transaction T whose 






Figure 2.1: Overview 
 
Patser is used to map all possible binding sites in the genome for each of 83 position 
weight matrices (PWMs) from Transfac.  The genome is divided then scored 100 bp at a 
time for the presence or absence of each PWM, and association rules are used to mine the 




Our major aim was to determine whether a pair of transcription factors whose 
motifs were frequently near one another were more likely to have a biological association 
than a pair of transcription factors whose motifs were not.  In order to test this hypothesis, 
we located all possible binding sites in the human genome for the position weight 
matrices (PWMs) of each of 83 transcription factors (Supplemental Table 2.1). We then 
divided the genome into 100 bp regions and used association rule data mining to calculate 
support and confidence for each transcription factor pair in the human genome.  
Straightforward association rule mining that simultaneously considers all motif 
positions discovers high numbers of transcription factor pairs that bind identical or highly 
similar motifs. For example, two different transcription factors A and B may both bind to 
the motif “CACGTG”, so the confidence C of the rule A!B will be 100%. Similarly, if 
A binds to “CACGTG” and B binds to “CACGTGA,” this high overlap between binding 
motifs will result in the confidence being very high while the rule is neither interesting 
nor surprising, although it may still be biologically valid.  To avoid discovery of enriched 
overlapping motifs, for each transcription pair AB, all overlapping binding sites between 
A and B were removed before calculating support and confidence (Figure 2.2). We also 
calculated a P-value based on the hypergeometric probability of observing the association 




Figure 2.2: Mining without overlap 
In order to avoid enriching primarily for TF pairs that bind similar motifs, the genome is 
mined once for each pair AB. All overlapping motifs between A and B are removed 




In order to determine whether biologically significant associations between 
PWMs arise in promoter regions, we applied the same pairwise mining algorithm to the 
subset of the genome that was 1 kb upstream of the transcriptional start site of all human 
RefSeq genes [57]. Because transcription factor function is often phylogenetically 
conserved, we also examined whether the combinations we identified by mining the 
human genome were identifiable in the mouse genome; we performed identical pairwise 
mining for significant associations among the same 83 transcription factors on mouse 
chromosome 1. 
Identifying Meaningful TF Pairs 
Due to the size of the human genome and the tendency of PWMs to match at a 
large number of genomic locations, all TF pairs showed some co-occurrence. This 
support for possible transcription factor PWM pairs ranged from 9 x 10-6 to 0.2.  Support 
for the association of a given pair of transcription factors was highly conserved, not only 
between promoters and the entire genome (Figure 2.3A), but also between the human 
chromosomes and mouse chromosome 1 (Figure 2.3C) and between individual human 
chromosomes (Figure 2.3B, Figure 2.3D), suggesting that the associations revealed by 
mining are biologically relevant.  
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Figure 2.3:  Support of TF pairs across chromosomes 
The support of a given TF pair is highly correlated between chromosomes (B, D). This is 
also true for support in promoter regions versus the entire human genome (A) as well as 




Association rules with the highest support and confidence are typically regarded 
as being interesting; however, if two different transcription factors each have large 
numbers of independent binding motifs in the genome, they could appear to be associated 
with high support values merely by chance. To minimize this possibility and to select 
those TF pairs occurring more frequently than by random chance and thus likely to be 
biologically meaningful, we additionally calculated the statistical significance (P-value) 
of observing each TF pair using the hypergeometric probability distribution. We defined 
the dataset “all” as the complete set of 3403 PWM pairs, and we selected three subsets 
with high confidence and significance for further analysis: “genomewide,” “mouse,” and 
“promoter” (Supplemental Table 2.2). 
The subsets “genomewide,” “promoter,” and “mouse” were defined as P < 0.05, 
greater than median difference between confidence A!B and confidence B!A.  For 
the subset “genomewide” this was measured on the entire human genome and resulted in 
66 TF pairs. For the subset “mouse,” this was measured on mouse chromosome #1 and 
resulted in 184 pairs.  For the subset “promoter,” this was measured only across regions 1 
kb upstream of the transcriptional start site of each RefSeq gene and resulted in 28 pairs. 
The subsets of PWM pairs chosen for further inspection were of exceptionally 
high support and statistical significance. They co-occurred within the same short segment 
of DNA throughout the human genome much more often than the others, and much more 
frequently than expected by chance given their individual distributions. Transcription 
factors binding to the motifs represented by these PWMs were therefore expected to bind 
and jointly regulate the expression of target genes. 
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Microarray Verification 
We hypothesized that high-support, high-significance TF pairs or their target 
genes might be co-expressed in microarray data more often than other pairs. Therefore, 
we calculated the Pearson correlations of expression for all genes across 4742 human 
microarrays from the Stanford Microarray Database, but we saw no difference between 
the expression correlations of selected TF pairs and all TF pairs and no difference 
between genes containing both members of a high-support, high-significance motif pair 1 
kb upstream of the transcriptional start site and genes without (data not shown). 
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Figure 2.4:  True positives vs. all pairs 
Distribution histograms of support, confidence, and P-value for 131 true positives versus 
all pairs show higher support and confidence and lower P-values for true positives in the 
entire human genome, human promoter regions, and mouse chromosome #1. 
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 Table 2.1: High-confidence TF pairs verified in the literature 
Examples of high-confidence TF pairs that could be verified in the literature as co-
regulators of mammalian genes.  
 
TF pair Gene Regulated Source 
Ap-2, p300 Mouse CITED4 [58] 
Sp1, Gata2 Human PDGFβ receptor [59] 
Sp1, p300 Human ERK1 [60] 
Ap-2, Egr1 Human tumor necrosis factor α,  rat chromogranin B, human PNMT [61-64] 
Ap-2, NFκB Human tumor necrosis factor α [61] 
Egr1, Elk1 Human tumor necrosis factor α [61, 65] 
Egr1, Nf1 Human tissue factor pathway inhibitor 2 [66] 
Egr1, p300 Human tumor necrosis factor α [62] 
Egr1, Sp1 Human TFPI-2, human SOD, human cd95, human TNFα [65-68] 
Sp1, p53 Human Icam1 [69, 70] 
Mzf1, Sp1 Human N-cadherin [71] 
Sp1, Srebp Porcine LDL receptor, rat FAS [72, 73] 
Usf, Sp1 Rat FAS, human Top3, human liver fructose1,6 biphosphatase [73-75] 
Aml1, NFκB Human GM-CSF [76] 
Aml1, Srebp Human fatty acid synthase [77] 
Elk1, p300 Human tumor necrosis factor α [65] 
Gata2, NFκB Human erythropoietin [78] 
Gata2, Sp1 Human PDGF receptor [59] 
Nf1, NFκB Human tissue factor pathway inhibitor 2 [66] 
NFκB, p300 Human I-gamma 1, mouse tapasin [79, 80] 
Pax5, p300 Human immunoglobin κ [81] 




Verification in the Literature 
We next manually examined the literature for evidence of biological associations 
and joint regulation of target genes by the “genomewide” and “mouse” subsets of PWM 
pairs that were identified by data mining. We found that many of these TF pairs were 
readily verifiable in the literature as true co-regulators of human and mouse genes (Table 
2.1). For example the subsets “mouse” and “genomewide” both included the pair “Ap-2, 
Egr1.”  Genes known to be regulated by these two transcription factors include tumor 
necrosis factor α [61, 66], human phenylethanolamine N-methyltransferase [64], and rat 
chromogranin B [63]. The subsets “mouse” and “genomewide” contain the pair “Sp1, 
p53”; each has been shown to regulate ICAM-1 [69, 70]. A comparison of distributions 
for all pairs compared to 131 true positives collected from the literature revealed that true 
positive pairs exhibited higher support and confidence and lower P-values than did all 
pairs (Figure 2.4), regardless of whether the entire human genome, human promoters, or 
mouse chromosome 1 were mined. As an exhaustive manual analysis of the literature for 
all TF pairs was not feasible, we used high-throughput co-citation analysis to further 
assess the biological relevance of the high-support, high-confidence TF pairs. 
High-Throughput Co-citation 
In order to determine whether the members of a TF pair were co-cited in the 
literature more often than expected by chance and more often than the pairs that were not 
significant, we used the CoCiteStats package in R [85]  to calculate PubMed co-citation 
rates for all TF pairs and subsets. For each pair of PWMs, CoCiteStats calculates co-
citation by determining the concordance, Jaccard index, and Hubert’s Γ, as well as the P-
values for these indices, which are significant at P < 0.05 [86]. Concordance is a 
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straightforward measure of how many papers in PubMed co-cite both genes. The Jaccard 
index is the ratio of the number of papers containing both genes to the number of papers 
containing at least one of the two genes. Hubert’s Γ measures the degree of association 
between two binary variables, ranges from -1 to 1, and can be interpreted similarly to the 
Pearson correlation [86]. Because papers that cite a large number of genes are less likely 
to contain meaningful information about interactions between any two genes cited in that 
paper than papers citing fewer genes, CoCiteStats also weights data for paper size 
(number of genes cited in a paper), gene size (number of papers that cite a gene), and 
both gene and paper size [86]. 
Figure 2.5 shows the fraction of total TF pairs with significant co-citation P-
values (P < 0.05) in each dataset. Asterisks indicate a significant difference between all 
TF pairs and the selected subset as measured by a Chi square test. All sets indicated by 
“§” were significant after Bonferroni correction for multiple hypothesis testing. All three 
subsets showed substantially higher proportions of TF pairs enriched for low co-citation 
P-values in all cases than the set of all pairs, indicating that transcription factors binding 
to the PWMs that showed substantial association with one another on the genome were 
more likely to be co-cited in the literature, reflecting a likely biological association 
between them. This enrichment of “genomewide” was significant for most values at all 
adjustments. The subset “mouse” was enriched for significant concordances and Jaccard 
values when unadjusted or adjusted by paper size and was significant for all values when 
adjusted by both gene and paper size. The subset “promoter” was more significant after 
adjustments for gene size or both gene and paper size. 
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Figure 2.5:  Fractions of TF pairs with significant co-citation P-values 
Fractions of TF pairs with significant co-citation P-values (P < 0.05) in each dataset. 
Asterisks indicate a significant difference between all pairs and the selected subset as 
measured by a Chi square test. P-values significant after the Bonferroni correction for 




Data mining using association rules discovered biologically meaningful 
cooperating TF pairs. Known true positive TF pairs showed higher support, confidence, 
and significance than did all pairs.  Mined pairs with high significance as measured by 
the hypergeometric probability distribution and a large difference between confidence 
A=>B and confidence B=>A were frequently verified in the literature and showed 
enrichment of low co-citation P-values. We found that data mining the entire human 
genome was a better indicator of biological significance than was mining mouse 
chromosome #1, as measured by co-citation.  
Given that phylogenetically conserved transcription factor binding motifs are 
thought to be biologically useful [87], it is interesting that 90% of the TF pairs in the 
subset “genomewide” were also present in the subset “mouse.”  Comparison of TF pairs 
for multiple mouse chromosomes or across more than two mammals may lead to even 
better results. The smaller overlap between “promoter” and “mouse” (46%) and 
“promoter” and “genomewide” (36%) may be due in part to differences in sequence size 
and nucleotide frequency; the sequence mined for “promoter” was a tenth the size of the 
sequence mined for “mouse” and ~1/200 the size of the sequence for “genomewide.”  
Furthermore, the “promoter” sequence has a much higher GC content of 53% GC, while 
the human genome and mouse chromosome #1 are 41% GC; the PWMs used for mining 
have an average GC content of 46%. 
Approximately 2900 of the TF pairs in our analysis were non-significant on 
mouse chromosome #1, human 1 kb promoter regions, or the human genome. The most 
confident of the remaining ~550 TF pairs may merit further study. Our estimated error 
rates for PWM matches located by Patser ranged from 3.5% to 61.5% with an average of 
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20% and a median of 18% (Supplementary Table 2.3). Pairs containing a TF with a very 
high error rate are less likely to be of predictive value, but most TF pairs with high 
confidence and significance did not have very high Patser error rates.  
Our approach is novel, low-cost, and straightforward to implement. The main 
advantage of this approach is that the signal for the association of transcription factors is 
detectable using only the genome sequence and is not limited by lack of prior knowledge 
about physiological conditions or cell types in which the transcription factor combination 
may be active. Unlike clustering algorithms, which require items to be assigned to only 
one cluster, association rules allow items to be members of many groups and may 
discover these relationships. This algorithm also enables us to analyze a great number of 
motifs and large amount of sequence data for which Gibbs sampling is not currently 
feasible. One limitation of our current implementation is that we have applied it to 
identify only combinations of two distinct transcription factors.  Although it is possible to 
discover associations of multiple transcription factors in the genome sequence through 
association rule mining, this is more computationally demanding. 
As with any computational prediction, the significant challenge is verification of 
the predicted TF pairs. Co-citation analysis was particularly useful given that expected 
measures of biological association between the members of predicted TF pairs, such as 
correlated expression of target genes and network connectivity, were not useful. There 
are several possible explanations for why we did not observe correlations for significant 
mined TF pairs in microarray data.  First, the activity of transcription factors may not be 
primarily regulated transcriptionally. Rather, transcription factors may require 
degradation of chaperones to become active, as does NFκB, or ligand binding may be 
needed to cause an active receptor to relocalize to the nucleus, as in the case of the 
estrogen receptor. While some transcription factors, such as targets of immediate early 
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genes, may have similar mechanisms of transcriptional activation, it is likely that many, if 
not most cooperating transcription factors will have diverse means of transcriptional 
regulation and will thus not be co-expressed.  Furthermore, due to noise and the fact that 
transcription factors may be inactive in many cell types and experimental conditions, any 
co-expression signature may be lost in large amounts of microarray data even for 
transcription factors known to be co-expressed. For example, across the 4247 microarrays 
we analyzed, the Pearson correlations for Fos with JunB and Jun were -0.11 and 0.146, 
respectively; the correlation was -0.116 for Gata2 and Gata3 and 0.24 for Sox5 and Sox6. 
Thus, even for known pairs of transcription factors, there is little detectable coexpression 
across a large microarray dataset. 
We found that genes containing significant pairs of PWMs in their promoters 
were no more likely to be co-regulated than a background set. One possible explanation 
is that our list of 4742 microarrays represented a wide variety of experimental conditions, 
but many of the transcription factors we studied are active only under specific conditions 
satisfied in only a small number of experiments. Furthermore, the short, degenerate 
nature of position weight matrices means that thousands of 1 kb upstream regions are 
likely to contain any given PWM pair. We found that each PWM was present in the 
upstream regions of 10,948 genes on average, while the promoter region of each gene 
contained an average of 70 PWMs (data not shown). Thus, any comparisons of subsets 
became comparisons of most genes versus most genes, making it difficult to detect a 
change in the distribution of correlation coefficients. Observing correlated expression of 
the target genes of highly supported TF pairs would be much more likely if target genes 
could be more rigidly defined and a subset of microarray experiments was chosen to 
reflect likely conditions for transcription factor activity, but choosing these experiments 
is nontrivial, particularly for transcription factors that have not been well-studied. 
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Co-citation is not without drawbacks. The fact that two proteins are cited in a 
paper does not necessarily mean that they interact with one another. Furthermore, well-
studied proteins are likely to be overrepresented while less-studied proteins will be 
missed.  Validation by co-expression, however, requires knowledge of target genes and 
conditions for transcription factor activity; this may not be known or be feasible for 
experimental analysis.  Future experimental validation of predicted associations could be 
accomplished by identifying binding targets for these transcription factors by genome-
wide chromatin immunoprecipitation analyses and determining joint occupancy of target 
promoters by predicted combinations of transcription factors. Current maps of human 
protein-protein interactions [88-92]  may not yet define many interactions for human 
transcription factors or may contain high rates of false positives [93], but they are 
constantly improving. We anticipate that better human protein-protein interaction maps 
will eventually provide a superior means of assessing performance of TF pair data 
mining, allowing this method to be refined to reveal both novel transcription factor 
interactions and biological context for previously uncharacterized transcription factors. 
Conclusion 
Here we have described a novel genomic method for predicting biologically 
relevant, heterogeneous combinations of cooperating transcription factors by data mining 
using association rules to search genome information and identify over-represented 
proximal motifs. Using this approach, we show that that true positive cooperating TF 
pairs tend to have higher support, confidence, and significance, and that mined TF pairs 
with high confidence and significance are frequently verified in the literature and 
enriched for low co-citation P-values. Data mining the entire human genome enabled 
better discovery of biologically meaningful pairs than mining mouse chromosome #1, as 




We collected 163 human position weight matrices (PWMs) from Transfac [94] 
and removed those which were redundant or could not be mapped to RefSeq genes [57], 
leaving 83 PWMs for analysis (Supplementary Table 2.1). We used Patser [95] to map all 
locations in the human genome assembly hg17 and in the repeat-masked human genome 
assembly hg18 [96]  to which each transcription factor could bind with P < 0.001. We 
then divided the genome into 100 bp regions and scored each region for the presence or 
absence of each PWM. We chose a region size of 100 bp because it is compatible with 
the size of known cis-regulatory regions and large enough to contain multiple non-
overlapping transcription factor binding motifs. PWMs tend towards large numbers of 
possible binding sites in the genome; 100 bp regions are small enough to prevent most 
regions from containing most motifs.  We mined this matrix of genomic regions and 
motifs they contained for frequent itemsets, using association rules to search for X ⇒ Y 
with high support S. Support and confidence were highly correlated between hg17 
without repeat masking and hg18 with repeat masking (Supplementary Figure 2.1). High-
support, high-confidence, significant PWM pairs were comparable between region sizes 
ranging from 75 bp to 225 bp, although larger region sizes yielded greater numbers of 
significant pairs. 
Estimating Patser Error Rate for PWMs 
We estimated Patser error rates for each position weight matrix by calculating its 
average P-value across the genome as given by Patser, multiplying this by the size of the 
genome minus the length of masked repeats and then dividing by total number of matches 
to approximate the number of overestimated Patser matches 
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Mining Without Overlap 
In order to avoid enrichment of PWMs with highly similar binding motifs, we 
mined the human genome without allowing motif overlap, one motif pair at a time. That 
is, for each TF pair AB (83 transcription factors taken two at a time, or 3403 pairs), after 
all possible binding motifs for A and B respectively were identified, any overlapping A 
and B motifs were removed before assigning the remaining non-overlapping sites to their 
respective 100 bp regions (Figure 2.2).  The full set of matches for each factor was 
restored at the beginning of each iteration, so overlaps between A and C were unaffected 
by overlaps between A and B.  For example, if transcription factor A had a binding motif 
of width 5 which was present at positions 100, 130, and 150, while factor B had a binding 
motif of width 7 present at 102, 160, and 175, the binding sites 100A and 102B would be 
removed from calculations due to overlap; the remaining binding sites would still allow 
the region from 100 to 200 to be scored as containing A and B. After scoring each 100 bp 
region, we calculated association rule support (proportions of regions) for A, B, and AB 
for each pair on each chromosome, correcting for the proportion of the genome that was 
repeat-masked. Additionally, we calculated confidence for A⇒B and B⇒A and a P-
value based on the hypergeometric probability of observing the association between A 
and B by chance, given the individual distributions of their binding motifs in the genome, 
again correcting for repeat masking. To allow phylogenetic comparison and comparison 
of promoters versus the entire genome, we performed identical pairwise mining on mouse 
chromosome 1 and on the subset of the human genome that was 1 kb upstream from the 
transcriptional start site of all human RefSeq genes. 
Microarray Data 
To determine whether transcription factor pairs with high support and high 
confidence were highly co-expressed, we downloaded and analyzed a dataset consisting 
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of 4742 human microarrays from the Stanford Microarray Database [97] and calculated 
the Pearson correlation for each gene pair with 100 or more experimental data points.  
We defined a list of potential target genes for TF pairs by scanning 1 kb upstream from 
the transcriptional start site of each RefSeq gene for each PWM. 
True Positives 
From the Compel database [98] and the literature, we collected 131 transcription 
factor pairs known to co-regulate mammalian genes [58-62, 66-80, 82-84, 99-151]. 
Software Availability 
Software is available for download at http://sourceforge.net/projects/miner/. 
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Supplemental Table 2.1: 83 transcription factors from TRANSFAC 


























































































Supplemental Table 2.2: The subsets “genomewide,” “promoter,” and “mouse”  
The subsets “genomewide”, “mouse”, and “promoter” are defined as top 50% difference 
between confidence A=>B and confidence B=>A and P < 0.05 as measured by the 
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NRSF_01.YY1_02  
P53_01.SP1_Q6      






































































































































































































































Supplemental Table 2.3: Estimated rates of Patser error  
The estimated rates of Patser overestimation for PWMs. 
 
 














































































































































































Supplemental Figure 2.1:  Effects of repeat masking 
Support, confidence A=>B, and confidence B=>A are highly correlated between hg17 
without repeat masking and hg18 with repeat masking.  
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Chapter 3: Materials and Methods 
MICROARRAYS 
Generating Spotted cDNA arrays 
Spotted cDNA arrays were made as previously described [15, 152].  Briefly, to 
generate the yeast arrays used in the Iyer lab, each ORF and intergenic region in the yeast 
genome was amplified by large-scale PCR using PCR primers from the Research 
Genetics yeast ORF library.  The template for PCR was genomic DNA from the yeast 
strain S288C.   Amplified DNA was precipitated was precipitated with acid (10% volume 
3 M sodium acetate) and 2.5 volumes 95% ethanol, purified, transferred to 384-well 
plates, and dried.    Before printing, DNA was rehydrated with 6 µL 3x SSC solution 
added by a BioMek robot.  A custom-built robot arrayer with 48 hollow-tip pins was used 
to pick up DNA, spot it onto polylysine-coated slides, and wash and dry the tips after 
each load. 
Polylysine slides 
To create polylysine slides, microscope slides were washed for 2 hours in a 
solution of 206 g NaOH in 2 L ddH20 on a gyratory shaker, then rinsed thoroughly with 
ddH2O and drained.  Slides were shaken for 40 minutes in polylysine solution (750 mL 
ddH2O, 105 mL PBS, 150 mL poly-L-lysine), rinsed in ddH2O for 5 minutes, and dried 
by centrifugation for 5 minutes at 42 G.  Slides were stored in a plastic box and aged until 
they reached proper hydrophobicity (~2 weeks).   
Post-processing 
After printing and before use, spotted cDNA arrays must be post-processed.  Post 
processing denatures DNA to allow hybridization of probe and caps exposed amines in 
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the polylysine so that the probe can only bind to the DNA [9, 153].  Succinic anhydride is 
used to cap amines, and boiling is used to denature DNA.  To post-process, the backs of 
slides were etched with an etching pen to note the location of the spots.  5.5 g succinic 
anhydride was dissolved in 335 mL 1-methyl-2-pyrrolidinone.  15 mL of 1 M sodium 
borate (pH 8.0) was added immediately after dissolution of the succinic anhydride.  
Slides were added to the solution and vigorously mixed for 30 seconds; slides in solution 
were then shaken for 15 minutes on a gyratory shaker.  Next, slides were placed in 95°C 
ddH2O for 90 seconds, then transferred to 95% ethanol.  Slides were dried by 
centrifugation at 42 G for 5 minutes in a tabletop centrifuge and used immediately. 
YEAST CULTURE 
Yeast from freezer stocks was streaked on YPD plates and grown for three days at  
30°C.  When growing cultures for total RNA isolation or for chromatin 
immunoprecipitation, a single yeast colony from a plate was placed in 2 mL YPD and 
shaken at 200 RPM overnight at 30°C.  This culture was then spun down at 3200 G, 
resuspended in 1 M sorbitol, and then added to synthetic complete media for an OD 600 
nm of ~0.1.  This culture was shaken at 200 RPM at 30°C until OD 600 nm ~0.5.  Methyl 
methane sulfonate (Sigma) was added to MMS-treated cultures for a total concentration 
of .02%, and cultures were harvested after one hour.  Cultures for chromatin 
immunoprecipitation [153] were cross-linked by adding formaldehyde (Merck) for a final 
concentration of 1% for 30 minutes, then quenched with 2.5 M glycine for a final 
concentration of 125 mM for ten minutes before collection.  Cells for total RNA isolation 
were harvested by centrifugation at 3200 G for 10 minutes.  Cells for chromatin 
immunoprecipitation were harvested by centrifugation at 3200 G for 5 minutes at 4°C 
and washed twice with PBS.  All cell pellets were then stored at -80°C. 
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 TOTAL RNA ISOLATION 
Total RNA was isolated from yeast as described by DeRisi [154].  Briefly, yeast 
pellets were resuspended in 8 mL AE buffer (50mM sodium acetate pH 5.2, 10 mM 
EDTA).  Eight mL acid phenol (pH 4.5 – 5.5) (Anachemia) was added, as was SDS 
(sodium dodecyl sulfate) to a final concentration of 0.8%.  This mixture was then 
incubated at 65°C for 1 hour with vortexing every 15 minutes.  Next, the lysate was 
incubated on ice for 10 minutes before centrifugation at 3200 G for 15 minutes to pellet 
cell debris.  The supernatant was transferred to a fresh tube, combined with 8 mL acid 
phenol, vortexed, and centrifuged again at 3200 G for 15 minutes.  The supernatant was 
then transferred to a phase lock tube and 10 mL chloroform was added.  The tube was 
shaken thoroughly and centrifuged at 1833 G for 10 minutes before transferring the 
supernatant to a fresh tube.  RNA was precipitated with acid (10% volume 3 M sodium 
acetate) and 2.5 volumes 95% ethanol, and the tubes were spun for 40 minutes at 3200 G.   
The RNA pellet was washed three times with 70% ethanol, dried by vacuum, 
resuspended in DEPC water, and stored at -80°C.  RNA concentration was quantified by 
Nanodrop, and quality was assessed by 1% agarose gel.   
REVERSE TRANSCRIPTION 
Reverse transcription allows incorporation of 5’ amino allyl dUTP into the cDNA 
strand to allow coupling of Cy3 and Cy5 fluorescent dyes.   For reverse transcription, 15 
µg total RNA was placed in a PCR tube for a total volume of 15 µL RNA + DEPC water.  
One µL of oligo dT primer (5’-TTT TTT TTT TTT TTT TTT TTV N-3’)  (5 µg/µL) was 
added.  The mixture was incubated at 70°C for 10 minutes, chilled on ice for 10 minutes, 
and a reaction mix was added consisting of 6 µL 5x 1st strand buffer (Invitrogen), 3 µL 
0.1 M DTT, 1.2 µL 25x amino allyl dUTP/dNTP mix, 3 µL H20, and 2 µL Superscript II 
(Invitrogen).  The sample was incubated for 2 hours at 42°C, raised to 95°C for 5 
 41 
minutes, then snapped cool on ice for 5 minutes.  RNA was then degraded by adding 13 
µL 1 M NaOH and 1 µL 0.5 M EDTA.  The mixture was incubated for an additional 15 
minutes at 67°C and then neutralized with 50 µL 1 M HEPES buffer (pH 7.5).  The pH 
was decreased to ~7.0 with the addition of 35 µL 3 M sodium acetate (pH 5.2) to allow 
for cleanup with a Qiagen MinElute kit, which was used according to the manufacturer’s 
protocol.  Elution was with 0.1 M sodium bicarbonate (pH 9.0). 
CDNA LABELING 
Cy3 and Cy5 dye packs (Amersham) were resuspended in 3.6 µL DMSO.  1.2 µL 
dye was added to each sample, which was then incubated at room temperature for one 
hour.  The sample was then cleaned with a Qiagen MinElute kit according to the 
manufacturer’s instructions.   
HYBRIDIZATION 
Each Cy3-labeled sample was combined with its respective Cy5-labeled sample 
as well as 1 µL tRNA (5  µg/µL), 1 µL polyA (10 µg/µL), and 1 µL 1 M HEPES buffer 
(pH 7.5).   The final sample volume was adjusted to contain 17.5% 20X SSC and 0.25% 
SDS.  The sample was incubated at 100°C for 2 minutes to denature DNA, spun down, 
and applied to the array.  The array was incubated in a 65°C water bath for 6-16 hours. 
ARRAY WASHING 
Arrays were first washed for 30 seconds in 350 mL of 57% SSC and 0.028% SDS 
solution.  They were then washed in 350 mL of 5.7% SSC solution before drying by 
centrifugation at 42 G for 1 minute.  
ARRAY SCANNING, NORMALIZATION, AND ANALYSIS 
Arrays were scanned with an Axon 4000b scanner using GenePix 5.1, gridded, 




The microarray expression changes that are most believable are those that are 
highly repeatable between biological replicates.  It is useful to average biological 
replicates, but differences in array quality may mean that some arrays should be weighted 
more heavily than others.  Here we describe an error model that accounts for the 
experimental variance of each array when combining biological replicates.  This error 
model was adapted in our lab [157, 158] from the model previously described by Hughes 
[159] and similar to that used by Winzeler [160].  In this model, error is estimated from 
10 same-versus-same control experiments in which identical RNA samples are labeled 
with Cy3 and Cy5 dyes and hybridized to arrays.  The distribution of intensity ratios for 
these controls reveals the error distribution: higher-intensity log ratios, which correspond 
to abundant transcripts, are quite constant from one experiment to another, while lower-
intensity ratios, which correspond to low transcript levels, are much more variable.  The 
error model has an additive normal intensity component σ, which corresponds to error 
caused by background subtraction, and a multiplicative component f, which corresponds 
to error due to scanner fluctuations, lack of uniformity in labeling, or divergent 
hybridization efficiencies. 
Calculation 
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background subtraction error, which is highly variable and is represented by the standard 
deviation of local background in each channel [159].  The multiplicative error component 








Because X is normally distributed, the P-value of observing a spot with significance |X| is 
equal to:  
 
! 
p = 2 " normcdf (# X )  (C) 
 
Expressing intensities as log ratios facilitates averaging of array replicates, but it 
requires correction of intensities that became negative due to background subtraction. In 
our analysis, if both channels had negative intensity, the spot was omitted from analysis.  
If only one channel was negative, intensity equal to local background standard deviation 
was assigned.  If this resulted in a higher intensity than the net intensity of the other 
channel, the spot was omitted from analysis.   Due to the subjective nature of log 
transformation, a measure of log ratio uncertainty was assigned to each spot: 
 
   (D) 
 
This ratio allows biological replicates to 
be combined and appropriately weighted.  As a result, dim spots have small X scores and 

























































The significance of 
! 
Xwas calculated using equation C. 
Implementation 
Our use of the error model [157, 158] differed slightly from that of other studies 
[17, 160].   Although all used the minimum variance weighted average method (D) 
log10(R/G), one [160] proceeded to estimate error for the mean ratio to derive an X score 
for which a P-value was derived according to equation C.   Our lab found [157, 158] that 
this approach was so highly dependent on the repeatability of biological replicate 
measures that small but repeatable gene changes of dubious biological meaning were 
overly represented in significant results.  Another study [17] standardized 
! 
X  by Z-score 
transformation; this presupposed that each experiment would yield identical ratio 
distributions and numbers of target genes, but the deletion of individual transcription 
factors can affect the expression of hundreds of genes or only a few [158].   
 To calculate differentially expressed genes in each deletion experiment, 
microarray data was extracted from the Longhorn Microarray database [158].   R and G 
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were represented by normalized channel 2 (Cy5) median net intensity and channel 1 
(Cy3) median net intensity, respectively.  σ1 and σ2 were represented by the standard 
deviation of channel 1 and channel 2 background, respectively.  A Perl script was used to 
calculate X scores for each spot, and custom Java software [158] was used to correct 
negative spots, to determine log ratio uncertainties, and to calculate weighted mean 
! 
X  for 
each gene.  A significance cutoff of P < 0.05 was used for chromatin 
immunoprecipitation data, and a cutoff of P < 0.001 was used for expression data. 
MEDIA COMPOSITION 
Difco YPD was used for all YPD media and plates. YPD plates also include 2% 
agar.  Synthetic complete media consisted of 2% glucose, 1X yeast nitrogen base (Difco), 
1x SD –ura dropout solution (Difco), and 25 µg/mL uracil. 
25X amino allyl dUTP/dNTP mix was composed of 41.7 µL each 100 mM dATP, 
dGTP, and dCTP, 16.7 µL 100 mM dTTP, 50 µL 5’ amino-allyl dUTP (Ambion), and 
141.7 µL ddH2O. 
CHROMATIN IMMUNOPRECIPITATION FOR TAP-TAGGED STRAINS 
Cell pellets were resuspended in 2 mL cold lysis buffer (50 mM HEPES-KOH pH 
7.5, 150 mM KCl, 1 mM EDTA, 10% glycerol, 0.1% NP40, and protease inhibitor 
(Roche)), then disrupted by bead-beating (Biospec Mini-BeadBeater-8) for five one-
minute sessions, with incubation on ice for 2 minutes between each session.  Cell lysate 
was sonicated for 30 minutes with a Bioruptor (Diagenode) to shear the DNA and 
centrifuged to pellet debris at 16,000 G for 10 minutes at 4°C.  DNA fragment size (300 – 
1000 bp) was verified by agarose gel.   500 µL cell lysate was pre-cleared with 25 µL 
protein G agarose beads (Roche) for 1 hour at 4°C, then incubated overnight at 4°C with 
2 µg anti-PAP.   Lysate was then incubated for 2 hours at 4°C with protein G agarose 
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beads.  Beads were washed twice for five minutes with IP wash buffer 1 (50 mM 
HEPES-KOH pH 7.5, 50 mM NaCl, 1 mM EDTA, 0.1% sodium deoxycholate, and 1% 
Triton X-100), IP Wash Buffer 2 (50 mM HEPES-KOH pH 7.5, 500 mM NaCl, 1 mM 
EDTA, 0.1% sodium deoxycholate, and 1% Triton X-100), and IP Wash Buffer 3 (10 
mM TRIS-HCl pH 8.0, 250 mM LiCl, 1 mM EDTA, 0.5% sodium deoxycholate, 0.5% 
NP-40), respectively.  Beads were then washed once with TE (10 mM Tris-HCl pH 8.0, 1 
mM EDTA) for five minutes and eluted twice by addition of 100 µL elution buffer (50 
mM TRIS-HCl pH 8.0, 10 mM EDTA, 1% SDS), incubation at 65°C for 30 minutes, and 
centrifugation at 12,000 G for 2 minutes.  Crosslinks were reversed by heating overnight 
at 65°C.  The sample was incubated for two hours at 37°C following addition of 150 µL 
TE, 1 µL glycogen (20 mg/mL), and Proteinase K to a final concentration of 100 µg/mL.  
The sample was extracted twice with 300 µL phenol: chloroform (Invitrogen) before 
addition of 1.5 µL RNAse A (1 µg/µL) and incubation for 30 minutes at 37°C.  DNA was 
precipitated by addition of sodium acetate (pH 5.2) to a final concentration of 0.3 M and 
two volumes of 95% ethanol, pelleted, washed with 70% ethanol, dried, resuspended in 
TE, and stored at -20°C. 
ROUND A-B PCR AMPLIFICATION 
Background 
The yield of DNA from chromatin immunoprecipitation (~30 ng) is insufficient 
for microarray hybridization.  Therefore, a two-round PCR-based strategy [15] was used 
to amplify immunoprecipitated DNA.   In the first round, Primer A (assorted random 
primers with a known 5’ end) was annealed to the denatured DNA and extended with 
exo-Klenow.  This round was repeated so that each immunoprecipitated DNA fragment 
had a corresponding fragment with two known ends corresponding to the 5’ end of 
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Primer A, while the original proportions of DNA in the pool were preserved. In the 
second round of amplification, Round A product was used as a template, and Primer B 
(corresponding to the known 5’ end of Primer A) was used to amplify this template by 
polymerase chain reaction.  Amino allyl dUTP is used in the PCR to allow coupling of 
Cy3 and Cy5 dyes. 
Round A Protocol 
8 µL DNA from chromatin immunoprecipitation (2.5 – 100 ng /µL), 1 µL 10X 
Klenow buffer (USB), and 1 µL Primer A (40 µM, sequence 5’ 
GTTTCCCAGTCACGATCNNNNNNNNN 3’) were added to an MJ Research thermal 
cycler and incubated for 2 minutes at 94°C.  Temperature was reduced to 8°C, and 0.5 µL 
10X Klenow buffer, 1.5 µL 5mM dNTPs, 0.5 µL exo-Klenow (2 U/µL), and 2.5 µL 
ddH20 were added to each reaction.  Incubation temperature was increased from 8°C to 
37°C over a period of eight minutes.  The mixture was incubated at 37°C for 40 minutes, 
then at 95°C for 5 minutes.  Temperature was then decreased to 8°C, and 0.5 µL exo-
Klenow was added to each reaction.  Temperature was increased to 37°C over a period of 
eight minutes, where the reaction was incubated for a further 40 minutes.  85 µL ddH20 
was then added to each reaction. 
Round B Protocol 
Each reaction consisted of 15 µL Round A product, 8 µL magnesium chloride (25 
mM), 10 µL 10X PCR buffer (Applied Biosystems), 2 µL 25X aa-dUTP/dNTPs, 2.5 µL 
Primer B (500 µM, sequence 5’ GTTTCCCAGTCACGATC 3’), 1 µL Taq polymerase (5 
U/µL), and 61.5 µL ddH20.  The PCR program was 32 cycles of (92°C for 30 seconds, 
40°C for 30 seconds, 50°C for 30 seconds, 72°C for 60 seconds).  Quality was assessed 
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by 1% agarose gel, and PCR product was cleaned with a Qiagen MinElute kit according 
to the manufacturer’s instructions. 
 
VERIFICATION OF KNOCKOUTS BY PCR 
Background 
All strains were derived from the Saccharomyces Genome Deletion Project 
library, which was purchased from Open Biosystems.  These strains are created using a 
PCR-based gene deletion strategy [161, 162], in which homologous recombination is 
used to replace each gene with a KanMX4 cassette tagged with one or two unique 20-mer 
sequences (Figure 3.1).  This facilitates simple verification of knockouts by PCR; each 
knockout will have a PCR band of known length for primers A and KanB, and for 
primers D and KanC.  Primers A and D will yield a specific PCR product of one length 
for a knockout and another for a wild type.   In our studies, genomic DNA was isolated 





Figure 3.1:  Yeast deletion PCR strategy 
Primers A, B, C, and D are specific for each gene.  The ORF is replaced with the 
KanMX4 kanamycin resistance cassette via homologous recombination.  Successful 
knockouts are confirmed by PCR with primers A and KanB, or with primers D and 
KanC.  
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ISOLATION OF GENOMIC DNA  
Genomic DNA was extracted as described by Hoffman [163].  Briefly, a single 
colony of yeast was placed in 5 mL YPD and incubated 24 hours at 30°C with shaking at 
200 RPM.  Yeast was pelleted by centrifugation for 5 minutes at 1200 G, then 
resuspended in 0.5 mL sorbitol solution (0.9 M sorbitol, 0.1 M Tris-HCl pH 8.0, 0.1 M 
EDTA).  Spheroplasts were prepared by addition of 50 µL zymolase solution (0.3 
mg/mL) and 50 µL 0.28 M β-mercaptoethanol, followed by incubation for 1 hour at 37°C 
and 200 RPM.  Cells were pelleted by centrifugation for 5 minutes at 1200 G, then 
resuspended in 0.5 mL Tris/EDTA solution (50 mM Tris-HCl pH 8.0, 20 mM EDTA).  
Cells were lysed by addition of 50 µL 10% SDS and incubated for 20 minutes at 65°C.  
200 µL 5 M potassium acetate was added to the cells; they were incubated on ice for 30 
minutes, then centrifuged for 3 minutes at 16,000 G.  The supernatant was precipitated by 
addition of 1mL 100% ethanol.  Pelleted DNA was dried for 5 minutes in a Speedvac 
evaporator and resuspended in 300 µL TE.  DNA was then incubated for 1 hour at 37°C 
with 5 µL RNAse A (1 mg/mL).  DNA was re-precipitated with 500 µL isopropanol, 
removed from the solution with a 200 µL pipette tip, squeezed dry against the wall of the 
tube, and resuspended in 125 µL TE. 
VERIFICATION OF GENE DELETION BY PCR 
Each reaction consisted of 5 µL 10X PCR buffer (Sigma), 4 µL magnesium 
chloride (25 mM), 0.5 µL dNTPs (25 mM), 5 µL of each primer (10 µM), 60 ng genomic 
DNA isolated as described above, 2 µL Taq polymerase (5 U/µL), and 28 µL ddH20. The 
PCR program was 94°C for 3 minutes, followed by 35 cycles of (94°C for 15 seconds, 
57°C for 15 seconds, 72°C for 1 minute), and ending with 72°C for 5 minutes.  Bands 
were assessed on 1% agarose gel. 
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 YEAST TRANSFORMATION 
A 25 mL overnight culture of wild-type yeast was grown to OD 600 nm ~0.5, 
then pelleted by centrifugation at 1833 G for 2 minutes.  The pellet was washed once in 1 
mL ddH2O, then resuspended in 1 mL 100 mM lithium acetate and incubated for 5 
minutes at 30°C.  For each transformation reaction, 100 µL of cells in lithium acetate 
were spun down in a microcentrifuge, and supernatant was removed.  240 µL 
polyethylene glycol (50% weight by volume), 36 µL 1 M lithium acetate, 8 µL 
denatured, sheared salmon sperm DNA, 5 µL transformation DNA (100 ng to 5 µg total), 
and 65 µL ddH2O were added to the cells.  Cells were then vortexed for one minute and 
incubated for 20 minutes at 42°C.  Cells were pelleted in a microcentrifuge, resuspended 
in 1 mL YPD, and incubated for 2.5 hours at 50 RPM.  Cells were then pelleted, 
resuspended in 400 µL YPD, and spread on plates with selective media.  Plates were 
incubated for 2-4 days at 30°C.  
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YDR216W ∆Adr1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, adr1∆  
YJL115W ∆Asf1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, asf1∆ 
YOR113W ∆Azf1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, azf1∆  
YDR423C ∆Cad1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, cad1∆  
YNL068C ∆Fkh2 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, fkh2∆  
YLR013W ∆Gat3 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, gat3∆  
YOL012C ∆Htz1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, htz1∆ 
YLR384C ∆Iki3 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, iki3∆ 
YOR123C ∆Leo1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, leo1∆ 
YNR052C ∆Pop2 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, pop2∆ 
YNL250W ∆Rad50 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, rad50∆ 
YER095W ∆Rad51 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, rad51∆ 
YML032C ∆Rad52 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, rad52∆ 
YLR039C ∆Ric1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, ric1∆ 
YHR154W ∆Rtt107 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, rtt107∆  
YMR190C ∆Sgs1 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, sgs1∆ 
YML081W ∆YML081W BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, 
yml081w∆ 
YDR369C ∆Xrs2 BY4741 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0, xrs2∆ 
YDR216W Adr1-TAP BY4741 
MATa his3D1 leu2D0 met15D0 ura3D0 adr1-
TAP::HIS3MX6 
YOR113W Azf1-TAP BY4741 
MATa his3D1 leu2D0 met15D0 ura3D0 azf1-
TAP::HIS3MX6 
YLR384C Iki3-TAP BY4741 






YLR039C Ric1-TAP BY4741 
MATa his3D1 leu2D0 met15D0 ura3D0 ric1-
TAP::HIS3MX6 
YHR154W Rtt107-TAP BY4741 
MATa his3D1 leu2D0 met15D0 ura3D0 rtt107-
TAP::HIS3MX6 
YML081W YML081W-TAP BY4741 
MATa his3D1 leu2D0 met15D0 ura3D0 
yml081w-TAP::HIS3MX6 
 Wild Type BY4741 
MATa his3D1 leu2D0 met15D0 ura3D0 
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Table 3.2: Primers used for deletion verification  
Primer Name Primer Sequence (5’-3’) 
∆Adr1 Primer A CATTGATCTGAATTTCTCAGGCTAT 
∆Asf1 Primer A AATGCTGTTTTATTCCGTTCTTACA 
∆Azf1 Primer A ATCCCAAGACTTATATAGCCCTACG 
∆Cad1 Primer A CAAGTACCAGTTGGAAAGAGACATT 
∆Fkh2 Primer A ATCTTCGATTTCGCTCATTAAAAG 
∆Gat3 Primer A GTATTTCTGATAAAATGCGGACAAC 
∆Htz1 Primer A TCCATGCTAGATTAGCACACAGTAA 
∆Iki3 Primer A CTGTTAAAAGATCCCGTCATTGATA 
∆Leo1 Primer A ACAAGGACAAGAAGGTGATATTGAG 
∆Pop2 Primer A TGTTCTTATTATATGGCAGCAAACA 
∆Rad50 Primer A ATAACCATGCATCTTGCAATACTTT 
∆Rad51 Primer A CCAATCTAGTTTAGCTATCCTGCAA 
∆Rad52 Primer A GATTCAACAACTCCCTTGGCGTC 
∆Ric1 Primer A CAACCAAATTTGACAATTTAATTCC 
∆Rtt107 Primer A ACTTAACCACAGAATGTTCTTCGAC 
∆Sgs1 Primer A CCTGATCTAAAAGCTGATATACGGA 
∆YML081W Primer A TAATCTTTTTTTTTGCTGAAAAACCC 
∆YML081W Primer D  TTGACGATCACCTTGCTTGTTTTTATT 





Chapter 4: Transcriptional profiling of MMS-sensitive yeast mutants 
ABSTRACT 
Repair of double-stranded DNA breaks is a highly conserved process essential to 
cell survival.  To identify novel genes involved in double-stranded break repair in yeast, 
we screened ~350 transcription factors and DNA-binding proteins for sensitivity to the 
cross-linking agent methyl methane sulfonate, then performed transcriptional profiling 
and chromatin immunoprecipitation on selected novel damage-sensitive strains to better 
elucidate their roles in DNA damage repair.   Here we demonstrate MMS sensitivity for 
ΔAzf1, ΔHtz1, ΔGat3, ΔLeo1, ΔIki3, ΔRic1, and ΔPop2, several yeast deletion mutants 
not previously reported to be sensitive to MMS.  We show that, although the 
transcriptional profiles display broad similarities, the profile of ΔRad50 is unique.  
Finally, we propose roles for YML081W and Iki3 in DNA damage repair.   
BACKGROUND 
The integrity of genomic DNA is essential to the survival of cells and organisms. 
The DNA of cells is broken and rejoined during meiotic crossover, but cells must also 
repair DNA lesions caused by radiation or chemical insults.  The basic cellular machinery 
that repairs DNA is highly conserved in eukaryotes from yeast to human.   Defects in 
DNA damage repair pathways in humans are associated with high rates of cancer: notable 
examples include the BRCA1 mutation [164] and ataxia telangiectasia [165], which are 
defects in double-stranded break repair,  and xeroderma pigmentosum [166], which is a 
defect in base excision repair.     
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 Cells have two major DNA repair pathways: excision repair and double-stranded 
break repair.  In excision repair, nucleotides that are damaged or mismatched are excised 
and replaced with correct, intact nucleotides.    Double-stranded breaks can be repaired 
by non-homologous end joining (NHEJ), in which the broken ends are trimmed and re-
ligated, or homologous recombination (HR), in which the homologous chromatid is used 
as a template for synthesis of a new strand.  NHEJ may result in gain or loss of 
nucleotides due to end processing, or incorrect ligation may result in chromosome 
translocations.  Thus, it is sometimes referred to as error-prone repair, whereas HR is also 
called error-free repair.    
The primary causes of DNA damage are radiation and chemical damage [167].  
Ultraviolet radiation damages DNA by causing pyrimidine dimers, which are repaired by 
photolyases or excision repair; ionizing radiation can damage DNA directly, by causing 
double-stranded breaks, or indirectly, by creating reactive oxygen species which then 
cause DNA lesions.   In addition to reactive oxygen species, other chemicals that cause 
DNA lesions include alkylating and cross-linking agents.  DNA lesions that result in 
mismatches are repaired by excision repair.   Bulkier lesions, such as cross-links, may 
result in stalling or collapse of DNA replication forks, resulting in double-stranded breaks 
which are repaired by homologous recombination [167].   
Double-stranded break repair 
 A double-stranded break is more complicated to repair than a base mismatch, and 
failure to repair it properly will likely result in chromosomal translocations, large 
deletions, or cell death.  Cells contain groups of proteins to sense double-stranded breaks, 
arrest the cell cycle until damage is repaired, and repair the damage [167].   Many of 
these proteins are diffused throughout the nucleus, but when DNA damage is sensed, they 
form foci at the site of damage [168].   
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In yeast, double-stranded breaks are sensed by the MRX complex, which consists 
of the proteins Mre11, Rad50, and Xrs2.  The MRX complex is the first set of proteins to 
arrive at damage foci [168, 169].  Mre11 exhibits 5’ -> 3’ exonuclease activity [170] and 
trims broken DNA ends [171]. Rad50, a member of the Structural Maintenance of 
Chromosomes (SMC) family [172], contains helicase domains and participates in DNA 
unwinding [173, 174].  Xrs2 helps direct the MRX complex to DNA ends and stimulates 
the exonuclease activity of Mre11 [175].  Mre11, Rad50, and Xrs2 all contain DNA-
binding domains [171, 173, 175, 176]; both Mre11 and Rad50 are essential for the 
formation of DNA damage foci, but Xrs2 is not [168]. The MRX complex is necessary 
for both homologous recombination and non-homologous end joining.  Homologous 
recombination, because it is more accurate, is the preferred method for double-stranded 
break repair.  However, because Mre11 requires the kinase Cdk1 for proper end 
resection, and Cdk1 is inactive until the cell is committed to S phase [177], damage is 
repaired by NHEJ in the G1 phase of the cell cycle and by HR in the S and G2 phases 
[167].   
 In NHEJ, after the MRX complex senses damage, end processing of DNA is 
minimal.  The Ku heterodimer (Ku70 and Ku80) binds the broken ends, and they are re-
ligated by the DNA ligase IV complex, which includes the proteins Dnl4, Lif1 and Nej1 
[178]. 
 In homologous recombination, the MRX complex trims the DNA ends near the 
break via 5’ to 3’ end processing.   Replication protein A, a heterotrimer of the proteins  
Rfa1, Rfa2, and Rfa3, binds to the 3’ single-stranded DNA, protecting it from 
degradation and preventing formation of secondary structures. Accumulation of RPA 
causes recruitment of Mec1 and Ddc2 to the site of the lesion, as well as a sliding DNA 
clamp (Ddc1, Rad17, and Mec3) and the clamp loader (Rad24, Rfc2, Rfc3, Rfc4, and 
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Rfc5) [178].  Mec1, the clamp loader, and the clamp activate the DNA damage 
checkpoint [179].  Part of this checkpoint activation is accomplished when Mec1 and 
Tel1 hyperphosphorylate Rad9 [180, 181], which in turn causes Mec1 to phosphorylate 
Rad53 and Chk1 [182, 183].  This leads to cell cycle arrest until the damage is repaired.  
 Another role of Tel1 and Mec1 is to phosphorylate the histone H2A around 
double-stranded breaks.  This results in recruiting of cohesins and chromatin remodelers 
such as Ino80 to the site of repair [184];  Mec1 also phosphorylates the Ies4 subunit of 
Ino80 [185].  These remodeling enzymes will open the chromatin to allow access by the 
homologous recombination machinery. 
  The actual homologous repair proteins are the last to arrive at the double-stranded 
break [168].  Rad51 replaces the RPA bound to the single-stranded DNA.  Then Rad52, 
Rad55, and Rad57, which are the homologous recombination machinery, help Rad51 to 
find, open, and base pair with the homologous sequence.  This base pairing is extended 
by DNA polymerase, and the nicks and gaps are then repaired by DNA ligase [167]. 
Experimental Strategy 
One of the most useful methods to determine the function of a gene is to delete it 
and observe the organism.  Essential genes are lethal when deleted, but the effects of non-
lethal deletions may or may not be immediately apparent.  Because numerous genes are 
only needed under specific circumstances, it may be necessary to subject the organism to 
a particular environmental perturbation for the role of the gene to become evident.  
Many genes involved in homologous recombination in yeast are not lethal when 
knocked out and cause no obvious phenotype under normal growth conditions.  They are 
often, however, sensitive to the alkylating agent methyl methane sulfonate (MMS).  
Therefore, to discover novel genes involved in DNA repair pathways and learn more 
about their functions, we screened a library of ~350 yeast deletion mutants known to bind 
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DNA or to be transcription factors for sensitivity to MMS.  We chose 11 novel mutants 
for microarray transcriptional profiling and chromatin immunoprecipitation under MMS 
treatment.   
Mutants 
Adr1 
Adr1 is a zinc finger transcription factor that regulates carbon source use; it is 
necessary for transcription of genes that allow yeast to grow in ethanol and glycerol [186, 
187].  Adr1 has four transcription activation domains [188], and it binds to the consensus 
motif  GG(A/G)G [189].   Its promoter contains binding sites for itself and for Cat8 
[190], another transcription factor that regulates carbon source use [191].   The ΔAdr1 
yeast deletion strain has previously been reported to be MMS-sensitive [192] and 
sensitive to the DNA cross-linking agent mitomycin C [193]. 
Asf1 
Asf1 is member of the replication-coupling assembly factor (RCAF) complex, 
which re-assembles chromatin after double-stranded breaks have been repaired [194].   
Under normal cell conditions, Asf1 forms a complex with Rad53, but when DNA is 
damaged or replication has stalled, it is released to promote nucleosome assembly by 
interacting with acetylated H3 and H4 [195].   The promoter of Asf1 contains binding 
sites for Skn7, Mbp1, and Swi6 [190].  The ΔAsf1 yeast deletion strain has previously 
been reported to be sensitive to MMS, hydroxyurea, the DNA topoisomerase I inhibitor 
camptothecin, and the DNA cross-linking agent cisplatin [196-199]. 
Azf1 
Azf1 is a zinc-finger transcription factor which activates the G1 cyclin Cln3 when 
glucose is abundant; it binds to the motif AAGAAAAA [200].    In a two-hybrid screen, 
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Azf1 was found to interact with Rim1, a gene necessary for maintenance of the 
mitochondrial genome [201].  To the best of our knowledge, the ΔAzf1 yeast deletion 
strain has not been previously reported to be MMS-sensitive, but it has been reported 
sensitive to the cross-linking agents carboplatin and mitomycin C [193]. 
Cad1 
Cad1 is a bZIP transcription factor that regulates the transcription of stabilizing 
and folding proteins during oxidative stress [202].  It binds to the consensus motif 
TTAGTAA [203].  The ΔCad1 yeast deletion strain has previously been reported as 
sensitive to MMS [192], cisplatin, and carboplatin [193]. 
Fkh2 
Fkh2 belongs to the Forkhead transcription factor family.   It cooperates with 
Mcm1 to activate Clb2, Swi5, and other Clb2 cluster genes necessary for the G2/M 
transition of the cell cycle [204].   Fkh2 binds to the consensus sequences 
(G/A)(T/C)(C/A)AA(C/T)A [205] and TGTTTNC [17]. The ΔFkh2 yeast deletion strain 
has previously been reported as sensitive to MMS [192],  hydroxyurea, mitomycin C, and 
cisplatin [193].  
Gat3 
Gat3 is a 141-amino-acid protein with zinc finger domains from the GATA 
transcription factor family [206].  Deficiency in both the Hsp90 chaperone Hsp82 and in 
Gat3 produces a synthetic growth defect [207].  To the best of our knowledge, the ΔGat3 
yeast deletion strain has not been previously reported MMS-sensitive, but it has been 
reported sensitive to mitomycin C [193]. 
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Htz1 
Htz1 codes for the variant histone H2A.Z, which is sometimes substituted for 
H2A by the SWR1 complex [208].  This substitution is more frequent in promoters than 
in coding regions; it correlates with reduced transcription, possibly by inhibiting the 
transcription-promoting histone modifiers Dot1, Set2, and NuA4 [192].   The ΔHtz1 
yeast deletion strain has decreased resistance to hydroxyurea [209] and has been reported 
sensitive to mitomycin C [193] but, to the best of our knowledge, it has not been 
previously reported MMS-sensitive. 
Iki3 
Iki3 is a member of the Elongator complex, which is a part of the RNA 
polymerase II holoenzyme [210].  The Elongator complex acetylates the N-terminal tails 
of histones, primarily lysine #14 of H3 and lysine #8 of H4 [211].   To the best of our 
knowledge, the ΔIki3 yeast deletion strain has not been previously reported MMS-
sensitive. 
Leo1 
Leo1 is a member of the Paf complex, which associates with RNA polymerase II 
during elongation.    The Paf complex recruits and interacts with methyltransferases such 
as the COMPASS complex; thus, it is necessary for methylation of lysines #4 and #79 of 
histone H3 [212].  Leo1 is synthetically lethal with Vps72, the member of the SWR1 
complex that binds Htz1, and with Yaf9, which is a subunit of both the SWR1 and NuA4 
complexes [212].  To the best of our knowledge, the ΔLeo1 yeast deletion strain has not 




Pop2 has been reported as a possible transcription factor involved in glucose 
derepression [213] and  a nuclease and a member of the RNase D family [214]. To the 
best of our knowledge, the ΔPop2 yeast deletion strain has not been previously reported 
as MMS-sensitive, but it has been reported sensitive to bleomycin, which causes double-
stranded DNA breaks, and to hydroxyurea [193, 209, 215].  
Rad50 
Rad50 is a subunit of the MRX complex and a member of the Structural 
Maintenance of Chromosomes (SMC) family [172]; it contains helicase domains that 
unwind DNA [173, 174], and DNA-binding domains [173].  Rad50 is required for DNA 
damage focus formation [168]. ΔRad50 yeast deletion strains have been reported 
sensitive to MMS [216], camptothecin [216], hydroxyurea [199], and cisplatin [199]. 
Rad51 
Rad51, a member of the Rad52 epistasis group, causes strand exchange between 
single and double-stranded DNA during homologous recombination [217]. The ΔRad51 
yeast deletion strain has previously been reported sensitive to cisplatin [199], 
camptothecin [199],  MMS [218], and hydroxyurea [215]. 
Rad52 
Rad 52 acts as a Rad51 co-factor to promote efficient strand exchange during 
homologous recombination [219].  The ΔRad52 yeast deletion strain has previously been 
reported sensitive to MMS [218, 220], cisplatin [199], camptothecin [216], and 
hydroxyurea [199, 221]. 
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Ric1 
Ric1 appears to regulate the transcription of ribosomal proteins and rRNA [222].  
It is also necessary for proper localization of trans-Golgi network proteins [223]. The 
ΔRic1 yeast deletion strain has previously been reported as sensitive to bleomycin [193] 
but, to the best of our knowledge, it has not previously been reported sensitive to MMS. 
Rtt107 
Rtt107 is phosphorylated by Mec1 when DNA is damaged. The absence of Rtt107 
causes hypersensitivity to DNA damage during S-phase and inability to resume DNA 
replication after damage repair [224].  Rtt107 contains four BRCT domains [225], which 
are named for their similarity to the human BRCA1 gene and promote protein-protein 
interactions.  The ΔRtt107 yeast deletion strain has previously been reported sensitive to 
hydroxyurea [196, 209, 215], campthotecin [193], and MMS [193, 218]. 
Sgs1 
Sgs1 is an ATP-dependent DNA helicase [226] thought to be necessary for 
successful repair of certain homologous recombination intermediates [227].  It interacts 
with topoisomerase II and promotes proper chromosome segregation [228]. Sgs1 is 
necessary for genome stability; ΔSgs1 deletion strains exhibit mitotic hyper-
recombination [229].  The ΔSgs1 yeast deletion strain has previously been reported as 
sensitive to MMS [218] and hydroxyurea [196, 209, 215]. 
Xrs2 
Xrs2 is belongs to the MRX complex, but it is not essential for DNA damage 
focus formation [168].  It contains a DNA-binding domain, helps the MRX complex to 
find DNA ends, and stimulates Mre11 to trim them [175].  The ΔXrs2 yeast deletion 
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strain has been reported sensitive to cisplatin [199], camptothecin [199], and hydroxyurea 
[199, 209, 215] . 
YML081W 
YML081W is a gene of unknown function; the GFP fusion localizes to the 
nucleus [230, 231].  YML081W contains a zinc finger domain near the N-terminus.  The 
protein sequence of YML081W is 41% similar [232] to Rsf2, a zinc-finger protein that 
regulates nuclear and mitochondrial genes, particularly those involved in glycerol-based 
growth and respiration [231].   Its zinc finger domain is similar to that of Adr1; this 
domain is also highly similar to the zinc finger domain of the Early Growth Response 
transcription factors (Egr1, Egr2, and Egr3) in organisms including human, mouse, 
chicken, zebrafish, and Xenopus laevis [232].  The remainder of the protein is similar to 
many other fungal proteins; with the exception of Mxrp1, which is necessary for 
methanol metabolism in Pichia pastoris [233], most of these have not been well-
characterized (Supplemental Figure 4.1).  Its promoter contains two binding sites for 
Abf1 and two binding sites for Reb1 [17].  Although both Rsf2 and Adr1 are required for 
growth on glycerol [187, 234], we did not observe any growth defect for  ΔYML081W 
when plated on glycerol-based media.  To the best of our knowledge, the ΔYML081W 
deletion strain has not previously been reported MMS-sensitive, although it has been 
found sensitive to mitomycin C [193].  
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MATERIALS AND METHODS 
Yeast Defect Screening 
 A collection of ~350 DNA-binding yeast gene deletion strains from the 
Saccharomyces Genome Deletion Project (Open Biosystems) was screened for sensitivity 
to methyl methane sulfonate.  Mutants were picked from freezer stock and grown in YPD 
in 96-well plates.   Optical density at 600 nm was read with a plate reader.  Cells were 
then resuspended in sorbitol (1 M) to a final OD of 0.1, and two tenfold serial dilutions 
were made.  The three dilutions were spotted onto plates containing synthetic complete 
media + 0.02% methyl methane sulfonate.  Plates were incubated for four days at 30°C 
and photographed daily.  Yeast strains that were sensitive to MMS were streaked and 
spotted on YPD plates and on YPD + .02% MMS plates for phenotype verification 
(Figure 4.1).   Gene deletion was verified by PCR as described in chapter 3.  Eleven 
mutants whose roles in DNA damage repair were unclear and seven mutants with well-
understood roles in damage repair were chosen for further study (Table 3.1).  
Transcriptional Profiling 
The parent strain BY4741 and the deletion strains ΔAdr1, ΔAsf1, ΔAzf1, ΔCad1, ΔFkh2, 
ΔGat3, ΔHtz1, ΔIki3, ΔLeo1, ΔPop2, ΔRad50, ΔRad51, ΔRad52, ΔRic1, ΔRtt107, ΔSgs1, 
ΔYML081W, and ΔXrs2 were grown, treated with MMS for one hour, and harvested as 
described in chapter 3.  Culture volume was 50 mL.  Total RNA isolation, reverse 
transcription, dye coupling, array hybridization, scanning, and normalization were as 
described in chapter 3.  For each array, RNA from a deletion strain was used in the Cy5 
channel and total RNA from BY4741 was used in the Cy3 channel.  A minimum of two 
biological replicates was used for each strain.   Custom Java software [158] was used to 
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combine replicates and calculate P-values for differential expression using the Error 
Model, as described in chapter 3.  Differentially expressed genes between wild type and 
knockout strains were defined as those with P < 0.001. 
Chromatin Immunoprecipitation 
The TAP-tagged strains Adr1-TAP, Azf1-TAP, Iki3-TAP, Ric1-TAP, Rtt107-
TAP, and YML081W-TAP were grown, treated with MMS for one hour, cross-linked 
with formaldehyde, and harvested as described in chapter 3.  Culture volume was 200 
mL.  Chromatin immunoprecipitation, round A/B amplification, dye coupling, array 
hybridization, scanning, and normalization were as described in chapter 3.  For each 
array, amplified ChIP DNA from the strain was used for the Cy5 channel and amplified 
genomic DNA from the strain was used for the Cy3 channel.  A minimum of three 
biological replicates was used for each strain.  Custom Java software [158] was used to 
combine replicates and calculate P-values for target genes more highly bound in the ChIP 
DNA than genomic DNA, using the error model as described in chapter 3.   Target genes 
were defined as those with P < 0.05. 
Clustering and Gene Ontology  
Custom Java software [158] was used to determine enriched GO-Slim terms for 
deletion strains (Figure  4.3).   Clustering for enriched GO terms was performed using the 
Saccharomyces Genome Database website [235].  Cluster [236] was used to group strains 
according to error model Z-score similarity (Figure 4.4) and average log2 ratio of 
replicates.    Clusters were calculated for all spots and for higher-scoring subsets of spots.  
Z-score subsets consisted of those genes with Z scores of absolute value > 3, and genes 
with Z scores of absolute value > 4.  In order to observe clustering based on genes that 
were very differentially expressed between the various mutant strains, two log2 ratio 
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subsets were defined as those in which the difference between the highest and lowest 
log2 ratios was > 2, and those in which the difference between highest and lowest log2 
ratios was > 3.  
Yeast Sequences and Annotation 
Yeast annotation data and sequences of gene promoters were obtained from the 
Saccharomyces Genome Database [237] .  
Motif Discovery 
 Perl scripts were used to extract upstream sequences (500 bp, 200 bp, and 100 bp) 
from genes differentially expressed in deletion strains, and from ChIP-chip target genes.  
Additional Perl scripts were used to run MEME [238], Alignace [239],  and MD-Scan 
[240] motif discovery programs on these upstream sequences.  EnoLOGOS [241] was 




Figure 4.1:  MMS-sensitive yeast deletion strains 
Each deletion strain was grown overnight and diluted to OD 600 nm ~0.1.  Tenfold serial 
dilutions were spotted onto YPD plates and YPD + 0.02% MMS plates.  Plates were 





Figure 4.2:  Quality Control 
To assure quality control, biological replicate experiments were combined for each strain, 
and the vector of average log2 expression ratios (top) or error model-derived Z-score 
(bottom) was extracted for each gene.   A diagonal line clearly indicates that deleted 







Workman KO  Workman 
KO + MMS  
Adr1 0.59 0.98 0.27 
Azf1 0.22   
Cad1 0.84 0.99 4.3x10^-5 
Fkh2 0.77 0.51 1.7x10^-3 
Gat3 0.02   
Pop2 0.21   
Ric1 1.09x10^-4   
Rtt107 0.73   










Azf1-TAP 0.02    
YML081W-TAP 0.32    
Adr1-TAP 0.98 0.08 0.17 0.79 
 
Table 4.1: Agreement of target sets with other data 
 
We compared our expression target gene lists to those of Workman [242] and Hu [158], 
and our ChIP data targets to those of Harbison [17], Workman [242], and Tachibana 
[190].   Comparison data set targets were set at P < 0.05.  Table 4.1 shows P-values of 
overlap significance as measured by the hypergeometric distribution.   Overlap in 
differentially expressed genes was marginal in most experiments in which the strains 





All deletion strains were re-plated on YPD + .02% MMS plates to verify the 
sensitivity phenotype (Figure 4.1).  To provide a visible assurance of gene knockout and 
expression profiling quality, we averaged log2 ratios of gene expression across 
experimental replicates for each deleted gene, then displayed them so that the list of 
deleted genes is on the Y axis, while the X axis contains averaged deletion strain 
experiments in which the particular gene is knocked out.  Genes and experiments are 
aligned in alphabetical order on each axis, so the green diagonal shows that expression of 
each deleted gene is lower in the knockout strain than in the wild-type strain (Figure 4.2, 
top).  To demonstrate the applicability of our error model statistical analysis, we created 
an identically-oriented display using Z-scores of error model-combined replicates rather 
than log2 ratios (Figure 4.2, bottom).     
We compared our lists of differentially expressed genes in deletion experiments to 
those by Hu et al [158], in which deletion and wild-type strains were grown in YPD 
without MMS, and to those by Workman et al [242], which measured differential 
expression in a given strain after one hour of MMS treatment.  We used a cutoff of P < 
0.05 to select targets from both papers and calculated the hypergeometric probability of 
overlap between their sets of target genes and ours (Table 4.1, top).    We found that 
overlap was significant in only three of nine strains from Hu.  Although there was no 
significant overlap with between our targets and those from Workman’s experiments 
without MMS, strikingly, overlap for two of the three strains became highly significant in 
experiments in which the strains were treated with MMS.     
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We further compared lists of ChIP-chip target genes to those of Harbison [17], 
Workman [242], and Tachibana [190] with P < 0.05 (Table 4.1,  bottom).  For all those 
experiments, yeast was grown in YPD media.  The Workman dataset included ChIPs in 
media both with and without MMS.  Agreement between our ΔAzf1 ChIP and the 
Harbison data was significant, but the ΔAdr1 and ΔYML081W data were not.  The 
concurrence between the Harbison and Workman data is significant, but the Tachibana 
data agree significantly with neither set.  Our  ΔAdr1 data agrees more with the 
Tachibana dataset than with those of Workman and Harbison.   As the Tachibana set 
correctly finds known Adr1 target Adh2 [243] where the others fail, it is likely the most 
accurate of the three. 
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Figure 4.3:  Expression patterns are broadly similar 
The global pattern of gene expression is broadly similar between most mutant strains, but 




Figure 4.3 shows the 1200 array spots with significant differential expression in at 
least one mutant, as measured by Z-score; supplementary figure 4.1 shows the 331 
clustered array spots with a twofold change in expression in at least two experiments.  
The global pattern of gene expression was broadly similar across mutants. Some of the 
most consistently highly expressed genes were those related to and induced by stress; 
these genes were strongly and significantly induced across nearly all replicates 
(Supplemental Figure 4.2).  These genes include the heat shock proteins Hsp12, Hsp31, 
and Hsp50, the DNA damage-responsive protein Ddr2, and the aldehyde dehydrogenases 
Ald2 and Ald3.     The cluster of genes with the greatest decrease in expression, however, 
was not enriched for stress response. 
Despite the broad similarity of transcriptional profiles, there were also noticeable 
differences between the strains.    First, the profile of ΔRad50 was unique among strains, 
often behaving in a nearly opposite manner.  This difference was consistent between 
biological replicates and microarray slide prints.  Although the stress proteins Ddr2, 
Hsp12, Hsp31, Hsp150, Ald2, and Ald3 were among the most highly upregulated across 
all replicates, their upregulation was noticeably weaker in the Rad50 deletion strain 
(Supplemental Figure 4.2), suggesting that Rad50 is required for a full DNA damage-
induced response. 
Figure 4.3 shows a cluster enriched for catabolic genes.  An increase in 
expression of catabolic genes is a part of the environmental stress response [244], as this 
process provides the cell with energy.  The genes in this cluster have increased 
expression in most strains relative to wild type, but they are decreased in ΔRad50 and 
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ΔXrs2.  This suggests that some genes involved in the DNA damage response require the 
activity of both Rad50 and Xrs2 for activation. 
A cluster of genes related to chromatin assembly and disassembly was more 
highly expressed in the ΔAsf1 mutant than in the other mutants.  Interestingly, this cluster 
included the core histones Hta1, Hta2, Hhf1, Hhf2, Hht1, and Hht2 (Figure 4.3, 
Supplemental Figure 4.3).  Finally, the ΔIki3 mutant displayed significant 
downregulation of RNA-mediated retrotransposition in contrast to every other strain.  
This decrease is also visible in Supplemental Figure 4.2. 
Gene Ontology Analysis 
Analysis of enriched GO-Slim terms revealed broad patterns of cell stress.  Genes 
related to stress response were upregulated in all eighteen strains; oxidoreductase-related 
genes were upregulated in seventeen of them.  Genes related to energy production were 
broadly upregulated: carbohydrate metabolism and generation of precursor metabolites 
were enriched in almost all strains.  Cellular respiration and mitochondrial genes were 
upregulated in just over half of strains, as were cell wall genes.  Electron transport and 
protein catabolism were increased in a quarter of all strains.   
Interestingly, genes related to metabolism were upregulated in half of strains.  
Amino acid metabolism was upregulated in two thirds of strains; upregulation of lipid 
metabolism was specific to the ΔGat3 strain, while upregulation of translation regulator 
activity and DNA binding was unique to the ΔCad1 strain.   Peptidase activity was 
increased in the ΔIki3, ΔLeo1, and ΔCad1 strains.  Both motor activity and microtubule-
organizing genes are upregulated in ΔXrs2. 
The deletion strains were clustered by GO-Slim profile similarity (Figure 4.4). 
The profiles of ΔXrs2, ΔRad51, ΔRad52, and ΔRtt107 are similar for both upregulated 
and downregulated genes, and the profile of ΔRad50 is the most unique.  The clustering 
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Figure 4.4: Enriched GO-Slim Terms 
A heat map of enriched GO-slim terms among differentially expressed genes in each 
deletion strain.   Values for which P < 0.05 are indicated in red.   Deletion strains are 
clustered according to GO-slim profile similarity for upregulated (top) and 
downregulated (bottom) genes. 
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Clustering of deletion strains by expression profile 
Whether strains were clustered by Z-score or by difference in log2 ratio, and 
whether all genes or only subsets were used, several clear trends were observed (Figure 
4.5).  First, the profiles of the ΔRad50 and wild-type strains were the most unique.  This 
is consistent with earlier gene ontology analysis findings.  Second, the profiles of 
ΔRad51, ΔRad52, and ΔXrs2 were similar to one another.   When average linkage Z-
score clustering was performed, or when complete linkage clustering was performed for 
all Z-scores, the profile of ΔRtt107 was similar to the profiles of ΔRad51, ΔRad52, and 
ΔXrs2.  This is also consistent with gene ontology results. 
The profiles of ΔCad1 and ΔAdr1 clustered together dependably, as did those of 
ΔFkh2 and ΔGat3. ΔYML081W, ΔLeo1, and ΔHtz1 consistently co-clustered in Z-score 
data, but this was less regular in log2 ratio clustering.  ΔRic1 was often found with 
ΔSgs1, while ΔAzf1 was frequently found near ΔAsf1.   Results for ΔIki3 and ΔPop2 
were highly variable.  Gene ontology results support the similarity of ΔAdr1 and ΔCad1 
profiles as well as ΔLeo1/ΔHtz1 similarity. 
Motif Analysis 
Meme, AlignAce, and MDscan all recovered a motif similar to the canonical Adr1 
motif GG(A/G)G from the upstream regions of genes differentially expressed in our 
ΔAdr1 experiments.  Furthermore, this motif was enriched in the -500 bp upstream 
regions of these differentially expressed genes relative to upstream regions of all genomic 
features (Figure 4.6).     We discovered an additional motif with MDscan that is similar to 
the stress response element, CCCCT [245, 246], suggesting possible co-regulation by  
Msn2 or Msn4. 
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Both Meme and AlignAce recovered a motif containing the consensus sequence 
CCNNGNGGNGNNC from upstream regions of genes differentially expressed in the 
ΔYML081W experiments (Figure 4.7).   This consensus was significantly enriched in 
these upstream regions when compared to the upstream regions in the entire yeast 
genome, as measured by the hypergeometric distribution.  Interestingly, AlignAce also 
found this consensus in the expression data for ΔAzf1, ΔGat3, ΔIki3, ΔRad51, and 
ΔRtt107, and it was substantially enriched in these strains and in ΔHtz1 (Table 4.2). 
AlignAce did not find useful motifs from the ChIP data.  The only motif MDscan 
found in the ChIP data was “GCGATGAG,” which was modestly enriched in the Iki3 
ChIP data, but not in the corresponding expression data.   This is more likely a motif for  





Figure 4.5: Co-Clustering 
Deletion strains were clustered according to error model Z-score and according to 






Figure 4.6: Results of Adr1 motif analysis 
 
Meme, MDScan, and AlignAce discovered motifs similar to the Adr1 canonical motif, 
GG(A/G)G, in the upstream regions of genes differentially expressed in our ΔAdr1 
expression data.  These motifs were enriched in the upstream regions of ΔAdr1 target 




Figure 4.7: Results of YML081W motif analysis 
 
Meme and AlignAce discovered a similar motif in the upstream regions of genes 
differentially expressed in our ΔYML081W expression data.  A consensus of this motif 
(CCNNGNGGNGNNC) was enriched in the upstream regions of ΔYML081W  target 




Size TF P-value 
100 Adr1 1.959E-01 
200 Adr1 2.787E-01 
500 Adr1 6.413E-02 
100 Asf1 1.526E-03 
200 Asf1 8.491E-03 
500 Asf1 1.580E-01 
100 Azf1 2.900E-08 
200 Azf1 1.139E-06 
500 Azf1 2.883E-05 
100 Cad1 9.683E-01 
200 Cad1 9.542E-01 
500 Cad1 7.299E-01 
100 Fkh2 2.831E-08 
200 Fkh2 3.055E-06 
500 Fkh2 2.955E-03 
100 Gat3 1.533E-03 
200 Gat3 2.335E-02 
500 Gat3 1.822E-01 
100 Htz1 6.223E-05 
200 Htz1 7.471E-04 
500 Htz1 1.435E-03 
100 Iki3 2.949E-11 
200 Iki3 2.265E-08 
500 Iki3 7.072E-05 
100 Leo1 5.396E-01 
Promoter 
Size TF P-value 
200 Leo1 8.456E-01 
500 Leo1 6.671E-01 
100 Rad50 2.860E-01 
200 Rad50 2.189E-01 
500 Rad50 6.732E-01 
100 Rad51 2.702E-24 
200 Rad51 2.246E-18 
500 Rad51 3.483E-12 
100 Rad52 7.496E-02 
200 Rad52 2.477E-01 
500 Rad52 2.075E-01 
100 Ric1 7.813E-01 
200 Ric1 8.023E-01 
500 Ric1 8.323E-01 
100 Rtt107 2.985E-23 
200 Rtt107 3.182E-18 
500 Rtt107 6.188E-11 
100 Sgs1 5.680E-03 
200 Sgs1 7.885E-02 
500 Sgs1 1.132E-01 
100 Xrs2 6.993E-03 
200 Xrs2 5.959E-02 
500 Xrs2 1.345E-01 
100 YML081w 2.462E-13 
200 YML081w 3.172E-09 
500 YML081w 3.778E-05 
 
Table 4.2: YML081W consensus enrichment in other target genes 
The consensus CCNNGNGGNGNNC is enriched in differentially expressed genes 
corresponding to many of the mutants used in this study. 
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Genes Regulated by YML081W 
The YML081W ChIP targets from our experiments overlapped the expression 
targets with P=0.011 as measured by the hypergeometric distribution.  These 
differentially expressed genes and ChIP target genes included 9 of 98 immediate 
YML081W neighbors in YeastNet version 3.0 [247-249].  
 Among the ChIP targets of YML081w were numerous genes involved in DNA 
repair.  These genes include Vps72 and Swc3, members of the SWR1 complex, which 
binds and exchanges histone H2AZ for histone H2A [250, 251]; Thi4 and Mmg101, 
which are necessary for maintenance of the mitochondrial genome  [252, 253]; Rad5 and 
Mms2, which cooperate in post-replication DNA repair [254]; Pol3, the catalytic subunit 
of DNA polymerase δ, which is necessary for nucleotide excision repair and double-
stranded break repair [255];  Rtt102,  a component of the SWI/SNF and RSC chromatin 
remodeling complexes [256] with a role in chromosome segregation [257]; Swi4, which 
regulates transcription of G1-specific genes [258] such as those involved in DNA repair 
[259]; Rad55, which assists Rad51 in strand invasion during homologous repair [260]; 
and Srs2, a DNA helicase [261] that is part of the Rad6 DNA repair epistasis group [262]. 
 Figure 4.8 shows, first, the 323 array spots corresponding to ChIP target genes 
and intergenic regions.  These spots were collapsed into 206 ChIP target genes (A).  
Next, ChIP targets are shown with corresponding expression data (B), demonstrating that 
the ChIP targets are split approximately equally between genes upregulated and 
downregulated in the knockout.  Finally, corresponding expression data is shown for 
genes related to DNA damage repair which were also ChIP targets (C).   Mms2, Pol3, 
Srs2, Swc3, Vps72, Swi4, Thi4, and Rtt102 are clearly downregulated in the YML081W 
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deletion relative to BY4741 when both are treated with MMS.   This is consistent with a 
model in which YML081W is a transcriptional activator of these genes.  Of these damage 
genes, Rad55 and Vps72 contained the motif discovered in our motif analysis, 
GNGGNG, in their upstream regions, but Vps72 is the more strongly downregulated of 
the two, making it the most likely candidate for regulation by YML081W.  Furthermore, 
chromatin remodelers are three of eight genes involved in DNA damage repair, bound by 
YML081W in ChIP, and downregulated when YML081W is deleted, and a role in 
chromatin remodeling is supported by the clustering of the ΔYML081W with ΔLeo1 and  
ΔHtz1.   This does not, however, rule out a regulatory role for the other genes.    
 Figure 4.9 shows these candidate genes and their 50 nearest neighbors in 
YeastNet 2.0 [248].    Added connections suggested by the ChIP data are drawn in red. 
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Figure 4.8: The YML081W-regulated damage set 
A) ChIP target genes of YML081W, P<0.05.  B) ChIP data (left) with corresponding 
expression data (right).  C) Expression data for selected ChIP targets related to DNA 
damage repair.   Data is shown as-is (left) and transformed by subtracting corresponding 
BY4741-MMS v BY4741 values.  Genes with green are strong candidates for positive 
regulation by YML081W. 
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Figure 4.9: Proposed YML081W network 
YML081W (orange) and its ChIP targets involved in damage repair (green) are shown 




The Role of Iki3 
Iki3 is a DNA-interacting protein but lacks transcription factor domains such as 
zinc fingers.   As such, it is most likely an indirect transcriptional regulator, and the motif 
found in the ChIP data likely belongs to a co-factor rather than to Iki3 itself.  Iki3 had 
184 ChIP targets at P < 0.05; they were roughly equally induced or repressed in the 
corresponding expression data (Figure 4.10A).    Three ChIP targets, Rad34, Srs2, and 
Mum1, had functions related to DNA damage, but none contained the GCGATGAG 
motif in its promoter.  However, Iki3 and Srs2 were found to interact in a two-hybrid 
screen [263], and Srs2 was strongly downregulated in our corresponding expression data, 
suggesting that Iki3 may be an indirect regulator of Srs2, and the DNA damage 
sensitivity of ΔIki3 may be caused by buildup of recombination intermediates due to lack 
of Srs2 helicase activity. 
Ty retrotransposon genes were strongly and significantly repressed in ΔIki3, but 
in none of the other mutants (Figure 4.2, Figure 4.10C, Supplemental Figure 4.3).  The 
consensus motif CCNNGNGGNGNNC, found in motif analysis of ΔYML081W target 
genes, is heavily overrepresented in differentially expressed genes in the ΔIki3 mutant 
(Table 4.2); this motif occurs almost exclusively in upstream regions of Ty 
retrotransposons.   Previous work in our lab [158] found no significant difference in Ty 
gene expression between ΔIki3 and BY4741 when both were grown in YPD.  As DNA 
damage is known to increase retrotransposition [264], these results suggest that ΔIki3 is 




Figure 4.10: Iki3 expression and ChIP targets 
A) Iki3 ChIP data (left) and corresponding expression data (right).  B) Genes involved in 
DNA damage repair that were Iki3 ChIP targets and were downregulated in expression 




DISCUSSION AND CONCLUSIONS 
Here we have described the screen of a library of yeast deletion strains for novel 
MMS-sensitive mutants.  We have used transcriptional profiling, chromatin 
immunoprecipitation, and bioinformatics tools to predict their roles in DNA damage 
repair. 
Novel Sensitive Mutants 
As a result of our screen of 350 yeast deletion mutants for sensitivity to MMS, we 
have demonstrated MMS sensitivity for the yeast mutants ΔAzf1, ΔHtz1, ΔGat3, ΔLeo1, 
ΔIki3, ΔRic1, ΔPop2, and ΔYML081W, which were not previously reported as MMS-
sensitive.  With the exception of ΔIki3, all these mutants have previously been described 
as sensitive to other DNA-damaging chemicals such as hydroxyurea, bleomycin, 
cisplatin, or mitomycin C.   
Expression Profiling  
A well-known previous study [244] found that the damage-deficient ΔMec1 and 
ΔDun1 deletion strains had very similar transcriptional profiles when treated with MMS.  
This study found, furthermore, that activation of the Mec1 pathway was necessary for 
DNA damage to induce the environmental stress response (ESR), that induction of the 
stress transcription factor Msn4 was decreased in mutants, and that many genes that are 
typically repressed in the ESR were slightly induced in ΔMec1 mutants.  For instance, the 
ribosomal genes might be slightly activated rather than repressed as expected [244].    
Our data fit well with these findings.  First, the expression profiles of most 
mutants are broadly similar.  Activation of Mec1 kinase depends on the MRX complex 
[265]; furthermore, both Rad50 and Mre11 are required for the MRX complex to form 
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damage foci at DNA breaks [168].  Therefore, much of the large expression profile 
difference between the ΔRad50 strain and the other mutants may be due to failure of 
Mec1 activation and thus failure to induce the ESR by DNA damage.   In supplemental 
figure 4.2, many stress response genes are strongly upregulated.  In particular, the stress 
proteins Ddr2, Hsp12, Hsp31, Hsp150, Ald2, and Ald3 are among the most highly 
upregulated across all replicates, but this induction is noticeably lessened in the Rad50 
deletion strain, suggesting, again, that Rad50 is required for a full damage response. 
Our experimental setup, a direct comparison of mRNA levels of mutants versus 
wild type treated with MMS for one hour, has some distinct advantages.  First, it allows 
for the use of a common reference.  Second, it allows for a direct comparison to verify 
that deleted genes are deleted, as shown in Figure 4.2.  Third, because both cells are 
undergoing the same stress, the gene expression differences should only be due to strain 
differences.   
However, data must be interpreted carefully with this experimental setup because, 
as previously observed [244],  the transcriptional response of a deletion mutant may be 
similar to a wild-type but to a lesser degree, or it may behave completely differently.  For 
example, it has previously been found that histone transcription is reduced when wild-
type yeast is treated with MMS [244], but we observe an increase in histone transcript 
levels in most of our mutants (Supplementary Figure 4.3). 
 The far-right columns of Supplementary Figure 4.3 (BY4741 + MMS vs 
BY4741) show that histone transcripts are downregulated when BY4741 is treated with 
MMS for one hour. RNA from ΔRad50 treated with MMS is hybridized to RNA from 
BY4741 treated with MMS, and histone transcripts are further modestly downregulated 
relative to wild type.    However, when the wild-type strain shows downregulation and 
the mutants show upregulation, it cannot be ascertained whether the gene is actually 
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upregulated, or whether it is downregulated, but less strongly than in wild type.  Data 
interpretation is therefore facilitated by availability of WT-MMS v WT data, but still 
challenging. 
Gene Ontology and Co-Clustering 
Our gene ontology analysis revealed a general stress response in the mutants that 
manifested in slightly different ways from strain to strain.   The ΔRad50 strain was 
enriched in the smallest number of stress-related categories, which is consistent with 
ΔRad50 being necessary for full DNA damage-induced stress response.  Clustering 
methods consistently classified ΔRad50 as the most dissimilar of the strains, correctly 
placed ΔRad51 and ΔRad52, members of the same epistasis group, together, and placed 
ΔXrs2 with them.  Clustering strongly suggested greatest similarity between the ΔCad1 
and ΔAdr1 mutants, the ΔGat3 and ΔFkh2 mutants, and between ΔHtz1, ΔLeo1, and 
ΔYML081W.  Followup experiments might include ChIP of Gat3 to determine whether it 
binds the Cln2 cluster, or using fluorescence cell sorting to assay ΔGat3 for cell cycle 
defects. 
YML081W and Iki3 Damage Roles 
ChIP analysis revealed ΔYML081W binding to Vps72 and Swc3, members of the 
SWR1 complex, which exchanges H2AZ for H2A, and expression of both genes is 
reduced in ΔYML081W strains.   Both YML081W and Vps72 are transcriptionally 
induced during nucleosome depletion [266].   Leo1 is a member of the Paf complex, 
which methylates histones, and it is synthetically lethal when combined with Vps72 
deletion [212].   The co-clustering of ΔHtz1, ΔLeo1, and ΔYML081W therefore seems 
highly plausible (Supplemental Figure 4.4).  In addition, the promoter of Vps72 contains 
the candidate motif we discovered for YML081W.   These data all support a DNA 
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damage repair role for YML081W as a regulator of chromatin remodelers, although they 
do not rule out a role as a regulator of other YML081W ChIP target genes involved in 
repair of DNA damage, such as Mms2, Pol3, Swi4, Rtt102, and Thi4.  Potential followup 
experiments might include immunoprecipitation of YML081W followed by mass 
spectroscopy or Western blot to look for co-immunoprecipitation with members of the 
SWR1 complex, or Western blots to measure differential protein abundance of SWR1 
complex members in ΔYML081W and wild-type cells.  These experiments could also be 
performed for Mms2, Pol3, Swi4, Rtt102, and Thi4. Pending the outcome of followup 
experiments, we propose to name YML081W “VPR1,” for “VPS Regulator 1”.     
The most likely cause of ΔIki3 DNA damage defect appears to be via regulation 
of Srs2.  This could be tested by attempting rescue of the ΔIki3 mutant by overexpression 




Supplemental Figure 4.1: YML081W protein similarity 
Psi-BLAST of YML081W reveals that the N-terminus contains a zinc-finger domain 
highly conserved across many species.  The C-terminal portion of the protein is similar to 




Supplemental Figure 4.2: Clustering of differentially expressed genes by Log2 ratio 
A cutoff of at least two arrays with absolute value of Log2 > 2 leaves 331 microarray 
spots in which the strongly upregulated genes are enriched for stress response, but the 




Supplemental Figure 4.3: Differential expression of histone genes across strains 
Comparison of histone transcript levels among strains shows that histone transcripts are 
downregulated in wild-type genes after one hour of MMS treatment (WT-MMS v WT).  
Levels of histone transcripts are further downregulated relative to WT-MMS in ΔRad50.  
Histone transcript levels in the other strains may be upregulated relative to wild type, or 





Supplemental Figure 4.4: Leo1 and Htz1 in YeastNet 2.0 
This figure shows the orientation of YML081W targets Swc3 and Vps72 relative to Htz1 
in the SWR1 complex.  Leo1, which is a part of the PAF complex, and Iki3, which is a 
member of the Elongator complex, are also shown, as are transcriptional profiling targets 




 Chapter 5: Summary and Future Directions  
While much is known about how double-stranded breaks are repaired, our current 
models do not fully explain the sensitivity of many mutants to cross-linking agents such 
MMS and mitomycin C, or double-stranded break-causing agents such as bleomycin.  
Because the majority of cellular DNA repair machinery is highly conserved in eukaryotes 
from yeast to humans, and because cancer susceptibility is so frequently a consequence of 
defects in DNA damage repair, it is important to understand the functions of genes 
involved in this process.   
In order better understand the process of DNA damage repair in yeast, we 
screened a library of yeast deletion strains for MMS sensitivity, performed transcription 
profiling under DNA damage conditions, used chromatin immunoprecipitation to 
determine genomic loci of protein binding, and used motif analysis tools to search for 
transcription factor consensus motifs.   We report previously undescribed MMS 
sensitivity for eight deletion strains, describe the unique transcriptional profiles of ΔIki3 
and ΔRad50 strains under MMS treatment, and propose functional roles for Iki3 and 
YML081W in DNA repair.  Specifically, we have found ΔHtz1 to be MMS-sensitive, and 
our transcriptional profiling and ChIP studies suggest a function for ΔHtz1 and SWR1 in 
DNA damage repair.  This is supported by other studies demonstrating sensitivity of 
ΔHtz1, ΔVps72, ΔSwc3, ΔLeo1, and ΔYML081W to DNA-damaging compounds such 
as mitomycin C, hydroxyurea, and cisplatin [193].   As H2AZ is conserved across 
eukaryotes and essential in mice [267], any role it plays in damage repair should be 
characterized. 
DNA damage results in phosphorylation of the histone H2A variant H2AX at C-
terminal serines [267].  Yeast does not have a specific H2AX, so H2A is phosphorylated.  
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This phophorylation is followed by chromatin remodeling by Ino80 to facilitate damage 
repair [184].    
H2AZ has been less studied than H2AX.  It is known to be substituted for H2A by 
the SWR1 complex [208]; this substitution is more frequent in promoters than in coding 
regions and  correlates with reduced transcription.  It lacks the C-terminal SQ motif at 
which H2AX is phosphorylated [267], but H2AZ in Tetrahymena has essential conserved 
lysines in the N-terminal tail which are acetylated [268].  Interestingly, one study noted 
that H2Av in Drosophila, which is a member of the H2AZ family, is rapidly 
phosphorylated specifically after radiation-induced DNA damage, and imaginal disc cells 
from mutants with H2Av that could not be phosphorylated were more prone to apoptosis, 
suggesting that H2Av phosphorylation was necessary for repair of double-stranded DNA 
breaks [269].  However, this H2AZ homolog contains a C-terminal SQ motif [269], 
whereas the yeast H2AZ does not [267].   
Recent studies have determined by mass spectroscopy that Htz1 in yeast is 
acetylated at the N terminus, and that unmodified Htz1 is associated with repressed 
genes, while Htz1 acetylated at K14 is associated with active genes [270].    We 
recommend mass spectroscopy of Htz1 after exposure to MMS to determine whether 
DNA damage causes modifications such as phosophorylation.  Additionally, we 
recommend chromatin immunoprecipitation of Htz1 under normal and DNA damage 
conditions to assess changes in genomic distribution.   
We recommend further experiments to assess the proposed role of YML081W in 
regulation of chromatin remodelers.  First, we recommend immunoprecipitation of 
YML081W followed by mass spectroscopy to determine co-factors.  Second, we 
recommend comparison of mRNA and protein levels in selected damage-related 
YML081W target genes in deletion and overexpression strains by Northern and Western 
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blot. Finally, we recommend rescue of MMS sensitivity in ΔYML081W strains by 
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