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LOCALLY C-NASH GROUPS
ELI´AS BARO, JUAN DE VICENTE, AND MARGARITA OTERO
Abstract. We introduce and study the category of locally C-Nash
groups, basic examples of such groups are complex algebraic groups.
We prove that if two complex algebraic groups are locally C-Nash iso-
morphic then they also are biregularly isomorphic. We also show that
both, abelian locally Nash and abelian locally C-Nash groups, can be
characterised via meromorphic maps admitting an algebraic addition
theorem; we give an invariant of such groups associated to the groups of
periods of a chart at the identity. Finally, we prove that the category of
simply connected abelian locally C-Nash groups coincides with that of
universal coverings of the abelian complex irreducible algebraic groups
(a complex version of a result of Hrushovski and Pillay in [11, 12]).
1. Introduction
The (real) locally Nash category was first introduced by M. Shiota in [24],
and it was used in the context of groups by J.J.Madden and C.M. Stanton
[17] (see also [25] and [14]) to study universal coverings of Nash groups and
to classify one-dimensional Nash groups. In particular, a category where
universal coverings of real algebraic groups could be defined. Later, E.
Hrushovski and A. Pillay showed ([11, 12] based on Hrushovski’s group con-
figuration theorem [10]) that locally Nash groups fulfilled this role perfectly,
since they are precisely quotients of universal coverings of real algebraic
groups by discrete subgroups. Therefore, a classification of locally Nash
groups will provide a first step towards a classification of Nash groups and
of real algebraic groups.
We will consider the analogous category in the complex case. Such cate-
gory is based on the notion of C-Nash map, firstly considered by  Lojasiewicz,
and then applied in the solution of approximation problems by J.Adamus
and S.Randriambololona [1], A. Tancredi and A.Tognoli [27] and others.
Generalizations of this concept for algebraically closed fields of character-
istic 0 have also been considered by Y.Peterzil and S. Starchenko [20, 21]
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and M.Knebusch and R.Huber [13, 15]. Complex Nash groups were also
considered by P. Flondor and F.Guaraldo in [7].
Many of the results we prove are common to both the Nash and C-Nash
categories, thus, we have chosen to speak about K-Nash when talking about
both cases simultaneously. Paying attention to both cases will enable us
to apply the results of this paper to the classification of two-dimensional
abelian locally K-Nash groups in [3].
The main results of the paper are the following. We first introduce the
category of locally C-Nash groups, examples of such groups are complex
algebraic groups. We prove that the category of algebraic groups is a full
subcategory of the category of locally C-Nash groups (Corollary 4.4). Then,
we concentrate on the abelian case. We show that abelian locally K-Nash
groups can be characterised via global meromorphic maps admitting an
algebraic addition theorem (Theorem5.4); we study an invariant associated
to the groups of periods of a chart at the identity (Proposition 5.8), and
finally we prove a complex version of the mentioned result of Hrushovski
and Pillay. Namely, the category of simply connected abelian locally C-Nash
groups equals that of universal coverings of the abelian complex irreducible
algebraic groups (Corollary 5.11).
As it is mentioned in [11] for Nash groups, locally Nash K-groups might
fold into the henselian groups category introduced by Perrin (see [19]). If
this would be the case, Corollary 5.11 (as well as results in [11]) could follow
from the work of Perrin. Here, we prove Corollary 5.11 via an extension
result from [2] that provides a characterisation of simply connected abelian
locally Nash groups (see Theorem5.4 and Fact 4.1), and which cannot be
deduced from [19]. Having that theorem in hand our proof is elementary,
and it does not make use of neither model theoretic techniques nor schemes,
as the work in [11] and [19], respectively, do.
The results of this paper are part of the second author’s Ph.D. thesis [5].
All along this paper K will be C or R. When we refer to semialgebraic
subsets of Cn, we mean semialgebraic as subsets of R2n and similarly for
semialgebraic maps. We recall that – by definition – a semialgebraic map
has a semialgebraic domain of definition.
2. Locally K-Nash manifolds
Let U , V and W be open subsets of Kp with W ⊆ U ∩ V . Given maps
f : U → Km and g : V → Kn we say that f is algebraic over K(g) :=
K(g1, . . . , gn) on W if each of its components f1, . . . , fm is algebraic over
K(g) on W , that is, for each i ∈ {1, . . . ,m} there exists a polynomial Pi ∈
K[X1, . . . ,Xn, Y ] of positive degree in Y such that
Pi(g1(u), . . . , gn(u), fi(u)) = 0 for each u ∈W.
In the real context, Nash maps are those that are both smooth and semi-
algebraic. Alternatively, Nash maps are those whose domain of definition
is an open semialgebraic set and that are both analytic and algebraic over
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R(id) (see, e.g., J. Bochnak, M. Coste, M.-F. Roy [4, Prop. 8.1.8]). This
definition can be extended to the complex case as follows.
Let U be an open subset of Kn. We say that a map f : U → Km is a
K-Nash map if U is a semialgebraic, f is analytic (as a K-map) and algebraic
over K(id) on U .
We remark that although the real and complex case have analogous defi-
nitions and share similar properties, there are also some subtle differences,
because the complex case is more rigid than the real one. For example,
in the real case any semialgebraic function becomes a Nash function, when
restricted to an adequate open dense subset of its domain of definition.
Fact 2.1. [6, 2.4.1] Let U be an open subset of Rn and let f : U → Rm be
a semialgebraic map. Then, there exists an open dense subset V ⊆ U such
that f : V → Rm is a Nash map.
In contrast with the real case, the following well known result holds only
for the complex case.
Fact 2.2 ([9, Ch.III,B.13]). Let U be an open subset of Cn and let f :
U → Cm be continuous and algebraic over C(id). Then f is analytic. In
particular, if U is a semialgebraic set then f is a C-Nash map.
We begin by showing that the conditions of being algebraic over K(id)
and being semialgebraic are equivalent for analytic functions with a semial-
gebraic domain of definition.
Proposition 2.3. Let U be an open subset of Kn. Then f : U → Km is
both analytic and semialgebraic if and only if f is a K-Nash map.
Proof. For K = R this is [4, Prop. 8.1.8.]. The fact that if f is analytic
and semialgebraic then f is a C-Nash map is proved in [8]. We prove the
converse. We may assume that m = 1.
It is enough to show that if f : U → C is a continuos function on a
semialgebraic open subset U of Cn such that P (x, f(x)) = 0 on U for some
P ∈ C[X1, . . . ,Xn,X], P 6= 0, then f is a semialgebraic function. Firstly,
we note that
A := {(x, y, u, v) ∈ Rn × Rn × R×R | P (x+ iy, u+ iv) = 0}
is a semialgebraic set. Also that the graph of f is a subset of A, so to show
that f is semialgebraic, it suffices to find a partition of A into semialgebraic
subsets compatible with the graph of f . With that aim, take N ∈ N such
that for each z ∈ Cn the number of roots of P (z,X) is bounded by N . Fix
k ≤ N and let
Zk := {(x, y) ∈ R
n × Rn : |A ∩ ((x, y)× R2)| = k}.
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Since A is a semialgebraic set, Zk is also a semialgebraic set. Now, for each
1 ≤ j ≤ k, let sj : Zk → C be the semialgebraic map whose graph is
{(z, r) ∈ (Zk × R
2) ∩A | ∃r1 . . . ∃rk ∈ R
2, r1 < . . . < rk,
(z, r1) . . . , (z, rk) ∈ (Zk × R
2) ∩A and r = rj},
where < denotes the lexicographic order of R2. Take a cell decomposition of
R2n compatible with the sets Z1, . . . , ZN , U such that each sj is continuous
in each one of the cells. So take C ⊆ U one of these cells and for each
j ∈ {1, . . . , k} let Cj := {x ∈ C | sj(x) = f(x)}. Since, for each j, both f
and sj are continuous in C, each Cj is closed in C. Also, by definition of
the sj, the sets C1, . . . , Ck are disjoint and, as there is a finite number of
them, they are open in C. Since C is connected and not empty, we deduce
that there exists a unique j ∈ {1, . . . , k} such that C = Cj . So f ≡ sj on C,
which shows that the restriction of f to C is semialgebraic. This is clearly
enough, since we have partitioned R2n into finitely many semialgebraic sets
Z1, . . . , ZN , and each one of these sets into finitely many cells. 
Throughout this paper, we will think of K-Nash maps as analytic, alge-
braic and defined on a semialgebraic set.
The following well known properties will be frequently used, see, e.g., [4]
for the real case, the complex case is proved similarly.
Lemma 2.4. (1) The restriction of a K-Nash map to an open semialgebraic
subset of its domain of definition is a K-Nash map.
(2) The composition of K-Nash maps is a K-Nash map.
(3) Given a K-Nash map f : U × V ⊆ Km × Kn → Kp and a ∈ V , the
evaluation at a, f(x, a) : U → Kp is also a K-Nash map.
(4) If a K-Nash map f : U ⊆ Kn → Kn is an analytic diffeomorphism then
f−1 is also a K-Nash map.
Let U be an open subset of Km. We say that f : U → V ⊆ Kn is a K-Nash
diffeomorphism if f is both an analytic diffeomorphism and a K-Nash map.
Let M be a K-analytic manifold. Two charts (U, φ) and (V, ψ) of an atlas
forM are K-Nash compatible if φ(U) and ψ(V ) are semialgebraic and either
U ∩ V = ∅ or
ψφ−1 : φ(U ∩ V )→ ψ(U ∩ V )
is a K-Nash diffeomorphism. An atlas of M is a K-Nash atlas if any two
charts in the atlas are K-Nash compatible. In particular, φ(U) is semialge-
braic for any (U, φ) in the K-Nash atlas. A K-analytic manifold M together
with a K-Nash atlas is called a locally K-Nash manifold (the word “locally”
is added since the term K-Nash manifold is usually reserved for those locally
K-Nash manifolds that admit a finite K-Nash atlas).
Let M1 and M2 be locally K-Nash manifolds equipped with K-Nash at-
lases {(Ui, φi)}i∈I and {(Vj , ψj)}j∈J , respectively. A locally K-Nash map
f : M1 → M2 is a (continuous) map such that for every a ∈ M1 and every
LOCALLY C-NASH GROUPS 5
j ∈ J such that f(a) ∈ Vj there exists i ∈ I and an open subset U ⊆ Ui
such that a ∈ U , f(U) ⊆ Vj and
ψjfφ
−1
i : φi(U)→ ψj(Vj)
is a K-Nash map. A locally K-Nash map f : M1 → M2 is a locally K-Nash
diffeomorphism if f is both an analytic (global) diffeomorphism and a locally
K-Nash map (or equivalently f and f−1 locally K-Nash maps).
Locally K-Nash maps can be characterised as follows.
Proposition 2.5. Let M1 and M2 be locally K-Nash manifolds with K-
Nash atlases {(Ui, φi)}i∈I and {(Vj , ψj)}j∈J respectively. The following are
equivalent:
(1) f :M1 →M2 is a locally K-Nash map.
(2) For every a ∈ M1 and for each i ∈ I and j ∈ J such that a ∈ Ui and
f(a) ∈ Vj there exists an open subset U of Ui such that a ∈ U , f(U) ⊆ Vj ,
and
ψjfφ
−1
i : φi(U)→ ψj(Vj)
is a K-Nash map.
(3) For every a ∈ M1 there exist i ∈ I and j ∈ J such that a ∈ Ui and
f(a) ∈ Vj and there exists an open subset U of Ui such that a ∈ U , f(U) ⊆
Vj, and
ψjfφ
−1
i : φi(U)→ ψj(Vj)
is a K-Nash map.
Proof. It suffices to prove that (3) implies (2). Fix a ∈ M1 and let i ∈ I,
j ∈ J and U ⊆ Ui as in (3). Fix k ∈ I and ℓ ∈ J with a ∈ Uk and f(a) ∈ Vℓ.
Clearly, it suffices to show that there exists an open subset U ′ of Uk with
a ∈ U ′ such that
ψℓfφ
−1
k : φk(U
′)→ ψℓ(Vℓ)
is K-Nash. To prove the latter, firstly note that by continuity exists an open
subset U ′ of U ∩ Uk ⊆ Ui ∩ Uk with a ∈ U
′ such that
(ψjfφ
−1
i )(φi(U
′)) ⊆ ψj(Vj ∩ Vℓ).
Moreover, we can assume that φi(U
′) is semialgebraic (it suffices to take,
instead of U ′, the preimage of an open ball centered in φi(a) and contained
in the original φi(U
′)), thus the map
ψjfφ
−1
i : φi(U
′)→ ψj(Vj ∩ Vℓ)
is a K-Nash map. On the other hand, since change of charts are K-Nash
maps, the composition
ψℓfφ
−1
k = (ψℓψ
−1
j ) ◦ (ψjfφ
−1
i ) ◦ (φiφ
−1
k ) : φk(U
′)→ ψℓ(Vℓ)
is also a K-Nash map, as required. 
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3. Locally K-Nash groups
A locally K-Nash group is a locally Nash manifold equipped with group op-
erations – multiplication and inversion – which are locally K-Nash maps. A
homomorphism (isomorphism) of locally K-Nash groups is a locally K-Nash
map (resp. diffeomorphism) that is also a homomorphism (resp. isomor-
phism) of groups.
We begin by showing how to describe the locally K-Nash structure of a
locally K-Nash group via a chart of the identity. Let G together with an
analytic atlas A be a K-analytic group – a Lie group – and let (U, φ) be a
chart of the identity in A. Then,
A(U,φ) := {(gU, φg) | φg : gU → K
n : u 7→ φ(g−1u)}g∈G
is also an analytic atlas for G. A(U,φ) might not be a K-Nash atlas for G,
but if it is so, then the locally K-Nash group G equipped with A(U,φ) will be
denoted (G, ·, φ|U ).
Fact 3.1. [17, Lem. 1] Let G be a K-analytic group with atlas A. Let (U, φ) ∈
A be a chart of the identity such that:
(i) there exists an open neighbourhood of the identity U ′ ⊆ U such that
φm(φ−1, φ−1) : φ(U ′)×φ(U ′)→ φ(U) : (x, y) 7→ φ(φ−1(x) ·φ−1(y))
is a K-Nash map, where m : G×G→ m : (g, h) 7→ g · h, and
(ii) for each g ∈ G there exists an open neighbourhood of the identity
Ug ⊆ U such that
φ ◦ −g ◦ φ−1 : φ(Ug)→ φ(U) : x 7→ φ(g
−1φ−1(x)g)
is a K-Nash map.
Then, there exists a neighbourhood of the identity V ⊆ U such that A(V,φ) =
{(gV, φg)}g∈G is a K-Nash atlas for G and hence (G, ·, φ|V ) is a locally K-
Nash group.
We note that if G is an abelian group then (ii) of the fact is trivially
satisfied. So, in that case, the proposition says that each chart of the identity
satisfying (i) induces a locally K-Nash group structure on G.
Proposition 3.2. Let G be a locally K-Nash group equipped with a K-Nash
atlas A. Then, for every chart of the identity (U, φ) ∈ A, there exists an
open neighbourhood of the identity V ⊆ U such that G equipped with A is
isomorphic to (G, ·, φ|V ).
Proof. Firstly, we will check that (U, φ) satisfies (i) and (ii) of Fact 3.1.
So that, we will be able to conclude that there exists V ⊆ U such that
A(V,φ) is a K-Nash atlas for G. Finally, we will show that the identity map
from G equipped with A to G equipped with A(V,φ) is a locally K-Nash
diffeomorphism and, hence, an isomorphism of locally K-Nash groups.
Let (U, φ) ∈ A be a chart of the identity. Since m : G × G → G is a
locally K-Nash map when G is equipped with A, by Proposition 2.5.(2) we
deduce the following facts:
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(1) There exists an open neighbourhood of the identity U ′ ⊆ U such that
φm(φ−1, φ−1) : φ(U ′)× φ(U ′)→ φ(U) : (x, y) 7→ φ(φ−1(x) · φ−1(y))
is a K-Nash map. So (U, φ) satisfies (i) of Fact 3.1.
(2) Fix g ∈ G and (W1, ψ1), (W2, ψ2) ∈ A coordinate neighbourhoods of g
and g−1 respectively. Then there exist open neighbourhoods W ′1 ⊆ W1 and
W ′2 ⊆W2 of g and g
−1 respectively such that
φm(ψ−12 , ψ
−1
1 ) : ψ2(W
′
2)× ψ1(W
′
1) → φ(U)
(z, x) 7→ φ(ψ−12 (z) · ψ
−1
1 (x))
is a K-Nash map. Similarly, there exist open neighbourhoods Ug ⊆ U and
W ′′1 ⊆W
′
1 of the identity and g respectively such that
ψ1m(φ
−1, ψ−11 ) : φ(Ug)× ψ1(W
′′
1 ) → ψ1(W
′
1)
(x, y) 7→ ψ1(φ
−1(x) · ψ−11 (y))
is a K-Nash map. If we evaluate the first map at z = ψ2(g
−1) and the second
at y = ψ1(g), we again obtain K-Nash maps. Then, composing both maps,
we deduce that (U, φ) satisfies (ii) for g of Fact 3.1.
Hence, (U, φ) is under the hypothesis of Fact 3.1 and, therefore, there
exists an open neighbourhood of the identity V ⊆ U such that A(V,φ) is a
K-Nash atlas for G.
Now, we check that the identity map from G equipped with A to G
equipped with A(V,φ) is a locally K-Nash diffeomorphism. It is enough to
show that it is a locally K-Nash map. By definition it suffices to prove that
for each g, h ∈ G with g ∈ hV there exist (W1, ψ1) ∈ A with g ∈W1 and an
open neighbourhoodW ′1 ⊆W1∩hV of g such that (ψ1(W
′
1) is semialgebraic
and)
φhψ
−1
1 : ψ1(W
′
1)→ φ(V ) : x 7→ φ(h
−1ψ−11 (x))
is a K-Nash map. Let g and h be fixed with g ∈ hV . Let (W2, ψ2) ∈ A be
a coordinate neighbourhood of h−1. Assume G is equipped with A. Since
h−1g ∈ V and m : G × G → G is a locally K-Nash map, there exists
a coordinate neighbourhood (W1, ψ1) ∈ A of g, and open neighbourhoods
W ′2 ⊆ W2 and W
′
1 ⊆ W1 of h
−1 and g respectively such that W ′2 ·W
′
1 ⊆ V
and
φm(ψ−12 , ψ
−1
1 ) : (ψ2(W
′
2), ψ1(W
′
1)) → φ(V )
(x, y) 7→ φ(ψ−12 (x) · ψ
−1
1 (y))
is a K-Nash map. We evaluate the map above at x = ψ2(h
−1) to deduce
that
φhψ
−1
1 : ψ1(W
′
1)→ φ(V ) : x 7→ φ(h
−1ψ−11 (x))
is a K-Nash map, as required. 
Next proposition provides a sufficient condition for a pure group homo-
morphism of locally K-Nash groups to be a locally K-Nash homomorphism.
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Proposition 3.3. Let G and H be locally K-Nash groups and let α : G→ H
be a group homomorphism. Suppose there are charts (U, φ) and (V, ψ) of G
and H respectively and an open subset U ′ ⊆ U such that α(U ′) ⊆ V and
ψαφ−1 : φ(U ′)→ ψ(V )
is a K-Nash map. Then α is a locally K-Nash homomorphism.
Proof. Firstly, we prove that α is a locally K-Nash map, provided that
U ′ ⊆ U and V are neighbourhoods of the identity of G and H respec-
tively. By Proposition 3.2, we can assume that the locally K-Nash groups
G and H equipped with A(U,φ) and A(V,ψ), respectively, are locally K-Nash
isomorphic to the original structures. Let g ∈ G. We have that (gU, φg) and
(α(g)V, ψα(g)) are charts of G and H respectively with g ∈ gU
′ ⊆ gU and
α(g) ∈ α(g)V . By Proposition 2.5.(3), it would be enough to show that the
map
ψα(g)αφ
−1
g : φ(U
′)→ ψ(V )
is K-Nash. The latter is true since ψαφ−1 is a K-Nash map and
(ψα(g)αφ
−1
g )(x) = (ψα(g)α)(gφ
−1(x))
= ψα(g)(α(g)α(φ
−1(x)))
= ψ(α(g)−1α(g)α(φ−1(x)))
= ψ(α(φ−1(x))).
It remains to prove that we can assume that the relevant open sets can
be taken neighbourhoods of the identity. Fix g ∈ U ′. Since multiplication
in G is a locally K-Nash map, there exist a chart (U0, φ0) of G and an open
neighbourhood of the identity U ′0 ⊆ U0 such that gU
′
0 ⊆ U
′ and the map
Lg : φ0(U
′
0)→ φ(U
′) : x 7→ φ(gφ−10 (x))
is a K-Nash map. Similarly, there exist a chart (V0, ψ0) of the identity of H
and an open subset V ′ ∋ α(g) of V such that α(g)−1V ′ ⊆ V0 and
Lα(g)−1 : ψ(V
′)→ ψ0(V0) : x 7→ ψ0(α(g)
−1ψ−1(x))
is a K-Nash map. By continuity and since (ψαφ−1Lg)(φ0(e)) = ψ(α(g)), we
can take U ′0 small enough so that
(ψαφ−1Lg)(φ0(U
′
0)) ⊆ ψ(V
′).
In particular, the composition
Lα(g)−1ψαφ
−1Lg : φ0(U
′
0) → ψ0(V0)
x 7→ ψ0(α(φ
−1
0 (x)))
is a K-Nash map, as required. 
Remark 3.4. If K = R in Proposition 3.3 then the result holds in case that
ψαφ−1 : φ(U ′)→ ψ(V ) is just a semialgebraic map. Indeed, by Fact 2.1 and
restricting U ′ if necessary, we can assume that the map ψαφ−1 : φ(U ′) →
ψ(V ) is Nash.
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Next, we characterise those analytic isomorphisms which are isomor-
phisms of locally K-Nash groups. We recall that if an analytic map is an
isomorphism of groups then its inverse is also an analytic map.
Proposition 3.5. Let G and H be locally K-Nash groups equipped with
atlases A and B, respectively. Let α : G→ H be a continuous isomorphism.
Then, the following are equivalent.
(1) α is an isomorphism of locally K-Nash groups, and
(2) there exist, for each pair of charts of the identity (U, φ) ∈ A and
(V, ψ) ∈ B, an open neighbourhood of the identity W ⊆ U ∩ α−1(V ) such
that ψα is algebraic over K(φ) on W .
Proof. We begin with (1) implies (2). Fix a pair of charts of the iden-
tity (U, φ) ∈ A and (V, ψ) ∈ B. Since α is a locally K-Nash map, by
Proposition 2.5.(2) there exists an open neighbourhood of the identity W ⊆
U ∩ α−1(V ) such that
ψαφ−1 : φ(W )→ ψ(V ) : x 7→ ψ(α(φ−1(x)))
is a K-Nash map. So ψαφ−1 is algebraic over K(id) on φ(W ) and, hence,
ψα is algebraic over K(φ) on W , as required.
Now we show (2) implies (1) for the case K = R. Fix i ∈ {1, . . . , n}.
By hypothesis ψiα is algebraic over R(φ) on W and, therefore, since φ is
a diffeomorphism, ψiαφ
−1 is algebraic over R(id) on φ(W ). Hence, there
exists a polynomial P ∈ R[x][Y ] such that
P (x, (ψiαφ
−1)(x)) = 0
for all x ∈ φ(W ). Without loss of generality, we can assume that φ(W ) is
semialgebraic. Then, by the proof of [4, Prop. 8.1.8] and since ψiαφ
−1 is
continuous, we obtain that each coordinate function ψiαφ
−1 is a semialge-
braic function on φ(W ). By Remark 3.4, we deduce that α is a locally Nash
map. Moreover, we also have that the inverse of the above map,
φα−1ψ−1 : ψ(α(W ))→ φ(W ) ⊆ φ(U),
is semialgebraic and, therefore, again by Remark 3.4, we deduce that α−1 is
a locally Nash map. Thus, α is a locally Nash isomorphism.
Finally, we prove (2) implies (1) for the case K = C. We can assume that
φ(W ) is connected and semialgebraic. Since ψαφ−1|φ(W ) is both continu-
ous and algebraic over C(id), it follows from Fact 2.2 and Proposition 3.3
that α is a locally C-Nash homomorphism. Moreover, by invariance of do-
main, we have that V ′ := α(W ) is an open subset of V and ψαφ−1|φ(W ) an
homeomorphism. Thus, we have that
φα−1ψ−1|ψ(V ′)
is continuous and also algebraic over C(id). Then, again by Fact 2.2 and
Proposition 3.3, we conclude that α−1 is a locally C-Nash isomorphism, as
required. 
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The following is an immediate consequence of the last proposition.
Corollary 3.6. Let G together with a K-Nash atlas A be a locally K-Nash
group. Let (U, φ) and (V, ψ) be charts of the identity of A. If (G, ·, φ|U )
and (G, ·, ψ|V ) are locally K-Nash groups then the identity map is a locally
K-Nash isomorphism.
Proof. Note that since (U, φ) and (V, ψ) are K-Nash compatible, the result
follows from the proposition taking H = G and α = IdG. 
In particular, the corollary says that the isomorphism type of the locally
K-Nash group (G, ·, φ|U ) depends only on the germ of φ at the identity.
Next we show that the category of locally K-Nash groups is closed under
universal coverings
Proposition 3.7. Let G be a locally K-Nash group. Let G˜ be its (analytic)
universal cover. Then, G˜ can be equipped with the structure of a locally
K-Nash group in such a way that the covering map π : G˜ → G is a locally
K-Nash homomorphism. This structure is unique up to isomorphism. More-
over, any analytic section s : W → G˜, where W ⊆ G is open, is a locally
K-Nash map.
Proof. By Proposition 3.2, we may assume that the K-Nash atlas of G is of
the form A(U,φ) for some open neighbourhood of the identity U ⊆ G, where
A(U,φ) := {(gU, φg) | φg : gU → K
n : u 7→ φ(g−1u)}g∈G .
We know that G˜ is an analytic group and π an analytic homomorphism (see
[28, Cor. 2.6.2]). Then, there exist an open neighbourhood of the identity
U ′ ⊆ U and an analytic section s : U ′ → G˜ such that s(U ′) is a neigh-
bourhood of the identity of G˜ and πs = Id. Thus, (s(U ′), φπ) is a chart
of G˜. We note that since (U, φ) satisfies properties (i) and (ii) of Fact 3.1,
(s(U ′), φπ) also does. Therefore, there exists an open neighbourhood of the
identity V ⊆ s(U ′) such that G˜ together with A(V,φπ) is a locally K-Nash
group, where
A(V,φπ) := {(gV, φπ(g)π}g∈G˜ .
To check that the covering map π is a locally K-Nash homomorphism, it is
enough to apply Proposition 3.3 to π noting that
φπ(φπ)−1 : φπ(V )→ φ(U)
is the identity map and, hence, a K-Nash map.
Now, we check that the structure is unique up to locally K-Nash isomor-
phism. Fix two locally K-Nash atlas A1 and A2 such that π : G˜ → G is
a locally K-Nash homomorphism when G˜ is equipped with either A1 and
A2. Since the analytic structure is unique up to analytic isomorphism, it
is enough to check that (G˜,A1) and (G˜,A2) are locally K-Nash isomorphic.
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Since π is a locally K-Nash map, given a chart of the identity (ϕ,W ) of
G there exist charts of the identity (ψ1, V1) ∈ A1 and (ψ2, V2) ∈ A2 such
that both ϕπψ−11 : ψ1(V1) → K
n and ϕπψ−12 : ψ2(V2) → K
n are K-Nash
diffeomorphisms. So ψ2ψ
−1
1 : ψ1(V1 ∩ V2) → ψ2(V1 ∩ V2) is a K-Nash dif-
feomorphism. This means that ψ2 is algebraic over K(ψ1) on some open
neighbourhood of the identity and, hence, by Proposition 3.5, the identity
map from (G˜,A1) to (G˜,A2) is a locally K-Nash isomorphism.
Next, we fix an open subset W ⊆ G and an analytic section s′ : W → G˜
and we want to check that s′ is a locally K-Nash map. (We note that
since W is an open subset of G, it has itself the structure of a locally K-
Nash manifold.) By Proposition 2.5.(3), it is enough to check that for each
a ∈ W there exist g ∈ G, g˜ ∈ G˜ and U ′ ⊆ U such that the restriction of
(φπ(g˜)π)s
′φ−1g to φ(U
′) is a K-Nash map. Taking g := a, g˜ := s′(a) and
U ′ such that aφ(U ′) is a semialgebraic open subset of W , we get that the
previous map is the identity map on φ(U ′) and, hence, a K-Nash map. 
To consider non simply connected locally K-Nash groups, we will be in-
terested in taking quotients of locally K-Nash groups by normal discrete
subgroups, next remark shows that doing so we keep within our category.
Remark 3.8. Let (G, ·, φ|U ) be a locally K-Nash group and let Λ a normal
discrete subgroup of G. Then, (G/Λ, ·, φ|U ) is a locally K-Nash group and
the projection map is a locally K-Nash map.
Proof. We can provide to G/Λ a structure of locally K-Nash group as follows.
Let π : G → G/Λ be the canonical projection of G onto G/Λ. Take (U, φ)
a chart of G such that U only intersects Λ in the identity of G and define
ψ : π(U) → φ(U) : π(u) 7→ φ(u). Since G/Λ has a natural structure of
(complex or real) analytic group and (π(U), ψ) obviously satisfies (i) and (ii)
of Fact 3.1 (because (U, φ) – being a chart of G – satisfies both properties),
there must exist V ⊆ π(U) such that A(V,ψ) is a K-Nash atlas for G/Λ.
When G/Λ is equipped with this locally K-Nash structure, the projection π
is a locally K-Nash map. 
4. Locally C-Nash groups and algebraic groups
This section is dedicated to check that there is a natural adaptation to
our context of classical results concerning the relation between the algebraic
and the analytic structure of complex algebraic groups.
Following the notation of [22], recall that an (abstract) algebraic group
is a group G together with a finite covering of subsets Y1, . . . , Yd of G with
bijections fi from Yi onto an affine algebraic set Xi, for i = 1, . . . , d, such
that:
(1) For each pair (i, j), the set Xi,j := fi(Yi ∩Yj) is a Zariski open subset of
Xi and fi,j := fjf
−1
i is locally rational. Recall that locally rational means
that for each point of Xi,j there exists a smaller Zariski open neighbourhood
of the point where the map is regular, that is, fi,j can be written as the
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quotient of two polynomials whose denominator does not vanish in that
neighbourhood.
(2) For each triple (i, j, k), both
{(fi(y1), fj(y2)) | y1y2 ∈ Yk} and {fi(y) | y
−1 ∈ Yj}
are respectively Zariski open subsets of Xi ×Xj and Xi and the maps
{(fi(y1), fj(y2)) | y1y2 ∈ Yk} → Xk : (fi(y1), fj(y2)) 7→ fk(y1y2)
and
{fi(y) | y
−1 ∈ Yj} → Xj : fi(y) 7→ fj(y
−1)
are locally rational.
We call each pair (Yi, fi) a Zariski chart of G. A subset A of G is Zariski
closed if fi(A ∩ Yi) is a Zariski closed subset of Xi for each i = 1, ..., d.
Given an arbitrary subset A of G, there is an smallest closed subset A
zar
of
G containing A, and called the Zariski closure of A in G (otherwise, there
we would be an infinite descending chain of Zariski closed subsets of Xi for
some i = 1, . . . , d, a contradiction).
We say that an (abstract) algebraic group is irreducible if its correspond-
ing underlying variety is irreducible, that is, if it cannot be written as the
union of two proper closed subsets. Finally, we say that G is defined over
R if all the relevant algebraic sets and locally rational functions are defined
with parameters from R.
We first show that a complex algebraic group has a natural structure of
locally C-Nash group. We recall that, given an affine algebraic set X ⊆ Cm,
the set of smooth points of X is
Smooth(X) = {a ∈ X | dim(TX,a) = dim(X) := min{dim(TX,b) | b ∈ X}},
where TX,a denotes the Zariski tangent space. The set Smooth(X) is an
open Zariski subset of X and it has a natural structure of complex analytic
submanifold of Cm. For, if a ∈ Smooth(X) then there are indexes i1, . . . , in,
where n = dim(X), such that {dxij}j=1,...,n are linearly independent in TX,a.
If we denote π : Cm → Cn the (i1, . . . , in)-projection, then there is an open
ball B centered at a with π(B ∩ X) open in Cn and an analytic section
s : π(B∩X)→ X ⊆ Cm of π. Moreover, since Ua := X ∩B is semialgebraic
and s is the inverse of the semialgebraic map πa := π|Ua , we get that also s is
semialgebraic. Finally, the collection of charts (Ua, πa) for a ∈ Smooth(X) is
an atlas of a complex analytic manifold (see e.g. [18, Cor. 1.26] for details).
In our case, given a complex algebraic group G, let Smooth(G) be the set
of all preimages of the smooth points by the Zariski charts. Then, clearly
Smooth(G) = G. Indeed, given g ∈ G and h ∈ Smooth(G), we consider
the map G → G : x 7→ gh−1x. Since this map is a rational isomorphism
in the Zariski charts, we get that the image of h is also a smooth point. In
particular, G has a canonical n-dimensional complex manifold structure, for
some n. Henceforth, when we refer to open subsets of G we mean open with
respect to this complex manifold structure.
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Lemma 4.1. Let G be a n-dimensional complex algebraic group. Then,
there exists a C-Nash atlas A such that G equipped with A is a locally C-
Nash group. Moreover, if (Y, f) is a Zariski chart of the identity of G, then
there exist a projection π : Cm → Cn on some coordinates and an open
subset U ⊆ Y such that A = A(U,πf |U ).
Proof. By the paragraph above, we already have an analytic structure on G,
so it is enough to check properties (i) and (ii) of Fact 3.1. Let f : Y → X ⊆
Cm be a Zariski chart of the identity e ∈ Y ⊆ G. Let U ⊆ Y be an open
neighbourhood of e for which there exists a projection π : Cm → Cn on some
coordinates such that (U, πf |U ) is a chart of the analytic structure ofG. Note
that we can assume that f(U) is a semialgebraic set, so that V := (πf)(U)
is also semialgebraic. In particular, the inverse s : V → f(U) ⊆ Cm of the
projection π : f(U)→ V is semialgebraic and analytic, i.e., a C-Nash map.
Since G is an algebraic group, there exists an open neighbourhood U ′ ⊆ U
of e such that
fm(f−1, f−1) : f(U ′)× f(U ′)→ f(U) ⊆ Cm : (f(y1), f(y2)) 7→ f(y1y2)
satisfies that each coordinate function is the quotient of two polynomials
whose denominator does not vanish, where m : G → G : (g, h) 7→ g · h.
Without loss of generality, we can assume that f(U ′) is semialgebraic, so
the map above is a C-Nash map. Finally, the composition
φm(φ−1, φ−1)|φ(U ′)×φ(U ′) = π
(
fm(f−1, f−1)
)
(s, s)|φ(U ′)×φ(U ′),
where φ := πf |U , is a C-Nash map, as required.
Similarly, one shows that for each g ∈ G there exists Ug ⊆ U such that
φ ◦ −g ◦ φ−1|φ(Ug) is a C-Nash map making use of the fact that conjugation
by g is a rational map in the Zariski charts. 
Remark 4.2. 1) Let us note that in the above proof we can endow G
with a finite C-Nash atlas A, i.e., the group G is a C-Nash group. Let
f : Y → X ⊆ Cm be a Zariski chart of G. We can assume that X is irre-
ducible and therefore connected. Fix i1, . . . , in in {1, . . . ,m} and let U be
the Zariski open subset of X of points a ∈ X such that {dxij}j=1,...,n are
linearly independent in TX,a. Clearly, it suffices to prove that U is the union
of finitely finitely many C-Nash charts. Note that U is again connected
because its complement is a Zariski closed set of the irreducible X. Let
π : Cm → Cn by the (i1, . . . , in)-projection. Then, by what we wrote just
before Lemma 4.1, the continuous semialgebraic map π|U : U → π(U) is a
covering map. In particular, it must be a finite d-sheeted covering for some
d ∈ N. Since π(U) is a semialgebraic set, there are finitely many semialge-
braic simply-connected open subsets U1, . . . , Uℓ of π(U) whose union is π(U)
(see [30]). Then, each Vi := π
−1(Ui) is an open semialgebraic subset of U and
we can consider the restriction π|Vi : Vi → Ui, which is again a finite cover.
Since Ui is simply-connected, there are open semialgebraic disjoint subsets
Vi,1, . . . , Vi,d of Vi whose union is Vi and such that πij := π|Vi,j : Vi,j → Ui is
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a homeomorphism. Note that U =
⋃
i,j Vij and each pair (Vij , πij) is a chart
of the complex manifold structure of G, as required.
2) If the irreducible algebraic group G in Lemma 4.1 is defined over R,
then the set of real points G(R) of G is a real algebraic group. G(R) has a
canonical structure of Nash group which naturally comes from the complex
one. Indeed, in the proof of Lemma 4.1 we can pick U such that f(U) is
an open subset of X invariant with respect to complex conjugation. Since
π(x) = π(x) for all x ∈ f(U), we clearly have that the section s : V → f(U)
must satisfy s(x) = s(x) for all x ∈ V , where V = πf(U). Therefore if we
set U(R) := f−1(f(U) ∩ Rm) then we get that the chart (U(R), πf |U(R))
induces a Nash group structure on the set of real points G(R) of G.
Moreover, recall that by Chevalley’s theorem [23, Lem. 1 & Thm. 16],
abstract algebraic groups are open Zariski subsets of algebraic subsets of a
projective space Pm(C) for some m ∈ N. If G is defined over R then the
set of real points G(R) of G is an open Zariski subset of an algebraic subset
of the real projective space Pm(R). On the other hand, the real projective
space Pm(R) is biregularly isomorphic to an algebraic subset of Rℓ for some
ℓ ∈ N (see [4, Thm. 3.4.4]). Therefore, there is a Nash embedding of the
connected component G(R)0 of G into Rℓ, that is, the Nash group G(R)0 is
Nash affine.
In affine Nash manifolds there are no infinite strictly descending chains
of Nash subsets, where a Nash subset is the common zero set of finitely
many Nash functions (see [4, §2.8]). In particular, we can consider the Nash
closure of any subset of an affine Nash group.
We now analyze locally C-Nash maps between algebraic groups. The
category of algebraic groups is not a full subcategory of the category of
analytic groups, we will show in Corollary 4.4 that it is indeed a full subcat-
egory of the category of locally C-Nash groups. Recall that given topological
groups G1 and G2, a local isomorphism is a homeomorphism f :W → f(W )
between open subsets W and f(W ) of G1 and G2 respectively, such that
f(xy) = f(x)f(y) for all x, y ∈W with xy ∈W .
Theorem 4.3. Let G1 and G2 be irreducible complex algebraic groups. If
there exist an open semialgebraic subset W of the identity of G1 and a locally
C-Nash map g : W → G2 that is a local isomorphism, then G1 and G2 are
biregularly isogenous.
Proof. In the first part of the proof we will assume that g :W → G2 is just a
locally C-Nash local homomorphism, that is, satisfies that g(xy) = g(x)g(y)
for all x, y ∈W such that xy ∈W .
For each i = 1, 2, let ni denote the dimension of Gi and let fi : Yi → Xi
be a Zariski chart of the identity of Gi, where Yi ⊆ Gi and Xi ⊆ C
mi , and fi
sends the identity to 0. Let Vi be an open (euclidean) subset ofXi containing
0 for which there exist projections πi : Vi → C
ni over some coordinates such
that (f−1i (Vi), πi ◦ fi) is a chart of the locally C-Nash structure of Gi. We
can assume that the projections are over the first ni coordinates.
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Note that, shrinking W , we can also assume that g(W ) ⊆ Y2. Moreover,
we can assume that the open subset U := (π1 ◦f1)(W ) of C
n1 is contained in
π1(V1) and, therefore, (π2 ◦ f2) ◦ g ◦ (π1 ◦ f1)
−1|U = π2 ◦ (f2 ◦ g ◦ f
−1
1 ) ◦π
−1
1 |U
is a C-Nash map.
In other words, if we denote g˜ = f2 ◦ g ◦ f
−1
1 |π−1
1
(U) = (g˜1, . . . , g˜m2) then
there exist polynomials Qj ∈ C[z1, . . . , zn1 , y], Qj 6= 0, such that
Qj(z1, . . . , zn1 , g˜j(π
−1
1 (z1, . . . , zn1))) = 0
for (z1, . . . , zn1) ∈ U and j = 1, . . . ,m2. So, if we consider
Zj = {(z1, . . . , zm1 , y1, . . . , ym2) | Qj(z1, . . . , zn1 , yj) = 0} ⊆ C
m1 × Cm2
and the Zariski closed subset Z := (X1×X2)∩
⋂n
j=1 Zj of X1×X2 then the
graph of g˜ is contained in Z. Furthermore, note that Z is n1-dimensional
near 0. Now, since the graph of g˜ is an analytic manifold, we also deduce
that Z must be irreducible.
All in all, we have shown that AW := Graph(g|W ) ⊆ G1×G2 is contained
in its Zariski closure ZW in Y1 × Y2, which is a closed Zariski irreducible
subset of Y1 × Y2 ⊆ G1 ×G2 and n1-dimensional near 0. Denote by BW :=
AW
Zar
the Zariski closure of AW in G1×G2. Let us show that BW = ZW
Zar
.
Indeed, as AW ⊆ ZW we have BW ⊆ ZW
Zar
. On the other hand, AW is
contained in the Zariski closed subset BW∩(Y1×Y2) of Y1×Y2 and, therefore,
ZW is also contained, so ZW
Zar
⊆ BW . Note that BW is irreducible of
dimension n1 near 0 because the closure of an irreducible set is irreducible
and BW ∩ (Y1 × Y2) = ZW
Zar
∩ (Y1 × Y2) = ZW .
Now, let F be the family of open (in the Euclidean topology) semialgebraic
subsets W1 of W such that W1W1 ⊆W and W1 =W
−1
1 . For each W1 ∈ F ,
we consider the Zariski closure BW1 of AW1 := Graph(g|W1) ⊆ G1 × G2
in G1 × G2, which is again irreducible and n1-dimensional. Let us denote
B =
⋂
W1∈F
BW1 . This intersection is finite, so B = BW1 for some W1 ∈ F .
Let us see that B is a subgroup ofG1×G2. LetW2 ∈ F , withW2W2 ⊆W1,
and note that BW2 = BW1 = B. Pick a point a ∈ AW2 and consider the
Zariski closed subset
La = {x ∈ G1 ×G2 | ax ∈ B}.
Since aAW2 ⊆ AW2AW2 ⊆ AW1 ⊆ B, we get AW2 ⊆ La and, therefore,
B ⊆ La. On the other hand, consider the Zariski closed subset
R = {a ∈ G1 ×G2 | aB ⊆ B}.
We have showed that AW2 ⊆ R, so that B ⊆ R. Finally, let us show that
B−1 = B. Take the Zariski closed set I = {a ∈ G1 ×G2 | a
−1 ∈ B}. Since
W−12 =W2, we have that AW2 ⊆ I and, therefore, B ⊆ I, as required.
We have proved that B is an irreducible algebraic subgroup of G1 × G2
of dimension n1. As B is a group, it is connected and pure dimensional.
In the second part of the proof, we assume that g : W → G2 is actu-
ally a C-Nash local isomorphism. In particular, note that n := n1 = n2
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because G1 and G2 have the same dimension as complex analytic manifold
and, therefore, as algebraic groups. Consider the projection p1 : B → G1.
Note that p1(B) is a n-dimensional subgroup of the irreducible G1, so that
p1 is onto. We have that ker(p1) = e × F2, where F2 is a subgroup of G2.
Moreover, since dim(B) = dim(G1) = n, we deduce that F2 is finite. Simi-
larly, the projection p2 : B → G2 is onto and ker(p2) = F1 × e, where F1 is
a finite subgroup of G1. Therefore, G1/F1 = B/(F1 × F2) = G2/F2, where
the equalities occur in the algebraic category. Hence, we conclude that G1
and G2 are isogenous. 
Corollary 4.4. Any locally C-Nash homomorphism between irreducible com-
plex algebraic groups is a biregular morphism.
Proof. Let G1 and G2 be irreducible complex algebraic groups of dimension
n1 and n2 respectively. Let g : G1 → G2 be a locally C-Nash homomorphism.
LetW be an small enough neighbourhood of the identity of G1 and consider
the restriction g|W : W → G2. Let B be the n1-dimensional irreducible
subgroup of G1 ×G2 obtained in the first part of the proof of Theorem4.3
(noting that in that proof we only assume that g is a locally C-Nash local
homomorphism). By construction and without loss of generality, we can
assume that B is the Zariski closure of A := Graph(g|W ) ⊆ G1 ×G2. Now,
let H be the graph of g, which is an analytic connected subgroup of G1×G2
of dimension n1. Since H ∩B is an analytic subset of the analytic connected
manifold H which contains an open set (because it contains A), it follows
that H∩B = H, i.e., H is a subgroup of B. Since B is a connected group of
dimension n1 and H is a n1-dimensional subgroup, it follows that B = H.
In particular, the isomorphism g is a morphism between algebraic varieties,
as required. 
We finish this section analyzing the set of real points of algebraic groups
defined over R, which by Remark 4.2 has a canonical structure of locally
Nash group. We recall that if G is an irreducible algebraic group defined
over R then – being smooth – G(R) is a Zariski-dense subset of G of real
dimension equal to dim(G) (see [26, p. 8]).
Proposition 4.5. Let G1 and G2 be irreducible complex algebraic groups
defined over R. For i = 1, 2, let Gi(R), Gi(R)
o and G˜i(R)o denote the set of
real points, its connected component and the universal covering respectively.
Then the following are equivalent:
(1) There is a Nash local isomorphism between G˜1(R)o and G˜2(R)o.
(2) There is a biregular isogeny between G1 and G2 defined over R.
(3) G1(R)
o and G2(R)
o are Nash isogenous.
Proof. (2) implies (1) is clear. We show (3) implies (2). The graph of
the isogeny is a Nash subgroup of G1(R)
o × G2(R)
o of dimension n :=
dimG1(R) = dimG2(R). Take the Zariski closure Hreal of the latter in
the real algebraic group G1(R) ×G2(R), which is an algebraic subgroup of
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dimension n. Then, pick the Zariski closure H of Hreal in G1 × G2, which
is again an algebraic subgroup of dimension n. The projection over the
irreducible G1 is a constructible subgroup of G1 of dimension n, so it equals
G1. Similarly for G2. Therefore H induces an biregular isogeny defined over
R.
(1) implies (3). By (1) we have a Nash local isomorphism g : W →
G2(R)
o, where W is an open connected semialgebraic subset of G1(R)
o.
Recall that G1(R)
o × G2(R)
o is Nash affine group by Remark 4.2. Let F
be the family of open connected semialgebraic subsets W1 of W such that
W1W1 ⊆ W and W1 = W
−1
1 . For each W1 ∈ F , we consider the Nash
closure BW1 of Graph(g|W1) ⊆ G1(R)
o × G2(R)
o, which is connected and
n-dimensional. Let us denote B =
⋂
W1∈F
BW1 . This intersection is finite,
so B = BW1 for some W1 ∈ F .
It is easy to show that B is a Nash connected subgroup of G1(R)
o×G2(R)
o
of dimension n, which induces a Nash isogeny, as required. 
5. Abelian locally K-Nash groups
A simply connected abelian locally K-Nash group is analytically isomor-
phic to Kn, for some n. Thus, this section is dedicated to the study of the
local K-Nash group structures on Kn. Since we want to consider both the
real and complex case, we first recall some notions related to invariant mero-
morphic maps. Then, we will introduce some notation which allows us to
state the results in [2] – on maps admitting an algebraic addition theorem–,
and finally, we will apply these results to our case.
We recall that a meromorphic map f : Cn 99K Cm is an invariant mero-
morphic map if f(u) = f(u) for each u ∈ Cn where f is defined. We use the
symbol 99K to stress that these functions are not defined in all points of Cn,
they are defined off an analytic subset. We say that a map f : Cn 99K Cm
is C-meromorphic if it is just meromorphic and R-meromorphic if it is in-
variant meromorphic.
Let OK,n be the ring of power series in n variables with coefficients in K
that are convergent in a neighbourhood of the origin, andMK,n its quotient
field. As usual, by the identity principle for analytic functions, we identify
OK,n with the ring of germs of analytic functions at 0, and MK,n with its
quotient field.
We say that φ ∈ MnK,n admits an algebraic addition theorem (AAT) if
φ1, . . . , φn are algebraically independent over K and φ(u + v) is algebraic
over K(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v)), where u and v denote n-tuples of
variables.
We recall that by the well-known description of abelian Lie groups, the
only analytic structure on the additive group Kn is the standard one (the
one given by the identity map, so that its compatible charts are exactly the
analytic diffeomorphisms). Next result relates locally K-Nash structures on
(K,+) with maps admitting an algebraic addition theorem:
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Lemma 5.1. Let (U, φ) be a chart of the identity of the group Kn compatible
with its standard analytic structure. Then, the following are equivalent:
(1)There exists an open neighbourhood of the identity U ′ ⊆ U such that
φ(U ′)× φ(U ′)→ φ(U) : (x, y) 7→ φ(φ−1(x) + φ−1(y))
is a K-Nash map (and therefore, there exists an open neighbourhood V ⊆ U
of 0 such that (Kn,+, φ|V ) is a locally K-Nash group), and
(2) φ admits an AAT.
Proof. (1) implies (2): By hypothesis, φ(U ′) is semialgebraic, since it is the
projection of the domain of a semialgebraic map. Fix i ∈ {1, . . . , n}. As
we have mentioned in the definition of K-Nash map, this hypothesis implies
that there exists Pi ∈ K[X1, . . . ,X2n+1], Pi 6= 0, such that
Pi(x1, . . . , xn, y1, . . . , yn, φi(φ
−1(x) + φ−1(y))) ≡ 0 on φ(U ′)× φ(U ′),
where x := (x1, . . . , xn) and y := (y1, . . . , yn). Since φ is a diffeomorphism,
letting u := φ−1(x) and v := φ−1(y), we deduce that
Pi(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v), φi(u+ v)) ≡ 0 on U
′ × U ′.
In addition, the coordinate functions φ1, . . . , φn are clearly algebraically in-
dependent. So φ admits an AAT.
(2) implies (1): Fix i ∈ {1, . . . , n}. If φ admits an AAT then there exists
Pi ∈ K[X1, . . . ,X2n+1], Pi 6= 0, such that
Pi(φ1(u), . . . , φn(u), φ1(v), . . . , φn(v), φi(u+ v)) ≡ 0 on U
′ × U ′
for some open neighbourhood of the identity U ′ ⊆ U . Since φ is a diffeomor-
phism, we can let x := φ(u) and y := φ(v) and shrinking U ′, if necessary, to
make it semialgebraic, as required. 
The main purpose of this section is to improve the above lemma. Namely,
we want to prove that any locally K-Nash structure on (Kn,+) comes from
a global K-meromorphic map f : Cn 99K Cn admitting an AAT. For that
reason we introduce the following notation. Let f : Cn 99K Cn be a K-
meromorphic map admitting an AAT and satisfying the following condition:
(*) there exist a ∈ Kn and an open neighbourhood U ⊆ Kn of 0 such
that
ϕ : U → Kn : u 7→ ϕ(u) := f(u+ a)
is an analytic diffeomorphism onto its image.
By [2, Lem. 3] such ϕ is algebraic over f , and by [2, Lem. 4] ϕ admits an
AAT. We will denote by (Kn,+, f) the locally K-Nash group (Kn,+, ϕ|V ),
where V ⊆ U is an open neighbourhood of 0 given by Lemma5.1.
To make the notation sound, it remains to check that the locally K-Nash
group structure is independent of a and the domains U and V . That is, we
have to show that given a K-meromorphic map f : Cn 99K Cn admitting an
AAT, and given a1, a2 ∈ K
n such that
ϕ1 : U1 → K
n : u 7→ f(u+ a1), ϕ2 : U2 → K
n : u 7→ f(u+ a2),
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are analytic diffeomorphisms onto their corresponding images, we have that
(Kn,+, ϕ1|V1) and (K
n,+, ϕ2|V2) are isomorphic as locally K-Nash groups,
where V1 ⊆ U1 and V2 ⊆ U2 are given by Lemma5.1. By [2, Lem. 3] ϕ1 is
algebraic over K(ϕ2). Hence, by Proposition 3.5 the identity map is a locally
K-Nash isomorphism between (Kn,+, ϕ1|V1) and (K
n,+, ϕ2|V2).
Hereafter, when we write (Kn,+, f) is a locally K-Nash group, we are also
assuming that f : Cn 99K Cn is a K-meromorphic map admitting an AAT
and satisfying condition (*) above.
Remark 5.2. If (Rn,+, f) is a locally Nash group then (Cn,+, f) is a locally
C-Nash group. Indeed, by definition the R-meromorphic f : Cn 99K Cn
admits an AAT and satisfies condition (∗) for K = R. That is, there exist
a ∈ Rn and an open neighbourhood U ⊆ Rn of 0 such that the map U →
Rn : u 7→ f(u + a) is an analytic diffeomorphism. Hence, the determinant
of its Jacobian at 0 is not zero. Thus, the determinant of the Jacobian
at 0 of f(u + a) : Cn 99K Cn is not zero, and we get that f is a local
diffeomorphism at 0. Conversely, if (Cn,+, f) is a locally C-Nash group and
f is R-meromorphic then (Rn,+, f) is a locally Nash group. For, working
again with the Jacobian it is easy to find a ∈ Rn such that condition (*) is
satisfied.
Now we are ready to prove the main results of this section. We will make
use of the following extension result from [2]:
Fact 5.3. [2, Thm. 1] Let φ := (φ1, . . . , φn) ∈ M
n
K,n admit an AAT. Then,
there exist ψ := (ψ1, . . . , ψn) ∈ M
n
K,n admitting an AAT and algebraic over
K(φ), and an additional meromorphic series ψ0 ∈ MK,n algebraic over K(ψ)
such that:
(1) For each f(u) ∈ K
(
ψ0(u), . . . , ψn(u)
)
,
(a) f(u+ v) ∈ K
(
ψ0(u), . . . , ψn(u), ψ0(v), . . . , ψn(v)
)
and
(b) f(−u) ∈ K
(
ψ0(u), . . . , ψn(u)
)
.
(2) Each ψ0, . . . , ψn is the quotient of two convergent power series whose
complex domain of convergence is Cn.
Theorem 5.4. Every simply connected n-dimensional abelian locally K-
Nash group is isomorphic to some (Kn,+, f).
Proof. Let G be a simply connected n-dimensional abelian locally K-Nash
group equipped with a Nash atlas B := {(Wi, ϕi)}i∈I . In particular, G is an
analytic group with this atlas and, therefore, there exists an isomorphism of
analytic groups α : G→ Kn, where Kn is equipped with its unique analytic
group structure, the standard one. Since B is a K-Nash atlas for G, we have
that
A := {α(Wi), ϕiα
−1}i∈I
is a K-Nash atlas for Kn compatible with its standard analytic structure.
Moreover, G equipped with B is clearly locally K-Nash isomorphic to Kn
equipped with A (see Proposition 3.5).
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Now, consider a chart of the identity (U,ϕ) ∈ A. Firstly, note that,
as analytic chart, (U,ϕ) must be compatible with the standard analytic
structure of Kn, so ϕ is an analytic diffeomorphism. Also, being a chart of
a locally K-Nash group structure, it satisfies condition (1) of Lemma 5.1, so
ϕ admits an AAT.
Next, we apply Fact 5.3 to obtain a K-meromorphic map
ψ := (ψ1, . . . , ψn) : C
n
99K Cn
admitting an AAT and such that ψ is algebraic over K(ϕ) as power series.
By algebraic independence, it follows that ϕ is also algebraic over K(ψ).
We will prove that (Kn,+, ψ) is a locally K-Nash group isomorphic to
(Kn,+, ϕ|U ) and hence to K
n with its atlas A, so we can take ψ for the f in
the statement. The only thing which remains to be proved is that ψ satisfies
condition (*). Indeed, there exists an open dense subset W ⊆ Kn such that
ψ|W : W → K
n is analytic. Let ∆ denote the determinant of the Jacobian
of ψ|W . Since ϕ is an analytic diffeomorphism, we deduce that dϕ at 0 is
a vector space isomorphism. Hence, dϕ1, . . . , dϕn are linearly independent
over MK,n, and so they are dψ1, . . . , dψn. Thus, ∆ is not identically zero
on W , so there exists a ∈ W such that ∆(a) 6= 0. Thus, ψ is a local
diffeomorphism at a, so there exists an open neighbourhood V ⊆ Kn of 0
such that V → Kn : u 7→ ψ(u + a) is a diffeomorphism onto its image, as
required. 
The following result characterises isomorphism between groups of the
above form.
Proposition 5.5. The locally K-Nash groups (Kn,+, f) and (Kn,+, g) are
isomorphic if and only if there exists α ∈ GLn(K) such that gα is algebraic
over K(f).
Proof. By definition, there exist a, b ∈ Kn and an open neighbourhoods
U, V ⊆ Kn of 0 such that the maps
fa : U → K
n : u 7→ f(u+ a) and gb : V → K
n : u 7→ g(u + b)
are charts of the corresponding groups. Note that any analytic automor-
phism of (K,+) is of the form α ∈ GLn(K). Note that any analytic auto-
morphism of (K,+) is of the form α ∈ GLn(K). Thus, by Proposition 3.5 it
suffices to prove that for any α ∈ GLn(K), gα is algebraic over K(f) if and
only if gbα is algebraic over K(fa). The latter is true by [2, Lem. 3]. 
Next, we introduce an invariant of isomorphism types of abelian locally
K-Nash groups, which will be specially useful for the classification of the
latter groups in dimension one and two (see [3]).
Let Λ be a discrete subgroup of Cn. Then, there exist r ≤ 2n and
λ1, . . . , λr ∈ Λ, linearly independent over R, such that
Λ = Zλ1 ⊕ . . . ⊕ Zλr.
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We call r the rank of Λ (the dimension of Λ as a free Z-module), and denote
it by rankΛ. A discrete subgroup Λ of Cn is a lattice if rankΛ = 2n. We
say that a subgroup G ≤ Cn is an invariant subgroup if G = G, i.e., if g ∈ G
implies that g ∈ G.
The previous concepts are related to meromorphic maps as follows. Given
a meromorphic map f : Cn 99K Cm, we define the group of periods of f as
Λf := {a ∈ C
n | f(u) = f(u+ a)},
where f(u) = f(u+a) means that if f = g/h then g(b)h(b+a) = h(b)g(b+a),
for all b ∈ Cn. Note that Λf is a subgroup of C
n, which is invariant, provided
that f is also invariant. We have the following:
Lemma 5.6. Let f : Cn 99K Cn be a meromorphic map. We have:
(1) If f is a local diffeomorphism at some point, then Λf is a discrete sub-
group of Cn.
(2) If f is a K-meromorphic map, a ∈ Kn and, for some open neighbourhood
of 0, U ⊆ Kn, the restriction of f(u+a) to U is an analytic diffeomorphism,
then Λf is a discrete subgroup of C
n.
(3) If Λf is a discrete subgroup of C
n and α ∈ GLn(C), then Λfα is a discrete
subgroup of Cn with rankΛfα = rankΛf .
Proof. (1) We can assume that f is a local diffeomorphism at 0. If Λf is not a
discrete subgroup of Cn then, there exists an infinite sequence {ak | k ∈ N} of
points of Λf that converges to some a ∈ C
n. Since f is a local diffeomorphism
at 0, we can take ǫ > 0 such that f is injective and analytic on an open ball
of radius ǫ centered at 0. Let N ∈ N be such that ‖ak − aN‖ < ǫ for all
k ≥ N . Now, Λf is a subgroup of C
n, thus ak − aN ∈ Λf for all k ∈ N. This
implies that f(ak − aN ) = f(0) for all k ∈ N, which contradicts that f is
injective in the mentioned ball.
(2) By (1) we have the case K = C, the case K = R reduces to the former
one by the argument in Remark 5.2.
(3) Take r ≤ 2n and λ1, . . . , λr ∈ Λ linearly independent over R such
that Λf = Zλ1 ⊕ . . . ⊕ Zλr. Then, α
−1(λ1), . . . , α
−1(λr) ∈ Λ are linearly
independent over R and Λfα = Zα
−1(λ1)⊕ . . .⊕ Zα
−1(λr). 
Lemma 5.7. Let f, g : Cn 99K Cn be meromorphic maps such that Λg
is a discrete subgroup of Cn and g is algebraic over C(f). Then, Λf is
also discrete and there exists N ∈ N \ {0} such that NΛf ≤ Λg, and so
rankΛf ≤ rankΛg. Moreover, if the coordinate functions of g are alge-
braically independent over C then rankΛf = rankΛg.
Proof. We begin by proving that Λf is discrete. Fix j ∈ {1, . . . , n} and
let Pj(Z) be the minimum polynomial of gj(u) over C(f(u)). For every
λ ∈ Λf we have that gj(u + λ) is also a root of Pj(Z). Therefore there
are λ1, . . . , λℓj ∈ Λf such that for every λ ∈ Λf there is i ∈ {1, . . . , ℓj}
with gj(u + λ) = gj(u + λi), and so λ − λi ∈ Λgj . Thus, (Λf + Λgj)/Λgj
has finite order ℓj ∈ N
∗ and we can conclude since the order of (Λf +⋂n
j=1Λgj )/
⋂n
j=1Λgj is less or equal than ℓ1 · · · ℓn.
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Now, we show that there exists N ∈ N \ {0} such that NΛf ≤ Λg. We
may assume that Λf 6= {0}. Take λ ∈ Λf \ {0} and fix j ∈ {1, . . . , n}.
Since gj(u + kλ) is a root of Pj(Z) for each k ∈ Z, there exist k1, k2 ∈ Z,
k2 > k1, such that gj(u+k1λ) = gj(u+k2λ). Define Nj := k2−k1 ∈ N\{0},
and consider Nλ the l.c.m. of N1, . . . , Nn. Let {λ1, . . . , λm} be a basis for
Λf , and denote by N the l.c.m. of the Nλ1 , . . . , Nλm . Clearly NΛf ≤ Λg,
as required. This also shows that Λg contains at least rankΛf linearly
independent vectors over R, so rankΛf ≤ rankΛg. The other assertion
follows by symmetry, since if g1, . . . , gn are algebraically independent over
C then f is algebraic over C(g). 
Next result states that the rank is an invariant of the isomorphism class
of a locally K-Nash group. However, we point out that by the classification
of two-dimensional locally K-Nash groups provided in [3], the rank does not
characterise the isomorphism class.
Proposition 5.8. Let (Kn,+, f) and (Kn,+, g) be isomorphic locally K-
Nash groups, for some K-meromorphic maps f, g : Cn 99K Cn that admit an
AAT. If (Kn,+, f) and (Kn,+, g) are isomorphic then rankΛf = rankΛg.
Proof. By Proposition 5.5, there exists α ∈ GLn(K) such that gα is algebraic
over K(f). We note that, by Lemma5.6.(4) and (5), both Λg and Λf are
discrete subgroups of Cn. By Lemma 5.6.(6), Λgα is also a discrete subgroup
of Cn, with rankΛgα = rankΛg. Now, by Lemma5.7, rankΛgα = rankΛf ,
so rankΛf = rankΛg. 
Now, we show that the classification of connected abelian locally K-Nash
groups reduces to the classification of quotients of locally K-Nash structures
over the additive group Kn by discrete subgroups. This also happens in
the complex analytic context (see [16, §C.3.Cor.3]). Here we prove that the
relevant induced maps are K-Nash.
Proposition 5.9. (I) Every connected n-dimensional abelian locally K-Nash
group is isomorphic to some (Kn,+, f)/Γ, where Γ is a discrete subgroup of
Kn.
(II) Let α : (Kn,+, φ) and (Kn,+, ψ) be locally K-Nash. Let Γ1 and Γ2
be discrete subgroups of Kn. Then the following are equivalent.
(1) The locally K-Nash groups (Kn,+, φ)/Γ1 and (K
n,+, ψ)/Γ2 are iso-
morphic, and
(2) there exists an isomorphism α : (Kn,+, φ) → (Kn,+, ψ) such that
α(Γ1) = Γ2.
Proof. (I) Let G be a connected n-dimensional abelian locally K-Nash group.
By Proposition 3.7, G˜ is a a simply connected n-dimensional abelian locally
K-Nash group, so we can apply Theorem5.4.
(II) We begin with (1) implies (2). Let π1 and π2 denote the projections of
Kn ontoKn/Γ1 andK
n/Γ2, respectively. Let β be the locally K-Nash isomor-
phism from (Kn,+, φ)/Γ1 to (K
n,+, ψ)/Γ2. Take an open neighbourhood of
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the identity U ⊆ Kn and an analytic section s2 : β(π1(U)) → K
n such that
π2s2 = Id and e ∈ s2(β(π1(U))). Then, the map de(s2βπ1) : TeK
n → TeK
n
is trivially a homomorphism of Lie algebras. Hence, there exists a homomor-
phism of Lie groups, α : Kn → Kn, such that deα = de(s2βπ1). By symme-
try, changing β by β−1, we get that α is an isomorphism of Lie groups. So
α ∈ GLn(K) and βπ1 = π2α. Now, we note that both α and β are injective
maps and, hence, ker(βπ1) = Γ1, ker(π2α) = α
−1(Γ2) and α(Γ1) = Γ2. It
only remains to show that α is a locally K-Nash map. By Proposition 3.7,
the maps π1 and s2 are locally K-Nash maps, so α|U = s2βπ1|U is a locally
K-Nash map. Thus, by Proposition 3.3, α is a locally K-Nash homomor-
phism.
For (2) implies (1), let α : (Kn,+, φ)→ (Kn,+, ψ) such that α(Γ1) = Γ2,
and
β : Kn/Γ1 → K
n/Γ2 : u+ Γ1 7→ α(u) + Γ2.
By our assumption on α, β is an analytic isomorphism. It only remains
to show that β is a locally K-Nash map. Take a sufficiently small open
neighbourhood of the identity U of Kn/Γ1 and an analytic section s1 : U →
Kn such that π1s1 = Id. We note that β|U = π2αs1|U . By Proposition 3.7,
the maps s1 and π2 are locally K-Nash maps, so β|U is a locally K-Nash
map. By Proposition 3.3, β is a locally K-Nash map. 
We finish the paper by proving one of our main results.
Theorem 5.10. Every simply connected n-dimensional abelian locally C-
Nash group is the universal covering of some (abstract) abelian complex ir-
reducible algebraic group of dimension n.
Proof. By Theorem5.4, we may assume that the locally C-Nash group is of
the form (Cn,+, φ), for some meromorphic map φ = (φ1, . . . , φn) : C
n
99K
Cn admitting an AAT. Moreover, by Fact 5.3, we may assume that there
exist a meromorphic function φ0 : C
n
99K C and R ∈ C[X0, . . . ,Xn] \ {0},
irreducible, such that R(φ0, . . . , φn) = 0 and, for each φi, i ∈ {0, . . . , n},
there exist Ri ∈ C(X0, . . . ,X2n+1) and Qi ∈ C(X0, . . . ,Xn) satisfying
(∗)
{
φi(u+ v) = Ri(φ0(u), . . . , φn(u), φ0(v), . . . , φn(v)) and
φi(−u) = Qi(φ0(u), . . . , φn(u)).
Let F be the field generated by the coefficients of R,R0, . . . , Rn, Q0, . . . , Qn
and let V ⊆ Cn+1 be the zero set of R. Let us denote by X the analytic
subset of Cn such that Cn \X is the set of points where all φ0, . . . , φn are
defined and let us consider the natural map
Φ : Cn \X → V : u 7→ (φ0(u), . . . , φn(u)).
Note that, since φ1, . . . , φn are algebraically independent over C, the affine
irreducible algebraic subset V of Cn+1 is n-dimensional.
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Step 1. Our first aim is to show that V is a pre-group in the sense of Weil
[29, § I.1], via the group (Cn,+, φ). That is, we will prove that there is a
rational map f : V × V 99K V such that:
(G1) If x, y are independent generic points of V over the field F and z =
f(x, y) then
F (x) ⊆ F (z, y) and F (y) ⊆ F (x, z).
(G2) If x, y, t are independent generic points of V over the field F then
f(f(x, y), t) = f(x, f(y, t)).
Indeed, we consider
f : V × V 99K Cn+1 : (x, y) 7→ (R0(x, y), . . . , Rn(x, y))
and
g : V 99K Cn+1 : x 7→ (Q0(x), . . . , Qn(x)),
which are rational maps over F . As in the meromorphic context, we use the
symbol 99K to stress that these functions are not global, they are defined off
an algebraic subset. We first note that the image of both f and g is contained
in V . For, take D the Zariski open subset of V ×V of all points (x, y) where
f is defined. The preimage f−1(V ) is a Zariski closed subset of D, so there
is an algebraic subset Y of V × V such that f−1(V ) = D ∩ Y . Since D ∩ Y
contains Φ(C \X) × Φ(C \X) by (∗), we deduce that Y has dimension 2n
and, therefore, it equals the irreducible V ×V , so that f−1(V ) = D∩Y = D,
as required. For g the argument is similar.
Let us show that f satisfies property G1. Indeed, take D0 the Zariski
open subset of V × V of all points (x, y) where f(f(x, y), g(x)) is defined
and consider the subset of D0 given by
{(x, y) ∈ D0 | f(f(x, y), g(x)) = y}.
The set is Zariski closed in D0 and arguing as above we get that it equals
D0. This shows that F (y) ⊆ F (x, z) and, by symmetry, we get that F (x) ⊆
F (z, y), as required. The proof of G2 is similar.
Step 2. By [29, Prop. 4], there exists a birational equivalence ω : V 99K W ,
where W is an affine variety group-chunk (see the definition just before
[29, Prop. 3]). By [29, Thm., p.375] and the beginning of the proof in [29,
§ III.6], there exists an algebraic group G with a Zariski chart of the form
ρ :W1 →W , such that:
(1) We have the following diagram:
Cn \X
Φ

W1 ⊆ G
ρ

V
ω // W
ρ−1
II .
LOCALLY C-NASH GROUPS 25
(2) The following equalities hold:
f(x, y) = (ρ−1ω)−1
(
(ρ−1ω)(x) · (ρ−1ω)(y)
)
g(x) = (ρ−1ω)−1
(
[(ρ−1ω)(x)]−1
)
,
for all points x, y ∈ V on which the involved functions can be eval-
uated.
We also note that G is abelian because the algebraic subset of the irre-
ducible G×G which consists in commuting elements does contain a subset
of dimension 2n.
Step 3. Now, our purpose is to define a local isomorphism between Cn
and G. Let Z be the algebraic subset of V for which the birational maps
ω and g are well-defined maps in V \ Z. Consider also the analytic subset
Φ−1(Z) of Cn \ X and denote U := (Cn \ X) \ Φ−1(Z), which is an open
dense subset of Cn \ X. We also note that U is connected, since it is the
complement in Cn of a (thin) analytic subset. Therefore, we can consider
the following analytic map:
h := (ρ−1ω)Φ : U →W1 ⊆ G.
Step 3.1. We claim that the map h satisfies that h(x+ y) = h(x)h(y), for
all x, y ∈ U with x+y ∈ U . Again, the set D1 := {(x, y) ∈ U×U : x+y ∈ U}
is an open subset of the connected U×U whose complement is the preimage
of an analytic subset, hence analytic. Thus, D1 is connected. On the other
hand, the analytic subset {(x, y) ∈ D1 : h(x+y) = h(x)h(y)} has non-empty
interior in D1 because of the above relation (2) of f and the group operation
of G. Since D1 is connected, they must coincide, as required. Similarly, we
have that h(−x) = h(x)−1, for all x ∈ U with −x ∈ U .
Step 3.2. As U is dense in Cn and the maps Cn → Cn : x 7→ 2x and
Cn → Cn : x 7→ −x are homeomorphisms, the sets {x ∈ Cn | 2x ∈ U}
and {x ∈ Cn | − x ∈ U} are dense subsets of Cn. The subset of points
of U where φ is a local analytic diffeomorphism is a proper analytic subset
of U . Thus, there exists a ∈ U such that 2a ∈ U , −a ∈ U and φ is a
local diffeomorphism at a. It follows that there exists an open semialgebraic
neighbourhood U1 of a for which we have that U1 + U1 ⊆ U and such that
φ|U1 is an analytic diffeomorphism onto its image. Consider the following
analytic diffeomorphism onto its image,
s : −a+ U1 → G
−a+ u 7→ h(a)−1h(u).
Step 3.3. We claim that s is a local isomorphism. Indeed, given points
u, v ∈ U1 for which (−a+u)+(−a+v) ∈ −a+U1, we have that−a+u+v ∈ U1
and by definition
s
(
(−a+ u) + (−a+ v)
)
= s
(
− a+ (−a+ u+ v)
)
= h(a)−1h(−a+ u+ v).
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As −a ∈ U and u+ v ∈ U1 + U1 ⊆ U , it follows from Step 3.1 that
s
(
(−a+ u) + (−a+ v)
)
= h(a)−1
(
h(−a)h(u+ v)
)
= h(a)−1
(
h(−a)h(u)h(v)
)
= h(a)−1
(
h(a)−1h(u)h(v)
)
= h(a)−1h(u)h(a)−1h(v)
= s(−a+ u)s(−a+ v),
as required.
Step 3.4. By Corollary 4.1, we have that G has a locally C-Nash structure
and our aim now is to show that s is a locally C-Nash map. We explicitly
define charts of G and (Cn,+, φ) to work with. Note that h(a)−1W1 →W :
y 7→ ρ(h(a)y) is also a Zariski chart. In fact, since h(a) ∈W1, it is a Zariski
chart of the identity. By Corollary 4.1, there exist an open subsetW2 of W1,
with h(a) ∈W2, and a projection π such that
h(a)−1W2 → π(ρ(W2)) : y 7→ π(ρ(h(a)y))
is a chart of the identity of the locally C-Nash structure of G, as required.
We also consider the following chart of 0 of (Cn,+, φ),
−a+ U1 → φ(U1) : y 7→ φ(a+ y),
where we have shrunk U1 so that s(−a+ U1) ⊆ h(a)
−1W2.
To show that the map s is a locally C-Nash map, using the above charts,
it reduces to show that the map
φ(U1)→ π
(
ρ(W2)
)
: z 7→ π(ρ(h(φ−1(z))))
is algebraic over C(id). By definition of the map h, we have that
π(ρ(h(φ−1(z)))) = π(ω(φ0(φ
−1(z)), z)).
On the other hand, φ0 is algebraic over C(φ) and, hence, φ0φ
−1 is algebraic
over C(id). Thus, since ω is a rational map and π is a projection, we deduce
that s is a locally C-Nash map, as required.
Step 3.5. Finally, by the monodromy theorem the local isomorphism s
can be lifted to an analytic global isomorphism S : (Cn,+, φ) → G˜. Thus
showing that S is a locally C-Nash map reduces to check that the map s is
a locally C-Nash (see Proposition 3.3), so we are done. 
From the latter theorem, Lemma 4.1 and Proposition 3.7 we get the fol-
lowing.
Corollary 5.11. The category of simply connected abelian locally C-Nash
groups coincides with that of universal coverings of the abelian complex ir-
reducible algebraic groups.
Remark 5.12. In the proof of Theorem5.10, if f is invariant under complex
conjugation (f(x) = f(x) for all x ∈ V × V ) then the algebraic group we
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obtain is defined over R. Therefore, we also have an alternative proof – in
the abelian case – to the result in [11] mentioned in the Introduction.
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