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Abstract 
 
Due to globalization and international trade, moving goods using a mixture of 
transportation modes has become a norm; today, large vessels transport 95% of the 
international cargos. In the first part of this thesis, the emphasis is on the sea-land 
intermodal transport. The availability of different modes of transportation 
(rail/road/direct) in sea-land intermodal transport and container flows (import, export, 
transhipment) through the terminal are considered simultaneously within a given 
planning time horizon. We have also formulated this problem as an Integer 
Programming (IP) model and the objective is to minimise storage cost, loading and 
transportation cost from/to the customers. To further understand the computational 
complexity and performance of the model, we have randomly generated a large 
number of test instances for extensive experimentation of the algorithm. Since, 
CPLEX was unable to find the optimal solution for the large test problems; a heuristic 
algorithm has been devised based on the original IP model to find near „optimal‟ 
solutions with a relative error of less than 4%. Furthermore, we developed and 
implemented Lagrangian Relaxation (LR) of the IP formulation of the original 
problem. The bounds derived from LR were improved using sub-gradient 
optimisation and computational results are presented.  
In the second part of the thesis, we consider the combined problems of container 
assignment and yard crane (YC) deployment within the container terminal. A new IP 
formulation has been developed using a unified approach with the view to 
determining optimal container flows and YC requirements within a given planning 
time horizon. We designed a Branch and Cut (B&C) algorithm to solve the problem to 
optimality which was computationally evaluated. A novel heuristic approach based on 
the IP formulation was developed and implemented in C++. Detailed computational 
results are reported for both the exact and heuristic algorithms using a large number of 
randomly generated test problems. A practical application of the proposed model in 
the context of a real case-study is also presented. Finally, a simulation model of 
container terminal operations based on discrete-event simulation has been developed 
and implemented with the view of validating the above optimisation model and using 
it as a test bed for evaluating different operational scenarios.  
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Glossary 
ACT Automated container terminal. 
AGV 
Automated guided vehicle to transport container with the automated 
container terminal. 
ASC 
Automated stacking crane which is used in automated terminal to 
transport and load the container in the yard. 
berth A place where the ship moors. 
cluster A section of the yard which is designated for a particular loading vessel. 
Container 
Metal box in standard design, used to carry cargo in units. Containers 
can be 20 or 40 foot in length. The standard measure of a container is 
TEU. 
Container 
Terminal 
A place equipped with infrastructure like stacking space and special-
purpose equipments to handle the containers.  
crane rate 
A measure of productivity of crane. Usually expressed as number of TEU 
per gross hour per crane. 
Discharging To unload the container from the ship. 
dwell time 
The length of time cargo remains in port before being loaded onto a 
ship or collected for domestic distribution. 
EDI 
Shipping line submits the containers information to the terminal via 
Electronic data interchange (EDI). 
EX 
Export container which comes from the customer to the terminal and 
will be transported by the vessel to the destination. 
gate Entry or exit to terminal areas. 
GCR 
Gross crane rate - number of containers handled by the quay crane and 
it will directly affect the vessel turnaround time. 
IM 
Import container which is discharged from the ship and will be 
transported out of the terminal to the customer. 
intermodal 
Transporting containers by two or more modes of transport (ship-to-
ship, inter-terminal, rail, truck). 
IT Internal truck which transports the container within the terminal. 
Loading To load the container onto the ship at the quayside.   
OHBC Overhead bridge crane used to load or unload container. 
Port of A vessel will visit several places during a trip; port of discharge is the 
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discharge destination port for the container to be discharged from the ship. 
QC 
Quay crane which is machinery fixed at the quay side and is used to 
load or unload container from the ship. 
Quay 
In a terminal area, quay is very near the berth where the loading and 
discharging activities happen. 
RMGC 
Rail mounted gantry crane operated on rail, used to load or unload 
container from the truck. 
RTGC 
Rubber tired gantry crane used to load or unload containers from the 
truck. 
SC 
Straddle carrier, a kind of container-handling equipment to load or 
unload the lighter container. 
TC Transfer crane which helps to load or unload the container in the yard. 
TEU  
20-foot equivalent unit is the international standard measure of 
containers. 
TS 
Transhipment container which is discharged from the ship and will be 
loaded on another vessel. 
turnaround 
time 
Time taken for a vessel to arrive in port, unload, reload and depart, also 
refer to the time taken for a truck to arrive in port and deliver or 
receive cargo. 
Vessel Container ship to carry containers in slots or cells. 
Weight 
Weight of the containers normally in Tonnes. They are categorized in 
term of heavy, medium or light. 
XT External truck which transports the container to the terminal. 
yard Land space in the container terminal where the containers are stored. 
YC Yard crane which loads or unloads the containers in the yard. 
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Chapter 1 
 
1. Introduction 
 
For the past two decades, the amount of container flow has increased tremendously. 
Today 95% of the international cargo volume goes through major seaports around the 
world, Gambardella, Mastrolilli et al. (2001b). The dimensions of containers are 
standardised; containers are measured in terms of TEU (twenty footer equivalent unit). 
Some of the busiest terminals in Asia like Singapore and Hong Kong handle tens of 
millions TEU throughput annually. Container terminals form a very important 
gateway in the transport chain for the transhipment of cargo containers. In order to 
handle the enormous amount of throughput, advancement of information technology 
has played a vital role in automating processes and transferring data seamlessly 
between the shipping lines and the terminal operators. The most important objective 
for a container terminal is to shorten the vessel port stay as the vessels are only 
profitable while they are at sea, incurring the minimum operational cost. Since the 
experience of the operators and the basic rules of thumb for a complex terminal 
operation do not always yield a good plan, terminal managers are now looking at 
combining information technology with optimization techniques to produce feasible 
plans for storage space allocation, resource scheduling, berth allocation etc. Many 
Decision-Support-Systems (DSS) for container terminal operations have been 
developed using some form of heuristic rules and Operations Research (OR) 
techniques to minimize vessel turnaround time and improve terminal efficiency.   
 
1.1 Container Terminal Operations 
A container terminal can be broadly defined as an open system of material flow; it can 
be divided into three sections: gate/landside (where containers are loaded/ unloaded 
on/ off trucks and trains), yardside (where containers are stored in stacks) and the 
quayside (where containers are loaded/ unloaded on/ off ships).  The storage area 
(yard) is separated into blocks. A typical block is subdivided into slots/bays, rows and 
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tiers/levels; a block consists of 20-30 slots/bays, each slot has 5-8 rows and the 
containers can be stored in a row and stacked to 5-7 levels high. Consequences of 
higher stacking are reshuffles/ rehandles.  If the containers are only stacked to level 
one, then a container can be retrieved without any rehandles. Unfortunately, due to the 
increase in world‟s container volume, the container terminals today are always short 
of storage space resource. In most cases, the containers are stacked up to level three or 
four, thus to retrieve the ground level container, containers at the top need to be 
relocated (rehandled). Figure 1-1 shows the transportation flows during the two main 
terminal operations, namely, the discharging operation and the loading operation. 
Figure 1-3 provides an overview of the operations that take place at a typical 
container terminal. 
 
The discharging operation (see Figure 1-1a): When vessels arrive at the port, they 
are moored at the berth (quayside) where import (IM) and transhipment (TS) 
containers are discharged from the ship/vessel by quay (gantry) cranes (QCs) and 
loaded onto internal trucks (ITs) or automatic guided vehicles (AGVs). ITs are 
manned-vehicles whereas AGVs are robotic, driven on a road network made of 
electric wires and sensors. As AGVs require high investment cost, they are only used 
in modern terminals like Rotterdam and Hamburg. The IM/TS containers are 
transported and stored in the appropriate yard locations based on the terminal‟s 
storage policy. Yard or transfer cranes (YCs/TCs) are machines deployed at the 
yardside to lift the containers from the truck and stack them according to the plan. IM 
containers for local consumption are retrieved by agents and transported via the 
terminal gates. TS containers are stored in the yard for a period of time before loading 
onto the designated loading ship.  
 
The loading operation (see Figure 1-1b): This is the reverse of the discharge process. 
At the gate side, the export (EX) containers are hauled from agents or shipping lines to 
the terminal via the gate by external trucks (XTs) that are owned by the trucking 
companies. Containers are stored in the yard until loading starts. It is common 
practice for most terminals to store the EX and TS containers that belong to the same 
loading vessel together to facilitate the loading process. YCs remove the containers 
from the stacks and place them on ITs or AGVs that will subsequently transfer them 
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to the quayside. The containers are loaded on to the ship by QCs according to the 
stowage instruction given by the shipping line.  
Internal Truck
Gate
Vessel
2. Storage in yard1. Discharging of import/
transshipment containers
from ship
3. Import container
transported via the gate
Vessel2. Storage in Yard
External
truck
3. Loading of export/
transhipment containers
1. Export container enters
the yard via the gate
(a) Discharging Operation
(b) Loading Operation
Internal Truck
External
truck
 
Figure 1-1: Discharging and loading operations at the container terminal 
1.1.1 Container Terminal Handling Equipment 
Container terminals can be characterised in terms of their specific material handling 
equipment and container stacking facilities; the most commonly used types of these 
are discussed below.  
 
Many specialised YCs exist: Rubber Tired Gantry Cranes (RTGCs), Rail Mounted 
Gantry Cranes (RMGCs), Automated stacking crane (ACS), Over Head Bridge 
Cranes (OHBCs), Straddle Carriers (SC) and forklifts. Due to their light weight, 
forklifts are used to move and stack lighter containers such as empty ones. RTGCs are 
more flexible in operations as they can move between blocks and require fewer 
buffers than RMGCs. RMGCs are less flexible as they need a railway to move. ACSs 
are automated cranes, and are controlled by a computer system and move on rails. 
OHBCs are automatic cranes which are mounted on concrete or steel pillars and are 
only used in the modern terminal. RTGCs and RMGCs are manned by operators and 
can span up to 8-12 rows. Straddle carriers are used for both transporting and stacking 
containers in the yard because they are very flexible. They are usually man-driven and 
able to stack 3 or 4 levels high. YCs allow for stacking of containers from 3 to10 
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levels high and no two YCs can work too closely as they need a buffer of 4-6 slots to 
work safely within the block. YCs can normally load and unload about 8-15 
boxes/hour whereas the common operational performance of a QC is between 22-35 
container moves/hour.   The efficiency of the QCs, determined by the gross crane rate 
(GCR), affects the time a vessel will stay in port.  
 
Container terminal operations become increasingly important and already 
considerable research has been done to solve decision problems in this area.   
Recently, three important survey papers have been published, namely, Vis and de 
Koster (2003), Steenken, Voß et al. (2004) and Stahlbock and Voß (2008). In the first 
paper, the authors describe decision problems at container terminals and review the 
relevant literature of quantitative models used for solving them.  The second paper 
provides a broad overview of the main logistics processes and operations in container 
terminals. Stahlbock and Voß (2008) is an updated literature review of the latter with 
a similar structure. Ma and Hadjiconstantinou (2005) have developed a new novel 
classification/ and modelling, solution framework in which a decision problem in the 
yard is categorized according to its planning time horizon and modelled/ solved as a 
basic OR problem type. 
  
1.2 Practical significance 
 
Container terminal operations are essential to the world economy. In 2005, the world 
container throughput exceeded 340 million TEU and the amount is gradually 
increasing at the rate of more than 10% annually [110] (Figure 1-2).  Today mega-
vessels are capable of carrying more than 10000 TEU. Container terminals are faced 
with bigger challenges to meet this demand and most terminals today are operating 
close to their capacity. It is a real operational need and is more pressing than ever to 
improve terminal performance without high investment on equipment and manpower. 
Most terminal operators believe this can only be achieved with the use of “intelligent” 
DSS which can help them to make better decisions with less human intervention and 
efficiently plan the terminal resources with minimum wastage.  
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Figure 1-2: World container throughput in millions TEU (from year 2000 – 2005) 
 
(* source from Port of Hamburg: http://www.hafen-hamburg.de/content/view) 
 
 
1.3 Research Motivation and Goals 
 
Container terminal processes are closely integrated and very complex, thus it is 
impossible to solve all the decision problems within a single optimization model using 
today‟s computer power. Most researchers only focus on a particular area of terminal 
operation. Optimizing one process does not guarantee the improvement of overall 
terminal efficiency and in some cases may result the deterioration of operations.  
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Figure 1-3: Overview view of container terminal operations 
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It is well known that most of the container flows occur in the yard; hence, efficient 
yard planning is crucial for a smooth material flow in the terminal. Most of the 
problems in a container terminal have been solved using some kind of heuristic 
methods. In this thesis we are concerned with decision problems in the container yard 
and the main goals of the research are stated below: 
 
1. To conduct the state-of-the-art literature review on intermodal transport and 
container terminal operations. 
2. To investigate sea-land intermodal transport and determine the optimal flow of 
containers in sea-land intermodal with an objective of minimizing the 
operational cost while still satisfying the on-time delivery. 
3. To develop a mathematical model to analysis the optimal flow of containers in 
a container terminal yard.   
4.  To validate and evaluate the operational plan given by the above developed 
model. 
 
The above objectives are achieved in the following steps:  
  
1. A new classification has been developed to review operation problems in the yard 
according to typical OR problem types, review and analyze the solution methods 
used to solve these problems. 
2. Sea-land intermodal has been researched in detail in this thesis. An IP model and 
a new algorithm are implemented to model the optimal flow of containers and to 
solve sea-land logistic problem more efficiently. 
3. By combining container assignment and YC deployment (CAYCD) problem in a 
single optimization model, a new heuristic method based on IP formulation has 
been developed and  “near optimal” solutions have been found  within minutes. 
4. A container terminal simulation program that mimics terminal operations at gate, 
yard and quay sides is used to validate “goodness” of the operational plan given 
by IP model, collect statistical samples for analysis and as a “test bench” to test 
different operational scenarios. 
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5. Finally, our research on container assignment and YC deployment model has been 
applied in a practical context, by doing case studies for the largest container ports 
in UK and the largest in Greece. 
 
1.4 Methodological preliminaries: Exact Solution Techniques 
It is useful at this point to present a brief overview of techniques which are commonly 
used to solve a large variety of Mixed Integer Programming (MIP) / IP problems. We 
will refer to these solution techniques throughout the thesis. 
 
1.4.1 Mixed Integer / Integer Programming Problems 
Discrete optimization problems arise very commonly in business, engineering and 
science. In this kind of problems, models are formulated consisting of an objective 
function (minimize or maximize), a set of discrete decision variables and a set of 
constraints which define the rule, scope and limitation of the problems. A problem is 
formulated as an Integer Programming (IP) problem, when the decision variables are 
limited to integer solutions. If the decision variables are only Boolean either 0 or 1, 
the problem is referred to as Binary Program.  However, if there are some continuous 
variables y involved, then the problem is called the Mixed Integer Programming 
(MIP) problem. Let A, B be matrices, and vectors b, c, d be vectors, x be a set of 
discrete variables and y be a set of continuous variables. Then Model M 1 and Model 
M 2 show the standard MIP problem formulation and Linear Programming (LP) 
relaxation of the problem. 
 
Model M 1: General MIP problem 
 
' 'minimize
subject to
c x d y
Ax By b
x
y



 




       1-1 
where x is positive integer and y is positive real number. 
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Model M 2: General LP Relaxation problem 
 
' 'minimize
subject to
c x d y
Ax By b
x
y



 




       1-2 
where both x and y are positive real numbers. 
1.4.2 Branch and Bound Algorithm 
 
Branch and Bound (B&B) was developed in 1960 by Land and Doig (1960) to solve 
MIP and pure integer linear programming (ILP) problems. It is an exact algorithm 
which guarantees to find an optimal solution by searching the complete solution space 
of a given problem. Instead of explicitly enumerating the entire solution space, it is 
based on divide and conquer strategy. Branching subdivides the problem into smaller 
subsets and the use of bounds (“bounding”) and current best solution enable the 
algorithm to search only parts of the solution space implicitly. If the lower bound of a 
tree node A is greater than the upper bound associated with another node B, then A 
may be safely discarded from future search and it is called “pruning”. The search 
process stops when all the nodes are solved or pruned or when the upper bound and 
the lower bound on the optimal solution of a problem coincide (a global optimal is 
obtained) or a certain criterion is met between the best solution and lower bounds on 
all unsolved sub-problems. Figure 1-4 shows an example of a branch and bound tree. 
P0
P1 PNPi
Pi1 Pij Pik
 
Figure 1-4 A branch and bound tree 
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The basic steps in a branch and bound procedure used to solve a minimization 
problem are given below: 
 
a. Initialisation step 
Solve the LP relaxation of the IP; if the optimal solution consists of integer 
values for all the variables then the optimal IP solution has been obtained. If 
not, the LP solution represents the initial lower bound to IP. The initial upper 
bound on the integer programming problem is set to  . At this point, the 
optimal integer programming solution is within the lower bound and upper 
bound. Proceed to step b. 
 
b. Branching step 
If at a given node, an integer variable jx has a fractional value 
*
jx in the 
solution obtained, then Branch or partition the problem into two new sub-
problems using the variable jx .  The branching is done by introducing two 
mutually exclusive constraints, 
*
j jx x    , and 
* 1j jx x    where 
x   denotes the greatest integer which gives the largest integer less than or 
equal to x, that satisfy integer requirement while preventing the exclusion of 
any feasible integer solution. The overall upper bound solution (for 
minimisation problem) is updated throughout the process with the best-known 
integer solution. Proceed to step c. 
 
c. Bounding step 
Determine the solution of each newly created sub problem by solving it as a 
LP. Find the lower bounds for each new sub problem. 
 
d. Fathoming step 
Each sub problem is examined to check if it is desirable to explore it any 
further. There are four possible outcomes for each sub problem. 
i. If the sub problem has no feasible LP solution, it is fathomed as being 
infeasible. 
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ii. If the new LP solution is worse than the best solution found so far then 
it is eliminated from further consideration (fathomed by bounding). 
iii. If a sub problem has all integers, the value of this integer solution is 
compared to the best integer solution found so far. If the integer 
solution for the sub problem is worse than the best integer solution 
found to-date, it is fathomed by integrality. If the integer solution for 
the sub problem is better than the best integer solution found so far, it 
is updated as the current upper bound. 
iv. If the sub problem has a LP solution that does not have an integer 
value for all the integer-constrained variables, but is better than any 
integer solution obtained so far, we update the lower bound. Return to 
step b and branch on the sub problem. 
 
e. Completion step 
 Steps b, c and d are repeated for each sub problem until either there is no further 
sub problem (i.e. node list is empty) to be examined in which case the optimal 
integer solutions to the original problem is obtained or an imposed time/tolerance 
limit is reached, where tolerance limit is the relative gap between the lower bound 
and the best integer solution. At this point, the integer solution obtained is the 
optimal integer solution and the entire procedure stop. 
 
Figure 1-5 shows a graphical overview of the branch and bound algorithm 
described above. 
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Figure 1-5 An overview of Branch and Bound algorithm 
 
1.4.3 Cutting Plane Algorithm 
Cutting plane algorithm introduced by Gomory (1960) , is an alternative method to 
the branch and bound method used to solve general convex optimization problems. A 
cutting plane (or cut) is a new functional constraint that reduces the feasible region for 
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a linear problem relaxation without eliminating any feasible integer solutions. It seeks 
to approximate the Convex Hull of the problem by adding cuts to the original problem 
see (Figure 1-6).  Let‟s consider the standard IP problem (P), Model M 3. 
Model M 3: General IP model 
 
Minimise
subject to
0 
 is integer
P: cx
Ax b
x
x


       1-3 
 
Model M 4: General LP relaxation (LPR) model 
Minimise
subject to
0 
LPR: cx
Ax b
x


       1-4 
 
Let 
1 2{ , ,..., }kX x x x  be the set of feasible integer solutions to problem IP in Model 
M 3. We assume that the feasible set is bounded then the Convex Hull of 
nX    is 
defined as: 
 
Convex Hull, CH (X) 
1 1
1, 0,
k k
i i i i i
i i
x x X  
 
 
    
 
   
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Figure 1-6: Graphical representation of convex hull and a cut in 
2  
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There are two ways to generate cuts, a generic cut named a Gomory cut can be 
generated from any linear programming tableau. It can be used to solve any problem 
but the convergence to an integer solution can be very slow. Using the cutting-plane 
algorithm, the optimal integer solution will be obtained eventually after all the non-
integer solutions have been cut away, or when no further valid inequalities can be 
found. The second approach is to generate very good cuts based on the problem 
structure which are more efficient than a generic cut. However, the cutting plane 
algorithm alone has been proved unsatisfactory in practice because the generation of a 
cut is computationally expensive and finding an efficient cut to cut-off a significant 
part of the solution space can be very tedious. But it will terminate in a finite number 
of steps.   
The earliest type of cut for IP is the Gomory cut proposed by Ralph E. Gomory in 
1958, which utilizes some information from the optimal simplex tableau. These cuts 
can be generated during a B&C framework in order to improve the LP relaxation 
bound.  
We solve the standard LP problem (Model M 4) using the Simplex method. Let *x  be 
an optimal basic feasible solution and let B be the associated optimal basis such that x 
can be partitioned into a sub vector 
Bx  of basic variables and Nx  of non basic 
variables. Let N be the set of indices for no basic variables. Let 
1( )ij j ia B A
  
and 1
0 ( )i ia B b
 . We consider one equality from the optimal tableau, in which 0ia  is 
fractional:  
0i ij j i
j N
x a x a

          1-5 
Since 0jx  for all j, Gomory cut can be derived as follows. 
0i ij j i
j N
x a x a

                1-6 
 
where a   denotes the greatest integer which gives the largest integer less than or 
equal to a. 
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This inequality is valid for all the integer solutions and cuts off the current LP 
solution. CPLEX software can generate different types of cuts, such as, clique cuts, 
cover cuts, disjunctive cuts, flow cover cuts, flow path cuts, Gomory fractional cuts, 
generalized upper bound cuts, implied bound cuts, mixed integer rounding cuts, 
counting cuts, parameter affecting cuts and adding cut. Cuts are automatically 
generated by CPLEX whenever it is required. Hence, a new powerful algorithm 
named branch-and-cut (B&C) algorithm was developed. 
 
1.4.4 Branch and Cut Algorithm 
 
Branch and Cut (B&C) is a hybrid of B&B with a cutting plane method, first 
introduced in Wolsey and Nemhauser (1988) to solve the combinatorial MIP 
problems to optimality. The algorithm involves carrying out an enumeration process 
similar to B&B, but the bounds from the LP relaxations are strengthened using cuts. 
Cuts may be either global which are valid for all feasible integer solutions or local 
cuts which are only valid for the sub problems. The core of B&C is to generate cuts 
which cut off the fractional portion of the solution space, thus this algorithm is often 
faster than a simple B&B algorithm.  Furthermore, a B&C leads to faster convergence 
than pure cutting plane methods. It is implemented in most optimization solvers like 
ILOG. There are also other parameters like variable selection and node selection 
which can allow us to better control the performance of a B&C algorithm. Studies 
have shown that preprocessing and fixing of variables can help to reduce the problem 
size but may increase the run time of a B&C algorithm.  
 
Variable selection 
 
Variable selection refers to selecting the variable to branch among all fractional 
variables in LP solution. The main objective of selecting the most appropriate variable 
to branch is to speed up the process of branch and bound or branch and cut, to prune 
off the tree either by infeasibility test or bound test. Some of the most commonly 
known variable selection techniques which are implemented in CPLEX are presented 
below. 
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 Minimum infeasibility branches on a variable with a value closest to 0 or 1. 
This rule will find a feasible integer solution easily but converges slowly to 
the optimal solution. 
 
 Maximum infeasibility branches on a variable with a value closest to 0.5. 
This rule makes „radical‟ changes in the two branches early in the tree which 
leading to faster convergence to the optimal solution. 
 
 Maximum cost selects a variable to branch which has the largest cost 
coefficient in the objective function.  
 
 Strong branching selects a variable which has the most promising branch. In 
this case a number of sub problems are partially solved and the corresponding 
branches are examined to check which branch will converge faster to the 
optimal solution. This rule is time consuming but can potentially cut down the 
tree search significantly. 
 
During the B&C algorithm, based on the problem considered at a node and the overall 
original problem, a combination of these rules presented above can be applied to 
search for the optimal solution. 
 
Node selection strategies 
 
Node selection is the task of selecting the node to process next so that the search tree 
will terminate quickly after the current node has been partitioned into two new sub 
problems. CPLEX has implemented a number of node selection strategies. 
 
 Depth-first search (DFS) is an algorithm for searching a tree. One starts at 
the root node and explores as far as possible along each branch before 
backtracking. DFS has a high chance of finding a feasible solution quickly but 
it generates a long, memory-consuming list of unexplored nodes.   
 Best-bound search selects a node with the best LP values (minimum value for 
a minimization problem) among all the nodes which have not been explored.  
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Compared to DFS, best bound search requires a higher node evaluation time 
but can improve the bounds quickly. 
 Best-estimate search selects a node with the best-estimate of the integer 
solution at the current node. This rule estimates the solution value of the 
problem at the current node when all the integer infeasibilities are removed.  
 Backtracking when a node has been pruned, backtracking selects a node 
which is at a higher level of the tree than the current node.   
 
For a B&C trees, DFS often results in faster processing time at an individual node but 
the overall solution time is worse than the best-bound node because in the former case, 
each branch is searched exhaustively to its deepest level before it is fathomed in favor 
of better branches.  
 
Cut generation 
In the B&C algorithm, a series of continuous sub problems are actually solved. If a 
node is not pruned and the solution of the LP relaxation of the corresponding problem 
has one or more fractional value, then cuts can be generated. That is, valid constraints 
that are added to the original formulation which are violated by the current fractional 
solution but are satisfied by all feasible integer points. Cuts generally reduce the size 
of the search tree. Global cuts are frequently generated at the root nodes of the tree 
and they are valid for the whole problem and all sub problems of the tree. Local cuts 
are only valid for the node where they are generated and its branches, they need to be 
handled with care during backtracking.  
1.4.5 Computation of Lower Bounds 
 
LP Relaxation Lower Bound  
 
The computation of tight upper and lower bounds on the value of the objective 
functions of a problem is crucial for the efficiency of a B&B / B&C algorithm 
assisting in the fathoming process. For a minimization problem, heuristic methods are 
generally used to obtain good quality upper bounds. In this section, two efficient 
methods for obtaining lower bounds are discussed.   
 
  32 
Consider the general IP model, Model M 3, in which we can now relax the integrality 
constraints on the variables resulting in a LPR of the original problem, Model M 4. 
Thus LPR has the same objective function and same constraints as the original 
problem, without the restriction that the decision variables must have integer values.  
An integer solution to a LPR problem is the optimal solution to the original IP 
problem, however it is rare. The objective value of LPR is a lower bound to the 
original IP problem ( * *LPR IPZ Z ).  
 
Lagrangian Relaxation (LR) Lower Bound 
 
Lagrangian relaxation is a relaxation technique whereby we try to relax some of the 
hard and difficult constraints in the objective function in order to solve the relaxed 
problem. The optimal value of the relaxed problem will always provide a lower bound 
to the original problem IP ,Bertsimas and Tsitsiklis (1997). In general, the bound 
obtained from LR is tighter than the LPR bound.  Cao and Uebe (1993), Imai, 
Nishimura et al. (2001), Park and Kim (2002) used LR and sub-gradient optimization 
to generate lower bounds.  
 
Let us consider a general form of IP (Model M5).  Assume that, there are two sets of 
linear constraints for the problem such that Ax b are the complicated and coupling 
constraints (we may assume that the problem is easily solved without these 
constraints). We can write our problem in the following form: 
 
Model M 5: IP model with easy and hard constraints 
Minimize cx  
Subject to Ax b    (P)     1-7 
                 
 integer
Dx d
x

 
 
Using LR, these constraints will be relaxed by putting them in the objective function 
with an associated multiplier  . The resulting problem is given in Model M6.  
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Model M 6: General LR model 
 
Minimize ( )cx b Ax   
Subject to x X                         (D)                    1-8 
{ : ,  integer}X x Dx d x  .  
Let the Lagrangian function: 
0
( ) min{ ( ); }L cx b Ax x X

 

    . For any 
vector 0  , the value of ( )L  is a lower bound to the optimal objective function *Z  
of the original problem (P) in Model M5. To obtain a tighter bound, we are looking 
for optimal value of *u which will give the maximum value for ( )L  . 
Let *
0
max ( )L L



  be referred to as Lagrangian multiplier problem. According to the 
weak duality, the following inequality holds, * *( ) ( )L L Z cx    , where x is any 
feasible solution to the original problem (P) in Model M5. However, the Lagrangian 
multiplier problem is another LP problem and it might not be any easier to solve it 
than the original problem. Fortunately, there are some algorithms which can be used 
to solve the Lagrangian multiplier problem efficiently. Subgradient optimization 
algorithm is developed to solve the Lagrangian multiplier problems in an interactive 
fashion.  The advantage of subgradient optimization is that it can be used for non-
differentiable functions. The steps required to compute the solution to the relaxed 
problem which finds the Lagrangian multiplier are described below. 
 
Subgradient optimization procedure 
 
Let ,LB UBZ Z be the lower bound and upper bound for the original IP problem (P) in 
Model M5.  
For a number of iteration k = 1, 2,…, K : 
Step 1  Find a feasible solution to the original IP problem (P) and denote its value by 
UBZ  . 
Step 2   Choose an initial value of 0 .  
Step 3  If LB UBZ Z  or all 0  , STOP.  Solve LR problem (D) using the 
Lagrangian multiplier  . Let x be the solution to problem (D) with an 
associated the objective function value DZ which is a lower bound to original 
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problem (P). LB DZ Z . If x is feasible to original problem (P), compute the 
objective value for problem P, PZ . If PZ  < UBZ , UB PZ Z .  
Step 4   Update the multipliers  
             Let ks is the gradient at point 
kx   , k is the step length at step k. 
            1 max(0, * )k k k ks  
    
             We explore two formulas to compute
k . 
 k
2
( ) 1
,0 2,      or           
|| ||
UB LB
k k k
k
Z Z
s k

  

     
For the first case, if the Lagrangian objective value does not improve within 
the last three iterations, we will reduce k by a factor of 2. 
Step 5 Increment step k by 1, if k < K, go back to Step 3. 
 
Figure 1-7 shows the flow chart for the subgradient optimization procedure used to 
solve the Lagrangian-multiplier problem.  
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Does the value of x(k) satisfy
the yard crane capacity
constraint?
4. Given x(k), choose a subgradient
s(k) at the point x(k).
u(k+1) = u(k) + d(k)*s(k)
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Lagrange multipliers for the
constraints.
2. Let k=1 and choose an initial value
for u(1).
Z(UB) = Z(LB)?
5. Increment k.
End
1. Find a feasible solution
to problem (P), and the
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No
No
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Figure 1-7: Sub-gradient optimisation procedure  
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1.5 Thesis Overview 
 
In this chapter, we provided an overview of container terminal operations and identify 
different types of decision problems according to different planning time horizons. 
The importance of container terminal operations to the global transportation networks 
was highlighted and the main motivation and goals of this thesis were outlined.  The 
remaining chapters deal with the decision problems in the container yard and we have 
developed with the view to describe a novel algorithmic approaches and heuristic 
methods, solving the real world problems. 
 
We provide a state-of-the-art literature review for container yard operation and 
simulation in chapter 2.  We identify a research gap in the area of sea-land intermodal 
transport. In chapter 3, we provide a literature review for intermodal transport and 
formulate the problem of determining optimal flows of the containers in sea-land 
intermodal as an IP model with the objective of minimizing operational cost which 
consists of the transportation and storage cost and the cost of YC deployment for 
loading operation. The problem assumptions, decision variables and constraints are 
clearly explained. We used CPLEX B&C to solve the problem and we have randomly 
generated a large number of test instances for computational experimentation of the 
B&C algorithm. However, due to the large number of variables and constraints, 
CPLEX was unable to find the optimal solution for most of the test problems, hence, 
we have developed and implemented two heuristic approaches which are able to give 
“near optimal” solutions in minutes.  Our B&C algorithm used lower bounds obtained 
from the LP and LR of the original formulation of the problem. We propose a number 
of techniques to improve B&C performance and computational results are reported. 
This general framework for improving B&C algorithm can be applied to different IP 
models to find an optimal solution. 
 
In chapter 4, we formulate the combined CAYCD problem in a container terminal as 
a single IP optimization model. These two problems are closely integrated as 
containers assigned in the yard need service from YCs. The optimization model 
considers all the decisions variables concerning container locations and YC 
assignment simultaneously. We have investigated two YC deployment policies which 
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determine the minimum and maximum number of YCs required during the planning 
time horizon.  Extensive computational results for many test problems are presented 
and alternative YC deployment policies are computationally evaluated. We have 
developed heuristic methods for this problem capable of finding “good feasible” 
solutions (in minutes) and these results are compared with optimal solutions.  
 
The focus in chapter 5 is the development and the use of a simulation model of 
container terminal operations in order to capture the system dynamics of real 
operations. We build a discrete-event simulation model to validate the “goodness” of 
the operational plans produced by the IP model of CAYCD. 
 
The proposed models described in chapters 4 and 5 are explored in chapter 6, within 
the context of real terminal operations at the Port of Felixstowe and Port of Piraeus. 
Using real planning data for the case study, we run the model and a summary of 
experimental results is presented. We also use the simulation to do multiple test runs 
to collect useful performance indicators for the system using the proposed YC 
deployment policies. Finally, sensitivity analysis of the system performance is also 
performed. 
 
In chapter 7, we present a summary of the thesis, main contributions and conclusive 
remarks are highlighted. We identify limitations of the current research and future 
directions of the researches are proposed.
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Chapter 2 
 
2 Literature Review  
 
2.1 Introduction 
In this chapter, we present the state-of-art literature review on container terminal 
operations followed by a new classification framework to identify and categorize 
various container yard operations according to typical OR problem type. We attempt 
to give OR practitioners a comprehensive overview of up-to-date knowledge of 
different OR applications, models and methodologies which are applied to container 
terminal yard operations. Finally a review of methodologies and methods used to 
develop container terminal simulation is also presented. 
 
2.2 Decision Processes at Container Terminals 
 
The decision making process in a container terminal can be divided into strategic, 
tactical and operational levels according to the time-scale when the decisions are 
made. Strategic level decisions are long-term decisions referring to a time frame of 5-
10 years; they include setting the company goals, directions, outline of organizational 
structures and making policies and strategies. The decisions made at this level are less 
structured and more imaginative.  The impact of the wrong strategic decision making 
is not easily corrected and may affect the company future so decisions of this nature 
are of most importance. Tactical level decision making refers to the medium-term and 
the timeline is between months to weeks. The tactical decision making focuses on the 
means to support the strategic decisions and conveys the feedback from operational 
level. Operational decision making concerns with making decisions on a real time 
basis for efficient daily operations. They focus on the detail and the data quality is 
more accurate. The consequences of operational level decisions are immediate, short-
term and usually less costly. 
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Decision 
making level 
Time frame Purpose Impact 
Strategic Long-term  
(years) 
Define goals, 
objectives, 
direction. 
Hard to correct, 
high capital 
required 
Tactical Medium-term  
(months– weeks) 
Focus on means 
to support 
strategic decisions 
Easier to correct 
than strategic 
level 
Operational Short-term 
(days – hours) 
Control, detailed 
decisions, 
monitor and 
execute. 
Immediate and 
usually less costly 
Table 2-1: Decision making level in a container terminal 
 
This section describes the most important decision processes at complete container 
terminals (landside, quayside and yardside), and divides the various decision 
problems by level of decision-making into strategic, tactical and operational. 
 
Berth planning is the first stage of planning. Berth planners need to assign a berth for 
an incoming vessel. Following the arrival of a vessel at the terminal, the ship planners 
need to determine the sequence of unloading and loading containers from/ onto the 
ship (ship/stowage planning). The yard planners decide the locations of the container 
in the yard so that the containers are efficiently transported between yard, gate and 
quay to minimize the number of reshuffles and operational cost. During the execution 
of operation, the terminal operators are aware that operational exceptions are 
unavoidable and they need to ensure proper procedures/contingency plans are in place 
to handle different scenarios.    
 
Table 2-2 identifies the decision problems in a container terminal which are grouped 
according to strategic, tactical and operational levels. The following subsections 
describe these types of decisions in detail. 
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Strategic  Tactical  Operational  
Terminal-wide planning  
1. Terminal location 
2. Yard layout 
3. Capacity planning 
4. Demand forecasting 
5. Terminal operations 
strategy 
6. Terminal performance 
7. DSS   
8. Performance 
indicators 
Quayside: Berth Planning 
9. Number of berths  10. Berth allocation 
Quayside: Loading/ Unloading of the ships 
11. Type of handling 
equipment 
 
12. No. & allocation of 
QCs 
13. QC scheduling & 
interference 
14. Container-QC 
assignment  
15. QC sequencing 
16. Container 
sequencing  
Quayside: Risk management & exception (real-time operations) 
17. Strategy to handle 
exceptions 
18. New berth for demand 
surges 
 19. Berth reassignment  
20. QC reassignment 
21. Container location 
re-assignment 
Yardside: Container storage & stacking 
22. Storage/stacking 
strategy for IM 
containers 
23. Storage/stacking 
strategy for EX 
containers 
24. Storage/stacking 
strategy for TS 
containers 
25. Storage space for 
discharged containers 
26. Storage space for 
general containers 
27. Space requirement for 
empty containers 
28. Yard cluster 
assignment 
29. Stacking level 
30. Retrieval time for IM 
containers 
31. IM/ EX /TS or 
empty containers 
assignment 
32. No. of rehandles for 
IM containers 
33. Relocation of EX 
containers 
34. Retrieval of loading 
containers 
35. Container 
scheduling 
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Strategic  Tactical  Operational  
Yardside: Transportation of containers from ship to yard and vice versa  
36. Vehicle type (manned 
or AGV) 
37. YC type  
38. Vehicle dispatching 
strategy 
39. YC- vehicle transfer 
strategy of containers 
40. No. of  transport 
vehicles 
41. Workload in a shift 
42. No. of YCs 
43. Manpower requirement 
44. QC- vehicle allocation 
45. Vehicle dispatching 
46. Vehicle scheduling 
47. Vehicle routing 
48. YC deployment 
49. YC scheduling 
50. YC routing 
51. Manpower 
assignment 
 Yardside: Intermodal transport in container terminal  
52. Type of intermodal 
transport  
53. Type of handling 
equipment 
54. Space requirements 
and handling equipment 
requirements 
55. Truck/ train/ 
manpower 
scheduling 
56. Truck/ train routing 
 
Yardside: Risk management & exception  
57. Strategy to handle 
exceptions  
58. Additional equipment 
required to handle 
exceptions 
59. No. of vehicles 
required to handle 
exceptions 
60. No. of YCs required to 
handle exceptions 
61. Vehicles re-
assignment 
(congestion) 
62. YC re-assignment  
63. Container location 
re-assignment 
 
Landside: Gate operations  
64. No. of lanes at the gate 
65. Strategy to handle EX 
containers 
 
66. Workload via the gate 
 
67. EX container 
assignment 
Table 2-2: Strategic, tactical and operational decision- making at the complete 
container terminal 
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2.2.1 Terminal-wide Planning 
Strategic Level 
Container terminal operations are capital intensive and sophisticated.  An efficient 
terminal operation requires that important decisions be taken at the strategic level, 
namely, choice of terminal location, determining yard layout, choice of handling 
equipment and strategy/ policies for storage and stacking of containers. Forecasting 
terminal demand and performing capacity planning are crucial in determining the 
number and type of material handling equipment such as YCs, berths, QCs and 
transport vehicles.  
 
Tactical Level 
At the tactical level, the terminal manager will need to draft out the work flow, 
workforce and process requirements to handle the containers in the terminal. Most of 
the terminals in the world today have developed their own information technology 
systems which are quite specialized and customized to help them deal with a large 
volume of data flow and decision making in daily operations. If the port operates a 
few terminals, one of the key decisions is the allocation of shipping lines to the 
terminal to ensure that the workload among different terminals is well managed.  
 
Operational Level 
At the operational level, all detailed planning and control problems should be solved. 
Due to increased competition among container terminals, terminal managers need to 
improve terminal performance while at the same time keeping low operational cost.  
The management team‟s main task is to explore the use of new methodologies such as 
Enterprise Resource Planning (ERP) and Supply Change Management (SCM) to 
improve terminal performance in terms of QC working rate or berth utilization.  
Operational data is collected to measure terminal performance annually and to 
benchmark against competitors.  
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2.2.2 Quayside Operations 
 
Berth Planning 
 
Strategic Level 
At the strategic level, the terminal operator determines the number of berths that 
should be required at the quay to meet the current and surging future demand. Berths 
are very expensive resources; the cost of building a berth can be as high as hundreds 
of millions of dollars. A „good‟ forecasting model can be used to accurately predict 
future terminal demand; lack of adequate forecasting may result in poor performance 
and long waiting times at berth which may imply loss of business. Over-forecasting 
causes under-utilization of the berth and increases the operational cost.  
 
Operational Level 
Before a vessel arrives, the terminal planner has to allocate a berth to the incoming 
vessel. The vessel will occupy the berth during its port stay and it is important for the 
berth planner to plan the berth near to its yard locations where most containers for this 
specific vessel are located so that the distance travelled by the trucks can be 
minimized and the vessel can depart on-schedule. The berth planners use tools such as 
Gantt charts for efficient berth allocation and planning. Considerable research has 
been carried out in this area.  For instance, Guan and Cheung (2004) describe the use 
of OR techniques for the berth allocation problem with time windows where the 
objective is to minimize the total weighted vessel delays. The problem is solved using 
a tree search heuristic and the authors have shown that the performance of the 
proposed algorithm is better than using standard packages like CPLEX. Kim and 
Moon (2003a) have formulated the berth allocation problem as a MIP model and used 
simulated annealing (SA) to solve it. The results show that the algorithm produces 
near optimal solutions for the MIP model.  
 
For further references on berth allocation, see Guan, Xiao et al. (2002), Imai, 
Nishimura et al. (2001; 2003; 2005), Kim and Moon (2003b), Legato and Mazza 
(2001), Lim (1998), Nishimura, Imai et al. (2001), Park and Kim (2002).  
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Loading and Unloading of Ships 
 
Strategic Level 
Loading and unloading of containers on/ off the ship is a major process at the terminal. 
The decision at the strategic level is to determine which type of material handling 
equipment will be used at a berth. This choice will depend on the capital investment 
cost and cost of operation. Two types of equipment can be considered, namely, QCs 
which can be used both at an automated and a manned terminal and OHBCs which 
are automated. The latter equipment requires higher investment and is only used in the 
modern terminal or where the manpower cost is very high. 
 
Tactical Level 
A modern vessel today carries around 3000-12000 TEUs of containers. The 
assignment of QCs to a particular incoming vessel depends on container volume or 
throughput, vessel port stay, priority service and resource availability. Due to high 
throughput, multiple QCs are assigned to work on the same vessel at any given time 
resulting in crane interference and possible subsequent reduction of individual crane 
performance. Therefore, key decisions that the ship planner has to make at the tactical 
level are the number of QCs that should be working simultaneously on one ship, the 
level of QC interference and its impact on terminal efficiency and various ways of 
reducing crane interference.  
 
Operational Level 
Before a vessel arrives, shipping lines transmit the stowage plan for all ports of a 
vessel‟s rotation to the terminal via Electronic Data Interchange (EDI). The terminal‟s 
ship planner uses the stowage instruction to plan the loading and discharging 
sequence of containers to/from the ship while maintaining the ship stability. Although, 
the main objective of stowage planning is to maintain the ship stability, a „good‟ ship 
planner should take into consideration both the ship‟s sections to be planned and the 
container locations in the yard, so that the number of rehandles in the yard can be 
reduced. Kim, Kang et al. (2004) solve the load sequencing problem for outbound 
(EX and TS) containers, using beam search heuristic, while at the same time they 
consider container locations in the yard. The objective of the problem is to maximize 
the efficiency of transfer cranes and QCs. The experimental results show that the 
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performance of the beam search algorithm is superior to that of ant algorithms Ryu, 
Kim et al. (2001) both in terms of quality of solution and computational time.  
 
Additional references dealing with the stowage planning and container loading 
problems in container terminals are Avriel and Penn (1993), Bortfeldt and Gehring 
(2001), Chen, Lee et al. (1995), Davies and Bischoff (1999), Eley (2003), Imai, 
Sasaki et al.), Martin, Randhawa et al. (1988), Pisinger (2002).  
 
Risk Management and Exception Handling at Quay 
 
Strategic Level 
Exceptions are very common in daily operations: delays in the arrival of a vessel, 
changes in the next port of call of a container, amendments in container attributes and 
weights. At the strategic level, the terminal manager needs to define appropriate 
procedures/actions in handling the exceptions so as the disruption in daily operations 
can be minimized. Simulation tools are widely used to simulate terminal operations 
and assess the impact of “what-if” scenarios on terminal performance. For example, 
terminal managers use simulation to analyze the impact of demand surges on daily 
operations and evaluate the resulting terminal performance if a new berth is built.  
 
Operational Level 
Often, the stowage plan prepared in advance can be sub-optimal. At the quayside, a 
berth may have to be re-assigned to a vessel due to its late arrival. A robust berth plan 
works well even in the case of vessel delays by building in some buffers. Ship loading 
is an on-line optimization process, if a container changes its next port of call, the 
container may have to be re-assigned to a new location. Such problems should be 
handled real-time to minimize the impact on the daily operation. If a QC breaks down 
or congestion in the yard occurs during ship operation, then the loading or unloading 
sequence of containers may have to change. Hence, ship planning in practice is a 
dynamic process which requires proper co-ordination between the quay and the yard 
with the intention that the containers from the yard arrive at the quay at the correct 
sequence ready for the loading.  
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2.2.3 Yard Operations 
 
This section provides a brief overview of the decision processes in the yard. It 
consists of container assignment, transportation and scheduling, intermodal transport 
and risk management in the yard. 
 
Container Storage and Stacking  
 
Strategic Level 
Once the containers are discharged from the ship, they are stored temporarily in the 
yard before being collected by the agents or transhipped to another vessel. At the 
strategic level, the terminal operator determines the most appropriate type of storage 
policy for the containers.  Depending on the terminal throughput and yard space 
availability, a key decision is whether IM, TS and EX containers should be stored in 
the same yard. If space is available, the terminal stores IM and EX containers 
separately in different yard blocks. On the other hand, in a high throughput terminal 
like Hong Kong, where space is limited, all the containers are stored in the same yard 
block.  It is also important to decide which type of material handling equipment, such 
as RTGCs, RMGCs, ASC, straddle carriers or forklifts will be used for the storage 
and retrieval of containers in and from the stack. 
 
Tactical Level 
Containers can be classified either as general purpose or empty containers. Empty 
containers are usually stored separately and can be stacked higher since they are 
lighter. Depending on their content, general purpose containers can be further divided 
into normal, referee and dangerous good containers. While handling the dangerous 
good containers, the terminal needs to observe their International Maritime Dangerous 
Goods (IMDG) Code and stack them accordingly. Referee containers can only be 
stored in a yard with power supply.  
 
Efficiency of stacking is fundamental in carrying out effective terminal operations and 
depends, among other things, on storage planning of containers and height of stacking. 
At the tactical level, operators have to determine the average stacking height for the 
storage of containers so that the number of rehandles can be minimized. Although a 
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policy of storing containers as low as possible minimizes the number of rehandles, it 
may result in low yard space utilization. Therefore, tradeoffs between handling effort 
for higher stacking and space requirements need to be judged carefully. 
 
Operational Level 
At the operational level, the yard planners need to decide how best to assign 
containers to yard blocks in order to achieve a balance in the work load. At the 
detailed level, the objective of the container storage and stacking problem is to 
minimize the vessel port stay, operational cost and the number of rehandles.  
 
Transportation and Scheduling in the Yard 
 
Strategic Level 
At the strategic level, the terminal operator decides which type of vehicle should be 
used to transport the containers from the ship to the stack or vice versa. Manned 
trucks (ITs), multi-trailers, AGVs, manned or automated SCs can be used for the 
transport.  Furthermore, a key decision has to be made defining vehicle dispatching 
strategy to dispatch ITs to quay or yard and a vehicle servicing strategy to transfer 
containers between the quay and the yard. Examples of the latter are a first come first 
served (FCFS), priority service or randomized policy.  
 
Tactical Level 
One of the problems to solve at the tactical level is the determination of the minimum 
number of transport vehicles and YCs required to meet terminal demand and number 
of manpower required to operate the resources. A related problem is that of estimating 
the workload using historical data so as the amount of resources required during the 
next working week or next working day can be computed.  
 
Optimization of transport not only aims at reducing transport times but also to 
synchronize the transport sequence with the loading sequence of containers at the 
quayside, hence, a key tactical decision is how to allocate vehicles to QCs. 
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Operational Level 
At the operational level, the planners need to efficiently schedule the operators to 
terminal resources to minimize the number of manpower required while still 
satisfying the demand. During operations, the yard planners need to decide how to 
assign/ schedule containers to IT in order to minimize the number of vehicles required 
to carry out specific jobs or to minimize the distance travelled.  They also need to 
schedule YCs and assign the jobs so as to minimize the total completion time of a 
given set of jobs. YCs are expensive resources and their movements are slow and 
bulky. Therefore, it is important to efficiently plan the working schedule for the YC to 
reduce unproductive moves. For instance, if jobs are carried out in the linear blocks, 
the YC will only need to move up and down along a linear stretch of blocks. However, 
if jobs are located in different yard blocks, where a YC needs to make a 90 degree 
turn (called cross gantry), the setup time (that is, the time necessary to retrieve 
containers from the stack) required for the YC is much higher. The planners also need 
to plan the route of the YC or SC in order to minimize the number of cranes required 
and at the same time maximize the efficiency of the yard machines.  
 
Intermodal Transport  
Intermodal refers to combining different modes of transportation like road, rail, air or 
water in a single journey.  In this context, freight movements occur by road, rail, sea 
and air through truck-rail ramps, container terminals and airports. The objective of 
intermodal transport is to utilize the advantages of each respective mode of transport 
in order to make the transportation process as efficient and economical as possible. 
This combined mode of transport is quite popular in the United States due to 
partnerships between major rail and truck companies and the need to provide 
improved services at lower cost due to high competition among the service providers.  
Most researchers mainly focus on intermodal transport between the truck and the rail. 
There is limited research conducted so far in the area of sea-land (rail/truck) 
intermodal transport. Macharis and Bontekoning (2004) wrote a paper to review the 
use of different OR methods in intermodal transport. 
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Strategic Level 
At the strategic level, the intermodal terminal managers will have to decide which 
transportation modes to combine in order to minimize the transportation cost between 
an origin and a destination. Sometimes, it is more cost efficient to transport the 
discharged containers from the ship directly to the intermodal terminal by rail or truck 
rather than storing them in the yard. Another strategic problem is also to determine 
the type of lifting equipments (RTGC, RMGC, OHBC, QC, SC and side pick loaders) 
to be used in the intermodal terminal to load or unload trains, trucks and vessels.  
 
Tactical Level 
At the tactical level the terminal manager has to determine the type of work processes 
and procedures, for examples the kind of strategy to use to dispatch the YC to service 
the trains/trucks in the intermodal terminal and define space and equipment 
requirements to meet the required service quality.   
 
Operational Level 
At the operational level, the managers determine the daily working schedules of the 
operators as well as the schedules/ routes for each of the combined modes of transport 
so as to achieve the on-time delivery at the minimum cost.   
 
Risk Management and Exception Handling at Yard 
 
Strategic Level 
Exceptions are quite common in daily yard operation. Instead of ad-hoc job, a good 
terminal management needs to outline the strategy and procedures to handle real-time 
exception. For examples, if the YC breaks down in the yard, what is the strategy to 
service the containers already assigned to it. If the number of containers to be served 
is low, they may be diverted to another block to be served by another YC; 
alternatively, if the number of containers is high, additional equipment may be 
required to handle exceptions. Terminal managers need to forecast the number of 
additional equipment required as a reserve resource pool to handle exceptions in daily 
yard operation. 
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Tactical Level 
At the tactical level, simulation can be used to forecast the additional number of YCs 
or vehicles required to handle exceptions.  
 
Operational Level 
During operation, congestions often occur at the yard which delays the container 
flows. Containers need to be re-routed dynamically to another yard location. Good 
and robust risk management and exception handling systems are essential for 
effective terminal operations. Very little research has been done in the area of real-
time operations or online-optimization to handle exceptions in the container terminal.  
2.2.4 Gate Operations 
 
Strategic Level 
EX/IM containers arrive and leave the terminal via the terminal gates. The decision 
maker at the strategic level essentially needs to determine the number of lanes that 
have to be built at the gate in order to meet the demand. The terminal manager needs 
to work out the processes and procedures required to service EX containers.  
 
Tactical Level 
In some low throughput terminals, EX containers may come to the terminal anytime 
and no pre-planning / booking is required and the container location will be assigned 
upon arrival. However, in a high throughput terminal, the terminal operators limit the 
number of containers coming through the gate to ensure that the workload is 
distributed evenly. In this case, the shipping lines or the trucking agents need to book 
the time slots to deliver/collect the containers at the terminal. According to the 
booking, the terminal managers can predict the workload for the next shift and plan 
the manpower and resources accordingly.  
 
Operational Level 
Nowadays, due to globalization, containers arrive at the terminal gate either via rail or 
truck and intermodal transport is becoming more popular.  During the operation, when 
a container arrives at the gate, it is weighed so that its weight class can be determined. 
Based on the containers‟ attribute, location will be issued and XT will transport the 
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containers to the designated yard location. The terminal operators need to ensure that 
there is a YC available at the block to service the XT (real-time container allocation) 
so that the customers are served within the time limit agreed in the service level 
agreement (SLA). As far as we know, there is no relevant research done in the area of 
gate operations. 
 
In the next section, we present a novel classification framework within which the key 
container yard operations are identified and the associated decision problems are 
discussed. The proposed framework classified the decision problems according to 
well-known basic OR problem types and analyses the most relevant modelling and 
solution methods/approaches used in the literature.  
2.3 Container Yard Operations 
Container terminal operations are highly integrated and there is interaction between 
the gate, yard and quay side. However, we are still able to draw a boundary for yard 
operations problems distinguishing them from berth, gate and ship (quay) operations. 
Based on the current state-of-the-art in container terminal operations and the relevant 
literature, we have developed a novel and unique approach to classify the yard 
decision operation problems into various OR problem types (Assignment/Allocation, 
Scheduling, Vehicle routing, vehicle dispatching, deployment, hybrid or others) (see 
Figure 2-1).  The specific OR methods and solution techniques are also discussed in 
detail. 
 
 
  52 
Others
(Solutions methods: analytical, heuristic,
simulation & optimization)
Assignment/Allocation
Scheduling
Vehicle Routing
(VRP)
Assignment & scheduling
Assignment, scheduling &
Routing
Scheduling & Routing
Assignment & Routing
Assignment
&
dispatchingVehicle Dispatching
Deployment
A
ss
ig
nm
en
t &
de
pl
oy
m
en
t
 
Figure 2-1: Yard operation problems classified according to OR problem types 
 
Most of the containers coming through the terminals are stored in the yard and 
efficient yard operations are core for an effective and efficient terminal operation. The 
main yard operations problems include: 
i. assignment of yard locations, manpower assignment  
ii. scheduling of YCs or vehicles (AGVs and ITs) to transport the containers 
iii. routing of handling equipment like YCs, TCs, SCs 
iv. deployment of handling equipments 
v. Control or real-time operation handling system to handle any exception 
during operations in yard (i.e. congestion or machine breakdown)  
 
2.3.1 Assignment/Allocation problem 
 
During loading time, heavier EX containers are loaded on the ship before the lighter 
ones. It is a common practice to store the EX containers which belong to the same 
weight class in the same stack. However the weight information is only available 
upon container arrival, thus a change in container weight class may lead to a number 
of re-handles during loading time.  Kang, Ryu et al. (2006) propose simulated 
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annealing (SA) search method to derive new stacking strategies for EX container with 
uncertain weight information. The performance of the computational results is 
evaluated using the simulation model in terms of the expected number of rehandles 
required. The new stacking strategies effectively reduce the number of rehandles as 
compared to the conventional same-weight-class stacking.  Further improvement can 
be obtained by applying machine learning to increase the accuracy of the weight 
classification.  
IM containers transported by ships are stored in the yard temporarily before being 
collected by the local agents for consumption. Using the vessel berthing time and the 
information submitted by the shipping line, the terminal can forecast the number of 
IM containers to be unloaded from the ship.  The retrieval pattern of IM containers 
can be predicted from historical data. Kim and Kim (1998) apply an analytical cost 
model to estimate the amount of space and the number of YCs required to handle the 
XT, which comes to pick up the IM container. The shortcoming of the analytical 
model is that it only deals with static and deterministic data.   
Due to high competition between terminals, optimizing the operational cost of the 
terminal can not be the only objective; a minimum level of customer service should 
also be attained. XTs should be serviced by a YC within certain service time 
(threshold limits). Kim and Kim (2002) extended their previous model given in Kim 
and Kim (1998) to include both the total cost of the terminal and the customers‟ 
waiting cost. A mathematical model is formulated which assumes that the arrival of 
XTs is uniformly distributed over the entire yard and the computational results for 
different parameters are also shown.   
 
Outbound containers (EX and TS) belonging to the same size category, loading vessel 
or next port of discharge may be grouped together as a container group and planned 
accordingly in order to facilitate the ship loading process. Kim and Park (2003) 
formulate a MIP model to solve the dynamic space-allocation of outbound containers 
to maximise space utilization in the yard. Two heuristic algorithms are developed to 
solve these problems and numerical experiments are presented.  
 
Legato and Monaco (2004) consider the manpower planning problem at a container 
terminal in southern Italy. A set-covering problem is used to solve the long-term man 
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power planning problem for 30-days time horizon. The authors propose an integer 
linear program (ILP) for daily manpower planning and by relaxing some constraints 
the problem can be solved as a linear program (LP). They develop branching 
techniques and a heuristic to find an initial upper bound and compare its performance 
with the standard CPLEX ILP solver.   
 
Taleb-Ibrahimi, de Castilho et al. (1993) study the space allocation problem for EX 
containers and propose two storage strategies to estimate the amount of space required 
(high-level planning). The performance of the policies is determined based on the 
number of handling work (equipments) required. 
 
Zhang, Liu et al. (2003) take a more holistic view in solving the container space 
assignment problem for IM, EX and TS containers at the Hong Kong terminal. Due to 
limited storage space and high container throughput, all containers can be stacked in 
the same block which makes the problem more complicated. The authors have sub-
divided the problem into two stages. At the first level, the number of containers to be 
assigned to each block is determined to balance the workload among different YCs.  
This problem is formulated as an integer programming (IP) model and solved using 
CPLEX.  At the second level, the authors assign the number of containers associated 
with each vessel to each block and a transportation model can be used efficiently to 
assign the space for all containers.  
 
2.3.2 Scheduling Problem 
 
Container throughput around the globe has gradually increasing over the past decades 
and is expected to increase for the future. To handle a surge in container volume and 
to shorten the vessel turnaround time, container terminals are faced with bigger 
challenges to achieve the objective. Scheduling of terminal resources efficiently is 
important to its success. In this section, we discuss various problems of scheduling 
trucks, manpower and handling equipments (YCs) in the container yard. The 
scheduler will plan the sequence of tasks that need to be performed by each machine 
so as to minimize (i) the total makespan of completing all tasks, (ii) the total number 
of equipment required, and (iii) the total distance travelled. Generally most of the 
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scheduling problems are NP-hard and these operational level decision problems are 
solved using heuristics within a reasonable time.  
 
Chen, Bostel et al. (2007) have considered the integrated scheduling problems of QCs, 
YCs and trucks to transport the containers between yard and quay and the aim is to 
minimise the makespan of a set of jobs within a certain time. The authors considered 
unloading and loading operations of the ship sequentially and have modelled the 
above problem as a hybrid-flow shop scheduling problem. Meta-heuristic Tabu 
Search has been proposed and different initial solutions of tabu search yield different 
performance. 
 
Yard space is very limited and is a scare resource in one of the busiest terminal in 
Hong Kong. Chung, Li et al. (2002) consider the scheduling of RTGCs movement for 
efficient container flow in the yard by balancing the working load among different 
yard blocks. The problem is formulated as MIP model and the objective is to 
minimise the total unfinished workload at the end of each period. As the problem is 
NP-hard, Lagrangian decomposition is applied and successive piecewise-linear 
approximation procedure has been developed to solve the large-size problem. The 
proposed model can also be used to deal with dynamic situations in the terminal.  
 
Das and Spasovic (2003) study the scheduling problem of SCs, to dynamically assign 
a SC to each truck so that the truck can be serviced in the shortest possible time while 
reducing the empty travel of SC. The procedures are tested in the largest container 
terminal in the Port of New York and New Jersey. The problem is formulated as a 
series of transportation type assignment problems that are dynamically solved. The 
authors propose three scheduling strategies and evaluate their efficiency and 
performance as a function of average truck waiting times in excess of five minutes.  
 
In their attempt to optimize the container storage and scheduling of handling 
equipments at the multimodal terminal in Australia, Kozan and Preston (1999) model 
the problem as a MIP so as to minimize the total throughput time of the vessel. GA 
has been proposed to solve real life problem instances. To determine the best solution, 
they perform sensitivity analysis using different stacking levels and observe that 
three-levels stacking is the best with the lowest transfer times. Scheduling storage 
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policy where containers are stored at the closest row to the berth, is better than 
randomised storage allocation for all levels of storage utilization and there is no 
significant change in the transfer time for different yard utilization rates.   
 
Kozan (2000) presents an efficient discharging container scheduling problem at the 
multimodal terminal to minimize the total throughput time of the ship. The problem is 
solved using GAMS for different equipments‟ (forklift, high stacker, truck and gantry 
crane) settings. The results show that increasing the number of QCs will significantly 
reduce the throughput time but using more trucks will only reduce the time slightly.  
This model can be used as an investment planning tool for the expansion of the future 
container terminal.  
 
YCs are bulky terminal resources and proper scheduling of jobs for YCs could 
improve the container flows in the yard and have a positive impact on whole terminal 
performance. Ng and Mak (2005a) propose an IP model for a YC scheduling problem 
within a planning time horizon with an objective to minimize the sum of jobs‟ waiting 
times. A heuristic method is developed which is able to solve real-life problems 
efficiently. Ng and Mak (2005b) focus on scheduling of jobs with different ready time 
to YCs so that the total trucks‟ waiting time for the YCs is minimized. B&B approach 
is used to solve the problem optimally using good upper and lower bounds which are 
explained in detail. The performance of the algorithm is tested using realistic 
operational data from ports in Singapore and Hong Kong.  
 
2.3.3 Vehicle Routing Problem (VRP) 
 
Vehicle routing problem (VRP) is one of the areas in combinatorial optimization 
which has received much attention for more than half a century and is still an active 
area of research. Basic vehicle routing problem occurs in transportation where there is 
a fleet of vehicles which serve the customers with certain demand, some of the 
objectives are (i) minimizing the total distance travelled and (ii) minimizing the 
number of vehicles required. Different variations of VRP have appeared in the 
literature, such as the capacitated VRP (CVRP), VRP with time window (VRPTW), 
multiple depot VRP (MDVRP), VRP with backhauls (VRPB) etc. As VRP is NP-hard, 
most of the solution techniques for VRP are based on heuristics. 
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Kim and Kim (1997; 1999a), discuss the optimal routing for a single TC that 
minimizes the total handling time during EX container loading. DP procedure is 
developed to determine the travelling route of the TC. The static yard trailer 
assignment policy refers to a set of trailers which is usually assigned to a specific QC 
until the work is completed. This policy is widely used in most of the container 
terminals due to its easy implementation but may not necessarily optimize the yard 
trailer utilization rate due to the empty travel to come back to the QC after delivering 
the containers. Nishimura, Imai et al. (2005) propose a new approach called dynamic 
trailer routing which is more cost efficient. In this case, instead of going back to QC 
empty, the truck will go to the next stacking point which is near to the current 
discharged point to pick up and transport an EX container for another QC under 
loading operation. The authors argue that the dynamic trailer routing may reduce the 
fleet size without increasing the overall dwell time of the ship and minimizing the 
unproductive empty travel. The authors use GA to find a nearly optimal solution for 
the multiple-trailer problem and it works fairly well generating gaps of less than 10% 
from the exact solution. Steenken, A. et al. (1993) study the multiple SCs routing 
problem with a consideration of internal move within time window in a container 
terminal. The objective is to minimise the empty travels of SCs and a heuristic 
approach has been proposed to solve the travelling salesman problem. 
 
2.3.4 Vehicle Dispatching Problem 
 
In the container terminal, one of the decision problems is to decide how to dispatch 
the vehicles to the containers such that the ship makespan is minimized.  Bish, Chen 
et al. (2005) discuss a vehicle dispatching problem for a single ship in a mega 
container terminal and propose different heuristics methods to solve the operational 
problems. 
 
AGV systems are commonly used in the material handling environment like 
warehouses, Automated Storage and Retrieval System (ASRS) and manufacturing 
industries. Grunow, Günther et al. (2004) propose a simple priority rule based 
heuristic to dispatch multi-load AGVs in the Automated Container Terminal (ACT) 
to minimize the AGVs‟ lateness. According to the authors, the heuristic is able to find 
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the solution for all the scenarios within 1 second and the multi-load carrier mode has 
improved the overall terminal performance as compared to the single load. Grunow, 
Günther et al. (2006) propose dispatching policies based on on-line (FCFS / nearest 
vehicle) or offline (pattern-based heuristic) for single-load or dual-load AGVs in a 
container terminal to minimize the total makespan of the jobs. Using a simulation 
model, it is noted that off-line heuristic outperforms the on-line dispatching strategy. 
 
In the container terminal, internal vehicles can be considered as a common pool of 
resources and shared or they are assigned to a particular QC as a dedicated resource. 
Li and Vairaktarakis (2004) discuss a vehicle dispatching problem for a single QC in 
the container terminal where the loading and unloading time of the containers could 
be different. The authors develop an optimal algorithm to solve the dispatching 
problem and also present three heuristics to solve the problem efficiently for different 
number of QCs per vessel, trucks per QC and number of containers per vessel.  
 
2.3.5 Deployment Problem 
 
The yard operation at one of the busiest container terminals in Hong Kong is much 
based on experience. In the paper by Linn, Liu et al. (2003), the RTGCs deployment 
problem is modelled as a MIP with the overall objective of minimizing the workload 
overflow from one period to the next. The blocks are categorized into source and sink 
blocks, where cranes in the source block need to transfer to the sink block efficiently 
to minimize the overflow of workload.  The model is solved using CPLEX and the 
operational data from container terminal in Hong Kong is used for testing. Linn and 
Zhang (2003) extended the previous work; in the paper they explore the dynamic 
deployment strategy for multiple RTGCs in the container terminal using MIP model. 
As the problem size increases, CPLEX could not find the solution within a reasonable 
time. Least Cost Heuristic produces the solution within 3% - 6% of optimal given by 
MIP for different settings.  
 
Zhang, Wan et al. (2002) discuss the dynamic crane deployment problem in the 
container terminal in Hong Kong. Given the predicted workload in the yard for the 
next day, the problem is to determine the allocation and movement of RTGCs such 
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that the total work delayed is minimized. A MIP model is used to model the crane 
deployment problem and LR is proposed to solve the problem. Due to a large duality 
gap they have added some redundant constraints to make a stronger formulation and 
the results show that there is great improvement in the quality of solution.   
 
2.3.6 Hybrid Problem 
It is generally unavoidable to model the yard operations problems using more than 
one OR problem types. The hybrid problems are discussed in this section.  
 
Assignment & Scheduling 
 
Gambardella, Mastrolilli et al. (2001b) formulate and solve resource allocation and 
scheduling problems in the container terminal hierarchically. The resource allocation 
problem for QCs and YCs are first solved and the solution is used as an input to 
schedule the loading and unloading list of containers for each allocated crane. A 
discrete-event based simulator is used to test the performance of the combined 
optimisation model. The simulation results show that the optimized schedule helps to 
reduce the number of crane conflicts in the yard and the average queuing length of 
trucks in the terminal. 
 
In order for the terminal to operate efficiently, good planning system to assign and 
schedule the different handling equipment and manpower are required. Hartmann 
(2004a) demonstrates a general framework to schedule various resources like SCs, 
AGVs, stacking truck and operators in the container terminal, to minimize the 
weighted sum of lateness and average setup time per job. The same model is used to 
solve the four assignment problems separately; however, no mathematical formulation 
is presented. The author examines three heuristic methods: a priority rule based 
heuristic, multi-pass sampling method and Genetic Algorithm (GA), to solve the 
problem. The results and the quality of solutions from three methods are analyzed and 
concluded that GA outperforms both methods and is well suited for the application.  
 
Assignment & Routing 
 
Kim and Kim (1999b) solve the container assignment problem to QC and routing 
problem of the SCs during the loading operations for EX containers in the terminal. 
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The container allocation problem is to determine the number of containers of a 
container group to be moved from each yard-bay to each QC such that total travelling 
time for yard trucks is minimized. This is modelled as a transportation problem. The 
routing of SCs is formulated as a MIP model and is solved using LINDO program. 
Due to the long computation time, the authors propose using the beam search 
procedure to find the solution in seconds and the quality of the solution is within 
14.3% above the corresponding optimal objective value.  
 
Assignment & Dispatching 
 
In the container terminal, the most important objective is to minimize the vessel 
turnaround time as the ship is only beneficial when it is on the sea and earns nothing 
where it is berthing at the port.  Bish, Leong et al. (2001) focus on container 
assignment problem for the discharging containers and dispatching of vehicles to the 
containers. The model only considers a single QC and a list of unloading jobs from a 
vessel. Since each container is unique and non-homogenous, it needs to be assigned to 
a desired location in the yard according to next port of discharge, content and weight 
class. They propose assignment problem based heuristic to solve the assignment 
problem efficiently. Bae and Kim (2000) discuss a dispatching policy how to assign 
tasks to AGVs in ACT during the ship operation. A MIP model has been developed 
with the main objective to minimise the total completion time as well as the total 
distance travelled by AGVs. A heuristic algorithm produces near optimal solutions 
within a short running time and the authors suggest that pooling AGV resources 
which are shared among multiple cranes helps to reduce the ship turn around time. 
 
 
Scheduling & routing 
 
Kim and Kim (1999c) consider the routing problem of a single SC to minimise the 
total distance travelled during the loading operation of EX containers. To solve this 
problem, the authors find the sequence of yard-bays that the SC should visit and 
determine the optimal number of containers to be picked up. The authors formulate 
the problem as a network model, for which they propose an efficient solution 
algorithm. The number of containers to be picked up at each yard bay is initially 
obtained during a sub-tour while the optimal route for the SC is determined using 
Dynamic Programming (DP).  
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Lee, Cao et al. (2007) looked at the similar problem of scheduling and routing two 
transtainers in the yard which are working together to serve the loading plan of one 
QC with the objective of minimising the total loading time. Since the problem is NP 
complete, it is impossible to use exact algorithm to solve large problems. The authors 
have developed Simulated Annealing (SA) algorithm to find the solutions which are 
only 10.03% above the lower bound. 
 
Dispatching & deployment 
 
Cheng, Sen et al. (2005) apply a minimum-cost flow formulation to solve a 
dispatching problem of AGVs and greedy deployment policy for AGVs is considered 
such that the waiting time of AGVs at berth side is minimised. A simulation model 
verifies that the proposed approach significantly increases the container terminal 
throughput and it is useful to estimate the number of AGVs to be deployed in the yard. 
 
Assignment & deployment 
 
Containers which are delivered in the yard need service from YC. Ma and 
Hadjiconstantinou (2007) considered the combined container assignment and YC 
deployment model within a single optimisation model. The authors also explored two 
YC deployment polices which provide the minimum and maximum number of YCs 
required during the planning time horizon. Since CPLEX B&B is unable to solve 
most of the realistic test problem instances, greedy type heuristic algorithms are 
developed to find near “optimal” solution is proposed. An application of the model is 
applied to a case study in Laik and Hadjiconstantinou (2008). 
 
Assignment, scheduling & routing 
 
Bish (2003) developed an integrated model for container assignment, vehicle 
dispatching (vehicle pooling policy) and scheduling of loading and unloading 
activities of QC for one of the busiest mega terminals. Since the problem itself is NP-
hard, the author has proposed a heuristic method based on transhipment problem with 
the objective to minimise the makespan. Extensive computational results are shown 
for different parameter settings of travelling time; number of containers per ship, 
number of vehicles and worst case performance ratio are also reported. 
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2.3.7 Others 
There are other kind of yard operation problems which we are quite unique/specific to 
terminal operations but difficult to categorise them into classical OR problems; these 
problems are discussed in this section.  
 
Chen (1999); Chen, Lin et al. (2000) use a systematic approach to study the 
„unproductive moves‟ in terminal operations. In a container terminal, prime movers 
are trucks which transport the IM or EX container between a port and different 
industrial zones. Cheu, Chew et al. (2003) introduce a planning model to estimate the 
total distance travelled (including empty trip distance) by prime movers in Singapore, 
if the terminals which are near the central business district were to be shifted to a 
mega terminal near the major industrial zone. A reduction in travel distances can be 
achieved by shifting the terminals to the latter. 
 
In the recent year, Enterprise Resource Planning (ERP) has been quite popular and is 
successful in helping the company to efficiently use the resources.  Choi, Kim et al. 
(2003) apply an ERP approach on the container terminal operations to analyse the 
business processes and generate the best workflow. The integration of data is 
designed to eliminate redundancy and improve the data integrity.  
 
Kim (1997) attempts to use an analytical model to estimate the number of rehandles in 
the container stack resulting from the random retrieval of IM containers in the yard. 
The author uses the exact evaluation procedure to estimate the expected number of 
rehandles and concludes that the stacking height has a greater impact on the expected 
number of rehandles than the width of the yard. This evaluation method is time 
consuming so he has suggested using regression analysis to find out the expected 
number of rehandles for the next pick-up in a bay and showed that the regression line 
is quite close to the real-values.  
 
The container terminal needs to ensure a smooth loading operation in order to reduce 
the vessel turn around time. Kim and Bae (1998) consider loading operations of EX 
containers in a container terminal. They propose a method of reducing the turn-around 
time of the vessels by re-marshalling operation to convert the current yard layout into 
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an ideal layout for loading. The problem is decomposed into two sub-problems: they 
use DP to decide the number of containers to be moved from a bay to match the 
current bay to target layout. Secondly transportation model is used to sequence the 
moving tasks to minimize the total distance travelled by the transfer cranes. 
 
As the number of containers throughput coming to the terminal increase, yard space in 
the terminal has become an expensive and important asset. Normally, terminal 
provides some incentives to allow the customers to store the IM containers free of 
charge in the yard for some time (free-time-limit) before being collected by the 
customers. Kim and Kim (2007) discuss the three analytical price models to store the 
IM containers in the terminal with the consideration of handling activities in the 
terminal. If the containers are stored beyond the free-time-limit, they are charged per 
unit time. Firstly, they develop the cost model with the objective to maximise the 
terminal profit without constraints. Next, they consider the same objective with 
additional constraint to meet the minimum service level (truck waiting time) and 
lastly in the case of public terminal, to minimise the total public cost of investment. 
Numerical results show that it is more advisable not to store the container in the yard 
(zero free-time-limit) to minimise total cost.  
 
TS or EX containers are loaded onto the vessel according to the loading plan of the 
vessel. To facilitate loading process and to shorten the vessel turn around time, it is a 
common practise to re-shuffle the containers in the yard to imitate the load plan. Lee 
and Hsu (2007) model the pre-marshalling of containers in the yard as multi-
commodity network flow problem with the objective to minimise the number of 
container movements. A simple heuristic solution method is proposed to solve large-
scale problems and computation results are presented.   
 
Finally, Murty, Liu et al. (2003; 2005) construct a decision support system (DSS) for 
container assignment, allocation of ITs to QCs, requirement of ITs over a day etc. at 
the container terminal in Hong Kong. The overall objective is to increase the QC rate 
and minimize the vessel turn around time. The container terminal operation problems 
are multi-objective, complex and stochastic so it is impossible to build a single 
mathematical problem to solve all the operation problems. Thus they have proposed 
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to solve them separately in a hierarchical manner and each problem is solved 
separately using a heuristic.  
 
2.4 Container Terminal Simulation  
Managing container terminal operation is a very complex process and a vast amount 
of information flow requires sophisticated IT systems during the operations. As it is 
difficult to use analytical models to model these operations, simulation has become 
increasingly popular among researchers who use it to emulate or imitate the terminal 
operations.  
 
Ballis, Golias et al. (1997) use a simulation model to determine the number of SCs 
against number of Automated Stacking Cranes (ASCs/AGVs) required in a low 
volume maritime terminal. The results show that even though there are differences in 
investment capital and the personnel required, there is no distinction on the amount of 
space required and total cost per container. Bielli, Boulmakoul et al. (2006) present an 
object orientated approach to model the container flow in the terminal using 
distributed discrete-event simulation. The aim of the simulation tool as part of a 
decision support system is to investigate ways to improve the terminal performance 
for increase in traffic. 
 
Hartmann (2004b) discuss in detail how to generate generic operational scenarios in 
the container terminal and they are used within a simulation model to test different 
logistic problems in the terminal such as berth planning and crane scheduling.  
 
To investigate the terminal performance using the current and new proposed policy,  
Kia, Shayan et al. (2002) develop a simulation model and test it at a container 
terminal in Melbourne.  Currently containers are stored for 3-6 days in the yard, under 
the proposed system, a large portion of the IM containers are to be taken by rail to 
inland distribution centres shortly after unloading and then transported by truck to the 
destination. The simulation is run for a period of 12 months and the results reveal that 
a great improvement in shortening vessel port stay and reducing inventory cost is 
achieved using the proposed method.  
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Kim, Won et al. (2004) introduce the design of control software using the distributed 
functions approach to control the handling equipment in the automated container 
terminal to reduce the system overloads. They have developed a simulation system in 
Java which will be used as a test-bed to test the proposed designed software and 
evaluate the postponement strategy and re-sequencing policy using buffers.  
Simulation results are presented.  
 
Lee, Park et al. (2003)  apply SCM to port industry using a simulation approach. The 
study is to find out how the relationship between the shippers and operators and 
information sharing between them affect the container handling time. Kozan (1997) 
discusses the major factors affecting the container efficiency in a rail container 
terminal in Australia. The author uses simulation to analyze the container flows in the 
system and the main performance measure is the throughput time of the containers. 
Ottjes, Veeke et al. (2006) develop a generic simulation model to design and evaluate 
the multi-terminal system for container handling. The model consists of three 
elementary functions, namely transporting containers, transferring TS containers and 
storing of containers. The model is applied at an existing container terminal in 
Rotterdam and as a foundation to the future design of new terminal – MV2.  
 
Finally, Yun and Choi (1999) propose the use of an object oriented approach to 
simulate the container terminal operations. The simulation tool consists of berth 
planning, yard planning, stowage planning and logistics planning. The authors 
describe the material flow in the container terminal and use a reduced model of Pusan 
East container terminal to test the container terminal efficiency in terms of TC, QC, 
and yard truck utilization index, container yard occupancy rate and average ship 
waiting time.  Other researchers, like Briskorn, Drexl et al. (2006),  Dekker, Voogd et 
al. (2006),  Kim, Jeon et al. (2006),  Lehmann, Grunow et al. (2006), Vis, De Koster 
et al. (2005) develop simulation models to analyse  and test the performance of their 
proposed algorithms or methods.  
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2.5 Summary 
 
Container terminal operations are capital intensive and very complex involving many 
decision making processes. Most research focuses on a single terminal operation like 
IM container assignment or routing of YCs, which may not have a great impact in 
improving the whole terminal efficiency and performance. On the other hand, 
researchers considering the whole terminal operations tend to divide the overall 
optimisation problem into different sub-problems and solve them in a sequential 
manner which may result in sub-optimal solutions for the whole system. Developing 
efficient solution methods to solve the complex problems relating to the terminal 
operations is still an ongoing research question. Finally, simulation is widely used to 
capture the system dynamics and stochastic nature of the terminal operations. A good 
simulation tool will assist the terminal manager to make better decisions, predict the 
outcome under uncertainty, validate the plan and evaluate different operational 
polices.  
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Chapter 3 
 
3 Optimal Flows In Sea-land Intermodal Transport  
 
3.1 Introduction 
Intermodal freight movements occur by road, rail, air, and sea through truck-rail inter-
modal terminals, airports and marine terminals.  At these locations, freight is quickly 
and efficiently transferred from one mode of transportation to another.  Alternative 
transportation modes incur different costs and the customers or logistic companies are 
interested to find an optimal route to transport the goods from source to destination in 
the most cost effective manner. The choice of transportation mode depends on criteria 
such as transportation cost, travelling distance, risk, frequency of operations, 
timeliness and availability of transportation modes. Air transport may be very fast, but 
it has limited capacity and the cost is very high. On the other hand, sea transport is 
economical but may take a long time to arrive at the destination. Bulky goods, like 
cars, electronic or high volume goods are mostly transported by vessels. Depending 
on the needs and type of goods to be transported, the supplier or distribution managers 
need to decide what kind of transportation mode(s) to use so as to meet the on-time 
delivery requirements of their products at minimum transportation cost.  
 
There is extensive research in rail-road intermodal transport especially in the States 
with collaboration or mergers between rail and trucking companies. There is also a 
rising number of sea-land intermodal transport applications as most of the containers 
arrive at a container terminal either via rail or road. In this chapter, we aim to address 
the gap in literature and present an integrated model of sea-land intermodal transport, 
by considering the complete container flow which includes IM, EX and TS in the 
container terminal within a certain planning horizon.  Furthermore, the customer‟s 
choice of transportation mode (to transport containers to and from the container 
terminal) by rail, road or direct link will be taken into consideration. The problem is 
indeed very challenging as it involves many decision variables. 
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This chapter begins with the state-of-art literature review on intermodal transport, 
followed by a detailed description of the sea-land intermodal transport problem and 
presents a new mathematical formulation of this problem. A solution methodology 
using B&C is proposed which finds the optimal solution to the problem efficiently. 
Extensive computational experimentation is carried out. However, due to the 
complexity of the problem, the B&C is still unable to find optimal solutions within a 
reasonable time frame. Hence, two greedy type heuristic methods are developed that 
can find “good, feasible” solutions within minutes. Computational results are also 
shown at the end of the chapter.  
3.2 Literature Review For Sea-Land Intermodal Transport 
 
Due to the international trade and globalization, intermodal shipment which moves 
products across national boundaries using a mixture of various transportation modes 
such as air, ocean liner, barge, rail and truck is becoming a norm.  Intermodalism can 
provide great opportunities for reducing the logistic costs and improving service but 
poor planning and scheduling may create a lot of hassles and result in deteriorating 
service. The research in the area of intermodal transportation is growing. Alessandri, 
Sacone et al. (2007) aimed to develop a model in maritime intermodal terminals so as 
to optimize and control the container transfer operations. The proposed model is used 
to model the strategic level optimisation problem to minimize the transfer delays of 
containers in the terminal which is solved by a receding-horizon strategy. They use a 
system of queues (at quay, yard and gate) and a set of discrete-time equations to 
represent different states of the containers movement in the terminal.  
 
In Abacoumkin and Ballis (2004), the authors outline an expert system structure that 
will help the terminal operators to decide the space required and the number of 
equipment to use to meet the service quality. The simulation covers both the rail-side 
and the roadside of the terminal. The simulation procedure is performed by using a set 
of pre-defined train and truck arrival scenarios using the empirical data from Germany. 
A cost calculation model is used to find the cost per container transhipped by the 
examined terminal configuration.  
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Barnhart and Ratliff (1993) discuss the methods of determining the minimum cost for 
intermodal routing using truck/rail combination to help shippers minimize the total 
transportation costs. The authors solve two groups of transportation problems; the first 
one is to find the optimal rail cost per trailer in the intermodal routing problem and the 
second is to find the optimal transportation route based on charges per flatcar. The 
first routing problem to determine the least cost of routing all trailers can be solved 
efficiently as a shortest path problem. A large shipper, who owns the flatcars and 
provides piggyback service to his customers, normally expresses his rail 
transportation cost per flatcar and not by trailer. Under this plan, the problem to find 
the optimal route is modelled as a network matching problem. A non-bipartite 
weighted matching algorithm can find a minimum cost solution to the intermodal 
routing problem.  A b-matching algorithm is also discussed to find the solution to the 
above problem efficiently. 
 
Gambardella, Rizzoli et al. (1998) design a DSS for an intermodal container terminal, 
La Spezia Container Termianl (LSCT) in Italy. Containers arrive at LSCT by train, 
vessel or truck and are stored in the terminal yard. Containers then leave the terminal 
by the same means to reach their destinations. Due to the high volume of containers 
and a small yard, management of space is a critical issue. The authors outline the 
architecture for DSS which consists of three modules: simulation model for the 
terminal, forecasting model to analyze the historical data and predict the demand and 
a planning system. The planning system tried to optimize the loading and unloading 
operations, the resource allocation and the container assignment in the yard. In this 
paper, they focus on the scheduling of resources like the YCs and QCs for the 
upcoming shift using the forecasted workload during loading and unloading 
operations. The problem can be formulated as a network design problem and solved 
using B&B with the objective of maximising the profits over a time period of 6 hours. 
The simulation model is employed at LSCT to validate the solution provided by the 
planning algorithm.  
 
Due to the high container volumes in each vessel, the current approach used by most 
terminal managers is to plan for each ship as an independent entity. This may be a 
source of conflict and performance degrading in competing for the resources for 
parallel loading and unloading among vessels in port. In another paper, Gambardella, 
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Mastrolilli et al. (2001a) propose a methodological approach to solve the problem 
which still considers the interactions among the ship planners, but reduces the 
problem complexity by iteratively modelling it at different levels of detail. At the high 
level, container moves during loading and unloading operations are seen as flow 
inside the terminal. The goal is to determine the best allocation of resources on the 
yard with the objective of minimizing the operation costs at terminal. This is done 
efficiently by modelling the problem as a mix integer linear programming problem 
(MILP) and solved by a B&B search. At the lowest level, given the container 
locations in the yard and the allocated resources, the goal is to schedule the loading 
and unloading sequences in order to optimize the use of the allocated resources and 
meet the required service level. The problem is modelled as a scheduling problem and 
solved using a new neighbourhood function and a new self-tuning tabu search. Lastly 
a simulation model is used to test out and evaluate the performance of the overall 
policies produced by the optimization module. The program is run on LSCT which 
shows a noticeable increase in terminal performance as the resulting spending is now 
67% of the resource costs originally planned at the terminal.  
 
Imai, Nishimura et al. (2007) investigate the VRP in an intermodal terminal to reduce 
the operational cost by considering pick up and delivery points of the jobs to optimise 
the trucks usage. They develop a subgradient heuristic based on LR to find near 
optimal solutions for large problem instances. 
 
Containers are mainly transported by rail or road to the container terminal which 
provides an important gateway between rail roads and ocean-going vessels and plays 
a critical role in today‟s global intermodal chain. Despite its very importance, to the 
best of our knowledge, there is very limited research to date which considers sea-land 
intermodal transport. 
 
3.3 Problem Description  
Nowadays, some of the largest shipping lines have formed partnership or joint 
ventures with the container terminals and they operate their own dedicated berths or 
terminal yards. They are in control of how the containers should be transported either 
via rail or road to the terminal. It is to the interest of the shipping lines to minimize 
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the total transportation and terminal operational cost (storage and YC cost) once the 
containers arrive at the yard. The container locations will adversely affect the number 
of YCs to be deployed during loading time. The type of decisions at the container 
terminal depends on the kind of source and destination shown in Figure 3-1. We 
identify three different types of container flows through the container terminal yard: 
 
a. IM flow of containers: Vessel to Customer 
 
After the ship berths at the container terminals, the IM or TS containers are 
discharged from the vessel first before the loading starts. The IM containers will be 
either stored in the container storage yard, (determine how many containers to be 
stored in which yard block) before being collected by the customers or directly be 
picked up by the customers without storage. The customers then determine how many 
containers to be transported via (rail/road/direct) link to arrive at the destination on-
time and overall operational cost is minimized. 
 
b. EX flow of containers: Customer to Vessel 
 
Containers to be transported by vessels come to the container terminal from the 
suppliers/ customers either by rail or road. The customers need to decide how many 
containers to be transported via (rail/truck/direct) link to the terminal.  The 
containers are stored in the container terminal temporarily until the loading vessel has 
arrived to carry the load and transport them to the next destination. In this case, it is 
important for the container terminal manager to distribute the load evenly to different 
yard blocks so as to facilitate the loading. Hence, a key decision is to determine how 
many containers to be stored in which yard block. During the loading process where 
the containers will be loaded from the container yard to the vessel, it is important to 
decide how many containers to be loaded to the vessel at which time period, to better 
utilize YC capacity and minimize the number of YCs required for loading at each time 
period during the planning horizon. 
  
c. TS flow of containers: Vessel to Vessel 
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The TS containers are unloaded from the vessel. One of the decisions is to determine 
how many containers to be transported via direct link to the next vessel (if the 
departing vessel arrives before the discharging vessel arrives) or how many containers 
to be stored in which yard block. Furthermore, during the loading process -as in the 
case of EX flow, see (b) above, it is important to decide how many containers to be 
loaded to the vessel at which time period and the number of YCs required for loading 
at each time period during the planning horizon. 
 
Yard
Customer
Vessel
Direct load
Rail
Road
Internal Truck
Yard
Vessel
Direct transport  to customer
b. Export flow of containers: Customer - Vessela. Import flow of containers: Vessel-customer
Internal Truck
Rail
Road
Yard
Customer
Direct load
Internal Truck
c. Transshipment flow of containers: Vessel-Vessel
Vessel
Vessel
Internal Truck
 
Figure 3-1: Different transportation flows for different Origin-Destination Pairs 
 
Based on the above type of container flows, Table 3-1 summarises the key decision 
relating to the sea-land intermodal problems. 
 
Key decision making problems: 
►IM flow of container (vessel-customer): 
1. how many containers to be transported via (rail/road/direct) link 
2. how many containers to be stored in which yard block 
► EX flow of container (customer – vessel): 
3. how many containers to be transported via (rail/road/direct) link 
4. how many containers to be stored in which yard block 
5. how many containers to be loaded to the vessel at which time period 
6. number of YCs required during loading 
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Key decision making problems: 
► TS flow of container (vessel –vessel):  
7. how many containers to be transported via (rail/road/direct) link 
8. how many containers to be stored in which yard block 
9. how many containers to be loaded to the vessel at which time period 
10. number of YCs required during loading 
Table 3-1:  Key decisions for sea-land intermodal transport 
3.4 Mathematical Problem Formulation 
In this section, we have formulated the sea-land intermodal transport problem as an IP 
model. We describe the assumptions, objective, notation, decision variables and 
constraints for the formulation of sea-land intermodal transport. 
3.4.1 Assumptions 
Container Unit 
 
A 3-1: Containers considered in the model are twenty footer containers. 1 container = 
1 TEU. 
A 3-2: Yard block capacity, occupancy rate and space vacancy are computed in terms 
of TEUs. 
Intermodal mode 
 
A 3-3: One of the modes of transportation is sea transport via the container terminal. 
All the containers are required to be shipped by at least one ship during the entire 
journey. 
Transportation and traveling  
 
A 3-4: The traveling time within the terminal is considered negligible as compared to 
the planning time.  
A 3-5: Transportation charge by rail, road, and direct load depends on the distance 
travelled. 
A 3-6:  The transportation charge per unit distance varies for rail and road and it is a 
user-defined parameter.  
A 3-7:  Direct load will be using the road transport. 
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Storage of containers 
 
A 3-8: No storage time is taken into consideration. All the containers stored in the 
yard are charged at the same rate regardless of the duration of stay. 
A 3-9: Each container is only handled once; there is no re-handling of containers in 
the container terminal. 
A 3-10: IM containers stored in the yard need a handling time of at least 3 hours 
before they can be transported to the customer, but the containers to be transported 
directly from the ship to customer can leave the yard immediately after the vessel 
discharged.   
A 3-11:The yard storage cost is variable and is a function of the yard block occupancy 
rate, i.e. it is cheaper to store a container in a yard block which has fewer containers 
than a yard block with more containers.  
A 3-12: IM containers are stored in yard blocks which are designated as “import”. 
A 3-13: EX and TS containers are stored in loading clusters in the yard.  Loading 
clusters are sections of a yard block which are reserved for a particular loading vessel. 
All the containers belonging to the same loading vessel are stored together in the same 
cluster in the block in order to facilitate loading.  
Planning time horizon 
 
A 3-14: The planning horizon is of finite duration and it is a user-defined input 
parameter.  For the purposes of this model we consider a time horizon of 7 days - 168 
hours which is further sub-divided into twenty one 8-hour time periods, referred to as 
“shifts”.  
YC deployment 
 
A 3-15: There is a fixed handling cost charge for each YC deployed per time period. 
A 3-16: The YC capacity or YC working rate which is a user-defined input parameter 
is described in terms of the number of container moves/ per hour.   
A 3-17: We are only considering the loading activities in the yard by YC. The YC is 
deployed just for load containers subject to YC capacity.  
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A 3-18: A YC can be allocated to any yard block. 
A 3-19: The traveling time of a YC in the yard is negligible. 
A 3-20: An unlimited number of YCs are assumed to be available in the terminal. 
The above simplifying assumptions have been made based on practical experience in 
the real container terminal operations and the figure for the YC capacity is obtained 
from the general statistics.  
3.4.2 Parameters 
P 3-1: Number of EX containers from customers to a loading vessel  
P 3-2: Number of IM and TS containers discharged from the vessel 
P 3-3: Number of containers to be loaded on a vessel  
P 3-4: Number of IM container to be retrieved by customers  
P 3-5: Pick up time at the source customer  
P 3-6: Berthing and un-berthing time of a vessel 
P 3-7: Target delivery time for the end customer  
P 3-8: Yard block assigned to each loading vessel 
P 3-9:  Number of containers already stored in a yard block 
P 3-10: Yard block vacancy 
P 3-11: Rail and road distance between a customer and container terminal  
P 3-12: Traveling speed by rail 
P 3-13: Traveling speed by road 
3.4.3 Objective 
The objective function for this sea-land intermodal transport model is to minimize the 
total operational cost which consists of the transportation cost to transport containers 
from sources to destinations, storage cost of the containers in the yard and finally a 
partial YC deployment cost during loading of EX/TS to the vessel. 
3.4.4 Notations 
We define the following subscripts: 
i = index of source, 1,2,..,i I ,  (source can be either customer or vessel) 
j = index of yard block, 1,2,..,j J , 0 – no storage is required  
k = index of destination, 1,2,..,k K , (destination can be either customer or vessel) 
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m = mode of transport, m = 0, 1, 2, 0 – direct, 1 – road, 2 – rail, default transport in 
the yard is road,  
t = index of time period, t = 1, 2, …,T  
 
Using the above subscripts, the following notation is used: 
1 2,i it t - time window when the containers can be picked up from source i  
iks - supply, number of containers for origin-destination (O-D pair) (i, k)  
kD  - total number of containers to be loaded on destination vessel, k  
k - a set of yard blocks j which are designated to store containers for destination k  
jkv - space vacancy at block j designated for the destination k, measured in term of 
TEUs  
jkz - total number of containers already occupied in the yard block j for destination k 
1 2,k kT T - delivery time window for destination k 
0
0it - traveling time to transport containers from source i via direct link (in hours) 
m
ijt - traveling time to transport containers from source i  to block j by transport mode 
m (in hours) 
m
jkt  - traveling time from block j to destination k by transport mode m (in hour) 
YR - YC working rate  
ktF - time duration for loading a vessel k at time period t 
T – total time period during a given planning horizon (e.g. 7 days) 
m
ijkc -unit transportation cost from source i to block j for destination k by mode m 
jkc - variable unit storage cost  to store a container at block j for destination k which is 
depended on the container which is already stored in the yard 
*
*
*
100
( )
1 ,where max( )
k
jk jk
jk jk jk
j
jk
z z
c z z
z 
 
 
  

    
YC - fixed YC deployment cost for each time period which is a user input 
M – a very large number 
( , )i k O - (i,k) belong to the set of Origin-Destination (O-D) pairs 
cI - set of source customers 
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vI - set of source vessels 
cK - set of destination customers 
vK - set of destination vessels 
,c v c vI I I K K K     
3.4.5 Decision Variables 
Define: 
m
ijkf - IM or EX or TS incoming flow of containers to be transported from source i, to 
destination k via transportation mode m and stored in block j 
m
ijkg  - IM outgoing flow of containers from source i to destination k stored in block j, 
to be transported out of the terminal gate via transportation mode m 
jkth - EX or TS outgoing flow of containers from yard block j to be loaded on to 
destination vessel k at time period t  
tZ - total number of YCs required at time period t 
 
0/1 variables: 
1 if there is a YC deployed in block j for destination k at time period t
0 otherwise                                                                                      
jktY

 

 
1 if there is container flow from source i to block j via transport mode m
0 otherwise                                                                                               
m
ijy

 

  
1 if there is container flow from block j to destination k by transport mode m
0 otherwise                                                                                                      
m
jkx

 

  
 
Using the decision variables defined above, the following figures show a 
diagrammatic representation of the three types of container flows through the terminal 
yard. 
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Figure 3-2: IM flow of containers in sea-land intermodal 
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Figure 3-3: EX flow of containers in sea-land intermodal 
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Figure 3-4: TS flow of containers in sea-land intermodal 
 
3.4.6  A new IP model 
 
In this section, we present the new IP model, we develop for the sea-land intermodal 
transport problem described in section 3.3. 
 
Model M 7: Sea-land intermodal transport model 
 
Objective: 
 
2 2
1 0 { , } 1
transportation cost for EX transportation cost for IM
2
1 1 1 1
Ystorage cost
min
( ) + *
c k v c k
k
K
m m m m
ijk ijk ijk ijk
i I j k m i I k K j m
K I T
m
jk ijk Y t
k j i m t
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c f C Z
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
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Subject to 
2
0
, ( , )
k
m
ijk ik
m j
f s i k O
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An explanation of the objective function and the constraints of the above formulation 
follow below.  
Equation (3-1) denotes the objective of the sea-land intermodal transport model, to 
minimize the total operational cost which consists of the transportation cost to 
transport containers for EX containers from customers to terminal and vice versa, 
storage cost of the containers in the yard and finally a partial YC deployment cost 
during loading of EX/TS to the vessel. 
  81 
Constraint (3-2) represents the total number of containers transported from source i to 
destination k via rail/road/direct link should be equal to total containers supplied at 
source i. Constraint (3-3) specifies that the total number of containers assigned/stored 
in a yard block must be less than the yard space vacancy at the given block. 
Constraints (3-4) to (3-6) imply that, for any O-D pair, the total flow of containers 
transported via direct link should arrive at the destination within the required time 
window of the given destination. Constraints (3-7) and (3-8) ensure that total number 
of containers transported via raid/road at the terminal for storage in a yard block 
should arrive at the terminal before the vessel arrival time, unless the containers are 
transported via direct load. Constraint (3-9) represents the flow conservation at the 
destination customer, that is, the total number of import containers transported via 
rail/road/direct link to the destination customer, should be equal to the customer‟s 
demand.  Constraints (3-10) and (3-11) ensure the on-time delivery of import 
containers to the destination customer (delivered within the delivery time-window).  
Constraint (3-12) represents the conservation of IM container flow in each yard block, 
that is, expresses the fact that the total number of IM containers stored in the yard 
should be equal to the total number of containers leaving the yard. Constraint (3-13) 
enforces the requirement that the total number of containers stored in a given yard 
block to be loaded on the vessel should be equal to the sum of containers already 
occupying the yard block and the total number of containers to be assigned/stored in 
the yard. Constraint (3-14) represents the conservation of flow for the loading vessel; 
the total number of EX or TS containers loaded via direct link plus the total number of 
containers loaded from the yard to the vessel should be equal to the demand 
associated with the loading vessel. Constraint (3-15) implies that the total number of 
EX or TS containers to be loaded from the yard to the ship at each time period should 
not exceed the YC capacity for each yard block at the given time period. Constraint 
(3-16) specifies the YCs requirement for each period during loading which should be 
equal to the sum of YCs required in all yard block for each period. Finally, 
Constraints (3-17) define the binary and integer decision variables. 
3.5 A Numerical Example 
Consider a planning horizon of 7 days, that is, (0,168) hours for 7 days. Assume 
Customer A has 15 EX containers to be sent to a container terminal for loading onto 
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vessel D. The customer can choose to transport the containers by rail, road or directly 
loaded to the vessel.  
 
There is a vessel B coming to the yard between time (10, 30) and it will discharge 10 
TS containers to be loaded to vessel D and 30 IM containers (20 out of the IM 
containers are for customer C and 10 containers are to be delivered to customer E). 
The TS containers, can be either stored in the yard before being loaded to the vessel 
or can be loaded directly to the loading vessel if the berthing time overlaps. The IM 
containers can be directly transported to the customer C and E or stored in the yard 
and later to be transported by road or rail. The IM containers should reach the 
customers before the target time of 45 hours. There is another vessel D whose in port 
duration is between (50, 70) and during the loading time for vessel D, there are a total 
of 115 containers to be loaded on the ship from different yard block. We assumed that 
there are 3 yard blocks: block B1 and block B2 store the TS containers for vessel D 
but block B3 is designated for IM containers. The containers in the yard and the 
vacancy of each block are given.  
 
The following decisions have to be made:  
 How should the containers from customer A be transported to the yard and to 
which yard block to be stored in order to balance the workload in the yard and 
facilitate loading? 
  How many containers from the discharging vessel B should be stored in 
which yard blocks?  
 What mode of transport (rail, road, direct) should be used by customers C and 
E in order to transport the containers from the container terminal to the 
customers no later than the target time? 
 
 The total objective is to find the minimum operation cost to complete these tasks 
including the transportation charge and balancing the work load at terminal and 
facilitate loading.  
 
The graphical representation of the example problem is illustrated in the Figure 3-5. 
Figure 3-6 displays the network model corresponding to the example and the optimal 
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flow is given in Figure 3-7. The optimal cost is 33488.5, 15 EX containers from 
customer A will be transported by rail to terminal and stored in yard block B1. 5 TS 
containers from vessel B1 will be assigned to yard block B1 and B2 respectively. 30 
IM containers will be piled up in yard block C, then 20 and 10 IM containers will be 
transferred to customer C and E by road. Finally 60 and 55 containers from block B1 
and B2 will be loaded on to the vessel D at time period t = 9. 
Yard Block B1 for
loading vessel C
Vacancy - 20
40 cntrs in yard
Yard Block B2 for
loading vessel C
Vacancy - 30
50 cntrs in yard
Yard Block B3 for local
import
Vacancy - 40
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Customer A (time=15)
15  D
Ready time = 15
 
Distance = 450km
 
Customer C (time = 45)
B20
Vessel D (t1,t2) = (50, 70)
115 cntr to be loaded
Customer E (time = 45)
B  10
Vessel B (t1, t2) = (10, 30)
10 cntr  D
30 Cntr  local import
(20 C & 10   E)
Inflow
Outflow
Direct transport
Container Terminal
Distance = 500km
Distance = 450km
Distance = 800 km
Distance = 350km
 
Figure 3-5: Sea-land intermodal transport: An Illustrative Example 
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Figure 3-6: The graphical presentation of network flow model corresponding to 
the Illustrative Example 
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Figure 3-7: Optimal container flows for the example 
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3.6 Computational Experimentation   
This section presents an overview of the test problem generation procedure to 
generate test instances for computational experimentation of the proposed model 
(section 3.4). Furthermore, initial computational results are reported using the CPLEX 
MIP solver. 
3.6.1 Test Problem Generation 
 
We randomly generate test instances for the model that we have developed in section 
3.4. We assume that customer arrival times of the customer follow an exponential 
distribution with a rate 
c and the arrival time of a vessel is a Poisson process with an 
arrival rate of
v . ,c v  values range between [5, 24], c =6 hours means that the inter-
arrival time of customer is 6 hours. The number of blocks to be considered is within a 
range of 20-40. The number of containers for a vessel falls within the range of 100-
4000 and the number of containers sent by a customer ranges from 1-500. We 
generated 50 test problems using different arrival rates for customers and vessels. The 
total number of containers generated for a 7 days planning horizon is between 3000 to 
30000 containers which is equivalent 0.16 to 1.6 millions TEU of annual throughput 
(small or medium size European container terminal). The number of O-D pairs is 
within 5 – 90 pairs and the yard space utilization rate is within 10% - 80%. The 
complexity of a test problem is determined by the number of O-D pairs, number of 
containers to be planned and the yard congestion level. Larger number of containers, 
O-D pairs and congested yard make the problem more difficult to solve as it is more 
time consuming to search for an optimal location of a container where the space 
capacity is limited. A computer program is developed using C++ and is solved using 
ILOG CPLEX MIP solver. Data details for the 50 test instances are shown in Table 
3-2.  Let define:  
No. : Test case number 
# Cntrs : number of containers to be planned 
J  : number of clusters 
#O-D : number of O-D pairs 
YOR : Yard occupancy rate (%) 
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No # Cntrs J #O-D YOR (%) 
1 3287 24 5 25.53 
2 4059 40 12 28.31 
3 5048 42 10 87.17 
4 6113 43 12 77.63 
5 7148 43 8 52.18 
6 7473 50 10 86.99 
7 7851 51 28 79.65 
8 7989 52 14 93.55 
9 8486 54 16 87.76 
10 8700 54 14 40.33 
11 9067 57 13 97.40 
12 9112 57 9 53.72 
13 9628 61 31 70.53 
14 9818 62 15 93.65 
15 10673 62 27 93.70 
16 11029 62 8 88.68 
17 11356 62 13 70.01 
18 13997 65 37 94.38 
19 14336 66 65 80.00 
20 14461 67 34 63.58 
21 14478 69 34 86.87 
22 14781 70 37 81.76 
23 15148 70 34 82.31 
24 15152 73 37 95.52 
25 15413 74 29 63.38 
26 15454 75 38 94.16 
27 16246 75 37 71.96 
28 17676 78 40 88.23 
29 19952 79 48 58.42 
30 21870 80 39 58.75 
31 22095 83 33 51.27 
32 22220 83 56 64.87 
33 23342 83 63 66.50 
34 23560 85 82 73.26 
35 23941 85 78 71.08 
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No # Cntrs J #O-D YOR (%) 
36 25174 86 50 66.49 
37 25357 88 48 77.23 
38 26721 89 54 82.05 
39 27263 93 41 66.97 
40 28064 96 43 84.90 
41 29228 98 51 61.08 
42 29624 101 71 81.69 
43 30100 101 50 64.20 
44 33202 102 51 68.06 
45 36585 102 82 82.35 
46 36984 104 57 62.73 
47 37233 105 53 69.03 
48 38176 107 56 67.54 
49 39859 113 64 62.34 
50 42918 120 67 67.78 
 
Table 3-2: Test instances for sea-land intermodal transport model: Data details 
3.6.2 Initial Computational Results using CPLEX 
In this section, we present computational results obtained for the generated test 
problems above (in section 3.6) using CPLEX 10.0 as the MIP/LIP solver run on IBM, 
Intel Pentium®, Processor 2.8GHz, 1GB of RAM. We have imposed the time limit of 
6 hours (21600 seconds) in CPLEX for all the test problems. This means that, in the 
case that the B&C algorithm cannot find the optimal solution within 6 hours, the best 
solution found thus far will be displayed. The time limit of 6 hours was set as a result 
of computational tests carried out which showed that beyond 6 hours, a computer 
memory problem occurs as the search tree is too large and ILOG CPLEX cannot 
handle it. 
 
The computational results are recorded in Table 3-3. The following information is 
presented:  
No  : test case number 
# Cntrs : number of containers to be planned 
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*   CZ or Z  : Optimal objective value or the best-known (incumbent) solution at the end 
of time limit  
Gap1 (%) : percentage gap between * C or Z  and LBZ Z  where LBZ  is the best lower 
bound at the end of execution time  or time limit of 6 hours 
Gap2(%) : gap at the root node computed as the percentage gap between the upper 
bound and lower bound obtained after the LP relaxation at the root node 
Nodes : number of nodes processed by the B&C algorithm during the execution 
time or time limit of 6 hours 
Time : total execution time (in seconds) 
From our initial run, we found out that CPLEX solver can only solve two test 
instances to optimality and could not find the optimal solution for most of the realistic 
test problems within a reasonable time frame. There is a need to find an efficient and 
fast algorithm to solve the real world problem efficiently. We shall explore some 
heuristic methods in section 3.8 which can obtain near “optimal” solution in seconds. 
 
No. # Cntrs *  or CZ Z  
Gap1 (%) Gap2 (%) Nodes Time 
1 3287 2.63E+05 0.00 100 5 1 
2 4059 1.65E+06 0.39 100 161122 21600 
3 5048 9.94E+05 0.30 100 137581 21600 
4 6113 1.29E+06 0.48 100 104051 21600 
5 7148 5.52E+05 0.46 100 7581 21600 
6 7473 8.84E+05 1.02 100 86025 21600 
7 7851 3.53E+06 0.31 100 79390 21600 
8 7989 1.10E+06 0.82 100 89309 21600 
9 8486 1.90E+06 0.45 100 87537 21600 
10 8700 2.49E+06 0.00 100 82161 1250 
11 9067 1.46E+06 1.23 100 88613 21600 
12 9112 7.18E+05 1.09 100 83651 21600 
13 9628 3.92E+06 0.06 100 71001 21600 
14 9818 1.25E+06 0.51 100 72274 21600 
15 10673 2.22E+06 0.39 100 66546 21600 
16 11029 1.62E+06 0.30 100 63110 21600 
17 11356 1.08E+06 0.69 100 56306 21600 
18 13997 3.59E+06 0.43 100 45840 21600 
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No. # Cntrs *  or CZ Z  
Gap1 (%) Gap2 (%) Nodes Time 
19 14336 7.98E+06 0.01 100 17512 21600 
20 14461 4.42E+06 0.41 100 56601 21600 
21 14478 4.30E+06 0.43 100 45737 21600 
22 14781 4.06E+06 0.48 100 46611 21600 
23 15148 3.42E+06 0.59 100 48804 21600 
24 15152 3.90E+06 0.41 100 43054 21600 
25 15413 3.81E+06 0.49 100 43975 21600 
26 15454 4.17E+06 0.46 100 39248 21600 
27 16246 5.63E+06 0.29 100 62887 21600 
28 17676 6.46E+06 0.38 100 46367 21600 
29 19952 8.37E+06 0.19 100 47881 21600 
30 21870 5.80E+06 0.46 100 44400 21600 
31 22095 3.49E+06 0.83 100 33007 21600 
32 22220 6.50E+06 0.41 100 39188 21600 
33 23342 8.16E+06 0.30 100 81548 21600 
34 23560 9.43E+06 0.28 100 11096 21600 
35 23941 1.03E+07 0.21 100 109645 21600 
36 25174 7.58E+06 0.33 100 94032 21600 
37 25357 7.24E+06 0.35 100 123668 21600 
38 26721 8.27E+06 0.44 100 89956 21600 
39 27263 5.47E+06 0.54 100 203239 21600 
40 28064 4.79E+06 0.53 100 23001 21600 
41 29228 5.13E+06 0.57 100 24649 21600 
42 29624 1.02E+07 0.40 100 23430 21600 
43 30100 7.16E+06 0.47 100 28352 21600 
44 33202 4.68E+06 1.26 100 117049 21600 
45 36585 1.10E+07 0.40 100 118175 21600 
46 36984 8.99E+06 0.42 100 120359 21600 
47 37233 5.52E+06 1.07 100 84976 21600 
48 38176 5.63E+06 0.61 100 105421 21600 
49 39859 9.26E+06 0.36 100 82725 21600 
50 42918 7.04E+06 0.56 100 96544 21600 
  Average 0.48 100 70705 20761 
Table 3-3: Computational results for sea-land intermodal using CPLEX B&C 
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3.7 Computational Implementation of a B&C Algorithm  
The basic steps in a B&C algorithm and a general overview of exact algorithms are 
described in section 1.4.4. This section provides an overview of the design of B&C 
algorithm for solving the model of section 3.4.  In summary, a B&C method explores 
the solution tree starting from the root node. At the root node LPR has been solved to 
get the lower bound. A heuristic is also used to get the initial upper bound. When one 
of the decision variables is not integer, we need to evaluate which variables to branch 
by exploring different node selection and variable selection strategies. While solving 
the LP relaxation at a node, Gomory fractional cuts (as global cuts) are added to 
remove the current fractional solution without excluding the optimal integer solution. 
At each node, we compare the lower bound of the sub-problem (exploring LP and LR) 
with the current upper bound on the optimal objective value. If the lower bound is 
greater than the current upper bound, the corresponding sub-tree is fathomed and will 
no-longer be explored. This process is repeated until all the nodes are explored or the 
stopping criterion is reached. In the following sections, the various aspects of a B&C 
algorithm are described in detail.  
3.7.1 Evaluation of Variable Selection Strategies 
The decision on which variable to branch next tends to influence the performance of a 
B&C algorithm. We consider the same strategies that we have presented in section 
1.4.4 and computational results for each strategy are reported in Table 3-4. 
We have observed from Table 3-4 that “strong branching” tends to produce “better” 
results (smaller IP gap) within the same cut off time of 6 hours. This strategy will 
require a considerable time to decide the most promising branch that can lead more 
quickly to an optimal solution. This rule is time consuming but enables a much 
smaller search tree than other strategies. “Minimum” and “maximum infeasibility” 
consistently perform worse than “strong branching” with larger number of B&C tree 
generated. Finally “maximum cost” has the worst performance among all and we have 
selected “strong branching” for implementation in our B&C algorithm. 
The computational results for the above 4 variable selection strategies are recorded in. 
For each variable selection strategy, the following information is presented:  
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No : Test case number 
Nodes  : Number of nodes processed by the B&C algorithm  
Gap4(%) : percentage gap between * C or Z  and LBZ Z  where LBZ  is the best lower    
bound at the end of execution time  or time limit of 6 hours 
 
No. 
Minimum 
infeasibility 
Maximum 
infeasibility Maximum cost Strong branching 
  Nodes Gap4(%) Nodes Gap4(%) Nodes Gap4(%) Nodes Gap4(%) 
1 15 0 5 0 8 0 5 0 
2 188297 0.41 179891 0.4 184934 0.43 161122 0.39 
3 182282 0.45 169238 0.41 217400 0.56 137581 0.3 
4 156059 0.43 139407 0.43 141989 0.56 104051 0.48 
5 780 0.5 773 0.5 690 0.5 30 0.46 
6 140804 1.28 138122 1.28 146168 1.3 86025 1.02 
7 93795 0.32 92037 0.31 116035 0.54 79390 0.31 
8 105179 0.9 103698 0.88 111599 0.87 89309 0.82 
9 104919 0.65 103045 0.63 107483 0.76 87537 0.45 
10 82161 0 82161 0 114588 0 82161 0 
Average 105429 0.49 100838 0.48 114089 0.55 82721 0.42 
Table 3-4: Computational results for four variable selection strategies 
 
3.7.2 Evaluation of Node Selection Strategies 
We have evaluated three node selection strategies (best bound, DFS and best 
estimate) during B&C algorithm, mentioned in section 1.4.4. “Nodes” (in Table 3-5) 
refers to the number of nodes which have been explored to find the best integer 
solution. The computational results in Table 3-5 shows that best-bound strategy works 
better than DFS in general with fewer nodes to explore a lower to achieve smaller IP 
gap (average IP gap of 0.43%) as compared to average IP gap of 0.485% for DFS. 
Using DFS, the lower bound doesn‟t improve a lot because it dives deeply into the 
tree rather than exploring other branches. Thus DFS has slower convergence and 
longer computation time than best-bound strategy. The only advantage of DFS is that 
it consumes much less memory space to store the tree than compared to other node 
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selection strategies. The performance of best-estimate is very similar to best-bound 
search. The following information is presented in Table 3-5:  
No : Test case number 
For best bound and DFS node selection strategies, we display the following data: 
Nodes  : Number of nodes processed by the B&C algorithm  
Gap3(%) : percentage gap between * C or Z  and LBZ Z  where LBZ  is the best lower 
bound at the end of execution time  or time limit of 6 hours 
Time  : total execution time (in seconds)    
 
 Best bound strategy   DFS strategy   
No Nodes Gap3 (%) Time Nodes Gap3 (%) Time 
1 5 0 1 5 0 1 
2 161122 0.39 21600 168122 0.48 21600 
3 137581 0.3 21600 167231 0.45 21600 
4 104051 0.48 21600 129081 0.54 21600 
5 30 0.48 21600 690 0.49 21600 
6 86025 1.02 21600 134099 1.22 21600 
7 79390 0.31 21600 87905 0.31 21600 
8 89309 0.82 21600 98760 0.84 21600 
9 87537 0.45 21600 98608 0.53 21600 
10 82161 0 1250 95490 0 1250 
Average 82721 0.43 17405 97999 0.48 17405 
Table 3-5: Computational results for two alternative node selection strategies 
 
3.7.3 Cut Generation 
We have implemented a special user-defined cut on YC variables during the B&C 
algorithm. Computational results obtained with these special cuts are presented in 
Table 3-6. The cuts were added to the LP relaxation whenever a violation is found. 
The cut will tighten the convex hull without eliminating any integer solution. 
 
If [ ] ( )kt Yh jkt F R  , then add the cut, [ ] ( )kt Yh jkt F R    . This is to bind the right 
hand side rounded to the greatest integer value. It is a global cut which is valid for all 
the constraints in the original problem. The cut is generated very efficiently and it can 
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be implemented for general IP or MIP problems. The interpretation for the notation 
described in the table is explained below. 
CPLEX B&C algorithm & CPLEX B&C algorithm with User Cuts 
Gap5(%) : initial IP gap (%) near the root – percentage error between the 
lower bound and first integer solution  
Node1     : First node when the best integer solution is found 
Gap6(%) : Final IP Gap (%) – percentage error between the best integer and 
lower bound 
#Cuts : Number of user cuts generated during B&C search 
From the result, we have identified that the cut has improved the initial IP gap (i.e. it 
can find the first integer solution faster) and was able to find the best integer solution 
by exploring less nodes. However, the final IP gap (%) has not been improved for the 
overall B&C algorithm. 
 
  CPLEX B&C CPLEX B&C with cuts 
No. Gap5(%) Node1 Gap6(%) Gap5(%) Node1 Gap6(%) #Cuts 
1 0.05 5 0 0.04 5 0 2 
2 0.48 191 0.39 0.42 50 0.39 5 
3 0.57 119 0.41 0.49 104 0.41 8 
4 0.54 99 0.43 0.54 104 0.52 36 
5 0.01 3 0 0.01 3 0 22 
6 1.33 89 0.77 1.02 102 1.02 37 
7 0.31 155 0.31 0.21 50 0.21 7 
8 0.84 180 0.84 1 715 0.82 17 
9 0.53 80 0.53 0.61 60 0.53 12 
10 0.4 122 0.4 0.2 61 0.2 5 
Average 0.51 104 0.41 0.45 125 0.41 15 
 
Table 3-6: Computational results obtained using Gomory cuts  
 
3.7.4 Improving YC Variable Bounds 
 
We have carried out some reduction tests on the YC variable to improve the upper 
bound. The values of the initial bounds on a YC variable for each period range from 0 
to the total number of clusters available in the container yard. This is a weak bound as 
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it assumes that a YC can be deployed in each yard cluster during each period. 
However, we can improve the bound by considering the loading time of each vessel; a 
YC is only required during the loading time period. Let‟s initialise the upper bound 
for a YC required at time t (
tZ ) to be 0,t t   .  For each time period t, if the 
loading time of each destination vessel k falls within time period t (i.e. 0ktF  ), then 
kt t j     , where kj  is the number of yard blocks/cluster j designated 
for the loading vessel k. Finally set upper bound for YC at time t, t tZ  . 
3.7.5 Fixing 0-1 Binary Variables 
Case (1):  Assign YC to the yard if there are containers already in the yard 
 
For each destination vessel k, order the loading time period 't in the descending order 
of time duration, 'ktF . Let 
'T be the set of ordered time period where 
' ' ' ' '
1 2 3{ , , ,..., }TT t t t t such that ' 0ktF   and ' ' '
1 2
...
Tkt kt kt
F F F  . Using the ordered list, 
we need to assign YC to load all the containers which are already occupying the yard. 
If jkz >0, then set '
1jkt
Y to 1 and update the containers remaining by subtracting the YC 
capacity at time period '1t , jk jkz z  (YC working rate * '
1kt
F ). If all the YC capacity 
has been utilized, remove the time  '1t  from the ordered list. If there are still containers 
remaining to be assigned, then repeat the above process using the second '2t , third time 
period '3t  etc in the ordered list.  
 
Case (2): For extra time period, set the YC assigned during the period to zero. 
The number of containers which can be assigned and later transported to the vessel 
during loading is limited by the space capacity in the yard. Thus, the maximum 
number of containers which are stored in the yard and serviced by the YC is the 
minimum between the total YC capacity and space capacity (sum of space vacancy, 
jkv and number of containers already in the yard, jkz ). Order the time period 't by the 
descending order of time duration, 'ktF  like in case (1) and assume that the containers 
are assigned up to the space capacity. YCs are assigned according to the descending 
YC capacity until there is no space vacancy left, say from 
' ' '
1 2, ,..,t t t . If there are still 
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some YC capacity left from time ' 1t   onwards, set the number of YCs required to 0, 
' ' '
1 2
.. 0
Tjkt jkt jkt
Y Y Y
  
    .  
3.7.6 Lagrangian Relaxation (LR) Lower Bound 
We explore LP bound and LR bound which are to be used for B&C algorithm in this 
section. We have described how to use subgradient optimization algorithm to solve 
LR problem in section 1.4.5. In our problem, we will relax the YC capacity (3-15). 
Let us introduce Lagrangian multipliers, 
jkt
u .  
Model M 8: Lagrangian multiplier problem for sea-land intermodal 
 
Problem (D):  
2 2 2
{ } 0 { , } 1 1 1 1
*
0
1 1 { }
min( ( )
( ) max
( )
c k v c k i
k
v k
K I
m m m m m
ijk ijk ijk ijk jk ijk
i I j m i I k K j m k j i m
u T T
Y t jkt jkt jkt kt Y
t t k K j
c f c g c f
L u
C Z u h Y F R
  

          

   
 
  
 
  
 
       
 
     
   
            
3-18 
Subject to constraints (3-2) to (3-14) and 3-16  
0, , ,vjkt iku k K j t T            3-19 
The gradient at point ,kx ks H Y F R    .  
 
Figure 3-8 shows a typical example for one of the test instances of how the solution 
for LR converges using sub-gradient optimization algorithm. 
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Figure 3-8 Computational performance of subgradient optimization algorithm 
 
The computational result shows that the relative error between LR lower bound and 
heuristic solution is tighter than LP bound. However, the computational time for LR 
lower bound is much higher than LP relaxation. 
3.7.7 Computational Performance of Lower bounds 
In this section, we show the computational result of the lower bounds obtained from 
LP relaxation and LR using sub-gradient optimization method (in section 3.7.6). LR 
bound is much „tighter‟ than LP bound; therefore we have used LR bound as the 
lower bound in our B&C algorithm. The following information is displayed in Table 
3-7. 
 
No.   : Number of test case 
LB1  : Lower bound obtained from LP relaxation of the problem 
Time1  : Run time in seconds to solve LP relaxation of the problem 
LB2 : Lower bound obtained from LR using sub-gradient optimization 
method 
Time2 : Run time in seconds to solve LR using sub-gradient optimization 
method 
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No. LB1 Time1 LB2 Time2 
1 1.47E+05 1 2.55E+05 10 
2 9.52E+05 1 1.64E+06 52 
3 6.88E+05 1 9.83E+05 80 
4 9.46E+05 1 1.29E+06 90 
5 5.37E+05 1 5.32E+05 98 
6 8.67E+05 1 8.63E+05 107 
7 1.91E+06 2 3.51E+06 129 
8 1.06E+06 2 1.08E+06 138 
9 9.70E+05 2 1.87E+06 140 
10 1.21E+06 2 2.46E+06 146 
11 1.44E+06 3 1.43E+06 155 
12 6.98E+05 3 6.92E+05 166 
13 2.02E+06 3 3.90E+06 182 
14 1.12E+06 3 1.22E+06 185 
15 1.90E+06 4 2.19E+06 223 
16 1.03E+06 4 1.58E+06 234 
17 9.77E+05 4 1.03E+06 235 
18 2.69E+06 4 3.55E+06 257 
19 3.70E+06 4 7.97E+06 260 
20 2.50E+06 5 4.37E+06 274 
21 2.65E+06 5 4.24E+06 308 
22 2.63E+06 5 4.02E+06 350 
23 2.23E+06 5 3.37E+06 352 
24 2.74E+06 5 3.84E+06 376 
25 1.99E+06 5 3.77E+06 379 
26 2.50E+06 6 4.12E+06 399 
27 2.78E+06 6 5.58E+06 415 
28 3.18E+06 6 6.39E+06 424 
29 3.91E+06 6 8.29E+06 479 
30 3.35E+06 6 5.67E+06 500 
31 2.57E+06 6 3.25E+06 511 
32 3.77E+06 6 6.38E+06 557 
33 4.24E+06 6 7.90E+06 567 
34 5.06E+06 6 9.23E+06 579 
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No. LB1 Time1 LB2 Time2 
35 5.38E+06 6 1.00E+07 589 
36 4.25E+06 7 7.29E+06 621 
37 3.71E+06 7 7.11E+06 684 
38 4.22E+06 7 8.07E+06 695 
39 3.12E+06 7 5.30E+06 723 
40 2.92E+06 7 4.65E+06 772 
41 3.79E+06 7 4.93E+06 774 
42 5.42E+06 7 9.96E+06 1774 
43 3.94E+06 8 6.88E+06 1794 
44 3.91E+06 8 4.40E+06 1802 
45 6.06E+06 8 1.06E+07 2837 
46 5.48E+06 8 8.67E+06 3930 
47 4.69E+06 9 5057370 3947 
48 4.85E+06 9 5.11E+06 4959 
49 5.55E+06 10 8.58E+06 5970 
50 5.60E+06 10 6.43E+06 5998 
 
Table 3-7: Computational results of lower bounds for sea-land intermodal 
 
3.7.8 Computational Performance of B&C Algorithm 
In this section, we present the computational results obtained by using the specialised 
B&C that we have implemented in section 3.7 for the sea-land intermodal transport 
problem (Model M 7). Comparing Table 3-3 and Table 3-8, we observe that using 
generalised CPLEX B&C solver, only two test problems could be solved optimally 
within the time limit of 6 hours. However, the specialized B&C algorithm can solve 
17 test cases out of 50 optimally. Furthermore, for those problems which could not be 
solved optimally, the relative error was reduced from the average gap of 0.5% to 0.2%.  
However, it is worth nothing that the B&C algorithm is computationally expensive; 
the computation time increases exponentially with problem size. Finding an optimal 
solution minutes is almost impossible. Hence, in the next session, we develop some 
heuristics algorithms by exploring special problem structure to provide “good 
feasible” solutions within a short computational time that can be used to solve at 
container terminal. The following information is presented in Table 3-8 :  
No. : Test case number 
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# Cntrs : Number of containers to be planned 
*   CZ or Z  : Optimal objective value or the best-known (incumbent) solution at the end 
of time limit given by CPLEX B&C algorithm (same as Table 3-3)  
Gap1 (%) : percentage gap between * C or Z  and LBZ Z  where LBZ  is the best lower 
bound at the end of execution time  or time limit of 6 hours 
*   SZ or Z : Optimal objective value or the best-known (incumbent) solution at the end 
of time limit given by specialised B&C algorithm 
Gap7(%) : percentage gap between *    and S LBZ or Z Z  where LBZ  is the best lower 
bound at the end of execution time  or time limit of 6 hours 
 
No. 
*   CZ or Z  Gap1(%) 
*   SZ or Z  Gap7 (%) 
1 2.63E+05 Optimal 2.63E+05 Optimal 
2 1.65E+06 0.39 1.65E+06 Optimal 
3 9.94E+05 0.30 9.94E+05 Optimal 
4 1.29E+06 0.48 1.29E+06 Optimal 
5 5.52E+05 0.46 5.52E+05 Optimal 
6 8.84E+05 1.02 8.84E+05 Optimal 
7 3.53E+06 0.31 3.53E+06 Optimal 
8 1.10E+06 0.82 1.10E+06 0.06 
9 1.90E+06 0.45 1.90E+06 0.03 
10 2.49E+06 Optimal 2.49E+06 Optimal 
11 1.46E+06 1.23 1.46E+06 Optimal 
12 7.18E+05 1.09 7.18E+05 Optimal 
13 3.92E+06 0.06 3.92E+06 Optimal 
14 1.25E+06 0.51 1.25E+06 Optimal 
15 2.22E+06 0.39 2.22E+06 0.19 
16 1.62E+06 0.30 1.62E+06 Optimal 
17 1.08E+06 0.69 1.08E+06 Optimal 
18 3.59E+06 0.43 3.59E+06 0.34 
19 7.98E+06 0.01 7.98E+06 optimal 
20 4.42E+06 0.41 4.42E+06 Optimal 
21 4.30E+06 0.43 4.30E+06 0.26 
22 4.06E+06 0.48 4.06E+06 0.13 
23 3.42E+06 0.59 3.42E+06 0.38 
  100 
No. 
*   CZ or Z  Gap1(%) 
*   SZ or Z  Gap7 (%) 
24 3.90E+06 0.41 3.90E+06 0.17 
25 3.81E+06 0.49 3.81E+06 0.34 
26 4.17E+06 0.46 4.17E+06 0.16 
27 5.63E+06 0.29 5.63E+06 0.18 
28 6.46E+06 0.38 6.46E+06 0.18 
29 8.37E+06 0.19 8.37E+06 0.14 
30 5.80E+06 0.46 5.80E+06 0.15 
31 3.49E+06 0.83 3.49E+06 0.09 
32 6.50E+06 0.41 6.50E+06 0.28 
33 8.16E+06 0.30 8.16E+06 0.08 
34 9.43E+06 0.28 9.43E+06 optimal 
35 1.03E+07 0.21 1.03E+07 0.01 
36 7.58E+06 0.33 7.58E+06 0.06 
37 7.24E+06 0.35 7.24E+06 0.24 
38 8.27E+06 0.44 8.27E+06 0.34 
39 5.47E+06 0.54 5.47E+06 0.08 
40 4.79E+06 0.53 4.79E+06 0.30 
41 5.13E+06 0.57 5.13E+06 0.40 
42 1.02E+07 0.40 1.02E+07 0.12 
43 7.16E+06 0.47 7.16E+06 0.47 
44 4.68E+06 1.26 4.68E+06 0.15 
45 1.10E+07 0.40 1.10E+07 0.13 
46 8.99E+06 0.42 8.99E+06 0.23 
47 5.52E+06 1.07 5.52E+06 0.18 
48 5.63E+06 0.61 5.63E+06 0.22 
49 9.26E+06 0.36 9.26E+06 0.26 
50 7.04E+06 0.56 7.04E+06 0.39 
 Average IP Gap 0.48   0.20 
Table 3-8: Computational results obtained by specialized B&C (section 3.7)  
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Figure 3-9: Comparison of IP gap (%) for CPLEX B&C and specialized B&C 
 
Figure 3-9 shows the graphical representation of the IP gap (%) for generalised 
CPLEX B&C and specialized B&C algorithms (in section 3.7). We have noted that 
Specialized B&C algorithm performs better than the generalized B&C algorithm.  
3.8 Heuristic Algorithms for Sea-land Intermodal 
Heuristic methods are frequently used to find “good” or “near-optimal” solutions for 
difficult combinatorial optimization problems within a short running time. They are 
based on some kind of intelligent search with the aim to attain some good solutions, 
but it there is no guarantee that an optimal solution is obtained. Some of the popular 
heuristic methods include:  
 
1. Simulated Annealing 
2. Genetic algorithm 
3. Tabu search 
4. Ant colony optimization 
5. Problem-specific user defined heuristics 
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Simulated Annealing (SA) mimics the physical process of cooling molten material 
by controlling the temperature to increase the size of its crystals and reduce the 
defects. At each step of SA, the current solution is replaced by a random “nearby” 
solution with a certain probability which depends on the difference between the 
corresponding function values and a global parameter temperature – T, which is 
gradually decreased during the process. The slower the cooling schedule, or rate of 
decrease, the more likely it is to find an optimal or “near-optimal” solution. This 
technique is easy to implement and is reliable, it often finds “near-optimal” solutions, 
even in the presence of noise. 
 
Genetic Algorithm (GA) is a generic search algorithm adopted from computing to 
find a good or approximate solution for any kind of combinatorial search problem. It 
uses evolutionary mechanisms such as inheritance, mutation, selection and crossover 
with the aim to generate a “better” fitted solution at each iteration.  
 
Tabu search is a kind of local or neighbourhood search. The main idea is the use of 
„tabu‟ list to store the list of recent solutions and forbid the search move to recently 
visited points. This approach may lead to a „global‟ optimal solution and avoid being 
stuck in the „local‟ optimal.  
In the recent years, Ant colony optimization (ACO) has emerged to solve real world 
NP-hard optimization problems. It is a probabilistic technique mimicking the 
behaviors of real ant colonies to solve discrete optimization problems. In the real 
world, ants randomly wander but they will lay down pheromone trail upon coming 
back for food to their colony. If other ants find such a path, instead of traveling 
randomly, they will follow the trail and reinforce it further by positive feedback if 
they eventually find the food. It takes more time for an ant to travel down the 
pheromones; it will take longer to evaporate as compared to a short path. Pheromone 
evaporation will help to avoid the convergence to a local optimal solution.  
Problem-specific user-defined heuristics are algorithms to find solutions to some of 
the difficult or abstract problems within a reasonable time frame by understanding the 
problem, analyzing the data structure or applying some basic rules. The performance 
of a heuristic algorithm is measured by how best it can produce a „good‟ or „near 
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optimal‟ solution within reasonable computational time. In the following section, we 
will discuss two user-defined heuristics to generate „good‟ solutions for the sea-land 
intermodal problem (Model M 7) in section 3.4.6. The solutions obtained by the 
heuristics provide an upper bound to the optimal solution of Model M 7. 
3.8.1 Capacity Sorting Heuristic: H1  
Based on the computational results (in Table 3-3), we realize that YC requirement for 
loading is the limiting constraint which makes the problem more difficult to solve. Let 
us first consider the problem of (Model M 7) without including the YC cost in the 
objective function, all the constraints remaining the same as in the original model. 
CPLEX is able to find the optimal solution to this reduced problem easily and we will 
use two heuristics (“greedy”) algorithms to find out the optimal number of YCs 
required. 
  
Model M 9: Sea-land intermodal without YC cost in objective function 
Objective 
 
2
1 { } 0
2 2
1 1 1{ , } 1
min ( )
c k
K
m m
ijk ijk
k i I j m v c k k
K I
m m m
ijk ijk jk ijk
j m j i mi I k K k
c f c g c f
            
 
 
 
 
         
3-20 
Subject to all constraints in Model M 7. 
 
Let *
AZ be the optimal solution to the above problem. It is obvious that the solution for 
the problem is feasible to the original problem as it satisfies all the constraints, but the 
number of YCs obtained by above problem is not necessary the optimal. Using the 
solution given by Model M 9, we need to find the minimum number of YCs required 
by ordering the time period in descending order of YC capacity. Thus, we can develop 
simple heuristic to produce a „tighter‟ with an objective of minimizing the number of 
YCs required during loading for all the loading vessels. The steps below describe how 
the heuristic works and Figure 3-10 shows the flowchart for this heuristic. 
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Capacity sorting heuristic: H 1  
 
Let 
1t be time period 1 and 
'
1t be the ordered time period which has the largest YC 
capacity. 
Step 0 . Initialization: 
1HZ =0, jktY  = 0 
Step 1 Solve Model M 9 to find the optimal cost without the cost of YC 
deployment. Repeat steps 2 to 5 for all the destination vessel k and each 
yard cluster
kj  . 
Step 2 Determine total number of containers for loading. For each loading 
vessel, we use the solution given by Model M 9, total number of containers 
assigned in the yard, 
m
ijkf , and number of containers already in the yard, to 
decide the number of containers to be loaded from each yard block. Let 
jk
 be the number of containers stored in the yard for loading. 
2
1 1
, ,     
I
m
vjk jk ijk ik
i m
z f k K j 
 
        3-21 
Step 3 Sort time period according to a descending order of YC capacity.  For 
each period during the loading time, compute the YC capacity which is the 
product of time duration at period t and YC working rate. Sort the time 
period t by descending order of YC capacity {
' ' '
1 2, ,..., Tt t t }.  It is valid to assume 
that we prefer to deploy the YC at a time period which has bigger YC capacity. 
Step 4 Using { ' ' '1 2, ,..., Tt t t }, begin to allocate the containers, jk  from step 2 to all 
the available time period 
't  until all the containers have been assigned. Containers 
assigned are the minimum of total containers remaining and YC capacity. Update 
the number of YCs required, 1jkt jktY Y  , containers remaining and YC 
capacity by subtracting the number of containers assigned.  
Step 5 Compute total cost. Total cost is the sum of optimal cost from Model 
M 9, *AZ  and sum of YC cost (number of YC multiplied by fixed YC 
cost,
YC ). 
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1. Solve the problem without yard crane
cost
A. container assigned = minimum (alpha[jk], YC capacity)
b. Update YC capacity
c. Update alpha[jk]
2. Compute the container in the yard for
loading, alpha[jk]
5. Compute total cost = cost without yard
crane + (total number of YCs * yard crane
cost, Cy)
4. Container assigned, alpha[jk]>0 ?
For each loading vessel, and each
yard block designated for that
vessel
N
Y
3. Compute YC capacity for each time
period of loading time and order them by
descending order of YC capacity.
 
Figure 3-10: Flow chart for capacity sorting heuristic: H1 
 
3.8.2 Cost Sorting Heuristic: H2   
Consider Model M 10 obtained from Model M 7, without the loading vessel cost 
term in the objective function (as shown below). We have developed a cost sorting 
algorithm , referred to as H 2, that can compute the optimal cost (storage and loading 
cost) of the loading vessel. 
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Model M 10: Sea-land intermodal without loading vessel cost in objective 
function 
2 2
0 1 1
For all destination customers, No Vessel
2
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Subject to constraints (3-2 to 3-12) and 3-17.  
 
The above optimization Model M 10 determines the mode of transport from 
customers to container terminal (EX containers) and from container terminal to 
customers (IM containers) and the storage locations for the IM containers. Let *BZ be 
the optimal solution to the above problem. The problem excludes the storage cost and 
loading cost that would incur as a result of loading the EX/TS containers on the ship. 
We will use the cost sorting heuristic described below to determine the storage cost 
and loading cost for these containers.  
Cost sorting heuristic: H2 
 
Step 0 Initialization:  total loading cost for each vessel k, kc  = 0 
Step 1 Compute total cost without the loading cost: Solve Model M 10; the 
resulting optimal solution *BZ consists of the optimal cost of transporting 
the IM and EX containers and the storage cost for IM containers.  
Step 2 Assign YCs to load containers already stored in the yard: For each 
destination vessel k, inspect each yard block 
kj  where there are 
containers already occupying the yard.  
a. Initialise total number of containers to be assigned to be equal 
to the total number of containers already occupying the yard. 
b. Using the available YC capacity during loading time, sort the 
time period t by descending order of YC capacity { ' ' '1 2, ,..., Tt t t }.  It is 
valid to assume that we prefer to deploy YCs at a time period which 
has bigger YC capacity. 
c. Using { ' ' '1 2, ,..., Tt t t }, begin to allocate the remaining containers 
to the first time period '1t  until all YC capacity has been filled or there 
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is no container left for assignment. The number of containers assigned 
to time 't  is calculated as the minimum between the number of 
containers still to be assigned and the value of the YC capacity. After 
assignment, update the following: 
i.Number of YCs deployed, jktY  be 1 
ii.Increase to total number of YC by one 
iii.YC capacity and number of container remaining by subtracting 
the containers which are assigned.  
iv.Update cost for each vessel, Yk k Cc c   
Step 3 Assign container location and YC during loading: For each O-D pair 
(i, k) where destination k is a vessel, there are supply of containers 
iks  
which are to be assigned to one of the yard blocks
kj   at time t.  
a. Initialise total number of containers to be assigned as the total supply. 
b. Using the loading time period, compute the intermediate total cost to store 
EX/TS container in the yard which includes storage (
sc ) and YC 
deployment cost. If a YC is already deployed from Step 2, jktY equal to 1, 
then YC cost is zero. Otherwise, YC cost for each container is calculated 
as the fixed YC cost (
YC ) divided by the number of containers which can 
be assigned. The containers assigned are the minimum of (containers 
remaining, YC capacity and space vacancy in the yard block). 
c. Sort all (j, t) by ascending order of intermediate total cost. 
d. Using the ordered list from 3c above, choose the minimum cost to assign 
the container. If there is no YC deployed before ( jktY is 0), then a new YC 
is required (update jktY equals to 1) and cost of YC is ( YC ). Add 1 to total 
number of YCs required. Container assigned is same as described in 3b. 
e. After assignment, update the following: 
i. YC capacity, space vacancy and container remaining by subtracting 
the containers which are assigned.  
ii. Total cost for each vessel k, kc which is the sum of YC cost (either 0 
or fixed cost) plus the product of number of containers assigned and 
storage cost.  
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f. Inspect the yard block and time period, if there is either no space vacancy 
or YC capacity left, remove them from the available list. 
g. Using the available list from step 3f, repeat steps (3b – 3f) until all the 
containers are assigned.  
Repeat step 2 & 3 for all the destination vessels k. 
Step 4 Update total cost: Total optimal cost given by H2 is the sum of 
optimal cost *BZ plus total loading cost for all destination vessels k. 
1. Solve the Model using CPLEX (i.e.
objective without loading vessel storage
and YC cost)
2. Assign YC for containers which are
already occupying the yard.
4. Computer total cost = cost without
loading vessel + sum of cost for each
vessel
a. Container assigned>0 ?
For each loading vessel, and each
yard block belongs to the vessel
N
Y
3. For each (i,k), k belongs to vessel,
assign containers to yard and YC for
loading.
b. computer total cost (storage + YC cost) for each jkt.
C. order jkt by ascending order of cost
d. assign container for storage, and update YC
e. update space vacancy, YC capacity remaining, container
remaining and cost , total cost for the vessel
f. if space or no YC capacity left, remove jkt from the list
 
 
Figure 3-11: Flowchart for cost sorting heuristic: H2 
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3.8.3 An Illustrative Example for the Heuristic Algorithms 
In this section, the heuristic algorithms described above are illustrated using a 
numerical example. Consider the problem of determining the optimal flow of 
containers in sea-land intermodal for the problem described below. (See Figure 3-12), 
Assume that there is one source customer, S1 and two vessels (S2 and S3) coming to 
the terminal and one destination vessel and customer, D1 and D2 respectively. The 
travelling distance from customer to the port by rail is 450 kms and 350 kms by road 
and the supply is 15 containers for destination vessel, D1. The start time and end time 
for S1 is (6, 14). Vessel, S2 will discharge 5 containers for destination vessel, D1 
during time window (4, 8). Finally vessel, S3 will discharge 15 containers in total, 5 
TS containers for D1 and 10 EX containers for customer D2 during time (2, 8). The 
total demand for D1 is 40 and the loading time window is given by (14, 18). Demand 
for the destination customer, D2 is 10 containers; this customer is located 500 kms 
away from the port by rail and 400 kms away by road. The target time window for the 
containers to arrive at D2 is (10, 15). In the container terminal, there are 4 yard 
clusters with the same capacity of 30. Yard cluster B1 and B2 belongs for D1 and B2 
and B3 are for D2. There are some containers already lying in the yards, 10 containers 
in B1, 5 in B2, 10 in B3 and 15 in B4. From the information given, i = [1, 2, 3], j = [1, 
2, 3, 4], k = [1, 2]. The decision problem is to determine optimal container flows 
between sources and destinations as described above. 
B1
capacity = 30
occupied = 10
vacancy = 20
B4
capacity = 30
occupied = 15
vacancy = 15
B3
capacity = 30
occupied = 10
vacancy = 20
B2
capacity = 30
occupied = 5
vacancy = 25
Supply = 15
time= (6,14)
rail = 450, road = 350
Time= (4,8)
supply = 5
Time = (2,8)
supply = 5 for Vsl 1, 10 for Cus 2
Time = (14, 18)
demand = 40
Demand = 10
Time = (10, 15)
rail = 500, road = 400
EX
TS
IM
S1
S2
S3
D1
D2
 
 
Figure 3-12: Illustrative example for the heuristic 
  110 
 
Capacity sorting heuristic: H 1 
 
As described in section 3.8.1, solving the above example problem (Model M 9) 
without the YC cost term in the objective function, we obtain an optimal solution, 
*
AZ = 13479.2 
 
B1
capacity = 30
occupied =
10
vacancy = 20
B4
capacity = 30
occupied =
15
vacancy = 15
B3
capacity = 30
occupied =
10
vacancy = 20
B2
capacity = 30
occupied = 5
vacancy = 25
time= (6,14)
Supply = 15
rail = 450, road =
350
Time= (4,8)
supply = 5
Time = (2,8)
supply = 5 for Vsl 1, 10 for Cus
2
Time = (14,
18)
demand = 40
Demand = 10
Time = (10, 15)
rail = 500, road =
400
15
5
5
10
10
* 13479.2AZ 
 
Figure 3-13: Feasible solution to illustrative example using heuristic H1 
Let 
1t be time period 1 and 
'
1t be the ordered time period which has the largest YC 
capacity. 
 
The solution to Model M 9 suggests that 25 containers are assigned to B2, thus the 
total number of containers in B1 and B2 are 10 and 30 respectively during loading 
time periods 
2 3,t t . Using heuristic, we need to compute the total number of YC 
required during loading for vessel, D1. For each yard block, order the time period 
by descending order of duration 
' '
1 2 2 3' { , }T t t t t   . For block B1, 10 containers 
will be loaded at time 
2t  , and for block B2, 20 containers will be loaded at t2 and 
the remaining 10 containers will be loaded at t3. Thus total number of YC 
required is 3. Total cost is = 13479.2+ 3 * 1000 = 16479.2. 
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Cost sorting heuristic: H2 
 
As described in section 3.8.2, solving Model M 10 without YC cost and storage 
cost for EX/TS containers, the optimal solution obtained for the illustrative 
example is given by * 12229.2BZ  . In this solution, 15 containers from S1 are 
transported by road transport to the terminal, 10 containers from S3 are stored in 
yard B3, and the IM containers are transported by road to the customer D2 (See 
Figure 3-14).  
 
For the loading vessel D1, there are already 10 and 5 containers already occupying 
the yard blocks B1 and B2. The YC capacity during loading time periods 
2 3,t t is 
20 for each YC, so we will arbitrarily choose to deploy 2 YCs to service 
containers at yard blocks B1 and B2 at time t2. The YC capacity remaining at B1 
is 10 and B2 is 15. Update total cost 
1c = 2000 and two YCs have been deployed. 
Next we consider O-D pair (1,1), there are 15 containers to be assigned. We 
compute and order intermediate cost, c(jkt),  we get  c(212) = 50, c(112) =100, 
c(213) = 100, c(113) = 150. Thus all 15 containers will be assigned to B2 using 
the same YC deployed above, and new total 
1c = 2000 + 50 * 15 = 2750.  After 
this assignment, since there is no more YC vacancy left fro block 2 at time period 
2, we will remove it from our search space. For O-D pair (2, 1), there are 5 
containers to be assigned to either B1 or B2. Using the next minimum cost c(112), 
we assign 5 containers at B1 which will be loaded at t2 and similarly for 5 
containers from customer S2 for D1, total cost 
1c  = 3750. 
 
After assigning all the containers, total loading cost for the vessel D1 is 3750. 
Total cost for the problem is , * 1 12229.2 3750 15979.2BZ c    . This is the 
same as CPLEX optimal solution. 
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B1
capacity = 30
occupied = 10
vacancy = 20
B4
capacity = 30
occupied = 15
vacancy = 15
B3
capacity = 30
occupied = 10
vacancy = 20
B2
capacity = 30
occupied = 5
vacancy = 25
time= (6,14)
Supply = 15
rail = 450, road = 350
Time= (4,8)
supply = 5
Time = (2,8)
supply = 5 for Vsl 1, 10 for Cus 2
Time = (14, 18)
demand = 40
Demand = 10
Time = (10, 15)
rail = 500, road = 400
155
5
10
10
Load 20 at T=2
Load
 20 a
t T=2
Total yard crane required = 2
* 15979.2Z Optimal solution:
 
 
Figure 3-14: Feasible solution to illustrative example using heuristic H2 
3.8.4 Computational Performance of Heuristics 
From sections 3.6.2 and 3.7.8, we know that a B&C algorithm is computational 
expensive and could not find the optimal solution within the time limit of 6 hours for 
most of the test problems; in this section, we present the computational performance 
of heuristics for the 50 test instances and compare these results with those obtained by 
the specialized B&C algorithm presented in Table 3-8 (section 3.7.8). The 
computational results produced by the two heuristics H1 and H2 are recorded in Table 
3-9 in which the following information is provided: 
No  : test case number 
1 2,H HZ Z  : Upper bounds obtained by the heuristic solutions using procedures 
H1 and H2 respectively. 
LBZ  : Best lower bound derived from CPLEX B&C within the time limit 
imposed (section 3.7) 
1 2(%), (%)H HRE RE : Relative error of the heuristic solutions 1 2,H HZ Z respectively 
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1 2
1 2
1 2
(%) (%)=
( ) ( )
100%        100%LB LBH H
H H
H H
RE RE
Z Z Z Z
Z Z

 
   3-23 
1 2,H HTime Time : Computation time (seconds) required to compute 1 2,H HZ Z  
respectively 
 
 
No 1HZ  2HZ  LBZ  2(%)HRE  2(%)HRE  1HTime  2HTime  
1 2.64E+05 2.63E+05 2.63E+05 0.38 0.00 2 1 
2 1.65E+06 1.65E+06 1.64E+06 0.32 0.32 8 1 
3 9.97E+05 9.95E+05 9.91E+05 0.60 0.40 10 1 
4 1.30E+06 1.29E+06 1.28E+06 1.25 0.48 10 1 
5 5.54E+05 5.52E+05 5.49E+05 0.82 0.46 25 1 
6 8.86E+05 8.84E+05 8.75E+05 1.24 1.02 10 1 
7 3.53E+06 3.53E+06 3.52E+06 0.31 0.31 58 2 
8 1.11E+06 1.10E+06 1.09E+06 1.71 0.82 15 1 
9 1.90E+06 1.90E+06 1.89E+06 0.45 0.45 14 1 
10 2.49E+06 2.49E+06 2.49E+06 0.00 0.00 15 1 
11 1.46E+06 1.46E+06 1.44E+06 1.23 1.23 20 1 
12 7.20E+05 7.18E+05 7.10E+05 1.36 1.09 49 1 
13 3.93E+06 3.93E+06 3.92E+06 0.31 0.31 41 1 
14 1.25E+06 1.25E+06 1.24E+06 0.51 0.51 13 1 
15 2.22E+06 2.22E+06 2.21E+06 0.39 0.39 17 2 
16 1.62E+06 1.62E+06 1.62E+06 0.30 0.30 20 1 
17 1.08E+06 1.08E+06 1.07E+06 0.69 0.69 17 1 
18 3.60E+06 3.59E+06 3.57E+06 0.71 0.43 24 2 
19 7.98E+06 7.98E+06 7.98E+06 0.01 0.01 7 6 
20 4.42E+06 4.42E+06 4.40E+06 0.41 0.41 27 2 
21 4.31E+06 4.30E+06 4.28E+06 0.66 0.43 144 2 
22 4.06E+06 4.06E+06 4.04E+06 0.48 0.48 155 2 
23 3.42E+06 3.42E+06 3.40E+06 0.59 0.59 75 2 
24 3.90E+06 3.90E+06 3.88E+06 0.41 0.41 30 2 
25 3.81E+06 3.81E+06 3.79E+06 0.49 0.49 114 1 
26 4.17E+06 4.17E+06 4.15E+06 0.46 0.46 40 2 
27 5.63E+06 5.63E+06 5.61E+06 0.29 0.29 40 2 
28 6.46E+06 6.46E+06 6.44E+06 0.38 0.38 62 2 
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No 1HZ  2HZ  1(%)HRE  2(%)HRE  2(%)HRE  1HTime  2HTime  
29 8.37E+06 8.37E+06 8.35E+06 0.19 0.19 71 4 
30 5.80E+06 5.80E+06 5.77E+06 0.46 0.46 6 4 
31 3.49E+06 3.49E+06 3.46E+06 0.83 0.83 4 3 
32 6.51E+06 6.50E+06 6.47E+06 0.56 0.41 9 5 
33 8.16E+06 8.16E+06 8.14E+06 0.30 0.30 249 242 
34 9.43E+06 9.43E+06 9.40E+06 0.28 0.28 436 341 
35 1.03E+07 1.03E+07 1.03E+07 0.21 0.21 121 57 
36 7.58E+06 7.58E+06 7.55E+06 0.33 0.33 304 187 
37 7.25E+06 7.24E+06 7.21E+06 0.49 0.35 216 4 
38 8.28E+06 8.27E+06 8.23E+06 0.56 0.44 208 4 
39 5.47E+06 5.47E+06 5.44E+06 0.54 0.54 9 11 
40 4.80E+06 4.79E+06 4.76E+06 0.74 0.53 39 2 
41 5.14E+06 5.13E+06 5.10E+06 0.76 0.57 4 4 
42 1.02E+07 1.02E+07 1.02E+07 0.40 0.40 6 6 
43 7.17E+06 7.17E+06 7.13E+06 0.61 0.61 5 3 
44 4.68E+06 4.68E+06 4.62E+06 1.26 1.26 32 27 
45 1.10E+07 1.10E+07 1.10E+07 0.40 0.40 9 6 
46 8.99E+06 8.99E+06 8.95E+06 0.42 0.42 122 45 
47 5.53E+06 5.52E+06 5.46E+06 1.25 1.07 64 109 
48 5.64E+06 5.63E+06 5.60E+06 0.79 0.61 249 193 
49 9.27E+06 9.26E+06 9.23E+06 0.47 0.36 88 60 
50 7.05E+06 7.04E+06 7.00E+06 0.70 0.56 414 239 
      Average 0.59 0.49 74.54 32 
 
Relative error (%) Minimum Average Maximum 
CPLEX (IP Gap) (Table 3-8) 0.00 0.2% 0.47% 
Capacity sorting heuristic: H 1 0.00 0.59% 1.71% 
Cost sorting heuristic: H2 0.00 0.49% 1.26% 
 
Table 3-9: Computational results for the 50 test problems using heuristic H1 and 
H2  
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3.9 Summary 
 
Due to globalization and advancement in transportation, intermodal transport has 
becoming more popular. In the first part, we give an introduction of intermodal 
transport, identify a research gap in literature and state our research motivation. We 
have formulated a new mathematical model (IP) in which we considered the complete 
container flows in the container terminal including rail-road links. We present the 
model assumptions, objective, decision variables and constraints for this new 
combined model and we discuss solution techniques (exact and heuristics methods) 
available to solve the problem. 
Using the B&C algorithm which we have developed, 17 out of 50 test instances could 
be solved optimality; for the remaining test instances, an average IP gap of 0.2% was 
obtained, compared to two cases optimally solved using general purpose CPLEX MIP 
solver within 6 hours cut off time. We have also developed two heuristics methods 
derived from our IP formulation that are capable of finding „near-optimal‟ solutions 
(average relative error of less than 1%) within a computational time of minutes. 
Furthermore, the computational result shows that the cost sorting heuristic H2 
consistently outperforms the capacity sorting heuristic H1 with corresponding average 
relative errors of 0.49% and 0.59%, respectively.  
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Chapter 4 
 
4 Container Assignment and YC Deployment Model  
 
4.1 Introduction 
Some of the busiest terminals in the world today handled millions TEUs of containers 
throughput annually. Yard operations is the bottleneck for the container terminal 
operations as most of the container flows occur at the yard side, thus an efficient yard 
operation system is required to improve the whole terminal performance. To handle 
high volume of throughput today, it is impossible to make “sound” decisions just 
based on personal experience and basic rule of thumb. A DSS is required to make 
better decisions in daily yard operations. We need to have a holistic view of the 
container yard operation problems to improve the terminal performance and reduce 
the vessel turn-around time. 
 
In this chapter, we have developed a high-level DSS that may assist the terminal 
manager in solving the core yard operation problems of container assignment and YC 
deployment (CAYCD) using a unified framework. The chapter is structured as follow. 
Section 4.3 describes the CAYCD problem and formulates that as a single model; a 
solution methodology for the problem is also presented. An illustrative example of the 
mathematical model and solution is given in section 4.4. In section 4.5, we describe 
the generation of test instances and report the computational results.  Section 4.7 is the 
development of two heuristics based on the above mathematical model, which are 
able to find „near optimal‟ feasible solutions for real-world application test problems 
within minutes. Computational results are also presented obtained by the proposed 
heuristics.  
 
4.2 Problem Description 
 
All the containers arriving at the yard need service from the YC or handling 
equipment in the yard. The container assignment and YC deployment problems are 
closely inter-related and the quality of solution to both problems is fundamental in the 
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efficiency of the overall terminal operation.  In spite of their obvious importance, to 
the best to our knowledge, there is no research to this date which considers these two 
problems within the same optimisation model. This chapter proposes the CAYCD 
model for container terminal yard operations.  
 
Containers in the yard are categorised as IM, EX and TS and they differ in the kind of 
activity they are involved based on their type. The graphic representation of container 
flows in a typical container terminal is shown in Figure 4-1 below. All the containers 
arriving at the terminal need to be allocated to yard locations. The assignment of IM, 
EX and TS containers is a routine, daily operation decision problem for the yard 
planners. Finding „good‟ locations for the containers so as to shorten the vessels‟ port 
stay and satisfy the service demand using minimal yard resources is enormously 
important in remaining competitive.  
 
Transhipment flow
Export flow
Import flow
Container
yard
Gate Quay
Import/Export
Transhipment/Import/
Export
 
Figure 4-1: Container flows in the container yard 
 
4.3 Mathematical Formulation 
This section provides details of the modelling approach to the CAYCD problem, 
namely: (i) the key assumptions/constraints of the model and (ii) the main decision 
variables (iii) the problem objective.  
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4.3.1 Assumptions 
The main assumptions/ constraints of the model are given below: 
 
 Planning horizon 
A 4-1: The planning horizon is of finite duration and it is a user-defined input 
parameter.  Planning time horizon is further sub-divided into 8-hour time periods, 
referred to as “shifts”.  
A 4-2: The containers at the origin (that is, the source which can be either the 
customer or the discharging vessel) are assumed to arrive at the terminal before the 
departure / pick up time at the destination (which can be either the loading vessel or 
the customer).  
A 4-3: The berthing time of a vessel is the time duration the vessel stays in port 
during which the discharging and loading operations take place. 
A 4-4: If the berthing time of a vessel falls outside the planning horizon (that is, if the 
vessel departs after the completion of the fixed planning horizon), then the model will 
only consider for planning those activities relating to this vessel which fall within the 
given time period (planning for the vessel with incomplete information for the future).  
 A 4-5: The traveling time within the terminal is considered negligible compared to 
the planning horizon. 
 
 Direct loading 
A 4-6: The cost of directly loading containers onto the vessel without storing them is 
higher than the corresponding cost of storing them in the yard as the loading process 
interferes with the normal port operations.  
 
Booking for pick up/ delivery of containers 
A 4-7: We assume that the booking schedules of customers for picking-up/ delivering 
their IM/ EX containers via the terminal gate are known before the start of the 
planning horizon. Similarly for vessel schedules. 
 
Storage in the yard 
A 4-8: IM containers are stored in yard blocks which are designated as “import”.  
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A 4-9: EX and TS containers are stored in loading clusters in the yard.  Loading 
clusters are sections of a yard block which are reserved for a particular loading vessel. 
All the containers belonging to the same loading vessel are stored together in the same 
cluster in the block in order to facilitate loading.  
A 4-10: Yard block capacity is described in terms of the maximum number of 
containers that can be stored in a yard block. 
A 4-11:  The yard block occupancy rate is the percentage ratio of the number 
of containers which are already occupying the yard block at any point in time over the 
yard block capacity; this is a user-defined input parameter for the model.  Low 
occupancy rate means that a yard block is not very congested. The occupancy rate 
may vary for different yard blocks. 
A 4-12:   The same ratio of IM, EX and TS containers carried by a vessel is 
applied to the allocation of yard space capacity for all three types of containers; these 
percentages are user-defined input parameters for the model. 
A 4-13: The yard storage cost is variable and is a function of the yard block 
occupancy rate, i.e. it is cheaper to store a container in a yard block which has fewer 
containers than a yard block with more containers.  
  YC deployment 
A 4-14: There is a fixed handling cost charge for each YC deployed per time 
period. 
A 4-15: The YC capacity or YC working rate is described in terms of the 
number of container moves/ per hour; this is a user-defined input parameter for the 
model.   
A 4-16: Once a YC is in the yard cluster, it can perform both loading and 
unloading tasks to/from the truck subject to available YC capacity.  
A 4-17: YC can be allocated to any yard block. 
A 4-18: The traveling time of the YC in the yard is negligible. 
A 4-19: An unlimited number of YCs are assumed to be available in the 
terminal. 
 
Container Unit 
A 4-20: Containers are measured in Twenty Footer Equivalent Units (TEU).  
A 4-21: Yard block capacity, occupancy rate and space vacancy are computed 
in terms of TEUs. 
  120 
 
4.3.2 Parameters 
P 4-1: Number of EX containers from the customers to loading vessel during the 
loading period 
P 4-2: Number of IM and TS containers for the discharging vessel 
P 4-3: Number of EX and TS containers to be loaded on the ship for the loading 
vessel 
P 4-4: Number of IM containers to be retrieved by customers during the booking 
period 
P 4-5: Berthing and un-berthing time of the vessel 
P 4-6: The yard blocks (clusters) assigned to each loading vessel 
P 4-7: Containers already occupying each yard block 
P 4-8: Total number of yard block in the container terminal 
P 4-9: Yard block details (Number of blocks, slots, rows) 
P 4-10: Yard block capacity 
P 4-11: Maximum stacking height is 5 high. 
P 4-12: IM yard block which are designated to store only IM containers in the yard 
 
4.3.3 Decision Variables 
The main decision variables of the model identified for each type of container flows 
are summarized below: 
 
a. IM flow of containers: Vessel to customer (See Figure 4-2) 
Once the ship berths at the container terminal, the IM or TS containers are unloaded 
from the vessel before the loading process starts. The IM containers will be either 
stored in the container storage yard for a period of time until they are collected by the 
XT or directly picked up by the customers without storage. In the latter case, 
customers need to make advance booking arrangements with the terminal operators to 
pick up the containers. Decision variables for IM flow of containers are defined in 
relation to the following key questions: 
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D 1: How many IM containers should be discharged from the vessel per time 
period? 
D 2: How many IM containers should be stored in a yard block? 
D 3: How many IM containers should be loaded directly to the XTs? 
D 4: How many YCs will be required during discharging of IM containers? 
D 5: How many YCs will be required to service the IM during pick-up by the XTs? 
 
Discharging vessel
Direct load
External truck
Yard
Internal truck
 
Figure 4-2: IM flow of containers  
 
 
b. EX flow of containers: Customer to vessel (See Figure 4-3) 
EX containers arrive at the container terminal via the terminal gate in order to be 
transported by vessels. Customers need to book delivery schedules in advance for 
their containers which normally can be stored in the container terminal free-of-charge 
within 7 days before they will be loaded onto the vessel for the next destination. In 
this case, it is important for the yard planner to assign the containers evenly to 
different yard blocks so as to facilitate the loading process. In addition, the planner 
should be concerned with maximizing the utilization of YCs as well as minimising the 
overall number of YCs deployed during each time period of the planning horizon. 
 
Hence, key decisions relating to the EX flow of containers are: 
 
D 6: How many EX containers should be loaded to the vessel per time period? 
D 7: How many EX containers should be stored in a yard block? 
  122 
D 8: How many EX containers should be loaded directly to the vessel (without 
storage) if these containers arrive at the gate after the vessel has arrived? 
D 9: How many YCs will be required in the yard to unload EX containers during 
delivery by the XTs? 
D 10: How many YCs will be required during loading of EX containers? 
 
Yard
Direct load
External truck
Internal truck
Loading vessel
 
 
Figure 4-3: EX flow of containers 
  
c. TS flow of containers: Vessel to vessel (See Figure 4-4) 
TS containers are off-loaded from one vessel, temporarily stored in the yard and then 
loaded onto the next vessel. In this case, the decision-maker has to determine: 
 
D 11: How many TS containers should be discharged from the vessel per time 
period? 
D 12: How many TS containers should be stored in a yard block? 
D 13: How many TS containers should be loaded directly onto the loading vessel if 
the latter has arrived before the discharging vessel? 
D 14:  How many TS containers should be loaded to the vessel per time period? 
D 15: How many YCs will be required for the discharging of TS containers? 
D 16: How many YCs will be required for the loading of TS containers? 
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Yard
Direct load
Internal truck Internal truck
Discharging
vessel
Loading
vessel
 
Figure 4-4: TS flow of containers 
4.3.4 Objective 
 
In order for the terminal to remain competitive, the terminal managers are tasked to 
shorten the vessel port stay using less terminal resources. In our model, the main 
objective is to minimize the total operation cost (YCs handling cost, storage cost) for 
all the container flows which include IM (vessel – customer), EX (customer – vessel) 
and TS (vessel – vessel) during the planning time horizon. We also try to balance the 
distribution of workload among different yard blocks to facilitate loading by taking 
into account the yard occupancy rate in terms of variable storage cost.   
 
4.3.5 YC Deployment Policies 
Before actual daily operations start, it would be very difficult for the yard manager to 
determine the exact number of YCs required using the available planning data due to 
different types of uncertainty arising (especially for those containers coming via the 
gate). Although customers book in advance for the delivery/pick up of their containers, 
trucks can actually arrive at the gate anytime within a four-hour time window. In 
order to better plan the YC requirements in the terminal yard, the model developed in 
this chapter considers the following two YC deployment policies which enable the 
computation of both a lower and an upper bound on the number of YCs required 
during a given planning horizon: 
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Policy I: The first policy, referred to as the “no sharing of YCs policy”, assumes 
that there is only one YC deployed in a yard block during a working shift.  The 
YC is used to unload the containers and store them on the yard stack. It also helps 
to retrieve the containers from the stack and load them on to the truck during 
loading or pick-up by XTs. For example, even if the YC in block j1 is idle, it 
cannot be moved to service a queue of jobs piling up in another yard block, say j2; 
the YC should remain in the same yard block for the whole working shift of 8 
hours. This policy is to estimate the maximum number of YCs required to service 
all the containers in the yard within the planning time horizon. 
 
Policy II: The second policy allows the “sharing of YCs”; this policy assumes that 
the YC can move around different yard blocks without restriction. For example, it 
would be possible to move an idle YC, originally assigned to yard block j1, to 
another block, say j2, where there are jobs waiting for service assuming that (i) 
not all YC capacity has been utilized and (ii) moving the YC among different yard 
blocks is not prohibited due to space limit or one directional road. If any of such 
restrictions arise during the actual operations, we may need more YCs to satisfy 
the overall loading/ unloading of containers in the yard within the planning 
horizon.  Hence, the deployment of this policy results in the computation of the 
minimum number of YCs actually required.  
 
In actual operations, either of the two YC policies described above can be deployed 
by the terminals depending on the workload in the yard. If a yard block is busy, then 
the YC will be serving all the containers in the same yard block throughout the 
planning period. It is worth noting that YCs are bulky equipment which can not move 
around the yard as freely as it would be desirable. Therefore, even if the “sharing of 
YCs policy” is adopted, they can only move once or twice among different yard 
blocks within a shift to minimize the unproductive empty travel of YCs. 
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4.3.6 Mathematical Model of the CAYCD Problem 
We define the following subscripts: 
i = index of source, 1,2,..,i I ,  (source can be either customer or vessel) 
j = index of yard block, 1,2,..,j J , 0 – no storage is required  
k = index of destination, 1,2,..,k K , (destination can be either customer or vessel) 
t = index of time period, t = 1, 2, …,T  
 
Using the above subscripts, we define the following: 
Let 
1 2,i it t - arrival time window for source i, (start time and end time)  
iks - number of containers going from source i to destination k 
k - set of clusters which are assigned to destination k 
 jkv - vacancy at block/cluster kj   designated for destination k 
jkz - total number of containers already stored in the yard block/cluster kj   for 
destination k   
1 2,k kT T - start and target delivery times for destination k 
kD  - demand for destination k 
YR - working rate of YC (10 moves/hour – constant) 
ktF - time duration for loading a destination k at time period t  
iktE - time duration for discharging a source i, destination k at time period t 
jkc - storage cost to store containers at block/cluster j for destination k, (variable 
storage cost) 
 
*
*
*
100
( )
1 ,where max( )
k
jk jk
jk jk jk
j
jk
z z
c z z
z 
 
 
  

    
YC - fixed YC deployment cost for each time period which is a user input 
M – a very large number 
( , )i k O - (i,k) belong to the set of Origin-Destination (O-D) pairs 
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Decision variables: 
Let: 
ijkf  total number of containers stored in the yard block kj  for O-D pair (i, k) 
ijkte  number of containers which belong to O-D pair (i, k) to be stored at the yard 
block kj   during time period t  
ijkx  binary variable , 1 if there is flow for O-D pair (i, k) via yard block kj  , 0 
otherwise 
jktg   number of incoming containers (for storage in the yard) serviced by a YC at 
yard block kj   at time period t 
jkth  number of containers leaving the yard (i.e. EX/TS containers to be loaded on the 
ship, IM containers picked up by customer) which are serviced by YC at yard 
block kj   at time period t 
jktY  binary variable, 1 if there is a YC deployed at yard block kj   at time t, 0 
otherwise 
tZ  total number of YCs required at time period t 
 
Below we present IP model we developed for the CAYCD problem considering 
Policy I of “no sharing of YCs” (section 4.3.5) 
 
Model M 11: “No Sharing of YCs” policy 
 
Objective 
1 11
mimimize ( )
k
K I T
tYijk jk
j i tk
f c C Z
  
         4-1 
Subject to 
, ( , )
k
ijk ik
j
f s i k O

          4-2 
1
, ,        
I
ijk jk k
i
f v j k

         4-3 
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, ( , ) , kijk ijk jf M x i k O           4-4 
1 1
, ( , ) , ki ijk k jt x T i k O           4-5 
0 0
, ( , )
i k i k
f M x i k O          4-6 
1 0 1
, ( , )i i k kt x T i k O           4-7 
1 0 2
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2 0 2
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1 1
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        4-13 
max( , ) , , ,        kYjkt jkt ikt kt jkt jg h E F R Y k t        4-14 
1
,  
k
K
jkt
k j
t YZ t
 
          4-15 
, {0,1}                    ( , ) , ,kjktijk jYx i k O t      4-16 
, , , ,        ( , ) , ,ktijk ijkt jkt jkt jf e g h Z i k O t
       4-17  
 
The objective function is to minimize the sum of storage and YC deployment cost.  
Constraint (4-2) denotes that the sum of all the containers assigned to all yard 
block/clusters kj   must be equal to the total supply for O-D pair (i, k). Constraint 
(4-3) specifies that the sum of all containers assigned from all sources i to yard block 
kj  must be less than the yard space vacancy. Constraints (4-4) and (4-5) ensure 
that the containers which are to be stored in the yard should arrive at the terminal yard 
before start time window for the destination.   Constraints (4-6) to (4-9) ensure that 
direct load containers should arrive at the terminal within the delivery time window of 
the destination and before the vessel departs/truck picks up. Constraint (4-10) express 
that the total number of containers stored in yard block kj   for O-D pair (i, k) is 
equal to the sum of all incoming containers (IM, EX and TS) transported and assigned 
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to the yard kj   over the whole planning horizon t. Constraint (4-11) denotes the 
sum of all the containers transported and stored in yard block kj  from all sources 
i aimed for the same destination k at time t is equal to the total number of containers 
serviced by the YC in the same yard block kj   at the same time period t. 
Constraint (4-12)  enforces the requirement that the sum of all the containers to be 
loaded from block kj  over all time periods t is equal to the sum of containers 
already stored and the containers assigned to the yard kj   from all sources i.  
Constraint (4-13) ensures that the sum of direct load containers and containers loaded 
from the yard kj  over all time periods t is equal to total demand for destination, k. 
Constraint (4-14) denotes that the total number of containers serviced by the YC 
during discharge and loading at time t in each yard block kj  , must be less than 
the YC capacity in the yard block at the same time t. Constraint (4-15) specifies that 
the total number of YCs deployed in the terminal at time t must be equal to the sum of 
all the YCs deployed at all yard blocks kj   at same period t. Finally, Constraints 
(4-16) and (4-17) define the binary and integer decision variables. 
 
If we consider deployment policy II of sharing YCs, then the above model is modified 
as follows:  
 
Model M 12: “Sharing of YCs” policy 
Objective (4-1) subjected to constraints (4-2) to (4-13), (4-16), (4-17) and the 
following constraints. 
1
( ) max( , ) ,
k
K
jkt jkt
k j
tYikt kt
g h E F R Z t
 
         (4-18) 
 
In this policy, as YCs are shared among different yard blocks, they can move around 
different yard blocks freely. Constraint (4-18) specifies that the total number of 
containers serviced by the YCs during discharge and loading at all yard blocks and all 
destinations at time period t must be less than the sum of YC capacity deployed at the 
same time period t; i.e. containers in the yard are subjected to YC capacity constraints.  
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4.4 An Illustrative example of the CAYCD problem 
This section illustrates the solution to the CAYCD problem using the example 
presented in Figure 4-5. Assume two sources S1 (customer) and S2 (vessel), and three 
destinations namely D1 (vessel), D2 (vessel) and D3 (customer). Source customer S1 
will be transporting 10 EX containers to the terminal during the arrival time of (5, 8) 
hours. The containers are to be loaded on to the destination vessel D1 – berthing time 
within (12, 15). The loading yard blocks for destination D1 are yard blocks B1 and B2. 
There are 20 containers already in B1 and the space vacancy is only 10.  Similarly, 
there are 15 containers already in yard block B2 and the remaining space vacancy is 
15. The decision variables for this (S1-D1) pair are: whether to load the containers 
directly to vessel D1 or alternatively, how many containers to store in yard blocks B1 
and B2. If the containers are to be stored in the yard, then we need to determine how 
many YCs will be required to service the EX containers during delivery and loading. 
Source vessel S2 – berthing time (8, 12) also has 5 TS containers for D1. Similarly, 
the decision corresponding variables are whether to load the containers directly to 
vessel D1 or how many containers to be stored in blocks B1 or B2, when to discharge 
the containers from the ship and number of YCs required during discharge and 
loading of the containers in the yard. The demand for D1 is 50. The decisions for the 
loading vessel involve determining when to load the containers from the yard and 
how many YCs will be required to load 50 containers for destination D1.   
 
Source Vessel S2 also has 25 TS containers for destination vessel D2 – berthing time 
(14, 20). The decisions for the TS containers are whether to load the containers 
directly to vessel D2 or how many containers to be stored in yard blocks B3, B4 or B5, 
when to discharge the containers to minimize the number of YCs required and how 
many YCs will be required in the yard to service the discharging containers in the 
yard. The demand for vessel D2 is 80 containers. The decisions involve during 
loading are when to load the containers from the yard so that minimum number of 
YCs are required and how many YCs will be required to load the containers at 
destination D2.   
 
Finally, there are 10 IM containers which will be discharged from vessel S2 aimed for 
destination customer D3. They will be collected by XTs during time (16, 20). The IM 
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yard blocks to store the IM containers are B6 and B7 where there are 10 and 20 
containers in the yard, respectively.  The cost of storing the containers in the yard is 
lower where there are fewer containers already in the yard to achieve the even 
distribution of work load among different yard blocks. The decisions that have to be 
taken for the IM containers are whether or not the containers will be collected directly 
at the quay side by the customer. In this case, this is impossible as the earliest 
collection time of 16 hours occurs after the vessel S2 has left at 12 hours; hence, we 
need to determine how many containers have to be stored in either yard block B6 or 
B7, and how many YCs will be required in the yard during the discharge. During the 
containers pick up by the XT within time (16, 20), the decision also involves 
determining how many YCs will be required in the yard to service the XT.  
B1
occ = 20
vac = 10
B2
occ = 15
vac = 15
B3
occ = 20
vac = 10
B4
occ = 25
vac = 5
B5
occ = 10
vac = 20
Source customer i=1
time = (5, 8)
supply = 10
Discharging vessel  i=2
5 TS containers for loading vessel 1
25 TS containers for loading vessel 2
10 Import containers for destination customer 3
time = (8, 12)
supply = 40
Loading vessel k=1
time = (12, 15)
demand = 50
Loading vessel k =2
time = (14, 20)
demand = 80
B6
occ = 20
vac = 10
B7
occ = 10
vac = 20
Destination customer k =3
time = (16, 20)
demand = 10
S1
S2
D1
D2
D3
 
Figure 4-5: All container flows for example illustration  
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4.4.1 Problem solution using Policy I: “No Sharing of YCs”  
Using the commercial software CPLEX to solve the IP Model M11, we determine the 
optimal flow of containers under the “No sharing of YCs” policy for this test problem, 
as shown in Figure 4-6. 10 EX containers from S1 are to be stored in block B2 and 
serviced by YC_1 at time t1.  5 TS containers from vessel S2 are assigned to B2 at 
time t2 and 1 YC (YC_2) is required to service these TS containers at t2. After 
assignment, during loading for destination vessel D1, the same YC (YC_2) will also 
be used to load 30 containers onto the trucks which will transport the containers to 
vessel D1 during loading. As there is no sharing of YCs among different yard blocks, 
another YC (YC_6) is required at block B1 at time period t2, to load 20 containers 
during loading of destination vessel D1.  
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Figure 4-6: Optimal flows for the Example Problem obtained by Model M11 
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There are 25 TS containers from vessel S2 to destination vessel D2. The containers 
are discharged from the vessel S2 during time period t2 and 10 containers will be 
stored in yard block B3 and the remaining 15 containers are assigned in yard block B5. 
1 YC (YC_3) will be required in block B3 during time period t2 to service the 
discharging containers. The same YC will also be used during loading, to load 30 
containers (the sum of 20 containers which are already in the yard plus 10 containers 
which are assigned from vessel S2). 1 YC (YC_4) will be required in yard block B5 
during time period t2 to service the 15 TS containers. To fully utilise the YC in the 
block, the same YC will serve 25 containers (the sum of 10 containers which are 
already in the yard plus 15 TS containers from vessel S2) during loading. There are no 
new containers assigned to block B4, 1 YC (YC_7) is required at time period t2 to 
load 25 containers which are already in the yard onto the truck during loading.  
 
Finally 10 IM containers from vessel S2 will be discharged at destination customer 
D3 at time period t2 and be assigned to yard block B7. 1 YC (YC_5) will be required 
to unload these IM containers from the trucks and store them in the yard stack. During 
the pick up at time period t3, another YC (YC_8) is required in block B7 to lift the 
containers from the yard location and load them on to XTs, which are transported out 
of the terminal gate.  
 
The optimal cost for this policy (the sum of storage and YC deployment cost) is found 
to be 11025 and the total number of YCs required is 8; namely 1 YC during time 
period t1, 6 YCs at time period t2 and 1 YC at time period t3.  
 
4.4.2 Problem solution using Policy II: “Sharing of YCs” 
 
Using the commercial software CPLEX to solve the IP Model 12, the optimal 
solution obtained under the “Sharing of YCs” policy for this test problem is shown in 
Figure 4-7. 
 
10 EX containers from S1 aimed for vessel D1 are to be stored in block B2 and 1 YC 
is required at time period t1.  5 TS containers from S2 to D1 will be discharged at 
time period t2 and stored in B2. 25 TS containers are discharged from vessel S2 to 
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destination vessel D2 during time period t2. 5 containers will be stored in yard block 
B3 and the remaining 20 containers are assigned to yard block B5. Finally 10 IM 
containers from vessel S2 to destination customer D3 will be discharged at time 
period t2 and be assigned to yard block B7.  
 
As YCs deployed in the yard can be shared among different yard blocks within the 
same period, under this policy we will require 1 YC at time t1 in block B2. 3 YCs at 
time period t2 will be shared by among different yard block in blocks B1, B2, B3, B5 
and B7 to carry out both discharging and loading operations.  Finally 2 YCs will be 
required at time period t3 to service containers in block B3, B4 and B7. The total 
optimal cost using this YC policy is given by 8825 and the total number of YCs 
required is 6.  
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Figure 4-7: Optimal flows obtained by Model M12 for the Example Problem 
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4.5 Test Problem Generation 
This section outlines the procedure of generating test problems to be used for 
computational experimentation of the modules presented in section 4.4. The 
generation procedure described below is very similar to that used in section 3.6.1. The 
information required to generate the test problems are as follows: 
 
 Customer arrival pattern (exponential distribution with mean c  - [5, 24]) hr 
 Vessel arrival pattern (Poisson process with an arrival rate v  - [5, 24]) hr 
 Number of containers to be transported from customers (EX – [1, 500]) 
 Number of containers to be transported by the ship (IM / EX/ TS – [100, 4000])  
 Number of containers to be collected by a customer (IM – [1, 500]) 
 Planning time horizon 7 days 
 Berthing time of vessels ( in hours within the planning time horizon) 
 Arrival time of customers (4 hours interval) 
 Picking time of customers (4 hours interval) 
 Number of yard blocks (20 – 40 blocks) 
 Yard occupancy rate (10% - 90%) 
 
The number of clusters generated is based on the destination vessel volume and we 
assume that enough space has been allocated prior to planning. Using the above 
information generated, we will match the origin and destination pairs using a simple 
rule: the origin‟s end time must occur earlier than the destination‟s end time. The test 
problems indicated that the total number of containers generated is within the range of 
1000 to 30,000 containers and number of O-D pairs is within 5 – 50 pairs. Hence, the 
test problems that we generated are realistic; in fact for the largest problem (30,000 
TEUs in 7 days) is equivalent to 1.8 million annual throughputs for small or medium 
size European port. Model M11 and M12 are implemented using C++ and solved 
using ILOG CPLEX 10. The average run time increases exponentially as the number 
of containers becomes larger. Overall, we have produced 51 test cases to 
computationally evaluate both models and data details are shown in Table 4-1.  
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The following information is presented in Table 4-1 :  
No. : Test case number 
c   : The customer arriving rate  
v   : The vessel arriving rate  
# Cntrs : number of containers to be planned 
I  : number of sources (customers or vessels) 
K  : number of destinations (customers or vessels) 
J  : number of clusters 
#O-D : number of O-D pairs 
YOR : Yard occupancy rate (%) 
 
No. c  v   # Cntrs I K J # O-D YOR (%) 
1 6 22 1023 2 6 60 5 61.49 
2 6 18 1273 4 8 60 6 20.08 
3 26 26 1736 4 9 60 7 13.75 
4 26 26 1814 4 9 60 7 84.21 
5 6 14 2830 4 9 63 8 61.80 
6 26 26 3292 4 9 65 8 87.25 
7 36 34 3823 5 9 65 9 14.17 
8 26 26 3918 6 10 65 9 39.48 
9 28 28 4120 6 10 67 9 62.19 
10 14 24 4457 6 10 68 9 74.59 
11 26 26 4812 6 10 70 10 21.25 
12 26 26 4879 7 10 71 11 90.04 
13 12 24 5142 7 10 71 11 74.10 
14 26 26 5355 7 10 71 12 81.43 
15 32 36 5999 8 11 71 12 85.77 
16 11 24 6009 8 11 73 12 70.36 
17 28 26 6314 8 12 74 12 61.30 
18 32 34 6398 9 13 74 12 21.09 
19 34 34 6431 9 13 79 12 37.85 
20 26 26 6445 9 14 79 13 73.06 
21 16 24 6765 9 14 79 13 56.98 
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No. c  v   # Cntrs I K J # O-D YOR (%) 
22 16 24 7138 9 14 81 14 60.01 
23 26 26 7467 9 14 82 14 56.01 
24 18 24 7854 9 14 82 14 85.81 
25 26 26 8124 10 15 91 15 90.67 
26 32 32 8188 10 16 94 15 49.44 
27 26 26 8467 10 17 98 16 79.45 
28 33 34 9029 10 17 98 17 86.47 
29 26 26 9217 11 17 98 17 77.01 
30 13 24 9504 11 18 98 18 62.78 
31 6 20 9535 11 18 98 19 62.59 
32 18 24 10128 11 18 102 20 86.15 
33 26 26 10375 11 18 105 21 31.19 
34 6 19 10609 12 18 105 21 97.51 
35 20 24 10665 12 19 109 21 51.39 
36 26 26 10897 15 19 112 22 30.67 
37 6 14 11313 16 19 112 22 82.29 
38 36 38 11324 16 19 112 24 88.47 
39 22 26 12036 21 20 114 24 28.35 
40 26 26 12077 21 20 114 26 83.00 
41 34 34 12327 21 21 114 27 75.75 
42 6 12 12410 21 22 114 28 76.49 
43 7 24 13502 21 27 114 29 87.48 
44 6 18 13634 21 27 114 31 83.37 
45 6 24 13729 21 28 114 31 78.84 
46 26 26 13847 21 28 115 32 60.38 
47 22 24 13962 26 29 115 33 54.14 
48 24 24 13971 29 29 115 33 27.53 
49 6 16 14657 30 30 117 34 49.65 
50 6 6 26655 30 30 118 47 74.30 
51 8 6 33003 37 38 120 51 60.98 
Table 4-1: Test instances for the CAYCD problem 
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4.6 Computational implementation of B&C Algorithm 
In this section, we describe in detail various aspects of the computational 
implementation of the B&C algorithm used to solve model M11 and M12 (in section 
4.3.6) 
4.6.1 Evaluation of Variable Selection Strategies 
We use the same strategies that we have presented in section 1.4.4 in our B&C 
algorithm and the computational results for each strategy are reported in Table 4-2. 
Based on these results, we observe that strong branching tends to produce “better” 
results (smallest IP gap) within the same cut off time of 6 hours. However, the 
number of nodes explored by strong branching is the largest. The times taken for all 
the strategies are almost identical. If we are only interested in the quality of solution 
produced, then minimum infeasibility is the worst performance among all followed by 
maximum cost and maximum infeasibility. We have thus selected strong branching 
for our B&C algorithm. The following information is presented:  
No : Test case number 
Nodes  : Number of nodes processed by the B&C algorithm  
Gap(%) : percentage gap between * C or Z  and LBZ Z  where LBZ  is the best lower    
bound at the end of execution time  or time limit of 6 hours 
No 
Minimum 
infeasibility 
Maximum 
infeasibility Maximum cost Strong branching 
 Nodes Gap(%) Nodes Gap(%) Nodes Gap(%) Nodes Gap(%) 
1 76651 1.73 66891 1.73 65861 1.73 63897 1.67 
2 115315 2.19 112607 1.50 104556 2.18 129650 0.18 
3 5 0 5 0 5 0.00 5 0.00 
4 141731 2.45 141233 2.06 135339 2.18 161001 2.00 
5 59791 2.26 48064 2.63 53128 3.01 47756 1.92 
6 142395 4.22 141929 4.22 137694 4.21 153183 4.12 
7 113465 0.42 114287 0.28 97064 1.22 109470 0.31 
8 72045 1.22 61873 1.17 71360 1.06 75310 1.20 
9 82846 1.18 86320 1.09 75741 2.37 84671 0.96 
10 69272 2.38 76863 2.29 70506 1.06 76087 2.27 
Average 87352 2 85007 1.70 81125 1.90% 90103 1.46 
Table 4-2: Computational results for four variable selection strategies 
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4.6.2 Evaluation of Node Selection Strategies 
Table 4-3 shows the computational experimentation using two node selection 
strategies for the B&C algorithm used to solve the CAYCD problem. Node refers to 
the number of nodes which have been explored to find the best integer solution. The 
results show that best-bound strategy works better than DFS as it requires less nodes 
to be explored (average of 10000 nodes) and gives better solutions (smaller IP Gap 
1.47%) as compared to 1.77% IP Gap given by DFS . However, using the latter 
strategy, a feasible solution can be obtained more quickly, but the lower bound 
doesn‟t improve a lot because it dives deeply into the tree rather that to explore other 
branches. Thus it will have slower convergence and longer computation time than 
best-bound strategy. The only advantage of DFS is that it consumes much less 
memory space to store the tree compared to other node selection strategy. The 
performance of best-estimate is very similar to best-bound search. The following data 
is presented in Table 4-3.  
 
No. : Test case number 
#Cntrs : Number of containers to be planned 
For best bound and DFS node selection strategies, the data displayed is as follows: 
Nodes  : Number of nodes processed by the B&C algorithm  
Gap(%) : percentage gap between * C or Z  and LBZ Z  where LBZ  is the best lower 
bound at the end of execution time  or time limit of 6 hours 
Time  : total execution time (in seconds)    
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No # Cntrs Best bound strategy  DFS strategy  
  Nodes Gap (%) Time  Nodes Gap (%) Time 
1 1023 61039 1.67 21600 76239 1.73 21600 
2 1273 121699 0.20 21600 122814 2.23 21600 
3 1736 5 0 1 5 0 3 
4 1814 148759 2.02 21600 155151 3.39 21600 
5 2830 38751 1.92 21600 73541 2.99 21600 
6 3292 140501 4.15 21600 149326 2.00 21600 
7 3823 101622 0.31 21600 93528 0.42 21600 
8 3918 64969 1.20 21600 86151 1.41 21600 
9 4120 83968 0.96 21600 98015 1.18 21600 
10 4457 72956 2.27 21600 87320 2.37 21600 
 Average 83427 1.47 19440.1 94209 1.77 19440.3 
 
Table 4-3: Computational results for two alternative node selection strategies 
 
4.6.3 Cut Generation 
 
We have implemented a similar user-defined cut on YC variables during B&C 
algorithm as described in section 3.7.3. From the result presented in Table 4-4, we 
have identified that B&C with cut is able to find the best integer solution faster by 
exploring less nodes; the average number of nodes to find the best integer is 423 as 
compared to 4141 nodes given by CPLEX B&C algorithm. However, the initial IP 
and final IP gap (%) are worst than the general CPLEX MIP solver, thus we do not 
intend to implement this in our B&C algorithm. The interpretation for the notation 
described in the table is explained below.  
No : test case number 
 For CPLEX B&C algorithm and CPLEX B&C with cut, we define the 
following data: 
Gap1(%) : initial IP gap (%) near the root – percentage error between the 
lower bound and first integer solution  
Node1 : First node when the best integer solution is found  
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Gap2(%) : Final IP Gap (%) – percentage error between the best integer and 
lower bound  
#Cuts : Number of user cuts generated during B&C search  
 
 CPLEX CPLEX with cut 
No Gap1 (%) Node1 Gap2(%) Gap1(%) Node1 Gap2(%) #cuts 
1 9.35 477 1.67 8.08 186 1.67 30 
2 15.01 2810 0.15 16.03 670 0 31 
3 3.19 10 0 3.19 0 2.55 1 
4 7.97 230 2 7.97 1879 1.71 39 
5 5.82 36613 1.92 7.11 1290 2.3 66 
6 9.05 20 4.11 9.05 60 4.52 77 
7 4.73 10 0.31 4.73 10 0.38 95 
8 3.98 1010 1.2 3.61 25 1.18 76 
9 3.64 10 0.96 3.82 55 1.14 105 
10 3.86 220 2.27 3.86 50 2.8 31 
Average 6.66 4141 1.459 6.75 423 1.825 55 
 
Table 4-4: Computational result adding Gomory cuts  
4.6.4 Computational performance of B&C Algorithm 
Using the mathematical model for the CAYCD problem given in section 4.3.6, we 
have performed experimental runs using the set of test problems given in Table 4-1. 
We have set the time limit to be 6 hours in CPLEX 10 which means that, in the case 
that the B&C algorithm could not find the optimal solution within 6 hours, the best 
solution found thus far will be given and the corresponding IP gap (% of best node 
value with the incumbent solutions) will be recorded. The code is run on IBM, Intel 
Pentium®, Processor 2.8GHz, 1GB of RAM and preliminary computational results 
are shown in Table 4-5. The second column gives the overall number of containers for 
planning during a 7 days horizon. The value of the best solution found, the number of 
YCs and IP gap are computed for each YC deployment policy. Figure 4-8 and Figure 
4-9 show a comparison of total cost and the total number of YCs required using two 
policies, respectively. As expected, the “no sharing of YCs” policy results in higher 
operational cost than the “sharing of YCs” policy as more YCs will be required for 
the former policy. 
  141 
 
Based on the above preliminary results, it becomes evident that the CPLEX MIP 
solver cannot solve most of the realistic test problems within a reasonable time frame. 
Hence, after carefully selecting the most appropriate node selection strategy (best-
bound), variable selection strategy (strong branching) and preprocessing of YC 
variable (section 3.7.4 for “no sharing of YCs” policy) for the B&C algorithm, we re-
run CPLEX for all test-cases. The new computational results are presented in Table 
4-6 where they are compared against the results obtained without pre-processing. 
Figure 4-10 show that the new B&C algorithm has improved the IP gap to an average 
of 1.5% (0.5% improvement). Hence, overall the B&C algorithm has not improved 
drastically.  Thus, there is a need to find faster algorithms to solve the real world 
problems efficiently. In the next section, we describe two heuristic algorithms which 
can find good feasible solutions within reasonable runtime. The following information 
is displayed in Table 4-5 and Table 4-6. 
 
No : Test case number 
#Cntrs :  Number of containers to be planned 
*  or CZ Z : Optimal objective value or the best-known (incumbent) solution at the end 
of time limit  
#YCs : Number of YCs required 
Gap(%) : percentage gap between *  or CZ Z  and LBZ which is the best lower bound at 
the end of execution time or time limit of 6 hours  
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No # cntrs “No Sharing of YCs” Policy “Sharing of YCs” Policy 
 
 *  or CZ Z  # YCs Gap (%) 
*  or CZ Z  # YCs Gap (%) 
1 1023 133600 31 1.67 132300 30 0.09 
2 1273 76076.8 37 0.2 68338.7 30 0.13 
3 1736 235600 62 0 219600 46 0 
4 1814 120762 46 2.02 111762 37 0 
5 2830 278931 82 1.92 263702 67 0.25 
6 3292 179397 101 4.15 141235 75 0.44 
7 3823 365722 100 0.31 349773 85 0.21 
8 3918 512800 121 1.2 490800 99 0.11 
9 4120 534000 122 0.96 516000 104 0.14 
10 4457 588700 143 2.27 559700 114 0.2 
11 4812 546584 141 0.96 520979 116 0.28 
12 4879 634900 147 3.09 610900 123 0.17 
13 5142 675200 161 2.13 645200 131 0.16 
14 5355 344553 135 1.07 317593 109 0.09 
15 5999 778900 179 1.41 750900 151 0.14 
16 6009 475226 147 1.09 449702 122 0.22 
17 6314 825400 194 1.68 791400 160 0.17 
18 6398 547767 189 0.53 516817 158 0 
19 6431 553418 190 0.61 522268 159 0.06 
20 6445 387464 172 1.27 362428 147 0.37 
21 6765 439074 166 2.63 411074 138 0.24 
22 7138 927800 214 2.23 892800 179 0.06 
23 7467 686655 191 2.41 652655 157 0.15 
24 7854 1.02E+06 235 2.73 983400 198 0.16 
25 8124 437181 202 4.11 400169 167 0.18 
26 8188 790767 253 1.69 740767 203 0.09 
27 8467 1.11E+06 268 2.02 1.06E+06 213 0.11 
28 9029 620409 218 0.92 572112 170 0.29 
29 9217 760419 235 2.14 716347 194 0.19 
30 9504 622294 213 1.52 582259 174 0.08 
31 9535 737819 226 1.95 697294 186 0.06 
32 10128 707433 249 3.26 655605 200 0.06 
33 10375 577219 241 3.72 528613 193 0.14 
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No # cntrs “No Sharing of YCs” Policy “Sharing of YCs” Policy 
 
 *  or CZ Z  # YCs Gap (%) 
*  or CZ Z  # YCs Gap (%) 
34 10609 774463 250 2.05 725102 201 0.01 
35 10665 386020 267 5.99 330370 213 0.51 
36 10897 624082 268 1.26 575045 220 0.04 
37 11313 676802 258 1.63 626423 209 0.1 
38 11324 409198 246 3.25 345134 184 0.41 
39 12036 299548 227 0 247843 179 0.64 
40 12077 1.30E+06 354 1.51 1.23E+06 283 0.15 
41 12327 380006 251 5.05 323061 197 0.13 
42 12410 635220 274 2.3 582706 223 0.06 
43 13502 472060 338 4.5 411734 280 0.32 
44 13634 716727 286 1.83 658561 228 0.11 
45 13729 609161 297 2.01 552066 240 0.01 
46 13847 654951 307 1.22 602929 257 0.15 
47 13962 326829 254 0.06 274553 202 0.76 
48 13971 328421 254 0.42 273027 201 0.35 
49 14657 761122 311 1.39 699374 251 0.02 
50 26655 2.74E+06 731 2.55 2.61E+06 601 0.03 
51 33003 2.86E+06 869 1.7 2.70E+06 711 0.03 
Table 4-5: Computational results for 51 test cases obtained by B&C 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-8: Comparison of total optimal cost for two policies 
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Figure 4-9: Comparison of YCs required for two policies 
 
No # Cntrs Without  Pre-processing With  Pre-processing 
  
*  or CZ Z  # YCs Gap (%) 
*  or CZ Z  # YCs Gap (%) 
1 1023 133600 31 1.67 133600 31 1.67 
2 1273 76076.8 37 0.2 76076.8 37 0 
3 1736 235600 62 0 235600 62 0 
4 1814 120762 46 2.02 120762 46 1.54 
5 2830 278931 82 1.92 278931 82 1.9 
6 3292 179397 101 4.15 179397 101 4 
7 3823 365722 100 0.31 365722 100 0.3 
8 3918 512800 121 1.2 512800 121 1.1 
9 4120 534000 122 0.96 534000 122 0.62 
10 4457 588700 143 2.27 588700 143 2.2 
11 4812 546584 141 0.96 546584 141 0.63 
12 4879 634900 147 3.09 634900 147 1.78 
13 5142 675200 161 2.13 675200 161 1.79 
14 5355 344553 135 1.07 344553 135 0.45 
15 5999 778900 179 1.41 778900 179 1.07 
16 6009 475226 147 1.09 475226 147 0.47 
17 6314 825400 194 1.68 825400 194 1.4 
18 6398 547767 189 0.53 547767 189 0.46 
19 6431 553418 190 0.61 553418 190 0.44 
20 6445 387464 172 1.27 387464 172 1.2 
21 6765 439074 166 2.63 439074 166 1.88 
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No # Cntrs Without  Pre-processing With  Pre-processing 
  
*  or CZ Z  # YCs Gap (%) 
*  or CZ Z  # YCs Gap (%) 
22 7138 927800 214 2.23 927800 214 2 
23 7467 686655 191 2.41 686655 191 2.2 
24 7854 1.02E+06 235 2.73 1.02E+06 235 2.6 
25 8124 436533 202 4.11 437181 202 3.5 
26 8188 790767 253 1.69 790767 253 1.6 
27 8467 1.11E+06 268 2.02 1.11E+06 268 1.16 
28 9029 620409 218 0.92 620409 218 0.61 
29 9217 760419 235 2.14 760419 235 2.1 
30 9504 622294 213 1.52 622294 213 1.6 
31 9535 737819 226 1.95 737819 226 1.5 
32 10128 707433 249 3.26 707433 249 2.2 
33 10375 577219 241 3.72 577219 241 2.3 
34 10609 774463 250 2.05 774463 250 1.6 
35 10665 386020 267 5.99 386020 267 4.1 
36 10897 624082 268 1.26 624082 268 0.97 
37 11313 676802 258 1.63 676802 258 1.04 
38 11324 409198 246 3.25 409198 246 2.4 
39 12036 299548 227 0 299548 227 0 
40 12077 1.30E+06 354 1.51 1.30E+06 354 1.35 
41 12327 380006 251 5.05 380006 251 3.02 
42 12410 635220 274 2.3 635220 274 2.1 
43 13502 472060 338 4.5 472060 338 3.3 
44 13634 715787 286 1.83 716727 285 1.16 
45 13729 609121 297 2.01 609161 297 1.8 
46 13847 654951 307 1.22 654951 307 1.20 
47 13962 326829 254 0.06 326829 254 0 
48 13971 328421 254 0.42 328421 254 0.4 
49 14657 761122 311 1.39 761122 311 1.1 
50 26655 2.74E+06 731 2.55 2.74E+06 729 2.01 
51 33003 2.86E+06 869 1.7 2.86E+06 869 1.26 
  Average 2   1.5 
Table 4-6: Computational result obtained by B&C with and without pre-
processing (under the “No sharing of YCs” policy) 
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Figure 4-10 Comparison of IP gaps with and without pre-processing 
 
4.7 Heuristic Methods 
Heuristic is an algorithm to find a solution to some of the difficult or abstract 
problems within a reasonable time frame by understanding the problem, analyzing the 
data structure or applying some basic rules. In the next section, we discuss two greedy 
type heuristics algorithms that can to find „good‟ solutions for our problem in seconds. 
The general flow for the heuristic is given in Figure 4-11.  
Generate YC capacity
Assign YC to load containers
which are already in the yard
Assign storage location and YC
for containers coming to the yard
Assign YC to load the containers
during loading/pick up (using
assignment in Step 3)
Step 2
Step 3
Step 4
Step 0 Initialization
Step 1
 
Figure 4-11: General flow of heuristic methods 
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4.7.1 Heuristic H3 considering Policy I: “No Sharing of YCs”  
Using the mathematical formulation that we have developed in section 4.3.6, we 
develop a heuristic method which is (Model M11) capable of finding near „optimal‟ 
solutions in a short running time of minutes for all the test instances.  
 
Heuristic H 3 
 
Step 0 : Initialization 
 
Set total cost 
3HZ = 0, Let YCs deployed at (j, k, t) be jktY  which is 0. Initialise all 
YC deployment cost to fixed cost, 
YC . 
Step 1 : Generate YC capacity 
Generate the YC capacity, jktYC using the loading and discharging time duration 
for a source and destination, , ( , )max( , ),jkt Y kikt ktYC R i k OE F j      
 
Step 2 : Assign YCs to load containers already occupying in the yard 
For each destination k, inspect each yard block 
kj  where there are containers 
jkz  already occupying the yard.  
 Repeat 
a. Sort the time period t (for loading) by descending order of YC capacity 
{ ' ' '1 2, ,..., Tt t t }.   
b. Begin to allocate the containers, container assigned jkth  jkmin(z , )jktYC   
c. If jktY = 0, total cost 3 3H H YZ Z C  , update 1jktY  , else YC cost is 0. 
Update YC remaining capacity, jkt jkt jktYC YC h   by subtracting 
containers which are currently assigned, remove it if capacity becomes 
zero. Update jk jk jktz z h  . 
Until all containers jkz  are processed 
Step 3 : Assign container location and YC for incoming containers  
For each O-D pair (i, k), there are supply of containers 
iks  which are to be assigned to 
one of the yard blocks
kj   at time t.  
Repeat 
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a. Using the discharging time period, compute the intermediate total cost 
which includes storage (
sc ) and YC deployment cost. If jktY equal to 1, 
then YC cost is zero. Otherwise, 
,  if loading and discharging time overlaps
min( , , / 2)
 cost
,  otherwise                                                   
min( , , )
Y
ik jk jkt
Y
ik jk jkt
C
s v YC
YC
C
s v YC



 



  
b. Sort all (j, t) by ascending order of intermediate total cost and choose 
minimum cost. Containers assigned, ijkte  min( , , ) ik jk jkts v YC  
or min( , , / 2)ik jk jkts v YC depends on if loading and discharging time 
overlaps.  
d. If jktY = 0, total cost 3 3H H Y ijkt jkZ Z C e c    , update 1jktY  , else total 
cost 3 3H H ijkt jkZ Z e c   . Update YC remaining capacity 
jkt jkt ijktYC YC e  , space remaining jk jk ijktv v e  by subtracting 
containers which are currently assigned. Remove it from the list if space or 
YC capacity becomes zero. Update ik ik ijkts s e  . 
Until all the incoming containers 
iks are assigned 
Step 4 : Assign YC to load the assigned containers during pick up or loading 
For each destination k, inspect each yard block 
kj  where there are new 
containers assigned from step 3. Ignore those yard blocks which do not have any 
assigned containers. Assignment of YC to load the containers is similar to step 
(2a-2c).   
4.7.2 Heuristic H4 considering Policy II: “Sharing of YCs”  
This heuristic based on Model M12 is very similar to H3 except that YCs are allowed 
to move among different yard blocks.  
 
Heuristic H 4 
 
Step 0 : Initialization 
Set total cost 4HZ = 0, number of YCs tZ = 0, YCs deployment cost be, YC . 
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Step 1 : Generate YC capacity for all time periods 
Using all O-D pair, for each time period t, generate the YC capacity 
t  which 
is the maximum YC capacity at time t. max( , ), ( , )t Y ikt ktR E F i k O     . 
Let 
t  be the remaining YC capacity at time t and is equal to 0. 
Step 2 : Assign YCs to load containers already occupying in the yard 
For each destination k, consider all containers jkz occupying yard block kj   
during loading. 
a. Utilise any YC capacity remaining: If 
t  > 0, YC cost is 0. Containers 
assigned jkth min( , )jk tz   and update jk jk jktz z h  . Repeat this until 
all 
t  =0 or jkz =0.  
Repeat 
If  jkz >0 and t = 0, we need to deploy a new YC. The cost of deploying YC 
at time t to load a container,  cost
min( , )
Y
jk t
C
YC
z 
 .  Otherwise YC cost = 0. 
b. Sort all (j, t) by ascending order of YC cost and choose minimum cost, if 
t = 0, update t t  , 1t tZ Z  . 
c. Containers assigned jkth min( , )jk tz  , update  t t jkth   , 
jk jk jktz z h  . 
Until all containers jkz  are processed 
Step 3 : Assign container location and YC for incoming containers  
For each O-D pair (i, k), there are supply of containers 
iks  which are to be 
assigned to one of the yard blocks
kj  .  
Repeat  
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a. Using the discharging time period, compute the intermediate total cost 
which includes storage (
sc ) and YC deployment cost. If 0t  , then YC 
cost is zero. Otherwise,  cost
min( , , )
Y
ik jk t
C
YC
s v 
   
b. Sort all (j, t) by ascending order of intermediate total cost and choose 
minimum cost. If 
t = 0, update t t  , 1t tZ Z  . Containers assigned 
min( , , ) ijkt ik jk te s v   
c. Update total cost 4 4H H ijkt jkZ Z e c   , YC remaining capacity 
t t ijkte   , space remaining jk jk ijktv v e   by subtracting containers 
which are currently assigned. Remove it from the list if space capacity 
becomes zero. Update ik ik ijkts s e  . 
Until all the containers 
iks are assigned.  
Step 4 : Assign YC to load the assigned containers during pick up or 
loading 
For each destination k, inspect each yard block 
kj  where there are new 
containers assigned from step 3. Ignore those yard blocks which do not have any 
assigned containers. The assignment of YC to load the container is similar to step 
(2a – 2c). 
Finally total cost, 4 4
1
T
H H Y t
t
Z Z C Z

   . 
4.7.3 Illustrative Examples 
We like to illustrate how the heuristics work using the same example as in section 
4.4.1 (Figure 4-5).  
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H3 solutions under “No sharing of YCs” policy: 
Step 0 : 
3HZ = 0, 111 211 112, 212, 322 422 522 323 423 523, , , , , , ,Y Y Y Y Y Y Y Y Y Y , 632 733 633 733, , ,Y Y Y Y  
be 0. 
Step 1 :  
For O-D pair (1, 1), YC capacity at B1, B2,  at time t = 1, 2 are 30 and 40 
respectively. 
For O-D pair (2, 1), YC capacity at B1, B2 at time t = 2 is 40. 
For O-D pair (2, 2), YC capacity at B3, B4, B5 at time t = 2, 3 is 40. 
For O-D pair (2, 3), YC capacity at B6, B7 at time t = 3 is 40. 
Step 2 :  
(i) Consider k = 1, at block B1, to load 20 container at t = 2, 
3HZ  = 1000, 
112 1Y  , remaining YC capacity is 20. At block B2, 15 containers will be 
loaded at t = 2, 
3HZ  = 2000, 212 1Y  , remaining YC capacity is 25. 
(ii) Consider k = 2, at block B3, 20 containers will be loaded at time t = 2, 
3HZ  = 3000, 322 1Y  , remaining YC capacity is 20. At block B4, 25 
containers will be loaded at t = 2, 
3HZ  = 4000, 422 1Y  , remaining YC 
capacity is 15. Finally at block B5, 10 containers will be loaded at t = 2, 
3HZ  = 5000, 522 1Y  , remaining YC capacity is 30. 
Step 3 : 
(i) For O-D pair (1, 1), the intermediate costs of storing containers at B1, B2 
at time t = 1 are 200 and 175 respectively. We choose the minimum cost to 
store the 10 containers in B2 at time t =1. 
3HZ  = 6750, 211 1Y  , remaining 
YC capacity is 20 and space vacancy is 5. 
(ii) For O-D pair (2, 1), the intermediate costs to store 5 containers at B1 and 
B2 at time t2 are 75 and 100 respectively as there are already YC deployed 
at t2 (from step 2 (i)). Thus 5 containers will be assigned to B2 at time t2, 
3HZ  = 7125, remaining YC capacity is 20 and space vacancy is 0. 
(iii) For O-D pair (2, 2), the intermediate costs to store containers at B3, B4 
and B5 are 80, 100, 40 respective. Thus we assign only 15 containers at B5 
at time t = 2 as loading and discharging time overlaps, 
3HZ  = 7725, 
remaining YC capacity is 15 and space vacancy is 5. The remaining 10 
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containers will be stored at B3 at time t = 2, 
3HZ  = 8525, remaining YC 
capacity is 10 and space vacancy is 0. 
(iv) For O-D pair (2, 3), the intermediate costs to store containers at B6, B7 at 
time t = 2 are 200 and 150 respectively. Thus 10 containers will be stored 
at block B7 at time 2 using a new YC, 
732 1Y  . 3HZ  = 10025, remaining 
YC capacity is 30 and space vacancy is 10. 
 
Step 4 :  
(i) For destination k = 1, there are 15 containers assigned at block B2 in step 
3. These will be loaded at time t2 using the same YC deployed before and 
the remaining YC capacity after assignment is 5. 
(ii) For destination k = 2, there are 10 and 15 containers assigned to block B3 
and B5. They will be loaded at time t2 using YC already deployed at step 3. 
The remaining YC capacity at block B3 and B5 are 0 respectively. 
(iii) Finally for destination k = 3 at time t =3, 10 containers assigned at block 
B7 will be collected at t3, 
733 1Y  . 3HZ  = 11025, remaining YC capacity is 
30. 
 
Using this policy, there are 8 YCs required and the optimal cost is 11025 which is 
the same as optimal solution given by CPLEX in section 4.4.1 (see Figure 4-6).  
 
H4 solution under the “Sharing of YCs” policy 
 
Step 0 : 
4HZ = 0, 1 2 3, ,t t tZ Z Z  be 0. 
Step 1 : Generate YC capacity, 
1 2 330, 40, 40      and 1 2 3{ , , }   be 0 
Step 2 : 
(i) Consider k = 1, at block B1, to load 20 container at t = 2, 
4HZ  = 1000, 
2 1tZ  , 2 = 20. At block B2, 15 containers will be loaded at t = 2 using 
the same YC, 
2 = 5. 
(ii) Consider k = 2, at block B3 containers will be loaded at time t = 2, using 
the same YC as step (i) and a new YC need to be deployed 
2 2tZ  to load 
the remaining 15, 
4HZ  = 2000, 2 25  . At block B4, 25 containers will 
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be loaded at t = 2 using all the YC capacity,
2 0  . Finally at block B5, a 
new YC is required to load 10 containers,
2 3tZ  , 4HZ  = 3000, 2 30  . 
Step 3 : 
 
(i) For O-D pair (1, 1), the intermediate costs of storing containers at B1, B2 
at time t = 1 are 200 and 175 respectively. We choose the minimum cost to 
store the container in B2 at time t =1 and a new YC will be required
1 1tZ  , 
4HZ  = 4750, 1 20  and space vacancy is 5. 
(ii) For O-D pair (2, 1), the intermediate costs to store 5 containers at B1 and 
B2 at time t2 are 75 and 100 respectively to use the remaining YC capacity. 
Thus 5 containers will be assigned to B2 at time t = 2, 
4HZ  = 5125, 
2 25  and space vacancy is 0. 
(iii) For O-D pair (2,2), the intermediate costs to store containers at B3, B4 and 
B5 are 80, 100, 40 respective. Thus we assign only 20 containers at B5 at 
time t = 2, 
4HZ  = 5925, 2 5   and space vacancy is 0. The remaining 5 
containers will be stored at B3 at time t = 2, 
4HZ  = 6325, remaining YC 
capacity 
2  is 0 and space vacancy is 5. 
(iv) For O-D pair (2, 3), the intermediate cost to store containers at B6,  B7 at 
time t = 2 are 200 and 150 respectively. Thus 10 containers will be stored 
at block B7 at time 2 using a new YC, 
2 4tZ  , 4HZ  = 7825, 2 30  and 
space vacancy is 10. 
Step 4 : 
(i) For destination k = 1, there are 15 containers assigned at block B2. They 
will be loaded at time t = 2 using the same YC deployed before and the 
remaining YC capacity after assignment, 
2  is 15. 
(ii) For destination k = 2, there are 5 assigned to block B3. They will be 
loaded at time t2 using the same YC, 
2  is 10. The remaining YC capacity 
is used to service 10 containers at yard block B5 without additional cost. A 
new YC will be deployed at time t = 3 to service the remaining 10 
containers. 
3 1tZ  , 4HZ  = 8825, 3 30  . 
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(iii) Finally for destination k = 3 at time t =3, 10 containers assigned at block 
B7 will be collected at t3, 
3 20  . 
 
A total of 6 YCs are required for this policy with the optimal cost of 8825 as verified 
by the B&C solution obtained in section 4.4.2 (Figure 4-7). 
 
4.7.4 Computational Performance of Heuristics 
From section 4.6.4, we know that CPLEX could not find the optimal solution within 
the time limit of 6 hours for most of the test problems; we have developed heuristics 
for two policies to find solutions of good quality. In this section, we run 51 test cases 
and compare the computational performance of the two heuristics with that obtained 
by B&C. Table 4-7, Table 4-8 and Figure 4-12, Figure 4-13 report the computational 
results of the two heuristic methods. A time limit of 6 hours is set for all the test 
problem; in the case, where the optimal solution is not found, we report the best 
solution found so far 
cZ and the best lower bound LBZ given by B&C after the cut off 
time.  The information presented in Table 4-7 is explained below:  
No  : Test case number 
#Cntrs : Number of containers to be planned 
CPLEX  
CZ (
*
Z ): Optimal or best objective solutions given by CPLEX B&C 
within time limit 
# YCs :  Number of YCs required in the solution CZ or 
*
Z :  
Time : Total execution time (in seconds) 
(%)CRE  : Relative error between CZ or 
*
Z and 
LBZ at the end of the 
execution time or time limit of 6 hours 
Heuristics H3  
3HZ : Upper bounds obtained by the heuristic solutions using procedures 
H3  
# YCs :  Number of YCs required in the solution 3HZ  
 Time : Total execution time (in seconds) 
3(%)HRE : Relative error of the heuristic solutions H3   
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*
C
*
 (Z )  (Z )
 (%) = 100% , 100%
C
LB LB
C
Z Z
RE
Z Z
 
     4-19 
3 4
3 4
H3 H4
 ( )  ( )
RE (%) = 100%,RE (%)= 100%H H
H H
LB LBZ Z Z Z
Z Z
 
   4-20 
where LBZ  is the best lower bound derived from CPLEX B&C within the time limit.  
 
  CPLEX Heuristic: H3 
No  # Cntrs  CZ  (
*
Z )  # YCs Time (%)CRE  3HZ   # YCs Time 
3(%)HRE
 
1 1023 133600 31 21600 1.67 141300 39 5 7.03 
2 1273 76076.8 37 21600 0.2 76884.5 38 1 1.05 
3 1736 235600 62 5 0 236600 63 1 0.42 
4 1814 120762 46 21600 2.02 123803 49 1 4.35 
5 2830 278931 82 21600 1.92 288868 92 2 5.31 
6 3292 179397 101 21600 4.15 181235 103 2 4.98 
7 3823 365722 100 21600 0.31 366865 102 2 0.61 
8 3918 512800 121 21600 1.2 513800 122 4 1.39 
9 4120 534000 122 21600 0.96 534000 122 3 0.96 
10 4457 588700 143 21600 2.27 592700 147 4 2.92 
11 4812 546584 141 21600 0.96 550979 146 4 1.75 
12 4879 634900 147 21600 3.09 636900 149 5 3.40 
13 5142 675200 161 21600 2.13 680200 166 4 2.84 
14 5355 344553 135 21600 1.07 347593 139 3 1.94 
15 5999 778900 179 21600 1.41 779900 180 6 1.54 
16 6009 475226 147 21600 1.09 476946 149 3 1.44 
17 6314 825400 194 21600 1.68 826400 195 6 1.80 
18 6398 547767 189 21600 0.53 547767 189 5 0.46 
19 6431 553418 190 21600 0.61 555423 192 4 0.89 
20 6445 387464 172 21600 1.27 390612 175 4 2.05 
21 6765 439074 166 21600 2.63 445571 172 6 4.05 
22 7138 927800 214 21600 2.23 931800 218 5 2.65 
23 7467 686655 191 21600 2.41 689655 194 5 2.83 
24 7854 1.02E+06 235 21600 2.73 1.02E+06 238 8 2.72 
25 8124 437181 202 21600 4.11 439078 205 4 4.52 
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  CPLEX Heuristic: H3 
No  # Cntrs  CZ (
*
Z )  # YCs Time (%)CRE  3HZ   # YCs Time 
3(%)HRE
 
26 8188 790767 253 21600 1.69 791767 254 6 1.81 
27 8467 1.11E+06 268 21600 2.02 1.12E+06 269 8 2.49 
28 9029 620409 218 21600 0.92 623519 221 1 1.41 
29 9217 760419 235 21600 2.14 763703 238 2 2.56 
30 9504 622294 213 21600 1.52 626340 218 2 2.15 
31 9535 737819 226 21600 1.95 740454 229 2 2.30 
32 10128 707433 249 21600 3.26 715411 258 2 4.34 
33 10375 577219 241 21600 3.72 578613 243 3 3.95 
34 10609 774463 250 21600 2.05 778111 254 2 2.50 
35 10665 386020 267 21600 5.99 394551 276 2 8.02 
36 10897 624082 268 21600 1.26 629889 274 2 2.17 
37 11313 676802 258 21600 1.63 679565 262 2 2.03 
38 11324 409198 246 21600 3.25 414578 252 2 4.44 
39 12036 299548 227 2500 0 303415 231 1 1.27 
40 12077 1.30E+06 354 21600 1.51 1.31E+06 361 3 1.93 
41 12327 380006 251 21600 5.05 383873 255 2 6.00 
42 12410 635220 274 21600 2.3 644377 284 2 3.69 
43 13502 472060 338 21600 4.5 478040 345 4 5.70 
44 13634 716727 286 21600 1.83 720652 290 2 2.37 
45 13729 609161 297 21600 2.01 612096 300 2 2.48 
46 13847 654951 307 21600 1.22 658929 313 2 1.81 
47 13962 326829 254 21600 0.06 328553 256 2 0.52 
48 13971 328421 254 21600 0.42 331027 259 1 1.19 
49 14657 761122 311 21600 1.39 768124 320 2 2.29 
50 26655 2.74E+06 731 21600 2.55 2.74E+06 731 7 2.55 
51 33003 2.86E+06 869 21600 1.7 2.87E+06 880 8 1.93 
    Average   20802 1.93     3.35 2.70 
Table 4-7: Computational results obtained by heuristic H3 under the “No 
sharing of YCs” policy 
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Figure 4-12: Evaluation of Relative Error 3(%)HRE obtained by H3 under the 
“no sharing of YCs” policy 
 
The computational results show that both heuristics can produce “near-optimal” 
solutions with an average relative error of 2.7% and 0.63% for policies I and II 
respectively. The results is only slightly worse than the best solution given by CPLEX 
but the average computational time of the heuristics is only 3 seconds compared to 
CPLEX run time of 6 hours. The reported results show the effectiveness of the 
proposed heuristics in providing “good and fast” solutions useful to industrial 
practitioners. 
 
The information presented in Table 4-8 is very similar to Table 4-7 except that it 
displays the computational results from heuristic H4.  
Heuristics H4  
4HZ : Upper bounds obtained by the heuristic solutions using procedures 
H4  
# YCs :  Number of YCs required in the solution 4HZ  
 Time : Total execution time (in seconds) 
4(%)HRE : Relative error of the heuristic solutions H4   
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  CPLEX Heuristic H4 
No  # Cntrs CZ (
*
Z )  # YCs Time (%)CRE  4HZ   # YCs Time 4(%)HRE  
1 1023 132300 30 21600 0.09 134300 32 3 1.49 
2 1273 68338.7 30 21600 0.13 69431 31 1 1.57 
3 1736 219600 46 3 0 219600 46 0 0.00 
4 1814 111762 37 120 0 111762 37 1 0.00 
5 2830 263702 67 21600 0.25 263702 67 2 0.25 
6 3292 141235 75 21600 0.44 153235 75 1 1.83 
7 3823 349773 85 21600 0.21 350773 86 1 0.49 
8 3918 490800 99 21600 0.11 490800 99 3 0.11 
9 4120 516000 104 21600 0.14 517000 105 1 0.33 
10 4457 559700 114 21600 0.2 561700 116 3 0.56 
11 4812 520979 116 21600 0.28 520979 116 1 0.28 
12 4879 610900 123 21600 0.17 610900 123 3 0.17 
13 5142 645200 131 21600 0.16 645200 131 3 0.16 
14 5355 317593 109 21600 0.09 319593 111 2 0.72 
15 5999 750900 151 21600 0.14 753900 154 3 0.53 
16 6009 449702 122 21600 0.22 450702 123 3 0.44 
17 6314 791400 160 21600 0.17 791400 160 3 0.17 
18 6398 516817 158 135 0 518767 160 3 0.38 
19 6431 522268 159 21600 0.06 524268 161 2 0.44 
20 6445 362428 147 21600 0.37 363428 148 3 0.64 
21 6765 411074 138 21600 0.24 413074 140 4 0.73 
22 7138 892800 179 21600 0.06 893800 180 3 0.17 
23 7467 652655 157 21600 0.15 654655 159 3 0.45 
24 7854 983400 198 21600 0.16 984400 199 5 0.27 
25 8124 400169 167 21600 0.18 401615 168 3 0.54 
26 8188 740767 203 21600 0.09 742767 205 3 0.36 
27 8467 1.06E+06 213 21600 0.11 1.06E+06 215 4 0.30 
28 9029 572112 170 21600 0.29 579112 177 2 1.50 
29 9217 716347 194 21600 0.19 720464 196 3 0.76 
30 9504 582259 174 21600 0.08 584243 176 4 0.42 
31 9535 697294 186 21600 0.06 698291 187 3 0.20 
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  CPLEX Heuristic H4 
No  # Cntrs CZ (
*
Z )  # YCs Time (%)CRE  4HZ   # YCs Time 4(%)HRE  
32 10128 655605 200 21600 0.06 661355 204 4 0.93 
33 10375 528613 193 21600 0.14 529613 194 4 0.33 
34 10609 725102 201 21600 0.01 726946 203 3 0.25 
35 10665 330370 213 21600 0.51 333914 216 4 1.57 
36 10897 575045 220 21600 0.04 586045 231 4 1.92 
37 11313 626423 209 21600 0.1 628423 211 3 0.42 
38 11324 345134 184 21600 0.41 348552 186 5 1.39 
39 12036 247843 179 21600 0.64 251034 179 2 1.90 
40 12077 1.23E+06 283 21600 0.15 1.23E+06 284 5 0.46 
41 12327 323061 197 21600 0.13 327186 199 3 1.39 
42 12410 582706 223 21600 0.06 585059 225 4 0.46 
43 13502 411734 280 21600 0.32 412452 281 7 0.50 
44 13634 658561 228 21600 0.11 662652 232 0 0.72 
45 13729 552066 240 21600 0.01 553934 242 1 0.35 
46 13847 602929 257 21600 0.15 607929 262 0 0.97 
47 13962 274553 202 21600 0.76 275528 203 1 1.11 
48 13971 273027 201 21600 0.35 274027 202 0 0.72 
49 14657 699374 251 21600 0.02 700124 252 1 0.13 
50 26655 2.61E+06 601 21600 0.03 2.61E+06 602 2 0.07 
51 33003 2.70E+06 711 21600 0.03 2.71E+06 713 2 0.32 
    Average   20334 0.17     2.63 0.63 
Table 4-8: Computational results obtained by heuristic H4 under the “Sharing of 
YCs” policy 
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Figure 4-13: Evaluation of Relative Error 4(%)HRE obtained by H4 under the 
“Sharing of YCs” policy 
 
4.8 Summary 
In this chapter, we present a holistic view of the containers storage assignment 
problem for IM, EX and TS and determine the number of YCs required for the 
loading and unloading operations in a single optimisation model. We have formulated 
the CAYCD problem as IP model considering two YC deployment policies which 
find the minimum and maximum number of YCs required in the yard to service all the 
containers. We first used the B&C algorithm of the commercial software CPLEX 10 
to solve the problem; the computational results have shown that the B&C could not 
solve most of the test problems to optimality within an imposed time limit of 6 hours. 
Hence, we have developed and implemented two heuristics H3 and H4 for both 
deployment policies which are capable of producing near optimal solutions within 
seconds with a relative error of less than 4%.  
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Chapter 5 
5 Container Terminal Simulation 
 
This chapter provides a description of a discrete-event simulation model we 
developed for container terminal operations with the following objectives: 
 
 to mimic the real terminal operations focusing on yard  
 to validate the “goodness” of the operational plan produced by the our 
mathematical model (M11 or M12) presented in chapter 4 for the CAYCD 
problem 
 to evaluate various YC deployment policies 
 to run sensitivity analysis with dynamic data changes 
 to collect terminal performance statistics  
 
Figure 5-1 below shows the relationship between the mathematical and simulation 
models. The mathematical optimization model (Chapter 4 ) produces the optimal 
operational plan that determines container locations, when to load/discharge the 
number of containers to/from the ship and the minimum number of YCs required 
using two YC deployment policies. In the simulation model, we are modeling all the 
activities in the terminal in detail starting from the dynamic arrival of containers, 
queues at gate, yard or quay and traveling time of trucks and of YCs. We are unable 
to model these operational details within our optimization model due to its complexity. 
Using the output from the mathematical model for container locations and number of 
YCs deployed, we run the simulation model and collect statistics for the operational 
performance in the terminal.  A container terminal normally has some level agreement 
(SLA) with shipping lines and trucking companies such that vessel departs on-time 
and the trucks coming to the terminal can leave the yard within 30 minutes. Terminal 
efficiency and performance are measured quite closely to these indicators. 
Furthermore, we are also interested to find out what is the average total time that a 
truck will spend in the container terminal, the average YC utilization rate, average 
queuing time at the gate, yard and quay side for each truck. 
  162 
 
Planning Data
 Port configuration
 Container schedules
& volume
IP Optimization Model
Operational Plan
 Container yard locations
 YC requirement
 Discharging/loading times
Simulation Model
(mimic real-operations)Detailed container
arrival & departure
time
IP Solution
Operational Performance
Indicators e.g.
 Total queuing time
 YC ulitization
 Total service time
 
Figure 5-1: Relationship of optimisation (IP) and simulation models 
 
This chapter begins with an introduction to simulation, various applications of 
simulation and general steps required to develop a simulation model. In the second 
part, we present a logical view of container terminals which will be used as a basis to 
build our port simulator. In section 5.3, we present a detailed description of the 
container terminal simulator, assumptions, building blocks, input and output and 
simulation technique used. Finally computational experiments are conducted for 
randomly generated test instances of realistic settings and results are reported at the 
end of the chapter. 
 
5.1 Simulations Techniques 
 
Simulation is a technique used for modeling real world applications, processes or 
system overtime; a few objectives are listed below: 
 
 To develop a model in a risk-free environment imitating the real world system.  
 To capture system dynamics. 
 To better understand system behavior. 
 To test out new policies before implementation so that risks can be minimized. 
 To understand the impact of changes on system performance.  
 To test “what-if” scenarios which may occur in the real-world.  
 
  163 
Computer simulation is used when no closed form analytical solution for the system 
of interest is possible. Simulation is very popular in the business world today. We can 
find vast applications in engineering systems, logistics and transportation, 
manufacturing, military operations, business process etc. In engineering system, 
simulation may be useful to simulate the turbulent flow of liquid, to investigate the 
effect of earthquake on building structures, to construct the water dam. In logistics 
and transportation, simulation is useful in decision making to schedule and route the 
vehicles, to evaluate new strategies in dispatching to improve the system performance 
and determine the number of vehicles to deploy based on the forecasted demand.  In 
business, simulation is use to see the impact of additional workload on container 
terminal operations, designing a new airport or runways, evaluating the waiting time 
in the call centers and in quantitative finance, simulation is used to predict the future 
cost of stock and analyze the risk and value of portfolio under different scenarios. In 
addition, simulation is also immensely used in military operations either to design or 
test the new submarine, the impact and performance of the missile or air force pilot 
training using flight simulator.  For various application of simulation, please refer to 
Albino, Carbonara et al. (2007), Celik and Sabuncuoglu (2007), Clayton and 
McMullen (2007), Ermolieva (2005), Lee, Chew et al. (2006), Paisittanand and Olson 
(2006), Sakalauskas (2006) and Siikonen (1993). 
 
There are two kinds of models, namely physical (replica) models and abstract 
(mathematical) models. In the case of building a rocket or robot or new air plane, due 
to the high investment cost involved, it is part of the design process to build a replica 
model.  However, there is a limit of what a physical model can provide in terms of 
output information which might be of interest to the engineer or designer. A 
mathematical model that captures the real system behaviour, the relationship and the 
interactions between the processes, is able to produce more meaningful output and 
results.  
 
In this chapter, we are interested in the development of mathematical model for 
container terminal operations. The model consists of a set of basic assumptions 
related to the operations, a set of initial conditions to run the simulation and logical 
relationship and interactions between entities Banks, Carson et al. (1995).  We 
introduce some methodologies that are common to building any simulation model.  
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An entity is the basic building block in simulation and is a tangible object found in the 
real-world application which has distinct attributes. For example: a truck is an entity 
and attributes of the truck are truck type, driving speed etc.  A system is defined to be 
a collection of entities likes machines or people that act and interact together towards 
the accomplishment of some logical end (Schmidt and Taylor 1970).  The state of the 
system is a collection of variables which describe the system at a particular time. For 
example, in a logistics system, a state variable may be the number of vehicles waiting. 
An event is an instantaneous occurrence (something has happened), which may result 
in change of state. An example of an event is the arrival event of a vessel.  Finally, 
activity is a task which occurs at a certain time, for example, traveling in the yard or 
making a deposit.  
 
There are also different types of simulation models that we could use and they are 
defined below. 
 
1. Discrete even simulation 
The simulation system is described as a collection of sequence of events for each 
entity‟s behaviour. Each event happens at an instant in time and changes the state 
of the system. For example, a customer arrives at the cashier (arrival event), is 
served by the bank teller (service event) and finally leaves the bank (departure 
event). In this case, the discrete event simulation models these sequence of events 
which happen at a discrete time instant. The simulation time moves from one 
event to another and the intervals between the events may be irregular. Discrete-
event simulation is discussed in detail in section 5.3.2. 
 
2. Continuous time simulation  
It is commonly used in engineering systems and economic where the state 
variables in the system change continuously with respect to time. Continuous time 
simulation uses difference or differential equations that give the relationship for 
the rate of change of state variables with time and the equations will be integrated 
during the simulation. 
 
3. Combined discrete-continuous simulation 
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It is sometimes impossible to differentiate the system as a pure discrete or 
continuous system; in this case, we will use a combined discrete-continuous 
simulation. For example, in a factory, the temperature of the steel is controlled by 
known physics using some differential equations, where as the production process 
of steel follows discrete event simulation. 
 
4. Static vs dynamic simulation models 
A static simulation also known as Monte Carlo simulation represents the system at 
a certain point in time; for example to study the system behavior of the physical 
system at a particular time. Dynamic simulation models the system as it changes 
over time; for example the simulation of an airport‟s passengers‟ flow for 3 days 
is a dynamic simulation.  
 
5. Deterministic vs stochastic models 
If the simulation model does not have any probabilistic behavior or random 
variables (r.v.), then this is known as a deterministic model, for which, given a 
known set of input values, the output is unique and is “determined”. However, 
many systems have at least some random components which are unpredictable 
and the system becomes a stochastic model. Most of the queuing systems are 
modeled using stochastic models and the output of the simulation model can only 
be approximated as an estimate of the true values.  
 
5.1.1 Development of A Simulation Model 
To build a successful simulation model we need to follow the few steps described 
below. 
 
a. Problem formulation 
The first step is to identify the problem produce a statement, record the valid 
assumptions in the system and possible inputs of the system. It is important to 
understand the problem clearly and define the objective of the simulation study and 
expected outputs. If the system is existing, we can collect the data from real-world 
applications and approximate the parameters to be used for the inputs otherwise the 
input data will be approximated.  
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b. Conceptual model formulation 
Once the objective of the system is identified, a conceptual model which captures the 
important essence and elements of the real-world application will be built. The model 
building process is one of the most important parts of the system building which 
requires the full understanding and experiences of the real system.  
 
c. Design and develop the simulation model 
At this stage, it is the role of the modeler to translate the conceptual model to a 
computer program (simulation model). There are a number of options available: either 
using a third party commercial simulation software like Arena, AutoMod or Simul8, 
or simulation languages such as GPSS, Sim++ or the general purpose programming 
languages like C++, C# or Java.  
 
d. Verification and validation 
After the simulation model has been developed, the final step is to verify and validate 
the program. Verification is the process of determining whether the problem statement 
has been accurately transformed to build the model correctly. Validation concerns 
with whether the simulation model accurately represents the real world system and the 
model output performs accurately according to the system objectives. At this stage, 
the developers will carry out many experimental runs, analyze the output and modify 
the simulation program if required and finally present to the potential users interested 
in this study.  
 
5.2 Container Terminal Logical View: Conceptual Model 
 
IM, EX and TS containers can be classified as either of incoming or outgoing type 
assigned to the terminal. We model the key terminal processes in detail, namely: (a) 
gate/vessel arrival process, (b) queues at gate/yard/quay, (c) containers‟ location 
assignment, (d) traveling of trucks/YCs and (e) assignment of jobs to YCs. It is worth 
noting that the process of assigning quay cranes (QC) to ships is not modeled as we 
assume that the ship planners have done the proper ship planning and QCs are 
available for the loading and unloading of containers at a constant rate. In this section, 
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three types of containers flow are modeled in detail; the following section 5.3 
illustrates how various events related to the above processes can be translated to the 
simulation model. We summarize in Table 5-1 the sequence of events for different 
container and assigned types.  
 
I. EX (incoming) / IM (outgoing) containers flow (see Figure 5-2) 
Before an EX container arrives at the yard (incoming), we assume that the trucking 
company books an appointment with the terminal to deliver an EX container via the 
gate. Since there are a number of lanes available at the gate, it is assumed that an XT 
joins the shortest queue at the gate side. The container will be weighted and scanned 
and a location will be issued to the driver according to the operational plan (in-gate 
process). We assume that the above process takes an average of two minutes at the 
gate. The XT will then drive to the yard block and the traveling time is computed 
using the speed of the trucks and distance between the gate and the specific yard 
block. There is also a r.v to capture the congestion in the yard during the truck travel, 
which follows a uniform distribution between (5, 10) minutes. Once the XT arrives at 
the yard, it will join the existing queue. If the YC is idle (i.e. queue length is zero), 
then the XT will be served immediately. The service time is a random variable which 
follows some known statistical distribution. After the YC unloads the containers, the 
XT will leave the yard. The process is similar for the XT which comes via the gate to 
pick up an IM container out of the terminal (outgoing).  
Export (Incoming)/ Import (Outgoing)
1. XT arrives gate/Queues at
Gate
2. XT leaves gate for yard
and travels to yard
3. XT arrives yard/Queues
at yard
4. Yard crane
served
5. Truck leaves yard
& exits
Gate
Yard
 
Figure 5-2: Conceptual model of EX (incoming) / IM (outgoing) containers flow 
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II. IM / TS (incoming) containers flow (see Figure 5-3) 
When the vessel arrives at the quay, IM/TS containers are discharged and stored in the 
yard (incoming). A QC is used to unload the containers from the ship and load them 
on to ITs.  The containers are discharged at the time period according to the 
operational plan produced from the optimization model (chapter 4). The IT arrives 
and joins the queue at the quay side and it takes an average of two minutes for the QC 
to load the containers onto the IT. The container locations are issued at that spot and 
the IT will transport the containers from the quay to the yard block. The traveling time 
of IT from the quay to the yard is computed using the speed and the distance traveled 
between the quay and the specific yard block. Similarly the waiting time during the 
truck travels due to traffic congestion in the yard is a r.v of uniform distribution 
between (5, 10) minutes. Once the IT arrives at the yard, it queues for YC service. If 
there is no queue and a YC is available, then the IT will be served instantly. The YC 
service time is a r.v and the IT will leave the yard after it has been served. The queue 
is served using the First-In-First-Out (FIFO) principle. If the YC is busy, the IT will 
wait in the queue until its turn arrives.  
Import/TS (Incoming)
Quay Yard
1. Truck arrives at Quay
2. Quay crane served
3. Truck leaves quay for
yard and travels to yard
4. IT arrives yard &
queues at yard
5. Yard crane
served
6. Truck leaves
yard & exits
 
Figure 5-3: Conceptual model of IM/TS (incoming) containers flow 
 
III. TS / EX (outgoing) containers flow (see Figure 5-4) 
Finally for TS or EX containers leaving the terminal (outgoing), it is valid to assume 
that they are stored in specific yard blocks according to the plan and are ready to be 
collected by the IT before the loading starts. Otherwise, the containers will be directly 
loaded to the vessel without storage; in this case no YC would be needed to service 
them. The IT arrives and queues at the yard to transport the containers to the quay 
side. If a YC is available, the IT will be served immediately and the YC service time 
is a random variable. Once the IT has been served, it travels from the yard side to the 
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quay side and the travelling time is easily computed. At the quay side, the QCs will 
take two minutes to serve the ITs for unloading the containers onto the ship and 
finally the ITs will leave the quay after service.  
TS/Export (Outgoing)
QuayYard
1. Truck arrives at
yard & queues at yard
2. Yard crane
served
6. Truck leaves
quay & exits
3. Truck leaves yard for
quay and travels to quay
4. IT arrives & queues at
Quay
5. Quay crane served
 
Figure 5-4: Conceptual model of TS/EX (outgoing) containers flow 
Container & Assigned type Sequence of events 
EX(incoming) / IM (outgoing) 
 
1. XT arrives/ queues at gate 
2. XT leaves gate for yard (travelling time) 
3. XT arrives/ queues at yard  
4. YC serves 
5. XT leaves yard & exits 
IM /TS (incoming) 1. IT arrives/ queues at quay 
2. QC serves 
3. IT leaves quay for yard (travelling time) 
4. IT arrives/ queues at yard 
5. YC serves 
6. IT leaves yard & exits 
TS/EX (outgoing) 1. IT arrives/ queues at yard 
2. YC serves 
3. IT leaves yard for quay (travelling time) 
4. IT arrives/ queues at quay 
5. QC serves 
6. IT leaves quay & exits 
Table 5-1: Sequence of events for different container-assigned types 
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5.3 Development of Container Terminal Simulator 
This section provides a detail description of how we translate our conceptual model to 
the simulation model using object-oriented programming language C#.  
 
5.3.1 Assumptions 
The assumptions of the model are as follows. 
 
A 5-1: The container arrives within the planning time horizon according to booking 
time. 
A 5-2: Planning time horizon is a user input. 
A 5-3: Number of QCs for a terminal is a user input. 
A 5-4: Number of gate lanes for a terminal is a user input. 
A 5-5: The container locations are known from the optimisation model. 
A 5-6: Number of YCs deployed at each shift is given from the optimisation model. 
A 5-7: QC is available to load/unload containers at quay side. 
A 5-8: QC service time is fixed, 2 minutes per container. 
A 5-9: Gate service time is fixed, 2 minutes per container. 
A 5-10: The queues at gate, yard or quay sides are served by FIFO principal. 
A 5-11: IT / XT travels at constant speed, 15 km/hr. 
A 5-12: YC average travelling speed is 10km/hr. 
A 5-13: XT joins the shortest queue at the gate. 
A 5-14: Waiting time in the yard due to traffic congestion on the road is a r.v. and 
follows a uniform distribution between 5 to 10 minutes. 
 
5.3.2 Simulation Methodology: Discrete Event Simulation 
We illustrate the main components which are essential to building a discrete event 
simulation model.  
 
a. Simulation clock 
The basic and important component is the simulation clock which gives the 
current value of the simulated time as opposed to the real-time. There is no 
relationship between the simulated time, real-time and running time of the 
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simulation. The unit of time in the system varies according to the system which is 
modeled and is normally in the same units as the input parameters. In our 
simulation model, the time unit is in minutes (min).  
 
In the discrete event simulation, as time advances from one event to another, there 
are two approaches available to control time-advance; next-event and fixed-
increment. Fixed-increment means that the simulation clock is advanced during 
the fixed intervals, for example every 5 minutes. After each update of clock, a 
system check is done to identify whether any event should have happened during 
the time interval say from t to t+1. Fixed-increment is a special case of next-event 
time advance. Next-event time advance is commonly used in most simulation 
software and in our simulation model. In this method, the simulation clock is 
initialized to zero at the beginning of the simulation and it is advanced to the time 
of most immediate (imminent) future event in the event list. The process of time 
advancement continues until some stopping condition has been satisfied.  
 
b. Events list 
As we have mentioned before, discrete-event simulation models a sequence of 
events for each entity in the system, we need to maintain the events list to keep 
track of the system behavior. An event consists of the event time (when it 
happens), the performance of event (what happens when an event happens) and a 
possible end time of the event (when it finishes). Table 5-2 shows the simulation 
clock start at time t0 and an EX container arrives at the terminal gate at time t1 (i.e. 
arrival event occurs). A sequence of events will follow, start time (t1) and after 
arrival, the container immediately joins the queue at gate (t1). Supposedly, if the 
gate queue is empty, then the simulation program will generate the next 
subsequent event called “leaving gate for yard event” with a new event time say t2. 
The new event is created and inserted into the events list. All the sequences of 
events are stored in events list and are always sorted in ascending order of event 
start time. Since, all new events are inserted into events list during the course of 
simulation, it is important to maintain a manageable size of events list otherwise 
the list will grow exponentially. In our simulation program, we have deleted all 
the past events from the events list to improve the performance of the simulation 
program. Thus the events list only includes the list of events which are to happen 
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in the future (future events list). It is important to keep in mind that before we 
delete an event from the events list, we need to store the event information in the 
system for statistical purposes. Figure 5-5 demonstrates the decisions involved for 
the next event and Figure 5-6, Figure 5-7 show the sequence of events in the event 
list and how simulation clock advances the time. 
Event time Event description 
t0 Start simulation 
t1 Truck 1, arrival and gate queue event 
 
Table 5-2: Initial event list at the start of simulation 
Sequence of events flow:
Arrived and join gate queue, event
time t1
Issue location and truck leaves gate
for yard, event time t2
Gate queue empty? No Join the gate queue
Yes
 
Figure 5-5: Decision making for the next event 
 
Actual Events List
1. Arrival & gate queue event, event time t1
 New event inserted
2. Leave gate for yard, event time t2
 
Figure 5-6: Generation of new event in the events list  
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Figure 5-7: Advancement of simulation clock 
 
c. Random number generator 
The simulation program needs to generate random variables (r.v.) to capture the 
stochastic nature of the real system. This can be achieved by using pseudorandom 
number generators (PRNG). We use the Linear Congruential method, proposed by 
Lehmer, 1951 to produce a long sequence of integers between 0 and m-1 depending 
on the initial seed 
0X and the resulting random numbers follow the recursive 
relationship: 
1 ( )mod  m,   0,1,2,..i iX aX c i      
where a is called a constant multiplier, c is the increment value and m is the modulus.  
 
Using the random numbers, we can generate different arrival patterns which may 
follow an input distribution like Poisson process with inter-arrival times 1/   , an 
exponential service time for YCs and time wasted on the road due to traffic 
congestion.  
 
d. Initial and terminating condition 
The initial condition of our simulation program starts at time 0. Prior to initiating the 
simulation process, a list of random arrival times (in minutes) of each containers (at 
gate or quay) are generated based on given data relating to vessel arrival times and 
customers‟ booking times. The stopping criteria of the simulation depend on the 
simulation designer or users, it can stop after certain time or when the system has 
reached a steady state. In our simulation program, the simulation stops when no more 
events exists in the future event list. 
Simulation clock
t0
t1 t2
Arrival & gate queue event at t1 Leave gate for yard at t2
Future event list Future event list
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e. Collection of statistics 
The simulation program keeps track of all the events which have happened during the 
simulation process; in the end we collect the interesting results, such as the total time 
spent by each truck in the terminal, average total time spent, average queuing time at 
the gate, yard and quay side and YC utilization rate. 
5.3.3 Classes and Relationship 
We use the object-oriented (OO) paradigm to develop our port simulation program. 
C# is one of the most popular object-oriented programming languages. We can model 
and develop almost everything with the real-world applications using C#, as opposed 
to the customized simulation packages which are quite rigid. We also use Microsoft 
Access Database as a storage media to store the data related to simulation events. OO 
has been very popular in computer science as it enables the developers to divide a 
complex system into smaller building blocks called classes. Each class contains the 
attributes and the methods can be closely modeled as the logical object in real-system 
(e.g. container or YC). OO allows each class to implement its own methods, 
encapsulate them from external classes and maintain data integrality by preventing the 
external classes to access the members or attributes directly. Using the OO 
methodology, a program is made up of library of classes and the modular functions 
make it easier to maintain; furthermore it provides great extensibility and usability. 
We present the fundamental classes which form the basic element in our simulation 
model and their relationship are described in Figure 5-8. The description and usage of 
each class is also outlined in Table 5-3. 
Class Name Description 
Database  To connect to Access database. Methods:  
- select records from database table 
- insert records into database table 
- delete records from database table 
Activity  To describe the activity of a container, attributes are 
container numbers, yard location, event time, container type 
(IM, EX, TS) and container assigned type (incoming / 
outgoing). 
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Class Name Description 
Simulation event  To describe the type of simulation event, attributes are 
container no, type of events, event time, yard location. 
Types of events are: 
- arrived/queue at gate 
- leave gate for yard 
- arrived/queue at yard 
- YC served 
- leave yard exit 
- leave yard for quay 
- arrived/queue at quay 
- QC served 
- leave quay exit 
- leave quay for yard 
 
Simulation clock To keep track of the simulation time in the simulation 
program. 
YC To describe the attributes of a YC, namely: YC id, YC 
location, status (free or busy), starting time and ending time 
(in minutes), YC queue, YC capacity within a shift (TEUs) 
and total job done by YC (TEUs) 
Container event To store the statistic for each container at the end of 
simulation. It contains container number, container type, 
container assigned type, total time spent in the system, total 
queuing time at gate, yard and quay side (in minutes) 
Gate To represent the gate attributes, identified by gate id, status 
(busy/free), and gate queue. 
QC The class which is used to identify the QC; QC id, status 
(busy/free), QC queue, start time and end time of the QC. 
Random To generate the r.v. required during the simulation. It 
includes the current seed and different methods to generate 
the r.v. using exponential distribution, uniform distribution 
or normal distribution. 
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Class Name Description 
Truck To represent the truck which transports a container.  
Execute event This class is the main class to execute each simulation event 
in the event list and generate the next event which 
subsequently follows after the current event ends. 
Distance This class store the information of distance within the yard, 
block id, x and y coordinate in the yard. 
Main  This class is the main program for the simulation.  
Table 5-3: List of classes for simulation model 
 
Database
class
Activity class
Simulation
event class
Simulation
clock class
Yard crane
class
Distance class
Quay crane
class
Gate class
Container
Event
class
Random
class
Execute event
class
Main Program
class
Truck
 
Figure 5-8: Class diagram for simulation of container terminal operations 
5.3.4 Main Program Logic 
Using the basic blocks described in section 5.3.2 essential to build the simulation 
model, we translate the conceptual model into a sequence of events in the simulation 
model which represent the logical view of container terminal operations. At the start 
of the simulation, the simulation clock is set to 0 but it will then advance to the first 
event time in the list. The execution of the current event will trigger the generation of 
a subsequent event depending on the current event and the assigned type of the given 
container. As soon as a new event is inserted into the event list, the latter is sorted 
again by ascending order of time. The current event which has been already processed 
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is deleted from the event list and the simulation clock will then advance to the next 
event in the list. The same process is repeated until the event list becomes empty and 
all events are processed. It is worth noting that queues may occur at the gate, yard 
and/ or the quay which are being handled using the FIFO service principle. Once the 
first element in the queue is processed, it will be deleted from the queue and the next 
available element in the queue is served. Figure 5-9 shows the main simulation 
structure of the simulation model. 
Simulation clock =
0
Initial event list
sorted by
event time
While event
list is not
empty?
Read the first
event in the list
Execute the
event
Generate new
event
Insert into
event list
Delete the
current event
Simulation time =
event time of first event
in the list
End
Start
Y
N
 
Figure 5-9: Main simulation program flow 
 
The details of each simulation event are stored and statistics are computed at the end 
of simulation. Figure 5-10 - Figure 5-12 illustrate the sequence of events during the 
simulation for IM, EX or TS containers and incoming/outgoing assigned type.  
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EX (Incoming) / IM (Outgoing)
ArrivedGate/
QueueAtGate
External truck (XT) joins
the gate queue
If at front of
queue?
LeaveGateYard
XT leaves the gate and
drives to yard
ArrivedYard/
QueueAtYard
XT arrived at yard and join
yard crane (YC) queue
If in front of
queue?
YCServed
XT served by YC
LeaveYardExit
Leave the yard
Yes
Continue to
wait until front
of queue
Delete the job in
front of queue
If # of jobs in
queue > 0?
Serve the next job
in the queue
Exit
Yes
No
No
No
Yes
 
 
Figure 5-10: Sequence of events for EX (incoming) /IM (outgoing) containers 
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Import/Transhipment
container discharged from
ship
ArrivedQuay/
QueueAtQuay
Internal truck (IT) join the
quay crane (QC) queue
If in front of
queue?
QCServed
IT served by QC
LeaveQuayForYard
Leave quay for yard, yard
location issues and drives to
the yard
ArrivedYard/QueueAtYard
IT arrived at yard and join yard
crane (YC) queue
If in front of
queue?
YCServed
IT served by YC
LeaveYardExit
Leave the yard
Yes
Continue to wait until
front of queue
IM / TS (Incoming)
Delete the job in
front of queue
If # of jobs in
queue > 0?
Serve the next job in
the queue
Exit
Yes
No
No
No
Yes
 
Figure 5-11: Sequence of events for IM/TS (incoming) containers 
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TS / EX (Outgoing)
ArrivedYard/
QueueAtYard
Internal truck (IT) join the
YC queue
If in front of
queue?
YCServed
IT served by YC
LeaveYardForQuay
Leave yard for quay and
drives to the quay
ArrivedQuay/
QueueAtQuay
IT arrived at quay and
join QC queue
If in front of
queue?
QCServed
IT served by QC
LeaveQuayExit
Leave the quay
Continue to wait
until front of queue
No
Yes
No
Yes
Delete the job in
front of queue
If # of jobs in
queue > 0?
Serve the next job in
the queue
Exit
Yes
No
 
Figure 5-12: Sequence of events for TS / EX (outgoing) containers 
 
5.3.5 Input and output data tables 
Due to the vast amount of data generated during the simulation, we have designed our 
program to use Microsoft Access Database 2003 for easy storage and access of input 
and output data. Table 5-4 explains each table and the information stored and Figure 
5-13 shows the relationship of the tables. 
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Table Name Description and information stored 
Input tables  
Event Store each container event time which comes to the terminal via 
the gate or by vessel. 
- container number 
- origin id 
- destination id 
- yard block id 
- event time 
- pair id 
- container type (IM, EX, TS) 
- assignment type (incoming, outgoing) 
YC Store YC information from mathematical model. 
- YC id 
- yard block id 
- destination id 
- time period (shift) 
- status (free / busy) 
Distance matrix Store the distance matrix in the yard 
- yard block id 
- x co-ordinate 
- y co-ordinate 
Output tables  
Simulation Log Store the simulation event detail. 
- container no 
- event type 
- container type 
- assignment type 
- event time 
- yard block id 
- gate id 
- QC id 
Container Store the statistic of each container after the simulation run. 
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summary - container no 
- container type 
- assignment type 
- total time in system 
- total queuing time at gate 
- total queuing time at yard 
- total queuing time at quay 
Table 5-4: Input and output tables for simulation 
 
 
Event
 
Yard crane
Simulation model
 
simulationLog
 
Container
Summary
Consolidate and
prepare simulation
summary
 
Distance matrix
 
Figure 5-13: Tables for simulation 
 
During the execution of the simulation model, it is assumed that the yard planner has 
already deployed the optimal number of YCs determined by the optimization model. 
The traveling time of trucks and YCs can be easily computed using the constant 
truck/YC speed and the traveling distance between point of origin and point of 
destination; the latter is computed using the nearest distance formula, namely, the 
travelling distance between two blocks say b1, located at (x1, y1), and b2, located at 
(x2, y2), is given by 
2 2
2 1 2 1
( ) ( )y y x x   . 
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The dynamic assignment of various jobs to YCs is performed under the two 
alternative YC deployment policies initially discussed in section 4.3.5 and discussed 
as follows: 
 
 Policy I – “No Sharing of YCs” 
Under this policy, once the truck arrives at the yard side, there is always a YC in the 
yard which will stay at the same yard block throughout the shift so there is no YC 
traveling time involved.  It would be expected that the waiting time of the truck be 
much smaller than the corresponding time under Policy II.  If the YC is free, then a 
truck should be served immediately upon arrival at the yard block; on the other hand, 
if the YC is busy, then any arriving truck will join the queue in the yard, that is, a new 
job will be inserted into the YC job queue.  
 
 Policy II – “Sharing of YCs” 
Under this policy, job scheduling for a YC is expected to be more complicated than 
Policy I since, in the former case, there is no guarantee that a YC will be available in 
the yard block when a truck arrives. If there is already a YC in the yard, then job 
scheduling is done in a similar way as described for policy I. However, if there is no 
YC in the yard, jobs are assigned to the YC which is selected according to the 
following rules so as to minimize the waiting time of the truck in the yard: 
 
 Select the YC which is currently free. 
 Select the YC which is in close proximity that is requiring the shortest 
traveling time. 
 Select the YC having the shortest job queue.   
 Select the YC so that the work load is distributed evenly across different 
YCs, (order the YCs by ascending order of total jobs done). 
 
Using the simulation program that we have developed and the operational plan from 
our mathematical model as input, we run the simulation model and report the 
experimental results in section 5.4. 
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5.4 Simulator Verification and Validation 
Once the simulator is available, verification and validation play a very important role 
to ensure that it captures the essence of the real system and reproduces the real-life 
situation under different conditions. In our case, we are interested to find out the total 
time spent by each truck in the system as one of the important system performance 
indicators. Due to the competition between the terminal operators, it is not sufficient 
just to minimize the terminal operation cost, the service level agreement (SLA) also 
needs to be satisfied. In this case, we have a SLA of 30 minutes which means that the 
trucks need to be serviced within 30 minutes after their arrival, otherwise we have a 
service failure. All the trucks coming to the terminals either deliver or pick up the 
containers usually require service at the gate, yard or at the quay side. For EX 
(incoming) / IM (outgoing) container, the total time spent is computed as the time 
difference between the truck leaving the yard (“leave yard exit” event) and the 
“arrival at gate” event. Total time spent in the system for IM/TS (incoming) containers 
is the event time difference between the “leave yard exit” event and “arrived quay” 
event. Finally, the TS/EX (outgoing) containers are transported from the yard to the 
quay to be transported by vessel, thus the total time spent by the IT is computed as the 
time difference between the “leave quay exit” and “arrived yard” events.  
 
Type of container Avg. total time spent in the system 
EX (Incoming)/IM (outgoing) Time when it exits yard – arrival time at gate 
IM/TS (incoming) Time when it exits yard – arrival time at quay  
EX/TS (outgoing) Time when it exits quay – arrival time at yard 
Table 5-5: Type of containers and avg. total time in system 
 
For the computational experimentation using the simulation model, in this section, we 
assume a seven-days planning time horizon and generate 51 test cases with the 
number of containers ranging from 1000 to 33000 TEUs (for additional data details of 
all test cases refer to Table 4-1 and Table 4-5). We would like to use simulation to 
analyze the “goodness” of the operational plan produced by the B&C using IP Models 
M11 and M12 (section 4.3.6). For example, we are interested to compute the total 
time spent by each truck in the port and verify whether this falls within SLA. The 
  185 
experimental results are shown in Table 5-6 where the following information is 
displayed. 
No. : Test case number 
#Cntrs : Number of containers in the test case 
No Sharing of YC policy 
#YCs : Number of YCs deployed from optimization model 
Avg. Time (Trucks): Average total time spent by the trucks in the system 
(shown in minutes) 
Sharing of YC policy 
#YCs : Number of YCs deployed from optimization model 
Avg. Time (Trucks): Average total time spent by the trucks in the system 
(shown in minutes) 
 
RunTime : total simulation run time (in seconds) 
 
1
j
sum of total time spent by all trucks
Avg. Time (Trucks) = 
total number of trucks
,where Y total time spent by truck j and 
n is the total number of containers
n
j
j
Y
X
n

 

  5-1 
  186 
 
 
    “No Sharing of YCs” Policy “Sharing of YCs” Policy   
No.  #Cntrs # YCs 
Avg. Time 
(Trucks) # YCs 
Avg. Time 
(Trucks) 
RunTime 
 
1 1023 31 12.6 30 47.15 17 
2 1273 37 13.04 30 33.26 21 
3 1736 62 12.8 46 31.55 21 
4 1814 46 12.4 37 41.75 15 
5 2830 82 12.57 67 39.98 17 
6 3292 101 12.5 75 46.33 25 
7 3823 100 13.72 85 62.3 18 
8 3918 121 13 99 38 23 
9 4120 122 12.89 104 31.16 31 
10 4457 143 13.12 114 51.6 32 
11 4812 141 12.23 116 30.05 41 
12 4879 147 13.11 123 41.44 45 
13 5142 161 12.58 131 47.45 43 
14 5355 135 13.6 109 49.5 51 
15 5999 179 13.6 151 44 56 
16 6009 147 13.4 122 43.5 44 
17 6314 194 12.8 160 43.8 47 
18 6398 189 13.17 158 36.29 46 
19 6431 190 12.4 159 33.7 60 
20 6445 172 18.16 147 59 48 
21 6765 166 12.74 138 41.05 62 
22 7138 214 12.5 179 33.7 60 
23 7467 191 12.54 157 32.88 59 
24 7854 235 12.8 198 38.8 57 
25 8124 202 13.02 167 40.1 56 
26 8188 253 16.3 203 48.71 76 
27 8467 268 12.64 213 35.42 78 
28 9029 218 13.26 170 34.87 77 
29 9217 235 13.68 194 41.46 85 
30 9504 213 13.12 174 36.09 132 
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    “No Sharing of YCs” Policy “Sharing of YCs” Policy   
No.  #Cntrs # YCs 
Avg. Time 
(Trucks) # YCs 
Avg. Time 
(Trucks) 
RunTime 
 
31 9535 226 12.7 186 35.72 101 
32 10128 249 12.7 200 35.99 87 
33 10375 241 14.34 193 43.26 93 
34 10609 250 13.5 201 35.8 84 
35 10665 267 13.2 213 37 65 
36 10897 268 12.29 220 35.88 96 
37 11313 258 12.7 209 35.9 86 
38 11324 246 12.82 184 33 91 
39 12036 227 12.76 179 34.08 87 
40 12077 354 13.9 283 41.4 99 
41 12327 251 13.6 197 40.41 101 
42 12410 274 13.36 223 36.86 102 
43 13502 338 13.16 280 38.97 158 
44 13634 286 13.5 228 36.7 144 
45 13729 297 13.96 240 34.88 144 
46 13847 307 14.1 257 36.86 149 
47 13962 254 14.26 202 36.25 169 
48 13971 254 13 201 33.9 240 
49 14657 311 13.8 251 33.6 218 
50 26655 731 13.4 601 33.05 250 
51 33003 869 24.88 711 53.13 300 
    Average 13.49   39.56 84.45 
Table 5-6: Simulation results for 51 test cases for 7-days planning time horizon 
 
The simulation results show that if the terminal manger follows the operational plan 
to deploy the proposed number of YCs using the “no sharing of YCs” policy, the 
average time spent by the truck for all the test cases is less than 30 minutes. However, 
if the manager deploys less YCs using the “sharing of YCs” policy, then for all the 
test problems, the time required to stay in the port exceeds the SLA of 30 minutes.  
This can be explained by the fact that in our mathematical model, we haven‟t taken 
the YC traveling time into consideration. Thus we would expect that more time is 
required to wait for the YC in the yard if the YC needs to travel from one yard block 
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to another. The run time for simulation is very fast; for the small test cases it is < 1 
minutes and for the largest test case it only takes 6 minutes to run.  
 
5.5 Summary 
Container terminal operations are complex and sophisticated involving planning, 
scheduling, locating, routing and execution of plans for large volumes of containers. 
To this end, proper planning in the yard is crucial to improve the whole terminal 
performance. Short-term planning, such as 24-hours before the actual operations start, 
is often not sufficient to incorporate unexpected events or instances that may change 
or vary during actual operations such as vessel delays. Using an optimization model 
for high-level planning, we are not always able to capture such dynamics in the 
system. On the other hand, running simulation of such events to evaluate their impact 
on the efficiency of operations and robustness of the plan is very important.  
 
We have developed a container terminal simulation model using Discrete-Event 
simulation technique to capture the arrival event, queuing at gate/ yard/ quay and 
routing of YCs. The operational plan produced from the container assignment and YC 
deployment IP CAYCD model (presented in chapter 4) is evaluated and validated 
using the simulator.  The results show that for all the test cases, no sharing of YCs is 
suitable to use in practice as the total time spent by the truck in the system is less than 
30 minutes.  
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Chapter 6 
 
6 Applications of the Container Assignment and YC 
Deployment Model: A case-study 
 
6.1 Introduction 
 
The combined problem of container assignment and YC deployment (CAYCD) was 
studied in chapter 4 where it was formulated as an IP model and two exact and 
heuristic algorithms were proposed for its solution.  We further developed a container 
terminal simulator in chapter 5 which was used to validate, verify the operational plan, 
resulting from the IP model. In this chapter, we present two practical applications of 
the proposed IP and simulation models in the context of planning the container 
terminal operations at two ports, namely the Port of Felixstowe and Port of Piraeus. 
The process of generating input data for the model are discussed and experimental 
results are reported. More details relating to these applications can be found in Laik 
and Hadjiconstantinou (2008) and Ma and Hadjiconstantinou (2009).  
 
6.2 Case Study – Port of Felixstowe 
Port of Felixstowe is the largest container port in the UK and one of the largest in 
Europe; it handles approximately 50% of the UK throughput of containers.  In 2006, 
Felixstowe handled an annul throughput of 3 Million TEUs.  
6.2.1 Input Parameters 
The IP model described in this section requires the following planning data as input: 
 (i) The main user-defined parameters which describe characteristics of the container 
terminal at a given port are listed in Table 6-1 below: 
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Planning time horizon  
Percentage of IM containers (for each vessel) 
Percentage of EX containers (for each vessel) 
Percentage of TS containers (for each vessel) 
Number of yard blocks 
Number of slots per block 
Number of rows per slot 
Stacking height 
Yard block occupancy rate for IM container assignment  
YC working rate  
Yard storage cost per TEU  
Table 6-1: Data for the Container Terminal Configuration  
 
(ii) A summary of user-defined parameters relating to container flows in the yard 
within a given planning time horizon (defined in Table 6-1) is given in Table 6-2 
below: 
 
Total number of vessels calling at the port 
Total number of containers (all types) to be loaded/ discharged on/ from the vessels 
Total number of containers (IM/EX) transported via the gate 
Number of loading clusters (for EX/ TS) + IM yard blocks 
Numbers of O-D (origin-destination) pairs for container flows (all types) 
Table 6-2: Data for Container Flows in the terminal 
 
In addition to the above, the model requires as input vessel daily schedules and daily 
schedules of customers who either pick up/deliver their IM/EX containers via the 
terminal gate in order to generate data for O-D pairs of containers; the latter include 
arrival times at the terminal of the origin containers and departure/ pick-up times at 
the destination as well as the corresponding container volumes.  
 
The input planning data required to run the model for the case-study was mainly 
generated using publicly available data collected from the relevant website and 
general practical experience. To make it more realistic and ensure that all the data are 
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complete and accurate during the time of planning, we have shortened our 7 days 
planning time horizon to a 24 hours period and adjusted the data to represent realistic 
values of the various parameters within the defined planning time period.  The data 
collected provided information on yard capacity, annual throughput of IM/ EX/ TS 
containers, vessel schedules and customer schedules for pick-up/ delivery of 
containers in four-hours time period.   
 
Input data for container terminal configuration 
 
Table 6-3 shows the data for the container terminal configuration at the Port of 
Felixstowe used by the model.  
 
User-defined Input Parameters Port of Felixstowe 
Planning time horizon 24 hours 
%  IM containers (for each vessel) 50% 
%  EX containers (for each vessel) 30% 
%  TS containers (for each vessel) 20% 
Number of yard blocks  96  
Number of slots per block 20  
Number of rows per slot 7 
Stacking height 5  
Yard block occupancy rate for IM container assignment 70% 
YC working rate (containers/ hour) 10  
Table 6-3: Container Terminal Configuration at the Port of Felixstowe  
 
Although the exact proportion of IM, EX and TS containers may vary from year to 
year, we assumed that a corresponding ratio of 5:3:2 (as given in Table 6-3) is 
representative of most European ports. Using this ratio of containers, we can estimate 
the total number of each type of containers carried by a vessel. For example, a vessel 
carrying a total of 1000 containers for the Port of Felixstowe will discharge 500 IM 
and 200 TS containers; on the other hand, 300 containers will be loaded on the vessel 
before departure. Based on assumptions A 4-8, A 4-9 and A 4-12 (section 4.3.1), half 
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of the blocks in the yard will be reserved for IM containers whereas the remaining 
50% will store the EX and TS containers for the loading vessel.    
 
During a 24-hour planning horizon, the yard space capacity at the Port of Felixstowe 
is computed to be equivalent to 67200 TEUs. This figure is derived from the values of 
parameters given in Table 6-3, that is, the number of yard blocks, slots per block, 
rows in a slot and stacking height.   
 
Input data for container schedules 
 
The basic data required for generating detailed container scheduling information for 
the Port of Felixstowe are shown in Table 6-4. During a 24-hour planning horizon, an 
average of 13 vessels is expected to call at Felixstowe carrying a total of 6384 
discharging/ loading containers. On the other hand, within the same period, a total of 
4222 IM/ EX containers are transported via the gate resulting in a total of 10606 
container moves in the yard; the latter figure is equivalent to an annual throughput of 
3.8 Million TEUs of containers. 
 
User-defined Input Parameters Port of 
Felixstowe 
Total number of vessels calling at the port  13  
Total number of containers (all types) to be loaded/ 
discharged on/ from the vessels 
6384  
Total number of containers (IM/ EX) transported via the 
gate 
4222 
Total number of container moves in the yard  10606 
Number of loading clusters (for IM/ TS) + IM yard blocks  194 
Numbers of O-D pairs for container flows (all types) 88 
Table 6-4: Data for Container Flows at the Port of Felixstowe over a 24-hour 
planning horizon 
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Detailed information for vessel daily schedules at the Port of Felixstowe was obtained 
online. An example vessel schedule is shown in the Appendices. In addition, we have 
randomly generated daily schedules for customers using assumption A 4-7.  Each 
schedule is stored as a text file which consists of five columns providing: (i) the 
schedule identification number, (ii) the schedule type (whether for a vessel or 
customer), (iii)  the type of assignment, i.e., source or destination (a given customer 
may be assigned either as a source or a destination but a vessel can be of both types), 
(iv) the arrival time, (v) the departure/ pick-up time and (vi) the total number of 
containers allocated to the specific schedule. The times in (iv) and (v) are translated 
into a time format within the given planning horizon, see A 4-1. 
 
Using the schedule information described above, we randomly generated a number of 
(O-D) pairs of containers using the simple basic rule that the origin containers should 
arrive at the terminal before the destination departure/pick up time. Containers in the 
terminal normally stay in the yard for a few days before they are being transported out 
of the yard.   During data generation for O-D pairs, the following special cases may 
arise for activities which fall outside the given planning horizon: 
 
(i) The containers which are already in the yard prior to the start of the 
planning horizon will not be considered explicitly, so they will be assigned 
to a dummy source. In this case, the focus of the model is to determine the 
time period for loading these containers and the number of YCs that will 
be required during loading/pick up.  
 
(ii) Likewise a dummy destination is assigned to those containers which are to 
be collected at a time beyond the end of the planning horizon. In this case, 
the model will need to decide the time period for the discharging 
containers, where to store them and the number of YCs required during the 
discharging operation; pick-up times fall outside the planning time 
window.    
 
(iii) If the departure time of the loading vessel for TS containers falls outside 
the planning time horizon, then the corresponding decision variables 
associated with the loading process will not be incorporated in the model. 
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The model will only consider where to store TS containers and number of 
YCs required during discharge. 
 
6.2.2 Experimental Results from optimization model 
This section presents the computational results for the case study and discusses the 
findings of the model in the context of the Port of Felixstowe. Using data for a typical 
24-hour planning horizon, as described in section 6.2.1, the model produces plans for 
container assignment and YC deployment operations within the container terminal. 
The model determines the minimum and maximum number of YCs that will be 
required in the port during each shift of the planning horizon using the two YC 
deployment policies, described in section 4.3.5. 
 
Due to the large number of decision variables in the model resulting for a 24-hour 
planning horizon, not all the decision problems related to the terminal operations at 
Felixstowe could be solved to optimality within the time limit of six hours using the 
CPLEX B&C algorithm; in this case, the best feasible solution found and its relative 
error C (%) for a given problem was recorded. 
 
The heuristic algorithm we developed based on the IP model, was also used to 
provide a feasible solution within minutes. In this case, we report the relative error H 
(%) of the heuristic solution.  
 
Summary results of all O-D pairs 
For a given set of container flows between 88 Origin–Destination (O-D) pairs at the 
port of Felixstowe, we run the model in order to optimally plan the container 
assignment and YC deployment requirements over a 24-hour planning horizon which 
is further divided into three working shifts: t1 (between time 1-8 hours), t2 (9-16 
hours) and t3 (17-24 hours).  
 
The model determines optimal solutions for all O-D pairs; however, we cannot 
display all solutions in this section. Instead, we summarize the results in Table 6-5  by 
giving a lower and an upper bound on the number of YCs required over the overall 
planning period computed using the two YC deployment policies, respectively, 
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described in section 4.3.5.  The relative error (%) of the corresponding solutions 
obtained by CPLEX and the heuristic approach are also reported.  
 
Under the “no sharing of YCs” policy, CPLEX finds the best feasible solution in six 
hours with a relative error of 0.37% and a total of 141 YCs required within 24 hours; 
the breakdown of YC requirements per shift is shown in Table 6-5. Solving the model 
using the heuristic based on our IP model, we find a feasible solution with a relative 
error of 5.06% within minutes. 
 
Table 6-5 also displays the results obtained by both CPLEX and the heuristic 
approach for the “sharing of YCs” policy.  In this case, CPLEX is able to find the 
optimal solution within the six hours limit.   
 
CPLEX B&C Solution  # of YCs required per time period 
YC Deployment Policy 
Relative 
Error C 
(%) 
Shift 1 
(1 to 8 
hrs) 
Shift 2 
(9 to 16 
hrs) 
Shift 3 
(17 to 24 
hrs) 
Total 
(1 to 24 
hrs) 
No sharing policy 0.37% 30 53 58 141 
Sharing policy 
0% 
(optimal) 18 41 33 92 
 
HEURISTIC Solution  # of YCs required per time period 
YC Deployment Policy  
Relative 
Error H 
(%) 
Shift 1 
(1 to 8 
hrs) 
Shift 2 
(9 to 16 
hrs) 
Shift 3 
(17 to 24 
hrs) 
Total 
(1 to 24 
hrs) 
No sharing policy 5.06% 37 72 36 145 
Sharing policy 5.88% 25 44 32 101 
Table 6-5: YC Requirements over a 24-hours time horizon for Felixstowe 
 
6.2.3 Illustrative Examples for One O-D Pair 
This section illustrates the detailed solution produced by our model using CPLEX for 
planning the container assignment and YC deployment requirements relating to a 
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single customer-vessel pair (identified as c-id-1 and v-id-2, respectively) calling at the 
Port of Felixstowe. The data available over a 24-hour planning horizon for this O-D 
pair is summarized in Table 6-6.  
 
Vessel/customer 
Time window (hours) No. of Containers 
Start Time  End Time  Import Transhipment Export 
c-id 1 (customer) 1 4 0 0 40 
v-id 2 (vessel) 5 33 273 109 164 
Table 6-6: Data available for an O-D Pair at the Port of Felixstowe 
 
Optimal results are obtained using both YC deployment policies. The model found 
that the total number of YCs required for the discharging and loading of all container 
flows between customer c-id-1 and vessel v-id-2 over a 24-hour planning horizon is 
between ten (“no sharing of YCs” policy) and eight (“sharing of YCs” policy).  
 
Below we examine in detail the model output for each YC deployment policy.  
Policy I -“No Sharing of YCs” : Detailed Solution  (see Figure 6-1) 
 
The detailed solution given by CPLEX for this policy is displayed in Table 6-7, Table 
6-8, Table 6-9 and Table 6-10.  A graphical presentation is given in Figure 6-1. 
 
Id = 49
capacity = 200
occupied = 62
vacancy = 138
Id = 50
capacity = 200
occupied = 62
vacancy = 138
Customer id = 1
time= (1, 4)
Supply = 40
Vessel id = 2
Time= (5, 33)
Import supply = 273
TS supply = 109
Vessel id = 2,
Time = (5, 33)
Load demand = 164
Local export
Transhipment
Local import
Future customer
Future vessel
40 at t1
62 at
 t2
22 at t1
80 at t2
Id = 1, assigned = 8 at t3
id = 11, assigned = 70 at t1
id = 12, assigned = 55 at t3
id = 14, assigned = 70 at t1
id = 22, assigned = 70 at t1
Id = 56, assigned = 80 at t2, 29 at t3
 
Figure 6-1: Optimal flows between customer-vessel: “No sharing of YC policy”  
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During the discharging operation from the customer, 40 EX containers will be 
temporarily stored in cluster lc-id-49 at time t1 and one YC will be required for this 
operation (see Table 6-7).  
 
Loading 
cluster 
- id 
# Containers 
already in 
yard block 
Discharging 
time 
t 
# containers 
to be stored in 
time t 
# YCs 
required 
lc-id-49 62 t=1 40 1 
lc-id-50 62  0 0 
Total 164  40 1 
Table 6-7: Model Output for Policy I: Discharging of EX Containers from c-id-1 
 
During the loading of vessel v-id-2, we determine the number of containers to be 
loaded from each yard cluster during each time period and the corresponding number 
of YCs required. As it can be seen from Table 6-8,  there are 102 containers already 
stored in cluster lc-id-49 which should be loaded during the first two working shifts 
and the remaining 62 containers in cluster lc-id-50 should be loaded at time t2. Three 
YCs will be required for the loading of the EX containers. 
 
Loading 
cluster 
- id 
# Containers 
already in 
yard block 
Loading 
time 
t 
# containers 
to be loaded in 
time t 
# YCs 
required 
 
lc-id-49 62 + 40 = 102 t=1 22 0 
  t=2 80 1 
lc-id-50 62 t=2 62 1 
Total 164  164 2 
Table 6-8: Model Output for Policy I: Loading of EX Containers onto v-id-2 
 
During the discharging operation (from vessel v-id-2), we determine the number of 
IM containers that should be stored in each IM yard block cluster per time period and 
the corresponding number of YCs required. It is worth stating that the model will 
choose IM yard blocks with minimum storage cost.  Note that decisions D3 and D5 
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(section 4.3.3) are not relevant in this case, since all IM containers are scheduled to be 
picked up by customers on times that fall outside the planning horizon. The CPLEX 
solution obtained for the discharging operation of IM containers is given in Table 6-9. 
 
Import 
cluster 
- id 
Discharging 
time 
t 
# containers 
to be stored in 
time t 
# YCs 
required 
 
ic-id-1 t=3 8 1 
ic-id-11 t=1 70 1 
ic-id-12 t=3 55 1 
ic-id-14 t=1 70 1 
ic-id-22 t=1 70 1 
Total  273 5 
Table 6-9: Model Output for Policy I: Discharging of IM containers from v-id-2 
 
Finally, Table 6-10 summarizes the solution for the 109 TS containers carried by 
vessel v-id-2; these containers will be discharged during time periods t2 and t3 for 
temporary storage in the yard before they will be loaded to some vessel at a later time 
beyond the planning time horizon. Two YCs are required for discharging the TS 
containers.  
 
Loading cluster 
- id 
Discharging 
time 
t 
# containers 
to be stored in 
time t 
# YCs 
required 
 
lc-id-56 t=2 80 1 
lc-id-56 t=3 29 1 
Total  109 2 
Table 6-10: Model Output, Policy I:  Discharging of TS containers from v-id-2  
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Policy II –“Sharing of YCs”: Detailed Solution – (see Figure 6-1) 
Using the same input data as in Table 6-6, we re-run our model using the “sharing of 
YC policy”. A graphical presentation of the detailed solution given by CPLEX for the 
“sharing of YCs” policy is given in Figure 6-2.  
 
Id = 49
capacity = 200
occupied = 62
vacancy = 138
Id = 50
capacity = 200
occupied = 62
vacancy = 138
Customer id = 1
time= (1, 4)
Supply = 40
Vessel id = 2
Time= (5, 33)
Import supply = 273
TS supply = 109
Vessel id = 2,
Time = (5, 33)
Load demand = 164
Local export
Transhipment
Local import
Future customer
Future vessel
40 at t1
62 at
 t2
22 at t1
80 at t2
id = 11, assigned = 6 at t2
id = 14, assigned = 80 at t1
id = 17, assigned = 80 at t3
id = 19, assigned = 80 at t1,
27 at t3
Id = 56, assigned = 80 at t2, 29 at t3
 
Figure 6-2: Optimal flows between customer and vessel: “Sharing of YC policy” 
The optimal storage locations and corresponding YC requirements determined for the 
40 EX containers discharged from customer c-id-1 and the 164 loading containers for 
vessel v-id-2, respectively, under this policy, are the same as the results given in Table 
6-7 and Table 6-8. However, using this policy, different results are obtained for the 
discharging of IM and TS containers, as shown in Table 6-11 and Table 6-12.  
Import 
cluster 
- id 
Discharging 
time 
t 
# containers 
to be stored in 
time t 
# YCs 
required 
 
ic-id-11 t=2 6 0 (due to sharing) 
ic-id-14 t=1 80 1 
ic-id-17 t=3 80 1 
ic-id-19 t=1, 3 80, 27 2 
Total  273 4 
Table 6-11: Model Output Policy II: Discharging of IM containers from v-id-2 
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The IM containers from vessel v-id-2 will be stored in the respective IM clusters ic-id-
11, 14, 17 and 19, see Table 5-11. Due to sharing of a YC between ic-id-11 and lc-id-
49 at t1, no additional YCs will be required to unload 6 IM containers and store in ic-
id-11. In Table 6-12 only one YC is required to store the TS containers as the YC can 
be shared among ic-id-19 and lc-id-56 at t3. 
 
Loading cluster 
- id 
Discharging 
time 
t 
# containers 
to be stored in 
time t 
# YCs 
required 
 
lc-id-56 t=2 80 1 
lc-id-56 t=3 29 0 (due to sharing) 
Total  109 1 
Table 6-12: Model Output, Policy II: Discharging of TS containers from  v-id-2  
6.2.4 Testing Different Scenarios 
At a high level planning, the terminal manager might be interested to find out the YC 
requirements to handle a large number of containers on a busy day. The model 
proposed in this chapter can be used as an evaluation tool to test alternative 
operational scenarios.  
S 1: Light-load day 
S 2: Medium-load day 
S 3: Heavy-load day 
Based on historical data for the Port of Felixstowe collected online during a period of 
one month, we observed that on a typical  light-load day (24-hour planning horizon) 
an average of nine vessels are calling at the terminal whereas the corresponding 
number of vessels for a medium-load and a heavy-load day are twelve and sixteen, 
respectively. The summary data for each scenario is presented in Table 6-13. 
 
Using the above data for the three scenarios, we run the model for both YC 
deployment policies and the results are reported in Table 6-13.  This table shows a 
lower and an upper bound on the average number of YCs required per working shift 
for each scenario.   
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 Input Data Model Output 
Scenarios # 
of 
vessels 
# 
of 
containers 
# of 
O-D 
pairs 
YC 
Deployment 
Policy 
# of 
YCs in 
Shift 
t1 
 
# of 
YCs in 
Shift 
t2 
 
# of 
YCs in 
Shift 
t3 
 
Avg. YCs 
per shift 
S 1 9 8380 95 No Sharing 22 26 27 25 
Sharing 8 24 17 17 
S 2 12 12360 134 No Sharing 26 46 54 
42 
Sharing 8 36 48 31 
S 3 16 14400 152 No Sharing 41 74 75 63 
Sharing 8 62 61 43 
  Table 6-13: Computational results for different scenarios at Port of Felixstowe  
 
6.3 Simulation Results for the Port of Felixstowe 
 
Using the operational plan produced in section 6.2.2, we would like to verify the 
feasibility of the plan and its robustness using simulation. In this section, the 
simulation model developed in chapter 5  is applied to the case study and various 
system performances are reported. It is also used as a “test” bed to test different 
operational scenarios likes vessel delays. 
6.3.1 Input Data 
We use a daily 24 hours vessel schedule and container throughput from the largest 
port in UK - Port of Felixstowe, Table 6-14 shows the port configuration and input for 
the simulation model.  
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User-defined input parameters Value 
Speed of truck (km/h)  15 km/h 
Speed of YC (km/h) 10 km/h 
% yard blocks reserved for IM containers  50% 
% yard blocks reserved for EX/TS containers  50% 
# YCs deployed from optimization model (100, 159) 
# lanes at the gate side 15 
# QCs at the quay side 25 
YC service time  Exponential with a 
mean of 6 minutes  
Average service time at the gate side Average 2 minutes 
QC average service time at the quay side Average 2 minutes 
Area of container terminal 100 hectares 
# containers over a 24- hours period 10606 TEUs 
# yard blocks 96 
Planning time horizon 24 hours  
Total time periods (T) – 8 hours shift 3 
Table 6-14: Port configuration and input for simulation: Port of Felixstowe 
6.3.2 An Illustrative Example 
This section presents an illustrative example of how a sequence of events is generated 
for three different types of containers incoming to the terminal. Data details for the 
containers are given in Table 6-15 . We assume that containers c1 (import/ incoming), 
c2 (EX/ incoming) and c3 (TS/ incoming) arrive at the terminal and they are assigned 
to yard blocks b1 and b2 as follows: c1 to b1, c2 and c3 to b2. The arrival events (e1, 
e2, e3) are first inserted into the event list. The import container c1 is discharged from 
the ship at time t =10 minutes and an IT queues at the quay side. The EX container c2 
arrives at the gate at t =12 minutes and finally a truck transporting a TS container 
arrives at the quay side at time t =13. 
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Table 6-15: Details of containers for illustrative example 
 
The resulting event list is shown in Table 6-16 where all events are inserted and 
executed according to their event time. First, consider the sequence of events 
corresponding to container c1. An IT queues at the quay to pick up container c1 at 
time 10 (event e1). As the QC is available, c1 will be served immediately at t =10 (e4). 
After 2 minutes (t =12) the IT leaves the quay (e5), travels for 1 minute and then 
arrives at yard block b1 at t =13 (e7). Since the YC is available, the IT is immediately 
served (e9); YC service time is a random variable which in this case is 5 minutes. At t 
=18, the IT exits the yard (e11), therefore, the total time spent by the truck in the 
terminal is only 8 minutes with no queuing time at the quay or yard side.  
 
Similarly, an XT carrying the EX container c2 comes to the terminal at t =12. Since 
there is no queue at the gate, the XT leaves after 2 minutes at t = 14 (e6), travels for 3 
minutes and arrives at the yard at t =17 (e12). Since the YC is available (queue  
length is zero), the XT is served immediate (e14); the YC service time is 8 minutes 
and XT will leave the yard at t = 25 (e15). The total time spent by the XT in the 
terminal is 13 minutes with zero queuing time at the gate or yard.   
 
Finally, the IT which picks up c3 as soon as it arrives at the quay (t =13, e3), is 
immediately served by the QC (e8); the IT leaves the quay after 2 minutes (e10), 
travels for 3 minutes before it arrives at yard block b2 at t =17 (e13). As only one YC 
is working in the block, the IT joins the queue (for 8 minutes) waiting for service by 
the YC until the latter becomes available after serving c2 at t = 25 (e16); this means 
Container 
# 
Container Type/ 
Assigned Type 
Container 
Location 
Event 
# 
Event  
Time 
Event 
Type 
c1 Import / incoming b1 e1 10 
Arrived/Queued 
at quay 
c2 Export / incoming b2 e2 12 
Arrived/Queued 
at gate 
c3 Transhipment / incoming b2 e3 13 
Arrived/Queued 
at quay 
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that the IT will leave the yard at time 31 (e17) having spent a total time of 18 minutes 
in the system. 
 
Container 
No 
Container Type / Container Event Event 
Time Event Type Assigned type Location # 
c1 Import / incoming b1 e1 10 Arrived/ Queued at quay 
c1 Import / incoming b1 e4 10 QC served 
c2 Export / incoming b2 e2 12 Arrived/ Queued at gate 
c1 Import / incoming b1 e5 12 Leave quay for yard 
c3 Transhipment / incoming b2 e3 13 Arrived/ Queued at quay 
c1 Import / incoming b1 e7 13 Arrived yard 
c3 Transhipment / incoming b2 e8 13 QC served 
c1 Import / incoming b1 e9 13 YC served 
c2 Export / incoming b2 e6 14 Leave gate for yard 
c3 Transhipment / incoming b2 e10 15 Leave quay for yard 
c1 Import / incoming b1 e11 18 Leave yard exit 
c2 Export / incoming b2 e12 17 Arrived/ Queued at yard 
c3 Transhipment / incoming b2 e13 17 Arrived/ Queued at yard 
c2 Export / incoming b2 e14 17 YC served 
c2 Export / incoming b2 e15 25 Leave yard exit 
c3 Transhipment / incoming b2 e16 25 YC served 
c3 Transhipment / incoming b2 e17 31 Leave yard exit 
Table 6-16: Sequence of events in the event list and statistics for the example 
6.3.3 Simulation Results: Performance Indicators 
System performance is evaluated using information derived from the simulation 
output to compute the value of indicators defined in this section, such as, the average 
time spent by a truck in the system (Table 5-5 ), average YC utilization rate and 
average waiting times of trucks at the gate, yard and quay side .  The average YC 
utilization rate Z  can be calculated as follows. Let ,jt jt  be the number of jobs 
done and the capacity of YCj, respectively, during time period t. Then,  Z  is given by: 
1 1
1 1
100%
T N
jt
t j
T N
jt
t j
Z


 
 
 


       6-1 
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Furthermore, the average waiting times of a truck at the gate, yard or quay side can be 
easily calculated as shown in Table 6-17.   
 
Waiting time at gate side Time served at gate – arrival time at gate 
Waiting time at yard side Time served by YC – arrival time at yard 
Waiting time at quay side Time served by QC – arrived time at quay 
Table 6-17: Truck waiting times at the container terminal 
 
As part of the simulation output, Table 6-18 gives the values of specific performance 
indicators obtained for the Port of Felixstowe using an exponential service time with a 
mean of six minutes to calibrate the YC service.  
 
Simulation output  
(times are shown in minutes) 
Policy I 
- No sharing of YC 
Policy II 
- Sharing of YC 
Avg. total time spent in system 19.71  41.11  
Avg. YC utilization rate 61.64% 97.9% 
Avg. waiting time at gate 0.39  0.39  
Avg. waiting time at yard 8.40  29.6  
Avg. waiting time at quay 0.02  0.08  
Table 6-18: Simulation results for Port of Felixstowe using YC Policies I & II 
 
From the simulation output, it becomes evident that YC Policy I is “good” as the 
average total time spent in the system is 19.71 minutes (less than 30 minutes) and the 
average YC utilisation rate is 61.6%. Under the “sharing of YC” policy, the YC 
utilization rate is nearly 100%, however, this policy is found to be less useful in 
practice as the YC has wasted much time in travelling. A truck needs to wait for an 
average of 30 minutes at the yard and this outcome may have a negative impact on 
customer service level satisfaction. 
6.3.4 Simulation Results: Evaluation of an Alternative YC Policy 
From the simulation results, it was clear that, using Policy II for YC deployment, a 
lower system performance was achieved as the YC has wasted significant time to 
travel emptily among different yard blocks. This suggests that it is worth considering 
an alternative YC deployment policy whereby, the YC movement is limited to two 
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yard blocks only so that the time wasted on travelling is minimized. We refer to this 
policy as “Sharing of YCs among two blocks”- Policy III. 
 
Under Policy III, if the number of jobs in a yard block is high, then the YC will stay 
in the same yard block throughout the shift. However, if there is still some YC 
capacity left, then the YC can move to another yard block to service the containers.  If 
no YC is available or the capacity is full, then a new YC will have to be deployed. 
Using simulation, we find that, under Policy III, the total number of YCs required is 
119 (that is, 40 YCs less than the corresponding number under Policy I of “no 
sharing”).  The corresponding values of performance indicators for Policy III are 
given in Table 6-19 showing that this is a “good” policy to be used in practice.  
 
Simulation output  
(times are shown in minutes) 
Sharing of YC among two blocks - 
Policy III 
 
Avg. total time spent in system 26.77  
Avg. YC utilization rate 82.37% 
Avg. waiting time at gate  0.39  
Avg. waiting time at yard  14.9  
Avg. waiting time at quay  0.02  
#YCs required 119 
Table 6-19: Simulation results for Port of Felixstowe using YC Policy III  
6.3.5 Performance Analysis With Vessel Delay 
 
Simulation has been widely used in the industry today to test different kinds of 
operational scenarios and robustness of the plan. An interesting operational scenario 
to evaluate using the simulation model is the delay of vessels and trucks in the 
container terminal. Such delays of containers often arise in real-operations resulting in 
significant changes that may have to be made by the terminal manager in order to 
maintain the required service level agreement.  In this section, we consider the 
following three scenarios:  
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S 4: 20% of the total containers delay for 4 hours 
S 5: 50% of the total containers delay for 4 hours 
S 6: 80% of the total containers delay for 4 hours 
 
We would like to test the performance of Policy I (“no sharing of YCs”) by deploying 
159 YCs during a 24-hours planning horizon.  As vessels delay, some of the jobs 
(containers) may not be performed by the YC during a given time shift but carried 
forward to the next one until all jobs in the queue are completed by the same YC. The 
number of jobs that the YC has to perform across the next shift is referred to as the 
“containers overflow”. Table 6-20 summarizes the simulation results obtained from 
the three operational scenarios which show that using the same number of YCs, the 
average total time spent by a truck in the system is not sensitive to vessel delays. Thus, 
the optimization plan is robust under significant changes in the values of operational 
parameters.  
Simulation output 
(times are shown in minutes) 
S 4: 20% 
delays 
S 5: 50% 
delays 
S 6: 80% delays 
Avg. total time spent in system  24.2 23.48 20.89 
# containers delay 1568 3920 6272 
# containers overflow 753  1149 1888 
Avg. waiting time at gate 0.39 0.39 0.39 
Avg. waiting time at yard 11.37 10.65 8.068 
Avg. waiting time at quay  0.04 0.03 0.03 
Table 6-20: Simulation results for Port of Felixstowe: Analysis of vessel delays  
 
6.4 Multiple Test Runs 
In the previous sections 5.4 & 6.3, all experiments were carried out based on one 
instance of the simulation run using the same random seed for different policies. 
However, it may not be possible to draw sound conclusions using a single output. In 
this section, we use the same input data for the Port of Felixstowe to perform multiple 
simulation runs so that we can collect sample statistics and be able to better mimic 
system dynamics. Each independent simulation run uses a different initial random  
statistical sample. By doing so, we are reasonably confident that, from the collected 
statistical sample, we produce a reliable and valid assessment of the “goodness” of 
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our operational plan. These guarantees are useful in an attempt to persuade terminal 
managers of the robustness and applicability of our proposed policies under different 
operational scenarios.  
 
First the process of how these statistics are collected is explained. Let the total time 
spent in the system by a truck carrying one container be represented by jY .  Hence, 
the average total time spent 
iX  for the ith simulation run is given by: 
1
n
j
j
i
Y
X
n



         6-2 
For a given number of observations (m), the sample mean  and standard deviation s  
can be estimated using the following formulae: 
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For a large sample size (such as m=50), we can use the Central Limit Theorem and 
the z-table to compute100(1 )% confidence intervals (CI) for  : 
 
/2/ 2  , for 95% CI, z 1.96z s          6-4 
Assuming a flow of 10606 containers at the Port of Felixstowe over a 24-hours 
planning period and an exponential service time of YCs, we have performed m=50 
simulation runs. Table 6-21 shows that we are 95% confident that either Policy I or III 
are feasible to use in practice with an average total time spent by a truck in the system 
being less than 30 minutes. 
Avg. total time 
spent   
“No sharing of 
YCs” 
“Sharing of YCs 
among 2 blocks” 
“Sharing of 
YCs” 
Sample mean 20.06 23.74 42.58 
Sample standard 
deviation 
0.78 0.97 1.53 
95% CI  (18.53, 21.58) (21.84, 25.65) (39.58, 45.58) 
Table 6-21: Statistical results for three YC deployment policies I, II & III 
  209 
0
6
52
84
100
0
10
20
30
40
50
60
70
80
90
100
18 19 20 21 22
C
u
m
. 
p
e
rc
e
n
ta
g
e
 (
%
)
Avg. total time (min)
Avg. total time & Cum. percentage
 
Figure 6-3: Avg. total time spent by a truck in the system using Policy I  
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Figure 6-4: Avg. total time spent by a truck in the system using Policy II  
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Figure 6-5: Avg. total time spent by a truck in the system using Policy III  
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Figure 6-6: Avg. total time spent using policy I for 50 replications 
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Figure 6-7: Avg. total time spent using Policy II for 50 replications 
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Figure 6-8: Avg. total time spent using Policy III for 50 replications 
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Figure 6-3, Figure 6-4, Figure 6-5 show the cumulative percentage of the average 
total time spent by the trucks in the system under YC deployment Policy I, II and III, 
respectively, over 50 simulation runs. Figure 6-3 shows that under the “no sharing of 
YC” policy, the average total time spent in the system is less than 19 minutes for 6% 
of the runs, less than or equal to 20 minutes for 52% of the runs, while 84% of them 
require an average time less than 21 minutes. For all simulation runs, the average total 
time spent in the system is less than 22 minutes. Under Policy III, 60% of the 
simulation runs require an average total time spent by the trucks in the system of less 
than 24 minutes and, for all runs, the average total time spent is less than 27 minutes. 
However, for Policy II, all fifty runs require an average time in the system which 
exceeds 30 minutes. Figure 6-6, Figure 6-7 and Figure 6-8 show the fluctuation of 
average time spent by the trucks in the systems under the three policies during 50 
simulations runs. 
6.5 Case study – Port of Piraeus 
This section presents a second practical application of the IP and simulation models 
proposed in this thesis in the context of planning the container terminal operations at 
the Port of Piraeus, a major container port in Eastern Mediterranean playing a leading 
role as a transhipment centre with an annual throughput of 1.4 million TEUs in 2006 
and is the largest container terminal in Greece with a total area of 900,000 square 
meters. The major difference from port of Felixstowe is the use of straddle carriers 
(SCs) in the yard to service the containers. SCs and YCs are very similar in their 
operational performance and we use the same deployment policy for SCs.  
6.5.1 Input Parameters  
 
The input planning requirements to run the model for the Port of Piraeus were mainly 
generated using publicly available data collected from the relevant website and the 
general practical experience. Table 6-24 summarizes the yard configuration data used 
by the model. The proportions of IM, EX and TS containers for the given port are 
2:2:6 and the same ratio is used to generate container types carried by a vessel. For 
example, a vessel carrying a total of 1000 containers for the Port of Piraeus will 
discharge 200 IM and 600 TS containers; on the other hand, 200 containers will be 
loaded on a vessel before departure.  
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During a 24-hour planning horizon, five vessels on average are expected to call at 
Piraeus carrying a total of 2682 IM and TS containers, whereas within the same 
period, a total of 1956 IM/ EX containers are transported via the gate resulting in a 
total of 4638 container moves; the latter figure is equivalent to an annual throughput 
of 1.7 Million TEUs. Using the information described above, we randomly generated 
50 Origin-Destination (O-D) pairs of containers such that the source containers arrive 
at the terminal before the departure/pick up time at destination. 
 
User-defined Input Parameters Value 
Planning time horizon 24 hours 
%  yard blocks reserved for IM containers  20% 
% yard blocks reserved for EX containers  20% 
% yard blocks reserved for TS containers  60% 
Number of yard blocks  65 
Number of slots per block 20 
Number of rows per slot 7 
Stacking height 4 
SC working rate (containers/ hour) 10 
Total number of vessels calling at the port 5 
Total number of containers (all types) to be loaded/ 
discharged on/ from the vessels 
2682 
Total number of containers (IM/ EX) transported via the 
gate 
1956 
Total number of container moves in the yard 4638 
Number of O-D  pairs for container flows (all types) 50 
Table 6-22: Data for Container Flows at the Port of Piraeus 
 
6.5.2 Experimental Results based on optimization model 
This section reports the optimal operational plan for a typical 24-hour planning 
horizon produced for the Port of Piraeus using the set of container flows between 50 
O-D pairs. CPLEX B&C finds the optimal solution within seconds: optimal yard 
locations for all types of containers flowing through the yard and the minimum and 
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maximum number of SCs that will be required during each shift of the 24-hours 
planning horizon using the two SC deployment policies described in section 4.3.5. 
Table 6-23 shows that, within the same planning period, the “No sharing of SCs” 
policy requires 24 more SCs than the corresponding number required under the 
“Sharing of SCs” policy.  From these results, we observe that the number of SCs 
required under the two policies varies widely. This variability may be due to the 
higher percentage of TS and EX containers (80% in this case as compared to 50% in 
Felixstowe), where TS/EX are stored in dedicated yard blocks different from IM yard 
blocks and the “no sharing” policy will require one SC in each block.  
 
CPLEX Solution  # of SCs required per time period 
SC Deployment 
Policy Status 
Run time  
(seconds) 
Shift 1 
(1- 8 ) 
Shift 2 
(9 -16 ) 
Shift 3 
(17 - 24) 
Total 
(1 - 24) 
“No Sharing” policy Optimal 15 sec 26 28 30 84 
“Sharing” policy Optimal 9 sec 18 21 21 60 
Table 6-23: Optimal SC requirements over a 24-hours period (Port of Piraeus)  
 
6.5.3 Simulation Results for Port of Piraeus 
Using the optimization results, we will compute some performance indicators, such 
as, SC utilization rate, waiting time of the trucks etc. In this section, we use the 
simulation program to validate and verify the operational plan produced above and 
Table 6-24 shows configuration for the Port of Piraeus to be used in simulation. 
 
Port configuration Parameter 
Speed of truck (km/h)  15 km/h 
Speed of SC (km/h) 10 km/h 
Number of SCs deployed  (60, 84) 
Service time of SC Exponential mean 6 mins  
Average service time at gate Average 2 min 
Average service time of Quay Crane Average 2 min 
Area of container terminal 90 hectares 
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Table 6-24: Port configuration data (Port of Piraeus) 
 
We collected performance statistics for the policies (I & II) and the experimental 
results are shown in Table 6-25.  The average SC utilization rates for both policies are 
69% and 96.62% respectively and SCs deployed under “Sharing of SCs” policy are 
almost performing up to their capacity; in fact, this is not a desired performance for 
SCs during operations. The terminal may find policy III most feasible where SCs are 
shared among two yard blocks; in this case, the average total time spent by the truck 
in the system is 26.77 minutes with the SC utilization rate of 65.9% as shown in Table 
6-26.  
Simulation output Policy I 
- No sharing of SC 
Policy II 
- Sharing of SC 
Avg. total time spent in system 21.85  58.86  
Avg. SC utilization rate 69.0% 96.63% 
Avg. waiting time at gate 0.39  0.68  
Avg. waiting time at yard 10.3 46.0  
Avg. waiting time at quay 0.0 0.08  
Table 6-25: Simulation output for port of Piraeus using policies I & II 
 
Simulation output  Policy III: Sharing of SC among two blocks  
Av. total time spent in system 26.77  
Av. YC utilization rate 82.82% 
Av. waiting time at gate  0.68 
Av. waiting time at yard  10.3  
Av. waiting time at quay  0.02  
Total #SCs required 70 
Table 6-26: Simulation output for Port of Piraeus using policy III  
 
Using the yard configuration data shown in Table 6-22, the optimal number of SCs 
(Table 6-23) and the optimal container locations in the yard determined by the 
optimization model for the Port of Piraeus, we run 50 iterations to collect sample 
performance indicators mimicking system dynamics at the container terminal.  
 
Table 6-27 gives an illustrative example of the statistical results obtained from the 
simulation model.  It is shown with a 95% confidence that, the “No sharing of SC” is 
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feasible to use in practice with an average total time spent by a truck in the system 
being in the range of (18.11, 24.42) minutes, whereas policy III will require the 
corresponding time of (26.55, 35.33) minutes. However, the “Sharing of SCs” policy 
is found to be less useful in the real-operations as the SC has wasted much time in 
travelling with an average total time spent between 49.06 and 64.73 minutes. This 
outcome may have a negative impact on customer service level performance, 
suggesting that the latter policy may be impractical. 
 
Avg. total time spent  by 
truck in the system 
(minutes) 
No Sharing of 
SC policy 
Sharing of SC 
among 2 yard 
block 
Sharing of 
SC  
policy 
Sample mean  21.26 30.94 56.90 
Sample standard deviation  1.62 2.24 4.0 
95% Confidence Interval (18.11, 24.42) (26.55, 35.33) (49.06, 64.73) 
Table 6-27: Sample of statistics from multiple simulations runs - Port of Piraeus  
 
Figure 6-9, Figure 6-10 and Figure 6-11show the cumulative percentage of the 
average total time spent by the trucks in the system under three SC deployment 
policies I, II and III respectively, over 50 simulation runs. Figure 6-9 shows that under 
the “no sharing of SC” policy, the average total time spent in the system is less than 
20 minutes for 22% of the runs and less than or equal to 24 minutes for 98% of the 
runs. For all simulation runs, the average total time spent in the system is less than 28 
minutes. Under Policy III, 56% of the simulation runs require an average total time 
spent by the trucks in the system of less than 31 minutes and, for all runs, the average 
total time spent is less than 37 minutes. However, for Policy II, all fifty runs require 
an average time in the system which exceeds 30 minutes and only 2% of the run can 
produce an average time of between 45 and 50 minutes. Figure 6-12, Figure 6-13, 
Figure 6-14 show the fluctuation of average time spent by the trucks in the systems 
under 3 policies during 50 simulations runs. 
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Figure 6-9: Avg. total time spent and cumulative percentage using Policy I  
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Figure 6-10: Avg. total time spent and cumulative percentage using Policy II  
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Figure 6-11: Avg. total time spent and cumulative percentage using Policy III  
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Figure 6-12: Total time spent by trucks using policy I for 50 replications 
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Figure 6-13: Total time spent by trucks using policy II for 50 replications 
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Figure 6-14: Total time spent by trucks using Policy III for 50 replications 
 
6.5.4 Capacity Planning for Port of Piraeus using Simulation 
The world container volume has been increasingly gradually and it is estimated that 
an average of 10% container throughput annually is expected for most of the 
container terminals in the world.  Capacity planning can occur at strategic, tactical or 
operational levels and we aim to use forecasted future demand and use the simulation 
model developed to predict the number of SCs required during the terminal 
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operations. We anticipate an increase in the volume of throughput by 10%, 20%, 30% 
and 50% and run the simulation mimicking the actual terminal operations in the risk-
free environment. We intend to implement “sharing of SCs among two blocks” as SCs 
deployment policy for this study. The simulation model is used to analyze and predict 
the system behaviour and results are reported in Table 6-28 and Figure 6-15. From the 
diagram and using statistical analysis, we can conclude that there is a positive 
correlation (i.e. correlation coefficient of 0.996) between the volume increment and 
number of SCs required. Using the simulated data available, we intend to find an 
analytical formula to express the relationship between container volume and SCs 
requirement.  Let x be the percentage of increment and y be the number of SCs 
required. From Figure 6-15, x and y assume that they have a linear relationship 
y mx b  where m is the gradient and b is the y-intercept. Performing data fitting in 
Excel, we find that the relationship is: 110 69y x  . Using this formula, we can then 
easily predict the number of SCs required as shown in Table 6-29. Using the linear 
relationship, the relative error (%) between the simulated and analytical result is less 
than 2% which is a “good” estimate of a complex and sophisticated process. 
 
Throughput 
increment 
(%) 
# SCs 
required  
Total Avg. 
time 
Queuing 
time at gate 
Queuing 
time at quay 
Queuing 
time at yard 
SC 
utilization 
(%) 
10% 80 28.9 0.67 0.001 17.4 79.60 
20% 91 30.33 0.65 0 18.84 76.50 
30% 98 29.87 0.65 0.001 18.45 76.90 
40% 112 29.56 0.64 0 18.67 72.50 
50% 120 31.85 0.62 0.005 20.54 72.50 
Table 6-28: System performance for capacity planning 
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Throughput 
increment (%) 
Analytical 
result Simulation result Relative Error (%) 
10% 80 80 0.00 
20% 91 91 0.00 
30% 102 98 4.08 
40% 113 112 0.89 
50% 124 120 3.33 
  Average 1.66 
Table 6-29: Relative error between simulation and analytical result 
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Figure 6-15: Percentage increment and numbers of SCs required 
 
6.6 Summary 
In this chapter, we have presented two case-studies in order to test the proposed IP 
model in the planning of yard operations for the largest container port in the UK and 
Greece, namely, the port of Felixstowe and the port of Piraeus. We considered two 
YC/SC deployment policies which compute lower and upper bounds on the number of 
YCs/SCs required within a planning time horizon. The model output helps yard 
managers in providing useful information for better utilizing expensive yard handling 
equipment like SCs or YCs. Our simulation model has been tested for the two case 
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studies. We have also conducted sensitivity analysis on containers‟ arrival time to 
evaluate the “robustness” of the operational plan. For example, three different policies 
for YC deployment have been evaluated. Preliminary results have suggested that the 
“no sharing of YC” policy is preferred. In particular, under this policy and using 
multiple simulation runs for two case studies, it has been demonstrated that the 95% 
confidence interval of the average total time spent by a truck in the system is (18.53, 
21.58) for the port of Felixstowe and (18.11, 24.42) minutes for the port of Piraeus. 
The corresponding time interval for the policy of “YC/SC sharing among two yard 
blocks” is (21.84, 25.65) and (26.55, 35.33) minutes. Thus, one may conclude that 
these two policies are the most appropriate alternatives to use in practice.  
Furthermore, we have shown how the simulation tool can be used as “test bench” to 
evaluate different operational policies, test the “robustness” of their operational plan 
under various scenarios and for capacity planning. The simulation model that we have 
developed clearly contributes to the improvement of the terminal performance and 
enhances its competitiveness.  
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Chapter 7 
 
7 Conclusion 
 
7.1 Contribution 
 
In this thesis, we studied the optimal planning of container terminal operations. Due 
to the increase in container throughput around the world and the demand is still 
increased by at least 10% annually [111]; container terminals are an important 
gateway to facilitate smooth container flow. In this modernized and sophisticated 
world, using one mode of transportation alone is insufficient to meet demands; 
therefore intermodal transport has become a norm.  
 
In the first part of the thesis, we conducted a detailed literature review of container 
terminal operations and intermodal transport. Much research has been done in the area 
of rail-road intermodal transport. Despite the importance of sea transport, to the best 
of our knowledge, very little research considers sea-land intermodal transportation.  In 
the second part, we are proposing an IP model to plan the optimal flow of containers 
in sea-land intermodal transportation. The objective is to minimize total transportation 
cost, which includes transporting containers from the source to the destination, 
storage, and partial YC deployment at the terminal.  The model also accounts for the 
customer‟s decision to transport the containers to the terminal via rail or road. Even 
though rail transportation is more cost effective, ground transportation requires less 
time and provides more flexibility. Eventually, the decision depends upon time 
constraints and customer preference. Once the containers are in the terminal, the 
decisions by the terminal planners determine the container locations for all container 
flows (import, export and transhipment) and number of YCs required during loading.  
 
An exact B&C algorithm (using better lower bounds, constructing valid inequality to 
improve the bound of variables and choose the priority of the variables) is described 
in chapter 2. To investigate the performance of B&C algorithm, various experimental 
runs are performed using randomly generated test instances.   Finding an optimal 
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solution is computationally expensive and infeasible to apply in reality, therefore 
heuristics algorithms have been developed and promising computational results were 
obtained. 
 
In the second half of this thesis, we focus our research on the bottleneck of container 
terminal operations - yard planning.  Efficient container yard planning is a 
fundamental tool in improving overall terminal performance. A literature review 
revealed that most researchers focused their attention on a particular area of yard 
operations (i.e. import/export container assignment, vehicle dispatching or YC routing) 
and lacked a holistic approach to consider these processes as a whole.   We integrated 
container assignment with yard crane deployment (CAYCD) problems into a single 
optimization model; an IP model has been formulated.  In the model, we propose two 
YC deployment policies using the planning data that enables the terminal managers to 
plan the minimum and maximum number of YCs required during a specific planning 
time horizon. An exact algorithm was described and finally a myopic, greedy type 
heuristic algorithm based on the original IP formulation was developed that produce 
“near optimal” solutions within minutes. 
 
A discrete-event simulation tool for container terminal operations was developed. 
Using C#, the arrival process is modeled. The processes begin with material handling 
at yard, queuing at dock or gate or quay, and the routing of vehicles and yard cranes. 
A simulation model is commonly used in many applications to capture more system 
dynamic uncertainty which are very frequent and unavoidable during the actual 
operations. The aim of the simulation model is to validate the operational plan from 
the optimization model and as a test-bed to evaluate alternative operational scenarios. 
Computational results using various performance indicators are reported based on 
multiple simulation runs (i.e., YC utilization rate, waiting time of trucks, and average 
time spent by each truck in the system, etc). 
 
Finally, we have applied our proposed model in the context of planning a container 
terminal operation in the largest container port in UK and Greece – the Port of 
Felixstowe and the Port of Piraeus. Input planning data (vessel schedules, port 
configuration, container throughput etc) obtained publicly   was used to generate test 
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problems. Operational plans from the optimization IP model were validated using real 
operations data.  
7.2 Conclusive remark of the thesis 
 
The Container yard operation is the core to the container terminal operation. OR 
methodology is proven to improve terminal performance without increasing 
operational cost.   Most problems are very complex and cannot   be solved optimally 
within polynomial time (i.e. belongs to NP-hard problem),. Both IP models  that we 
developed for sea-land intermodal transport and container yard operations are  cannot 
be optimally  solved using the general purposed B&C algorithm in CPLEX. For this 
reason, we have implemented our own B&C algorithm with some preprocessing of 
additional valid inequalities to improve the lower bounds. Since the optimal solution 
cannot be attained in reasonable computation time, heuristic algorithms are required. 
 
Heuristic algorithms are developed by better understanding of the problem structures 
using the original IP. Extension computational results reveal that our heuristics can 
produce a near optimal solution within minutes with a relative gap of less than 4 %. 
Two case studies of the proposed model gave us confidence to apply it in the real 
world.  We believe terminal managers will appreciate the practical usefulness of our 
approach to solve container yard problems. We have made a distinctive contribution 
to bridge the gap between the industry and academia.  
 
Mathematical models only deal with static data and changes in the input data may 
make the plan infeasible to use in practice. Nevertheless, the planning of terminal 
resources prior to actual operations is an important process to better utilize the 
terminal resources and minimize the operational cost. Simulations are a vital tool in 
evaluating the validity and robustness of the operational plan. 
7.3 Suggestion for future research 
 
Container yard operations are very complex combinatorial optimization problems. 
Obtaining additional valid inequalities by studying problem structures and deriving 
from the original IP formulation will improve the performance of B&C algorithm.  
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Based on our computational experiences, finding a global optimal solution for this 
kind of complex problem remains a challenge.  
 
As the proposed CAYCD problem is a macro level planning processes. A direct 
extension of this model is to look at micro yard planning (the detail container 
assignment based on container attributes and assignment to block/slot/row level). 
Using the proposed YC, the actual routing problem of YC and sequencing the jobs to 
minimize the total job completion time is another area of future related research.  
 
The simulation model presented in this chapter currently focuses on the CAYCD 
problem, and the associated system performance. In the future, our goal is to extend 
our research to include building a graphical user interface as port simulator and quay 
side operations in detail.  Such system would be very useful to test different 
operational scenarios during the loading and unloading of ships as well as evaluating 
alternative policies to improve overall terminal performance. 
 
  227 
 
Appendices 
Sample of Vessel-schedule  
 
Arrival 
Vessel Name 
Gross 
Tonnage Last Port Next Port 
Departure 
time 
Date & Time   
08/12/2006 16:53 Hansa Lauenburg 18327 Cotonou Hamburg 10/12/2006 17:23 
09/12/2006 6:19 Msc Turchia 66280 Antwerp Bremerhaven 09/12/2006 23:13 
09/12/2006 6:58 Cosco Felixstowe 65531 Hamburg Antwerp 10/12/2006 19:45 
09/12/2006 11:08 Maersk Sydney 94724 Rotterdam Dunkerque 11/12/2006 22:08 
09/12/2006 11:21 B. G. Rotterdam 6368 Rotterdam Cork 10/12/2006 2:06 
09/12/2006 13:29 Marina 3727 Seville / Sevilla Rotterdam 10/12/2006 0:38 
09/12/2006 14:14 Maersk Exporter 13017 Vlaardingen Vlaardingen 09/12/2006 22:43 
 
(Source: Port of Felixstowe website) 
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Appendix 
Sample of Vessel-schedule  
 
Arrival 
Vessel Name 
Gross 
Tonnage Last Port Next Port 
Departure time 
Date & Time   
08/12/2006 16:53 
Hansa 
Lauenburg 18327 Cotonou Hamburg 
10/12/2006 
17:23 
09/12/2006 6:19 Msc Turchia 66280 Antwerp Bremerhaven 
09/12/2006 
23:13 
09/12/2006 6:58 
Cosco 
Felixstowe 65531 Hamburg Antwerp 
10/12/2006 
19:45 
09/12/2006 11:08 Maersk Sydney 94724 Rotterdam Dunkerque 
11/12/2006 
22:08 
09/12/2006 11:21 B. G. Rotterdam 6368 Rotterdam Cork 10/12/2006 2:06 
09/12/2006 13:29 Marina 3727 
Seville / 
Sevilla Rotterdam 10/12/2006 0:38 
09/12/2006 14:14 
Maersk 
Exporter 13017 Vlaardingen Vlaardingen 
09/12/2006 
22:43 
 
(Source: Port of Felixstowe website) 
 
 
