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Almtraet--The purpose of this article is to discuss some of the fundamental concepts and techniques of 
microcomputer graphics. It begins with a brief background of computer g aphics. There is a discussion 
of display technology and two associated image development algorithms, These are typically a part of 
the graphics language, require little attention from the graphics programmer, and provide the foundation 
on which all graphic images are developed. It concludes with a presentation f fundamental mathematical 
and programming technique. 
INTRODUCTION 
Early work in computer graphics began in the 1950s. While major advances have occurred since 
then, the discipline has only recently received widespread attention. There are several reasons for 
this delayed growth. The primary limiting factor has been the high cost of the associated 
equipment. With the development of microcomputers, this factor has all but disappeared. 
Workstations which would have been classified as "sophisticated" several years ago can be 
obtained for a few thousand ollars. They are appearing on desktops from kindergarten toscientific 
laboratories and executive boardrooms. While the graphics capabilities of microcomputers are 
primitive by state-of-the-art standards, they provide power and flexibility that is changing the 
nature of computing and computer graphics. 
Work in computer graphics has also been slowed by the need for efficient software to generate 
images. New data structures and new image generating algorithms have been developed. There is 
still a need for more efficient algorithms; lengthy calculations are required for the development of
realistic images. A powerful mini- or mainframe-based graphics system can perform the calcu- 
lations rapidly. Microcomputer systems can provide realistic interactive graphics only for simple 
images, but are gaining in power and flexibility. However, they have a long way to go. The 
microcomputer graphics programmer must implement ools that are part of the graphics 
environment on larger systems. 
It is the purpose of this article to discuss some of the fundamental concepts and techniques of 
microcomputer g aphics. We begin with a consideration of the display technology and a couple 
of the associated image development algorithms. These are typically a part of the graphics language 
and require little attention from the graphics programmer. However, they provide the basis on 
which all graphic images are developed and are discussed here in order to provide a foundation. 
We then turn to a fundamental mathematical nd programming technique. 
DISPLAY TECHNOLOGY 
Most microcomputer graphics systems make use of a raster scan display. Several other 
technologies are available, but have relative disadvantages. Raster scan technology is inexpensive, 
provides the potential for color display, and permits real-time interactive operation. Of course there 
are disadvantages; some will soon be evident. 
In its simplest implementation, a raster scan system associates a dot on the screen (picture 
element, or pixel) with each bit of a portion of the computer memory which is dedicated as a 
graphics buffer. If a bit of this memory is turned on, the corresponding pixel on the display screen 
is on. Since we turn a bit on by storing a 1 in it and turn it off by storing a 0 there, graphic images 
can :be developed by storing appropriate numbers in the graphics buffer. 
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It is common to associate several bits of memory with a single pixel in order to provide shaded 
or colored displays. For example, if three bits are allocated for each pixel, then the potential bit 
combinations (000, 001 . . . . .  111) provide the possibility of eight colors or eight shades of gray. 
Of course, this requires a greater amount of memory to develop an image. The methods used to 
generate images are essentially the same whether one or several bits are mapped to a pixel. For 
simplicity we will use a 1-1 mapping. 
BIT PATTERN IMAGES 
Since the graphics display is a visual representation of the contents of the graphics buffer, we 
can develop images by drawing the desired result on grid paper, converting the grid patterns into 
numerical equivalents, and storing the numbers in the graphics memory. As an example, consider 
the old English letter ~ represented in Fig. 1. It occupies a 16 x 16 grid. By imposing byte 
boundaries, we can translate the pixel pattern into a numerical equivalent. If the numbers are stored 
in appropriate memory locations, the character will be displayed on the graphics screen. 
The development of complex images by this method is a very tedious process. However, the 
nature of raster scan graphics requires that images be developed at the bit level. If realistic images 
are to be developed with a reasonable xpenditure of human energy, it is necessary to transfer the 
tedious calculations to the computer. 
DOTS 
Since the pixel is the fundamental unit in developing raphics images, it is important to have 
an efficient method of turning individual pixels on or off. This capability is provided in graphics 
languages by commands like HPLOT X, Y or PSET (X, Y) or POINT (X, Y), where X and Y are 
the horizontal and vertical coordinates of the pixel to be plotted. If such a command is executed 
when a plotting color of white is specified, the appropriate pixel is turned on; if the plotting color 
is black, the pixel is turned off. 
Point plotting commands are a part of every graphics language. There is no need for the user 
to provide this capability. However, the ability to plot points is fundamental to computer graphics, 
so the process will be discussed here. 
If we wish to plot a point at screen location (X, Y), it is necessary to recognize that the point 
is associated with a specific byte of graphics memory, and with a specific bit of that byte. The 
identification of the byte associated with point (X, Y) is a matter of elementary arithmetic. Since 
the method of mapping graphics memory onto the display screen varies from one computer to 
another, the exact calculation is dependent on the computer being used. 
If the byte address has been calculated, and if we wish to turn on bit number j (j = 0 . . . .  ,7 )  
of the byte, we can do so by storing the number 2" j in the byte. In doing this, bit number j is 
turned on, and all other bits of the byte are turned off. The bit pattern represented by the number 
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2 ^  j replaces the bit pattern previously generated by the contents of the byte. This can have the 
unfortunate consequence illustrated in Fig. 2. Given a partially developed image (a), we wish to 
modify the image by turning on the pixel at P. Since P is the 3rd bit of its byte, we can turn it 
on by storing the number 2" 3 in the byte. Unfortunately, that has the effect of turning off the 
bit in position 5 and effectively erases a portion of the initial image. 
To allow pixels to be turned on without erasing nearby pixels, we turn to a logical operation. 
Before storing a bit pattern in a byte of graphics memory, we first calculate the logical OR of that 
pattern with the current memory contents. The result of this calculation is then stored in the byte. 
To illustrate the process, assume the memory location contains the number 32, with binary form 
00100000, and that the intention is to turn on the bit in position 3, with binary form 00001000. 
Then, since 00100000 OR 00001000 =00101000, we would store the number 40 (binary 00101000) 
in the memory location. 
This is still inadequate. While we can now plot points which are near each other (within the same 
byte), we would like to have the plotting procedure provide a means of erasing images. Erasing 
a dot requires that the corresponding bit in memory be turned off. It is not difficult to have that 
done by the plotting procedure. We first identify the color to b¢ used for plotting. Since a bit that 
is turned on contains a 1, we will define the color white to be 255 (binary 11111111), and the color 
black to be 0 (binary 00000000). Then, to plot a dot pattern, in either color, we will perform the 
calculation 
(Memory Contents) 
XOR 
(Color) 
AND 
(Dot Pattern) 
XOR 
(Memory Contents) 
and store the result in the memory location. 
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To illustrate this process, assume a memory location contains the number 68 (binary 01000100) 
and that we wish to turn off the dot in position 2 (binary 00000100). Then, following the outline 
given above. 
(Memory Contents) 
XOR 
(Color) 
AND 
(Dot Pattern) 
XOR 
(Memory Contents) 
.. 01000100] 
XOR OlOOO,OO'l 
. . 00000000 J AND ~ 00000100 ~
. . . . . . . . . . . . . . . .  O0000100j XOR | 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  OlO00100J 
01000000 
Storing the result of the calculation (01000000) in the memory location' will erase the pixel in 
position 2 without affecting the other pixels controlled by the byte. 
It should be confirmed that the above process is effective in a variety of point plotting and erasing 
situations. For example, what happens if we erase (plot in black) a pixel that is already off, or plot 
in white a pixel that is already on? 
LINES 
When the ability to plot dots is present, any graphic image can be developed. Since most images 
will contain at least a few line segments, it is appropriate to turn next to a consideration of line 
generation methods. 
The natural approach to line generation is to first consider the conventional methods used to 
represent lines: the slope-intercept form y =rex +b, or perhaps a vector form such as 
(x, y) = (a, b) + t(c, d). While each of these can be used, neither is efficient. They are slow, due to 
the floating point calculations that each requires. We will describe a more efficient line drawing 
procedure. 
We will want to enter the procedue with coordinates X1, Y1, X2, Y2, expecting the procedure 
to calculate the coordinates (X, Y) of points between (X1, Y1) and (X2, Y2). As the coordinates 
are calculated, they can be passed to a point plotting procedure such as the one described above. 
Since we can plot the point (X, Y) only if X and Y are integer values, the pixels that are plotted 
will generally be approximations to the points of the line. As each point is plotted, it is important 
to recognize that there is an error associated with the selection of integral values of X and Y. We 
will want to arrange to keep this error as small as possible. 
Consider the situation illustrated in Fig. 3. It is a special type of line. The line shown has a 
positive slope which is less than 1. We will develop our technqiue for this line, then generalize it
later. 
No error is involved in the plotting of point (X1,Y1), so we will set (X, Y) equal to (X1,YI) 
and plot the point. The second point to be plotted will be either point P or point Q. P appears 
to lie closer to the line, so we will increase X by 1, and plot point (X, Y). At this point the error 
(vertical distance from point P to the line) is equal to the slope of the line. 
In preparation for choosing between point R and point S, we calculate the errors involved. The 
vertical distance from R to the line is errorl = error + slope. The distance from S to the line is 
error2 = error + slope - 1. (Note that, in the example of Fig. 3, error2 will be negative, indicating 
that the line lies below point S.) A smaller absolute rror is present if point S is chosen. We 
increment each of X and Y by 1, plot point (X, Y), and set error = error2. 
Note that as we move from one plotting point to the next, we calculate the errors involved and 
use the magnitude of the errors to decide which of two possible points to plot. The process is as 
follows: 
(1) Calculate Error = Error + Slope; 
(2) If Error < 0.5 then Plot(X + 1, Y); 
(3) If Error > = 0.5 then Plot(X + 1,Y + 1), and set Error --- Error - 1. 
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These three steps are repeated as X increases from X1 through to X2. The steps are easily 
programmed as the following Pascal procedure Line l. 
procedure Line1 (Xl ,YI ,X2,Y2: integer; Color: byte); 
var 
I, X, Y, Dx, Dy: integer; 
Slope, Error: real; 
begin 
Dy :=Y2-Y1 ;  
Dx :=X2-X1;  
Slope := Dy/Dx 
X := X1; 
Y := Y1; 
Plot(X, Y, Color); 
{1} Error := Slope; 
for I: = 1 to Dx do 
begin 
X := X+I ;  
{2} if Error >0.5 then 
begin 
Y := Y+I ;  
{3} Error := Error- 1.0; 
end; 
{4} Error := Error + Slope; 
Plot (X, Y, Color); 
end; 
end; 
Although Linel will plot points along a line segment, it is inefficient. We will make two kinds of 
changes to improve efficiency. We first note that Error and Slope are real variables. The computer 
can work more quickly with integers, so we will redefine our variables and calculations o that only 
integers are needed. The second change is concerned with the comparison "if Error > 0.5". It is 
easier for the computer to determine the sign of a number than to compare it with a nonzero 
quantity. We will transform our variables so that the comparison is with 0. 
You will note that we affixed numbers to four of the program lines of the Line 1 procedure. The 
numbers are for reference purposes only and have no effect on the operation of the procedure. 
Figure 4 lists those lines, the modification that will implement he above changes, and correspond- 
ing lines of an improved procedure. The primary change is the replacement of Error with a new 
integer variable E, which is equivalent to (2*Error - 1)*Dx. 
The new line drawing procedure is called Line2. It should be more efficient han Linel. However, 
it is still quite limited; it requires that X1 < X2 and that the slope of the line be between 0 
and 1. 
procedure Line2(Xl,Yl,X2,Y2: integer; Color: byte); 
var 
I, X, Y, Dx, Dy, E: integer; 
begin 
Dy:= Y2-Y1 ;  
Dx := X2-X1;  
X := X1; 
Y := Y1; 
Plot(X, Y, Color); 
E := 2*Dy-Dx;  
for I:= 1 to Dx do 
begin 
X := X+I ;  
if E > 0 then 
begin 
Y := Y+I ;  
E := E-2*Dx; 
end; 
E :-- E+2*Dy; 
Plot(X, Y, Color); 
end; 
end; 
Consider the changes that must be made in order to obtain a more general line drawing 
procedure. If X2 < X1, we can decrement X from X l to X2 rather than incrementing from X1 
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to X2. If the slope is negative, than as X varies from X1 through to X2, we can decrement Y when 
E > 0 instead of incrementing it. Finally, if the slope has a magnitude greater than 1, we can 
interchange the roles of X and Y. Then we will always increment (or decrement) Y when going 
from one pixel to another, and increment (or decrement) X only when E > 0. 
To develop an effective line drawing procedure several other features should be included. 
Specifically, the procedure should draw horizontal and vertical ines properly, draw a single point 
if X1 = X2 and YI = Y2, and confirm that X1, Y1, X2, Y2 identify points that lie on the screen. 
The underlying method of Linel and Line2 was developed by Jack Bresenham, and is usually 
called Bresenham's algorithm. 
{1l Error := S lope 
(2*Er ror -  1)* Dx = (2*Slope - 1)*Dx 
fv -1  "Dx 
L Dx J 
= 2*Dy - Dx 
Improved Form: E := 2*Dy - Dx 
{2} if Error  > 0.5 then 
if (2*Error  - 1)*Dx > (2*0.5 - 1) 
>0 
Improved Form: if E > 0 then 
{3} Error := Error  - 1.0 
(2*Er ror -  1)*Dx = (2* (Er ror -  1) - 1)*Dx 
= (2*Error - 3)*Dx 
= (2*Error - 1)*Dx - 2*Dx 
Improved Form: E := E - 2*Dx 
{4} Error := Error  + S lope 
(2*Er ror -  1)*Dx = (2*(Error + Slope) - 1)*Dx 
= (2*Error + 2*Slope - 1)*Dx 
= (2*Error - 1)*Dx + 2*Slope*Dx 
= (2*Error - 1)*Dx + 2*Dy 
Improved form: E := E + 2*Dy 
Fig. 4 
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TRANSFORMATIONS 
With the ability to plot points and draw line segments, a graphics language provides the 
capability to generate any desired graphics image. However, the power of computer graphics lies 
not in the ability to develop an image, but in the ability to create such images interactively. This 
means many things. Among others, it should mean that the component can be designed on one 
portion of the screen, then easily replicated at other locations. It should be possible to scale a 
portion of an image up or down, to slide it to another location on the screen, or to rotate it. When 
images of three-dimensional objects are displayed, we might want to rotate them about an axis in 
order to obtain a better view. 
These capabilities are easily provided. With points of the image considered as vectors, the 
interactive abilities listed above can be considered as transformations on the vectors. A vector 
(X, Y) is transformed to the vector (X',Y') by a matrix product: 
(X',Y')=(X, y)(ac bd)=(aX+cY, bX+dY). 
By properly defining the transformation, and identifying the corresponding matrix, many of the 
desired capabilities can be provided. 
For example, an image is scaled by a factor of K if each of its points are multiplied by the 
transformation matrix (: o) 
The scaling of only the X or Y components i  accomplished by multiplication by the matrices 
A portion of an image is rotated through a counterclockwise angle of 0 by multiplying the 
corresponding points by the matrix 
cos(0) sin(0)~ 
-sin(0) cos(0)/" 
Starting with the point (X, Y) we obtain the rotated point (XR, YR): 
cos(0) sin(0)'~ 
(XR, YR) = (X, Y) -sin(0) cos(0)/" 
Images are reflected through the X- and Y-axis by the respective matrices 
(10 _~) ( -10  01). 
The effect of the matrices 
is to provide a shear in the direction of Y or in the direction of X. The effect of a shear is best 
seen by plotting (on paper) a simple image like a rectangle, submitting each of the four vertices 
to multiplication by a shear matrix, then plotting the transformed image. 
Finally, the transformations described above can be applied consecutively in order to define more 
complex transformations. For example, a rotation through a counterclockwise angle of 0.4 rad is 
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provided by multiplication by the matrix 
cos(0.4) sin(0.4)~ 
- sin(0.4) cos(0.4)] 
and the X component of each point of an image is scaled by a factor of 2 by multiplication by 
the matrix 
°1) 
The matrix product 
cos(0.4) sin(0.4)'~ 2cos(0.4) sin(0.4)'~ 
-sin(0.4) cos(0.4)] (~ ~)=(  - 2sin (0.4) cos(0.4) ] 
yields a matrix which represents he transformation T consisting of rotation through a counter- 
clockwise angle of 0.4 rad followed by scaling the X component by a factor of 2 (see Fig. 5). When 
the data which represent the squre of Fig. 5(a) is subjected to the tranformation T, the resulting 
image is that of Fig. 5(b). 
HOMOGENEOUS COORDINATES 
The representation f transformations by matrices i convenient; yet it has some limitations. The 
primary limitation is that a matrix can represent only a linear tranformation. As a result, the 
transformations considered so far have been centered at the point (0,0). The point (0,0) is invariant 
under each of the transformations; scaling, rotation and reflection have been possible only in 
relation to the point (0,0). This zero-centered nature of transformations is most conveniently 
removed through the use of homogeneous coordinates. 
The homogeneous coordinate representation f a point (.4, B) is an ordered triple (P, Q, R), with 
P, Q and R chosen so that .4 = P/R and B = Q/R. For example, the point (2, 5) may be represented 
by any of the triples (4, 10, 2), (6, 15, 3), (2.1, 5.25, 1.05). In order to establish a standard, the form 
(2, 5, 1) is usually used, and in general, (A, B, 1) is referred to as the normalized homogeneous 
coordinate representation f the point (.4, B). With the normalized homogeneous coordinates of 
a point available, the third component can be dropped when the point is to be plotted. 
The most obvious effect of the introduction of homogeneous coordinates i  that the previous 
matrix representations of transformations are due for minor revision. Each of the earlier matrices 
can be written in the form 
(i !)Oo 
(a) 
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which will accommodate homogeneous coordinates. Some transformations have more than one 
matrix representation. For example, the matrix 
(i°i/02 
provides for overall scaling by a factor of 2: the point (X, Y, 1) is scaled to (2X, 2Y, 1). A similar 
result is provided by the matrix 
(i ° °0) 1 
0 0.5 
The point (X, Y, 1) is transformed to(X, Y, 0.5), which has normal homogeneous form (2X, 2Y, 1). 
A primary advantage of introducing homogeneous coordinates i that translations can be 
represented by matrix calculations. Note that multiplying the point (X,Y,1) by the matrix 
(i°i/, 
yields (X + H, Y + K, 1). This provides a means of translating an image through (H, K). In 
combination with the transformations considered earlier, this greatly enlarges the range of 
problems which can be addressed. 
As an example, define a transformation as reflection through the line y = mx + b, with 
m = tan(0). In order to represent T in matrix form, we first note that reflection through the X- 
or Y-axis is easily accomplished. The matrices 
T= 
(i0!/ (cos 0,o sin 0, i/ 
1 and R= sin(0) cos(0) 
-b  0 
represent translation through (0,b) and rotation through -0 ,  respectively. When these are 
sequentially applied, the line y = mx + b is translated and rotated so that it coincides with the 
X-axis. The reflection can then be accomplished by the matrix 
Rf= - 1 . 
0 
To reverse the effect of the translation and rotation, the reflected image is multiplied by the 
consecutive matrices 
/cos 0 sin 0 i) (i°!/ 
R- l=/ -S io (0)  cos(0) and T - l=  bl . 
Combining all of these matrices, we obtain the matrix of the composite transformation: 
[ cos(20) 
M = TRRfR  -~ T -1 =~ sin(20) 
\ -bsin(20) 
sin(0) ! )  
- sin(20) 
b + bcos(20) 
Figure 6 shows the effect [Fig. 6b)] of the matrix M on the points of a triangle [Fig. 6(a)]. 
C.A.M.W,A. 14/I--D 
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SUMMARY 
This article has presented several of the concepts that are central to microcomputer g aphics. 
You will note that no innovative mathematics is involved in any of the above discussion. Indeed, 
the mathematics i relatively easy. Further, these methods can be extended to provide other 
graphics tools. Simple curves can be generated in a way very similar to the line generation method 
presented. With an extension of the homogeneous representation of points and the matrix 
representation bf transformations, we can provide two-dimensional images of three-dimensional 
objects. Several methods are available for removing the hidden lines and surfaces from a 
three-dimensional object, or shading the surfaces of such an object. With elementary calculus, we 
can develop ways of fitting a curve to a set of data points. 
Several references are available to provide further information in these areas. Principles oJ 
Interactive Computer Graphics, by Newman and Sproull (McGraw-Hill), Fundamentals of Inter- 
active Computer Graphics by Foley and van Dam (Addison-Wesley), Mathematical Elements for 
Computer Graphics, by Rogers and Adams (McGraw-Hill), and Procedural Elements for Computer 
Graphics, by Rogers all deal with concepts which are common to computer graphics on all 
computers. The books Microcomputer G aphics for the Apple II and Microcomputer G aphics for 
the IBM PC, by Myers (Addison-Wesley) consider the principles of programming graphics on two 
popular microcomputers. 
