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Abstract
The relationship is analyzed between layer-resolving transformations and mesh-generating functions for numerical solution of
singularly perturbed boundary-value problems. The analysis is carried out for one-dimensional quasilinear problems without turning
points, which are discretized by ﬁrst-order ﬁnite-difference schemes. It is proved that if a general layer-resolving function is used
to generate the discretization mesh, then the numerical solution converges uniformly in the perturbation parameter.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Convection–diffusion; Quasilinear boundary-value problem; Singular perturbation; Layer-resolving transformation; Mesh generation;
Bakhvalov mesh; Finite-difference scheme
1. Introduction
In a singularly perturbed differential equation, the perturbation is caused by a small positive parameter, usually
denoted by , which multiplies the highest derivative in the equation, and because of which the solution has boundary
and/or interior layers. Such singular perturbation problems arise in many applications (see [4,13] for instance) and it is
therefore important to be able to solve themby reliable numericalmethods. The classicalmethods for numerical solution
of differential equations are not successful when applied to singular perturbation problems. They lack the robustness of
the special methods which are uniform in . A well-known class of -uniform numerical methods uses ﬁnite-difference
schemes on a priori constructed non-equidistant meshes which are dense in the layers. There are two general types of
meshes, named after Bakhvalov [3] and Shishkin [18]. Bakhvalov meshes are formed by a mesh-generating function
which transforms equidistantly spaced points to appropriate non-equidistant mesh points. The main part of a mesh-
generating function is either the exact or a modiﬁed inverse of the function describing how the solution behaves in
the layer. The more recent Shishkin meshes are simpler because they are piecewise equidistant, ﬁne in the layers and
coarse outside of them. Shishkin meshes can be described also in terms of suitable mesh-generating functions, but it
is not surprising that the smoother Bakhvalov meshes give better theoretical and numerical results than the Shishkin
ones (see the comparisons in [16,9,21], for instance).
When a singularly perturbed differential equation is discretized by a non-equidistant schemewhich is stable uniformly
in , and the discretization mesh is of the Bakhvalov or Shishkin type, we can call this method a direct-discretization
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method. It is also possible to introduce the non-equidistant mesh indirectly. The continuous problem can be transformed
by a suitable substitution of the independent variable, which damps the layers out. This means that when the solution
is differentiated with respect to the new independent variable, the resulting derivatives are -uniformly bounded. The
layer-damping (layer-resolving) functions correspond tomesh-generating functions. The resulting transformed problem
is then discretized on an equidistant mesh. If Shishkin meshes are attractive because of their equidistant parts, then
this method should be even more so, since it uses an entirely equidistant mesh. Nevertheless, this approach, which we
call the transformation–discretization method, has not been so popular because it requires that the continuous problem
be changed and because the layer-resolving function needs to be smoother and therefore more complicated than the
corresponding mesh-generating function. The main proponent of this method is undoubtedly Liseikin, who has applied
it to various types of singular perturbation problems (see [10] and the references therein). Others have also used the
transformation approach occasionally, like Vulanovic´ [20].
In the present paper, we compare the twomethods and explore their relationship.We show that when a layer-resolving
function is used as a mesh-generating function, the resulting direct-discretization method converges uniformly in .
This is intuitively quite acceptable, but we provide a formal proof under some mild additional conditions on the layer-
resolving function. Liseikin [10] considers both approaches but does not deal with this general relationship between
them. All our results are shown for the following model-problem:
−u′′ − b(x, u)′ + c(x, u) = 0 for x ∈ I := [0, 1], u(0) = u(1) = 0, (1.1)
where 0< ∗>1 and where b and c are sufﬁciently smooth functions, b ∈ Ck+1(I × R) and c ∈ Ck(I × R).
Different smoothness is needed for different results of the paper (the most we need is k = 2 and the least k = 0 with
cu ∈ C(I × R)). Moreover, the functions b and c are assumed to satisfy
bu(x, u)> 0, cu(x, u)0, x ∈ I, u ∈ R. (1.2)
Under the given assumptions, the problem (1.1) has a unique solution u ∈ C2(I ) (see [12]). The above condition on
the function c is equivalent to saying that cu is bounded from below. If
cu(x, u), x ∈ I, u ∈ R, < 0,
then it is possible to transform (1.1) by u = uˆex , where  is an appropriate constant, and to achieve (1.2) for the
transformed problem (cf. [7]). It is important here that ∗ be sufﬁciently small (which is our assumption anyway) so
that 2 + 4> 0.
General discussions of numerical methods for singular perturbation problems, can be found in [14,17,5]. Problems
of type (1.1)–(1.2) represent a one-dimensional convection–diffusion model which is used very often for theoretical
analysis and computational testing of the -uniform numerical methods. Let us mention here some of the papers dealing
with (1.1)–(1.2). The linear case is considered in [6,11,2,16]. The quasilinear case is discussed in [20,21,9,7,8]. Most
of these papers deal with ﬁrst-order schemes; second-order schemes are considered in [2,7,8]. [11,20] are the only
papers on this list that use the transformation–discretization approach. First-order -uniform convergence is proved in
both papers, the result for the quasilinear problem being in a discrete L1 norm. The problem is also considered in the
above mentioned book [10].
After some notation is introduced in Section 2, the transformation–discretization method is described and analyzed
in Sections 3 and 4. The ﬁrst version, in Section 3, is considered in order to improve the theoretical result of [20]
from -uniform L1 convergence to -uniform pointwise convergence (the latter is only illustrated in [20] by numerical
experiments). The version in Section 4 is simpler and it enables the technique from [7] which requires fewer assump-
tions on the layer-resolving function. In Section 5, -uniform pointwise convergence is proved when (1.1) is directly
discretized on meshes which are generated by a broad class of layer-resolving functions. Some speciﬁc examples
of layer-resolving functions are then given in Section 6. Finally, Section 7 presents numerical results which illustrate
the theory.
2. Notation
M denotes any (in the sense of O(1)) positive constant which is independent of  and of the number of mesh points
used when (1.1) is solved numerically. Thus, M may have different values in different inequalities. Some speciﬁc
constants of this kind are indexed.
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Let Ih denote an arbitrary mesh with mesh points i , i = 0, 1, . . . , N ,
0 = 0 < 1 < 2 < · · ·< N = 1,
and let hi = i − i−1, i = 1, 2, . . . , N . Let also h= 1/N . Any mesh function {wi} deﬁned on Ih\{0, 1} is denoted by
wh and identiﬁed with the column-vector
wh = [w1, w2, . . . , wN−1]T.
Moreover, let uh denote the discretization of the continuous solution u on Ih\{0, 1},
uh = [u(1), u(2), . . . , u(N−1)]T.
We use the following vector norms:
‖wh‖ = max
1 iN−1 |wi | and ‖w
h‖1 =
N−1∑
i=1
hi+1|wi |.
We also deﬁne the scalar product
(vh,wh) =
N−1∑
i=1
hi+1viwi .
Of the ﬁnite-difference operators, we need
D+wi = (wi+1 − wi)/hi+1 and D−wi = (wi − wi−1)/hi .
3. The transformation–discretization method I
The continuous problem (1.1) is transformed by the substitution x = (t), where  is a sufﬁciently smooth function
satisfying
(0) = 0, (1) = 1, ′(t)> 0, ′′(t)0, t ∈ I . (3.1)
The transformed problem is
Ty := −((t)y′)′ − f (t, y)′ + g(t, y) = 0, t ∈ I, y(0) = y(1) = 0, (3.2)
where ′ = d/dt ,
y = y(t) = u((t)), (t) = 1/′(t),
f (t, y) = b((t), y) and g(t, y) = ′(t)c((t), y).
We ﬁnd it convenient to leave the transformed problem in the conservation form, which is also used in [20] but not by
Liseikin in [10,11].
The problem (3.2) is now discretized on an equidistant mesh with mesh points ti = ih, i = 0, 1, . . . , N . The
corresponding non-equidistant points on the x-axis are xi = (ti), i = 0, 1, . . . , N , thus the components of uh are
u(xi) = u((ti)) = y(ti), i = 1, 2, . . . , N − 1.
Let ti±1/2 = ti ± h/2. The discrete problem is formed in the same way as in [20],
T hwi := −D+[(ti−1/2)D−wi] − D+f (ti , wi) + g(ti , wi) = 0, i = 1, 2, . . . , N − 1. (3.3)
Theorem 1. Assume the condition (1.2) and let  be a C2(I )-function satisfying (3.1). Then there exists a unique
solution Uh of the discrete problem (3.3). Moreover, for any vh and wh, the following stability inequality holds true:
‖vh − wh‖1−1‖T hvh − T hwh‖1. (3.4)
Proof. This follows from Theorem 2 in [20]. 
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After proving the above theorem in [20], a speciﬁc C3(I )-function  is considered there and it is proved that
‖Uh − uh‖1MN−1.
This result follows from the stability inequality (3.4) and is worse than the pointwise -uniform convergence that can be
observed in numerical experiments. Using the technique from [2,9], it is possible to prove a better stability inequality,
‖vh − wh‖−1‖T hvh − T hwh‖1, (3.5)
which then enables the pointwise -uniform result
‖Uh − uh‖MN−1. (3.6)
We show this in the proof of Theorem 2 below without specifying .We require only that  is a layer-resolving function
in the sense of∣∣∣∣dj ydtj (t)
∣∣∣∣ M, t ∈ I , (3.7)
and that
|(j)(t)|M, t ∈ I , (3.8)
cf. [20].
Theorem 2. Assume the condition (1.2) and let  be a C3(I )-function satisfying (3.1), (3.7) for 0j3, and (3.8)
for 0j2. Then the ﬁrst-order -uniform convergence result (3.6) holds true for the solution Uh of the discrete
problem (3.3).
Proof. Using (3.7) and (3.8), it is easy to see that the scheme T h is ﬁrst-order consistent uniformly in ,
|T hy(ti)|MN−1, i = 1, 2, . . . , N − 1.
Then (3.6) follows if we prove (3.5).
In order to prove (3.5), we proceed like in [9]. First we linearize T h so that
T hvh − T hwh = L(vh − wh),
where L = L[vh,wh] is the following discrete linear operator:
Lzi = −D+[(ti−1/2)D−zi] − D+(f¯izi) + g¯izi = 0,
with
f¯i =
∫ 1
0
fu(ti , wi + s(vi − wi)) ds> 0
and
g¯i =
∫ 1
0
gu(ti , wi + s(vi − wi)) ds0.
Let L∗ denote the operator adjoint to L with respect to the inner product (·, ·). This operator is
L∗zj = −D+[(tj−1/2)D−zj ] + f¯jD−zj + g¯j zj
and it satisﬁes
(Lzh, z˜h) = (zh, L∗z˜h) for all zh, z˜h ∈ RN−1.
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It is easy to see that L∗ is an inverse monotone operator and we use this to estimate the discrete Green’s function Gi
associated with the mesh point ti . Gi is deﬁned to satisfy
L∗Gij = ijN, j = 1, 2, . . . , N − 1, Gi0 = GiN = 0, (3.9)
where ij is the Kronecker delta. It is obvious that Gij 0 for all i and j. Moreover, we prove in Lemma 1 below that
Gij −1 for i, j = 0, 1, . . . , N . (3.10)
Then (3.5) follows from
vi − wi = (vh − wh,L∗Gi) = (L(vh − wh),Gi) = (T hvh − T hwh,Gi),
which holds true for all i = 1, 2, . . . , N − 1. 
Lemma 1. The discrete Green’s function deﬁned in (3.9) satisﬁes (3.10).
Proof. Let for i = 0, 1, . . . , N ,
Bij =
⎧⎪⎨
⎪⎩
−1
i∏
k=j+1
(
1 + h
(tk−1/2)
)−1
for j = 0, 1, . . . , i − 1,
−1 for j = i, i + 1, . . . , N.
It follows that
L∗Bij 
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Bij
h
(
(tj−1/2) + f¯j h
(tj−1/2) + h − 1
)
0 for j = 1, 2, . . . , i − 1,
1
h
(tj−1/2) + f¯j h
(tj−1/2) + h N for j = i,
0 for j = i + 1, i + 2, . . . , N − 1.
This means that
L∗Bij ijN = L∗Gij for j = 1, 2, . . . , N − 1.
Since Bi0Gi0 and BiNGiN , and since L∗ is inverse monotone, it follows that
0Gij Bij −1 for i, j = 0, . . . , N. 
4. The transformation–discretization method II
Note that T h discretizes the ((t)y′)′ termwith second-order accuracy, which is toomuch for the result of Theorem 2
and is not used in its proof. The following modiﬁed scheme should therefore sufﬁce:
T˜ hwi := −D+[(ti)D−wi] − D+f (ti , wi) + g(ti , wi) = 0, i = 1, 2, . . . , N − 1. (4.1)
Moreover, the technique used in [7] can be applied to (4.1), because of which the conditions on  can be relaxed. The
price to be paid is an additional assumption on c,
cu(x, u)∗, x ∈ I, u ∈ R. (4.2)
Theorem 3. Assume the conditions (1.2) and (4.2) and let  be a C2(I )-function satisfying (3.1). Then there
exists a unique solutionUh of the discrete problem (4.1).Moreover, for any vh andwh, the following stability inequality
holds true:
‖vh − wh‖M max
1 iN−1
∣∣∣∣∣∣
N−1∑
j=i
h(T˜ hvj − T˜ hwj )
∣∣∣∣∣∣ . (4.3)
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Proof. The existence of a unique solution to (4.1) can be established in the same way as in Theorem 2 in [20]. As for
the stability inequality, we linearize T˜ h analogously to T h in the previous section and then follow [7] (which in turn is
based on [1]),
T˜ hvh − T˜ hwh = L˜(vh − wh),
where
L˜zi = −D+Azi, i = 1, 2, . . . , N − 1,
and
Azi = D−zi + f¯izi − h
i−1∑
j=0
g¯j zj .
Let zi = 	i := (1 + ∗h/)i . Then,
Azi	i − h∗ · 	
i − 1
	 − 1 = .
This implies that the matrix corresponding to the operator A is an M-matrix. Continuing to use the technique from the
proof of Lemma 1 in [7], we can ﬁnish the proof. 
We prove now a theorem analogous to Theorem 2. The conditions (3.7) and (3.8) are this time assumed to hold for
j = 0, 1, 2 and j = 0, respectively. Moreover, the following is needed:
(j)(t)M, t ∈ I, j = 1, 2. (4.4)
Theorem 4. Assume the conditions (1.2) and (4.2) and let  be a C2(I )-function satisfying (3.1), (3.7) for 0j2,
(3.8) for j = 0, and (4.4). Then the ﬁrst-order -uniform convergence result (3.6) holds true for the solution Uh of the
discrete problem (4.1).
Proof. Because of (4.3), it sufﬁces to prove∣∣∣∣∣∣
N−1∑
j=i
hT˜ hy(tj )
∣∣∣∣∣∣ Mh, i = 1, 2, . . . , N − 1. (4.5)
For this, we still use the technique from [7]. We integrate the differential equation in (3.2) from tj to tj+1 and get
−f (tj+1, y(tj+1)) + f (tj , y(tj )) = (y′)(tj+1) − (y′)(tj ) −
∫ tj+1
tj
g(t, y(t)) dt .
This gives
hT˜ hy(tj ) = Pj + Qj ,
where
Pj = (tj+1)[y′(tj+1) − D−y(tj+1)] − (tj )[y′(tj ) − D−y(tj )]
and
Qj = hg(tj , y(tj )) −
∫ tj+1
tj
g(t, y(t)) dt .
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Then ∣∣∣∣∣∣
N−1∑
j=i
Pj
∣∣∣∣∣∣= |(tN )[y′(tN ) − D−y(tN )] − (ti)[y′(ti) − D−y(ti)]|
M max
1 iN
|y′(ti) − D−y(ti)|Mh,
where we have used (3.8) with j = 0 and (3.7) with j = 2. Moreover, because of (3.7) with j = 0, 1 and (4.4), it
follows that∣∣∣∣∣∣
N−1∑
j=i
Qj
∣∣∣∣∣∣=
∣∣∣∣∣∣h
N−1∑
j=i
g(tj , y(tj )) −
∫ 1
ti
g(t, y(t)) dt
∣∣∣∣∣∣ Mh.
Thus, (4.5) is proved. 
5. Direct discretization
In this section, we discretize (1.1) directly on an arbitrary mesh Ih with mesh points xi , i = 0, 1, . . . , N − 1,
Shwi := −D+D−wi − D+b(xi, wi) + c(xi, wi) = 0, i = 1, 2, . . . , N − 1. (5.1)
Theorem 5. Assume the condition (1.2). Then there exists a unique solution V h of the discrete problem (5.1).
Proof. This follows from Lemma 3.1 in [9]. 
We next consider special discretization meshes which provide -uniform pointwise convergence of the numerical
solution V h. In order to achieve this result, we can use any layer-resolving function  as a mesh-generating function,
provided it satisﬁes conditions similar to those from the two previous sections. We again have to work with stability
inequalities like (3.5) or (4.3), and both can be proved for Sh, but when the former is used, the proof of -uniform
convergence is much more complicated and requires more restrictive conditions on . Therefore, we make use of (4.3)
and the technique from [7]. For the direct-discretization approach, we, nevertheless, have to strengthen somewhat the
conditions of Theorem 4 by assuming additionally that  satisﬁes (3.8) for j = 1. The reason for this is given in the
proof below.
Theorem 6. Assume the conditions (1.2) and (4.2) and let  be a C2(I )-function satisfying (3.1), (3.7) for 0j2,
(3.8) for 0j1, and (4.4). If the mesh points are generated by , i.e., if xi = (ih) for i = 0, 1, . . . , N , then the
following ﬁrst-order -uniform convergence result holds true:
‖V h − uh‖MN−1.
Proof. The following stability inequality is a special case of the one proved in Lemma 1 in [7]:
‖vh − wh‖M max
1 iN−1
∣∣∣∣∣∣
N−1∑
j=i
hi+1(Shvj − Shwj )
∣∣∣∣∣∣ ,
cf. (4.3). Because of this, we just have to prove

 :=
∣∣∣∣∣∣
N−1∑
j=i
hi+1Shu(xj )
∣∣∣∣∣∣ Mh, i = 1, 2, . . . , N − 1. (5.2)
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The fact that 0< ′(t)M , t ∈ I , implies that hiMh for i = 1, 2, . . . , N . Then the technique from [7] (cf. the proof
of Theorem 4) gives

M
[
h + max
1 iN
∫ xi
xi−1
|u′′(x)| dx + max
1 iN
∫ xi
xi−1
|u′(x)| dx
]
.
We now use the substitution x = (t) in the above integrals, getting∫ xi
xi−1
|u′′(x)| dx
∫ ti
ti−1
[(t)|y′′(t)| + |′(t)y′(t)|] dtMh
and ∫ xi
xi−1
|u′(x)| dx
∫ ti
ti−1
|y′(t)| dtMh.
This proves (5.2). The condition (3.8) for j = 1 is needed in the above estimate involving u′′(x). The corresponding
part of the proof of Theorem 4 requires only that y′′(t) be estimated. This is immediately bounded because of (3.7) and
an estimate of ′(t) is not needed there. 
6. Layer-resolving functions
The speciﬁcs of the problem (1.1) are taken into account in the previous sections only to construct appropriate stable
schemes, whereas the layer-resolving function  is described in general terms. We now discuss how to construct  for
(1.1) so that the conditions ofTheorem6be satisﬁed. Such a function canbeused for both transformation–discretization
and direct-discretization methods.
The continuous solution u has in general a boundary layer of exponential type near x = 0. The derivatives of u can
be estimated as in [20],
|u(k)(x)|M(1 + −ke−x/), x ∈ I, k = 0, 1, 2, (6.1)
and we can see that they are -uniformly bounded on the interval [, 1], where
 := −2

ln(m),
with a positive constant m independent of . It is assumed that ∗ is sufﬁciently small so that m< 1 and < 1. Based
on the above discussion, the most important part of  is that which gives (t) ∈ [0, ]. This motivates the following
construction of  (cf. [20]):
(t) =
⎧⎪⎨
⎪⎩
(t) := a

(t) for 0 t,
(t) := A(t − )3 + 1
2
′′()(t − )2 + ′()(t − ) + () for  t1,
(6.2)
where the function  is still to be deﬁned, a is a positive constant independent of ,  is a point in (0, 1) such that
(), and A is determined from (1) = 1.
Lemma 2. Let the function  be deﬁned by (6.2) with the constant a sufﬁciently large but independent of  and with
 ∈ C2[0, ] such that (0) = 0, ′′(t)0 for t ∈ [0, ],
m1′(0)M , (6.3)
(′′′)()m2/, (6.4)
where m1 and m2 are two positive constants independent of , and
′′(t)M[′(t)]2, t ∈ [0, ]. (6.5)
Let also A0 and 0< q < 1, where q is independent of . Then  satisﬁes the conditions of Theorem 6.
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Proof. SinceA0 and ′′(t)0 for t ∈ [0, ], it follows that ′′(t)0, t ∈ I . Then ′(t)′(0)am1/> 0, t ∈ I .
Therefore, (3.1) holds true. Moreover, (t)(0)M and (3.8) is satisﬁed for j = 0.
A0 is equivalent to
() + ′()(1 − ) + 12′′()(1 − )21.
Since 1−1−q > 0, the above inequality implies that(j)()M , j =0, 1, 2. This, on the other hand, givesAM
and ′(t)′(1) = ′(1)M . We therefore have (4.4) for j = 1. Then (4.4) with j = 2 follows from (6.5). The same
condition means (3.8) for j = 1 and t ∈ [0, ]. When t ∈ [, 1], we consider the function
K(t) := M1[′(t)]2 − ′′(t).
It follows that
K ′(t)M1(′′′)() − 6A,
and then K ′(t)0 on [, 1] because of (6.4), provided M1 is chosen sufﬁciently large but independent of . Therefore,
K(t)K()0 (because of (6.5)), t ∈ [, 1],
which completes the proof of (3.8) for j = 1 and t ∈ I .
Let us ﬁnally prove (3.7) for j = 1, 2 (the case j = 0 follows immediately). Since (), we just have to prove
(3.7) on [0, ]. For j = 1, this follows if
′(t)e−a(t)M, t ∈ [0, ].
For j = 2, we get
|y′′(t)|M[1 + ([′(t)]2 + ′′(t))e−a(t)]M[1 + [′(t)]2e−a(t)], t ∈ [0, ],
where we have used (6.5). Therefore, (3.7) holds true for j = 1, 2 if we show the following:
′(t)e−a(t)/2M, t ∈ [0, ]. (6.6)
This follows directly from (6.5). Indeed, write (6.5) as
′′(t)
′(t)
M2′(t),
where M2 indicates the constant in (6.5). We next choose a so that M2a/2. Then we integrate the above inequality
from 0 to t to get
′(t)′(0)eM2(t).
This implies (6.6) since ′(0)M by (6.3). 
The conditions on  in the above lemma are just one possible way of describing the main characteristics of this
function. Integrating (6.5) twice from 0 to t and taking (0) = 0 into account, we get that  has to satisfy
(t) − 1
M2
ln[1 − M2′(0)t], 0 t,
where M2 is the constant in (6.5) and we assume that 1 − M2′(0)> 0. Bakhvalov [3] indeed uses a logarithmic
function for  in his mesh-generating function (the logarithmic structure is not surprising in view of the estimates
(6.1)). His function is
B(t) = − ln
(
1 − t
q
)
,
with some ﬁxed q ∈ (0, 1). Let  be a constant in (0, 12 ]. We then deﬁne  = q −  and assume that ∗ is sufﬁciently
small so that > 0. It is easy to see that B(0) = 0, ′′B(t)0 for t ∈ [0, ], and that the conditions (6.3), (6.4),
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and (6.5) are satisﬁed. The condition A0 is fulﬁlled for < 12 since we always consider ∗ small enough. If  = 12 ,
A0 holds true when q > 1 − √2/a. We also have to verify that () with the given choice of . This is so if
a2/. Such an a is already large enough for what is needed in the proof of Lemma 2, viz. a2M2, since we can take
M2 = 1 for B .
However,  does not have to be a logarithm—see a whole class of functions proposed in [19]. One them is simply
V (t) =
t
q − t ,
where q is like above. This is an approximation of B since
B(t) = ln
(
1 + t
q − t
)
.
For this function,  is deﬁned as for B but with 15
1
3 . Then all the conditions of Lemma 2 can be veriﬁed, A0
requiring q < /a if = 13 . Nothing else is required of a since (6.6) and V () are satisﬁed regardless of the value
of a.
Let the functions  using  = B and  = V be denoted by B and V , respectively. V is used also in [20].
It is interesting to mention that (t) cannot be deﬁned as (t) = t (this would correspond to a Shishkin-type mesh-
generating function). Not only that (6.4) cannot be satisﬁed, but it is also impossible to get () with < 1. Of
course, we know that Shishkin meshes produce -uniform numerical results for (1.1) and many other problems, but this
is proved using techniques which are different from the proof of Theorem 6 and without referring to layer-resolving
functions. What can perhaps be borrowed from the Shishkin mesh (as used in the direct-discretization approach, see
[16]) is the transition point of the form = S := 0 lnN , where 0 is a positive constant independent of  and N. The
proof of Lemma 2 would have to be changed if = S since |u′(x)| is no longer uniformly bounded for xS . We feel
anyway that the use of S is somewhat artiﬁcial in the method considered here—mesh-generating functions are based
on layer-resolving functions which are constructed for the continuous problem having nothing to do with N.
Bakhvalov-type mesh-generating functions used for direct discretization are usually simpler than (6.2). In particular,
 is often just a linear function (see (7.2) below and [19,9] for instance) since  ∈ C1(I ) sufﬁces in this approach. 
is determined there from the equation (1) = 1 and it is the abscissa of the point at which the tangent line from (1, 1)
touches . The question arises whether the present proofs can be modiﬁed to allow for such simpler functions . The
answer is negative. If  is constructed so that it is in C1(I ) with ′′ continuous on [0, ) and (, 1], then the -uniform
boundedness of ′′() cannot be guaranteed. For instance, if  = B or  = V , then ′′() → ∞ as  → 0. On the
other hand, the proof of (3.7) for j = 2 requires that ′′(t) be -uniformly bounded.
7. Numerical results
In this section, we conduct some numerical experiments in order to illustrate the theoretical results of Theorems 4
and 6 and Section 6. For our test problem, we take the following example due to [15]:
−u′′ − (eu)′ + 
2
sin
x
2
e2u = 0 for x ∈ (0, 1), (7.1a)
u(0) = u(1) = 0. (7.1b)
This problem has been used frequently in numerical experiments, [7–9,20,21]. The solution of (7.1) satisﬁes u(x) =
uA(x) + O (), where
uA(x) = − ln
[(
1 + cos x
2
)(
1 − 1
2
e−x/2
)]
,
see [15].
We compare our numerical results to the asymptotic solution uA by calculating the error
ERR = ERR(N) = max
1 iN−1 |Wi − uA(xi)|
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Table 1
Transformation–discretization with = B , q = .6, = 12 , and a = 4
N = 2−16 = 2−20 = 2−24 = 2−28
32 1.21E–1 1.23E–1 1.24E–1 1.24E–1 ERR
.92 .92 .92 .92 ORD
64 6.42E–2 6.54E–2 6.57E–2 6.58E–2
.95 .95 .95 .95
128 3.32E–2 3.38E–2 3.39E–2 3.40E–2
.97 .98 .98 .98
256 1.69E–2 1.72E–2 1.72E–2 1.73E–2
.99 .99 .99 .99
512 8.52E–3 8.66E–3 8.70E–3 8.71E–3
Table 2
Direct discretization with = B , q = .6, = 12 , and a = 4
N = 2−16 = 2−20 = 2−24 = 2−28
32 9.53E–2 9.67E–2 9.70E–2 9.71E–2 ERR
.93 .93 .93 .93 ORD
64 5.01E–2 5.08E–2 5.10E–2 5.11E–2
.96 .96 .96 .96
128 2.57E–2 2.61E–2 2.62E–2 2.63E–2
.98 .98 .98 .98
256 1.31E–2 1.33E–2 1.33E–2 1.33E–2
.99 .99 .99 .99
512 6.60E–3 6.68E–3 6.70E–3 6.71E–3
of the numerical solution Wh. Numerical order of convergence is also calculated using the formula
ORD = ORD(N) = log2
ERR(N)
ERR(2N)
.
The transformation–discretization method (4.1) is compared to the direct-discretization scheme (5.1). Both are imple-
mented using either = B or = V . The function  is constructed with = 12 . This choice of  follows from the fact
that the reduced solution u0 of problem (7.1),
u0(x) = − ln
(
cos
x
2
+ 1
)
,
is also its lower solution. Then, u(x)u0(x)u0(0)= − ln 2, x ∈ I . This motivates that we consider only u − ln 2
and thus, bu = eu 12 .
When we compare Table 1 to Table 2 and Table 3 to Table 4, we see that the direct-discretization approach produces
better results than the transformation–discretization method.Also, V fares worse than B , but this can be explained by
the fact that V generates more points in the layer. All tables show that ERR changes only slightly when  → 0 (V is
worse than B in this respect), which illustrates -uniformity of the methods. However, none of Tables 1–4 can compete
with the results presented in Table 5, which are obtained for the direct discretization on a simple Bakhvalov-type mesh.
This is the same mesh as the one used in [21]. It is generated by
(t) =
{
(t) := at
q − t if 0 t,
(t) := ′()(t − ) + () if  t1,
(7.2)
where a > 0 and a<q < 1. The last condition guarantees that in (0, q) there exists a unique point, , solving the
equation (1) = 1. This equation reduces to a quadratic one and  is easy to ﬁnd.
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Table 3
Transformation–discretization with = V , q = .6, = 13 , and a = 12
N = 2−16 = 2−20 = 2−24 = 2−28
32 1.39E–1 1.44E–1 1.46E–1 1.47E–1 ERR
.90 .90 .90 .90 ORD
64 7.45E–2 7.74E–2 7.86E–2 7.91E–2
.94 .94 .94 .94
128 3.88E–2 4.04E–2 4.10E–2 4.13E–2
.97 .97 .97 .97
256 1.98E–2 2.06E–2 2.09E–2 2.11E–2
.98 .98 .98 .98
512 1.00E–2 1.04E–2 1.06E–2 1.07E–2
Table 4
Direct discretization with = V , q = .6, = 13 , and a = 12
N = 2−16 = 2−20 = 2−24 = 2−28
32 1.10E–1 1.14E–1 1.15E–1 1.16E–1 ERR
.91 .90 .90 .90 ORD
64 5.88E–2 6.08E–2 6.16E–2 6.20E–2
.95 .95 .94 .94
128 3.05E–2 3.16E–2 3.20E–2 3.22E–2
.97 .97 .97 .97
256 1.56E–2 1.61E–2 1.63E–2 1.64E–2
.98 .98 .98 .98
512 7.88E–3 8.14E–3 8.26E–3 8.31E–3
Table 5
Direct discretization on the mesh generated by (7.2) with q = .6 and a = 1
N = 2−16 = 2−20 = 2−24 = 2−28
32 7.24E–2 7.26E–2 7.27E–2 7.27E–2 ERR
.94 .94 .94 .94 ORD
64 3.78E–2 3.80E–2 3.80E–2 3.80E–2
.97 .97 .97 .97
128 1.93E–2 1.94E–2 1.95E–2 1.95E–2
.98 .98 .98 .98
256 9.79E–3 9.82E–3 9.84E–3 9.84E–3
.99 .99 .99 .99
512 4.94E–3 4.94E–3 4.95E–3 4.95E–3
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