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\S 1. INTRODUCTION
We consider the following semilinear elliptic equa,tion ill a thin network-shaped
domain $\Omega(\zeta)\subset \mathrm{R}^{n}(??\geq 3)$ with variable thickness (see Figure 1):
(1.1) $\{$
$\triangle \mathrm{c}/,$ $+f(_{\mathrm{t}l})=0$ ill $\Omega(()$ .
$\frac{\partial u}{\partial\nu}=0$ on $\partial\Omega(\zeta)$
where | denotes the $\iota\iota \mathrm{n}\mathrm{i}\mathrm{t}_{\mathrm{C})1\iota}\mathrm{t}\backslash \mathrm{v}\mathrm{a}\mathrm{r}\mathrm{d}$ normal vector on $\partial\Omega(()$ ancl.$f$ is a real valued smooth
function on R. We consider a situation that $\Omega(\zeta)$ approaches a certain geolnetl$\cdot$ic graph
$\mathcal{G}$ when $\zeta$ tends to $\mathrm{z}\mathrm{e}1^{\backslash }\mathrm{O}$ (see Figure 2). In this $\mathrm{P}^{\mathrm{a}}1^{)\mathrm{e}\mathrm{r}}$ , we study $\mathrm{t}1_{1}\mathrm{e}$ asymptotic behavior
of the solutions of (1.1) as $(arrow 0$ .
Many researchers have studied partial differential $\mathrm{e}\mathrm{q}\iota \mathrm{t}\mathrm{a}\mathrm{t}_{\mathrm{J}\mathrm{i}}\zeta$) $11\mathrm{s}$ on thin $\mathrm{d}\mathrm{t}\supset \mathrm{n}\mathrm{l}\mathrm{a}\mathrm{j}\mathrm{n}\mathrm{s}$ and
associated low dimensional equations. Among thenl, Yanagida [8] has studied $\mathrm{t}‘ 1_{1}\mathrm{e}$
existence of a $\mathrm{s}\mathrm{t}\mathrm{a}]_{)}1\mathrm{C}$ st,ationary solution of $\mathrm{r}\mathrm{e}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{i}_{\mathrm{t})}\mathrm{n}- \mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{U}\mathrm{s}\mathrm{i}_{01}1$cquations on thin tubular
domains when an associated $011\mathrm{c}- \mathrm{d}\mathrm{i}\mathrm{m}\mathrm{e}11\mathrm{s}\mathrm{i}_{0}\mathrm{n}\mathrm{a}1$ equation llas a stable stationary solution
and in [9], classified $\mathrm{g}\mathrm{e}(\mathrm{l}\mathrm{n}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{C}$ graphs $\mathrm{a}\mathrm{c}\mathrm{C}\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{i}_{1}$ to $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}_{1}\mathrm{y}$ of $11\mathrm{o}\mathrm{n}_{-_{\mathrm{C}}}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t},\mathrm{a}\mathrm{n}1$ steady
states of a reaction-diffusion equation. Hale and Raugel [3] have studied tlue upper
semi-continuity at $\zeta=0$ of the attractors of reaction-diffusion equations ($\mathrm{J}11$ a thin
$\mathrm{L}$-shaped domain of $\mathrm{R}^{2}$ .
In our previous work [11], we specified a network-sluape($1$ domain $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{S}\mathrm{t}_{1}\cdot 1\mathrm{c}\mathrm{t}\mathrm{e}\mathrm{d}$ by
several self $\sin\dot{\mathrm{u}}\mathrm{l}\mathrm{a}\mathrm{r}$ regions which approach points and several cylindrical regions which
approach straight $1\mathrm{i}_{11}\mathrm{e}$ segments and we considered the convergence of soltltions of
(1.1) on that domain when the dolnain degenerates into $\mathrm{t}1_{1\mathrm{C}}\mathrm{g}\mathrm{l}\cdot \mathrm{a}\mathrm{p}\mathrm{l}\mathrm{l}.$ Ill this ]) $\mathrm{a}_{\mathrm{P}^{P\mathrm{r}}}$ . we
$1)\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}$ generalized results thall the results of [11] in the $\mathrm{s}\mathrm{e}\mathrm{l}1,\mathrm{S}P$ that thin portions of
network-shaped $\mathrm{d}_{01\mathrm{n}\mathrm{a}}\mathrm{i}\mathrm{n}\mathrm{S}$ are not necessarily cylindrical regiolls.
An outline of this $\mathrm{p}\mathrm{a}$,per is as follows: In $8^{\underline{9}}$ , we consider (1.1) on a special network-
shaped domain. This domain $\Omega(\zeta)$ approaches a geometric graph such $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}$‘ several
smooth arcs meet one point. In this situation, we prove t,hat the solution of (1.1)
converges to a solution of an associated limit equation which is a certain system of
ordinary differential equa.tions (cf. $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln 2.1$ ). In \S 3, we $\mathrm{c}\mathrm{t}$)$1\mathrm{l}\mathrm{S}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{r}$ a certain inverse
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problem of Theorem 2.1, namely, we prove that if the linearized equation around a
solution of the limit equation has no.zero eigenvalue, $\mathrm{t}_{}\mathrm{h}\mathrm{e}\mathrm{n}(1.1)$ has a solution which
approaches the solution of the limit equation (cf. Theorem 3.1).
Acknowledgment. I wish to express my sincere gratitude to Professor Shuichi Jimbo
for valuable advice and comments.
\S 2. SIMPLE CASE
We define a simple network-shaped domain $\Omega(\zeta)$ as follows: We first specify a
connected geometric graph $\mathcal{G}$ such that several smooth arcs $\mathrm{n}$)$\mathrm{e}\mathrm{e}\mathrm{t}$ one point, that is, let
$O$ be a point of $\mathrm{R}^{n}$ and $p_{i}$ a $C^{\infty}$ mapping from an interval $[0, l_{i}]$ to $\mathrm{R}^{n}$ with $p_{i}(0)=O$
and $|dp_{i}/ds(s)|=1$ for $i=1,$ $\ldots,$ $N$ where $s$ denotes the arc length paranieter and $l_{i}$
is the length of the arc $P_{i}=\{p_{i}(s) : 0<s<l_{i}\}$ . We assume $dp_{i}/ds(0)\neq dp_{i’}/ds(0)$
$(i\neq i’)$ and the graph $\mathcal{G}=\{O\}\cup\bigcup_{i=1}^{N}P_{i}$ dose not intersect itself, that is, $\mathcal{G}$ satisfies
the following condition: For $x\in \mathcal{G}\backslash \{O\}$ there exists a $\mathrm{n}\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{l}_{1}\mathrm{b}_{\mathrm{o}\mathrm{r}\mathrm{h}}\mathrm{o}\mathrm{o}\mathrm{d}U$ of $x$ of $\mathrm{R}^{n}$
such that $U\cap\overline{\mathcal{G}}=U\cap\overline{P_{i}}$ with $x\in\overline{P_{i}}\backslash \{O\}$ . In this sect,ion and \S 3, we put $O$ the
origin to simplify an argument.
Let $Q_{i}(s)$ be an $(|\mathrm{z}-1)$-dimensional bounded domain with a snlooth boundary which
depends on $s\in[0, l_{i}]$ smoothly, that is, for $t\in[0, l_{i}]$ and a neighborhood $I\ni t$ , there
exists a $C^{3}$ -diffeomorphism $g(s, \cdot)$ : $Q_{i}(t)\ni\tilde{\xi}\mapsto g(s,\tilde{\xi})\in Q_{i}(s)$ for $s\in I$ such that
$g(\cdot, \cdot)$ is a $C^{3}$ -mapping from $I\cross Q_{i}(t)$ to $\mathrm{R}^{n-1}$ with $||g||_{C^{3}\{IQ_{i(t}}\cross$ )) $<\infty$ and
(2.1) $\mathrm{s}\lim_{sarrow t}||g(s,\tilde{\xi})-\tilde{\xi}||_{C}3(Q:(t))=0$
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where $\tilde{\xi}=(\xi_{2}, \ldots, \xi_{n})\in \mathrm{R}^{n-1}$ .
For $i=1’\ldots$ . , $N$ , let $q_{i,1}(s)$ be $dp_{i}/ds(s)$ and let $\{qi,1(S), q_{i},2(s), \ldots, qi,n(s)\}$ be an
orthonormal base of $\mathrm{R}^{n}$ which depends on $\mathit{8}\in[0, l_{i}]$ smoothly. We define $S_{i}(s, \zeta)$ by
$S_{i}(S, \zeta)=\{x=p_{i}(s)+\zeta\sum^{\eta}y_{j}qj=2i,i(S)\in \mathrm{R}^{n}$ : $\tilde{y}\in Q_{i}(S)\}$
where $\zeta>0$ is a small parameter and $\tilde{y}=(y_{2}, \ldots, y_{n})$ . We remark $S_{i}(s, \zeta)$ is a subset
of the normal plane at $p_{i}(s)$ . We define $D_{i}(\zeta)\subset \mathrm{R}^{n}$ by
$D_{i}(()=\{_{X\in}s_{i}(_{S}\text{ }.\zeta):\zeta l\leq s<l_{i}\mathrm{A}\}$ $(0<\tilde{\mathrm{t}}<\zeta^{*})$
wh.ere $\zeta*>0$ and $l>0$ are constants such that $D_{i}(\zeta)\neq\emptyset,$ $D_{?}.(\zeta)\cap D_{i},(\zeta)=\emptyset.(i\neq i’)$
and that $\sup\{|x-p_{i}(S)| : x\in S_{i(s,\zeta})\}$ is smaller than the radius of curvature at $p_{i}(s)$ for
any $0<\zeta<\zeta^{*}$ , that is, the mapping $(s,\tilde{y})\mapsto x$ defined by $x=p_{i}(s)+ \zeta\sum_{j1}^{ll}=y_{j}qi,j(s)$
has a one-to-one correspondence.
Let $J(\zeta)$ be a connected open set which degenerates into the point $O$ as $\zetaarrow 0$
satisfying the following conditions (2.2) to (2.4).
(2.2) $J(\tilde{\mathrm{t}})\cap D_{i}(\zeta)=\emptyset,$ $\partial J(\zeta)\cap\partial D_{i}(\zeta)=s_{\mathrm{t}}i\zeta l$ , $()$ $\mathrm{f}\mathfrak{c})1^{\cdot}0<\zeta<\zeta^{*}$ .
$\mathrm{v}$
(2.3) $\partial(^{\mathrm{A}}\bigcup_{i=1}^{\gamma}Di(\mathrm{t}‘)’\cup J(\zeta))\backslash \bigcup_{i=1}^{N}S_{i(l_{i}},$ $\zeta)$ is class $C^{3}$ .
(2.4) There exists $\mathrm{a}_{\epsilon}$ set $J=\zetaarrow 0!\mathrm{i}\mathrm{I}\mathrm{n}(^{-1}J(\zeta)$ such that $J$ is a connected open set and there
exists a $C^{3}$ -diffeomorphism $G_{\zeta}$ : $\tilde{J}\ni yrightarrow G_{\zeta}(y)\in C^{-1}\tilde{J}(C)$ with $\lim_{\zetaarrow 0}||G_{\zeta}(y)_{-}y||_{C^{3}(}\overline{J})=$
$0$ where $(^{-1}J(\zeta)=\{\zeta^{-1}x:x\in J(\zeta)\},\tilde{J}$ is a set defined by
$\tilde{J}=\bigcup_{i=1}^{N}\{_{j=}\sum_{1}^{n}yjqi,j(0):\hat{y}\in Qi(0),$ $l\leq y_{1}<2l\}\cup J$
and $\tilde{J}(\zeta)$ is a subset of $\Omega(\zeta)$ defined by
$\tilde{J}(\zeta)=\cup i=1N\{pi(s)+\zeta\sum yjqi,j(S)i=n1$ : $\tilde{y}\in Qi(_{S)}, l\zeta\leq s<2l\zeta\}\cup J(\zeta)$ .
Now, we define a simple network shaped domain $\Omega(\zeta)$ by
$\Omega(\zeta)=\bigcup_{=i1}^{N}D_{i(}\zeta)\cup J(\zeta)$ .
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We prepare a certain system of ordinary differential equations used in the main
result in this section. Let $a_{i}(s)$ be $(n-1)$-dimensional volume of $Q_{i}(s)$ , that is, $a_{i}(s)$
is a smooth function defined by $a_{i}(S)-- \int_{Q:(s})d\tilde{y}$ . The system of ODEs is
(2.5) $\{$
$\frac{1}{a_{i}(s)}\frac{d}{ds}(a_{i(S)\frac{d\phi}{ds}}(s))+f(\phi(s))=0$ on $(0, l_{i})$ for $i=1,$ $\ldots,$ $N$ ,
$\phi_{\mathrm{l}}(0)=\cdots=\phi N(0)$ , $\sum_{i=1}^{N}ai(0)\frac{d\phi_{i}}{ds}(0)=0$ ,
$\frac{d\phi_{i}}{ds}(l_{i})=0$ for $i=1,$ $\ldots$ , $\mathit{1}\backslash ^{\tau}$,
where each $\phi_{i}$ is an unknown function on the interval $[0, l_{i}]$ .
We impose the following condition.
(2.6) $f\in C^{2}(\mathrm{R}),$ $\lim\sup f(\xi)<0,$ $\lim$ inf $f(\xi)>0$ .
$\xiarrow\infty$
$\epsilon--\infty$
Then, the equation (1.1) has at least one solution by the nlonotone $\mathrm{n}\mathrm{l}\mathrm{e}\{\mathrm{h}\mathrm{o}\mathrm{d}$ (see Sat-
tinger [10] $)$ . The equation (2.5) is not a usual $\mathrm{t}_{\mathrm{W}\mathrm{O}-}1$)$\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{S}|$) $()\mathrm{u}\mathrm{n}\mathrm{d}\mathrm{a}\mathrm{r}\mathrm{y}$ value problem.
However, we can prove the existence of solutions of (2.5) by a manner similar to the
monotone method.
Now we present the main result of this section.
Theorem 2.1. Let $\{\zeta_{m}\}_{m=1}^{\infty}$ be a positive sequence which $sati_{S}fie \mathit{8}\lim_{marrow\infty}\zeta_{m}=0$ and
let $\Omega(\zeta)$ be a simple network shaped domain. $A_{SS’}ume$ that $f$ satisfies (2.6) and $\Psi_{m}$ is
any solution of (1.1) at $\zeta=\zeta_{m}$ . Then, there exist a solution $\psi=(\psi_{1}, \ldots, \psi_{N})$ of (2.5)
and a subsequence $\{\zeta m(k)\}_{k=}^{\infty}1\subset\{\zeta_{m}\}_{m=1}^{\infty}$ such that
$\{$
$\lim$ $\sup$ $|\Psi_{m(k)}(x)-\psi i(0)|=0$ for $1\leq i\leq N$ ,
$k-\infty_{x\in J}\mathrm{t}\zeta_{m}(k))$
$k \infty_{x}\underline{1\mathrm{i}\mathrm{n}}\mathrm{u}\sup_{)\in D;\langle\zeta_{m(}k)}|\Psi_{m(k})(_{X})-\psi_{i}(_{S)|=0}$ for $1\leq i\leq N$
where $s\in(l\zeta, l_{i})$ defined by $S_{i}(s, \zeta)\ni x$ for $x\in D_{i}(\zeta)$ .
Proof of Theorem 2.1. Let $M_{1}$ be a constant $M_{1}= \max\{|\xi| : f(\xi)=0\}$ . Then, we
have
(2.7) $\sup_{x\in\Omega(\zeta)}|\Psi_{m}(x)|\leq M_{1}$
by the maximum principle. Let $\delta>0$ be a slnall constant and we take finite constants
$s_{i,j}\in(0, l_{i})(1\leq i\leq N, 1\leq j\leq N(i))$ such that $\mathit{8}_{i,1}<\delta/2,$ $l_{i}-s_{i,N(}i$ ) $<\delta/2$
and that $0<s_{i,j+1}-s_{i,j}<\delta/2$ and we put $s_{\dot{\iota},0}=\zeta l$ and $\sim\backslash ^{\tau_{i,N}}(i)+1=l_{i}$ . We define
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$D_{i,j}(\zeta)\subset D_{i}(\zeta)$ as $D_{i,j}(\zeta)=\{x\in S_{i}(s, (): s_{i,j-1}<s<s_{i,j+1}\}$ for $1\leq j\leq N(i)$ . Let
$\lambda_{1}(D_{i,j}(\zeta))$ be the first eigenvalue of the Laplacian operator with a certain boundary
condition, that is,
$\{$
$\triangle?\iota+\lambda u=0$ in $D_{i,j}(\zeta)$ ,
$u=0$ on $T$,
$\partial?\iota/\partial\nu=0$ on $\partial D_{i,j}(\mathrm{t}‘)\backslash T$
where $T=S_{i}(s_{i,j}-1, \zeta)\cup S_{i}(S_{i,j1}+, \zeta)$ in the case $1\leq j\leq N(i)-1$ and $T=\overline{S_{i}(s_{i,j-}1,\zeta)}$
in the case $j=N(i)$ . It is well known tllat $\lambda_{1(D_{i},)}j(\mathrm{t}^{k})>0$ and $\lambda_{1}(D_{i,j}(())arrow\infty$ as the
radius of $D_{i,j}(\zeta)$ goes to zero. Without loss of generality, we lluay take small constants
$\zeta^{*}>0$ and $\delta>0$ satisfying the following conditions (2.8) and (2.9):
$\min\{\lambda_{1}(D_{i,j}(\zeta)\mathrm{I} : 1\leq i\leq N, 1\leq j\leq N(i)\}$
(2.8)
$> \max\{|f’(\xi)| : |\xi|\leq\Lambda I_{1}+1\}$ for $\zeta\in((), \zeta^{*}]$
(2.9) $\delta<\frac{a}{a}*\min*\{(_{1\xi}|\leq’ 1+f\sup_{3M1}|(\xi)|+1)-1/2,$ $( arrow\sup\circ|.f’|\xi|\leq 1(\xi)|)^{-1/}2\}$
where $a^{*}= \min\{a_{i}(s) : 0\leq s\leq l_{i}, 1\leq 7\leq N\}$ and $\mathit{0}^{*}=\max\{a_{i(s)}$ : $0\leq s\leq l_{i},$ $1\leq$
$\dot{\iota}\leq \mathit{1}\mathrm{V}(\}$ .
To see the behavior of $\Psi_{m}$ on $J(\zeta_{m})$ , we define $U_{m}(y)$ as
$U_{n},(y)=\Psi_{m}(x),$ $x=_{\mathrm{t}^{4}l}mG_{\hat{\zeta}_{7}},(y),$ $(y\in.\tilde{J})$ .
Then, we have the following:
Lemma 2.2. There exist $positi,ve$ constants $\dot{\mathrm{J}}f_{2}$ and $\Lambda^{\text{ }}I_{3}S1lCh$ that th. $e$ function $U_{m}$
restricted on $J$ satisfies $||U_{m}||_{C(}\prime 2J$) $\leq\Lambda f_{2}$ and for small $\zeta_{m}$
$\int_{J}|\nabla_{y}U_{m}(y)|2dy\leq M3\zeta\eta?$ .
Proof of Lemma 2.2. From the $\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{n}\dot{\mathrm{i}}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ of $G_{\zeta}=G_{\mathrm{t}},‘(y)=(G_{\zeta,1}(y), \ldots, c7\zeta,n(y))$ , we
obtain the Jacobian matrix $DG_{\zeta}$ satisfies
$DG_{\zeta}=( \frac{\partial G_{\zeta,i}}{\partial y_{j}})_{ij}=E+o(1)$ in $C^{2}(\tilde{J})$ as $\mathrm{t}^{-}arrow 0$
where $E$ denotes the identity matrix on $\mathrm{R}$, that is, $\lim_{\zetaarrow 0}||\partial G_{\dot{\mathrm{t}}},i/\partial yi-1||C^{2}(\tilde{J})=0$ and
$\lim_{\zetaarrow 0}||\partial G\zeta,i/\partial y_{j}||c2(\overline{J})=0(i\neq j)$ .
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From a simple calculation, $U_{m}$ satisfies $\mathcal{L}_{\zeta}U_{m}(y)+\zeta_{m}^{\sim 2}f1U_{rt1}(y))=0$ in $\tilde{J}$ where $\mathcal{L}_{\zeta}$
is an elliptic differential operator
$\mathcal{L}_{\dot{\zeta}}--\sum_{\leq 1\leq i,j\gamma 1}\alpha ij(\zeta, y)^{\frac{\partial^{2}}{\partial \mathrm{t}/i\partial\iota/j}+\sum_{j\leq n}}1\leq\beta j(\zeta, y)\frac{\partial}{\partial y_{j}}$ .
Here, the matrix $(\alpha_{ij})$ satisfies $(\alpha_{ij})=DG_{\zeta}-1.{}^{\mathrm{t}}DG_{\zeta}-1=E+o(1)$ in $C^{2}(\tilde{J})$ as
$\zetaarrow 0$ and $/\mathit{3}_{j}$ (1 $\leq j\leq$ n) satisfies $\beta_{j}=o(\zeta)$ in $C^{1}(\tilde{J})$ as $\zetaarrow 0$ . We put
$T= \partial\tilde{J}\backslash \bigcup_{i1}^{\mathit{1}\mathrm{v}}=\overline{\{\sum_{j=1}^{n}\mathrm{c}/jqi,j(0).l_{1}J=2l,\tilde{y}\in Qi(0)\}}$. Then, we obtain $\nu(\zeta G_{\zeta}(y))$ .
${}^{\mathrm{t}}DG_{\zeta}-1$ $\mathrm{t}\nabla_{y}U_{m}(\iota j)=0$ on $T$ . Let $\iota \text{ }(\sim)y$ be $\mathrm{t}1_{1}\mathrm{e}$ $\mathrm{o}\mathrm{u}\mathrm{t}_{\mathrm{l}\mathrm{V}\mathrm{a}}1^{\cdot}\mathrm{t}1$ normal vector at $y\in$
$T$ . We obtain $|l^{\text{ }}(\tilde{\mathrm{t}}G_{\hat{\sigma}}(y)’)\cdot {}^{\mathrm{t}}DG_{\zeta}-1$ $\tilde{\nu}(y)|=1+o(1)\mathrm{i}_{11}C^{0}(T)$ as $\zetaarrow 0$ and
$||\nu(\zeta c_{\zeta}(y))\cdot {}^{\mathrm{t}}DG_{\zeta}-1||_{C^{2}(T)}<$ constant for any $\zeta$ . $\mathrm{T}\mathrm{h}\mathrm{e}1^{\backslash }\mathrm{e}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{e}$, by (2.7) and apply-
ing the Schauder interior estimates and boundary estima,tes, $||U_{m}||_{C(J)}2$ is bounded
independently of $\zeta_{m}$ .
Changing of variables, we obtain
$\int_{J}\nabla_{y}U_{m}(y)\cdot DG_{\zeta}-1.{}^{\mathrm{t}}DG_{\zeta}^{-1}\cdot \mathrm{t}\nabla_{y}U_{m}(y)\det DG_{\zeta y}d$
$= \zeta^{2-n}\int_{J(_{(},)}.|\nabla\Psi m|2dX\leq(^{2-n}\int_{\Omega\{\zeta)}|\nabla\Psi\eta l|\underline{.\prime}dJ^{\cdot}$
$= \zeta^{2-n}\int_{\Omega(|}\zeta)\epsilon|<\Lambda I_{1}\mathrm{J}f(\Psi_{m})\Psi_{m}dX\leq(^{2}-n|\Omega(\zeta)|\mathrm{s}\mathrm{u}_{1)}|f(\xi)|\lambda/I$
On the other hand, when $\zeta_{m}>0$ is small,
$\int_{J}\nabla_{y}U_{m}(y)\cdot DG^{-}1$ . $\iota DG^{-}1$ .$\mathrm{c}_{\nabla}U_{m}(y)\zeta\zeta yD\det G_{\zeta}^{t}dy\geq\underline{.\frac{1}{\supset}}\int_{J}|\nabla U_{m}(y)|2dy$ .
Therefore, we complete the proof of Lenlma 2.2. $\square$
For $i=1,$ $\ldots,$ $N$ and for $j=1,$ $\ldots,$ $N(i)$ , to see the behavior of $\Psi_{m}$ on $\mathrm{t}\mathrm{h}\mathrm{e}_{\vee}s_{i(S_{i}},i$ , $()$ ,
we define a function $V_{m}^{i,j}(z)(z\in[-2,2]\cross Q_{i}(s_{i,j}))$ as
$V_{m}^{i,j}(z)=\Psi_{m}(X)$ , $x=pi(s_{i},j+ \zeta y_{1})+\zeta.\sum_{=\kappa 2}ykqi,k(si,j+\zeta y1)n..$,
$y=(_{Z_{1}}, g(_{S_{i,j}+}\zeta z_{1},\tilde{z}))$ , $z=(\mathcal{Z}_{1},\tilde{Z})\in[-2,2]\cross Q_{i}(_{S_{i,j}})$
where $\zeta=\zeta_{m}$ and $c_{\text{ }^{}3_{-}}\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{e}\mathrm{o}\mathrm{m}\mathrm{o}\mathrm{r}\mathrm{p}\mathrm{h}\mathrm{i}\mathrm{S}\mathrm{m}$ $g(s, \cdot)$ : $Qi(\mathit{8}i,j)arrow Q_{i}(\overline{s})$ satisfies (2.1). Then,
we have the following:
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Lemma 2.3. There exist positive constants $M_{4}$ and $M_{5}s$ iech that the function $V_{\pi i^{j}}^{i}$
restricted on [-1, 1] $\cross Q_{i}(s_{i,j})sati_{\mathit{8}}fieS||V_{m}^{i,j}||c’(2[-1,1]\mathrm{x}Q)\leq\Lambda f_{4}$ and for small $\zeta_{m}$
$\int_{1^{-1},1]\mathrm{X}Q}|\nabla_{z}Vi,j(Z)m|2dZ\leq M5\zeta m$
where $Q=Q_{i}(s_{i,j})$ .
Proof of Lemma 2.3. In this proof, we put $t=s_{i,j},$ $\dagger_{m}’r=\tau_{m}^{ri},.j,$ $Q=Q_{i}(s_{i,j}),$ $p(s)=$
$p_{i}(s)$ and $qj(s)=q_{i,j}(S)$ for short. We remark $p’(s)=q_{1}(s)$ . The Jacobian matrixes
satisfy
$\frac{Dx}{Dy}=\zeta(\iota_{q_{1}+\zeta}\sum_{j=2}yj\mathrm{t}\prime qnj,q\mathrm{t}2,$ $\ldots,{}^{\mathrm{t}}qn)$ ,
$\frac{D\iota J}{D_{\sim}^{\gamma}}==E+o(1)$ ill $c\prime 2$ as $\zetaarrow 0$
where $q_{j}=q_{j}(t+\zeta y\mathrm{l}),$ $q_{j’}=q_{j’}(t+\zeta y_{1}),$ $g=(g_{2}, \ldots , g_{n}),$ $\partial g_{i}/\partial_{\mathit{8}}=\partial g_{i}/\partial s(t+\zeta z_{1,\sim}\vee)\sim$
and $\partial g_{i}/\partial\xi_{j}=\partial g_{i}/\partial\xi_{j}(t+(z_{1}.\tilde{z})$ . Then, we have
$\frac{Dx}{Dy}-1=\zeta^{-1}$ , $\frac{Dy}{D\approx}-1=E+o(1)$ in $C^{2}$ as $\zetaarrow 0$
where
$\gamma_{k}=\gamma k(\zeta, y)=\sum y_{j}q_{j}(/+t\zeta y1)j=2n$ . $\mathrm{t}qk(t+\tilde{\mathrm{t}}y1)$ .
From a simple calculation, $V_{m}$ satisfies $\mathcal{L}_{\zeta_{m}}V_{m}+\zeta_{m^{2}}f(V_{m})=0$ in $[$ -2, $2]\cross Q$ where
$\mathcal{L}_{\zeta}$ is an elliptic differential operator
$\mathcal{L}_{\zeta}=\sum_{1\leq i,j\leq n}\alpha ij(\zeta, Z)\frac{\partial^{2}}{\partial z_{i}\partial Z_{j}}+\sum_{n1\leq j\leq}\beta j(\zeta, \approx)\frac{\partial}{\partial_{\sim j}},\cdot$
Here, the matrix $(\alpha_{ij})_{1\leq i,j\leq n}$ satisfies
$( \alpha_{ij})=\zeta^{2}\frac{Dy}{Dz}\cdot\frac{Dx}{Dy}-1-1$ $\mathrm{t}\frac{Dx}{Dy}-1$ $\{\frac{Dy}{D\sim\prime}-1$
$=E+o(1)$ in $C^{2}([-2,2]\cross Q)$ as $\zetaarrow 0$
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and $\beta_{j}(\zeta, z)=o(\zeta)$ in $C^{1}([-2,2]\cross Q)$ as $\zetaarrow 0$ .
We set $T=(-2,2)\cross\partial Q$ . Then, we obtain
$\zeta_{m}\nu(x)\cdot\overline{Dy}$
${}^{\mathrm{t}}Dx^{-1} \mathrm{t}-1\frac{Dy}{D\approx}$ . $\mathrm{t}\nabla_{\wedge}\sim 1"(’|\mathit{1}\approx)=0()\mathrm{n}T$ .
Let $\tilde{\nu}(\tilde{z})=(\tilde{\nu}_{2}(\tilde{Z}), \ldots , \tilde{l}\text{ _{}1},(_{\sim}^{\sim}’))$ be the outward normal vector at $\tilde{z}\in\partial Q$ . Then, $(0,\tilde{l\text{ }}(\approx)\sim)$
is the outward normal vector at $\approx=(z_{1}, \approx)\sim\in T$ . Fronl the definition of.$r:\mathrm{f}\mathrm{o}\mathrm{r}\approx \mathrm{C}-T$ ,
we have $\nu(x)arrow\sum_{j=2}^{n}\tilde{\nu}_{j}(\tilde{\sim\gamma})qj(t)$ as $\zetaarrow 0$ , thus we obtain
$\zeta_{m^{l}}\text{ }(X)\cdot\overline{Dy}$
${}^{\mathrm{t}}Dx^{-1} \mathrm{t}-1\frac{Dy}{D\sim\vee}\cdot{}^{\mathrm{t}}(0,\tilde{\nu}(\approx)\sim)=1+o(1)$ in $C^{0_{(}}’\tau$ ) as $\tilde{\mathrm{t}}arrow 0$ ,
$|| \zeta_{m}l\text{ }(x)\cdot\frac{Dx}{D\mathrm{e}/}1-1\iota-1\frac{Dy}{Dz}||_{C^{2}1\tau_{)}}<\mathrm{C}\mathrm{o}\mathrm{n}\mathrm{S}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{t}$.
Therefore, applying the Schauder estimates. there exists a $\mathrm{c}(\mathrm{J}\mathrm{l}\mathrm{l}\mathrm{S}\mathrm{t}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{t}\Lambda ff_{4}>0$ such that
$||V_{m}||c2(1^{-}1,1]\mathrm{X}Q)\leq\Lambda I_{4}$ .
Changing of variables, we have
$\int_{[]}-1,1\mathrm{x}Q\nabla zV_{m}(\approx)\cdot\frac{Dx}{Dz}-1\mathrm{t}-1\frac{D\backslash \prime c}{Dz}$ . $\mathrm{t}\nabla_{z}V_{m}(^{\sim}’\vee)\det\frac{Dx}{Dz}dz$
$= \int_{D(\zeta_{m})}|\nabla\Psi m(x)X|2dX\leq\int_{\Omega\{}\zeta_{m})|\nabla_{I}\Psi(\mathit{1})m\cdot\cdot|^{\underline{y}}‘ d_{X}$
$= \int_{\Omega(\dot{\zeta}m})\Psi_{m}f((X))\Psi_{m}(a’)d_{X\leq}|\Omega(\zeta_{m})||\epsilon‘|<1I\iota \mathrm{S}\mathrm{u}_{1_{\eta}})|.f(\xi)|\mathit{1}\mathrm{t}f_{1}$
where
$\underline{Dx}=\underline{Dx}$ . $\underline{Dy}$ and $D(\zeta)=\{x\in S_{i}(S, \zeta):|t-:_{-\overline{i}}|<\dot{\zeta}\}$ . On the other hand, for
$Dz$ $Dy$ $D\approx$




$\int_{[-1,1]}\mathrm{X}Qz|\nabla Vm(_{Z})|^{2}dZ\leq 2\frac{|\Omega(\zeta)|}{\zeta^{n-2}}|\xi|<\sup|.ff_{1}-l.(\xi)|M_{1}$ .
Therefore, we complete the proof of Lemma 2.3. $\square$
From Lemma 2.2 and Lemma 2.3, applying the Ascoli-Arzel\‘a theorem, there exist
a subsequence $\{\zeta_{m(k)}\}_{k=}\infty 1\subset\{\zeta_{m}\}_{m=1}\infty$ and consta.nt functions $U_{\infty}$ on $\tilde{J}$ and $V_{\infty}^{i,j}$ on
[-1, 1] $\cross Q_{i}(s_{i},j)(1\leq i\leq N, 1\leq j\leq N(i))$ such that $U_{m(k)}arrow U_{\infty}$ in $c_{()}^{1},\tilde{J}$ and
$V^{i,j}$
$arrow V_{\infty}^{i,j}$ in $C^{1}([-1,1]\cross Q_{i}(s_{i,j}))$ as $karrow\infty$ . From the definition of $U_{m}$ and $V_{m}^{i,j}$ ,
$m\langle k)$
we obtain the following:
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Lemma 2.4. There exist a subsequence $\{\dot{\mathrm{t}}_{m(k)}\}_{k=1}^{\infty}\subset\{\zeta_{m}^{k}\}_{n?=1}^{\infty}$ and constants $\phi_{0}$ and
$\phi_{i,j}(1\leq i\leq N_{f}1\leq j\leq N(i))$ such that
$\lim_{karrow\infty x\in J(}\sup_{)\zeta m(k)}|\Psi(_{X})m(k)-\phi_{0}|=0$
,
$k arrow\infty_{x\in s}\lim_{:(}.,\sup_{s.i,\zeta m(k))}.|\Psi_{m\{}k)(x)-\phi i,j|=0$
.
Hereafter, we denote by same notation $\{\zeta_{m}\}_{rn=1}^{\infty}$ the $\mathrm{s}\mathrm{u}1$ ) $\mathrm{S}\mathrm{e}(1^{\mathrm{u}}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}\{\zeta m(k)\}_{k=}^{\infty}1$ for
short. To construct an upper solution of $\Psi_{m}$ on the portion $D_{i,j}(\dot{\zeta}_{n\iota})\subset D_{i}(\zeta_{m})$ , we con-
sider the following $\mathrm{o}\mathrm{n}\mathrm{e}- \mathrm{d}\mathrm{i}_{\mathrm{l}\mathrm{n}\mathrm{e}}\mathrm{n}\mathrm{S}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{a}1$ differential equations on the interval $(s_{i,j-1,i,j\mathrm{J}}\mathit{8}+)$ :
(2.10) $\{$
$\frac{1}{a_{i}\dot{(}s)}\frac{d}{ds}(a_{i}(S)\frac{d?l}{ds’})+f(\psi)+\zeta m^{1/}3=0$ $(s_{i,j-}1<s<s_{i.j+1})$
$\tau l’(s_{i},j-1)=\phi_{i,j\sup_{m}}-1+|\Psi_{m}(X)x\in s_{\langle s_{1}}i,j-1,\dot{\zeta})-\phi i.j-1|$ ,
$\psi(s_{i,j+1})=\phi i,j+1+\mathrm{S}\mathrm{t}\iota \mathrm{P}|\Psi m(x\in s_{i}(s:,j+1,\zeta m)X)-\acute{\phi}_{jj+1},|$
in the cage $1\leq.\dot{\uparrow}\leq N(i)-1$ ,
$\frac{d\psi_{1}}{d.\mathrm{s}}.(s_{i,j+1})=(_{\mathit{7}1l}$ in the case $j=N(i)$ .
Here, we put $\phi_{i,0}=\phi_{0}$ for convenience. Then. we have the following:
Lemma 2.5. Let $\delta>0$ satisfy (2.9). Then, for $i=1,$ $\ldots$ , N. $j=1,$ $\ldots,$ $N(i)$ and for
any $\zeta_{m}\leq 1$ the equation (2.10) has a unique solution $\theta_{i,j,m}^{11}(s)(s_{i,j-1}\leq s\leq.\backslash _{i,j+1})$ .
Proof of Lemma 2.5. In this proof, we put $\zeta=\zeta_{m},$ $s’=si,j-1,$ $.-\forall=si,j+1’/,$ $a(s)=ai(s)$ ,
$A(s)= \int_{s}^{s},$ $a_{i}(t)^{-1}dt,$ $b’= \phi i,j-1+\sup\{|\Psi_{m}(x)-\phi_{i,j-1}| : .r\in S_{i}(si,j-1, (_{m})\}$ and
$b”= \emptyset i,j+1+\sup\{|\Psi n?(x)-\phi_{i},j+1| : ?j\in s_{i(\zeta_{m}}s_{i,j+}1,)\}$ for $\mathrm{s}\mathrm{h}o\mathrm{r}\{,$ . It is easy to see that
$s^{\prime/}-s’<\delta,$ $|l’)|\leq\Lambda f_{1}$ and $|b’’|\leq\Lambda I_{1}$ for any $\zeta$ . In the case $1\leq j\leq N(i)-1$ , we put
$w(s)=\{b’(A(S//)-A(s))+b’’A(s)\}/A(.\underline{\triangleleft}^{\prime;})$ . Then, we have $n’(s’)=b’,$ $w(s”)=b”$ ,
$|w(S)|\leq M_{1}$ and $\frac{1}{a(s)}\frac{d}{ds}(a(s)\frac{du}{d_{S}’}(s))=0$ $(.\backslash ^{\urcorner}’<.\backslash ^{\backslash }-<s’’)$ . We define the mapping $\mathcal{F}$
on $C^{0}([S’, S/’])$ by
$\mathcal{F}(\psi)(_{S)}=\int_{s’}^{s}\frac{(A(s^{\prime/})-A(s))A(t)}{A(S’)},(f(\uparrow l)(t)+w(t\mathrm{I})+\tilde{\mathrm{t}}^{1/})3ta()dt$
$+ \int_{s}^{s’’}\frac{A(s)(A(S^{\prime/})-A(t))}{A(s)\prime},(f(\psi(t)+u’(t))+\zeta^{1/3})a(t)dt$ .
Then, $\mathcal{F}$ is a contraction mapping on $\{\psi\in C^{0}([\mathrm{L}\backslash S’\neg]/,/) : ||\tau l^{l}’||c0\leq 1\}$ by (2.9) and
$\phi=\mathcal{F}(\psi)$ satisfies $\phi(s’)=0,$ $\phi(s^{\prime/})=0$ and
$\frac{1}{a(s)}\frac{d}{ds}(a(s)\frac{d\phi}{ds}(_{\mathit{8}}))+f(\psi(s)+w(_{S)})+\zeta^{1}/3=0$ $(s”<s<s)/$ .
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From the contraction mapping theorem, the equation (2.10) $\mathrm{h}\mathrm{a},\mathrm{s}$ a unique solution.
In the case $j=N(?)$ , we put, $u’(s)=a(s^{\prime/})\zeta A(S)+b’$ and
$\mathcal{F}(\psi)(_{S})=\int_{s’}^{s_{A(t)}}(f(\psi(t)+u)(t))+(1/3)(\iota(t)dt$
$+ \int_{s}^{S’}A(s)(f(?/,(t)+\iota 1)(t))+\zeta 1/3)\Gamma Cl(t)d\prime t$ .
$\lambda$
Then, the equation (2.10) has a unique solution by an argument similar to that of the
above cases.
Therefore, we complete the proof of Lemma 2.5. $\square$
We define $b_{1}^{i}=b_{1}^{i}(x),$ $b_{2}^{i}=b_{2}^{i}(x)\in \mathrm{R}$ for $x\in\partial D_{i(\tilde{\mathrm{t}}}$ ) $\backslash \overline{S_{i}(\zeta l,\zeta)\cup s_{i}(li,\zeta)}$ as
follows: Let $(s,\tilde{y})$ satisfy $x=p_{i}(s)+ \zeta\sum_{j=1}^{n}yjqi,j(s)$ . Let $f\mathfrak{i}(jx)(j=1, \ldots, n-2)$
be tangent vect $o\mathrm{r}\mathrm{s}\mathrm{a}\{_{1}.r$ on $\partial D_{i}(\zeta)$ in the normal plane at $p_{i}(s)$ satisfying that $\kappa^{j}(x)$
( $1\leq j\leq n-\underline{9}\mathrm{I}\mathrm{a}1^{\backslash }\mathrm{e}$ orthogonal to each other. Let $\tilde{\nu}=(\tilde{l\text{ }_{}\underline{9}}(.\aleph,\tilde{\mathrm{t}}J),$ $\ldots,\tilde{\nu}_{n}(S,\tilde{y}))$ be the
unit outword normal vector of $\partial Qi(s)$ at $\tilde{y}$ and we put $| \text{ }s(.T)=\sum_{j=2^{\tilde{\mathcal{U}}}j}^{n}(S,\tilde{y})q_{i},j(s)$ .
Then, $q_{i,1}(s),$ $\prime_{1}^{j}(s)(1\leq j\leq n-2)$ and $\nu s(X)$ are orthogonal to each other. Let $x(t)$ be
the point of $\partial D_{i}(\zeta)\cap\overline{S_{i}(t,\zeta)}$ such that $x(t)-_{\mathrm{t}T}$ is orthogonal to $\kappa^{j}(x)(1\leq j\leq n-2)$
and we define $t_{\hat{\mathrm{b}}}(X)$ as
(2.11) $\kappa(x)=\lim_{tarrow s}\frac{x(t)-x}{t-s}$ .
We put $b_{1}^{i}(x)=\kappa(x)\cdot {}^{\mathrm{t}}qi,1(s)$ and $b_{2}^{i}(x)=\kappa(x)\cdot{}^{\mathrm{t}}\nu_{S}(X)$ . Clearly, we have
$\dot{\kappa}(x)=b_{1}i(X)qi,1(s)+b_{2}i(x)l\text{ }s(x)$ ,
(2.12) $b_{1}^{i}(X)=1+O(\zeta)$ , $b_{2}^{i}(x)=O(()\sim$ as $\zetaarrow 0$ .
Thus, we have
(2.13) $\iota/(x)=-\frac{b_{2}^{i}(\backslash x)}{\sqrt{b_{1}^{i}(T)2+b^{i}2(x)2}}q_{i,1}(\mathit{8})+\frac{b_{1}^{i}(\backslash T)}{\sqrt{b_{1}^{i}(x)2+b^{i}2(x)2}}\nu s(x)$.
Indeed, we put $\tilde{y}(t)=(y_{2}(t), \ldots, y_{n}(t))\in\partial Q_{i}(t)$ satisfying $x-x(t)$ orthogonal to $\kappa^{j}(x)$





Therefore, we obtain (2.12).
From Lemma 3.1 of Yanagida [8], we obtain
(2.14) $\zeta^{n-1}\frac{da_{i}}{ds}‘(S)=\int_{\partial S\dot{.}(s,\zeta}))b^{i}(Xd2\sigma_{I}$
where $\partial S_{i}(s, \zeta)=\partial D_{i}(\zeta)\cap\overline{S_{i}(s,\zeta)}$ .
For $i=1,$ $\ldots,$ $N$ and $j=1,$ $\ldots,$ $N(i)$ , we take a fixed poillt $\tilde{y}^{1}\in Q_{i}(s_{i},j)$ and let
$g(s, \cdot)$ : $Qi(s_{i.j})arrow Q_{i}(s)$ be $C^{3}- \mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{e}\mathrm{o}\mathrm{m}\mathrm{o}\mathrm{r}\mathrm{p}\mathrm{h}\mathrm{i}\mathrm{S}\mathrm{n}1$. We define a function $\mathrm{T}\eta_{r_{i}}^{r\mathrm{u}},(j,ms, \cdot)=$
$W_{i,j,m}^{\mathrm{u}}(s,\tilde{y})$ on $Q_{i}(s)(.-\backslash ’\in[s_{i,j-1,i}s,j+1])$ by the solution of
(2.15) $\{$
$\triangle_{\overline{y}}W=\frac{a_{i’}(S)}{a_{i}(s)}\theta_{i,j,m}^{\mathrm{u}}(S)+(_{m^{2/3}}\mathrm{J}_{\partial Qi}\sim’(s)d\omega\overline{\epsilon}$ in $Q_{i}(_{S)}$
$\frac{\partial W}{\partial\tilde{\nu}}=\frac{b_{2}^{i}(x)}{\zeta_{m}}\theta_{i,j,m}^{\mathrm{u}}(S)+\zeta m\zeta 1‘ i(2/3S)$ on $\partial Q_{i}(s)$
satisfying $W(g(s,\tilde{y})1)=1$ . To show that $l\tau_{i}^{\gamma \mathrm{u}},j,?$)$\mathit{1}$ exists, it is sufficient to show
(2.16) $\int_{Q_{i}(s)}\{\frac{a_{i’}(S)}{a_{i}(s)}\theta_{i,j,m}^{\mathrm{u}}(S)+\zeta_{nt}2/3\int\partial Q_{i1s})\omega_{\overline{\xi}}d\}cl_{\tilde{1},/}$
$= \int_{\partial Q_{i}\mathrm{t}}s)\{\frac{b_{2}^{i}(.r)}{\zeta_{m}}\theta_{i,j,m}^{\mathrm{u}}(s)+\zeta_{m^{2}}/3ia(B)\}d\omega\overline{y}$ .
From the definition of $c\iota_{i}$ , we have
$\int_{Q_{1}\cdot(s)}\frac{a_{i’(_{S)}}}{a_{i}(s)}\theta_{i,j,m}^{\mathrm{u}}(S)d\tilde{y}=a_{i}’(S)\theta_{i,j,m}^{\mathrm{u}}(.\backslash ^{\backslash })$
From (2.14), we have
$\int_{\partial Q_{i}(s)}\frac{b_{2}^{i}(x)}{\zeta_{m}}\theta \mathrm{u}(i,j,ms)d\omega=\zeta_{m^{1-n}}\overline{y}\int_{\partial s_{i}}(s,\zeta m)’\cdot(b_{\sim}i(x)\theta\iota 1?,j,mS)d\sigma_{x}$
$=a_{i’}(S)\theta_{i}\mathrm{u},(j,mS)$
Clearly, we have
$\int_{Q,(s)}\dot{\mathrm{t}}m\mathrm{z}/3\int_{\partial Q,(s)}d\omega_{\overline{\xi}}d\tilde{?J}=.\int_{\partial Q_{1}(}.S)\tilde{y}\zeta^{4}moi(\mathit{8})d\omega 2/3$
Therefore, we obtain (2.16).
Since $Q_{i}(s)$ and $g(s, \cdot)$ depend on $s$ smoothly, $\mathfrak{s}\hslash_{i}’*\mathrm{u},(j,mS,\tilde{y})$ is a smooth fullction of
$(s,\tilde{y})$ . From (2.12), we remark $||W_{i,j,m}^{\mathrm{u}}||_{C}2$ is bounded independently of $\zeta_{m}$ .
For $i=1,$ $\ldots,$ $N,$ $j=1,$ $\ldots$ , $N(i)$ and $\zeta_{m}$ , we define a function $\Theta_{i,j,m}^{\mathrm{u}}$ on $D_{i,j}(\zeta_{m})$
by
$\Theta_{i,j,m}^{\mathrm{u}}(x)=\theta^{\mathrm{u}}i,j,m(y_{1})+\zeta m^{2}\mathrm{T}\pi_{i}7\mathrm{u},(j,my_{1},\tilde{y})+\zeta_{m}$ $x\in D_{i,j}1\zeta_{m})$
where $y=(y_{1},\tilde{y})$ satisfies $x=p_{i}(y_{1})+ \zeta_{m}\sum_{j=}n(1Jq_{i},jy1)l_{j}$ . Then, we have the following:
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Lemma 2.6. The $functi_{\mathit{0}}n\Theta i,j,m(\mathrm{u}X)$ is an upper $sol_{\mathrm{t}}l$tion of $\Psi_{m}$ restricted on $D_{i_{1}},.\cdot(\zeta_{m})$ ,
that is,
$\Psi_{m}(x)\leq\Theta_{i}\mathrm{u},(j,m)x$ $x\in D_{i,j}(_{\mathrm{t}m}-)$ .
Lemma 2.6. In this proof, we put $p=p_{i},$ $q_{j}=q_{i,j},$ $b_{1}=b_{1}^{i},$ $b_{2}=b_{2}^{i},$ $\Theta_{m}=\Theta_{i,j,m}^{\mathrm{u}}$ ,
$\theta_{m}=\theta_{i,j,m}^{\mathrm{u}}$ and $\mathrm{T}T^{\gamma_{m}}=W_{i,j,m}^{\mathrm{u}}$ for short. From a simple calculation, we have the
Jacobian matrix
$\frac{Dx}{Dy}=(\iota_{q_{1}+\zeta_{m}}\sum_{j=1}y_{?}n.{}^{\mathrm{t}}qj’,$ $\mathrm{t}^{\mathrm{A}}n\iota \mathrm{t}(q2,$$\ld ts,\dot{\mathrm{t}}mq_{n)}$ ,
$\frac{Dx}{Dy}.-1=$
where $q_{j}=q_{j}(y_{1}),$ $qj’=q_{j’}(y_{1}),$ $\gamma_{k}=\sum_{j=2}^{n}y_{j}q_{j’}(y_{1})\cdot {}^{\mathrm{t}}q_{k}(y\mathrm{l})$. From (2.10) and (2.15)
we obtain
$\triangle_{x}\Theta_{m}(x)+f(\Theta m(x))=\frac{d^{2}\theta_{m}}{ds^{2}}(y1)+\triangle \mathrm{I}^{i}\nu_{m}^{7}(y\overline{y}1,\tilde{y})+f(\Theta_{m}(x)\mathrm{I}+O(\zeta_{m})$
$=- \zeta_{m}=-\zeta m^{1}+f(\Theta 1/3/3m(+\mathit{0}+\mathrm{t}_{m^{2/}}\int_{0}X))4(\zeta_{m}2/3)-f(\theta_{m}(’\tau 3)J1),\mathit{0}.\tilde{\mathrm{t}}\partial Q(y1)\mathrm{a}\mathrm{s}\mathrm{C}^{+(}d\omega_{\overline{\xi}}|1\cdot)arrow\gamma\Pi$
Therefore, for small $(_{n\iota}$ we obtain
$\triangle_{x}(\Theta_{m}-\Psi_{m})(x)+h(x)(\Theta_{m}-\Psi_{n},)(x)\leq 0$ in $D_{i,j}(\zeta_{7\}}\iota)$
where $h(x)= \int_{0}^{1}f’(t\Theta m(x)+(1-t)\Psi_{m}(x))dt$ .
Let $T=\partial D_{i,j}(\zeta_{m})\backslash \overline{S_{i}(S_{i,j1}-,\zeta_{m})\cup si(S_{i},j+1,\zeta m)}$. From (2.13) and (2.15), we have
$\nu(x)\cdot \mathrm{t}\nabla_{x}(\Theta_{m}-\Psi)m\nu=(_{X)}\cdot\iota-1\frac{Dx}{Dy}\mathrm{t}(\frac{d\theta_{m}}{ds}(y_{1}),$ $0,$ $\ldots.0)’$
$+ \zeta_{m}2(I^{\text{ }}X)\cdot\frac{Dx}{Dy}\iota \mathrm{t}-1.\nabla_{\mathrm{t}s},W\overline{y})m(y_{1},\tilde{y})$
$=\zeta_{m}1+2/3ia(S)+O(\zeta m2)$
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on $x\in T$ as $\zeta_{m}arrow 0$ . In the case $1\leq j\leq N(i)-1$ , for small $\zeta_{m}$ we have
$_{m}(x)-\Psi_{m}(_{X)}\geqq 0$ $x\in\overline{S_{i}(s_{i,j}-1,\zeta m)\cup s_{i}(S_{i},j+1,\zeta_{m})}$.
In the case $j=N(i)$ , we have
$\Theta_{m}(x)-\Psi_{m}(x)\geqq 0$ $x\in\overline{S_{i}(s_{i},j-1,\zeta_{m})}$ ,
$\nu(x)\cdot \mathrm{e}_{\nabla T}(\Theta m-\Psi_{m})=\zeta m+O(_{\tilde{\mathrm{t}})}m2 x\in S_{i(l_{i}}, \zeta_{m})$ as $\tilde{\mathrm{t}}marrow 0$ .
Because of $|h(X)|\leq$ $\sup$ $|f’(\xi)|$ and (2.8), applying the strong maximum prin-
$|\xi|<M_{1}+1$
ciple we obtain Lemma 2.6. $\square$




$’ \psi’(_{S}i,j-1)=\acute{\varphi}i,j-1-x\in S_{i}(s_{i,j-1},\zeta_{n})\sup_{\mathrm{t}}|\Psi m(x)-\phi_{i,j-}1|$ ,
$\psi(S_{i,j+1})=\phi i,j+1^{-}$ $\sup$ $|\Psi_{m}(x)-\phi_{i,+\iota}j|$
$x\in S:(s_{i,j}+1,\zeta_{m})$
in the case $1\leq.j\leq N(?)-1$ ,
$\frac{d\tau\int}{ds},(s_{i,+}j1)=-\zeta_{m}$ in the case $j=N(?)$ .
We define $W_{i,j,m}^{1}(_{\mathrm{c}}\overline{\vee}.\tilde{y})$ on $Q_{i}(s)(s\in[Si,j-1, Si,.i+1])$ by the solution of
$\{$
$\triangle_{\overline{y}}W=\frac{o_{i’}(s)}{o_{i}(S)}\theta 1.(Sij,m)-\zeta_{m}2/3\int_{\partial Qi(}s)d\tilde{\xi}^{n-2}$ in $Qi(s)$
$\frac{\partial W}{\partial\tilde{\nu}}=\frac{b_{2}^{i}(X)}{\tilde{\zeta}m}\theta_{i}^{12/},(s)-\zeta mai(j,m3s)$ on $\partial Q_{i}(s)$
satisfying $W(g(s,\tilde{y})1)=1$ where $g(s, \cdot)$ : $Q_{i}(s_{i},j)arrow Q_{i}(s)$ is $C^{\prime 3}$-diffeomorphism and
we define $\Theta_{i,j,m}^{1}(x)(_{\backslash }r$. $\in D_{i,j}(\zeta_{m}))$ by
$\mathrm{o}_{i,j,m}^{1}-(_{X)(y}=\theta^{1}i,j,m1)+\zeta m7\tau/^{\gamma}i,j,m(21y1,\tilde{y})-\tilde{\mathrm{t}}’|l$ $.c\cdot \mathrm{C}-D_{i.j(_{\mathrm{t})}}‘ m$
where $y=(y_{1},\tilde{y})$ satisfies $x=p_{i}(y_{1})+ \zeta_{m}\sum_{j}^{n}=1y_{j}q_{i,j}(y_{1})$ . From an argurnent similar
to the proof of Lemnla 2.6, we have the following:
Lemma 2.7. The function $\Theta_{i,j,m}^{1}(X)$ is a lower solution of $\Psi_{m}$ restricted on $D_{i,j}(\zeta_{m})$ ,
that is,
$\Theta_{i,j,m}^{1}(_{X})\leq\Psi m(X)$ $X\in Di,j(\zeta m)$ .
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We define $\theta_{i,j,\infty}(s)(s_{i,j-1}\leq s\leq s_{i,j+1})$ by the limit of $\theta_{i\backslash }^{\iota 1}j,m$ as $n?arrow\infty$ where




$\theta_{i,j,\infty}(\overline{s}_{i,j+1})=\phi_{i,j+1}$ in the case $1\leq j\leq N(i)-1$ ,
$\frac{d\theta_{i,j,\propto}}{ds}(s_{i,j+1})=0$ in the case $j=N(i)$ .
an$\mathrm{d}\theta_{i}^{\mathrm{u}(1)},j,m$ converge to $\theta_{i,j,\mathrm{y}}\infty^{\mathrm{u}\mathrm{n}\mathrm{i}}\mathrm{f}_{0}1\backslash \mathrm{m}1$ on the interval $[.,i,j-],$ $.\backslash _{i,j+1}]$ as $77larrow\infty$ where
we put $\theta_{i,1,m}^{\mathrm{u}(1)}(S)=\theta_{i,1,m}^{\mathrm{u}1}1)(\zeta l)(0\leq s\leq(l\rangle$. Thus, $\Psi_{n}$, restricted on $D_{i,j}(\acute{\mathrm{t}}\}?\iota)$ sat,isfies
$. \sup_{x\in D..j(\zeta m)}|\Psi_{m}(x)-\theta_{i,.\prime,\infty}(S)|arrow 0$
as $?7larrow\infty$
where $s$ satisfies $S_{i}(s,\tilde{\zeta}m)\ni x$ . Moreover, we obtain $\theta_{i,j,\infty}(s)=\theta_{i,j+1,\infty}(s)(s_{i,j}<s<$
$s_{i,j+1})$ by Lemma 2.6 and Lemma 2.7. Indeed, we have
$|\theta_{i,j,\infty}(s)-\theta i,.i+1,\infty(_{S}\mathrm{I}|\leq|\theta_{i,j,\infty}(_{-}.\backslash \cdot)-\Psi n\mathfrak{j}(\backslash \iota’.)|+|\Psi\}.\}1(_{1}.\cdot’)-\theta i,j+1,\infty(s)|$
$\leq\sup_{x\in D_{i},j(\zeta_{m})}|\Psi_{m}(x\mathrm{I}-\theta_{i}.j,\infty(t)|+\llcorner\sup_{)x\in D\mathrm{i},,j+1\mathrm{t}\zeta n\mathrm{t}}|\Psi_{r\eta}(_{\backslash }l\cdot\rangle-\theta_{i},j+1.\infty(^{f})|$
$arrow 0$ $(???arrow\infty)$
where $x’\in D_{i,j}(\zeta_{m})\cap D_{i,j+1}(\mathrm{t}\sim,l?)$ satisfies.r’ $\in S_{i}(.’\urcorner,\dot{\mathrm{t}}\iota n)$ and $f$ satisfies $S_{i}(t, (_{r\mathrm{n}})\ni x$ .
We define $\psi_{i}(s)(0\leq 6\leq l_{i})$ by
$\psi_{i}(s)=\theta_{i,j,\infty}(_{S})$ $(s_{i,j-1}\leq s\leq \mathrm{L}\overline{\triangleleft}i,j+1)$ , $1\leq j\leq N(i)$ .
Then, $(\psi_{1}, \ldots, \phi_{N})$ satisfies
$\{$
$\frac{1}{a_{i}(s)}\frac{d}{ds}(Cl_{i(}S)^{\frac{d?l_{i}}{ds})}’+f(\psi_{i})=0$ $(’0<.\overline{\forall}<l_{i}, 1\leq i\leq N)$ ,
$\psi_{1}(0)-\cdots=\psi_{N}(0)$ , $\frac{d\psi_{i}}{ds},(l_{i})=0$ $(1 \leq i\leq N)$ ,
$\Psi_{m}$ restricted on $D_{i}((_{m})$ converges $\psi_{i}$ unifornlly and $\Psi_{m}$ restricted $011J(\zeta_{m})$ converges
$\psi_{i}(0)$ uniformly as $marrow\infty$ .
Lemma 2.8. $(\psi_{1}, \ldots , \psi_{N})\mathit{8}atisfieS$
$\sum_{i=1}^{N}ai(0)^{\frac{d\psi_{i})}{ds}(0)0}=$ .
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Proof of Lemma 2.8. We have
$\frac{1}{\zeta_{m}^{\mathrm{A}}}n-1\int_{\Omega(\hat{\sigma}_{m})}f(\Psi_{m}(X))dx=-\frac{1}{\zeta_{m}}n-1\int_{\Omega(\dot{\zeta}m})\triangle\Psi_{m}(x)d_{X}$
$=-‘ \frac{1}{\zeta_{m}},\lambda-1\int_{\partial\Omega \mathrm{t}_{\dot{\mathrm{t}}},\prime l}))\frac{}cf\Psi_{m}}{d\iota \text{ }(X$
$=0$ .
Letting $\uparrow n$ tend to infinity, we obtain
$\sum N\int_{0}^{l_{i}}a_{i}(s)f(\mathrm{t}/’ i(s))ds=0$ .
$i=1$
Thus, we obtain
$0=- \sum i=1N\int_{0}l_{i}\frac{d}{cl_{\mathrm{c}}\mathrm{q}}\{a_{i}(s)\frac{\psi_{i}}{d\overline{s}},(s)\}cl_{5}.=\sum_{=i\mathrm{J}}^{N}ai(0)\frac{?\acute{l}’ i}{ds}(0)$ .
$\square$
Therefore, we complete the $1$) $\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}$ of Theorem 2.1. $\square$
\S 3. INVERSE PROBLEM
In this section, we consider a certain inverse problem. We have proved a solution of
(1.1) approaches to a solution of an associated limit equation (2.5) as $\mathrm{t}^{\mathrm{b}}$ tends to zero.
In that situation, conversely, the following problem occurs $\mathrm{n}\mathrm{a}\mathrm{t}\iota \mathrm{u}\cdot \mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$:
When a solution of (2.5) is given, can we prove the existence of a solution of (1.1)
which approaches it?
We have a positive allswer. We can prove that (1.1) OI1 a simple network-shaped
domain has a $\mathrm{s}\mathrm{o}11\iota \mathrm{t}\mathrm{i}_{0}\mathrm{n}$ which a,pproaches a solution of (2.5) when the solution of (2.5)
satisfies a certain condition, that is, we have the following:
THEOREM 3.1. Suppose that there exists a solution $\psi=$ $(\psi_{1}, .. -, \psi_{n})$ of (2.5) such that
the linearized equation
(3.1) $\{$
$\frac{1}{a_{i}(s)}\frac{d}{ds}(a_{i}(_{S})\frac{d\phi_{i}}{d.- \mathrm{e}})+f’(\psi_{i}(S))\phi_{i}=0$ $(0<s<f_{i})$ , $1\leqq i\leqq N$,
$\phi_{1}(0)=\cdots=\phi_{n}(0)$ , $\sum_{i=1}^{N}a_{i()\phi}0i’(0)=0$ ,
$\frac{d\phi_{i}}{ds}(l_{i})=0$ , $1\leqq i\leqq N$
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has no solution except $t,he$ trivial solution $(\phi 1, \ldots, \phi_{n})=(0, \ldots , 0)$ , namely,, we $s\tau\iota ppo. e$.
the eigenvalue problem of the linearized $eq\{(,ation$ around $\eta^{j}$ ’ has no zero $eige,n\tau’ al\prime u.e$ .
Then, there exists a ‘jonstant $(_{*}>0$ such that the equation (1.1) has a solution $\Psi_{\zeta}$ for
any $\zeta\in(0, \zeta_{*}]$ and that $\{\Psi_{\zeta} : 0<\zeta<\zeta_{*}\}$ satisfies
$\{$
$\lim_{\zetaarrow 0}\sup_{x\in J(\zeta)}|\Psi\zeta(X)-\tau \mathit{1}’ i(0)|=0$ for $1\leq i\leq N$ ,
$\lim$ $\sup$ $|\Psi_{\zeta}(X)-\psi i(s)|=^{0}$ for $1\leq i\leq N$
$\zeta-0_{x\in D}:(_{\dot{\mathrm{t}})}$
where $s\in(f\zeta, l_{i})d,efined$ by $S_{i}(.9, \mathrm{t}^{k})\ni x$ .
PROOF or $\mathrm{T}\mathrm{l}\mathrm{I}1_{\lrcorner}^{\urcorner}.\mathrm{o}\mathrm{R}\mathrm{E}\mathrm{h}\mathrm{I}3.1$ . $\mathrm{W}^{\prime^{\mathrm{v}}}\mathrm{e}$ construct an approximate solution of (1.1). Let a
solution $\psi=(\psi_{1\}\ldots, \mathrm{t}’k’ n)$ of (2.5) satisfy the assumption of Theorenl 3.1. We define a
Lipschitz continuous function $\Psi_{\zeta}^{(0)}$ as
$\Psi_{\zeta}^{(0)}(_{X})=\{$
$\psi_{1}(0)$ $x\in J(\zeta)$ ,
$\psi_{i}(l_{i}(\overline{s}-(l)/(l_{i}-\zeta l))$ $x\in D_{i}(\zeta)$ $\mathrm{f}_{01}\cdot 1\leq i\leq N$
where $s\in(l\zeta, l_{i})$ satisfies $S_{i}(s, \zeta)\ni x$ .
After this, let $||\cdot||_{\zeta}$ denote a norm
$||g||_{\zeta}=x\in\Omega \mathrm{s}\iota 1\mathrm{P}\langle\zeta$
)
$|g(x)|$ of $C^{\prime 0_{(\overline{f(\zeta)})}}1$ .




for any $\zeta\in(0, \zeta’]$ , then $\Phi_{\zeta}\equiv 0$ in $\Omega(\dot{\zeta})$ .
PROOF OF LEMMA 3.2. Suppose that there exists a positive sequence $\{\zeta_{m}\}_{m=1}^{\infty}$ with
$\lim_{marrow\infty}\zeta_{m}=0$ such that the equation (3.2) at $\hat{\zeta}=\zeta_{m}$ has a Ilontrivial solution $W_{m}\not\equiv 0$
in $\Omega(\zeta_{m})$ . Let $\overline{\mathrm{f}\mathrm{t}/_{m}’}(X)=w_{m}^{f}(X)/||W_{m}||_{\zeta_{rn}}$ . Clearly, $\overline{W}_{m}$ sat,isfies (3.2) and $||\overline{W}_{1l\iota}||_{\zeta^{\mathrm{A}}}m=1$
for any $m\geqq 1$ .
From an argument similar to $\mathrm{t}_{}\mathrm{h}\mathrm{e}$ proof of Tlleorem 2.1. we $\mathrm{o}\mathrm{b}\mathrm{t}_{1\mathrm{a}}\mathrm{i}\mathrm{n}$ a $1\mathrm{J}\mathrm{o}\mathrm{n}\mathrm{t}_{\mathrm{l}\mathrm{i}\mathrm{v}}\mathrm{i}\mathrm{a}1$
solution of (3.1). This contradicts the assumption of Theorem 3.1.
Thus we complete the proof of Lemma 3.2. $\square$
For $\Phi_{\zeta}\in L^{2}(\Omega(\zeta))$ we consider the equation
(3.3) $\{$
$\triangle u+f’(\Psi^{(0}))\zeta\Phi_{\zeta}u=$ in $\Omega(\zeta)$ ,
$\frac{\partial u}{\partial\nu}=0$ on $\partial\Omega(\zeta)$ .
From Lemma 3.2, the equation (3.3) has a unique solution for $\mathrm{e}\mathrm{a}c,1_{1}\Phi_{\zeta}$ . We denote by
$A_{\zeta}\Phi_{\zeta}$ the solution of (3.3) for $\Phi_{\zeta}$ .
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LEMMA 3.3. There exist constants $M_{6}>0$ and $(”>0$ such that
$||A_{\zeta}\Phi_{\zeta}||_{\hat{\mathrm{t}}}\leqq NI_{6}||\Phi,\cdot|(|_{\hat{\iota}}$
for any $\zeta\in(0$ , (”] and $\Phi_{\zeta}\in C^{0}(\overline{\Omega(\zeta)})$ satisfying $A_{\dot{\zeta}}\Phi\in C^{2}(\Omega(())\cap C^{0}(\overline{\Omega(()})$.
PROOF OF LEMMA 3.3. We assume the contrary, that is, assume there exist a se-
quence $\{\zeta_{?n}\}_{m=1}^{\infty}$ with $\lim_{marrow\infty}(_{m}=0$ and $C^{0}$ functions $\Theta_{n\mathit{1}}$ such that $||\Theta_{m}||_{\zeta_{n1}}=1$ and
$||A_{\zeta_{m}}\Theta_{m}||_{\zeta_{m}}arrow\infty$ for $marrow\infty$ . Let
$U_{m}(x)= \frac{A_{\dot{\zeta}m}\ominus_{m}(x)}{||A_{\dot{\zeta}_{f\prime}\iota}\Theta_{m}||(_{m}}$ , $\tilde{\mathrm{O}_{m}-}(.?\cdot)=\frac{\Theta_{m}(.\iota\cdot)}{||\wedge 4_{\dot{\mathrm{t}}_{t\prime?}}\ominus|ll||\hat{\zeta}\prime\iota},\cdot$
. Then, $(U_{m},\tilde{\Theta}_{m})$ satisfies
$\{$
$\triangle U_{m}+f’(\Psi_{\zeta m}(0))U_{n},=\tilde{\Theta}_{n\iota}$ in $\Omega(\dot{\mathrm{t}}m)$ ,
$\frac{\partial U_{m}}{\partial\nu}=0$ on $\partial\Omega(\dot{\zeta}_{t?}\tau)$ ,
$||U_{m}||\zeta^{\mathrm{A}}m=1$ , $||\tilde{\ominus}_{m}||\{,\cdot marrow 0$ as $77?arrow\infty$ .
From an argument similar to the proof of $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{n}\mathrm{z}2.1$, we obtain a nontrivial $\mathrm{s}\mathrm{o}1\iota 1\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}$
of (3.1). This contradicts the $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{u}\mathrm{n}\mathrm{l}\mathrm{P}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ of Theorem 3.1. Thus we conlplGte the proof
of Lemma 3.3. $\square$
We define a sequence $\{\Psi_{\zeta}^{(p)}\}p=0\infty\subset C^{0}(\overline{\Omega(\zeta)}\mathrm{I}$ as
$\Psi_{\zeta}^{(p+1)}=A_{\zeta}(f’(\Psi_{\zeta}^{(0})\Psi_{\dot{\zeta}}p)-f)\mathrm{t}(\Psi^{\{p)})\zeta)$ $\mathrm{f}_{\subset)1}\cdot p\geqq 0$ .
Rom Schauder estimates and Theorem 4.45 of Troianiello [11], we remark $\Psi_{\zeta}^{(p)}\in$
$C^{2}(\Omega(\zeta))\cap C^{0}(\overline{\Omega(\zeta)})$ .
We take a constant $\ell$) $>0$ such $\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}_{}$
(3.4) $\delta<\min\{1,$ $(2M_{6} \sup|\xi|<M_{1}+2|f’/(\xi)|)^{-1}\}$ .
Then, we have the following:
LEMMA 3.4. There exists a positive constant $\zeta_{*}$ such that
(3.5) $||\Psi_{\zeta\zeta}(p)-\Psi^{(}0)||_{\zeta}\leq\delta$
for any $p\geqq 1$ and $\zeta\in(0, \zeta_{*}]$ .
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PROOF OF LEMMA 3.4. We prove Lemma 3.4 by the induction. From $||\Psi_{\zeta}^{()}|1|_{\zeta}\leq$
$M_{6}||f’( \Psi^{(}\zeta 0))\Psi^{()}0f\zeta-(\Psi_{\hat{\zeta}})|(0)|_{\zeta}\leq M_{6}(\sup_{|\xi|\mathit{1}}<\downarrow\prime I_{1}|f’(\xi)|M_{1}+\mathrm{s}\mathrm{u}_{1^{)}}|\xi|<M_{1}|f(\xi)|)$ , there ex-
ists a solution $?l^{(1)}’=$ $(\psi_{1}^{(1)}, \cdots , \psi_{N}^{(1)})$ of
$\{$
$\frac{1}{a_{i}(.\mathrm{s})}\frac{d}{ds}(C1_{i}(S)\frac{d\psi_{i}^{(1)}}{ds},)+f’(\psi_{i(S)})\psi_{i}\mathrm{t}1)=f’(\psi_{i}’(_{S)})_{\mathit{1}}./_{i})(S)-f(\psi_{i}(s))$
$()\mathrm{n}0<\underline{.\sigma}<l_{i}$ for $1\leqq\dot{l}\leqq \mathit{1}\mathrm{V}$ ,
$\psi_{1}((1)’(0)=\cdots=\psi N(0)1)$ , $\sum_{i=1}^{N}ai(0)\frac{d_{l}/_{i}^{\mathrm{t}1)}}{ds},’(0)=0$ ,
$\frac{d\psi_{i}^{(,1)}}{ds},(l_{i})=0$ for $1\leqq i\leqq N$
and $\Psi_{\zeta}^{(1)}\mathrm{c}o$nverges to $\psi^{(1)}$ as $\zetaarrow 0$ by an $\arg_{\mathrm{U}\mathrm{m}}\mathrm{e}11\mathrm{t}$ similar to the proof of Theorem
2.1. Thus, $\psi-\psi^{1)}’ 1=(\iota l’ 1-\psi_{1}^{\langle 1)}, \ldots, \psi_{N}-\psi_{N}^{\mathrm{t}1)}’)$ satisfies (3.1). Therefore we obtain
$\psi=\psi^{(1)}$ and $||\Psi_{\zeta}^{\mathrm{t}1}-\Psi_{\zeta}$) $(0)||_{\zeta}arrow()$ a.s $\zetaarrow 0$ .
Let $\zeta_{*}>0$ be a small constant satisfyillg
$||\Psi_{\zeta}-(1)(0)|\Psi_{\zeta}|\dot{\zeta}\leq\delta/\underline{9}$ for $(,$ $\in(0,\tilde{\mathrm{t}}*]$ .
We assume $\Psi_{\zeta}^{(p)}$ satisfies (3.5). Then, we have
$||\Psi_{\zeta}^{1+)}p\mathrm{J}-\Psi\zeta(0)||\zeta\leqq||\Psi^{\mathrm{t}_{\mathrm{A}}+},P1)-(\Psi_{\zeta}|\mathrm{t}1)|_{\zeta}+||\Psi_{\dot{\zeta}}^{\mathrm{t}1)}-\Psi_{\zeta}^{()}0||\zeta$






So, we have $||\Psi^{1p+)}-\zeta\Psi^{\mathrm{t}}\zeta 10$ ) $||_{\zeta}\leq\delta$ for $\zeta\in(0, (_{*}$ ]. $\backslash \mathrm{V}\mathrm{e}$ complete the proof of Lemma
3.4. $\square$
From Lemma 3.4, we have $||\Psi_{\zeta}^{(p}+1$ ) $-\Psi_{(}^{(p)}||_{\zeta}\leqq\underline{\eta}-1||\Psi_{\zeta^{\mathrm{A}}}^{\mathrm{t}p}$ ) $-\Psi_{\zeta}^{(p1)}-||_{\zeta}\leqq\delta^{\underline{\eta}-p}$ for
any $p\geqq 1$ . We have immediately that the sequence $\{\Psi_{\dot{\zeta}}^{(p)}\}_{p=}\infty 1$ is a Cauchy se-
quence in $C^{0}(\overline{\Omega(\zeta)})$ . We denote by $\Psi_{\zeta}$ the limit of $\Psi_{\zeta}^{\langle p)}$ as $parrow\infty$ . We obtain
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Therefore, $||\Psi_{\zeta}-\Psi_{\dot{\zeta}}^{(0}$ ) $||_{\dot{\zeta}}\leqq 2||\Psi_{\zeta}^{11)}-\Psi_{\hat{\zeta}}^{\mathrm{t}}0$ ) $||_{\zeta}arrow 0$ as ( $arrow 0$ . $\mathrm{W}^{\gamma}\mathrm{e}$ complete the proof of
Theorem 3.1. $\square$
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