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Chapter 1
Introduction
This thesis is concerned with the dynamics of nonlinear dispersive equations. A nonlinear
dispersive equation is a partial differential equation with linear dispersion and nonlinear
interaction, which describes the propagation of waves in several physics. Due to the com-
petition among dispersion and nonlinear interaction, there are several types of behavior
of solutions for nonlinear dispersive equations. In particular, there are three typical types
of behavior as follows:
• (Scattering) When dispersion is predominant over nonlinearity, the amplitude of
solutions decays as time evolves and nonlinearity can be neglected for sufficiently
large time. In particular, we say that a solution scatters if it behaves like a solution
of the linearized equation for large time.
• (Blow-up) When the contribution of nonlinearity is much larger than that of dis-
persion, the amplitude of solutions rapidly increases and some norm of solutions
divergent in finite time.
• (Soliton) When dispersion and nonlinearity balance each other, there are solutions
of which amplitude does not decay or increase. Typical examples in this case are
standing wave solutions and traveling wave solutions. In particular, spatially local-
ized standing wave solutions and traveling wave solutions are called soliton.
In this thesis, we consider three problems about dynamics for nonlinear dispersive
equations. The first one is the scattering problem for nonlinear dispersive equations
with a nonlocal dispersive term and a critical nonlinearity. The second one is the blow-
up problem for nonlinear Schrödinger equations with anisotropic fourth-order dispersion.
The third one is the blow-up problem for the quantum Zakharov system which is the
system of a fourth-order Schrödinger equation and a fourth-order wave equation. These
contents are based on the three papers [37, 38, 39].
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1.1 Long range scattering for nonlocal dispersive equa-
tions
We first consider the class of nonlinear nonlocal dispersive equation
(1.1.1) ∂tu− P (−i∂x)∂xu = −∂x(u3), t > 0, x ∈ R,
where P (−i∂x) = F−1P (ξ)F is the pseudo-differential operator, Ff = f̂ and F−1f are
the Fourier transform and the inverse Fourier transform of f , respectively, and the symbol
P (ξ) satisfying the followings:
(A.1) P (ξ) is real-valued and even.
(A.2) P (ξ) ∈ C3(R) and |∂kξP (ξ)| ≲ ξ2−k/〈ξ〉 for all ξ ≥ 0 and 0 ≤ k ≤ 2, where
〈ξ〉 =
√
1 + ξ2 and notation A ≲ B means that there exists a constant C > 0 such
that A ≤ CB.
(A.3) P ′(ξ) ≳ ξ/〈ξ〉 for all ξ ≥ 0.
(A.4) P ′′(ξ) ≥ 0 and P ′′′(ξ) ≤ 0 for all ξ ≥ 0.
Equations with this kind of operators and the quadratic nonlinearity
(1.1.2) ∂tu− P (−i∂x)∂xu = −∂x(u2)
arises in fields of physics to model several water waves. In the case P (ξ) =
√
1 + ξ2 − 1,
equation (1.1.2) reduces to Smith equation
(1.1.3) ∂tu−
√
1− ∂2x∂xu+ ∂xu = −∂x(u2),
which describes continental-shelf waves (see [56]). In the case P (ξ) = ξ coth(δξ) − δ−1















which models internal long-waves in a stratified fluid of depth δ (see [6, 33, 59]). In
[33], solitary wave solutions of (1.1.4) have been found (see also [3, 11]). In [36, 40, 49,
50, 51, 52, 55], the intermediate long-wave equation was studied in the point of view of
the inverse scattering transform. In [1, 6], global well-posedness for (1.1.3) and (1.1.4)
were proven in the Sobolev space. Furthermore, in [1], they showed that the solution
to the intermediate long-wave equation converges to a solution of the Korteweg-de Vries
equation as δ → 0 (shallow water limit) and converges to a soltion of the Benjamin-Ono
equation as δ → ∞ (deep water limit). The Cauchy problems for (1.1.3) and (1.1.4) with
nonlinearities replaced by −∂x(u3) are studied in [32], [45]. In these papers, the existence
of a unique global solution for the small initial data u0 and the asymptotic behavior
of the solution are obtained under the condition that u0 is a real-valued function and∫
R u0(x)dx = 0.
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We study the large time asymptotic behavior of solutions to (1.1.1). A global in time
solution u to (1.1.1) scatters if u converges to a free solution to the linearized equation as
time goes to infinity. It is well known that for nonlinear dispersive equations with short
range type nonlinearities, small solutions scatter. However, since the cubic nonlinearity
−∂x(u3) is long range type in one spatial dimensional case we expect that (1.1.1) has
no non-trivial scattering solution. Our goal is to give a suitable asymptotic profile u+
and show that there exists a solution u of (1.1.1) which converges to u+ as time goes to
infinity.






|∂x|ρ−1∂xu = λu2∂xu, t > 0, x ∈ R,
‖u(t)− u+(t)‖L2 → 0, as t→ ∞,
where ρ ≥ 2, |∂x|ρ−1 = F−1|ξ|ρ−1F , λ ∈ R, and u+ is the final state defined by a given
final data φ+. For ρ = 3, (1.1.5) is the modified Korteweg-de Vries equation and for
ρ = 2, (1.1.5) is the modified Benjamin–Ono equation. Hayashi–Naumkin showed the
nonexistence of the non-trivial solution which behaves like a free solution Uρ(t)φ+ as
t → ∞, where Uρ(t) = F−1eit|ξ|
ρ−1ξ/ρF . They also showed that for a given real-valued
function φ+, there exists a solution to (1.1.5) which converges to the free solution with a
logarithmic phase correction







under the condition that the Fourier transform of φ+ vanishes at the Fourier origin. To
determine the above final state u+, Hayashi–Naumkin derive the asymptotic formula for
solutions of linearized equation by using the method of stationary phase.
We consider the linearized equation
(1.1.6)
{
∂tu− iQ(−i∂x)u = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
where Q(−i∂x) = F−1Q(ξ)F and Q(ξ) = P (ξ)ξ. The solution u of (1.1.6) is given by






The above integral is an oscillatory integral with the phase Φ(ξ) = (x/t)ξ+Q(ξ). We say
that η is a stationary point of phase function Φ(ξ) if η satisfies Φ′(η) = 0. Since Q′(ξ)
is even, nonnegative and monotonous in ξ ≥ 0, there exist two stationary points ±η for
x/t < 0 and no stationary point for x/t > 0. Let we define η = η(x/t) by the positive
stationary point, that is, the positive root of the equation Q′(η) = −x/t for x/t < 0.
We extend η for all (t, x) ∈ R2 by η = −η(−x/t) for x/t > 0 and η = 0 for x/t = 0.
Applying the method of stationary phase, we obtain the large time asymptotic behavior
for solutions of (1.1.6).
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For α > 0 we define the norm ‖ · ‖Zα by
‖v̂‖Zα := ‖{ξ}−αv̂‖L∞ + ‖{ξ}−αξv̂′‖L∞ ,
where {ξ} = |ξ|/〈ξ〉.
Theorem 1.1.1. Let v be a real-valued function. Then,
U(t)v(x) = t−
1
2 Re θ(x)FEv̂(η) +R(t, x)
for all t > 0, where θ(x) is the Heaviside function defined by θ(x) = 1 for x < 0 and





, E = eit(−Q
′(η)η+Q(η)),
and R(t, x) satisfies for all t > 0,









for any 0 ≤ α < 2, 0 ≤ β < 1 and









for any 0 ≤ α < 1, 0 ≤ β < 1/2.
Now, we study the final state problem for (1.1.1)
(1.1.7)
{
∂tu− P (−i∂x)∂xu = −∂x(u3), t > 0, x ∈ R,
‖u(t)− u+(t)‖L2 → 0, as t→ +∞,
where u+ is the final state defined by the given final data φ+. We consider (1.1.7) under
the conditions that φ+ is real-valued and the Fourier transform φ̂+(ξ) vanishes at the
origin so that ‖U(t)φ+‖L∞ = O(t−
1
2 ) as t → ∞. For a real-valued function φ+ with
















for 0 ≤ j ≤ 3.
For the large time asymptotic behavior of solutions to (1.1.1), we have the following
result.
Theorem 1.1.2. Let 1/2 < α < 1. Then there exists ε > 0 with following properties. If
φ+ is a real-valued function and ‖〈ξ〉4φ̂+‖Zα ≤ ε, then there exists T > 1 such that (1.1.1)









for all t > T , where 1/3 < b < α/3 + 1/6.
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We explain how to determine the asymptotic profile u+ = u
0
+. Let w = w(t, x) be
such that ŵ(t, ξ) = φ̂+(ξ)e
iS+(t,ξ), where S+ = S+(t, ξ) is a suitable phase correction to
be determined later. Let u be a solution of (1.1.1) and put v = u−U(t)w(t). Let denote
L = ∂t − P (−i∂x)∂x. Then, by using the relation LU(t) = U(t)∂t, we have
Lv =− ∂x(u3)− U(t)∂tw = N1 +N2,(1.1.9)
where
N1 =− ∂x(u3) + ∂x((U(t)w)3),
N2 =− ∂x((U(t)w)3)− U(t)F−1∂tw.
By the standard method of contraction mapping, we can solve equation Lv = N1 + N2
with a final value condition limt→∞ v(t) = 0 in L
2 if N2 decays sufficiently fast so that it















2 Re θ(x)FE∂tŵ(η) +R2(t, x),
where R1(tx), R2(t, x) are remainder terms which decay fast. The second term in the
right hand-side of (1.1.10) is a nonresonant term, that is, its oscillating properties differ
from that of solutions of linear equation. Then, it can be treated as the remainder term
by integration by parts. We choose a phase correction S+ so that the worst term in
−∂x((U(t)w)3) can be canceled with the worst term in U(T )F−1∂tŵ, hence
∂tS
+(t, ξ) = −3
4
t−1ξ|Fφ̂+(ξ)|2.
Solving this, we obtain
S+(t, ξ) = −3
4
ξ|Fφ̂+(ξ)|2 log t.
Now, applying Theorem 1.1.1 again to U(t)ŵ, we have u0+ as the main term of the asymp-
totic formula in Theorem 1.1.1.
1.2 Blow-up for NLS with fourth-order anisotropic
dispersion
In this section, we consider the nonlinear Schrödinger equations (NLS) with fourth-order
anisotropic dispersion
(1.2.1) i∂tu−∆2yu+∆u+ |u|p−1u = 0, (t, x) ∈ [0, T )× Rd,
6
in dimension d ≥ 2 with
u(0, x) = u0(x), x ∈ Rd,(1.2.2)














∞ if 2d− k ≤ 4,
1 + 8
2d−k−4 if 2d− k > 4.
(1.2.3)
We decompose x ∈ Rd as x = (y, z), where y = (x1, ..., xk) ∈ Rk and z = (xk+1, ..., xd) ∈
Rd−k. When k = 1 and p = 3, (1.2.1) reduces to
i∂tu− ∂4x1u+∆u+ |u|
2u = 0, (t, x) ∈ [0, T )× Rd.(1.2.4)
It models the propagation of ultrashort laser pulses in a medium with anomalous time-
dispersion in the presence of fourth-order time dispersion (see [2, 18]). For example,
(1.2.4) arises in a bulk medium when d = 3, and arises in a planar waveguide geometry
when d = 2 (where t is the distance in direction of propagation, x1 is time, and x2, x3
are spatial coordinates in the transverse plane). When d = 2 equation (1.2.4) also models
the propagation in fiber arrays (see [17, 58]).
We study the blow-up problem for the Cauchy problem (1.2.1)–(1.2.2). Before we
state the main results, we give several related results. Local well-posedness and global





p−1u = 0, (t, x) ∈ [0, T )× Rd(1.2.5)
are studied by [8, 18, 23, 24, 25, 61], and ill-posedness result for (1.2.1) is obtained by
[60]. Bouchel [8] studied existence and qualitative properties of solitary-wave solutions
of (1.2.1) for k = 1. Saut–Segata [53] showed scattering results for (1.2.1) with k = 1 in
d = 2, 3. Long range scattering for (1.2.1) with k = 1 in d = 2 was also studied by [54].





is invariant under the
scaling uλ(t, y, z) = λ
4
p−1u(λ4t, λy, λ2z) for λ > 0. This implies that the critical regularity




























2 ∩ Ḣ(2,1)(k,d−k). For 1 < p < 1 +
8
(2d−k−4)+ , by the standard fixed point




u0 ∈ H(2,1)(k,d−k) and let u ∈ C([0, T );H
(2,1)
(k,d−k)) be the corresponding solution to (1.2.1) with
the maximal forward time of existence T > 0. Then u satisfies the following conservation















for all 0 ≤ t < T . Moreover, the following blow-up alternative holds: If T < +∞, then u








The condition (1.2.3) corresponds to mass-critical case sc = 0, or mass-supercritical and
energy-subcritical case 0 < sc < 1. Note that mass-critical exponent p = 1 +
8
2d−k of
(1.2.1) is higher than one of NLS (p = 1 + 4
d
) and lower than one of biharmonic NLS
(p = 1 + 8
d
).
Bouchel [8] proved the existence of blow-up solutions to (1.2.1) in the case that k = 1
and 1 + 4
d−1 ≤ p < 1 +
8
(2d−5)+ , by using the transverse virial identity. We note that this
result can be extended to the general case where k ≤ 4 and 1 + 4
d−k ≤ p < 1 +
8
(2d−k−4)+ .
In the case 1 + 8
2d−k ≤ p < 1 +
4
d−k , however, proof of existence of blow-up solutions to
(1.2.1) is still an open. In the present paper, we study the existence of blow-up solutions
to (1.2.1) in that case.
Boulenger–Lenzmann [9] proved blow-up for biharmonic NLS in radial case. The proof
is based on the localized virial identity, which was introduced by Ogawa–Tsutsumi [46] to
show blow-up for NLS with radial initial data. The blow-up results in [9] were extended by
Bonheure–Castéras–Gou–Jeanjean [7] to the strong instability of radial ground states to
biharmonic NLS. Our approach is based on the ideas in [9] and [7]. However, since equation
(1.2.1) is not radially symmetric, we cannot apply their argument directly. Instead of
radiality assumption u0(x) = u0(|x|), we impose nonisotropic one u0(y, z) = u0(|y|, |z|).
To state our results, we introduce the ground state solutions of (1.2.1) and define
some invariant sets for (1.2.1). The equation (1.2.1) has solitary-wave solutions u(t, x) =
eitωφ(x), where ω > 0 and φ ∈ H(2,1)(k,d−k) satisfies
(1.2.9) ∆2yφ−∆φ+ ωφ− |φ|p−1φ = 0, x ∈ Rd,















Let Aω be the set of the non trivial solutions to (1.2.9); namely,




and defined the set of the ground state solutions to (1.2.9) by
Gω := {φ ∈ Aω;Sω(φ) ≤ Sω(ψ), ∀ψ ∈ Aω}.




{u ∈ H(2,1)(k,d−k);Sω(u) < Sω(φω), φω ∈ Gω}.
We decompose PW into PW+ and PW− which are defined by
PW+ := {u ∈ PW ;K(u) > 0},
PW− := {u ∈ PW ;K(u) < 0},
where the virial functional K(u) is given by




Our first result for (1.2.1) is the following finite time blow-up result in the mass-
supercritical and energy-subcritical cases.
Theorem 1.2.1. Let d ≥ 4, 2 ≤ k ≤ d− 2, and suppose that 1 + 8
2d−k < p < 1 +
8
2d−k−4 .
Further, we assume that p ≤ min{1 + 8
k+2
, 1 + 8
2(d−k)+1}. If u0(x) = u0(y, z) ∈ H
(2,1)
(k,d−k) is
radially symmetric with respect to y in Rk and with respect to z in Rd−k, and u0 ∈ PW−,
then the corresponding solution u(t) ∈ C([0, T );H(2,1)(k,d−k)) to (1.2.1) blows up in finite time.
The second result for (1.2.1) is finite time or infinite time blow-up result in the mass-
critical case.
Theorem 1.2.2. Let d ≥ 4, 2 ≤ k ≤ d − 2, and suppose that p = 1 + 8
2d−k . If u0(x) =
u0(y, z) ∈ H(2,1)(k,d−k) is radially symmetric with respect to y in Rk and with respect to z in
Rd−k, and E(u0) < 0, then the corresponding solution u(t) ∈ C([0, T );H(2,1)(k,d−k)) to (1.2.1)








We give the strategies of the proof. We first recall Glassey’s argument for NLS
i∂tu+∆u+ |u|p−1u = 0, (t, x) ∈ [0, T )× Rd.(1.2.10)
















‖u‖p+1Lp+1 is the energy of NLS. By using this identity and
a contradiction, Glassey [20] showed that if 1 + 4
d
< p < 1+ 4
d−2 , u0 ∈ H
1, |x|u0 ∈ L2 and
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ENLS(u0) < 0, then the solution u(t) of (1.2.10) blows up in finite time. We note that












u0x · ∇u0 + 4d(p− 1)ENLS(u0)t
<0,
for t ≥ t1 with sufficiently large t1 > 0. Therefore, we have ‖xu(t)‖L2 ≤ C for all t ≥ 0.
This fact plays an important role in the proof.







u(y · ∇yu+ 2z · ∇zu)
)
(1.2.11)
= 2(2d− k)(p− 1)E(u0)
−((2d− k)(p− 1)− 8)(‖∆yu(t)‖2L2 + ‖∇zu(t)‖2L2)
−((2d− k)(p− 1)− 4)‖∇yu(t)‖2L2
= 4K(u(t)).
If we obtain the uniform bound of ‖xu(t)‖L2 , it follows from (1.2.11) that the solution
u(t) of (1.2.1) cannot exist globally in time. However, we cannot show that ‖xu(t)‖L2 is
uniformly bounded because of the fourth-order term in equation (1.2.1). To avoid this










where R > 0, ΦR is a sufficiently smooth function such that ∇yΦR(x) = y for |y| ≤ R,
∇zΦR(x) = 2z for |z| ≤ R and ∇ΦR(x) = 0 for |x| ≥ 2R, and R(u(t)) can be absorbed by
K(u(t)) for sufficiently largeR > 0. By the conservation of mass, we see that ‖∇ΦRu(t)‖L2
is uniformly bounded. To use (1.2.12) for the proof of Theorems 1.2.1 and 1.2.2 we need






To estimate the former quantity (respectively, the later) we apply the radial Sobolev
inequality due to Strauss [57] in Rk (respectively, in Rd−k) and the classical Gagliardo–
Nirenberg inequality in Rd−k (respectively, in Rk). Note that in [43], similar argument
was applied to the blow-up problem for NLS in nonisotropic spaces.
1.3 Blow-up for quantum Zakharov system
In this section, we consider the Cauchy problem for the quantum Zakharov system
(1.3.1)

iut + µ∆u−∆2u = nu,
α−2ntt − µ∆n+∆2n = ∆|u|2,
(t, x) ∈ [0, T )× Rd,
u(0) = u0, n(0) = n0, nt(0) = n1, x ∈ Rd,
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where µ ≥ 0 and α > 0 are constants, u : R1+d → C and n : R1+d → R. System (1.3.1)
describes the propagation of Langmuir waves in an ionized plasma (see [19, 29, 30]). The
regular solutions of (1.3.1) satisfy the conservation of mass
‖u(t)‖L2 = ‖u(0)‖L2 ,
and the conservation of energy
EQZ(u(t), n(t), nt(t)) =EQZ(u(0), n(0), nt(0)),
where the energy EQZ associated with (1.3.1) is given by

















−∆ and 〈∇〉µ =
√
µ−∆.




iut +∆u = nu,
α−2ntt −∆u = ∆|u|2,
(t, x) ∈ [0, T )× Rd,
u(0) = u0, n(0) = n0, nt(0) = n1, x ∈ Rd.
It preserves the mass ‖u(t)‖L2 and the energy EZ(u(t), n(t), nt(t)) associated with (1.3.2)
given by















Formally, as α → ∞ the system (1.3.2) reduces to the cubic NLS{
iut +∆u = −|u|2u, (t, x) ∈ [0, T )× Rd,
u(0) = u0, x ∈ Rd.




iut + µ∆u−∆2u = −u〈∇〉−2µ |u|2, (t, x) ∈ [0, T )× Rd,
u(0) = u0, x ∈ Rd.










System (1.3.1) is studied from the point of view of well-posedness and standing waves.
The local well-posedness of (1.3.1) for d = 1 was studied by Fang–Shin–Wang [16]. Chen–
Fang–Wang [12] proved the global well-posedness of (1.3.1) for d = 1. Fang–Lin–Segata
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[13] proved that when the wave speed α goes to infinity, the solution to the fourth-order
Schrödinger part of the system (1.3.1) converges to the solution to the fourth-order NLS
(1.3.3). For 1 ≤ d ≤ 3, Fang–Segata–Wu [15] studied the standing wave solutions of
(1.3.1). Fang–Nakanishi [14] proved global well-posedness and scattering for (1.3.1) in L2
for 4 ≤ d ≤ 8.
We study the existence of blow-up solutions to the quantum Zakharov system (1.3.1)
and the fourth-order NLS (1.3.3). Merle [44] proved the existence of blowing-up or
growing-up solutions to the classical Zakharov system (1.3.2) for d = 2, 3, where “growing-
up” means blowing-up in infinite time (see also [21, 22]). Guo–Nakanishi–Wang [27] ob-
tained dichotomy between the scattering and the grow-up below the ground states for
(1.3.2) in the three dimensinal radial case (see also [26] for the four dimensional case).
Boulenger–Lenzmann [9] studied blow-up problem for the biharmonic NLS
(1.3.4) iut + µ∆u−∆2u+ |u|2σu = 0, (t, x) ∈ [0, T )× Rd,
where µ ∈ R and σ > 0 are constants. When σ = 1, (1.3.4) reduces to the cubic
biharmonic NLS
(1.3.5) iut + µ∆u−∆2u+ |u|2u = 0, (t, x) ∈ [0, T )× Rd,
For µ = 0, the equation (1.3.5) is invariant under the scaling u(t, x) 7→ λ2u(λ4t, λx). From
this point of view, (1.3.5) is L2 critical if d = 4, L2 supercritical and H2 subcritical if
d = 5, 6, 7, and H2 critical if d = 8. In [9], the existence of finite time blow-up solutions
to (1.3.5) was obtained in the case where µ > 0 and 4 ≤ d ≤ 8, or µ = 0 and 5 ≤ d ≤ 8.
In the case where µ = 0 and d = 4, the existence of blowing-up or growing-up solutions
to (1.3.5) was also proved in [9].
The equation (1.3.3) and the system (1.3.1) with µ = 0 are invariant under the scaling
u(t, x) 7→ λ3u(λ4t, λx) and (u(t, x), n(t, x)) 7→ (λ3u(λ4t, λx), λ4n(λ2t, λx)). From this,
(1.3.3) and (1.3.1) is L2 critical if d = 6, L2 supercritical and H2 subcritical if d = 7, 8, 9
and H2 critical if d = 10. In this paper, we prove blow-up for (1.3.3) and prove blow-up
or grow-up for(1.3.1) under the radial assumption when 6 ≤ d ≤ 9.
We first state the grow-up result for the system (1.3.1) as follows.
Theorem 1.3.1. Let 6 ≤ d ≤ 9 and µ ≥ 0. Assume that (u0, n0, n1) ∈ H2(Rd) ×
H1(Rd)× Ḣ−1(Rd) is radial and satisfies EQZ(u0, n0, n1) < 0. Suppose that (u(t), n(t)) is
the solution to (1.3.1) with the maximal time of existence T ∈ (0,+∞]. Then, (u(t), n(t))
blows up in finite time or blows up in infinite time, that is, T <∞ or T = ∞ and
lim sup
t→∞
(‖u(t)‖H2 + ‖n(t)‖H1 + ‖nt(t)‖Ḣ−1) = ∞.
The proof of Theorem 1.3.1 is based on the localized virial argument, which was first
used by Ogawa–Tsutsumi [46] to prove the existence of blow-up solutions to NLS. For the
classical Zakharov system (1.3.2), Merle [44] used the virial identity to prove existence of
blow-up or grow-up solutions. In [27], Guo–Nakanishi–Wang derived a virial identity for
(1.3.2), which is different from Merle’s one in [44]. In our proof, we use a virial identity,
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which is similar to the one in [27] rather than the one in [44]. For the system (1.3.1), we
have the following virial identity.
∂t
[
〈iu|(x · ∇+ d/2)u〉 − 1
α2
〈|∇|−2nt|(x · ∇+ (d+ 2)/2)n〉
]
(1.3.6)
















where 〈·|·〉 is the real part of L2 inner product. For the proof, we need to construct the
spatially localized version of the above identity. The difficulty is that the virial quantity
includes |∇|−2, which does not commute with a cut-off operator. When we localize (1.3.6)












in the case µ > 0. By the Hardy inequality, we see that ρ1R(t) ≲ ‖n(t)‖2L2 and so ρ1R(t) → 0
as R → ∞ for each fixed t. However, it is not sufficient to control ρ1R(t) because we need
some uniform in time estimate for ρ1R(t) so that it can be absorbed by the main term.
To obtain the uniform estimate for ρ1R(t) we employ the idea of Guo–Nakanishi–Wang in
[27], namely, we use the evolution equation for N := n+ i(α|∇|〈∇〉)−1nt and employ the
Lp decay estimate for the linear evolution operator e−iαt|∇|⟨∇⟩µ , which was obtained by
[28].
Next we state the result for the fourth-order NLS (1.3.3) as follows.
Theorem 1.3.2. Let 6 ≤ d ≤ 9 and µ ≥ 0. Assume that u0 ∈ H2(Rd) is radial and
satisfies EQS(u0) < 0. Suppose that u(t) is the solution to (1.3.3) with the maximal time
of existence T ∈ (0,∞]. If 6 ≤ d ≤ 9 and µ > 0, or 7 ≤ d ≤ 9 and µ = 0, then u(t) blows
up in infinite time, that is, T <∞. If d = 6 and µ = 0, then u(t) blows up in finite time,




The proof of Theorem 1.3.2 is also based on the localized virial argument. To prove
blow-up results for the cubic biharmonic NLS (1.3.5), Boulenger–Lenzmann [9] used the
localized version of the following virial identity:
∂t〈iu|(x · ∇+ d/2)u〉 =2dEBS(u)− (d− 2)µ‖∇u‖2L2 − (d− 4)‖∆u‖2L2 ,(1.3.7)
where 〈·|·〉 is the real part of L2 inner product and EBS(u) is the Hamiltonian associated









In the proof of Theorem 1.3.2, we use the localized version of the following virial identity
associated with (1.3.3).
∂t〈iu|(x · ∇+ d/2)u〉 =2(d− 2)EQS(u)− (d− 4)µ‖∇u‖2L2 − (d− 6)‖∆u‖2L2(1.3.8)
− µ‖〈∇〉−2µ |u|2‖2L2 .
Note that the second and the last terms in the right hand-side of (1.3.8) are appeared
only for µ > 0. We also note that the third term in the right hand-side of (1.3.8) vanishes
in the critical case d = 6.
This thesis is organized as follows. We first fix our notations, prepare some lemmas
and introduce cut-off functions in chapter 2. In chapter 3, we prove the existence of
solutions for nonlocal dispersive equations of form (1.1.1) which behave like a modified
free solution. In chapter 4, we prove the existence of ground states and blow-up solutions
for nonlinear Schrödinger equations with fourth-order anisotropic dispersion (1.2.1). In
chapter 5, we prove the blow-up results for the quantum Zakharov system (1.3.1) and the





We give some notation to be used in this thesis.









, 1 ≤ p <∞,
ess. sup
x∈Rd
|f(x)|, p = ∞.
Let Ff and f̂ denote the Fourier transform of f defined by













For s ∈ R and 1 ≤ p ≤ ∞, we define W s,p(Rd) to be the Sobolev space by
W s,p(Rd) :=
{
f : Rd → C; ‖f‖W s,p(Rd) := ‖〈∇〉sf‖Lp(Rd) <∞
}
,
where 〈∇〉s := F−1(1 + |ξ|2) s2F . When p = 2, we denote Hs(Rd) = W s,2(Rd). We also
define the homogeneous version of the Sobolev space Ḣs(Rd) by
Ḣs(Rd) :=
{




where |∇|s := F−1|ξ|sF . Let X be a Banach space and I ⊂ R be an interval. For
1 ≤ p ≤ ∞, we denote by Lp(I,X) the Bochner space of measurable functions f : I → X









Let also denote C(I,X) to be the space of continuous functions f : I → X. We will often
use the notation X ≲ Y whenever there exists some constant C > 0 so that X ≤ CY .
Similarly we will useX ∼ Y ifX ≲ Y ≲ X. If C depends upon some additional parameter
u, we will write X ≲u Y . We write f = O(g) if there exists some constant C > 0 such
that
|f | ≤ C|g|.
2.2 Sobolev type inequalities
2.2.1 Gagliardo–Nirenberg inequality
Lemma 2.2.1 (Gagliardo–Nirenberg–Sobolev inequality). Let 1 ≤ q, r ≤ ∞ and let



















and j/m ≤ a ≤ 1 excepted when m− j − d/r is nonnegative integer, where j/m ≤ a < 1.
Lemma 2.2.2 (Gagliardo–Nirenberg inequality for Bessel potential). Let 1 < q, r < ∞,




where p = a/q + (1− a)/r and m = am0 + (1− a)m1 with 0 ≤ a ≤ 1.
Proof. See [5] and [48].
2.2.2 Hardy–Littlewood–Sobolev inequality
Lemma 2.2.3 (Hardy–Littlewood–Sobolev inequality). Let 0 < s < d. If 1 < q < p <∞
and 1/p = 1/q − s/d, then
‖|∇|−sf‖Lp(Rd) ≤C‖f‖Lq(Rd),
for any f ∈ Lq(Rd), where C = C(q, s, d) > 0 is a constant.
2.2.3 Refined Sobolev inequality
Let ψ : Rd → R be a radial smooth function supported in {|ξ| ≤ 8/5} and equal to 1
in {|ξ| ≤ 5/4}. For j ∈ Z, the Littlewood–Paley decomposition operator Pj is defined
by P̂jf(ξ) = (ψ(ξ/2
j) − ψ(ξ/2j−1))f̂(ξ). For 1 ≤ p, q ≤ ∞ and s ∈ R, we define the














where s = σ(p/q − 1) and θ = q/p.
Proof. See [4].
2.2.4 Radial Sobolev inequality
In Chapter 4 and Chapter 5, to prove blow-up results we need the following Sobolev
embedding for radially symmetric functions due to [57].
Lemma 2.2.5 (Radial Sobolev inequality). Let f ∈ H1(Rd) be radially symmetric and










where C > 0 is a constant independent of f and R.
2.3 Cut-off functions
To prove blow-up results in Chapter 4 and 5 we will use the following cut-off functions.
Let ψ : [0,∞) → R be a smooth radial function such that
ψ(r) =
{
1 for 0 ≤ r ≤ 1,
0 for r ≥ 2,
and ψ′(r) ≤ 0 for r ≥ 0.





Then, we see that ϕ′′(r) = ψ(r) + rψ′(r) ≤ ψ(r) ≤ 1 for r ≥ 0, and
ϕ(r) =
{
r2/2 for 0 ≤ r ≤ 1,
const. for r ≥ 2.













It is easy to see that 1− ψR(x) ≥ 0 for x ∈ Rd,
1− ϕ′′R(x) ≥ 0 and 1−
ϕ′R(x)
|x|
≥ 0, for x ∈ Rd,(2.3.2)
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where f ′ = ∂rf and r = |x|. Hence,











‖∇jψR‖L∞ ≲ R−j for j ≥ 0;
supp∇jψR ⊂
{
{|x| ≤ 2R} for j = 0,













x for r ≤ R,
0 for r ≥ 2R
;
‖∇jϕR‖L∞ ≲ R2−j for j ≥ 0;
supp∇jϕR ⊂
{
{|x| ≤ 2R} for j = 1, 2,
{R ≤ |x| ≤ 2R} for j ≥ 3.
18
Chapter 3
Large time asymptotic behavior for
nonlocal dispersive equations
3.1 Result for nonlocal dispersive equations
In this chapter, we study the final state problem for nonlinear nonlocal dispersive equation
(3.1.1)
{
∂tu− P (−i∂x)∂xu = −∂x(u3), t > 0, x ∈ R,
‖u(t)− u+(t)‖L2 → 0, as t→ +∞,
where P (−i∂x) = F−1P (ξ)F is the pseudo-differential operator defined by the symbol
P (ξ) satisfying the followings:
(A.1) P (ξ) is real-valued and even.




(A.3) P ′(ξ) ≳ ξ/〈ξ〉 for all ξ ≥ 0.
(A.4) P ′′(ξ) ≥ 0 and P ′′′(ξ) ≤ 0 for all ξ ≥ 0.
u+ is the final state defined by the given final data φ+. We consider (3.1.1) under the
conditions that φ+ is real-valued and the Fourier transform φ̂+(ξ) vanishes at the origin.
Let denote Q(ξ) = P (ξ)ξ. Then, Q′(ξ) is even, nonnegative and monotonous in
ξ ≥ 0. We define the stationary points η = η(x/t) by the positive root of the equation
Q′(η) = −x/t for x/t < 0. We extend η for all (t, x) ∈ R2 by η = −η(−x/t) for x/t > 0
and η = 0 for x/t = 0. For α > 0 we define the norm ‖ · ‖Zα by
‖v̂‖Zα := ‖{ξ}−αv̂‖L∞ + ‖{ξ}−αξv̂′‖L∞ ,

















for 0 ≤ j ≤ 3.
Now we state the main result in this chapter.
Theorem 3.1.1. Let 1/2 < α < 1. Then there exists ε > 0 with following properties. If
φ+ is a real-valued function and ‖〈ξ〉4φ̂+‖Zα ≤ ε, then there exists T > 1 such that (3.1.1)









for all t > T , where 1/3 < b < α/3 + 1/6.
To show Theorem 3.1.1 we introduce a modified final state w = w(t, x) such that ŵ(t)





















, Ω3 = −Q(ξ) + 3Q(ξ/3),
and Dωf(ξ) = ω−
1
2f(ω−1ξ) for ω > 0. Theorem 3.1.1 follows from the following proposi-
tion.
Proposition 3.1.1. Let 1/2 < α < 1. Then there exists ε > 0 with following properties.
If φ+ is a real-valued function and ‖〈ξ〉4φ̂+‖Zα ≤ ε, then there exists T > 1 such that
(3.1.1) has a unique solution u ∈ L∞((T,∞), H3) ∩ C([T,∞), H2) satisfying
‖u(t)− U(t)w(t)‖H3 ≲εt−b,(3.1.4)
for all t > T , where 1/3 < b < α/3 + 1/6 and ŵ is the solution of (3.1.2) with (3.1.3).
3.2 Linear estimates
In this section, we study the linearized equation
(3.2.1)
{
∂tu− iQ(−i∂x)u = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
where Q(−i∂x) = F−1Q(ξ)F . The solution u of (3.2.1) is given by






By the method of stationary phase, we derive the following asymptotic formula for solu-
tions of (3.2.1).
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Theorem 3.2.1. Let v be a real-valued function. Then,
U(t)v(x) = t−
1
2 Re θ(x)FEv̂(η) +R(t, x)
for all t > 0, where θ(x) is the Heaviside function defined by θ(x) = 1 for x < 0 and





, E = eit(−Q
′(η)η+Q(η)),
and R(t, x) satisfies for all t > 0,









for any 0 ≤ α < 2, 0 ≤ β < 1 and









for any 0 ≤ α < 1, 0 ≤ β < 1/2.
Remark 3.2.1. Since ‖v̂‖Zβ ≤ ‖v̂‖Zα for β ≤ α, letting β = α/2 in Theorem 3.2.1, then









for p = 2,∞, 0 ≤ α < 2(1− 1/p).
Remark 3.2.2. We need the additional condition α > 1/2 so that ‖R(t, ·)‖L∞ decays
faster than t−
1
2 and then ‖U(t)v‖L∞ = O(t−
1
2 ) as t→ ∞.














We first consider the case x < 0. We recall that η > 0 and Q′(η) = −x/t for x/t < 0. We



















=:I1 + I2 + I3 + I4.








S(ξ, η) = Q(ξ)−Q(η)−Q′(η)(ξ − η).
Note that S(ξ, η) ≥ 0 for all ξ ≥ 0, and
Sξ(ξ, η) = Q
′(ξ)−Q′(η), Sξξ(ξ, η) = Q′′(ξ).
We introduce a new variable





Note that z(2η, η) − η ≳ η, z(η
2
, η) − η ≲ η and Q′′(η) ∼ {η}. Then by Fresnel integral,


























We integrate by parts via the identity
eitS(ξ,η) = H1∂ξ((ξ − η)eitS(ξ,η))
with H1 = (1 + it(Q
′(ξ)−Q′(η))(ξ − η))−1 to obtain∫ 2η
η
2




















(ξ − η)eitS(ξ,η)zξξ(ξ, η)H1dξ.
By the mean value theorem,
Q′(ξ)−Q′(η) = Q′′(ζ)(ξ − η)
with ζ = (1 − a)ξ + aη foe some a ∈ (0, 1). Since ∂kξQ(ξ) ≲ ξ3−k/〈ξ〉 for all ξ ≥ 0 and
0 ≤ k ≤ 3, Q′′(ξ) ≳ {ξ} for all ξ ≥ 0, zξ(η, η) = 1 and |zξξ(ξ, η)| ≲ η−1 for η2 ≤ ξ ≤ 2η,
we have
|(1− zξ(ξ, η))∂ξH1|+ |zξξ(ξ, η)H1| ≲
η−1














1 + t{η}(ξ − η)2
dξ.(3.2.4)
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From (3.2.3), (3.2.4) and (3.2.5), we have∣∣∣∣I2 −√π2 t− 12FEv̂(η)








Let µ = t
1






































































for 0 ≤ α < 2 and for 0 ≤ β < 1. From (3.2.3), (3.2.4) and (3.2.5), we have(∫ ∞
0

































By using µ = t
1










































































































Now, we estimate I3. We integrate by parts via the identity





















(ξ − η)eixξ+itQ(ξ)((v̂(ξ)− v̂(η))∂ξH1 + v̂′(ξ)H1)dξ.
Since ∂kξQ(ξ) ≲ ξ3−k/〈ξ〉 for all ξ ≥ 0 and 0 ≤ k ≤ 3, Q′′(ξ) ≳ {ξ} for all ξ ≥ 0, we have
|(ξ − η)∂ξH1|+ |H1| ≲
1

























1 + t{η}(ξ − η)2
dξ.
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Since we have ∣∣∣∣∫ ξ
η
v̂′(y)dy
∣∣∣∣ ≲ ‖ξ1−αv̂′‖L∞ηα−1|ξ − η|,
for η
2























































































for 0 ≤ α < 1 and for 0 ≤ β < 1/2.
To estimate I1 and I4 we integrate by parts via the identity
eixξ+itQ(ξ) = H2∂ξ(ξe
ixξ+itQ(ξ))




































and for ξ ≥ 2η,
|Q′(ξ)−Q′(η)| =Q′(ξ)−Q′(η)









































From this, we get









for 0 ≤ α < 2 and for 0 ≤ β < 1. Hence,























































for 0 ≤ α < 1 and for 0 ≤ β < 1/2. Thus,














































for 0 ≤ α < 1 and for 0 ≤ β < 1/2.
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Next we consider the case x ≥ 0. Note that η ≤ 0 and Q′(η) = x/t for x/t ≥ 0. We
integrate by parts via the identity
eixξ+itQ(ξ) = H3∂ξ(ξe
ixξ+itQ(ξ))
with H3 = (1 + it(Q







For 0 ≤ ξ ≤ −2η,
|Q′(ξ) +Q′(η)| ≥ Q′(η) = P (η) + ηP ′(η) ≥ ηP ′(η),
and for ξ ≥ −2η,
|Q′(ξ) +Q′(η)| ≥ Q′(ξ) = P (ξ) + ξP ′(ξ) ≥ ξP ′(ξ).
Since ∂kξQ(ξ) ≲ |ξ|3−k/〈ξ〉 for all ξ ≥ 0 and for 0 ≤ k ≤ 3, P ′(ξ) ≳ {ξ} for all ξ ≥ 0 and

















































































































for 0 ≤ α < 1 and for 0 ≤ β < 1/2.
Therefore, from (3.2.6), (3.2.9), (3.2.12) and (3.2.14) we have∥∥∥U(t)v − t− 12 Re θ(x)FEv̂(η)∥∥∥
L∞





for 0 ≤ α < 2 and for 0 ≤ β < 1. From (3.2.8), (3.2.10), (3.2.13) and (3.2.15) we also
have ∥∥∥U(t)v − t− 12 Re θ(x)FEv̂(η)∥∥∥
L2





for 0 ≤ α < 1 and for 0 ≤ β < 1/2. These complete the proof of Theorem 3.2.1.
















= 1 and {∂x}s = F−1{ξ}sF for s ∈ R.






for any time interval I ∈ R,
‖U(t)f‖Lq1 (I,Lr1 ) ≲‖{∂x}−
1









































It is extended to (3.2.16) for 2 ≤ r ≤ ∞ by interpolation with ‖U(t)f‖L2 = ‖f‖L2 . Then,
from (3.2.16) and the abstract theory of Keel–Tao [34], we derive (3.2.17).
From Corollary 3.2.1 and Lemma 2.2.3 we have the following.






Then, for any time interval I ∈ R,
‖U(t)f‖Lq1 (I,Lr1 ) ≲‖〈∂x〉
1
























= 1 and 〈∂x〉s = F−1〈ξ〉sF for s ∈ R.
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3.3 Modified final state
In this section, we show the existence of solutions to (3.1.2) with (3.1.3). Set v(t) =
ŵ(t)e−iS
+(t,ξ), f = φ̂+ with S
+(t, xi) = −3
4



















For α, δ > 0. define
Y α,δ = {g; ‖g‖Y α,δ := ‖{ξ}−α〈ξ〉δ+1g‖L∞ <∞}.
Lemma 3.3.1. Let 1/2 ≤ α ≤ 3/2 and let δ > 0. Then there exists ε > 0 with the
following properties. If f ∈ Y α,δ with ‖f‖Y α,δ ≤ ε, then (3.3.1) has a unique solution






α‖v(t)− f‖Y α,δ ≲ ε.
Moreover, if ‖f ′‖Y α−1,4 ≤ ε, then ∂ξv ∈ C([1,∞), Y α−1,4) and
sup
t≥1
‖∂ξv(t)‖Y α−1,4 ≲ ε.(3.3.2)
Remark 3.3.1. We apply Lemma 3.3.1 with v(t) = ŵ(t)e−iS
+






α‖{ξ}−α〈ξ〉(ŵ(t)e−iS+ − φ̂+)‖L∞ ≲ ε
and
‖{ξ}1−α〈ξ〉4+1∂ξŵ(t)‖L∞ ≲ (1 + ε2 log t)ε,
for all t ≥ 1.
Proof of Lemma 3.3.1. We consider the integral equtaion
v(t) = f −
∫ ∞
t
Q(v(τ))dτ, t ≥ 1.
We introduce a metric space









Define the map M on Xϵ by












]. We sho that M maps Xϵ into itself and is
a contraction in the metric X if ε is sufficiently small. Let v ∈ Xϵ. We use the identity
eitΩ3 = B∂t(te












































































=: I1 + I2 + I3 + I4.






































Since |P ′(ξ)| ≳ {ξ} and so
|Q(ξ)− 3Q(ξ/3)| =|ξ(P (ξ)− P (ξ/3))|
≥2
3
|ξ|2|P ′(ξ/3)| ≳ {ξ}ξ2,
















+ ‖f‖Y α,δ‖f‖2Y β,δ sup
t≥1
















for 0 < α ≤ 3/2 and for 0 < β ≤ 1/2. Now we choose β = α/3 so that ‖I2‖X ≲ ε3 for
















































≲ (1 + ‖f‖2Y α,δ)‖f‖Y α,δ
(











for 0 < α ≤ 3/2 and for 0 < β ≤ 1/2. We choose β = α/3 so that ‖I3‖X +‖I4‖X ≲ ε3+ ε5
for 0 < α ≤ 3/2. Therefore, from (3.3.4), (3.3.5) and (3.3.6), we see that ‖M(v)−f‖X ≤ ε










if ε is sufficiently small. Thus, M is a contraction mapping on Xϵ. Hence, there exists a
unique fixed point of M in Xϵ.
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Now we show the estimate (3.3.2). Assume that ‖f ′‖Y α−1,4 ≤ ε and v is a solution of
(3.3.1). We introduce a new function








‖vξ(t)‖Y α−1,4 ≲‖h(t)‖Y α−1,4 + ‖f ′‖Y α−1,4 + ‖{ξ}−
1
2f‖2L∞‖f‖Y α,4(3.3.7)
≲ε+ ε3 + ‖h(t)‖Y α−1,4
for 1/2 ≤ α, where we used |∂ξΩ3| ≲ |ξ|{ξ}. Taking the derivative of the equation (3.3.3)


















































































































































∣∣∂ξ(ξ|Ff |2)∣∣ ≲ ({ξ}−1|f |2 + {ξ}−1|ξ||f ||f ′|) log t
for all t ≥ 1. Let 0 < γ < 2α/3. Then we have∥∥∥∥−34eitΩ3∂ξ(Be−iS+D3[iξF 2f 3e3iS+ ])
∥∥∥∥
Y α−1,4
≲(1 + ε2 log t)ε3t− 23α(3.3.10)
≲ε3t−γ,














≲ε3t−γ + ε2t−γ sup
τ≥1
τ γ‖h(τ)‖Y α−1,4 ,
for all t ≥ 1. For the integral of Q2(v), we integrate by parts again via the identity
eitΩ3 = B∂t(te










for all t ≥ 1. Therefore, from (3.3.10), (3.3.11) and (3.3.12), we have
‖h(t)‖Y α−1,4 ≲ε3t−γ + ε2t−γ sup
τ≥1
τ γ‖h(τ)‖Y α−1,4
for all t ≥ 1. Hence, we obtain
sup
t≥1
tγ‖h(t)‖Y α−1,4 ≲ ε
if ε is sufficiently small. From (3.3.7) we have ‖vξ(t)‖Y α−1,4 ≲ ε for all t ≥ 1. This
completes the proof of Lemma 3.3.1.
3.4 Proof of modified scattering
In this section, we complete the proof of Theorem 3.1.1. To do this, we first prove
Proposition 3.1.1.
Proof of Proposition 3.1.1. Applying Lemma 3.3.1 to f = φ̂+ and letting ŵ(t) =
v(t)eiS
+(t) with S+(t, ξ) = −3
4
ξ|Fφ̂+|2 log t, we have a solution ŵ of (3.1.2) and (3.1.3) if
‖〈ξ〉4φ̂+‖Zα ≤ ε with sufficiently small ε. Moreover, ŵ satisfies
‖〈ξ〉4ŵ(t)‖Zα ≲ε(1 + ε2 log t)
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for all t ≥ 1, where 1/2 < α < 1. Set v = u − U(t)w. Since LU(t) = U(t)∂t for





N1 = −3u2∂xv − 3(u2 − (U(t)w)2)U(t)∂xw(3.4.2)
and
N2 = −3(U(t)w)2U(t)∂xw − U(t)F−1∂tŵ.(3.4.3)
By the direct calculation, we find that
∂3xN2 =− 36(U(t)∂xw)2U(t)∂2xw − 18U(t)w(U(t)∂2xw)2(3.4.4)
− 24U(t)wU(t)∂xwU(t)∂3xw − 3(U(t)w)2U(t)∂4xw − U(t)F−1(iξ)3∂tŵ.
















































































2 Re θ(x)(iη)4F 3E3ŵ3(η) +R6,
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2 Re θ(x)(iη)j+1F 3E3ŵ3(η) +Rj8,








for all t ≥ 1 and for 1/2 < α < 1. Therefore, from (3.4.3), (3.4.4) and (3.1.2) we have
N2 =− 3R2 −R07 −R08,











for all t ≥ 1 and for 1/2 < α < 1.
Let T > 1 and ρ > 0. We define metric space






‖ϕ(t)‖H3 + ‖ϕ‖L6([t,∞),W 1,∞)
)
.
We consider the linearized version of the equation (3.4.1)
Lv = −3ũ2∂xv − 3(ũ2 − (U(t)w)2)U(t)∂xw +N2,(3.4.6)
where ũ = ṽ +U(t)w and ṽ ∈ Y . Let v be the solution to (3.4.6) with the final condition
limt→∞ v(t) = 0 in L
2. From (3.4.6),
Lv =− 3(ṽ2 + 2ṽU(t)w + (U(t)w)2)∂xv − 3ṽ(ṽ + 2U(t)w)U(t)∂xw +N2.
35














≲ ‖ṽ‖W 1,∞‖ṽ‖H3‖v‖W 1,∞‖v‖H3 + ‖ṽ‖L∞‖∂2xṽ‖L4‖∂2xv‖L4‖∂3xv‖L2
+‖ṽ‖2W 1,∞‖v‖2H3

















≲ ‖ṽ‖H3‖U(t)w‖W 2,∞‖v‖W 1,∞‖v‖H3
+‖∂2xṽ‖L4‖U(t)w‖L∞‖∂2xv‖L4‖∂3xv‖L2 + ‖ṽ‖W 1,∞‖U(t)w‖W 3,∞‖v‖2H3
























xvdx ≲ ‖ṽ‖W 1,∞‖ṽ‖H3‖U(t)w‖W 4,∞‖v‖H3 ,∫
∂3x(ṽU(t)wU(t)∂xw)∂
3
xvdx ≲ ‖U(t)w‖2W 4,∞‖ṽ‖H3‖v‖H3 .
Let 1/3 < b < α/3 + 1/6 and let denote
A = sup
t≥T















































≲ t−4b+ 23ρ2AB + t−4b+ 23ρ2A2,










≲εt− 12 + ε(1 + ε2 log t)t−α3 − 13
≲εt− 12 ,



































































































3 ερAB + t−b+
1
3 ερA2 + ε2A2
+ t−b+
1
3 ερ2A+ ε2ρA+ ε3A),
for all t ≥ T . Thus, there exists sufficiently large T > 1 so that
A ≲ ε2((ρ2 + ρ+ 1)A+ (ρ2 + ρ)B + ρ2 + ρ+ ε).(3.4.13)
On the other hand, by Corollary 3.2.2, we obtain








+ ‖(U(t)w)2∂xv + ṽU(t)wU(t)∂xw +N2‖L1([t,∞),W 76 ,2),














Hence, by the Hölder inequality and the Sobolev embedding,





≲ ‖ṽ‖W 1,∞‖ṽ‖H3‖v‖H3 + ‖ṽ‖H3‖U(t)w‖W 2,∞‖v‖H3 + ‖ṽ‖2H2‖U(t)w‖W 3,∞ ,
‖(U(t)w)2∂xv + ṽU(t)wU(t)∂xw +N2‖L1([t,∞),W 76 ,2)
≲ ‖U(t)w‖2W 2,∞‖v‖H3 + ‖ṽ‖H2‖U(t)w‖2W 3,∞ + ‖N2‖H2 .















































2 ερ2 + ε2ρ+ ε2A+ ε3),
38
for all t ≥ T , where γ = 6(1 + δ)/(5 + 7δ). Thus, we can choose T > 1 sufficiently large
so that
B ≲ε2((ρ2 + ρ+ 1)A+ ρ2 + ρ+ ε).(3.4.15)
From (3.4.13) and (3.4.15) we have
‖v‖Y ≤ ρ,
if ε > 0 is sufficiently small and T > 1 is sufficiently large. Hence, we find that Mṽ = v




‖ṽ1 − ṽ2‖Y ,
for any ṽ1, ṽ2 ∈ Y if ε > 0 is sufficiently small and T > 1 is sufficiently large. Thus,
M is a contraction mapping on Y . By Banach fixed point theorem, M has a unique
fixed point v in Y , which is a solution to (3.4.1) such that ‖v(t)‖H3 = O(t−b) as t → ∞.
Let u = v + U(t)w. Then, u is a solution to (3.1.1) satisfying the asymptotic behavior
(3.1.4).
Proof of Theorem 3.1.1. Let S+(t, ξ) = −3
4























for all t ≥ 1 and for 1/2 < α < 1. From Proposition 3.1.1 it suffices to estimate the
difference between ∂jxU(t)w(t) and u
j
+(t) in L











NLS with fourth-order anisotropic
dispersion
4.1 Results for NLS with fourth-order anisotropic
dispersion
In this chapter, we consider the nonlinear Schrödinger equations with fourth-order anisotropic
dispersion
(4.1.1) i∂tu−∆2yu+∆u+ |u|p−1u = 0, (t, x) ∈ [0, T )× Rd,
in dimension d ≥ 2 with
u(0, x) = u0(x), x ∈ Rd,(4.1.2)














∞ if 2d− k ≤ 4,
1 + 8
2d−k−4 if 2d− k > 4.
(4.1.3)
We decompose x ∈ Rd as x = (y, z), where y = (x1, ..., xk) ∈ Rk and z = (xk+1, ..., xd) ∈
Rd−k.





is invariant under the
scaling uλ(t, y, z) = λ
4
p−1u(λ4t, λy, λ2z) for λ > 0. This implies that the critical regularity





























2 ∩ Ḣ(2,1)(k,d−k). For 1 < p < 1 +
8
(2d−k−4)+ , by the standard fixed point
method, we are able to show the local well-posedness of equation (4.1.1) in H
(2,1)
(k,d−k). Let
u0 ∈ H(2,1)(k,d−k) and let u ∈ C([0, T );H
(2,1)
(k,d−k)) be the corresponding solution to (4.1.1) with
the maximal forward time of existence T > 0. Then u satisfies the following conservation















for all 0 ≤ t < T . Moreover, the following blow-up alternative holds: If T < +∞, then u








To state our results, we introduce the ground state solutions of (4.1.1) and define
some invariant sets for (4.1.1). The equation (4.1.1) has solitary-wave solutions u(t, x) =
eitωφ(x), where ω > 0 and φ ∈ H(2,1)(k,d−k) satisfies
(4.1.7) ∆2yφ−∆φ+ ωφ− |φ|p−1φ = 0, x ∈ Rd,















Let Aω be the set of the non trivial solutions to (4.1.7); namely,
Aω := {φ ∈ H(2,1)(k,d−k);φ 6= 0, S
′
ω(φ) = 0},
and defined the set of the ground state solutions to (4.1.7) by
Gω := {φ ∈ Aω;Sω(φ) ≤ Sω(ψ), ∀ψ ∈ Aω}.




{u ∈ H(2,1)(k,d−k);Sω(u) < Sω(φω), φω ∈ Gω}.
We decompose PW into PW+ and PW− which are defined by
PW+ := {u ∈ PW ;K(u) > 0},
PW− := {u ∈ PW ;K(u) < 0},
where the virial functional K(u) is given by




Our first result is the following finite time blow-up result for (4.1.1) in the mass-
supercritical and energy-subcritical cases.
41
Theorem 4.1.1. Let d ≥ 4, 2 ≤ k ≤ d− 2, and suppose that 1 + 8
2d−k < p < 1 +
8
2d−k−4 .
Further, we assume that p ≤ min{1 + 8
k+2
, 1 + 8
2(d−k)+1}. If u0(x) = u0(y, z) ∈ H
(2,1)
(k,d−k) is
radially symmetric with respect to y in Rk and with respect to z in Rd−k, and u0 ∈ PW−,
then the corresponding solution u ∈ C([0, T );H(2,1)(k,d−k)) to (4.1.1) blows up in finite time.
Remark 4.1.1. If 1 + 8
2d−k < p < 1 +
8
(2d−k−4)+ , then Gω 6= ∅ for all ω > 0, and so
PW , PW+ and PW− are well-defined (see Lemma 4.2.4).
Remark 4.1.2. The extra assumption p ≤ min{1 + 8
k+2
, 1 + 8
2(d−k)+1} comes from use of
the radial Sobolev inequality and the Gagliardo–Nirenberg inequality.
The second result is finite time or infinite time blow-up result for (4.1.1) in the mass-
critical case.
Theorem 4.1.2. Let d ≥ 4, 2 ≤ k ≤ d − 2, and suppose that p = 1 + 8
2d−k . If u0(x) =
u0(y, z) ∈ H(2,1)(k,d−k) is radially symmetric with respect to y in Rk and with respect to z in
Rd−k, and E(u0) < 0, then the corresponding solution u ∈ C([0, T );H(2,1)(k,d−k)) to (4.1.1)









In this section, we prove the existence of the ground states of (4.1.7) and prove that PW ,
PW+ and PW− are invariant sets for the flow of (4.1.1).
We prepare some lemmas to solve a constrained minimization problem. The first one
is the anisotropic Sobolev inequality.
Lemma 4.2.1. Let 1 ≤ k < d. Suppose that
1 < p <
{
∞ if 2d− k ≤ 4,
1 + 8
2d−k−4 if 2d− k > 4.

















Proof. See [18, Lemma 1].
The second lemma is the refined Fatou lemma due to Brézis and Lieb [10].
Lemma 4.2.2. Let {fn} be a bounded sequence in Lr for 0 < r < ∞. If fn → f a.e. in
Rd, then
‖fn‖rLr − ‖fn − f‖rLr − ‖f‖rLr → 0.
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Proof. See [10].
We also use the following compactness lemma.
Lemma 4.2.3. Let 1 < p < ∞ and let {fn} be a bounded sequence in W 1,p with
‖fn‖W 1,p ≤ C. Suppose that µ({|fn(x)| > ε}) ≥ δ for some ε, δ > 0. Then, there exists a
sequence xn ∈ Rd such that for some constant δ0 > 0 depending only on p, C, ε, δ,
µ
(






where Bxn is the unit ball in Rd centered at xn.
Proof. See [41, Lemma 6].
Lemma 4.2.4. Let ω > 0 and suppose 1 + 8
2d−k < p < 1 +
8
(2d−k−4)+ . Then, Gω 6= ∅. In
particular, φω ∈ Gω if and only if K(φω) = 0 and
Sω(φω) = inf{Sω(u);u ∈ H(2,1)(k,d−k), u 6= 0, K(u) = 0}.
Proof. Let φω ∈ Gω, and let φλω(x) = λd−
k
2φω(λy, λ





















2(p− 1)sc + 4
‖∆yu‖2L2 +
(p− 1)sc + 1









for u ∈ H(2,1)(k,d−k), and consider the minimization problem
(4.2.2) m = inf{S̃ω(u);u ∈ H(2,1)(k,d−k), u 6= 0, K(u) ≤ 0}.
Note that S̃ω(u) > 0 for all u ∈ H(2,1)(k,d−k) with u 6= 0 since sc > 0 for p > 1 +
8
2d−k . In
particular, S̃ω(·) is equivalent to the norm ‖ · ‖H(2,1)
(k,d−k)
for each ω > 0.
We claim σ = m. Indeed, suppose K(u) < 0. Since
K(λu) =λ2(2‖∆yu‖2L2 + ‖∇yu‖2L2 + 2‖∇zu‖2L2)





for some sufficiently small λ > 0, there exists λ0 ∈ (0, 1) such that K(λ0u) = 0. Hence,
using S̃ω(u) > 0 we have
σ ≤ Sω(λ0u) = S̃ω(λ0u) = λ2S̃ω(u) < S̃ω(u).(4.2.3)
From the definition of S̃ω, S̃ω(u) = Sω(u) if K(u) = 0. Therefore, (4.2.3) yields σ = m.
Now, we solve the minimization problem (4.2.2). Since S̃ω(·) is equivalent to ‖·‖H(2,1)
(k,d−k)
for each ω > 0, there exists a minimizing sequence {un} of (4.2.2) such that {un} is
bounded in H
(2,1)




Proof of Step 1. Suppose that there exists a subsequence of {un} such that ‖un‖p+1Lp+1 → 0.
Then from K(un) ≤ 0, we have
‖∆yun‖2L2 + ‖∇un‖2L2 → 0.(4.2.4)
On the other hand, by using K(un) ≤ 0 and the anisotropic Sobolev inequality in Lemma
4.2.1, we obtain

























which contradicts (4.2.4) since p > 1 + 8
2d−k so that sc > 0. Thus, infn
‖un‖p+1Lp+1 > 0.
Step 2. There exists xn ∈ Rd such that un(· + xn) has a subsequence, which weakly
converges in H
(2,1)
(k,d−k) ∩ Lp+1 to some u0 6= 0 a.e. in Rd.
Proof of Step 2. Let inf
n
‖un‖p+1Lp+1 = α > 0. For ε > 0 we have






























|un|p+1+γ + Cϵµ({|un(x)| > ε}),
where 0 < γ < 1 + 8

















for some constants C1 and C2, choosing ε sufficiently small in (4.2.5), we obtain
µ({|un(x)| > ε}) ≥
α− εp−1C1 − εγC2
Cϵ
= δ > 0.
It follows from Lemma 4.2.3 that there exists xn ∈ Rd such that
µ(Bxn ∩ {|un(x)| >
ε
2
}) > δ0 > 0,(4.2.6)
where Bxn is the unit ball centered at xn. Let vn(x) = un(x + xn). Then {vn} is also
bounded in H
(2,1)





for 1 ≤ p ≤ 1 + 8
2d−k−4 (< ∞ when 2d− k ≤ 4). From (4.2.7), {vn} is bounded in L
p+1.
Thus, we have a subsequence, still denoted by {vn} and u0 ∈ H(2,1)(k,d−k) ∩ Lp+1 such that
vn weakly converges in H
(2,1)
(k,d−k) and in L
p+1 to u0. In particular, because of the locally
compact embedding H
(2,1)
(k,d−k) ↪→ Lp+1, we have vn → u0 a.e. in Rd. Moreover, from (4.2.6)
we have µ(B ∩ {|vn(x)| > ϵ2}) > δ0 for the unit ball B centered at 0. This implies that
u0 6= 0 a.e. in Rd because δ0 > 0 is independent of n.
Step 3. m = S̃ω(u0).
Proof of Step 3. By Lemma 4.2.2, we have
K(vn)−K(vn − u0)−K(u0) −→ 0,(4.2.8)
and
S̃ω(vn)− S̃ω(vn − u0)− S̃ω(u0) −→ 0.(4.2.9)
Suppose that K(u0) > 0. Then from the fact that K(vn) ≤ 0 and (4.2.8) we obtain that
K(vn − u0) ≥ 0 for sufficiently large n. Hence, by the definition of m, it follows that
S̃ω(vn − u0) ≥ m. Since S̃ω(vn) → m, it follows from (4.2.9) S̃ω(u0) ≤ 0. This contradicts
u0 6= 0 a.e. in Rd. Consequently, K(u0) ≤ 0. Therefore,
m ≤ S̃ω(u0) ≤ lim inf
n→∞
S̃ω(vn) = m.
We now claim that u0 attains σ = inf{Sω(u);u 6= 0, K(u) = 0}. From Step 3 and the
fact that σ = m, it suffices to prove that K(u0) = 0. Suppose that K(u0) < 0. Then, we
can choose sufficiently small λ > 0, so that
K(λu0) =λ
2(2‖∆yu0‖2L2 + ‖∇yu0‖2L2 + 2‖∇zu0‖2L2)





It follows from the continuity that there exists λ0 ∈ (0, 1) such that K(λ0u0) = 0. There-
fore, it yields a contradiction as follows.
m ≤ S̃ω(λ0u0) = λ20S̃ω(u0) < S̃ω(u0) = m.
Hence, K(u0) = 0.
Finally, we prove that u0 ∈ Gω. From Step 3 and Step 4, we see that
m = σ = inf{Sω(u);u 6= 0, K(u) = 0} = Sω(u0).
Hence, there exists λ ∈ R satisfying
S ′ω(u0) + λK
′(u0) = 0.
It remains to show that λ = 0 so that S ′ω(u0) = 0. Let w





















)λ〈K ′(u0), u0〉+ λ〈K ′(u0), y · ∇yu0〉+ 2λ〈K ′(u0), z · ∇zu0〉.
Since we have K(u0) = 0 and
〈K ′(u0), u0〉 =4‖∆yu0‖2L2 + 2‖∇yu0‖2L2 + 4‖∇zu0‖2L2
− (2d− k)(p− 1)
2
‖u0‖p+1Lp+1 ,





〈K ′(u0), z · ∇zu0〉 =− 2(d− k)‖∆yu0‖2L2 − (d− k)‖∇yu0‖2L2
− (2(d− k)− 4)‖∇zu0‖2L2 +












If λ 6= 0, then




By using K(u0) = 0, we have a contradiction as follows
0 =8‖∆yu0‖2L2 + 2‖∇yu0‖2L2 + 8‖∇zu0‖2L2
− (2d− k)(p− 1)
2
(2‖∆yu0‖2L2 + ‖∇yu0‖2L2 + 2‖∇zu0‖2L2)
=(8− (2d− k)(p− 1))(‖∆yu0‖2L2 + ‖∇zu0‖2L2) +





because p > 1 + 8
2d−k and u0 6= 0. Hence, λ = 0 and S
′
ω(u0) = 0. On the other hand, let













where uη = ηd−
k
2u(ηy, η2z). Therefore, we see that Sω(u0) ≤ Sω(u). Thus, u0 ∈ Gω.
Remark 4.2.1. The assumption p > 1 + 8
2d−k is not necessary for the existence part
Gω 6= ∅ of Lemma 4.2.4. Consider the minimization problem
(4.2.10)
{





Iω(u) := ‖∆yu‖2L2 + ‖∇u‖2L2 + ω‖u‖2L2 .
We can solve (4.2.10) by the method of concentration compactness due to Lions [42]. Let
v satisfy (4.2.10). Then, there exists a Lagrange multiplicator ξ ∈ R such that
(4.2.11) ∆2yv −∆v + ωv = ξ|v|p−1v.
We see that ξ > 0 by multiplying (4.2.11) by v. Let φω = ξ
1
p−1v. Then, it is easy to see
that φω ∈ Gω.
Lemma 4.2.5. Suppose that 1 + 8
2d−k < p < 1 +
8
(2d−k−4)+ . Let u0 ∈ PW± and let
u(t) ∈ C([0, T );H(2,1)(k,d−k)) be the corresponding solution of (4.1.1). Then, u(t) ∈ PW± for
all t ∈ [0, T ). Moreover, if u0 ∈ PW−, then there exist ω > 0 and φω ∈ Gω such that
Sω(u0) < Sω(φω) and
K(u(t)) < −(2d− k)(p− 1)
2
(Sω(φω)− Sω(u0))(4.2.12)
for all t ∈ [0, T ).
Proof. We only consider the case that u0 ∈ PW−, since for u0 ∈ PW+ the proof is
similar. Let u0 ∈ PW−. Then, there exist ω > 0 and φω ∈ Gω such that Sω(u0) < Sω(φω).
From the conservation laws M(u(t)) =M(u0) and E(u(t)) = E(u0), we have
Sω(u(t)) = E(u(t)) + ωM(u(t)) = Sω(u0) < Sω(φω)(4.2.13)
for all t ∈ [0, T ). Suppose that u(t0) /∈ PW− for t0 ∈ (0, T ); that is, K(u(t0)) ≥ 0. Then,
by the continuity, there exists t1 ∈ (0, t0] such that K(u(t1)) = 0. Hence, it follows from
Lemma 4.2.4 that
Sω(u(t1)) ≥ inf{Sω(u);u ∈ H(2,1)(k,d−k), u 6= 0, K(u) = 0} = Sω(φω).
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This contradicts (4.2.13). Thus, u(t) ∈ PW− for all t ∈ [0, T ).
Finally, we prove (4.2.12). Let u0 ∈ PW−. Then, K(u(t)) < 0 for all t ∈ [0, T ). Since





for sufficiently small λ > 0, there exists λ0 ∈ (0, 1) such that K(λ0u(t)) = 0. Hence, by
Lemma 4.2.4,
Sω(φω) ≤ Sω(λ0u(t)) = S̃ω(λ0u(t)) = λ2S̃ω(u(t)) < S̃ω(u(t)),
where S̃ω is given by (4.2.1) in the proof of Lemma 4.2.4. Therefore, by using S̃ω(u(t)) =
Sω(u(t))− 2(2d−k)(p−1)K(u(t)) and conservation laws, we obtain
K(u(t)) < −(2d− k)(p− 1)
2
(Sω(φω)− Sω(u0)),
for all t ∈ [0, T ).
Corollary 4.2.1. Let 1 + 8
2d−k < p < 1 +
8
(2d−k−4)+ . Assume that u0 ∈ PW+. Then, the
corresponding solution u ∈ C([0, T ), H(2,1)(k,d−k)) of (4.1.1) exists globally in time, that is,
T = ∞.
Proof. Lemma 4.2.5 yields that if u0 ∈ PW+, then u(t) ∈ PW+, that is, K(u(t)) > 0




≲ E(u0) for all 0 ≤ t < T . Hence, u
can be extend to globally exist.
4.3 Proof of blow-up results
In this section, we prove Theorems 4.1.1 and 4.1.2.
We first establish the localized virial identity for (4.1.1). For R > 0, let ϕR be defined by
(2.3.1). We define ΦR : Rd → R by
ΦR(x) := ϕR(y) + 2ϕR(z),(4.3.1)











y for r1 ≤ R
0 for r1 ≥ 2R
;
‖∇jyΦR‖L∞ ≲ R2−j for 0 ≤ j ≤ 6;
supp(∇jyΦR) ⊂
{
{|y| ≤ 2R} for j = 1, 2













2z for r2 ≤ R
0 for r2 ≥ 2R
;
‖∇jzΦR‖L∞ ≲ R2−j for 0 ≤ j ≤ 6;
supp(∇jzΦR) ⊂
{
{|z| ≤ 2R} for j = 1, 2
{R ≤ |z| ≤ 2R} for 3 ≤ j ≤ 6.
.
Moreover, from (2.3.2) we see that
















for x ∈ Rd. For u ∈ H(2,1)(k,d−k), we define the localized virial to be




Lemma 4.3.1. Let d ≥ 4, 2 ≤ k ≤ d− 2, and let 1 < p ≤ min{1 + 8
k
, 1 + 4
d−k}. Suppose
that u ∈ C([0, T );H(2,1)(k,d−k)) is a solution of (4.1.1) with a initial data u0 ∈ H
(2,1)
(k,d−k). If
u0(x) = u0(y, z) is radially symmetric with respect to y in Rk, and with respect to z in


























where the implicit constant in the remainder term depends only on d, k, p, ϕ and ‖u0‖L2.
Proof. We split the proof of Lemma 4.3.1 into the following three steps.

















∇ΦR · (u∇(|u|p−1u)− |u|p−1u∇u)





−2Re(u∇∆2yu−∆2yu∇u) =− ∂l∆2y|u|2 + ∂l∆y|∂ju|2 + ∂l∆y|∂iu|2
+ 2Re ∂j∆y(∂lu∂ju) + 2Re ∂i∆y(∂lu∂iu)
− 4Re ∂i(∂2jlu∂2iju)− 4Re ∂j(∂2ilu∂2iju),
2Re(u∇∆u−∆u∇u) =∂l∆|u|2 − 4Re ∂m(∂lu∂mu),
2Re(u∇(|u|p−1u)− |u|p−1u∇u) =2(p− 1)
p+ 1
∂l(|u|p+1),




































Step 2. Let f : Rd → C be a sufficiently smooth radial function and let r = |x| for x ∈ Rd.






































































Furthermore, by (4.3.2), we have the following estimates∣∣∣∣∫
Rd
(∆∆2yΦR)|u|2
∣∣∣∣ ≲‖∆∆2yΦR‖L∞‖u‖2L2 ≲ R−4‖u‖2L2 ,(4.3.6) ∣∣∣∣∫
Rd
(∆∆yΦR)|∇yu|2
∣∣∣∣ ≲‖∆∆yΦR‖L∞‖∇yu‖2L2 ≲ R−2‖∇yu‖2L2 ,∣∣∣∣∫
Rd
(∂2il∆ΦR) Re ∂lu∂iu
∣∣∣∣ ≲‖∂2il∆ΦR‖L∞‖∇yu‖2L2 ≲ R−2‖∇yu‖2L2 .
By combining (4.3.5) and (4.3.6), and by using the conservation of mass , we conclude
that





























|∇yu|2 + 2|∇zu|2 − (1− ϕ′′R(y))|∂r1u|2 − 2(1− ϕ′′R(z))|∂r2u|2.













Since by (4.3.2) and (4.3.3), we estimate∣∣∣∣−∫
Rd
(∆2ΦR)|u|2
∣∣∣∣ ≲ ‖∆2ψR‖L∞‖u‖2L2 ≲ R−2‖u‖2L2 ,
it follows from (4.3.8) that
L(2)R (u(t)) ≤ 4‖∇yu(t)‖
2
L2 + 8‖∇zu(t)‖2L2 +O(R−2).(4.3.9)
Step 3. We now estimate the nonlinear term NR(u(t)). Since ∆yϕR(y) = k for |y| ≤ R

















We estimate the second term in the right hand side. By the Gagliardo–Nirenberg inequal-
ity in Rd−k, we have for y ∈ Rk,∫
Rd−k




































if p ≤ 1 + 4


























































if 1 < p ≤ 1 + 4
d−k . On the other hand, by the Gagliardo–Nirenberg inequality in R
k, for
z ∈ Rd−k, ∫
Rk






































if p ≤ 1 + 8
k
. Applying Lemma 2.2.5, we obtain























if 1 < p ≤ 1 + 8
k



























where we use ‖k −∆yϕR(r1)‖L∞ ≲ 1 and ‖d− k −∆zϕR(r2)‖L∞ ≲ 1.
Consequently, it follows from (4.3.7), (4.3.9) and (4.3.13) that
d
dt
J(u(t)) ≤8‖∆yu(t)‖2L2 + 4‖∇yu(t)‖2L2 + 8‖∇zu(t)‖2L2
























This completes the proof of Lemma 4.3.1.
Now, we are ready to prove Theorem 4.1.1 and Theorem 4.1.2. We first prove Theorem
4.1.1.
Proof of Theorem 4.1.1. From Lemma 4.3.1, we deduce that
d
dt
J(u(t)) ≤ 4K(u(t)) +R(u(t))
for all R > 0 and t ∈ [0, T ), where R(u(t)) satisfies (4.3.14) in the proof of Lemma 4.3.1.
From Lemma 4.2.5, there exists ω > 0 and φω ∈ Gω such that Sω(u0) < Sω(φω) and




for all t ∈ [0, T ). For simplicity, we denote γ = (2d−k)(p−1)
2
, and let ε = Sω(φω) − Sω(u0).
Then, K(u(t)) < −γε for all t ∈ [0, T ). Note that γ > 4 for p > 1 + 8
2d−k .




for all t ∈ [0, T ), and if T = ∞, then there exists t1 ≥ 0 such that
J(u(t)) < 0(4.3.16)
for all t ≥ t1. To prove this we consider the following two cases.








J(u(t)) ≤ −4γε+R(u(t)) ≤ −2γε,





J(u(t)) ≤ −γε− δ‖∇u(t)‖2L2 .





By using the young inequality, we have


















≲R−4 +R−2(1 + ‖∇yu(t)‖2L2)
+R−
(d−k−1)(p−1)
2 (1 + ‖∆yu(t)‖2L2 + ‖∇zu(t)‖2L2)
+R−
(k−1)(p−1)
2 (1 + ‖∆yu(t)‖2L2 + ‖∇zu(t)‖2L2)
for p ≤ min{1 + 8
k+2





=− 2γε+ 2γE(u0)− (γ − 4)‖∆yu(t)‖2L2 − (γ − 2)‖∇yu(t)‖2L2

















J(u(t)) ≤ −γε− δ‖∇u(t)‖2L2 .
Therefore, in either case we have
d
dt
J(u(t)) ≤ −γε− δ‖∇u(t)‖2L2(4.3.17)
for some sufficiently large R > 0 and for some δ > 0. This implies (4.3.15). Moreover,
integrating this on [0, t], we have
J(u(t)) ≤ J(u0)− γεt,
which yields that there exists t1 ≥ 0 and J(u(t)) < 0 for all t ≥ t1.
To argue by contradiction we suppose that T = ∞. Integrating (4.3.15) on [t1, t] with





By the Cauchy–Schwarz inequality,
|J(u(t))| ≲ ‖∇ψR‖L∞‖u(t)‖L2‖∇u(t)‖L2 ≤ C(u0)R‖∇u(t)‖L2 .





where A = C(u0, δ, R) > 0 is constant. Let define z(t) :=
∫ t
t1
|J(u(τ))|2dτ for t ≥ t1.
Then, we have z′(t) ≥ A2z(t)2. Solving this differential inequality, we obtain
J(u(t)) ≤ −Az(t) ≤ −Az(t2)
1− A2z(t2)(t− t2)
for all t > t2 with some t2 > t1. This implies that J(u(t)) → −∞ as t → t∗ for some
t2 < t∗ < +∞. Therefore, the solution u(t) cannot exist globally in time and by the
blow-up alternative, this completes the proof of Theorem 4.1.1.








Then, by the Cauchy–Schwarz inequality, we have
|J(u(t))| ≲ ‖∇ψR‖L∞‖u(t)‖L2‖∇u(t)‖L2 ≤ C(u0)BR(4.3.18)
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for all t > 0. Integrating this, we obtain
J(u(t)) ≤ J(u(0)) + 8E(u0)t.
Therefore, J(u(t)) → −∞ as t → +∞ and this contradicts (4.3.18). This completes the




5.1 Results for quantum Zakharov system
We consider the Cauchy problem for the quantum Zakharov system
(5.1.1)

iut + µ∆u−∆2u = nu,
α−2ntt − µ∆n+∆2n = ∆|u|2,
(t, x) ∈ [0, T )× Rd,
u(0) = u0, n(0) = n0, nt(0) = n1, x ∈ Rd,
where µ ≥ 0 and α > 0 are constants, u : R1+d → C and n : R1+d → R. The regular
solutions of (5.1.1) conserve ‖u(t)‖L2 and the energy associated with (5.1.1) given by

















−∆ and 〈∇〉µ =
√
µ−∆.




iut + µ∆u−∆2u = −u〈∇〉−2µ |u|2, (t, x) ∈ [0, T )× Rd,
u(0) = u0, x ∈ Rd.










We first state our main result for the quantum Zakharov system (5.1.1) as follows.
Theorem 5.1.1. Let 6 ≤ d ≤ 9 and µ ≥ 0. Assume that (u0, n0, n1) ∈ H2(Rd) ×
H1(Rd)× Ḣ−1(Rd) is radial and satisfies EQZ(u0, n0, n1) < 0. Suppose that (u(t), n(t)) is
the solution to (5.1.1) with the maximal time of existence T ∈ (0,∞]. Then, (u(t), n(t))
blows up in finite time or blows up in infinite time, that is, T <∞ or T = ∞ and
lim sup
t→∞
(‖u(t)‖H2 + ‖n(t)‖H1 + ‖nt(t)‖Ḣ−1) = ∞.
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Next we state results for the fourth-order NLS (5.1.2) as follows.
Theorem 5.1.2 (Blow-up for the fourth-order NLS). Let 6 ≤ d ≤ 9 and µ ≥ 0. Assume
that u0 ∈ H2(Rd) is radial and satisfies EQS(u0) < 0. Suppose that u(t) is the solution
to (5.1.2) with the maximal time of existence T ∈ (0,∞]. If 6 ≤ d ≤ 9 and µ > 0, or
7 ≤ d ≤ 9 and µ = 0, then u(t) blows up in infinite time, that is, T <∞.
If d = 6 and µ = 0, then u(t) blows up in finite time, or blows up in infinite time, that





In this section, we prove the local well-posedness of (5.1.1) and (5.1.2) for 6 ≤ d ≤ 9.
Denote 〈∇〉µ :=
√
µ−∆ for µ ≥ 0. Then we have 〈∇〉0 = |∇| :=
√
−∆ and 〈∇〉1 =
〈∇〉 :=
√




We transform the system (5.1.1) into the first order system in t. Let
N := n+ i(α|∇|〈∇〉µ)−1nt.
Then, (5.1.1) can be rewritten as
(5.2.1)

iut + µ∆u−∆2u = (ReN)u,
iNt − α|∇|〈∇〉µN = α|∇|〈∇〉−1µ |u|2,
(t, x) ∈ [0, T )× Rd,
u(0) = u0, N(0) = N0, x ∈ Rd,
where N0 = n0 + i(α|∇|〈∇〉µ)−1n1. We note that
‖〈∇〉µN‖2L2 = ‖〈∇〉µn‖2L2 + α−2‖nt‖2Ḣ−1 .













We recall the Strichartz estimates for the fourth-order Schrödinger equation
(5.2.3)
{
iut + µ∆u−∆2u = h(t, x), (t, x) ∈ R1+d,
u(0) = u0, x ∈ Rd.
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Following [47], we say that a pair (q, r) is Schrödinger-admissible, for short S-admissible,
if









A pair (q, r) is also called biharmonic-admissible, for short B-admissible, if









Lemma 5.2.1 (Strichartz estimates for the fourth-order Schrödinger equation [47]). Let
µ ≥ 0, and let u ∈ C([0, T ), H−4(Rd)) be a solution of (5.2.3) on an interval I = [0, T ).
For B-admissible pairs (q1, r1) and (q2, r2),







For S-admissible pairs (q1, r1) and (q2, r2), and any s ≥ 0,













A direct consequence of (5.2.5) in Lemma 5.2.1 and the Sobolev inequality is that if
d ≥ 3 and u ∈ C(I,H−4(Rd) solves (5.2.3), then for B-admissible pair (q, r),





Proposition 5.2.1 (Local well-posedness of the quantum Zakharov system for 6 ≤ d ≤ 9).
Let µ ≥ 0, 6 ≤ d ≤ 9. Let (u0, N0) ∈ H2(Rd)×H1µ(Rd). Then, there exists T > 0 and a
unique solution (u,N) of (5.2.1) satisfying
u ∈ C([0, T ), H2(Rd)) ∩ L
8
d−6 ((0, T ),W 2,
d














We show that Φ(u0,N0) := (Φ
1
u0
,Φ2N0) is a contraction mapping on
Xa :=
{










where I = [0, T ) and T, a > 0 to be chosen later. By the Strichartz estimates (5.2.4) and
(5.2.6), we have
‖(1−∆)Φ1u0(u,N)‖L∞(I,L2)∩L 8d−6 (I,L d3 )(5.2.9)


































where we used the Sobolev inequality in the last inequality. On the other hand, we obtain
‖〈∇〉µΦ2N0(u,N)‖L∞(I,L2)(5.2.10)
≲ ‖〈∇〉µN0‖L2 + ‖∇|u|2‖L1(I,L2)

















where we used the Sobolev inequality in the last inequality. Combining (5.2.9) and
(5.2.10), we have for any (u,N) ∈ Xa




8 )‖(u,N)‖2X ≤ a
if we take a = 2C(‖u0‖H2+‖〈∇〉µN0‖L2) and choose T = T (a) sufficiently small. Similarly,
we have for any (u1, N1), (u2, N2) ∈ Xa
‖Φ(u0,N0)(u1, N1)− Φ(u0,N0)(u2, N2)‖X ≤
1
2
‖(u1, N1)− (u2, N2)‖X
if T = T (a) is sufficiently small. Therefore, we find that Φ(u0,N0) is a contraction on Xa.
Hence, Banach fixed point theorem concludes Proposition 5.2.1.










for 3 ≤ d ≤ 10. Hence, replacing N by −〈∇〉µ|u|2 in (5.2.7) and (5.2.9), the similar
argument above concludes the following local well-posedness of the fourth-order NLS
(5.1.2) for 6 ≤ d ≤ 9.
Proposition 5.2.2 (Local well-posedness of fourth-order NLS for 6 ≤ d ≤ 9). Let µ ≥
0, 6 ≤ d ≤ 9. Let u0 ∈ H2(Rd). Then, there exists T > 0 and a unique solution u of
(5.1.2) satisfying
u ∈ C([0, T ), H2(Rd)) ∩ L
8




5.3 Grow-up for quantum Zakharov system
In this section we show the grow-up results for (5.1.1). We rewrite the system (5.1.1) as




where u = (u, n, nt), J and E
′
QZ denote the symplectic operator and the Fréchet derivative
of EQZ given by
J =
 −i 0 00 0 −2α2∆
0 2α2∆ 0
 , E ′QZ(u) =
 −µ∆u+∆2u+ nu(µn−∆n+ |u|2)/2
|∇|−2nt/2α2
 .
The inverse J−1 and the adjoint J∗ of J are
J−1 =
 i 0 00 0 −|∇|−2/2α2
0 |∇|−2/2α2 0
 , J∗ =
 i 0 00 0 2α2∆
0 −2α2∆ 0
 .







 =: uλ, (λ > 0),
hence we have
A =
 x · ∇+ d/2 0 00 x · ∇+ (d+ 2)/2 0




 x · ∇+ d/2 0 00 x · ∇+ (d− 2)/2 0
0 0 x · ∇+ (d− 2)/2
 .
Then, we see that J∗A∗ = AJ and so A∗J−1 = (J−1)∗A. We denote the real part of L2
inner product by 〈·|·〉. The virial identity for the quantum Zakharov system (5.1.1) is
given by
∂t〈J−1u|Au〉 =〈J−1ut|Au〉+ 〈J−1u|Aut〉 = 〈J−1ut|Au〉+ 〈ut|A∗J−1u〉(5.3.1)



























Now, we construct the spatial localization of the virial identity (5.3.1). Let ψR be a
cut-off function defined by (2.3.1), and let X be the operator of smooth truncation to
|x| < R defined by multiplication with ψR. Define the localized virial to be
VR(t) := 〈J−1u|(AX +XA)u〉.
Lemma 5.3.1. Let 5 ≤ d ≤ 10 and R > 0. Suppose that u = (u, n, nt) ∈ C([0, T );H2(Rd)×
H1(Rd)× Ḣ−1(Rd)) is radial solution of (5.1.1). Then, for all 0 ≤ t < T ,
∂tVR =∂tV∞ + µρ1R(t) +O
(





















where g = |∇|−2n, and all implicit constants depend only on d, ψ and ‖u(0)‖L2.
Proof. By using J∗A∗ = AJ , we have
∂tVR =〈J−1ut|(AX +XA)u〉+ 〈J−1u|(AX +XA)ut〉
=〈J−1ut|(AX +XA+ J∗XA∗J−1 + J∗A∗XJ−1)u〉
=〈J−1ut|(AX +XA+ J∗X(J−1)∗A+ AJXJ−1)u〉
=〈E ′QZ(u)|(AX +XA+ J∗X(J−1)∗A+ AJXJ−1)u〉








〈|∇|−2nt|(A2X +XA2 −∆X|∇|−2A2 − A2∆X|∇|−2)nt〉(5.3.5)
where Aj = x · ∇ + (d + j)/2. We estimate (5.3.3), (5.3.4) and (5.3.5) in the following
three steps.
Step 1: Estimate for (5.3.3). – Let denote Z := AX0 +XA0. Then, using Z
∗ = −Z, we
have
(5.3.3) =〈−µ∆u+∆2u+ nu|(2A0X + 2XA0)u〉(5.3.6)
=− µ〈u|[∆, Z]u〉+ 〈u|[∆2, Z]u〉+ 〈u|[n, Z]u〉
where [A,B] = AB −BA and we used
〈∆u|Zu〉 =〈u|Z∆u〉+ 〈u|[∆, Z]u〉 = 1
2
〈u|[∆, Z]u〉,
〈∆2u|Zu〉 =〈u|Z∆2u〉+ 〈u|[∆2, Z]u〉 = 1
2
〈u|[∆2, Z]u〉,









For a operator P , it follows that
∆P + P∆ =2∂jP∂j + [∂j, [∂j, P ]].(5.3.8)
By using this and (5.3.7), we have
[∆2, Z] =∆[∆, Z] + [∆, Z]∆(5.3.9)





















































+O(R−4 + µR−2 +R−2‖∇u‖2L2),
where we used (4.3.4) and the implicit constant in the last term depends on ‖u‖L2 .
Setp 2: Estimate for (5.3.4). – We first estimate the quadratic term in (5.3.4). Denote
g = |∇|−2n. Then, by using A2∆ = ∆A−2,
1
2





















〈n|[∆, Z]〉+ µ〈n|Xn〉 − 〈∆n|Xn〉.(5.3.11)























































For a operator P ,
∆2P + P∆2 =− 2∆P∆− 4∂2jkP∂2jk + 4∂j(∆P + P∆)∂j + [∂j, [∂j, [∂k, [∂k, P ]]]](5.3.17)
=− 2∆P∆+ 4∂2jkP∂2jk + 4∂j[∂k, [∂k, P ]]∂j + [∂j, [∂j, [∂k, [∂k, P ]]]].













2, Z]]]−∆[∆, Z]∆ + 2∂2jk[∆, Z]∂2jk
+ 2∂j[∂k, [∂k, [∆, Z]]]∂j +
1
2

































































































































Since ‖∇jψR‖L∞ ≲ R−j and supp∇jψR ⊂ {R ≤ |x| ≤ 2R} for j ≥ 1, we have



















We note that ∂rϕR(r) = rψR(r) and ∂
2




















|r∂2rf − ∂rf |2
}
,





















|∇n|2 + µρ1R(t) + ρ2R(t) +O(R−2‖n‖2L2),(5.3.24)
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for d ≥ 5. Hence,
ρ1R(t) ≲ ‖n‖2L2 , ρ2R(t) ≲ R−2‖n‖2L2 .(5.3.27)
Note that the above estimate for ρ1R(t) is not sufficient to prove Theorem 5.1.1. So we
shall refine the estimate for ρ1R(t) in the proof of Theorem 5.1.1.
Next, we estimate the cubic cross term in (5.3.4). We decompose −A2∆X|D|−2 and
−∆X|∇|−2A2 into
−A2∆X|∇|−2 =A2X + A2[X,∆]|∇|−2,
−∆X|∇|−2A2 =−∆XA−2|∇|−2 = −A2∆X|∇|−2 +∆(x · ∇ψR)|∇|−2




〈|u|2|(A2X +XA2 −∆X|∇|−2A2 − A2∆X|∇|−2)n〉




Since A2X +XA2 = Z + 2X and Z = 2∇ψR · ∇+ (∆ψR), we integrate by parts to get


















n|u|2(d−∆ϕR + 2(1− ψR)).
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By the radial Sobolev inequality (Lemma 2.2.5),∫
Rd








For the remainder terms in (5.3.28), substituting
[X,∆] =− 2∇ψR · ∇ −∆ψR,






















Ψ2j =− ∂j(x · ∇ψR + dψR)− (∆ψR)xj,
Ψ3 =− x · ∇∆ψR − ((d+ 2)/2)∆ψR +∆(x · ∇ψR).
Note taht
‖Ψ1jk‖L∞ ≲1, suppΨ1jk ⊂ {R ≤ |x| ≤ 2R},
‖Ψ2j‖L∞ ≲R−1, suppΨ2j ⊂ {R ≤ |x| ≤ 2R},














































where the implicit constant depends on ‖u‖L2 .




























Step 3: Estimate for (5.3.5). – By using A2∆ = ∆A−2 and A
∗















〈|∇|−2nt|(A2X +XA2 + A∗−2X +XA∗−2)nt〉
=0.
From Steps 1–3, we complete the proof of Lemma 5.3.1.
In the proof of Theorem 5.1.1, we use the Lp decay estimate for the linear evolution
operator e−iαt|∇|⟨∇⟩µ as follows.







where σ = 1/2− 1/p and C = C(p, d, α) > 0 is a constant.
The estimate (5.3.30) for µ > 0 and d ≥ 3 implies that we gain |ξ|(d−2)σ in low
frequency. This fact plays an important role in order to obtain uniform estimate of ρ1R(t),
see (5.3.35) and (5.3.37) for the details.
The proof of Lemma 5.3.2 was given by Gustafson–Nakanishi–Tsai [28] (see also [14]).
We only sketch the proof.
Proof of Lemma 5.3.2. Let φ(r) := αr〈r〉µ and 〈r〉µ :=
√
µ+ r2. Then, we have




for all r > 0. Applying the stationary phase estimates for dispersive equations [28,









for all dyadic numbers R, where χR(r) is a smooth cut-off function, which is supported
around r ∼ R and satisfies |χ(k)R (r)| ≲ R−k for all k ∈ Z. (5.3.31) yields the L∞ decay
estimate for e−iαt|∇|⟨∇⟩µ . By interpolation with the L2 bound, we have the Lp decay
estimate for any 2 ≤ p ≤ ∞.
Proof of Theorem 5.1.1. Let 6 ≤ d ≤ 9, and assume that (u0, n0, n1) ∈ H2(Rd) ×
H1(Rd) × Ḣ−1(Rd) is radially symmetric and satisfies EQZ(u0, n0, n1) < 0. Suppose
that u = (u, n, nt) is the solution of (5.1.1) with the maximal forward time of existence
T ∈ (0,∞]. For contradiction, suppose that T = ∞ and
sup
t≥0
(‖u(t)‖H2 + ‖n(t)‖H1 + ‖nt(t)‖Ḣ−1) ≤M ∈ [1,∞).(5.3.32)
Then, we first claim that
|VR(t)| ≲ RM2,(5.3.33)
















〈|∇|−2nt|(A2X +XA2 −∆X|∇|−2A2 − A2∆X|∇|−2)n〉.
For the first term in the right-hand side, we have
〈iu|(A0X +XA0)u〉 ≲ ‖∇ϕR‖L∞‖∇u‖L2‖u‖L2 ≲ R‖∇u‖L2‖u‖L2 .
For the second term, we use the decomposition
A2X +XA2 −∆X|∇|−2A2 − A2∆X|∇|−2










Using AX2 +XA2 = 2∇ · ∇ϕR −∆ϕR + 2ψR and by Lemma 2.2.3, we have
〈|∇|−2nt|(A2X +XA2)n〉 ≲‖∇ϕR‖L∞‖∇|∇|−2nt‖L2‖n‖L2




































Hence, we have |VR| ≲ RM2.
Let R > 1 to be chosen later. From Lemma 5.3.1 and the assumption (5.3.32), it
follows that
∂tVR ≤∂tV∞ + µρ1R(t) +O(R−2M2),(5.3.34)
for all t ≥ 0. Since d ≥ 6, from (5.3.1) we see that ∂tV∞ ≤ 2(d + 2)EQZ(u) < 0. We
consider only the case µ > 0 below. To obtain the uniform estimate for ρ1R(t), we evaluate
the right hand-side of (5.3.2) via the integral equation (5.2.2). Let T > 1 to be chosen
later, and let t > T . Define η := |∇|−1N(t). Then,















Let 0 < δ < 1 be fixed later. We denote η<δ := F−1ψδFη, where F and F−1 are the
Fourier transform and the inverse Fourier transform. For the high frequency part we have
‖η>δ‖L2 ≤ δ−1‖η‖Ḣ1 ≤ δ−1‖N(t)‖L2 . For the low frequency, we have
‖η0<δ‖L2(|x|∼R) ≲‖η0<δ‖Ḣ1|{|x| ∼ R}|
1












ds ≲ Tδ d2‖u(0)‖2L2 ,








































≲T− d−22 ‖u(0)‖2L2 .
It is easy to find






















+R−2‖u(0)‖4L2 + (Rδ)−2‖N(t)‖2L2 .
Similarly, define ζ := |∇|−2N(t). From the integral equation, we have















For the high frequency part we have ‖ζ>δ‖L2 ≤ δ−2‖N(t)‖L2 . For the low frequency part,
‖ζ0<δ‖L2(|x|∼R) ≲‖ζ0<δ‖Ḣ2|{|x| ∼ R}|
2


























































≲T− d−22 ‖u(0)‖2L2 .
We also find that























+R−4‖u(0)‖4L2 + (Rδ)−4‖N(t)‖2L2 .











+R−2 +R−4 + ((Rδ)−2 + (Rδ)−4)M2,
if Tδd/2−1 ≲ 1. Hence, we can first choose T so large that T−2(d−2)/dM2  −EQZ(u).
Second we can choose 0 < δ < 1 so small that ‖N(0)<δ‖2L2  −EQZ(u) and Tδd/2−1 ≲ 1.
Finally, we can take R > 1 sufficiently large so that we obtain ρ1R(t) ≤ −EQZ(u) and
O(R−2M2) ≤ −EQZ(u). Then, from (5.3.34) we have
∂tVR ≤ 2(d+ 2)EQZ(u)− 2EQZ(u) = 2(d+ 1)EQZ(u),(5.3.39)
for all t > T . Since EQZ(u) = EQZ(u0, n0, n1) < 0, (5.3.39) implies that VR → −∞ as
t→ ∞. This contradicts to (5.3.33).
This completes the proof of Theorem 5.1.1.
5.4 Blow-up for fourth-order NLS







= 〈E ′QS(u)|(x · ∇+ d/2)u〉,(5.4.1)
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where E ′QS is the Fréchet derivative of EQS given by
E ′QS(u) = −µ∆u+∆2u− u〈D〉−2µ |u|2.
Let A0 := x·∇+d/2. Since (5.1.2) can be rewritten as the Hamilton form ut = −iE ′QS(u),
we have
∂t〈iu|A0u〉 =〈iut|A0u〉+ 〈iu|(A0ut〉










=2(d− 2)E ′QS(u)− (d− 4)µ‖∇u‖2L2 − (d− 6)‖∆u‖2L2 − µ‖〈∇〉−2|u|2‖2L2 .
Let X be the operator of smooth truncation to |x| < R by multiplication with ψR given
by (2.3.1). We define the localized virial MR for the fourth-order NLS (5.1.2) by
MR(t) := 〈iu|(A0X +XA0)u〉.
Since by ∇ϕR = ψRx and ∆ϕR = r∂rψR + dψR, we find
A0X +XA0 =2ψRx · ∇+∇ψR · x+ dψR
=2∇ϕR · ∇+∆ϕR
=∇ϕR · ∇+∇ · ∇ϕR,





Lemma 5.4.1. Let 5 ≤ d ≤ 10 and R > 0. Suppose that u ∈ C([0, T );H2(Rd)) is the
radial solution of (5.1.2). Then, for all 0 ≤ t < T ,
∂tMR ≤∂tM∞ +O
(









where M∞ := 2〈iu|A0u〉, v = 〈∇〉−2µ |u|2 and the implicit constant depends only on d, ψ
and ‖u(0)‖L2.
Proof. Let R > 0 and let u ∈ C([0, T );H2(Rd)) be the radial solution of (5.1.2). We
split the proof of Lemma 5.4.1 into the following three steps.
Step 1. – Denote Z := A0X+XA0 = ∇ϕR ·∇+∇·∇ϕR. Then, since Z∗ = −Z, we have
∂tMR =∂t〈iu|Zu〉 = 〈iut|Zu〉+ 〈iu|Zut〉 = 2〈iut|Zu〉
=2〈−µ∆u+∆2u− u〈∇〉−2µ |u|2|Zu〉
=− µ〈u|[∆, Z]u〉+ 〈u|[∆2, Z]u〉 − 〈u|[〈∇〉−2µ |u|2, Z]u〉
=:L1R(u(t)) + L2R(u(t)) +NR(u(t)),
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where we used
〈∆u|Zu〉 =〈u|Z∆u〉+ 〈u|[∆, Z]u〉 = 1
2
〈u|[∆, Z]u〉,
〈∆2u|Zu〉 =〈u|Z∆2u〉+ 〈u|[∆2, Z]u〉 = 1
2
〈u|[∆2, Z]u〉,




























where we applied (4.3.4) for radial f ∈ H2(Rd) in the second equality and we used (2.3.2)
and (2.3.5) in the last inequality.






















































where we used (4.3.4) in the second equality, and used (2.3.2) and (2.3.5) in the last
inequality.
Step 3. – Finally, we estimate the nonlinear term NR(u). Let v = 〈∇〉−2µ |u|2. Then, we

























































We estimate the last line of (5.4.4). The last term is nonpositive because 1 − ∂2rϕR ≥ 0
for r ≥ 0. For the second and third term in the last line of (5.4.4), we integrate by parts
again to obtain∫
Rd
























where we used (2.3.5) in the last inequality. Since d−∆ϕR = 0 for |x| ≤ R, by the radial











NR(u) ≤− (d− 2)
∫
Rd


















|∆u|2 − (d− 2)
∫
Rd















where the implicit constant depends on d, ψ and ‖u(0)‖L2 . This completes the proof of
Lemma 5.4.1.
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Proof of Theorem 5.1.2. Let 6 ≤ d ≤ 9, and assume that u0 ∈ H2(Rd) is radial
and EQS(u0) < 0. Suppose that u ∈ C([0, T );H2(Rd)) is the solution of (5.1.2) with the
maximal forward time existence T ∈ (0,∞].
Case 1: 6 ≤ d ≤ 9 and µ > 0. – To argue by contradiction we suppose that T = ∞. Let
R > 0. From Lemma 5.4.1 we have
∂tMR ≤4(d− 2)EQS(u0)− 2(d− 4)µ‖∇u(t)‖2L2 − 2(d− 6)‖∆u(t)‖2L2(5.4.5)
− 2µ‖v(t)‖2L2 +O
(









Since by the Young inequality, we find ‖∇u‖1/2L2 ‖v‖L2 ≲ 1+‖∇u‖2L2+‖v‖2L2 , we can choose
R > 0 sufficiently large so that
∂tMR ≤2(d− 2)EQS(u0)− (d− 4)µ‖∇u(t)‖2L2 − 2(d− 6)‖∆u(t)‖2L2(5.4.6)
− µ‖v(t)‖2L2 ,
for all t ≥ 0. From (5.4.6) we see that there exists t1 ≥ 0 such that MR(t) < 0 for all
t ≥ t1. In particular, we have MR(t1) < 0. Hence, integrating (5.4.6) on [t1, t] for t ≥ t1,
we obtain




for all t ≥ t1. By the Cauchy–Schwarz inequality,
|MR(t)| ≲‖∇ϕR‖L∞‖u(t)‖L2‖∇u(t)‖L2 ≲ R‖u(t)‖L2‖∇u(t)‖L2 .(5.4.7)





with a constant C = C(µ, d, ϕ,R, u0) > 0. Let y(t) :=
∫ t
t1
|MR(s)|2ds for t ≥ t1. Then,
y(t) satisfies ẏ(t) ≥ C2y2(t). Solving this differential inequality, we obtain




for all t ≥ t2 with some t2 > t1. This implies that MR(t) → −∞ as t → t∗ for some
t2 < t∗ <∞. This contradicts to (5.4.7). Therefore, the solution u(t) cannot exist globally
in time and so by blow-up alternative, u(t) blows up in finite time.
Case 2: 7 ≤ d ≤ 9 and µ = 0. – Suppose that T = ∞. Let R > 0. Then, from Lemma
5.4.1 we have












By the Gagliardo–Nirenberg inequality, we have ‖∇u‖L2 ≲ ‖∆u‖1/2L2 ‖u‖
1/2
L2 . By Lemma
2.2.3 and by the Sobolev embedding,















for 5 ≤ d ≤ 12, and















for 3 ≤ d ≤ 10. Let χ : Rd → R be a smooth radial cut-off such that 0 ≤ χ ≤ 1, χ(r) = 1
for 1 ≤ r ≤ 2 and χ(r) = 0 for r ≤ 1/2, r ≥ 4. Set χR(r) = χ(r/R). Then, by Lemma















































From (5.4.8), (5.4.9), (5.4.10) and (5.4.11) we can choose R > 0 so large that
∂tMR ≤2(d− 2)EQS(u0)− (d− 6)‖∆u(t)‖2L2(5.4.12)
for all t ≥ 0. From this, there exists t1 ≥ 0 such that MR(t) < 0 for all t ≥ t1. Integrating





for all t ≥ t1. By the Cauchy–Schwarz inequality and the Sobolev inequality,












with C = C(d, ψ,R, u0). By the similar argument in the Case 1 above, we see that this
integral inequality implies that MR(t) → −∞ as t → t∗ for some t∗ < ∞. Hence, u(t)
cannot exist globally in time and so blows up in finite time.
Case 3: d = 6 and µ = 0. – Suppose that
sup
t≥0
‖u(t)‖H2 ≤M ∈ [1,∞).
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Then, from Lemma 5.4.1 we have
∂tMR ≤4(d− 2)EQS(u0) +O(R−4 +R−2M2 +R−2M +R−
d−1
2 M),
where we used (5.4.9). From this, there exists large R > 0 such that
∂tMR ≤ 2(d− 2)EQS(u0)










for all t ≥ 0. This is a contradiction. Hence, we complete the proof of Theorem 5.1.2.
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