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RESUMEN
En este artículo se presenta una comparación de 
cinco métodos de normalización de datos para un 
PpWRGRGHFODVL¿FDFLyQEDVDGRHQODPiTXLQDGH
soporte vectorial (SVM), con el objetivo de de-
WHUPLQDUFXiOHVODLQÀXHQFLDGHHVWRVPpWRGRVHQ
la precisión y el esfuerzo computacional del loca-
lizador de fallas en sistemas de distribución. La 
metodología propuesta se prueba en un sistema 
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GHGLVWULEXFLyQHVWiQGDUGHQRGRVGHOD,(((
el cual se subdivide en 11 zonas, de donde se ob-
tiene una base de datos de 6442 registros de falla 
monofásica a diferentes condiciones de carga. La 
comparación de estos métodos de normalización 
muestra que el método Min-Max presentó un me-
jor rendimiento en tiempo computacional y pre-
cisión promedio del localizador de fallas, en los 
casos estudiados.
ABSTRACT
Aimed to determine the effect of data normal-
ization on the accuracy and the computational 
effort of a fault locator based on support vector 
PDFKLQHV690DFRPSDULVRQRI¿YHGLIIHUHQW
data preprocessing strategies are analyzed in this 
paper. The proposed methodology is tested on 
DQ,(((EXVWHVWIHHGHUZKLFKLVVXEGLYLGHG
in eleven zones, by using a database of 6442 
single-phase to ground faults obtained under dif-
ferent load conditions. Considering the testing 
scenarios, the comparison of the proposed pre-
processing methods shows that Min-Max meth-
od has the best performance mainly considering 
computational effort and average accuracy on 
the fault locator.
INTRODUCCIÓN
La calidad de la energía eléctrica en sistemas de 
distribución se ha convertido en un tema de am-
plia investigación, debido al interés que tienen 
los operadores de red en mejorar la continuidad 
GHOVHUYLFLRSDUDFXPSOLUFRQtQGLFHV¿MDGRVSRU
los entes regulatorios. Una de las causas que más 
afecta la continuidad del servicio, y por ende los 
índices de continuidad, son las fallas paralelas en 
el sistema. Debido a esto es necesario conocer de 
PDQHUDFRQ¿DEOH\UiSLGDGyQGHRFXUULyODLQWH-
rrupción del servicio, para la restauración de este 
en el menor tiempo posible.
Para la solución del problema de localización de 
fallas en sistemas de distribución se han desarro-
llado diversas metodologías, como las presentadas 
en Mora, Carrillo y Meléndez (2008) y en Mora-
les, Mora y Vargas (2009); estas se fundamentan 
en la estimación de la impedancia. Dichos mé-
todos estiman la distancia en falla a partir de la 
tensión y corriente en estado de falla y prefalla, y 
GHORVSDUiPHWURVTXHGH¿QHQHOPRGHORGHOVLVWH-
ma de potencia. Sin embargo, el resultado es una 
distancia que se puede cumplir para varios sitios, 
GHELGRDODFDUDFWHUtVWLFDUDGLDO\UDPL¿FDGDGHORV
sistemas de distribución, en lo que se denomina 
como la múltiple estimación de la falla (Morales, 
HWDO., 2009). Para la solución de este problema se 
proponen los métodos basados en el conocimiento 
(MBC) (Gutiérrez, Moray Pérez, 2010) (Thuka-
ram, Khinchay Vijaynarasimha, 2005).
Los MBC se fundamentan en la extracción de 
conocimiento oculto en bases de datos. General-
mente, estas bases de datos requieren un proce-
samiento que comprende diferentes tareas tales 
como: manejo de ruido, manejo de datos faltan-
tes, detección de datos anómalos, selección de 
atributos y normalización. La selección de atribu-
tos consiste en reconocer las características más 
VLJQL¿FDWLYDVHQXQDEDVHGHGDWRVSDUDORV0%&
FRQHO¿QGHPHMRUDUHOGHVHPSHxRSUHGLFWLYRGHO
FODVL¿FDGRUSDUDREWHQHUHOPi[LPRUHQGLPLHQWR
con el mínimo esfuerzo (Maldonado, 2007; Mal-
donado y Weber, 2012). Por otra parte, la norma-
lización de los datos consiste en transformar los 
valores dentro de la base de datos en un rango, 
generalmente entre cero y uno, lo cual puede me-
MRUDUODSUHFLVLyQH¿FLHQFLD\WLHPSRVFRPSXWD-
cionales de los métodos MBC (Farrús, Anguita, 
Hernando y Cerdà, 2005; Al Shalabi y Shaaban, 
2006; Sola y Sevilla, 1997).
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En este artículo se propone realizar una compa-
UDFLyQGHODLQÀXHQFLDGHYDULRVPpWRGRVGHQRU-
malización aplicados en el procesamiento de los 
datos, ante diferentes atributos de entrada, para 
determinar cuál se adecua mejor al problema de 
localización de fallas en sistemas de distribución. 
El MBC que se utilizó es la máquina de sopor-
te vectorial (SVM), el cual ha presentado alto 
desempeño en este problema, según se reporta 
en varios documentos (Gutiérrez HW DO, 2010; 
Thukaram HWDO, 2005).
Este artículo está dividido en cinco secciones. La 
siguiente sección presenta los aspectos teóricos 
básicos de las técnicas de normalización utilizadas 
\GHOPpWRGRGHFODVL¿FDFLyQ(QODVHFFLyQWUHVVH
muestra el desarrollo de la metodología propues-
ta. En la sección cuatro se discute la aplicación de 
la metodología, las pruebas y los resultados ob-
tenidos. Finalmente, la sección cinco presenta las 
conclusiones más importantes de la investigación.
ASPECTOS TEÓRICOS
Máquina de soporte vectorial (SVM)
La SVM es un MBC que se basa en los funda-
mentos de la teoría de aprendizaje estadístico de-
sarrollada por Vapnik y Chervonenkis (Moguerza 
y Muñoz, 2006), la cual, a diferencia de otras teo-
rías, tiene la ventaja de que no requieren ningún 
tipo de conjetura sobre la densidad de probabili-
dad de los datos. La arquitectura de la SVM solo 
depende de un parámetro de penalización deno-
tado como C y la función NHUQHO (incluyendo sus 
parámetros). En el caso de la función base radial 
5%)H[LVWHVRORXQSDUiPHWURȖFRPRVHSUH-
senta en la ecuación (1) (Burges, 1998).
   (1)
Donde,  y  son los atributos de entrada a los 
MBC.
Búsqueda tabú
La búsqueda tabú es una técnica metaheurística 
de optimización que se utiliza para resolver pro-
blemas de alta complejidad. Este tipo de técnicas 
proporcionan soluciones factibles con bajos cos-
tos computacionales y, aunque en algunos casos 
no alcanza el óptimo global del problema, siem-
pre presenta soluciones de gran calidad. La idea 
básica de la búsqueda tabú es la utilización ex-
plícita de un historial de búsqueda (una memoria 
de corto plazo), tanto para escapar de los óptimos 
locales como para implementar una estrategia 
de exploración y evitar la búsqueda repetida en 
la misma región (Glover y Kochenberger, 2002). 
Esta memoria de corto plazo se implementa como 
una lista tabú, donde se mantienen las soluciones 
visitadas más recientemente para excluirlas de los 
próximos movimientos. En cada iteración se elige 
la mejor solución entre las permitidas y esta se 
añade a la lista tabú.
Métodos de normalización
La normalización de los datos es necesaria para 
DGHFXDUORVD ORVSUREOHPDVGHFODVL¿FDFLyQGH-
ELGRTXHHVWRVQRHVWiQGH¿QLGRVHQODVPLVPDV
escalas numéricas y en algunos casos siguen di-
ferentes distribuciones. Las normalizaciones más 
XWLOL]DGDVSDUDORVSUREOHPDVGHFODVL¿FDFLyQVRQ
Min-Max, Z-score, 'HFLPDO6FDOLQJ0HGLDQDQG
PHGLDQDEVROXWHGHYLDWLRQy 6LJPRLGIXQFWLRQ(Fa-
rrúsHWDO, 2005; Anil, Karthik y Arun, 2005;Sne-
lick, Uludag, Mink, Indovina y Jain, 2005).
Min-Max (MM)
En este método el valor mínimo y máximo de la 
base de datos se desplaza a los valores 0 y 1, res-
pectivamente, y todos los demás datos se trans-
forman en el rango {0,1}, utilizando la ecuación 
(2) (Farrús HWDO, 2005).
      
 (2)
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Donde,  es el dato i transformado del conjunto de 
datos M;  es el dato i original del conjunto de datos 
M; PLQM es el valor mínimo del conjunto de datos M; 
PD[M es el valor máximo del conjunto de datos M.
Z-score (ZS)
Este método transforma los datos a una distribu-
ción con media 0 y desviación estándar 1. En la 
HFXDFLyQORVRSHUDGRUHVPHDQ() y VWG() deno-
tan la media aritmética y la desviación estándar, 
respectivamente (Snelick HWDO, 2005). 
      
 
Donde, SM es el conjunto de datos M; PHDQ(SM) es la 
media aritmética del conjunto de datos M; VWG(SM)
es la desviación estándar del conjunto de datos M.
Decimal-scaling (DS)
Este método normaliza los datos en un valor entre 
-1 y 1, sin incluirlos. Los datos se normalizan se-
gún la ecuación (4) (Han y Kamber, 2006).
     (4)
Donde, N es el menor número entero con el cual se 
cumple que el PD[LPR௘ ௘
Median and median absolutedeviation (MMAD) 
Este método es insensible a valores atípicos y 
puntos en colas de la distribución. Por lo tanto, un 
esquema de normalización combinando la media 
y la desviación media absoluta de los datos sería 
un método más robusto. Los datos se normalizan 
según la ecuación (5) (Anil HWDO, 2005).
      
 (5)
Donde MAD se calcula como se muestra en la 
ecuación (6).
           (6)
Función sigmoial (SF)
Esta función también se conoce como una VTXDV-
KLQJIXQFWLRQ, porque transforma los datos en un 
rango de entrada entre 0 a 1. Esta función es no li-
neal y diferenciable, y permite que las técnicas de 
FODVL¿FDFLyQWHQJDQXQPHMRUPDQHMRGHORVGDWRV
en problemas que no son linealmente separables. 
Los datos se normalizan según la ecuación (7) 
(Han y Kamber, 2006).
   (7)
Donde  se calcula como se muestra en la ecua-
ción (8).
      
 (8)
METODOLOGÍA
La metodología general utilizada para observar la 
LQÀXHQFLDGHOSURFHVDPLHQWRGHGDWRVGHHQWUDGD
en el problema de la localización de fallas en sis-
WHPDVGHGLVWULEXFLyQVHSUHVHQWDJUi¿FDPHQWHHQ
HOHVTXHPDPRVWUDGRHQOD¿JXUD
En la etapa 1 se obtienen los registros de falla del 
circuito bajo estudio y se realiza el preprocesa-
miento de los datos. En este artículo se hace énfasis 
en dicha etapa, ya que es donde se muestra la es-
trategia de normalización para cada combinación 
de atributos en el procesamiento. En la etapa 2 
se parametriza el SVM usando la técnica meta-
heurística búsqueda tabú para el ajuste óptimo del 
ORFDOL]DGRU)LQDOPHQWHHQODHWDSDVHXWLOL]DQ
los parámetros encontrados (C,J) en la etapa ante-
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rior y los datos procesados, para el entrenamiento 
y la validación del método y, así, localizar la falla.
Etapa 1
Esta etapa consiste en extraer y preparar la base 
de datos para el MBC y sigue varios pasos, los 
cuales se describen a continuación.
Adquisición de datos
Los datos utilizados para el entrenamiento se ob-
tienen de la simulación del sistema de distribu-
ción analizado, a partir de un proceso conjunto 
de la herramienta de simulación $OWHUQDWLYH7UDQ-
VLHQWV 3URJUDP (ATP) y el software MATLAB. 
Esta herramienta permite la simulación automáti-
ca de condiciones de falla monofásica, bifásica y 
trifásica, con diferentes valores de resistencia de 
falla (Pérez, Mora y Pérez, 2010).
=RQLƂFDFLµQGHODUHGGHGLVWULEXFLµQ
/RV PpWRGRV GH FODVL¿FDFLyQ UHTXLHUHQ TXH D
cada uno de los datos de entrenamiento se le 
asigne una clase, con la cual se realizará la cla-
VL¿FDFLyQGH XQQXHYRGDWR(VWD FODVH FRUUHV-
ponde a una zona del sistema de distribución 
bajo análisis. Una zona no debe tener más de un 
lateral del circuito, para eliminar el problema 
de múltiple estimación (Gutiérrez HWDO, 2010). 
$GHPiV HV SRVLEOH SURSRQHU XQD ]RQL¿FDFLyQ
con zonas grandes, si así lo requiere el opera-
dor de red, aunque también es posible reducir su 
tamaño y así dar importancia a aquellas zonas 
donde la probabilidad de ocurrencia de fallos sea 
mayor, o donde sea necesario restaurar el servi-
cio de forma más rápida.
Procesamiento de los datos de entrada
El procesamiento de datos es un paso muy impor-
WDQWHSDUDORVSUREOHPDVGHFODVL¿FDFLyQGHELGR
a que este proceso incluye extracción de carac-
terísticas, depuración, normalización y selección 
de los datos, lo cual ayuda a mejorar la predicción 
de los MBC con menores esfuerzos computacio-
nales. Si los datos no son procesados pueden ser 
inconsistentes, o contener información errónea e 
irrelevante para los MBC, lo cual puede produ-
cir menor precisión en los resultados (Kotsiantis, 
Kanellopoulosy Pintelas, 2006).
Figura 1. ,ZX\LTHNLULYHSKLSTt[VKVKLJSHZPÄJHJP}U
Fuente: elaboración propia.
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El primer paso del procesamiento de los datos de 
falla está asociado con la extracción de informa-
FLyQVLJQL¿FDWLYDGHQRPLQDGDDWULEXWRV(QHVWH
artículo, los atributos utilizados corresponden 
a la variación en magnitud de la tensión (G9) y 
de la corriente (G,), y la variación angular de la 
tensión (Gș9) y de la corriente de fase (Gș,). Para 
cada atributo se consideran medidas de fase y 
de línea.
Se analizan solo las combinaciones que contienen 
atributos de tensión y corriente (G9G,Gș9Gș,), 
debido a que estas combinaciones han presentado 
buenos resultados como se muestra en Gil (2011). 
Adicionalmente, a cada atributo se le asigna una 
etiqueta relacionada con la zona en la cual ocurrió 
la falla (Gutiérrez HWDO, 2010). 
Finalmente, la base de datos se normaliza, debi-
do a que puede existir gran diferencia entre los 
valores de un mismo atributo (Kotsiantis HWDO, 
2006), o entre los valores de diferentes atribu-
tos. Con la normalización se evita que atributos 
con magnitudes más altas dominen en el cálculo 
de la zona. Adicionalmente, esta normalización 
puede disminuir el costo computacional, mejo-
rar el desempeño y la precisión del método de 
FODVL¿FDFLyQ$O6KDODEL\6KDDEDQ6ROD
y Sevilla, 1997; Snelick HWDO, 2005).
Otros problemas requieren el manejo de ruido, 
detección de datos anómalos y estrategias para 
manejar datos faltantes. Sin embargo, ninguna de 
dichas tareas se realiza en este caso debido a que 
las bases de datos obtenidas mediante simulación 
están completas.
Etapa 2
En esta etapa se determinan los parámetros óp-
WLPRVSDUDHOFODVL¿FDGRU&J) y se implementa 
la búsqueda tabú mediante la técnica de valida-
ción cruzada para 10 combinaciones de atributos 
que se utilizaron como entradas (Gutiérrez HWDO, 
2010). El error de validación cruzada se utiliza 
como la función objetivo de la técnica de optimi-
zación, y así el algoritmo evoluciona hasta encon-
trar el menor error de validación.
La validación cruzada es un método que consiste 
en dividir la base de datos de entrenamiento en 
n partes iguales. A continuación, el localizador 
basado en SVM se entrena con los datos conte-
nidos en las Qí1 partes de la base de datos y la 
parte restante para hallar el error de validación, 
calculada como se muestra en la ecuación (9). 
Este proceso se repite n veces, lo que permite 
utilizar todas las muestras para hallar un error de 
validación con esta base de datos. Por último, se 
promedian los n valores de error encontrados y 
se obtiene un solo error de validación (Morales 
HWDO, 2009).
 (9)
Esta etapa se realiza para cada método de norma-
lización propuesto y para cada combinación de 
atributos de entrada.
Etapa 3
El desarrollo de esta etapa se hace con todos los 
datos de fallas registrados en la subestación. A 
partir de esos registros se entrena y se valida la 
SVM. La validación consiste en evaluar el ren-
dimiento del localizador a partir del cálculo la 
precisión del método ante datos desconocidos 
(datos que no fueron considerados en la etapa de 
parametrización y entrenamiento). La precisión 
se calcula como se muestra en la ecuación (10).
 (10)
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RESULTADOS DE APLICACIÓN  
DE LA METODOLOGÍA PROPUESTA  
EN UN SISTEMA DE DISTRIBUCIÓN 
PROTOTIPO
La metodología propuesta se prueba en el sistema 
,(((GHQRGRVSUHVHQWDGRHQ,(((HO
cual es un circuito de distribución real ubicado en 
Arizona, operado a 26.7 kV. El sistema presenta 
cargas desbalanceadas, laterales monofásicos y 
múltiples calibres de conductor. El sistema de po-
tencia de prueba se divide en 11 zonas, tal como 
VHPXHVWUDHQOD¿JXUD
Los escenarios considerados para probar la meto-
dología contiene fallas monofásicas en todos los 
nodos, excepto en la subestación, utilizando dife-
UHQWHVUHVLVWHQFLDVGHIDOODTXHYDUtDQHQWUHȍ
DȍORVFXDOHVVRQYDORUHVFRP~QPHQWHXWLOL-
zados en este tipo de pruebas (Dagenhart, 2000). 
Adicionalmente, se simularon cuatro escenarios 
de carga, además de la nominal; los escenarios 
VLPXODGRV IXHURQ YDULDFLyQ GH FDUJD Ԝ%, 
60-85Ԝ%, 85-105Ԝ\Ԝ%. Se obtuvieron en 
total 6642 datos para parametrización, entrena-
miento y validación.
Prueba a condición nominal
Esta prueba se realizó con fallas simuladas a con-
dición nominal del circuito en la parametrización, 
entrenamiento y validación. En la parametriza-
ción se utilizaron los valores de resistencia de 8, 
  \ ȍ SDUD XQ WRWDO GH UHJLVWURV GH
IDOODVGHGDWRVSDUDREWHQHU ORVSDUiPHWURV
óptimos de la SVM (C,J). La base de datos para 
entrenamiento contiene 297 datos y está com-
puesta con valores de resistencia de fallas entre 
ȍDȍHQSDVRVGHȍ
La base de datos de la validación está conformada 
por 810 casos simulados con resistencia de falla en-
WUHDȍHQSDVRVGHȍVLQLQFOXLUORVFDVRV\D
utilizados en la parametrización y entrenamiento).
Para cada método de normalización se trabajaron 
dos casos de normalización por atributo. El pri-
mer caso propuesto consiste en utilizar los atri-
butos presentados en la sección "Procesamiento 
de los datos de entrada" como tres atributos in-
dividuales, uno por cada fase del sistema. Por 
ejemplo, los valores de la variación de la tensión 
Figura 2. :PZ[LTHKLWY\LIHZ0,,,KLUVKVZ`aVUPÄJHJP}UWHYHSVJHSPaHJP}UKLMHSSHZ
Fuente: tomada de Gil, Mora y Pérez (2013).
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de la fase a (G9a) se normalizan si se utilizan úni-
camente los valores de la tensión de la fase a. En 
el segundo caso se utilizó el conjunto de medidas 
de las tres fases como un solo atributo; es decir, la 
normalización del atributo G9a tiene en cuenta los 
valores de las tres fase (G9a, G9E, y G9c).
Las tablas 1 y 2 muestran los tiempos de para-
metrización para cada método de normalización y 
combinación de atributos. Solo se muestran estos 
tiempos debido a que el proceso de parametriza-
ciónes el que consume más tiempo de la metodo-
logía propuesta.
Como se puede observar en la tabla 1, el méto-
do de normalización escogido afecta el tiempo de 
parametrización del localizador. Se puede notar 
que el tiempo es menor cuando se utiliza el mé-
todo de normalización MM, con un promedio de 
2,8 segundos.
La tabla 2 muestra que para cuando se consideran 
ternas de atributos se consume un tiempo mayor 
sin importar el método de normalización. Además, 
en este caso el método de normalización MM no 
fue el más rápido. También, se observa que el mé-
todo DS en promedio fue el más demorado sin 
importar cómo se manejen los atributos. Los re-
sultados para la validación a condiciones nomina-
les, para los cincos métodos de normalización y 
ORVGRVFDVRVVHSUHVHQWDQHQODVWDEODV\
Tabla 1. Tiempo de parametrización para cuando se 
consideran atributos individuales
Atributos
Tiempo de Simulación (seg.)
MM ZS DS MMAD SF
K=K0KʿV 0,246 5,707 19,594 3,567 6,068
K=K0KʿI 5,093 5,396 18,070 3,695 4,783
K=KʿVKʿI 8,309 4,556 23,411 8,378 6,847
K0KʿVKʿI 7,118 3,668 15,454 3,663 6,258
K=K0KʿV, 
KʿI
3,276 2,918 3,836 3,213 4,945
dVL, dILKʿVL 0,243 3,449 5,107 3,395 4,411
dVL, dILKʿIL 0,225 3,576 5,981 3,619 5,345
dVLKʿVL, 
KʿIL
0,230 3,657 6,223 3,538 5,655
dILKʿVLKʿIL 0,247 3,655 4,808 7,510 5,266
dVL, dIL, 
KʿVLKʿIL
3,206 3,204 5,532 3,607 4,325
Fuente: elaboración propia.
Tabla 2. Tiempo de parametrización para cuando se 
consideran ternas de atributos
Atributos
Tiempo de Simulación (seg.)
MM ZS DS MMAD SF
K=K0KʿV 15,868 6,337 9,373 5,514 11,021
K=K0KʿI 21,276 6,876 7,048 5,188 10,028
K=KʿV, 
KʿI
15,347 8,556 7,583 4,659 14,372
K0KʿVKʿI 13,257 6,384 21,314 5,342 9,737
K=K0KʿV, 
KʿI
26,652 6,113 106,909 4,976 11,270
dVL, dIL, 
KʿVL
15,504 6,146 53,961 6,606 12,854
dVL, dIL, 
KʿIL
30,752 10,179 206,896 6,747 14,322
dVLKʿVL, 
KʿIL
11,341 8,463 16,590 5,309 14,077
dILKʿVL, 
KʿIL
10,050 5,230 145,345 6,871 9,070
dVL, dIL, 
KʿVLKʿIL
17,869 7,578 23,224 6,709 20,137
Fuente: elaboración propia.
Tabla 3. Validación a carga nominal para cuando se 
consideran atributos individuales
Atributos
Precisión (%)
MM ZS DS MMAD SF
K=K0KʿV 100,00 97,90 100,00 100,00 99,75
K=K0KʿI 100,00 98,64 100,00 99,63 100,00
K=KʿVKʿI 100,00 100,00 99,75 95,19 99,75
Continúa
investigación
72 Tecnura    Vol. 18    No. 41    julio - septiembre de 2014
datos y está compuesta con valores de resistencia 
GHIDOODVHQWUHȍDȍHQSDVRVGHȍ/D
base de datos de la validación está conformada 
por 4050 casos simulados con resistencia de falla 
HQWUH DȍHQSDVRVGHȍ VLQ LQFOXLU ORV
casos ya utilizados en el entrenamiento).
Los resultados para la validación de todas las con-
diciones de carga, los cinco métodos de normaliza-
ción y para los dos casos propuestos en la sección 
"Prueba a condición nominal" se presentan en las 
tablas 5 y 6.
El tiempo requerido en la etapa de entrenamien-
to cuando se consideran atributos individuales es 
cerca de 1507 segundos usando un PC Core2Quad 
@2.66 GHz, 4GB RAM. En la tabla 5 se puede 
notar que el localizador tiene un buen desempeño 
FRQSUHFLVLRQHVPD\RUHVDԜ% para todos los 
métodos de normalización. Adicionalmente, el 
método de normalización MM presentó un mejor 
desempeño en promedio que los otros de métodos 
de normalización.
En este caso los atributos de línea presentaron en 
promedio un mejor desempeño que los atributos 
de fase.
El tiempo requerido en la etapa de entrenamien-
to cuando se consideran ternas de atributos fue 
aproximadamente de 7157 segundos. Se observa 
en la tabla 6 que en promedio el rendimiento de 
los métodos de normalización bajaron y el tiem-
po de computacional subió respecto a cuando 
se consideran atributos individuales. Además, 
cuando se consideraron atributos individuales 
tuvo un mejor rendimiento de 1,85Ԝ% en prome-
dio, respecto a cuando se consideran ternas de 
atributos. 
Las combinaciones de atributos G9L G,L Gș9/ y 
G9LG,LGș9/Gș,/ para ambos casos presentaron 
en promedio mejor desempeño, del 0,66Ԝ%, que 
las demás combinaciones analizadas. 
Atributos
Precisión (%)
MM ZS DS MMAD SF
K0KʿVKʿI 100,00 100,00 99,88 99,75 100,00
K=K0KʿV, 
KʿI
100,00 100,00 100,00 100,00 99,75
dVL, dIL, 
KʿVL
100,00 100,00 100,00 100,00 99,88
dVL, dILKʿIL 100,00 100,00 99,63 100,00 100,00
dVLKʿVL, 
KʿIL
100,00 100,00 100,00 100,00 99,01
dILKʿVL, 
KʿIL
100,00 100,00 99,75 94,94 99,75
dVL, dIL, 
KʿVLKʿIL
100,00 100,00 99,01 100,00 100,00
Fuente: elaboración propia.
Tabla 4. Validación a carga nominal para cuando se 
consideran ternas de atributos
Atributos
Precisión (%)
MM ZS DS MMAD SF
K=K0KʿV 100,00 95,43 100,00 99,14 96,67
K=K0KʿI 100,00 95,19 98,15 98,02 100,00
K=KʿVKʿI 100,00 99,88 100,00 98,52 100,00
K0KʿVKʿI 99,88 99,75 99,63 99,51 100,00
K=K0KʿV, 
KʿI
100,00 95,93 89,63 99,88 100,00
dVL, dIL, 
KʿVL
100,00 100,00 43,70 99,38 100,00
dVL, dILKʿIL 99,75 97,28 92,47 95,06 100,00
dVLKʿVL, 
KʿIL
99,51 95,68 99,63 98,77 99,88
dILKʿVL, 
KʿIL
100,00 100,00 91,85 95,06 100,00
dVL, dIL, 
KʿVLKʿIL
100,00 95,43 96,30 98,89 100,00
Fuente: elaboración propia.
Prueba a diferentes condiciones de carga
En esta prueba se consideran todas las variacio-
nes de carga propuestas en cuarto apartado. La 
base de datos para entrenamiento contiene 1485 
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Finalmente, se puede notar que el método DS en 
los dos casos propuestos fue inferior en precisión 
promedio y tiempo a los demás métodos utiliza-
dos en este artículo.
CONCLUSIONES
El procesamiento de datos es muy importante 
SDUDORVPpWRGRVFODVL¿FDFLyQGHELGRDTXHHVWH
afecta directamente su rendimiento y su tiempo 
de ejecución. En el presente artículo se demues-
WUD OD LQÀXHQFLD GHO SURFHVDPLHQWR GH ORV GDWRV
para un localizador de fallas y se consideran cinco 
métodos de normalización y diez combinaciones 
de atributos. En general, el localizador presentó 
un buen desempeño para todos los métodos de 
normalización utilizados; sin embargo, el método 
de normalización MM presentó el más alto de- 
sempeño, con una precisión promedio de 99,68Ԝ% 
para los dos casos analizados. Este hecho repre-
senta una ventaja, debido a que su formulación es 
PiVLQWXLWLYD\VXFiOFXORHVVLPSOL¿FDGR
También se observa que trabajar los atributos, 
cuando se consideran atributos individuales, tie-
ne una gran ventaja en tiempo computacional y 
GHVHPSHxR GHO FODVL¿FDGRU \ HV LQGHSHQGLHQWH
del método de normalización utilizado. Además, 
cuando se consideran atributos individuales los 
tiempos de simulación de los atributos de línea 
VRQPHQRUHVHQSURPHGLRGHVHJXQGRVTXH
los atributos de fase. 
Finalmente, utilizar combinaciones de atributos 
de línea tiene ventajas sobre los de fase en tiempo 
y desempeño para el problema de localización de 
fallas en sistemas de distribución.
FINANCIAMIENTO
Este trabajo se realizó en el Grupo de Investiga-
ción en Calidad de Energía Eléctrica y Estabilidad 
(ICE) de la Universidad Tecnológica de Pereira 
Tabla 5. Validación de todas las condiciones de carga 
para cuando se consideran atributos indi-
viduales
Atributos
Precisión (%)
MM ZS DS MMAD SF
K=K0KʿV 99,65 96,84 100,00 99,83 99,88
K=K0KʿI 100,00 98,27 99,83 99,51 100,00
K=KʿVKʿI 99,75 99,85 99,78 95,14 99,98
K0KʿVKʿI 99,83 99,98 98,52 99,80 99,01
K=K0KʿV, 
KʿI
100,00 100,00 98,72 99,93 99,58
dVL, dIL, 
KʿVL
100,00 100,00 100,00 99,88 100,00
dVL, dILKʿIL 99,78 100,00 100,00 99,95 99,80
dVLKʿVL, 
KʿIL
100,00 100,00 100,00 100,00 99,36
dILKʿVL, 
KʿIL
99,85 99,95 93,23 99,83 100,00
dVL, dIL, 
KʿVLKʿIL
100,00 100,00 96,15 99,95 96,79
Fuente: elaboración propia.
Tabla 6. Validación de todas las condiciones de carga 
para cuando se consideran ternas de atri-
butos
Atributos
Precisión (%)
MM ZS DS MMAD SF
K=K0KʿV 99,73 96,15 98,74 99,01 97,01
K=K0KʿI 100,00 95,85 96,57 97,90 99,33
K=KʿVKʿI 100,00 99,88 97,36 98,15 99,28
K0KʿVKʿI 99,93 99,60 99,33 97,21 98,40
K=K0KʿVKʿI 99,65 96,07 90,54 99,65 99,60
dVL, dILKʿVL 100,00 99,98 96,89 98,89 99,58
dVL, dILKʿIL 99,83 97,46 91,65 90,89 100,00
dVLKʿVLKʿIL 95,51 95,56 96,62 97,80 98,96
dILKʿVLKʿIL 99,93 99,88 92,59 89,63 99,95
dVL, dILKʿVL, 
KʿIL
100,00 97,43 97,06 98,69 99,78
Fuente: elaboración propia.
investigación
74 Tecnura    Vol. 18    No. 41    julio - septiembre de 2014
REFERENCIAS
$O6KDODEL/\6KDDEDQ= 1RUPDOL]D-
tion as a Preprocessing Engine for Data Min-
ing and the Approach of Preference Matrix. 
,QWHUQDWLRQDO &RQIHUHQFH RQ 'HSHQGDELOLW\
RI&RPSXWHU6\VWHPV, 25-27 May.
Anil, J., Karthik, N. y Arun, R. (2005). Score 
Normalization in Multimodal Biometric Sys-
tems. 3DWWHUQ 5HFRJQLWLRQ, Ԝ(12), 2270-
2285. 
Burges, C. (1998). A Tutorial on Support Vector 
Machines for Pattern Recognition. 'DWD
0LQLQJ DQG .QRZOHGJH 'LVFRYHU\ Ԝ(2), 
121-127. 
'DJHQKDUW -  7KH ȍ *URXQG)DXOW
Phenomenon”, ,((( 7UDQVDFWLRQV RQ ,Q-
GXVWU\$SSOLFDWLRQV, 36 
Farrús, M., Anguita, J., Hernando, J. y Cerdà, R. 
(2005). Fusión de sistemas de reconoci-
miento basados en características de alto 
y bajo nivel. $FWDVGHO ,,,&RQJUHVRGH OD
6RFLHGDG (VSDxROD GH $F~VWLFD )RUHQVH, 
Santiago de Compostela, Spain, Oct. 
Gil, W. (2011). 8WLOL]DFLyQGHWpFQLFDVPHWDKHX-
UtVWLFDVHQODE~VTXHGDGHSDUiPHWURVySWL-
PRVSDUDODFDOLEUDFLyQGHODVPiTXLQDVGH
VRSRUWHYHFWRULDO 069SDUD OD ORFDOL]D-
FLyQGH IDOODVHQVLVWHPDVGHGLVWULEXFLyQ. 
Tesis de Pregrado no publicada, Universi-
dad Tecnológica de Pereira, Colombia. 
*LO:0RUD-\3pUH]6$QiOLVLVFRP-
parativo de metaheurísticas para calibra-
ción de localizadores de fallas en sistemas 
de distribución. ,QJHQLHUtD \ &RPSHWLWLYL-
dad, 15Ԝ
Glover, F. y Kochenberger, G. (2002). +DQGERRN
RI0HWDKHXULVWLFV. EEUU: Kluwer Acade- 
mic Publishers. 
Gutiérrez, J., Mora, J. y Pérez, S. (2010). Strategy 
Based on Genetic Algorithms for an Opti-
mal Adjust of a Support Vector Machine 
Used for Locating Faults in Power Distri-
bution Systems. 5HYLVWDGHOD)DFXOWDGGH
,QJHQLHUtD, 53, 174-187. 
Han, J. y Kamber, M. (2006). 'DWD0LQLQJ&RQ-
FHSWV DQG7HFKQLTXHV. New York: Morgan 
Kaufmann Publishers.
IEEE (2004). Guide for Determining Fault Loca-
tion on AC Transmission and Distribution 
Lines. ,(((6WG&
Kotsiantis, S., Kanellopoulos, D. y Pintelas, P. 
(2006). Data Preprocessing for Supervised 
Leaning. ,QWHUQDWLRQDO-RXUQDORI&RPSXW-
er Science, 1Ԝ(2), 111-117.
Maldonado, S. (2007). 8WLOL]DFLyQ GH VXSSRUW
YHFWRUPDFKLQHVQROLQHDOVHOHFFLyQGHDWUL-
EXWRVSDUDFUHGLWVFRULQJ. Tesis de Maestría 
no publicada, Universidad de Chile, Santia-
go de Chile, Chile. 
Maldonado, S. y Weber, R. (2012). Modelos de 
Selección de Atributos para Support Vector 
Machines. 5HYLVWD ,QJHQLHUtDGH6LVWHPDV, 
26, 49-70. 
(UTP), por medio del proyecto de investigación 
“Desarrollo de localizadores robustos de fallas 
paralelas de baja impedancia para sistemas de dis-
tribución de energía eléctrica -LOFADIS2012-”, 
FRQWUDWR¿QDQFLDGRSRU&ROFLHQFLDV
investigación
75
Moguerza, J. y Muñoz, A. (2006). Support Vector 
Machines with Applications. 6WDWLVWLFDO6FL-
ence, 21Ԝ
Mora, J., Carrillo, G. y Meléndez, J. (2008). Com-
parison of Impedance Based Fault Location 
Methods for Power Distribution Systems. 
(OHFWULF 3RZHU 6\VWHPV 5HVHDUFK, Ԝ(7), 
657-666. 
Morales, G., Mora, J. y Vargas, H. (2009). Fault 
Location Method Based on the Determina-
tion of the Minimum Fault Reactance for 
Uncertainty Loaded and Unbalanced Power 
Distribution Systems. 7UDQVPLVVLRQ DQG
'LVWULEXWLRQ &RQIHUHQFH DQG ([SRVLWLRQ
/DWLQ$PHULFD7	'/$,(((3(6, 
Sao Paulo, Brazil, 8-10 Nov. 
Pérez, L., Mora, J. y Pérez, S. (2010). Diseño de 
XQDKHUUDPLHQWDH¿FLHQWHGHVLPXODFLyQDX-
tomática de fallas en sistemas eléctricos de 
potencia. '\QD, 77Ԝ(164), 178-188. 
Snelick, R., Uludag, U., Mink, U., Indovina, M. 
y Jain, A. (2005).Large-Scale Evaluation of 
Multimodal Biometric Authentication Us-
ing State-Of-The-Art Systems. ,(((7UDQV-
DFWLRQV RQ 3DWWHUQ $QDO\VLV DQG0DFKLQH
,QWHOOLJHQFH, 27Ԝ
Sola, J. y Sevilla, J. (1997). Importance of Input 
Data Normalization for the Application of 
Neural Networks to Complex Industrial 
Problems. ,((( 7UDQVDFWLRQV RQ 1XFOHDU
Science, 44Ԝ
Thukaram, D., Khincha, H. y Vijaynarasimha, H. 
$UWL¿FLDO1HXUDO1HWZRUNDQG6XS-
port Vector Machine Approach for Locat-
ing Faults in Radial Distribution Systems. 
,((( 7UDQVDFWLRQV RQ 3RZHU 'HOLYHU\, 
Ԝ(2), 710-721. 
Tecnura    Vol. 18    No. 41    pp. 64 - 75    julio - septiembre de 2014
