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Abstract
In this paper we investigate the well-posedness and dynamics of a fractional stochastic
integro-differential equation describing a reaction process depending on the temperature itself.
Existence and uniqueness of solutions of the integro-differential equation is proved by the
Lumer-Phillips theorem. Besides, under appropriate assumptions on the memory kernel and
on the magnitude of the nonlinearity, the existence of random attractor is achieved by obtaining
first some a priori estimates. Moreover, the random attractor is shown to have finite Hausdorff
dimension.
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1 Introduction
This paper focuses on the following fractional stochastic partial integro-differential equations,
which is derived in the framework of the well-established theory of heat flows with memory (see
[8]) on O ⊂ R3, which is a bounded domain with smooth boundary ∂O,
∂u
∂t
+ β(1 − γ)(−∆)αu +
∫ ∞
0
µ(s)(−∆)αu(t − s)ds + f (u) = k(x) + h(x)
dW
dt
, x ∈ O, t > 0, (1.1)
with boundary condition
u(x, t) = 0, x ∈ ∂O, t > 0, (1.2)
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and initial condition
u(x, t) = u0(x, t), x ∈ O, t ≤ 0. (1.3)
Here, α ∈ (0, 1), β ∈ (0,+∞) and γ ∈ (0, 1), u(x, t) is the unknown function, while µ is a decreasing
and non-negative memory kernel; f is a nonlinear reaction term (for instance, f (u) = u3 − u),
k(·) ∈ L2(O) and h(·) ∈ H2α(O) are given functions. W is a two-sided real-valued Wiener process
on a probability space which will be specified later. In the present case, the dynamics of u relies




Problem (1.1) with α = 1 as well as h(x) = 0 is well known and has been extensively studied
(see [5, 6, 9, 18, 19]), and can be interpreted as a model of heat diffusion with memory which also
accounts for a reaction process depending on the temperature itself (see [19] and related references
therein). Namely, if u(t) represents the temperature of a material occupying O for any time t, as in
[8], we can consider the following heat flux law
−→q (x, t) = −β(1 − γ)∇u(x, t) −
∫ ∞
0
µ(s)∇u(x, t − s)ds,
where β(1 − γ) is the instantaneous heat conductivity and µ(s) is a memory or relaxation kernel.
Then, assuming the total energy is proportional to u (with proportionality constant 1 for simplicity),
the standard semilinear heat equation with memory, i.e.,
∂u
∂t
− β(1 − γ)∆u −
∫ ∞
0
µ(s)∆u(t − s)ds + f (u) = k(x), (1.4)
could be recovered from the energy balance
ut + ∇ · −→q = k − f (u),
(see [6] for a more detailed explanation and more references on the topic). This kind of equation
can also be proposed to describe many different phenomena, such as the evolution of the velocity
of certain viscoelastic fluids [14, 32], the thermomechanical behavior of polymers [15, 25, 36], the
diffusion of the chemical potential of a penetrant in polymers near the glass transition [26], and
some models in population dynamics [17]. Concerning equation (1.4) (which is a deterministic
heat equation with memory) existence, uniqueness, and asymptotic behavior results can be found
in [9, 20, 21, 23]. In particular, equation (1.4) is shown to have a uniform attractor, which has
finite Hausdorff dimension (see [21]), whereas in [20] the existence of absorbing sets in suitable
function spaces is achieved.
Observe that the aforementioned literature mainly dealt with versions of Eq. (1.4) in a deter-
ministic context. But, it is sensible to assume that the models of certain phenomena from the real
world are more realistic if some kind of uncertainty, for instance, some randomness or environ-
mental noise, is also considered in the formulation. In fact, the random perturbations are intrinsic
effects in a variety of settings and spatial scales. They may be most obviously influential at the mi-
croscopic and smaller scales but indirectly they play an important role in macroscopic phenomena.
We will take into account an additive noise in our model which we interpret as the environmental
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noisy effect produced on the system, and will exploit the theory of random dynamical systems (see
[1, 3]) to obtain information on the dynamics of our model, in particular we will be able to prove
the existence of random attractor. When α = 1, problem (1.1) reduces to a standard stochastic heat
equation with memory. In this case, a similar stochastic equation with additive noise in materials
with memory is studied in [6], and the existence of pullback attractors is also established, while in
[4], the existence and stability of solutions for stochastic heat equations with multiplicative noise
in materials with memory is proved.
Nevertheless, the previously cited references are concerned with equations with standard
Laplace operator, namely, α = 1 in equation (1.1). However, it is mentioned in [2] that some
research on classical diffusion equation may be inadequate to model many real situations, for in-
stance, a particle plume spreads faster than that predicted by the classical model, and may exhibit
significant self-organization phenomena or asymmetry, see details in [39]. In this case, these situa-
tions are called anomalous diffusion. One popular model for anomalous diffusion is the fractional
diffusion equation, where the usual second derivative operator in space, i.e., the Laplacian operator
−∆, is replaced by a fractional derivative operator (−∆)α with 0 < α < 1. Indeed, equations with
fractional derivative are becoming a focus of interest since the fractional derivative and fractional
integral have a wide range of applications in physics, biology, chemistry, population dynamics,
geophysical fluid dynamics, finance and other fields of applied sciences. One meets them in the
theory of systems with chaotic dynamics (see [37, 41]); dynamics in a complex or porous medium
[16, 38]; random walks with a memory and flights [22, 29, 30, 42] and many other situations. When
µ = 0, this is the case of no memory term, (1.1) reduces to a fractional stochastic parabolic equation
with noise. In this case, the ergodicity of a stochastic fractional reaction-diffusion equation with
additive noise is studied in [24], whereas the existence of random attractor for a fractional stochas-
tic reaction-diffusion equation is proved in [27] under the assumption of α ∈ [ 12 , 1). However, as
far as we know, there are no works dealing with fractional stochastic reaction-diffusion equations
with both white noise term and memory terms, and this is the reason of the current investigation in
this paper.
Inspired by [6, 24], we are devoted to investigating a stochastic fractional integro-differential
equation. More precisely, in this work, we analyze the well-posedness and dynamics of a fractional
stochastic reaction-diffusion equation with memory term, which is expressed by convolution in-
tegrals and represent the past history of one or more variables. The main features of the present
paper work are summarized as follows: Both the fractional diffusion term (instead of standard
diffusion term, i.e., −∆u) and the memory term are considered. Besides, the well-posedness is ana-
lyzed by a semigroup method (see [35] for more information), which is different from the classical
Faedo-Galerkin method (see [40]). Then the existence of random attractor is established by a priori
estimates and solutions decomposition. Moreover, by using the method introduced by Debussche
in [13], we obtain that the random attractor has finite Hausdorff dimension.
The structure of the paper is as follows. In the next Section, we recall some notations and
introduce basic hypotheses. Our main results are also stated in this section. In Section 3, we
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first transform the stochastic equation (1.1) into a deterministic one only with random parameters
and then study the well-posedness of the problem, and prove that it generates a random dynamical
system Φ. Then, the existence and uniqueness of a random attractor is proved in Section 4. Finally,
we show that the random attractor has finite Hausdorff dimension in Section 5.
2 Preliminaries
In this section, we briefly recall some concepts and the basic theory of random dynamical
systems. For a detailed information and related applications the reader is referred to [1, 7, 10, 11,
40].
Let (X, ‖ · ‖X) be a separable Hilbert space with the Borel σ−algebra B(X), and {θt : Ω →
Ω, t ∈ R} be a family of measure preserving transformations of a probability space (Ω,F , P).
Definition 2.1. (Ω,F , P, (θt)t∈R) is called a metric dynamical system if θ : R × Ω → Ω is (B(R) ×
F ,F )−measurable, θ0 is the identity on Ω, θt+s = θt ◦ θs for all t, s ∈ R. and θt(P) = P for all
t ∈ R.
Definition 2.2. A random dynamical system (RDS) on X over a metric dynamical system (Ω,F , P,
(θt)t∈R) is a mapping
Φ : R+ ×Ω × X → X, (t, ω, x) 7→ Φ(t, ω)x,
which is (B(R+) × F × B(X),B(X))−measurable and satisfies for P − a.e. ω ∈ Ω,
(i) Φ(0, ω) = IdX on X;
(ii) Φ(t + s, ω) = Φ(t, θsω) ◦ Φ(s, ω), for all t, s ∈ R+. (cocycle property)
An RDS Φ is said to be continuous if Φ(t, ω) : X → X is continuous for all t ∈ R+, ω ∈ Ω.
Definition 2.3. Let X be a metric space with a metric d. A set-valued map ω→ B(ω) taking values
in the closed/compact subsets of X is said to be a random closed/compact set in X if the mapping
ω 7−→ dist(x, B(ω)) is measurable for all x ∈ X, where d(x,D) := infy∈D d(x, y). A set-valued map
ω 7→ U(ω) taking values in the open subsets of X is said to be a random open set if ω 7→ Uc(ω) is
a random closed set, where Uc(ω) denotes the complement of U, i.e., Uc := X\U.
Definition 2.4. A random set B : Ω → 2X is called a bounded random set if there is a random
variable r(ω) ∈ [0,∞), ω ∈ Ω, such that
d(B(ω)) := sup
{
‖x‖X : x ∈ B(ω)
}
≤ r(ω) for all ω ∈ Ω.
A bounded random set B(ω) is said to be tempered with respect to (Ω,F , P, (θt)t∈R) if for





‖x‖X = 0 for all µ > 0.
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Definition 2.5. Let D be a collection of random sets in X. A random set B ∈ D is called a D-
random absorbing set for an RDS Φ if for any random set D ∈ D and P − a.e. ω ∈ Ω, there exists
TD(ω) > 0 such that
Φ(t, θ−tω)D(θ−tω) ⊂ B(ω), for all t ≥ TD(ω).
A collection D of random sets in X is called inclusion closed if whenever E is a random set,
and F is in D with E(ω) ⊂ F(ω) for all ω ∈ Ω, then E must belong to D. A collection D of
random sets in X is said to be universe if it is inclusion-closed.
Definition 2.6. Let D be a collection of random subsets of X and Φ be a continuous random
dynamical system. Then a random set {A(ω)}ω∈Ω of X is called a random attractor for Φ if
(i) A is compact, and ω 7→ d(x,A(ω)) is measurable for every x ∈ X.
(ii) {A(ω)}ω∈Ω is invariant, i.e.,
Φ (t, ω)A(ω) = A(θtω), for all t ≥ 0.





Φ (t, θ−tω) B(θ−tω),A (ω)
)
= 0,
where dist(·, ·) denotes the Hausdorff semi-distance under the norm of X, i.e., for two nonempty
sets A, B ⊂ X,
distX(A, B) := sup
a∈A




‖ a − b ‖X .
Definition 2.7. Let A be a linear operator on a Hilbert space X. For any m ∈ N, the m−dimensional





(Au j, u j)X,
where the supremum ranges over all possible orthogonal projections Q in X on the m−dimensional
space QX belonging to the domain of A, and {u1, u2, · · · , um} is an orthonormal basis of QX.
The following proposition can be found in [6, 7, 10, 11, 13].
Proposition 2.8. Let Φ be a continuous RDS on X over (Ω,F , P, (θt)t∈R). If Φ possesses a compact






Φ(t, θ−tω)K(θ−tω), for each ω ∈ Ω.
Proposition 2.9. (See [28]) Let A(ω) be a compact measurable set which is invariant under a
random map Ψ(ω)(·), ω ∈ Ω, for some ergodic metric dynamical system (Ω,F , P, (θt)t∈R). Assume
that the following conditions are satisfied.
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(i) Ψ(ω)(·) is almost surely uniformly differentiable on A(ω), that is, for every u, u+h ∈ A(ω),
there exists DΨ(ω, u) in L(X), the space of the bounded linear operators from X to X, such that
‖Ψ(ω)(u + h) − Ψ(ω)(u) − DΨ(ω, u)h‖ ≤ k(ω)‖h‖1+ρ,
where ρ > 0 and k(ω) is a random variable satisfying k(ω) ≥ 1 and E(ln k) < ∞.
(ii) ωd(DΨ(ω, u)) ≤ ωd(ω) holds when u ∈ A(ω) and there is some random variable ωd(ω)
satisfying E(ln(ωd)) < 0, where
ωd(DΨ(ω, u)) = α1(DΨ(ω, u)) · · ·αd(DΨ(ω, u)),





(iii) α1(DΨ(ω, u)) ≤ α1(ω) holds when u ∈ A(ω) and there is a random variable α1(ω) ≥ 1
with E(lnα1) < ∞.
Then the Hausdorff dimension dH(A(ω)) ofA(ω) is less than d almost surely.
Throughout the work, we denote by A = (−∆)α (0 < α < 1) the fractional Laplace operator
with domain D(A) = H2α(O). With usual notation, we introduce the space Lp, Hk and Hk0 acting
on O. Let ‖ · ‖ and (·, ·) denote the norm and the inner product on the real Hilbert space L2(O),
respectively, and let ‖ · ‖p denote the Lp−norm. With abuse of notation, we use (·, ·) to denote also
duality between Lp and its dual space Lq. The inner products on Hα(O), H2α(O) can be defined in
the following manner:






(u, v)H2α(O) = ((−∆)αu, (−∆)αv).
Assuming µ(∞) = 0, set
g(s) = −µ′(s). (2.1)
In what follows, we take β = 2, γ = 12 for simplicity, and the following set of hypotheses are
required:
(H1) g(·) ∈ C1(R+) ∩ L1(R+), g(s) ≥ 0, g′(s) ≤ 0, g′(s) + δg(s) ≤ 0, ∀ s ∈ R+ and some δ > 0;
(H2) f (·) ∈ C1(R+), f (u)u ≥ α1|u|p − α2, f ′(u) > −α3, | f (u)| ≤ α4(1 + |u|p−1),
where αi (i = 1, 2, 3, 4), p ≥ 1 are positive numbers.
Note that (H1) implies the exponential decay of g(·). Nevertheless, it allows g(·) to have a
singularity at s = 0, whose order is less than 1, since g(·) is a non-negative L1−function.
Now, let L2g(R








η1(s, x) · η2(s, x)dxds.
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Similarly on M := L2g(R
+,Hα(O)) and M1 := L2g(R
















(−∆)αη1(s, x) · (−∆)αη2(s, x)dxds,
where operators (−∆)α/2 and (−∆)α are considered with respect the spatial variable x ∈ O. In the
sequel, we will omit the variable x when no confusion is possible.
Finally, we introduce the Hilbert spaces
H = L2(O) × L2g(R
+,Hα(O))
and
V = Hα(O) × L2g(R
+,H2α(O)).
To this end, along the lines of the procedure suggested by Dafermos in his pioneering work [12],







u(x, r)dr, s ≥ 0,
and
ut(x, s) = u(x, t − s), s ≥ 0.






g(s)(−∆)αηt(s)ds + f (u) = k(x) + h(x)
dW
dt
, x ∈ O, t > 0, (2.2)
∂tη
t = −∂sη
t + u, x ∈ O, t > 0, s > 0, (2.3)
with boundary condition
u(x, t) = 0, x ∈ ∂O, t > 0, (2.4)
and initial condition








u(x, r)dr, x ∈ O, s ≥ 0,
is the prescribed initial integral past history of u(x, t), which does not depend on u0(x, t), and is
assumed to vanish on ∂O, as well as u(x, t). As a consequence it follows that
ηt(x, s) = 0, x ∈ ∂O, t > 0 and s > 0.
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Indeed, the above assertion is obvious if t ≥ s, and if t < s we can write




In order to present our results, let us write system (2.2)-(2.5) as a Cauchy problem. Denote
w(t) = (u(t), ηt), w0 = (u0, η0), and set
Lw = (−(−∆)αu −
∫ ∞
0
g(s)(−∆)αηt(s)ds, u − ∂sηt).
and




Problem (2.2)-(2.5) can be written
dw
dt
= Lw + F(w, θtω) (2.6)
w(x, t) = 0, x ∈ ∂O, t > 0, (2.7)
w(x, t) = w0(x, t), x ∈ O, t ≤ 0. (2.8)
Now we present our main results of this paper.
Theorem 3.4 Assume that hypotheses (H1)-(H2) are satisfied and initial data (u0, η0) ∈ H . Then,
problem (2.6)-(2.8) possesses a unique mild solution in the class
u ∈ C([0,∞); L2(O)), and ηt ∈ C([0,∞); M). (2.9)
If initial data (u0, η0) ∈ D(L), then the solution is more regular, i.e., u ∈ C([0,∞); Hα(O)), and
ηt ∈ C([0,∞); M1). In addition, if w(t) = (u, ηt) and w̄(t) = (ū, η̄t) are two mild solutions of
(2.6)-(2.8), then for any T > 0,
‖w(t) − w̄(t)‖2
H
≤ ecT ‖w(0) − w̄(0)‖2
H
, 0 ≤ t ≤ T, (2.10)
where c > 0 is a constant independent of the initial data.
The proof of Theorem 3.4 is presented in Section 3 by means of semigroup arguments.
The next main result of our paper concerns the generation of a random dynamical system,
the existence of the corresponding random attractor and its finite Hausdorff dimension. These
are included in Theorems 4.11 and 5.2 which are the content included in the theorem below (see
Sections 4 and 5).
Theorem (See Theorem 4.11 and 5.2) Assume that k(·) ∈ L2(O) and that hypotheses (H1)-(H2)
hold with α ∈ [ 12 , 1) and p ∈ [2, 1+
3
3−2α ). Then the random dynamical system Φ generated by (2.6)-
(2.8) possesses a random attractor A in H . Moreover, if the second derivative of f is bounded,
then the random attractor has finite Hausdorff dimension.
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3 Well-posedness
In this section, we show the existence, uniqueness and continuous dependence of mild solu-
tions of the problem (2.6)-(2.8).
In the sequel, we consider the probability space (Ω,F , P), where Ω = {ω ∈ C(R,R) : ω(0) =
0}, F is the Borel σ-algebra induced by the compact-open topology of Ω, and P the corresponding
Wiener measure on (Ω,F ). Then we will identify W(t) with ω(t), i.e., ω(t) = W(t, ω), t ∈ R.
Define the time shift by
θtω(·) = ω(· + t) − ω(t), ω ∈ Ω, t ∈ R.
Then (Ω,F , P, (θt)t∈R) is an ergodic metric dynamical system (see [1]).
To our end, we need to transform our stochastic equation (2.6) into a deterministic one with






it is easy to check that z(t, ω) = z∗(θtω) is an Ornstein-Uhlenbeck process which solves the Itô
equation
dz + zdt = dW.
Then, if we denote z(ω)(x) = z∗(ω)h(x), it holds that the real-valued stochastic process z(θtω)(x) =
z∗(θtω)h(x) is solution to
dz + zdt = h(x)dW.
Now, we recall that (see Proposition 4.3.3 in [1]) that there exists r1(ω) > 0 tempered s.t.
|z∗(ω)|2 + |z∗(ω)|p + |(−∆)
α
2 z∗(ω)|2 + |(−∆)αz∗(ω)|2 ≤ r0(ω), where r0(θtω) ≤ e
λ
2 |t|r0(ω),
and λ will be specified later.
Then, it is straightforward to check that
|z(ω)|2 + |z(ω)|p + |(−∆)
α
2 z(ω)|2 + |(−∆)αz(ω)|2 ≤ r(ω), (3.2)
where r(ω) satisfies the same as r0(ω).
It is well known (see [1, 7]) that there is a θt−invariant set Ω̃ ⊂ Ω of full P measure such that
for every ω ∈ Ω̃, t → z(θtω) is continuous in t. For convenience, in the following we write Ω̃ as Ω
whenever no confusion is possible.
Then it follows from (3.2) that, for P-a.e. ω ∈ Ω,
|z(θtω)|2 + |z(θtω)|p + |(−∆)
α
2 z(θtω)|2 + |(−∆)αz(θtω)|2 ≤ e
λ
2 |t|r(θtω), t ∈ R. (3.3)






g(s)(−∆)αηt(s)ds + f (v + z) = k(x) + z − (−∆)αz.
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with boundary condition and initial condition:
v(x, t) = 0, ηt(x, s) = 0, x ∈ ∂O, t > 0, v(x, t) = v0(x, t), η0(x, s) = η0(x, s), x ∈ O, s ≥ 0, t ≤ 0.
Similarly, we can write the above system as a Cauchy problem. To this end, denote ϕ(t, ω, ϕ0) =
(v(t, ω, v0), ηt(ω, η0(·))) with v0 = u0 − z(ω), η0 = η0(·), we have the following compact form
dϕ
dt
= Lϕ + F(ϕ, θtω)














k − f (u) − (−∆)αz(θtω) + z(θtω), z(θtω)
)
. (3.6)
With respect to the variable ηt, it can be shown as in Pata and Zucchi [34] that
∂tη
t = −∂sη
t + v + z(θtω), η(0) = 0,
can be considered ∂tηt = Tηt + v + z(θtω), where
Tηt = −∂sηt, ηt ∈ D(T ),
is the generator of a translation semigroup with domain
D(T ) = {ηt ∈ M|∂sηt ∈ M, η(0) = 0}.
Since the domain of L is defined by










We begin with the following lemma, which is an important step to prove the existence of mild
solution of problem (3.4).
Lemma 3.1. Operator L is the infinitesimal generator of a C0−semigroup of contractions eLt in
H .
Proof. We show that L is m-dissipative inH . By (H1) and the definition of Lϕ, we infer that









2 ηt(s)‖2ds ≤ 0,
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for all ϕ = (v, ηt) ∈ D(L). This proves that L is dissipative inH .
Next we show that L is maximal, that is, for each F ∈ H , there exists a solution ϕ ∈ D(L) of
(I − L)ϕ = F.
Equivalently, for each F = ( f1, f2) ∈ H , there exists ϕ = (v, ηt) ∈ D(L) such that
v + (−∆)αv +
∫ ∞
0
g(s)(−∆)αηt(s)ds = f1, (3.7)
ηt − v + ∂sηt = f2. (3.8)
To solve system (3.7)-(3.8), we first multiply (3.8) by es and integrate over (0, s). Then,
























2 w1 · (−∆)
α





2 w1 · (−∆)
α
2 w2dx, w1,w2 ∈ Hα(O).
It is easy to check that a(w1,w2) is continuous and coercive in Hα(O). And we have
Hα(O) ↪→ L2(O) ↪→ H−α(O).
We now aim at applying the Lax-Milgram theorem. It suffices to prove that the right hand side of
(3.10) is an element of H−α(O). Obviously,
f1 ∈ H−α(O).
Let f ∗ denote the last term in (3.10), and we only need to show that f ∗ ∈ H−α(O). We apply
arguments similar to those used by Giorgi [19]. For w ∈ Hα(O) with ‖(−∆)
α
2 w‖ ≤ 1,








































2 f2(τ)‖dτ < ∞,
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which implies that f ∗ ∈ H−α(O). Then, thanks to Lax-Milgram’s theorem, Eq. (3.10) has a weak
solution
ṽ ∈ Hα(O).
Now, in view of (3.8), it follows




Let us show that η̃t ∈ M. From (3.9), taking into account that ṽ ∈ Hα(O), we obtain
‖(−∆)
α

































2 ṽ‖2 + ‖ f2(τ)‖2M < ∞,
and hence η̃t ∈ M. It follows that
ϕ̃ = (ṽ, η̃t) ∈ H
is a weak solution of (3.7)-(3.8).
To complete the proof of maximality of L we prove that ϕ̃ ∈ D(L). Indeed, from (3.8) we see
that
∂sη̃
t = f2 + ṽ − η̃t ∈ M.




g(s)(−∆)αη̃t(s)ds = −ṽ + f1 ∈ L2(O).
Therefore (ṽ, η̃) ∈ D(L). 
Lemma 3.2. The operator F : H → H defined in (3.6) is locally Lipschitz continuous.
Proof. Let B be a bounded set in H and ϕ, ϕ̄ ∈ B. Writing ϕ = (v, ηt), ϕ̄ = (v̄, η̄t) and using (H2),
one obtains
















| α3(v − v̄) |2 dx
≤ α23‖v − v̄‖
2






To complete the existence of solution, we still need the following lemma.
Lemma 3.3. Assume that (H1)-(H2) hold. Then for any fixed T > 0, the solution ϕ of problem
(3.4) satisfies the following inequality:






eλs(‖z(θsω)‖2 + ‖z(θsω)‖pp + ‖(−∆)
α
2 z(θsω)‖2)ds
+ c(eλT − 1), ∀t ∈ [0,T ].







= (Lϕ, ϕ)H + (F(ϕ, θtω), ϕ)H , (3.11)
where










2 ηt · (−∆)
α
2 vdxds + (−∂sηt + v, ηt)M. (3.12)
From (H1), we have







































On the other hand,




k − f (u) − (−∆)αz + z
)
vdx + (z, ηt)M. (3.14)





















f (u)vdx ≤ −
α1
2
















































By Young’s inequality with 1p/2 +
1




‖v‖pp + c|O| ≤ α1‖u‖
p
p + c(1 + ‖z‖
p
p).











2 v‖2 ≤ c(1 + ‖z‖2 + ‖z‖pp + ‖(−∆)
α
2 z‖2). (3.17)
By the Gronwall lemma,













Notice that z(θtω) is continuous in t, for any fixed T > 0 and t ∈ [0,T ]. Then, we obtain













ds + c(eλT − 1) < ∞.
The proof is completed. 
Theorem 3.4. (Well-posedness) Assume that hypotheses (H1)-(H2) are satisfied and initial data
(u0, η0) ∈ H . Then, problem (2.6)-(2.8) possesses a unique mild solution in the class
u ∈ C([0,∞); L2(O)), and ηt ∈ C([0,∞); M). (3.19)
If initial data (u0, η0) ∈ D(L), then the solution is more regular, i.e., u ∈ C([0,∞); Hα(O)), and
ηt ∈ C([0,∞); M1). In addition, if w(t) = (u, ηt) and w̄(t) = (ū, η̄t) are two mild solutions of
(2.6)-(2.8), then for any T > 0,
‖w(t) − w̄(t)‖2
H
≤ ecT ‖w(0) − w̄(0)‖2
H
, 0 ≤ t ≤ T, (3.20)
where c > 0 is a constant independent of the initial data.
Proof. From Lemma 3.1 and 3.2, and Lumer-Phillip’s theorem (see for instance Pazy [35], Theo-
rem 6.1.4 and 6.1.5), problem (3.4) has a unique local mild solution
ϕ(t, ω, ϕ0) = eLtϕ0(ω) +
∫ t
0
eL(t−r)F(ϕ(r, ω, ϕ0), θrω)dr (3.21)
defined in [0,T ].
Let us prove that T = ∞. Indeed, Lemma 3.3 implies that the local solution (v, ηt) cannot
blow-up in finite time and thus T = ∞. Hence, problem (3.4) has a global solution ϕ(·, ω, ϕ0) ∈
C([0,∞),H) with ϕ(0, ω, ϕ0) = ϕ0(ω) for all t ≥ 0. Then, (3.19) holds. Moreover, the continuity
with respect to initial data, i.e. Eq. (3.20), follows from the representation formula (3.21) and the
Lipschitz property of F. 
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Note that u(t, ω, u0) = v(t, ω, u0 − z(ω)) + z(θtω). Then the process φ = (u, ηt) is the solution
of problem (1.1)-(1.3). We now define a mapping Φ : R+ ×Ω ×H → H by
Φ(t, ω)φ0 = φ(t, ω, φ0)
=
(




v(t, ω, u0 − z(ω)) + z(θtω), ηt(ω, η0)
)
, for all (t, ω, φ0) ∈ R+ ×Ω ×H .
(3.22)
Then Φ satisfies conditions (i)-(iii) in Definition 2.2. Therefore, Φ is a continuous random dy-
namical system associated with the fractional stochastic reaction-diffusion equation with memory
on O. In the next section, we establish uniform estimates for the solutions of problem (1.1)-(1.3)
and prove the existence of a random attractor for Φ.
4 Existence of random attractor
In this section we prove the existence of random attractor for our problem. First we will recall
some technical lemmas that will be necessary for our analysis.
4.1 Auxiliary technical lemmas
To describe the asymptotic behavior of the solutions to our system we need to recall the
following Gagliardo-Nirenberg inequality.
Lemma 4.1. (Gagliado-Nirenberg)(see [31]) Suppose that O ⊂ Rn is a bounded domain with
smooth boundary. Let u ∈ Lq(O) and its derivatives of order m, Dmu belong to Lr(O), where
1 ≤ q, r ≤ ∞. Then for the derivatives D ju, 0 ≤ j < m, there holds



















for all σ in the interval
j
m
≤ σ < 1.
Here the constant c depends only on n,m, j, q, r and σ.
Also we need to introduce the space T pb (R, X) of L
p
loc−translation bounded functions with
values in a Banach space X, namely
T
p
b (R, X) =







In a similar way, given τ ∈ R, we define the space T pb ([τ,+∞), X).
The following lemmas will be useful in this paper, and readers are referred to [20, 33] for
more details.
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Lemma 4.2. Let φ be a non-negative, absolutely continuous function on Rτ, τ ∈ R, which satisfies
for some ε > 0 and 0 ≤ σ < 1 the differential inequality
d
dt
φ + εφ ≤ Λ + m1(t)φ(t)σ + m2(t) t ∈ Rτ,





















for any t ∈ Rτ.
Lemma 4.3. Let m ∈ T pb (R, X) for some τ ∈ R. Then, for every ε > 0,∫ t
τ
m(y)e−ε(t−τ)dy ≤ c(ε)‖m‖T pb (R,X),
where c(ε) = e
ε
1−e−ε .
Lemma 4.4. ([34]) Let g ∈ C(R+)∩L1(R+) be a non-negative function, such that g(s) = 0 whenever
g(s0) = 0 and s > s0, for some s0 ∈ R+. Let B0, B, B1 be three Banach spaces, such that B0 and B1
are reflexive and
B0 ↪→ B ↪→ B1
the first injection being compact. Let N ⊂ L2g(R
+, B) satisfy the following hypotheses:
(i) N is bounded in L2g(R




‖ηt(θ−tω, η0)‖2B ≤ h(s), ∀ s ∈ R
+ for some h ∈ L1g(R
+).
Then N is relatively compact in L2g(R
+, B).
4.2 A priori estimates
Now, we first prove the existence of random absorbing sets for the RDS Φ, which is necessary
to establish the existence of random attractors. From now on, we always assume that D is the
collection of all tempered subsets of H with respect to (Ω,F , P, (θt)t∈R). The next lemma shows
that Φ has a random absorbing set inH .
Lemma 4.5. Assume that (H1)−(H2) hold. Then there exists a random absorbing set {K(ω)}ω∈Ω ∈
D for Φ inH , i.e., for any B = {B(ω)}ω∈Ω ∈ D and P − a.e. ω ∈ Ω, there is T1B(ω) > 0 such that
Φ(t, θ−tω)B(θ−tω) ⊂ K(ω), ∀ t ≥ T1B(ω).
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Proof. The process is similar to that of Lemma 3.3 with slight modifications. We only sketch it. We
first derive uniform estimates on ϕ(t, ω, ϕ0) = (v(t, ω, v0), ηt(ω, η0)) = (u(t, ω, u0)−z(θtω), ηt(ω, η0)),
from which the uniform estimates on φ = (u(t, ω, u0), ηt(ω, η0)) follow immediately.
Multiply (3.17) by eλt and integrate over [0, t] to obtain





2 v(s, ω, v0(ω))‖2ds






β(θtω) := ‖z(θtω)‖2 + ‖z(θtω)‖pp + ‖(−∆)
α




2 |t|r(ω), t ∈ R.
Replacing ω by θ−tω in (4.2) yields





2 v(s, θ−tω, v0(θ−tω))‖2ds















2 t) + c.
(4.3)
Note that Φ(t, ω)φ0(ω) = φ(t, ω, φ0(ω)) = (v(t, ω, u0−z(ω))+z(θtω), ηt(ω, η0)). Consequently, from
(4.3), we have, for all t ≥ 0,
‖Φ(t, θ−tω)φ0(θ−tω)‖2H
= ‖v(t, θ−tω, u0(θ−tω) − z(θ−tω)) + z(ω)‖2 + ‖ηt(θ−tω, η0(θ−tω))‖2M
≤ 2‖v(t, θ−tω, u0(θ−tω) − z(θ−tω))‖2 + 2‖z(ω)‖2 + ‖ηt(θ−tω, η0(θ−tω))‖2M
≤ 2e−λt(‖u0(θ−tω) − z(θ−tω)‖2 + ‖η0(θ−tω)‖2M) + cr(ω) + c + 2‖z(ω)‖
2
≤ 4e−λt(‖u0(θ−tω)‖2 + ‖η0(θ−tω)‖2M + ‖z(θ−tω)‖
2) + cr(ω) + c + 2‖z(ω)‖2
= 4e−λt(‖φ0(θ−tω)‖2H + ‖z(θ−tω)‖
2) + cr(ω) + c + 2‖z(ω)‖2.
(4.4)
Since φ0(θ−tω) ∈ B(θ−tω)(∈ D) and ‖z(ω)‖2 is tempered, there exists T1B(ω) > 0, such that for all
t ≥ T1B(ω),
4e−λt(‖φ0(θ−tω)‖2H + ‖z(θ−tω)‖
2) ≤ cr(ω) + c,
which along with (4.4) shows that, for all t ≥ T1B(ω),
‖Φ(t, θ−tω)φ0(θ−tω)‖2H ≤ c(1 + r(ω) + ‖z(ω)‖
2) := R0(ω). (4.5)
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Given ω ∈ Ω, denote by
K(ω) =
{
φ ∈ H : ‖φ(t, θ−tω, φ0(θ−tω))‖2H ≤ R0(ω)
}
.
It is obviously that {K(ω)}ω∈Ω ∈ D. Further, (4.5) indicates that {K(ω)}ω∈Ω is a random absorbing
set for Φ inH , which completes the proof. 
We next derive uniform estimates for u in Hα(O).
Lemma 4.6. Assume that (H1) − (H2) hold. Let B = {B(ω)}ω∈Ω ∈ D. Then there exists T2B(ω) >




2 u(s, θ−t−1ω, u0(θ−t−1ω))‖2ds ≤ cR0(ω),
where R0(ω) is defined as in Lemma 4.5.




2 v(s, θ−t−1ω, v0(θ−t−1ω))‖2ds ≤ c(1 + r(ω)).
On the other hand,
‖(−∆)
α
2 u(s, θ−t−1ω, u0(θ−t−1ω))‖2 = ‖(−∆)
α





2 v(s, θ−t−1ω, v0(θ−t−1ω))‖2 + 2‖(−∆)
α
2 z(θs−t−1ω)‖2 for all t ≥ 0.
(4.6)
Integrating inequality (4.6) with respect to s over [0, t], one can check that there exists T2B(ω) >




2 u(s, θ−t−1ω, u0(θ−t−1ω))‖2ds ≤ c(1 + r(ω) + ‖z(ω)‖2).
The proof is therefore completed. 
In order to show the existence of random attractor for Φ associated with the problem (1.1)-
(1.3), we need to prove the existence of compact measurable attracting set of Φ.
4.3 Asymptotic compactness
In this subsection, our main purpose is to obtain a random compact attracting set of Φ. To
this end, we decompose the solution of (3.4) into a sum of two parts: one decays exponentially
and the other is bounded in a “higher regular" space by using the method in [23], and obtain
some a priori estimates for the solutions, which are the basis to construct a compact measurable
attracting set for Φ. More precisely, we split the solution ϕ to (3.4) as the sum ϕ = ϕL + ϕN , where
ϕL = ϕL(t, ω, ϕ0) = (vL, ηtL) and ϕN = ϕN(t, ω, ϕ0) = (vN , η
t
N) satisfy, respectively, ∂tϕL = LϕL,ϕL(t, ω, ϕ0) = ϕ0L(ω) = (v0, η0), s ≥ 0, (4.7)
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and  ∂tϕN = LϕN + F(ϕ, θtω),ϕN(t, ω, ϕ0) = (0, 0), s ≥ 0. (4.8)
First we have to show that ϕL has an exponential decay, that is,
‖ϕL(t, θ−tω, ϕ0L(θ−tω))‖2H ≤ e
−λt‖ϕ0(θ−tω)‖2H , ∀ ϕ0(θ−tω) ∈ H . (4.9)
It is apparent that the solution ϕL to (4.7) fulfills the estimates (4.3) with c = 0, namely,
‖ϕL(t, θ−tω, ϕ0L(θ−tω))‖2H ≤ e
−λt‖ϕ0L(θ−tω)‖2H = e
−λt‖ϕ0(θ−tω)‖2H . (4.10)
Note that φL = ϕL, we have
‖φL(t, θ−tω, φ0L(θ−tω))‖2H ≤ e
−λt‖φ0(θ−tω)‖2H . (4.11)
Since
‖φN(t, θ−tω, 0)‖2H ≤ 2‖φ(t, θ−tω, φ0(θ−tω))‖
2
H
+ 2‖φL(t, θ−tω, φ0L(θ−tω))‖2H ,
we also have
‖φN(t, θ−tω, 0)‖2H ≤ 10e
−λt‖φ0(θ−tω)‖2H + c(1 + r(ω)). (4.12)
For further reference, we denote by ηtN(ω, η0) the second component of the solution φN to (4.7) at
time t with initial time 0 and initial value φ(0, ω, φ0) = φ0(ω). Observe that ηtN can be computed





uN(t − r)dr, 0 < s ≤ t,∫ t
0
uN(t − r)dr, s > t.
(4.13)
Our goal is to build a compact attracting set for the random dynamical system Φ.
Lemma 4.7. Assume that (H1)-(H2) hold, α ∈ [ 12 , 1) and p ∈ [2, 1 +
3
3−2α ). Then there exists
T3B(ω) > T2B(ω), such that for all t ≥ T3B(ω) and P-a.e. ω ∈ Ω, it follows





eλ(s−t)‖(−∆)αvN(s, θ−t−1ω, 0)‖2ds ≤ R1(ω),




R20(ω) + R0(ω) + r(ω) + 1
))
.


















(k − f (u) − (−∆)αz + z) · (−∆)αvNdx.
(4.14)
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‖(−∆)αvN‖2 + c + c(1 + ‖(−∆)
α
2 u‖2)(1 + ‖u‖2),
(4.15)
where ζ = 32α (
p−2
p−1 ).
On the other hand, by Young’s inequality, we have∫
O
(k(x) − (−∆)αz) · (−∆)αvNdx ≤
3
8
‖(−∆)αvN‖2 + c(1 + ‖(−∆)αz‖2),∫
O


































+ c(1 + ‖(−∆)
α
2 u‖2)(1 + ‖u‖2) + c(1 + ‖(−∆)
α
2 z‖2 + ‖(−∆)αz‖2).
(4.16)









































(−∆)αv · ∆ηtNdxds + c‖(−∆)
αz‖2.
(4.17)

















2 vN‖2 + cp(θtω) + c(1 + ‖(−∆)
α








Taking λ = min{λ12 ,
δ










‖(−∆)αvN‖2 ≤ cp(θtω) + c(1 + ‖(−∆)
α
2 u‖2)(1 + ‖u‖2) + c‖vN‖2 + c, (4.18)
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where p(θtω) = (1 + ‖(−∆)
α
2 z(θtω)‖2 + ‖(−∆)αz(θtω)‖2).
On the one hand, Lemma 4.5 and Lemma 4.6 ensure that there exists T3B(ω) > T2B(ω) such












≤ cR20(ω) + cR0(ω) + cr(ω) + c.
Then, by Lemma 4.2 and Lemma 4.3 we can prove that for all t ≥ T3B(ω),














Remark 4.8. Notice that, unlike the previous results, we are imposing now some restrictions on
the values of α and p in Lemma 4.7. Indeed, the constant ζ = 32α (
p−2
p−1 ), appearing in (4.15), must
belong to the interval (0, 1), and this implies that, for a given α ∈ [ 12 , 1), p has to belong to the
interval [2, 1+ 33−2α ) (see Figure 1 below). We would like to emphasize that the statement in Lemma
4.7 also holds true for α ∈ (0, 12 ), but as we will need to impose α ∈ [
1
2 , 1) in Lemma 4.10 to ensure















Remark 4.9. [6] obtained pullback attractor for random dynamical systems associated to (1.1)
with α = 1 and p ≥ 1, while [9] investigated the deterministic version of (1.1) (i.e. h(x) = 0) with
α = 1 dealing with global attractors for the whole range p < 4. And in [27], authors considered
(1.1) with µ = 0 in the whole space Rn, they assume that p > 1 and α ∈ [12 , 1) hold, and proved
random attractor in L2(Rn).
We now are in the position to finalize the proof of the existence of a random attractor.
Lemma 4.10. Assume that (H1) − (H2) hold, α ∈ [12 , 1) and p ∈ [2, 1 +
3









where {K(ω)}ω∈Ω is defined in Lemma 4.5 and T3B(ω) is defined in Lemma 4.7.
Then N is relatively compact in L2g(R
+,Hα(O)).
Proof. It is clear from Lemma 4.7 that N is bounded in L2g(R
+,H2α(O)). Let ηtN ∈ N . The









∥∥∥∥∥2 ds = ∫ t
0









We then conclude thatN is bounded in L2g(R
+,H2α(O)) ∩ H1g(R
+, L2(O)). Moreover, we can verify











‖∇uN(r)‖2dr, s > t.
By the embedding H2α(O) ↪→ H10(O), we find that
sup
ηt∈N ,s≥0
‖∇ηt‖2 ≤ seλs ·
∫ t
0
eλ(r−t)‖(−∆)αuN(r)‖2dr := h(s), t ≥ 0.









which shows that N ⊂ L2g(R
+,Hα(O)) is a bounded set and h(s) ∈ L1g(R
+). Using Lemma 4.4, the
proof can be completed immediately. 
Now we restate our main result about existence of random attractor for the RDS Φ:
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Theorem 4.11. Assume that (H1) − (H2) hold, α ∈ [ 12 , 1) and p ∈ [2, 1 +
3
3−2α ). Then for every
ω ∈ Ω, the random dynamical system Φ associated with Eq. (1.1) possesses a compact random
attracting set K̃(ω) ⊂ H and possesses a random attractor A = {A(ω)}ω∈Ω with A(ω) = K̃(ω) ∩
K(ω), where K = {K(ω)}ω∈Ω is defined in Lemma 4.5.
Proof. Let BV(ω) be the closed ball in V = Hα(O) × L2g(R
+; H2α(O)) of radius R1(ω). Setting
K̃(ω) = BV(ω)×N withN is the closure ofN , which is defined in Lemma 4.10. Since Hα(O) ↪→
L2(O) is compact and N is compact in L2g(R
+; Hα(O)). Thus, K̃(ω) is compact in H with H =
L2(O) × L2g(R
+; Hα(O)). Now we show the following attracting property of K̃(ω) holds for every








By Lemma 4.5, there exits t∗ = t∗(B) > 0 such that
Φ(t, θ−tω)B(θ−tω) ⊂ K(ω), ∀t ≥ t∗, (4.22)
where K = {K(ω)}ω∈Ω is the absorbing set for Φ inH .
Setting t = t̃ + t∗ + t1 > 0, and using the cocycle properties, we deduce that
Φ(t, θ−tω)B(θ−tω) = Φ(t − t∗ − t1, θt∗+t1θ−tω) ◦ Φ(t
∗ + t1, θ−tω)B(θ−tω)
⊂ Φ(t̃, θ−t̃ω)K(ω).
(4.23)
Pick any φ(t, θ−tω, φ0(θ−tω)) ∈ Φ(t, θ−tω)B(θ−tω) for t ≥ t∗ + t1 > 0. Applying now Lemma 4.7
with T3B(ω) = t∗ + t1 implies
‖(−∆)
α
2 uN‖2 ≤ ‖φN‖2V ≤ c(R1(ω) + ‖(−∆)
α
2 z(ω)‖2).
It is then clear that φN = (uN , ηtN) ∈ K̃(ω). Therefore, from (4.11),
inf
m∈K̃(ω)
‖φ(t) − m‖H ≤ ‖φL‖H ≤ e−
λ








2 t‖φ0(θ−tω)‖H → 0, as t → +∞.
The proof follows immediately from Proposition 2.8. 
5 Hausdorff dimension
In this section, we prove that the random attractorA(ω), whose existence has been proved in
Section 4, has finite Hausdorff dimension. To this end, we need the following condition on f :
| f ′′(u)| ≤ β1, for some β1 > 0. (5.1)
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Set Φ(ω) = Φ(1, ω) and consider the following first variant equation of equation (2.6),
dW̃
dt
= LW̃ + F′(W̃, θtω)W̃, (5.2)
with
W̃(x, t) = W̃0(x, t) = h, t ≤ 0, (5.3)
F
′




LW̃ = (−(−∆)αU −
∫ ∞
0
g(s)(−∆)αV(s)ds,U − Vs), (5.5)
where W̃ = (U(t),V(t)) with U(t), V(t) are the derivative of u(t), ηt of problem (2.6), respectively.
Lemma 5.1. Assume that (H1) − (H2) hold, α ∈ [ 12 , 1) and p ∈ [2, 1 +
3
3−2α ), and (5.1) is fulfilled.
Then the mapping Φ(ω) is almost surely uniformly differentiable onA(ω): P-a.e. ω ∈ Ω, for every
w ∈ A(ω), there exists a bounded linear operator DΦ(ω,w) such that if w and w + h are inA(ω),
there holds




where ρ > 0 and k(ω) is a random variable such that
k(ω) ≥ 1, E(ln k) < ∞, ω ∈ Ω.
Moreover, for any w ∈ A(ω), DΦ(ω,w)h = W̃(1), where W̃(t) is the solution of Eq.(5.2).
Proof. Let w = (u(t), ηt), w̄ = (ū(t), η̄t) be solutions to Eq.(2.6) with initial data w(0) = w0,
w̄(0) = w̄0 and w0 − w̄0 = h. Then Y = w − w̄ satisfies the following problem
dY
dt
= LY + F(w, θtω) − F(w̄, θtω) (5.6)
with F(w, θtω) − F(w̄, θtω) = ( f (ū) − f (u), 0) and Y0 = w0 − w̄0 = h.





= 2(LY,Y)H + 2(F(w, θtω) − F(w̄, θtω),Y)H . (5.7)
Notice that
2(F(w, θtω) − F(w̄, θtω),Y)H = 2( f (ū) − f (u), u − ū)
= −2( f ′(u)(u − ū), u − ū)











2 (ηt − η̄t)‖2ds ≤ 0. (5.9)
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≤ 2α3‖Y‖2H . (5.10)
By Gronwall’s lemma, we obtain
‖Y(t, ω,Y0)‖2H ≤ e
2α3t‖h‖2
H
, ∀ 0 ≤ t ≤ 1. (5.11)
Now, set Z = Y − W̃, then
dZ
dt
= LZ + F′(w, θtω)Z + H(w, w̄) (5.12)
with
Z(x, t) = Z0(x, t) = 0, t ≤ 0, (5.13)
where Z = (u − ū − U, ηt − η̄t − V), F′(w, θtω)Z = (− f ′(u)(u − ū − U), 0), while H(w, w̄) =
( f ′(u)(u − ū) − f (u) + f (ū), 0).
















2 (ηt − η̄t − V)‖2ds ≤ 0, (5.15)
2(F′(w, θtω)Z,Z)H ≤ 2α3‖u − ū − U‖2 ≤ 2α3‖Z‖2H , (5.16)
and from (5.1) and Taylor’s series, we derive
2(H(w, w̄),Z)H = 2( f ′′(u)(u − ū)2, u − ū − U)
≤ c1‖u − ū‖4 + c‖u − ū − U‖2 ≤ c1‖u − ū‖4 + c‖Z‖2H .
(5.17)





≤ c2‖Z‖2H + c1‖u − ū‖
4. (5.18)






‖u(s) − ū(s)‖4ds, (5.19)









(e4α3 − 1) and ρ = 1. Choose k(ω) = max{C1(ω), 1}. Hence, we obtain
E(ln k) < ∞.
Therefore, Φ(ω) is almost surely uniform differentiable onA(ω). Furthermore, the differential
of Φ(ω) at w is DΦ(ω,w). The proof is completed. 
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Next, we check condition (iii) of Proposition 2.9. In fact, taking the inner product of (5.2)
with W̃ inH and performing analogous calculations to those leading to (5.20), we obtain
‖W̃(1)‖2
H
≤ e2α3+δ‖W̃0‖2H . (5.21)












Theorem 5.2. Assume that (H1)− (H2) hold, α ∈ [ 12 , 1) and p ∈ [2, 1 +
3
3−2α ), and (5.1) is fulfilled.
Then the random attractorA(ω) has finite Hausdorff dimension.
Proof. Now, we only need to verify condition (ii) of Proposition 2.9.
To this end, let W̃ = (U,V) be a unitary vector belonging to the domain of L+ F′(W̃, θtω) with
F′(W̃, θtω)W̃ = (− f ′(u)U, 0). Then((





= (LW̃, W̃)H − ( f ′(u)U,U)L2 . (5.22)
By means of direct calculations







−( f ′(u)U,U)L2 ≤ α3‖U‖2. (5.24)
Thus, (










Therefore, we conclude that L + F′(W̃, θtω) ≤ A, where A is the diagonal operator acting on
L2(O) ⊗ L2g(R
+,Hα(O)) defined by −(−∆)α + α3I 00 − δ2 (−∆)α

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From the definition of Trm (Definition 2.7), it is clear that Trm(L + F′(W̃, θtω)) ≤ Trm(A). Since A





(AW̃ j, W̃ j)H ,
where the supremum is taken over the projections Q of the form Q1⊗Q2. This amounts to consider
vectors W̃ j where only one of the two components is non-zero (and in fact of norm one in its space).
Choose then m > max{β1, β2} > 0, and let n1, n2 be the numbers of vectors W̃ j of the form (U, 0)
and (0,V), respectively. Using Sobolev-Lieb-Thirring’s inequality, we have






n2 + α3n1, (5.26)


























On the other hand, (5.26) gives that







Since as m goes to infinity either n1 or n2 (or both) goes to infinity, it is clear that there exists m0
such that qm0 < 0. Then we have ωm0(DΦ(ω,w)) ≤ ωm0(ω) and E(lnωm0) < 0. Thus the desired
conclusion follows from Proposition 2.9.

Acknowledgements. We would like to thank the referees for the helpful and interesting
comments which allowed us to improve the presentation of this paper.
This work was partially supported by the projects MTM2015-63723-P (MINECO/ FEDER,
EU) and P12-FQM-1492 (Junta de Andalucía).
References
[1] Ludwig Arnold. Random dynamical systems. Springer Monographs in Mathematics.
Springer-Verlag, Berlin, 1998.
[2] Boris Baeumer, Mihály Kovács, and Mark M. Meerschaert. Numerical solutions for frac-
tional reaction-diffusion equations. Comput. Math. Appl., 55(10):2212–2226, 2008.
27
[3] Peter W. Bates, Kening Lu, and Bixiang Wang. Random attractors for stochastic reaction-
diffusion equations on unbounded domains. J. Differential Equations, 246(2):845–869, 2009.
[4] T. Caraballo, I. D. Chueshov, P. Marín-Rubio, and J. Real. Existence and asymptotic be-
haviour for stochastic heat equations with multiplicative noise in materials with memory.
Discrete Contin. Dyn. Syst., 18(2-3):253–270, 2007.
[5] T. Caraballo and P. E. Kloeden. Non-autonomous attractor for integro-differential evolution
equations. Discrete Contin. Dyn. Syst. Ser. S, 2(1):17–36, 2009.
[6] T. Caraballo, J. Real, and I. D. Chueshov. Pullback attractors for stochastic heat equations in
materials with memory. Discrete Contin. Dyn. Syst. Ser. B, 9(3-4):525–539, 2008.
[7] Igor Chueshov. Monotone random systems theory and applications, volume 1779 of Lecture
Notes in Mathematics. Springer-Verlag, Berlin, 2002.
[8] Bernard D. Coleman and Morton E. Gurtin. Equipresence and constitutive equations for rigid
heat conductors. Z. Angew. Math. Phys., 18:199–208, 1967.
[9] Monica Conti, Vittorino Pata, and Marco Squassina. Singular limit of differential systems
with memory. Indiana Univ. Math. J., 55(1):169–215, 2006.
[10] Hans Crauel, Arnaud Debussche, and Franco Flandoli. Random attractors. J. Dynam. Differ-
ential Equations, 9(2):307–341, 1997.
[11] Hans Crauel and Franco Flandoli. Attractors for random dynamical systems. Probab. Theory
Related Fields, 100(3):365–393, 1994.
[12] Constantine M. Dafermos. Asymptotic stability in viscoelasticity. Arch. Rational Mech.
Anal., 37:297–308, 1970.
[13] A. Debussche. Hausdorff dimension of a random invariant set. J. Math. Pures Appl. (9),
77(10):967–988, 1998.
[14] Brian R. Duffy, Pedro Freitas, and Michael Grinfeld. Memory driven instability in a diffusion
process. SIAM J. Math. Anal., 33(5):1090–1106 (electronic), 2002.
[15] Mauro Fabrizio and Angelo Morro. Mathematical problems in linear viscoelasticity, vol-
ume 12 of SIAM Studies in Applied Mathematics. Society for Industrial and Applied Mathe-
matics (SIAM), Philadelphia, PA, 1992.
[16] Z. Fellah, C. Depollier, and M. Fellah. Propagation of ultrasonic pulses in porous elastic
solids: a time domain analysis with fractional derivatives. In Proceedings of the 5th Interna-
tional Conference on Mathematical and Numerical Aspects of Wave Propagation, SIAM and
INRIA, Philadelphia, PA, and Rocquencourt, pages 73–79. 2000.
28
[17] J. Fort and V. Méndez. Wavefront in time-delayed reaction-diffusion systems. Theory and
comparison to experiments. Report on Progress in Physics, 65:895–954, 2002.
[18] Stefania Gatti, Maurizio Grasselli, and Vittorino Pata. Lyapunov functionals for reaction-
diffusion equations with memory. Math. Methods Appl. Sci., 28(14):1725–1735, 2005.
[19] Claudio Giorgi, Maria Grazia Naso, and Vittorino Pata. Exponential stability in linear heat
conduction with memory: a semigroup approach. Commun. Appl. Anal., 5(1):121–133, 2001.
[20] Claudio Giorgi, Vittorino Pata, and Alfredo Marzocchi. Asymptotic behavior of a semilinear
problem in heat conduction with memory. NoDEA Nonlinear Differential Equations Appl.,
5(3):333–354, 1998.
[21] Claudio Giorgi, Vittorino Pata, and Alfredo Marzocchi. Uniform attractors for a non-
autonomous semilinear heat equation with memory. Quart. Appl. Math., 58(4):661–683,
2000.
[22] R. Gorenflo and F. Mainardi. Fractional diffusion processes: probability distribution and
continuous time random walk. Lecture Notes in Physics, 621:148–166, 2003.
[23] Maurizio Grasselli and Vittorino Pata. Uniform attractors of nonautonomous dynamical
systems with memory. In Evolution equations, semigroups and functional analysis (Mi-
lano, 2000), volume 50 of Progr. Nonlinear Differential Equations Appl., pages 155–178.
Birkhäuser, Basel, 2002.
[24] Boling Guo and Guoli Zhou. Ergodicity of the stochastic fractional reaction-diffusion equa-
tion. Nonlinear Anal., 109:1–22, 2014.
[25] Y. Haddad. Viscoelasticity of engineering materials. Chapman Hall, London, 1985.
[26] J. Jäckel and H. Frisch. Properties of a generalized diffusion equation with memory. J. Chem.
Phys., 85:1621–1627, 1986.
[27] Hong Lu, Peter W. Bates, Jie Xin, and Mingji Zhang. Asymptotic behavior of stochastic
fractional power dissipative equations on Rn. Nonlinear Anal., 128:176–198, 2015.
[28] Shujuan Lü, Hong Lu, and Zhaosheng Feng. Stochastic dynamics of 2D fractional Ginzburg-
Landau equation with multiplicative noise. Discrete Contin. Dyn. Syst. Ser. B, 21(2):575–590,
2016.
[29] Ralf Metzler and Joseph Klafter. The restaurant at the end of the random walk: recent de-
velopments in the description of anomalous transport by fractional dynamics. J. Phys. A,
37(31):R161–R208, 2004.
29
[30] Elliott W. Montroll and Michael F. Shlesinger. On the wonderful world of random walks.
In Nonequilibrium phenomena, II, Stud. Statist. Mech., XI, pages 1–121. North-Holland,
Amsterdam, 1984.
[31] L. Nirenberg. On elliptic partial differential equations. Ann. Scuola Norm. Sup. Pisa (3),
13:115–162, 1959.
[32] W. E. Olmstead, S. H. Davis, S. Rosenblat, and W. L. Kath. Bifurcation with memory. SIAM
J. Appl. Math., 46(2):171–188, 1986.
[33] Vittorino Pata, Giovanni Prouse, and Mark I. Vishik. Traveling waves of dissipative nonau-
tonomous hyperbolic equations in a strip. Adv. Differential Equations, 3(2):249–270, 1998.
[34] Vittorino Pata and Adele Zucchi. Attractors for a damped hyperbolic equation with linear
memory. Adv. Math. Sci. Appl., 11(2):505–529, 2001.
[35] A. Pazy. Semigroups of linear operators and applications to partial differential equations,
volume 44 of Applied Mathematical Sciences. Springer-Verlag, New York, 1983.
[36] Michael Renardy, William J. Hrusa, and John A. Nohel. Mathematical problems in viscoelas-
ticity, volume 35 of Pitman Monographs and Surveys in Pure and Applied Mathematics.
Longman Scientific & Technical, Harlow; John Wiley & Sons, Inc., New York, 1987.
[37] M. Shlesinger, G. Zaslavsky, and J. Klafter. Strange kinetics. Nature, 363:31–37, 1993.
[38] Yannick Sire and Enrico Valdinoci. Fractional Laplacian phase transitions and boundary
reactions: a geometric inequality and a symmetry result. J. Funct. Anal., 256(6):1842–1864,
2009.
[39] I. M. Sokolov and J. Klafter. From diffusion to anomalous diffusion: a century after Einstein’s
Brownian motion. Chaos, 15(2):026103, 7, 2005.
[40] Roger Temam. Infinite-dimensional dynamical systems in mechanics and physics, volume 68
of Applied Mathematical Sciences. Springer-Verlag, New York, second edition, 1997.
[41] G. M. Zaslavsky. Chaos, fractional kinetics, and anomalous transport. Phys. Rep.,
371(6):461–580, 2002.
[42] George M. Zaslavsky. Hamiltonian chaos and fractional dynamics. Oxford University Press,
Oxford, 2008. Reprint of the 2005 original.
30
