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Resumo
O objetivo central de estudo neste trabalho e´ introduzir o conceito de curvas el´ıpticas. Tal
assunto e´ cla´ssico dentro da geometria alge´brica e tem aplicac¸o˜es em Criptografia e Teoria dos
Nu´meros. Neste trabalho descrevemos algumas delas: em Criptografia, apresentamos sistemas
ana´logos aos de Diffie-Helman, Massey-Omura e ElGamal que sa˜o baseados no grupo abeliano
finito de um curva el´ıptica definida sobre um corpo finito. Em Teoria dos Nu´meros descrevemos
o me´todo de Lenstra para descobrir fatores primos de um nu´mero inteiro, que, por sinal, tambe´m
tem uma relac¸a˜o muito estreita com certo tipo de sistema criptogra´fico. Ainda em Teoria dos
Nu´meros, apresentamos uma caracterizac¸a˜o de nu´meros congruentes atrave´s da estrutura do
grupo de uma determinada curva el´ıptica.
ii
Abstract
The central objective of study in this work is to introduce the concept of elliptic curves. Such
subject is classic inside of algebraic geometry and has applications in Cryptography and Number
Theory. In this work we describe some of them: in Cryptography, we present analogous systems
to the ones of Diffie-Helman, Massey-Omura and ElGamal that are based on the finite abelian
group of an elliptic curve defined over a finite field. In Number Theory, we describe the
method of Lenstra to discover prime factors of a whole number, that, by the way, also has a
very narrow relation with certain type of cryptosystem. Still in Number Theory, we present a
characterization of congruentes numbers through the structure of the group of one determined
elliptic curve.
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Introduc¸a˜o
Um to´pico da geometria alge´brica - curvas el´ıpticas - ale´m de ter uma literatura muito extensa,
tem encontrado aplicac¸o˜es em diversos ramos da matema´tica. Por exemplo, a pouco tempo
elas foram usadas na soluc¸a˜o de um dos grandes teoremas da histo´ria da Matema´tica: o U´ltimo
Teorema de Fermat.
Ja´ a algum tempo, muita atenc¸a˜o tem sido voltada ao uso de curvas el´ıpticas na criptografia
com chave pu´blica, proposto primeiramente nos trabalhos de Koblitz [6] e Miller [9]. A mo-
tivac¸a˜o para isso e´ o fato de que ale´m de na˜o se conhecer nenhum algor´ıtmo sub-exponencial
para resolver o problema do logar´ıtmo discreto em uma curva el´ıptica geral, as curvas el´ıpticas
sobre corpos finitos nos fornecem uma grande fonte de grupos abelianos finitos. Ale´m disso,
como discutiremos neste trabalho, os criptossistemas que empregam o problema do logar´ıtmo
discreto em corpos finitos, tais como os sistemas de Diffie-Hellman, Massey-Omura e ElGamal,
teˆm ana´logos no caso das curvas el´ıpticas.
Ale´m da criptografia, veremos aplicac¸o˜es das curvas el´ıpticas na Teoria dos Nu´meros, mais
precisamente na fatorac¸a˜o de um nu´mero e na caracterizac¸a˜o de um nu´mero congruente.
Comec¸amos apresentando no primeiro cap´ıtulo definic¸o˜es e resultados importantes sobre
curvas el´ıpticas, como por exemplo, introduzindo a adic¸a˜o entre pontos de uma curva el´ıptica e
demonstrando que a curva el´ıptica com tal operac¸a˜o e´ um grupo abeliano. No fim do cap´ıtulo
tambe´m fazemos alguma considerac¸o˜es importantes a respeito de curvas el´ıpticas sobre corpos
finitos, que sera˜o importantes no decorrer do texto.
No segundo cap´ıtulo, inicialmente introduzimos os conceitos ba´sicos de criptografia e depois
apresentamos exemplos de sistemas criptogra´ficos com chave pu´blica, como e´ o caso do sistema
RSA, baseado no problema de se fatorar um nu´mero inteiro e os sistemas de Diffie-Hellman,
Massey-Omura e ElGamal, baseados no problema do logar´ıtmo discreto.
Finalmente, no terceiro e u´ltimo cap´ıtulo, utilizaremos os conceitos apresentados nos cap´ıtulos
anteriores para vermos algumas aplicac¸o˜es das curvas el´ıpticas em Critptografia e em Teoria dos
Nu´meros. Em Criptografia, tendo como ponto de partida o artigo ”Elliptic curve cryptosys-
tems”, de N. Koblitz, apresentamos sistemas criptogra´ficos ana´logos aos de Diffie-Hellman,
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Massey-Omura e ElGamal. Ja´ em Teoria dos Nu´meros, descrevemos o me´todo de Lenstra para
fatorar um nu´mero composto e apresentamos uma caracterizac¸a˜o de nu´meros congruentes, base-
ado no artigo ”Factoring integers with elliptic curves”de H. W. Lenstra e no livro ”Introduction
to Elliptic Curves and Modular Forms”. de N. Koblitz, respectivamente.
Para encerrar gostar´ıamos de acrescentar que apresentamos nessa dissertac¸a˜o apenas uma
parte muito pequena de uma teoria cla´ssica que e´ muito vasta, atual e rica.
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Cap´ıtulo 1
Curvas El´ıpticas
O objetivo desse cap´ıtulo e´ definir curvas el´ıpticas e demonstrar que as cu´bicas na˜o singulares
possuem uma estrutura de grupo aditivo. E, como consequeˆncia disso, teremos que se C e´ uma
curva el´ıptica sobre K, enta˜o C(K) juntamente com a adic¸a˜o de pontos e´ um grupo comutativo.
1.1 Preliminares
Nesta sec¸a˜o, introduziremos definic¸o˜es e resultados que sera˜o relevantes para um melhor enten-
dimento das curvas el´ıpticas.
1.1.1 Curva Alge´brica Plana
Definic¸a˜o 1.1.1. Seja K um corpo. Uma curva alge´brica plana sobre K e´ o lugar geome´trico
dos pontos de K2 cujas coordenadas cartesianas satisfazem a uma equac¸a˜o do tipo
f(X, Y ) = 0,
onde f e´ um polinoˆmio na˜o constante.
Exemplo 1.1.1. O c´ırculo de raio r e centro (a, b), e´ o lugar dos pontos que satisfazem a
equac¸a˜o
(X − a)2 + (Y − b)2 − r2 = 0

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1.1.2 Equac¸a˜o de uma curva alge´brica
Admitiremos nessa sec¸a˜o que o corpo K e´ algebricamente fechado e sua caracter´ıstica e´ zero.
Neste caso, uma curva alge´brica em K2 fica determinada pelos fatores irredut´ıveis de uma
equac¸a˜o que definimos anteriormente. E´ o que apresentamos no resultado seguinte.
Proposic¸a˜o 1.1.1. Sejam f, g ∈ K[X, Y ]. Enta˜o f(X, Y ) = 0 e g(X, Y ) = 0 teˆm as mesmas
soluc¸o˜es em K2 se, e somente se, os fatores irredut´ıveis de f,g sa˜o os mesmos.
Demonstrac¸a˜o: E´ evidente que se f e g teˆm os mesmos fatores irredut´ıveis enta˜o f(X, Y ) =
0 = g(X, Y ) tem o mesmo conjunto soluc¸a˜o.
Reciprocamente, seja p ∈ K[X, Y ] um fator irredut´ıvel de f. Por hipo´tese, para cada
(x, y) ∈ K2, vale a implicac¸a˜o,
p(x, y) = 0⇒ g(x, y) = 0 (1.1)
Trocando X por Y se necessa´rio, podemos supor que Y ocorre efetivamente em p, isto e´,
p = p(x, Y ) = an(x)Y
n + . . .+ a1(x)Y + a0(x); n ≥ 1, ai(x) ∈ A, ∀i e an(x) 6= 0 (1.2)
Seja A = K[X] e L = K(X) o corpo de frac¸o˜es de A, pelo lema de Gauss, p ∈ A[Y ] e´
irredut´ıvel em L[Y ].
Suponhamos, por absurdo, que p na˜o divide g.
Enta˜o, MDC(p, g) = 1.
Da´ı, existe uma relac¸a˜o
ap+ bg = 1,
onde a, b ∈ L[Y ].
Podemos, enta˜o, escrever
a =
a′
c
, b =
b′
c
com a′, b′ ∈ A[Y ] e c ∈ A, c 6= 0.
Assim, obtemos
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a′p+ b′g = c.
Observando a equac¸a˜o (1.2) podemos ver que, exceto para um nu´mero finito de valores de
x, o polinoˆmio p(x, Y ) e´ na˜o constante e portanto p(x, Y ) = 0 admite soluc¸a˜o, pois K e´ um
corpo algebricamente fechado.
Conclui-se, enta˜o, por (1.1), que ha´ uma infinidade de valores de x tais que c(x) = 0, e
portanto c = 0.
Esta contradic¸a˜o mostra que p divide g em L[Y ], seguindo, novamente pelo lema de Gauss,
que p divide g em K[X, Y ]. 
Podemos deduzir, como consequeˆncia da proposic¸a˜o anterior, que uma curva alge´brica, dada
como o lugar das soluc¸o˜es de uma equac¸a˜o polinomial na˜o constante f(X, Y ) = 0, determina,
a menos de fator constante, uma equac¸a˜o de grau mı´nimo; basta tomar o produto dos fatores
irredut´ıveis distintos de f .
Este fato induz uma substituic¸a˜o da definic¸a˜o 1.1.1 pela seguinte, onde passamos a identificar
”curva”com sua equac¸a˜o.
Definic¸a˜o 1.1.2. Sejam f, g ∈ K[X, Y ] \K.
Definimos a relac¸a˜o,
f ∼ g ⇐⇒ ∃ λ ∈ K∗ ; f = λg.
Uma curva alge´brica plana afim, ou mais abreviadamente uma curva, definida por
f ∈ K[X, Y ] e´ a classe de equivaleˆncia de f .
Sendo K algebricamente fechado, a equac¸a˜o de uma curva e´ qualquer um dos polinoˆmios
nessa classe.
O conjunto V (f) = {(x, y) ∈ K2/f(x, y) = 0} e´ chamado trac¸o da curva f . O grau de uma
curva f e´ o grau total de sua equac¸a˜o.
Notac¸a˜o: Denotaremos a curva f por f = 0 e o grau de uma curva f por ∂f .
Observac¸a˜o 1.1.1. As curvas X2 = 0 e X = 0 teˆm o mesmo trac¸o, mas sa˜o curvas distintas.
Definic¸a˜o 1.1.3. Uma curva f = 0 e´ irredut´ıvel se f ∈ K[X, Y ] e´ irredut´ıvel.
Exemplo 1.1.2. As para´bolas, elipses e hipe´rboles sa˜o curvas irredut´ıveis. 
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Como K[X, Y ] e´ um domı´nio fatorial enta˜o para todo f /∈ K[X, Y ]∗, existem p1, . . . , pr
irredut´ıveis em K[X, Y ] tais que:
f = pm11 . . . p
mr
r , com 1 ≤ mi, mi ∈ N,i = 1, . . . , r.
Definic¸a˜o 1.1.4. As curvas pi = 0, i = 1, . . . , r sa˜o chamadas de componentes irredut´ıveis das
curva f = 0, e mi e´ chamado de multiplicidade da componente pi.
Vamos enunciar agora um teorema cla´ssico (daremos agora a sua versa˜o fraca, a versa˜o mais
geral sera´ enunciada mais adiante) que nos da´ informac¸o˜es sobre a cardinalidade da intersec¸a˜o
de duas curvas. Sua demonstrac¸a˜o pode ser vista em [3]
Teorema 1.1.1 (Teorema de Be´zout (versa˜o fraca)). Seja K um corpo. Sejam f(X, Y ) e
g(X, Y ) dois polinoˆmios em K[X, Y ] de graus n,m ≥ 1. Se f(X, Y ) e g(X, Y ) na˜o teˆm fator,
na˜o trivial, comum em K[X, Y ], enta˜o
#(V (f) ∩ V (g)) ≤ nm.
1.1.3 Multiplicidades
Vamos definir ı´ndice de intersec¸a˜o de uma curva plana afim com uma reta.
Sejam f = 0 e ` : Y = aX + b uma reta. Observe que
V (f ∩ `) = {(x, y) ∈ K2; f(x, ax+ b) = 0}
Agora tomando fl(X) := f(X, aX + b) e usando propriedades elementares do anel principal
K[X], tem-se as seguintes possibilidades:
(1) fl(X) = 0, nesse caso l e´ uma componente de f .
(2) fl(X) = c, c ∈ K∗, quando V (f ∩ l) = ∅.
(3) fl(X) ∈ K[X] \K, nesse caso:
fl = c
r∏
i=1
(X − xi)mi , c ∈ K∗ com x1, . . . , xr distintos em K.
Observac¸a˜o 1.1.2. No caso particular das retas ` : X = c ∈ K evidentemente fl(Y ) = f(c, Y )
e todas as possibilidades acima sa˜o va´lidas trocando-se X por Y .
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Definic¸a˜o 1.1.5. A multiplicidade ou ı´ndice de intersec¸a˜o de f e ` no ponto P ∈ K2 e´ definido
e denotado por:
I(P, f ∩ `) :=

0 se P 6∈ V (` ∩ f),
∞ se P ∈ `, e ` e´ uma componente de f,
mi se P = (xi, axi + b), 1 ≤ i ≤ r, onde fl(X) =
r∏
j=1
(X − xj)mj .
Se ` na˜o e´ uma componente de f definimos
m∞ = ∂f −
r∑
i=1
mi := I(∞, ` ∩ f)
Definic¸a˜o 1.1.6. Seja f =
∑
0≤r+s≤d
arsX
rY s ∈ K[X, Y ], d = ∂f . Para cada i, 0 ≤ i ≤ d o
polinoˆmio fi =
∑
r+s=i
arsX
rY s e´ chamado de componente homogeˆnea de grau i de f e podemos
escrever de maneira u´nica : f = f0+ . . .+ fd e fd 6= 0, onde fi sa˜o homogeˆneos de grau i de f .
Como K e´ algebricamente fechado, fd(X, 1) =
∏
a,b
(aX + b), e sendo fd homogeˆneo, temos
que fd(X, Y ) =
∏
a,b
(aX + bY ).
Cada componente irredut´ıvel aX + bY de fd e´ dita direc¸a˜o assinto´tica de f .
O primeiro resultado a respeito de ı´ndice de intersec¸a˜o de curva com reta e´ o seguinte.
Proposic¸a˜o 1.1.2. Seja f = 0 uma curva e P ∈ V (f). Existe um inteiro m = mp(f) ≥ 1, tal
que, para toda reta ` passando por P , temos I(P, ` ∩ f) ≥ m, ocorrendo a desigualdade estrita
para no ma´ximo ”m”retas e no mı´nimo uma.
Demonstrac¸a˜o: Suponhamos sem perda de generalidade, P = (0, 0). Escrevamos f =
fm + . . .+ fd com fi homogeˆneo de grau i para m ≤ i ≤ d e fm 6= 0.
Como P ∈ V (f), temos m ≥ 1. Mudando de coordenadas se necessa´rio, podemos tambe´m
supor queX na˜o divide fm. Da´ı, para a retaX = 0, f(0, Y ) = Y
m.[fm(0, 1)+. . .+fd(0, 1).Y
d−m]
e fm(0, 1) 6= 0, donde conclui-se que I(P,X ∩ f) = m.
Para as demais retas passando por P = 0, ponhamos `t = Y − tX.
Temos enta˜o:
f(X, tX) = Xm.[fm(1, t) + . . .+ fd(1, t).X
d−m].
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Segue que I(P = 0, `t ∩ f) ≥ m, ocorrendo a igualdade se, e somente se, fm(1, t) 6= 0.
Como X na˜o divide o polinoˆmio homogeˆneo fm, segue que fm(1, t) e´ um polinoˆmio em t de
grau m (≥ 1) e que portanto se anula para ao menos 1 e no ma´ximo m valores distintos. 
Definic¸a˜o 1.1.7. O inteiro m = mp(f) descrito na proposic¸a˜o anterior e´ definido como sendo
a multiplicidade do ponto P na curva f, ou simplesmente multiplicidade de f em P. Se P 6∈ f
convencionamos mp(f) = 0.
Dados uma curva f e um ponto P = (x, y) ∈ V (f), considere f˜ = f(X+x, Y +y) e observe
que um ponto (a, b) ∈ V (f) se, e somente se, o ponto (a − x, b − y) ∈ V (f˜). Em particular,
0 = (0, 0) ∈ V (f˜) e mp(f) = m0(f˜). Assim, podemos escrever f˜ = f(X + x, Y + y) =
fm(X, Y )+ (termos de grau maior que m), com fm(X, Y ) sendo a componente homogeˆnea, na˜o
nula, de menor grau de f˜ . Logo, se tomarmos fm =
∏
ei≥1
(aiX − biY )ei , onde os fatores lineares
˜`
i = (aiX − biY ) sa˜o retas distintas, podemos ver que I(0, ˜`i ∩ f˜i) = I(P, `i ∩ fi) > mp(f), onde
`i = ai(X − x)− bi(Y − y).
Definic¸a˜o 1.1.8. A partir do que acabamos de descrever, definimos:
(a) As retas `i sa˜o denominadas retas tangentes de f em P .
(b) O expoente ei e´ chamado de multiplicidade da reta tangente `i.
(c) O cone tangente de f em P e´ a unia˜o das retas tangentes, isto e´, CTPf =
⋃
t
`t.
Definic¸a˜o 1.1.9. Seja P ∈ f , dizemos que P e´
(a) liso (simples, na˜o singular) ou que f e´ lisa em P, se mp(f) = 1; singular, caso contra´rio.
(b) A curva f e´ lisa ou na˜o singular se mp(f) = 1 para cada P ∈ f .
(c) Se mp(f) = 2, 3, . . . ,m, P e´ dito duplo, triplo, . . ., m-uplo.
(d) Um ponto m-uplo P ∈ f = 0 e´ ordina´rio se f admitir m tangentes distintas em P.
(e) Uma cu´spide e´ um ponto duplo com tangentes coincidentes.
(f) Um no´ e´ um ponto duplo ordina´rio.
O pro´ximo resultado nos da´ uma caracterizac¸a˜o para pontos na˜o singulares.
Proposic¸a˜o 1.1.3. Seja f = 0 uma curva.
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(i) Um ponto P ∈ f e´ liso se, e somente se, ao menos uma das derivadas parciais fX , fY
na˜o se anula em P.
(ii) Se P = (a, b) ∈ f e´ liso enta˜o a (u´nica) tangente a f em P e´ dada por
fX(P )(X − a) + fY (P )(Y − b) = 0.
Demonstrac¸a˜o: Seja P = (a, b) ∈ f , pela fo´rmula de Taylor temos:
f(X + a, Y + b) = f(a, b) + fX(a, b)X + fY (a, b)Y + g(X, Y ),
onde os termos de g teˆm grau maior ou igual a 2.
(i) Como P = (a, b) ∈ f , temos que f(a, b) = 0. Da´ı,
P e´ liso ⇔ mp(f) = 1⇔ fX(a, b) 6= 0 ou fY (a, b) 6= 0.
(ii) Como f(X, Y ) = fm(X, Y )+(termos de grau maior que m) e P e´ liso, temos que
mp(f) = 1
Da´ı, f1(X, Y ) = fX(a, b)(X − a) + fY (a, b)(Y − b).
Enta˜o, por definic¸a˜o, a reta l = fX(P )(X − a) + fY (P )(Y − b) e´ a u´nica reta tangente a f
em P . 
1.1.4 Plano Projetivo
Suponha que queremos estudar todos os pontos de intersec¸a˜o de duas curvas; considere por
exemplo a curva Y 2 = X2 + 1 e a reta Y = αX. Se α 6= ±1, elas se cruzam em dois pontos.
Quando α = ±1, elas na˜o se interceptam. Mas no´s podemos ampliar o plano de tal maneira
que tais curvas se interceptem ”no infinito”. Para isso, vamos definir plano projetivo.
Definic¸a˜o 1.1.10. Vamos definir em K3 a seguinte relac¸a˜o de equivaleˆncia:
Dados P,Q ∈ K3 \ {0}
P ∼ Q se, e somente se, existe λ ∈ K∗ tal que Q = λP
Notac¸a˜o: Denotemos a classe de equivaleˆncia de (x, y, z) ∈ K3 \ {0} por (x : y : z) e,
definimos o plano projetivo por
7
IP2K :=
K3 \ {0}
∼ = {(x : y : z) ; (x, y, z) ∈ K
3 \ {0}}
Se P = (x : y : z) ∈ IP2K com z 6= 0 enta˜o, P = P ′ =
(x
z
:
y
z
: 1
)
.
O conjunto U = {(x : y : 1) ; x, y ∈ K} e´ chamado espac¸o afim.
O conjunto H∞ = {(x : y : 0) ; x, y ∈ K} e´ chamado hiperplano infinito, e os pontos de H∞
sa˜o chamados pontos no infinito.
Define-se analogamente os espac¸os afins e hiperplanos no infinito:
U1 = {(1 : y : z) ; y, z ∈ K}, H1∞ = {(0 : y : z) ; y, z ∈ K}.
U2 = {(x : 1 : z) ; x, z ∈ K}, H2∞ = {(x : 0 : z) ; x, z ∈ K}.
Observac¸a˜o 1.1.3. Define-se IP1K por:
K2 \ {0}
∼ .
Quando K = R podemos visualizar IP1K como S1 ≈ R \ {∞}.
1.1.5 Curvas Projetivas
Uma curva projetiva e´ uma curva em IP2K.
Seja F ∈ K[X, Y, Z] homogeˆneo de grau d. Tem-se:
F (λX, λY, λZ) = λdF (X, Y, Z), com λ 6= 0.
Enta˜o, dado (x, y, z) ∈ K3, F (λx, λy, λz) = 0 se, e somente se, F (x, y, z) = 0.
Segue da´ı que se F e´ homogeˆneo, os zeros de F em IP2K independem do representante da
classe de equivaleˆncia ∼. Assim, podemos definir:
Definic¸a˜o 1.1.11. Dado um polinoˆmio homogeˆneo de grau d ≥ 1, o trac¸o da curva F = 0 e´ o
conjunto V (F ) = {P ∈ IP2K ; F(P) = 0, onde F ∈ K[X, Y, Z]} homogeˆneo.
Exemplo 1.1.3. Duas retas paralelas num plano afim, quando vistas em IP2K, se interceptam
no infinito.
De fato, sejam ` = aX + bY + c e `′ = aX + bY + c′ duas retas paralelas em U .
Homogeneizando ` e `′ obtemos L = aX + bY + cZ e L′ = aX + bY + c′Z.
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Da´ı, H∞(L) = {(−b : a : 0)} = H∞(L′).
Logo, (−b : a : 0) ∈ V (L) ∩ V (L′). 
Exemplo 1.1.4. Seja F = X2Z − Y 2(Y − Z). Observe que se U = V (F ) ∩ U , temos:
V (F ) ∩ U = U(F ) = {(x, y) ∈ R2 ; y3 = 0} e H∞(F ) = {(1 : 0 : 0)}
U1(F ) = {(y, z) ∈ R2 ; y2(y − z) = 0} e H1∞(F ) = {(0 : 0 : 1) , (0 : 1 : 1)}
U2(F ) = {(x, z) ∈ R2 ; x2z = 0} e H2∞(F ) = {(1 : 0 : 0) , (0 : 0 : 1)}. 
Definic¸a˜o 1.1.12. Seja F ∈ K[X, Y, Z] homogeˆneo, o polinoˆmio F∗(X, Y, Z) := F (X, Y, 1) e´
o que chamamos de desomogeneizac¸a˜o de F .
Por outro lado, dado f ∈ K[X, Y ] escreva f(X, Y ) = f0(X, Y ) + . . . + fd(X, Y ) com fi
homogeˆneo de grau i. O polinoˆmio f ∗ = Zd.f
(
X
Z
,
Y
Z
)
= f0(X, Y )Z
d + . . . + fd−1(X, Y )Z +
fd(X, Y ) e´ o que chamamos de a homogeneizac¸a˜o de f .
Gostariamos de observar aqui que se F ∈ K[X, Y, Z] e´ homogeˆneo e V (F ) ⊆ IP2K e´ o trac¸o
da curva projetiva enta˜o V (F ) ∩ U = U(f) = V (F∗).
Por outro lado se f ∈ K[X, Y ] e´ na˜o constante e F = f ∗ enta˜o V (F ) ∩ U = U(f), pois
(f ∗)∗ = f e (F∗)∗ = F.
1.1.6 Intersec¸a˜o de reta e curvas projetivas
Aqui, no´s vamos reproduzir para curvas projetivas, definic¸o˜es e resultados a respeito de in-
tersec¸a˜o de retas e curvas que foram apresentados para curvas planas afins.
Assim, neste para´grafo, quando falarmos em reta e curvas estaremos nos referindo a retas
e curvas projetivas. Assumiremos tambe´m neste para´grafo que K e´ um corpo algebricamente
fechado.
Proposic¸a˜o 1.1.4. Sejam L a reta L = X = 0 e F = 0 uma curva de grau d.
Tome P = (x : y : z) ∈ IP2K. Enta˜o:
1. P = (x : y : z) ∈ L ∩ F ⇐⇒ x = 0 e F (0, y, z) = 0
2. Se L divide F enta˜o, V (L) ⊂ V (F )
3. Se L na˜o divide F enta˜o temos que:
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F (0, Y, Z) =
r∏
i=1
(ziY − yiZ)mi
com V (F ) ∩ V (X) = {P1, . . . , Pr} e Pi = (0 : yi : zi), i = 1, . . . , r.
O expoente mi e´ chamado de multiplicidade de intersec¸a˜o de X e F em Pi.
Demonstrac¸a˜o: Os ı´tens 1 e 2 sa˜o claros. Vamos enta˜o provar o ı´tem 3.
Para cada i, tome a reta afim `i = ziY − yiZ e observe que dado Q = (y, z) ∈ K2 \ {(0, 0)},
o ponto Q ∈ `i se, e somente se, F (0, y, z) = 0.
De fato, se supomos y 6= 0, temos que (y, z) ∈ `i se, e somente se, ziy = yiz e yi 6= 0 (lembre
que (yi, zi) ∈ K2 \ {(0, 0)}). E como yd.F (0, yi, zi) = F (0, yyi, yzi) = ydi .F (0, y, z), temos o que
quer´ıamos, isto e´, `i divide F (0, y, z).
Agora tome para cada i, mi = max{ni, `nii \ F (0, y, z)}.
Vamos ter que F (0, Y, Z) =
(
n∏
i−1
`mii
)
.g(Y, Z), com g(Y, Z) um polinoˆmio homogeˆneo de
grau r e para todo i, `i na˜o divide g, mas se supomos que r ≥ 1 e sendo K corpo algebricamente
fechado, vamos ter que existe (x, y) ∈ K2 \ {(0, 0)} tal que g(y, z) = 0, isto e´, F (0, y, z) = 0.
Portanto P = (0 : y : z) ∈ X ∩ V (F ), isto e´, existe i tal que Pi = P e `i divide g(Y, Z), o
que e´ uma contradic¸a˜o. 
Antes de definirmos ı´ndice de intersec¸a˜o de uma reta projetiva gene´rica com uma curva,
sera´ necessa´rio introduzirmos o conceito de projetividade.
Para isso, apresentaremos a seguinte proposic¸a˜o elementar e natural.
Proposic¸a˜o 1.1.5. Sejam T : K3 −→ K3 um isomorfismo K-linear e A a matriz 3 × 3 de
T−1 na base canoˆnica. Enta˜o:
(a) O isomorfismo T induz um K-automorfismo homogeˆneo do anel K[X, Y, Z] dado por
T◦ : K[X, Y, Z] −→ K[X, Y, Z]
F (X, Y, Z) −→ F ((A(X, Y, Z)t)t)
(b) O isomorfismo T induz uma bijec¸a˜o natural de IP2K em IP
2
K, chamada de projetividade e
dada por
T (x : y : z) = (a : b : c) onde (a, b, c) = T (x, y, z)
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Demonstrac¸a˜o:As provas de (a) e (b) sa˜o bastante simples e omitiremos aqui. 
Definic¸a˜o 1.1.13. Dizemos que duas curvas projetivas F = 0 e G = 0 sa˜o projetivamente
equivalentes se existe uma projetividade T de IP2K em IP
2
K tal que G = T◦F.
Em particular, elas teˆm o mesmo grau.
Proposic¸a˜o 1.1.6. Sejam L = aX + bY + cZ = 0 uma reta e F = 0 uma curva de grau d.
Se V (L) 6⊂ V (F ), isto e´, L na˜o divide F enta˜o, V (F ) ∩ V (L) = {P1, . . . , Pr}, onde Pi 6= Pj
para i 6= j e existem u´nicos inteiros mi ≥ 1 tais que, se T e´ uma projetividade tal que T◦L = X
enta˜o,
(T◦F )(0, Y, Z) =
r∏
i=1
(ziY − yiZ)mi, onde T (Pi) = (0 : yi : zi) para i = 1, . . . , r.
Em particular,
∑
mi = d.
Demonstrac¸a˜o: Tome T um isomorfismo K-linear de K3 em K3 tal que T◦L = X e
considere o diagrama de homomorfismos:
K[X, Y, Z]
T◦−→ K[X, Y, Z]
q ↓ ↓ q
K[X, Y, Z]
< L >
T◦−→ K[Y, Z]
onde 
q : g 7−→ g = g+ < L >
q : g(X, Y, Z) 7−→ g(0, Y, Z)
T◦ : g(X, Y, Z) 7−→ (T◦g)(0, Y, Z)
Como T◦ e´ isomorfismo enta˜o, T◦ tambe´m e´ isomorfismo.
Segue que
K[X, Y, Z]
< L >
w K[Y, Z]. Sendo K[Y, Z] domı´nio fatorial enta˜o, F = P n11 . . . P nss ,
com Pi irredut´ıveis e ni ≥ 1, para todo F ∈ K[X, Y, Z].
Como T◦F (X, Y, Z) = (T◦F )(0, Y, Z) =
r∏
i=1
(ziY − yiZ)mi , onde Pi = (0 : yi : zi) tal que
V (F ) ∩ V (X) = {P1, . . . , Pr}, segue que r = s e ni = mi, a menos da ordenac¸a˜o. 
Agora ja´ temos condic¸o˜es de definir ı´ndice de intersec¸a˜o de uma reta com uma curva.
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Definic¸a˜o 1.1.14. A multiplicidade ou ı´ndice de intersec¸a˜o da reta L = 0 com uma curva
F = 0 no ponto P e´ definido por:
I(P,L ∩ F ) :=

∞ se P ∈ L ⊂ F
0 se P 6∈ L ∩ F
mi se P = Pi nas condic¸o˜es da proposic¸a˜o anterior.
Observac¸a˜o 1.1.4. A proposic¸a˜o acima diz que sempre podemos supor que P esteja a uma
distaˆncia finita, para o ca´lculo de I(P,L ∩ F ), ou seja:
I(P,L ∩ F ) = I(P,L∗ ∩ F∗).
Assim, calculamos a multiplicidade de intersec¸a˜o de curvas projetivas com retas da mesma
forma que calculamos ı´ndice de intersec¸a˜o de retas com curvas afins.
Definic¸a˜o 1.1.15.
• Se P 6∈ V (F ) enta˜o, mp(F ) = 0.
• P ∈ V (F ) e´ simples (na˜o singular, liso) se mp(F ) = 1.
• P ∈ V (F ) e´ singular (mu´ltiplo) se mp(F ) ≥ 2.
Se mp(F ) = 2, 3, . . . diremos que P e´ um ponto duplo, triplo,. . . (respectivamente).
Exemplo 1.1.5. Sejam a cu´bica Y = X3 e F = Z2Y −X3.
No ponto P = (0 : 1 : 0) temos que:
F∗ = Z2 −X3 enta˜o, mp(F∗) = 2.
Ale´m disso, F (P ) = 0 e Z = 0 logo, X3 = 0.
Da´ı, segue que I(P, F ∩ Z) = 3 
A proposic¸a˜o seguinte, nos fornece um crite´rio para decidir quando um ponto e´ singular.
Proposic¸a˜o 1.1.7. Seja F = 0 uma curva de grau d e seja P ∈ IP2K. Enta˜o:
(a) dF = XFX + Y FY + ZFZ. (Fo´rmula de Euler)
(b) P e´ um ponto singular de F se, e somente se, FX(P ) = FY (P ) = FZ(P ) = 0.
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(c) Se P e´ um ponto liso de F enta˜o, a reta tangente a F nesse ponto e´:
FX(P )X + FY (P )Y + FZ(P )Z = 0.
Demonstrac¸a˜o:
(a) Sendo ambos os membros da igualdade lineares como func¸o˜es de F , e´ suficiente verificar
a fo´rmula quando F e´ um monoˆmio da forma X iY jZk, com i+ j + k = d.
FX = iX
i−1Y jZk
FY = jX
iY j−1Zk
FZ = kX
iY jZk−1
Da´ı, XFX+Y FY +ZFZ = iX
iY jZk+jX iY jZk+kX iY jZk = (i+j+k)(X iY jZk) = dF .
Portanto, dF = XFX + Y FY + ZFZ .
(b) Suponhamos P = (a : b : 1). Enta˜o, pela Fo´rmula de Taylor para f = F∗ em P , temos:
f(x, y) = f(a, b) + fX(a, b)(X − a) + fY (a, b)(Y − b) + 1
2
fXX(a, b)(X − a)2 + . . . .
Assim, mp(F ) > 1⇔ f(a, b) = 0, fX(a, b) = 0 e fY (a, b) = 0⇔ FX(P ) = 0, FY (P ) = 0 e
F (P ) = 0.
Pelo ı´tem (a) temos dF (P ) = aFX(P ) + bFY (P ) + FZ(P ), da´ı segue que
mp(F ) > 1⇔ FX(P ) = FY (P ) = FZ(P ) = 0 e F (P ) = 0.
(c) A reta tangente a F em P = (a : b : 1) e´ dada pela equac¸a˜o:
fX(a, b)(X − aZ) + fY (a, b)(Y − bZ) = 0
Enta˜o, fX(a, b)X + fY (a, b)Y − Z(afX(a, b) + bfY (a, b)) = 0. Logo, pelo ı´tem (a) temos
fX(a, b)X + fY (a, b)Y + Z(fZ(a, b)) = 0.
Portanto, FX(P )X + FY (P )Y + FZ(P )Z = 0. 
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Agora enunciaremos a versa˜o geral do teorema de Be´zout. Para maiores detalhes (incluindo
sua demonstrc¸a˜o) ver [2]
Teorema 1.1.2 (Teorema de Be´zout). Duas curvas projetivas F,G sem componentes irre-
dut´ıveis em comum, tem (∂F )(∂G) pontos em comum contados com multiplicidade.
1.2 Curva Projetiva Plana
Seja K um corpo algebricamente fechado e C = V (F ) ⊆ IP2K uma curva projetiva. Se K0 e´
subcorpo de K e existe F0 ∈ K0[X, Y, Z] homogeˆneo tal que C = V (F0), dizemos que C esta´
definida sobre K0 e denotamos C(K0) = C ∩ IP2K0 .
1.3 Adic¸a˜o de pontos numa cu´bica na˜o singular
Neste para´grafo, seja K um corpo algebricamente fechado e K0 um subcorpo de K. Mais ainda,
vamos supor que C = V (F ) e´ uma cu´bica na˜o singular definida sobre K0 e que C(K0) e´ na˜o
vazio, com F ∈ K0[X, Y, Z].
Dados dois pontos P,Q ∈ C(K0), a reta L que passa por P e Q intercepta C em um terceiro
ponto, que denotaremos P ∗ Q ∈ IP2K (quando ocorrer P = Q, consideremos L como a reta
tangente a C em P ).
Proposic¸a˜o 1.3.1. Se P,Q ∈ C(K0) enta˜o, (P ∗Q) ∈ C(K0).
Demonstrac¸a˜o: Seja F ∈ K0[X, Y, Z] e suponhamos que a reta que une P e Q e´ dada por
L : aX + bY + cZ = 0,
onde a, b, c ∈ K0 e pelo menos um deles e´ na˜o nulo.
Consideremos, sem perda de generalidade, c 6= 0. Obtemos enta˜o,
L : Z = αX + βY,
onde α, β ∈ K0.
Sejam P = (x1 : y1 : z1), Q = (x2 : y2 : z2) e (P ∗ Q) = (x3 : y3 : z3), onde xi, yi, zi ∈ K0,
para i = 1, 2.
Substituindo a equac¸a˜o da reta no polinoˆmio F , obtemos
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H(X, Y ) = F (X, Y, αX + βY ) = λ(a1X − b1Y )(a2X − b2Y )(a3X − b3Y ),
onde λ ∈ K∗0 e para cada i = 1, 2, 3, a1 ∈ K∗0 ou bi ∈ K∗0 .
Assim, mudando os ı´ndices se for necessa´rio, obtemos
P = (x1 : y1 : z1) = (b1 : a1 : αb1 + βa1)
Q = (x2 : y2 : z2) = (b2 : a2 : αb2 + βa2)
P ∗Q = (x3 : y3 : z3) = (b3 : a3 : αb3 + βa3)
Logo, temos que existe t ∈ K∗, tal que x1 = b1t, y1 = a1t e z1 = (αb1 + βa1)t.
Suponhamos que b1 ∈ K∗0 , enta˜o como t ∈ K∗0 temos que b1, a1 ∈ K0.
Analogamente temos que b2, a2 ∈ K0. Da´ı, segue que
H(X, Y ) = P (X, Y )(a3X − b3Y ),
onde H,P ∈ K0[X, Y ].
Fazendo Y = 1, temos que o polinoˆmio H(X) = H(X, 1) ∈ K0[X] se fatora em K0[X].
Logo, (a3X − b3) ∈ K0[X].
Portanto, (P ∗Q) ∈ C(K0). 
Definic¸a˜o 1.3.1. Fixemos um ponto O de C(K0). Dados dois pontos P,Q ∈ C(K0), obtemos
pela proposic¸a˜o anterior um terceiro ponto (P ∗Q) ∈ C(K0).
A reta que une (P ∗Q) e O, intercepta C num terceiro ponto (P ∗Q) ∗ O ∈ C(K0).
Definimos a soma de dois pontos P,Q ∈ C(K0), como sendo
P +Q = (P ∗Q) ∗ O ∈ C(K0).
Vamos agora discutir uma proposic¸a˜o que nos diz sobre a estrutura alge´brica de (C(K0),+).
Mas antes disso, vamos enunciar um resultado que sera´ usado na sua demonstrac¸a˜o. Para
maiores detalhes, ver [2]
Proposic¸a˜o 1.3.2. Sejam C1 e C2 duas cu´bicas que se interceptam em 9 pontos P1, P2, . . . , P9.
Seja D uma cu´bica que passa por P1, . . . , P8. Enta˜o, D tambe´m passa por P9.
Proposic¸a˜o 1.3.3. O conjunto C(K0) com a adic¸a˜o definida acima forma um grupo comuta-
tivo.
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Demonstrac¸a˜o:
• A adic¸a˜o e´ comutativa, pois a reta que passa por P e Q e´ a mesma reta que passa por Q
e P .
• O ponto O e´ o elemento neutro da adic¸a˜o.
De fato, dado qualquer P ∈ C(K0), a reta L que passa por P e O, intercepta C num
terceiro ponto P ∗ O. Logo, a reta que passa por O e P ∗ O e´ a mesma reta L.
Portanto P +O = (P ∗ O) ∗ O = P.
• A reta tangente a C no ponto O, intercepta C em mais um ponto R.
Temos que
−P = P ∗R
De fato, como a reta que passa por R e O e´ tangente a C em O, segue que R ∗ O = O.
Portanto,
P + (−P ) = P + (P ∗R) = (P ∗ (P ∗R)) ∗ O = R ∗ O = O.
• Dados P,Q,R ∈ C(K0), provaremos que
(P +Q) +R = P + (Q+R).
Para provarmos a igualdade acima, basta mostrarmos que (P + Q) ∗ R = P ∗ (Q + R),
pois da´ı segue que
(P +Q) +R = ((P +Q) ∗R) ∗ O = (P ∗ (Q+R)) ∗O = P + (Q+R).
Dados dois pontos a, b ∈ C(K0), denotamos por
L = L(a, b, a ∗ b)
a reta que passa pelos pontos a, b e a ∗ b.
Definimos as retas
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l = l(P,Q, P ∗Q)
m = m(P +Q,R, (P +Q) ∗R)
n = n(Q ∗R,O, Q+R)
s = s(Q,R,Q ∗R)
t = t(P,Q+R,P ∗ (Q+R))
u = u(P ∗Q,O, P +Q)
Agora, usando essas retas definimos as cu´bicas projetivas G = l.m.n e H = s.t.u.
A curva V (H) conte´m 8 pontos da intersec¸a˜o V (F ) ∩ V (G), os quais sa˜o
{O, P,Q,R, P ∗Q,P +Q,Q ∗R,Q+R}.
Pelo teorema de Cayley-Bacharach, as curvas V (F ), V (G) e V (H) teˆm 9 pontos em co-
mum. Portanto,
(P +Q) ∗R = P ∗ (Q+R).

1.4 Curvas El´ıpticas
Definic¸a˜o 1.4.1. Sejam K um corpo algebricamente fechado e K0 um subcorpo de K. Diremos
que uma cu´bica plana afim, C = V (f), esta´ dada na forma de Weierstrass, se
C : f(X, Y ) = Y 2 −X3 − aX2 − bX − c = 0,
onde a, b, c ∈ K0.
Observe que dada a cu´bica f na forma de Weierstrass, homogeneizando f , podemos obter
a curva plana projetiva C, dada na forma
C : F (X, Y, Z) = Y 2Z −X3 − aX2Z − bXZ2 − cZ3 = 0.
Observe que a curva C possui um u´nico ponto no infinito, O = (0 : 1 : 0).
Ale´m disso, o ponto O e´ na˜o singular, pois
FX(O) = FY (O) = 0 e FZ(O) = 1.
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Logo, a reta tangente a C em O = (0 : 1 : 0) esta´ dada pela reta no infinito L0 : Z = 0.
Mais ainda, a multiplicidade de intersec¸a˜o de V (F ) com a reta V (L0) no ponto O e´ 3.
Seguindo as notac¸o˜es acima temos o lema:
Lema 1.4.1. Se V (L) e´ uma reta que intercepta C exatamente nos pontos P,Q e R, enta˜o
(P +Q) +R = O.
Demonstrac¸a˜o: Como a reta intercepta C em P,Q e R, e sendo I(O, F ∩ L0) = 3, temos
que P ∗Q = R, R ∗ O = O e O ∗ O = O.
Da´ı, segue que
(P +Q) +R = ((P ∗Q) ∗ O) +R = (R ∗ O) +R = O ∗ O = O

Tome agora o polinoˆmio g(X) = X3 + aX2 + bX + c.
Observamos que, existe um ponto singular em C se, e somente se, existe p0 = (x0, y0) ∈ C,
tal que
fX(p0) = −(3x20 + 2ax0 + b) = 0 e fY (p0) = 2y0 = 0
e isso ocorre se, e somente se, os polinoˆmios g(X) e g′(X) admitem uma raiz em comum.
Assim, como O = (0 : 1 : 0) e´ o u´nico ponto no infinito (na˜o singular), temos que as
seguintes condic¸o˜es sa˜o equivalentes
(a) C e´ na˜o singular
(b) O polinoˆmio g(X) na˜o tem raiz mu´ltipla
(c) o discriminante de g(X) D = −4a3c+ a 2b2 + 18abc− 4b3 − 27c2 e´ diferente de zero.
Observac¸a˜o 1.4.1. Podemos considerar C como a curva plana afim C com o ponto adicional
no infinito O = (0 : 1 : 0), ou seja,
C = {P ∈ A2K ; f(P ) = 0} ∪ {(0 : 1 : 0)}.
Dessa forma,
C(K0) = {P ∈ A2K ; f(P ) = 0} ∪ {(0 : 1 : 0)}
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define com a adic¸a˜o de pontos um grupo comutativo com elemento neutro O = (0 : 1 : 0),
sempre que C seja uma cu´bica na˜o singular.
Definic¸a˜o 1.4.2. Seja C uma cu´bica plana dada na forma de Weierstrass
C : Y 2 = X3 + aX2 + bX + c,
onde a, b, c ∈ K.
Diremos que C, ou a curva projetiva C associada a C, e´ uma curva el´ıptica, se C e´ na˜o
singular. Mais ainda, diremos que uma curva el´ıptica esta´ definida sobre K0, se a, b, c ∈ K0.
Observac¸a˜o 1.4.2. Da Observac¸a˜o 1.4.1 segue que, se C e´ uma curva el´ıptica sobre K0, enta˜o
C(K0) juntamente com a adic¸a˜o de pontos e´ um grupo comutativo.
Na proposic¸a˜o seguinte, apresentaremos uma fo´rmula alge´brica expl´ıcita para calcular a
soma de dois pontos de uma curva el´ıptica. Para facilitar os ca´lculos, consideremos K = C e
K0 = k uma extensa˜o de Q.
Proposic¸a˜o 1.4.1. Seja C uma curva el´ıptica sobre k dada pela equac¸a˜o
C : Y 2 = f(X) = X3 + aX2 + bX + c.
Sejam P = (x, y) e P0 = (x0, y0) ∈ C(k). Enta˜o
(a) O oposto de P0 e´ −P0 = (x0,−y0).
(b) Se x = x0, enta˜o P = P0 ou P = −P0.
(c) Se x 6= x0, enta˜o P + P0 = (λ2 − a− x− x0,−λ(λ2 − a− x− x0)− v), onde
λ =
y − y0
x− x0 e v =
y0x− yx0
x− x0 .
(d) Se y 6= 0, enta˜o P + P = (λ2 − a− 2x,−λ(λ2 − a− 2x)− v), onde
λ =
f ′(x)
2y
=
3x2 + 2ax+ b
2y
e v =
−x3 + bx+ 2c
2y
.
A reta Y = λX + v e´ a reta tangente a C em P .
Demonstrac¸a˜o:
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(a) Suponhamos P0 6= O (caso contra´rio a afirmac¸a˜o e´ clara).
Dado P0 = (x0, y0) ∈ C(k), observe que −P0 e´ um ponto finito, pois caso contra´rio,
−P0 = O, e isto implica que P0 = O, o que e´ falso.
Suponhamos que −P0 = (x′0, y′0).
Como a multiplicidade de interseca˜o da reta Z = 0 com C no ponto O e´ 3, segue que
−P0 = P0 ∗ O.
A reta que passa por P0 e O e´ dada por X = x0.
Substituindo X = x0 na equac¸a˜o da curva, obtemos
Y 2 − x30 − ax20 − bx0 − c = 0.
As ra´ızes desse polonoˆmio sa˜o y0 e y
′
0. Portanto y0 + y
′
0 = 0.
Logo, y′0 = −y0 e x′0 = x0.
(b) Suponhamos x = x0.
A reta vertical X = x0 intercepta C no ponto infinito e em dois pontos finitos.
• Se y0 6= 0, enta˜o segue de (a) que os pontos finitos sa˜o P0 e −P0, e portanto P = P0
ou P = −P0.
• Se y0 = 0, enta˜o y = 0, pois caso contra´rio existiriam treˆs pontos finitos distintos,
P0, P e −P , o que e´ falso. Portanto P0 = P.
(c) Suponhamos x 6= x0.
A reta que passa por P e P0 tem equac¸a˜o Y = λX + v, onde
λ =
y − y0
x− x0 e v =
y0x− yx0
x− x0 .
Substituindo Y = λX + v na equac¸a˜o da curva, obtemos o polinoˆmio
X3 + (−λ2 + a)X2 + (−2vλ+ b)X + (−v2 + c)
com x e x0 ra´ızes.
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Assim, a outra raiz do polinoˆmio e´ dada por
x′ = −(−λ2 + a)− x− x0.
Portanto, a reta Y = λX + v, intercepta C nos pontos P, P0 e P
′ = (x′, λx′ + v).
Da´ı segue que P + P0 + P
′ = O.
Por (a), temos que
P = P0 = −P ′ = (x′,−λx′ − v) = (λ2 − a− x− x0,−λ(λ2 − a− x− x0)− v).
(d) Suponhamos que y 6= 0.
Se P + P = O, enta˜o pelo item (a) temos que y = −y, donde segue que y = 0, o que e´
falso.
Logo, (P+P) e´ um ponto finito.
A inclinac¸a˜o da tangente a C no ponto P , pode ser achada derivando implicitamente,
obtendo
λ =
f ′(x)
2y
=
3x2 + 2ax+ b
2y
Assim, a reta tangente a C em P , e dada por
Y = λX + (y − λX).
Sendo P = (x, y) um ponto da curva, temos que
y2 = x3 + ax2 + bx+ c.
Logo,
v = y − λx = 2y
2 − x(3x2 + 2ax+ b)
2y
=
−x3 + bx+ 2c
2y
.
Substituindo Y = λX + v na equac¸a˜o de C como foi feito em (c), e efetuando ca´lculos
semelhantes, temos que
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P + P = (λ2 − a− 2x,−λ(λ2 − a− 2x)− v).

Observac¸a˜o 1.4.3. Seja C uma curva el´ıptica definida sobre K e m um inteiro. Podemos
definir uma aplicac¸a˜o (aplicac¸a˜o multiplicac¸a˜o por m) [m] : C(K) −→ C(K) dada por
[m](P ) = P + P + . . .+ P︸ ︷︷ ︸
m vezes
, se m > 0
[m](P ) = O, se m = 0
[m](P ) = (−P ) + (−P ) + . . .+ (−P )︸ ︷︷ ︸
−m vezes
, se m < 0.
Essa aplicac¸a˜o, e´ a base para as operac¸o˜es em criptossistemas baseados em curvas el´ıpticas.
1.5 Curvas El´ıpticas sobre corpos finitos
Vamos fazer algumas considerac¸o˜es sobre curvas el´ıpticas definidas sobre corpos finitos, pois
estas teˆm grandes aplicac¸o˜es na criptografia.
Nessa sec¸a˜o, vamos considerar K como o corpo finito IFq com #IFq = q = p
r
Seja C uma curva el´ıptica definida sobre IFq.
Quando trabalhamos com corpos finitos, uma das primeiras coisas que e´ importante consi-
derar, e´ o nu´mero de pontos da curva.
Uma primeira estimativa (cota superior) que temos, e´ q2+1, a saber o ponto no infinito, mais
q2 possibilidades de pares (x, y) ∈ IFq, ja´ que temos q possibilidades para x e q possibilidades
para y.
E´ fa´cil melhorar essa cota, basta observar que uma curva el´ıptica pode ter, no ma´ximo,
2q + 1, isto e´, o ponto no infinito mais os 2q pares (x,y) com x, y ∈ IFq. Pois para cada uma
das q possibilidades para x, podem existir, no ma´ximo 2 y satisfazendo a equac¸a˜o da curva.
Como apenas uma parte dos elementos de IF∗q teˆm raiz quadrada, e´ intuitivo esperar que o
nu´mero de IFq pontos seja menor que 2q + 1.
Para sermos mais precisos, seja χ o caracter quadra´tico de IFq, ou seja, a aplicac¸a˜o que leva
x ∈ IFq em ±1, dependendo se x tem ou na˜o raiz quadrada em IFq (convencionamos χ(0) = 0).
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Por exemplo, se q = p e´ um nu´mero primo, enta˜o χ(x) =
(
x
p
)
e´ o S´ımbolo de Legendre.
Assim, o nu´mero de soluc¸o˜es para a equac¸a˜o y2 = u e´ igual a 1 + χ(u). Logo o nu´mero de
soluc¸o˜es (incluindo o ponto no infinito) e´
1 +
∑
x∈IFq
(1 + χ(x3 + ax2 + bx+ c)) = q + 1 +
∑
x∈IFq
χ(x3 + ax+ bx+ c).
No´s podemos ainda ter uma melhor estimativa para o nu´mero de IFq pontos com o Teorema
de Hasse que apenas enunciaremos aqui. Sua demonstrac¸a˜o pode ser vista em [12]
Teorema 1.5.1. Seja N o nu´mero de IFq pontos de uma curva el´ıptica definida sobre IFq.
Enta˜o:
|N − (q + 1)| ≤ 2√q.
Uma outra considerac¸a˜o importante a se fazer, e´ quanto a` estrutura do grupo abeliano
(C(K),+). Esse grupo na˜o e´ necessariamente c´ıclico, mas pode se mostrar que e´ sempre
produto de dois grupos c´ıclicos.
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Cap´ıtulo 2
Criptografia
Neste cap´ıtulo vamos introduzir o conceito de criptografia e apresentar alguns exemplos de
sistemas criptogra´ficos
2.0.1 Estimativa de tempo para os algor´ıtmos
Antes de comec¸armos a falar sobre criptografia, vamos fazer uma pequena discussa˜o a respeito
de uma notac¸a˜o conveniente para estimar o tempo dos algor´ıtmos.
Suponha que f(n) e g(n) sa˜o func¸o˜es que tomam, para cada inteiro positivo n, valores
positivos (mas na˜o necessariamente inteiros). Dizemos que f(n) = O(g(n)) (ou simplesmente
f = O(g)), isto e´, o tempo de execuc¸a˜o e´ da ordem O(g(n)), se existe uma constante C tal que
f(n) e´ sempre menor que C.g(n). Por exemplo, 2n2+3n−3 = O(n2), a saber, 2n2+3n−3 ≤ 3n2.
Dizemos que um algor´ıtmo e´ polinomial se o tempo de execussa˜o e´ da ordem O(nk), onde
k e´ constante. Ale´m disso, qualquer algor´ıtmo que na˜o possa ser limitado por uma func¸a˜o
polinomial e´ dito exponencial. Em geral, os algor´ıtmos polinomiais sa˜o considerados eficientes,
enquanto os exponenciais sa˜o ineficientes.
2.1 Noc¸o˜es ba´sicas
Criptografia e´ o estudo de me´todos para enviar mensagens de forma oculta, para que apenas
receptores autorizados possam ler a mensagem.
A mensagem que queremos enviar e´ chamada de texto puro e chamamos de texto cifrado
(ou codificado) a mensagem oculta.
Para escrevermos o texto puro e o texto cifrado, no´s usamos um tipo de alfabeto consistindo
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de um certo nu´mero N de letras. Aqui, o termo letra (ou caracter) e´ usado na˜o apenas para as
letras comuns A-Z do alfabeto tradicional, mas tambe´m refere-se a nu´meros, espac¸os em branco,
pontuac¸o˜es, ou algum tipo de s´ımbolo que quisermos. Vale observar que se na˜o incluirmos o
espac¸o em branco no alfabeto, as palavras sa˜o escritas todas juntas, tornando dif´ıcil a leitura
da mensagem.
O processo de conversa˜o do texto puro para o texto cifrado e´ chamado de cifragem e o
processo reverso de decifragem.
O texto puro e o texto cifrado sa˜o quebrados em unidades de mensagem. As unidades
de mensagem podem ser uma letra simples, um par de letras (d´ıgrafo), uma tripla de letras
(tr´ıgrafo) ou um bloco com N letras.
Uma func¸a˜o que toma uma unidade de mensagem de texto puro e leva em uma unidade
de mensagem de texto cifrado e´ dita ”transformac¸a˜o codificadora”. Em outras palavras, e´
uma aplicac¸a˜o f que vai do conjunto α de todas as poss´ıveis unidades de mensagem de texto
puro no conjunto β de todas as poss´ıveis unidades de mensagem de texto cifrado. Devemos
sempre assumir que f e´ injetora, ou seja, dada uma unidade de mensagem de texto cifrado,
existe uma, e apenas uma unidade de mensagem de texto puro que e´ levada nela. A ”trans-
formac¸a˜o”decodificadora”e´ a aplicac¸a˜o f−1 que recupera o texto puro do texto cifrado.
Observe a situac¸a˜o representada pelo diagrama seguinte:
f f−1
α −→ β −→ α
Qualquer configurac¸a˜o desse tipo e´ chamada de criptossistema.
Os primeiros passos para cifrar um criptossistema e´ ”identificar”todas as poss´ıveis unidades
de mensagem de texto puro e cifrado com objetos matema´ticos para que as func¸o˜es possam ser
constru´ıdas. Esses objetos normalmente sa˜o simplesmente nu´meros inteiros em alguma ordem.
Por exemplo, se nossas unidades de mensagem de texto puro e cifrado sa˜o letras simples e
tomamos como nosso alfabeto o alfabeto tradicional com 26 letras A-Z, no´s podemos identificar
as letras usando os inteiros 0, 1, 2, . . . , 25, os quais chamamos de nu´meros equivalentes. Assim,
no lugar de A escrevemos 0, no lugar de S escrevemos 18, no lugar de X, 23 e assim por
diante. Como um outro exemplo temos a seguinte situac¸a˜o, se nossas unidades de mensagem
sa˜o d´ıgrafos e tomamos o alfabeto com 27 letras constituindo do alfabeto tradicional A-Z, e do
espac¸o em branco. No´s primeiro identificamos o espac¸o em branco com o nu´mero equivalente
26, e enta˜o identificamos os d´ıgrafos cujas letras correspondem a x, y ∈ {0, 1, . . . , 26} com o
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inteiro 27x + y ∈ {0, 1, . . . , 728}. Assim, no´s vemos as letras individualmente como d´ıgitos na
base 27, e vemos os d´ıgrafos como um 2-d´ıgito inteiro nessa base.
Por exemplo, o d´ıgrafo ”NO”corresponde ao nu´mero 27.13 + 14 = 365.
Analogamente, se nossas unidades de mensagens forem tr´ıgrafos, podemos identifica´-las com
os inteiros 729x+ 27y + z ∈ {0, 1, . . . , 19682}
Em geral, podemos identificar blocos com K letras em um alfabeto com N letras com os
inteiros entre 0 e NK − 1, considerando cada bloco como um K-d´ıgito inteiro na base N .
Podemos tambe´m identificar as unidades de mensagem usando outros objetos matema´ticos
como vetores ou pontos de alguma curva.
Vamos agora apresentar alguns exemplos. Comec¸aremos com o caso onde tomamos como
unidade de mensagem de texto puro e de texto cifrado letras simples em um alfabeto com N
letras identificadas com os inteiros 0, 1, . . . , N − 1. Assim, a transformac¸a˜o codificadora e´ um
reordenamento desses N inteiros.
Para facilitar a cifragem e a decifragem, e´ conveniente termos uma regra relativamente
simples para reordenar os inteiros. Um forma de fazer isso, e´ ver o conjunto {0, 1, . . . , N − 1}
como Z/NZ, e usar as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o mo´dulo N .
Exemplo 2.1.1. Suponha que estamos usando o alfabeto com 26 letras constituindo das letras
do alfabeto tradicional A-Z com nu´meros equivalentes 0-25. Seja x ∈ {0, 1, 2, . . . , 25} uma
unidade de mensagem de texto puro. Defina a func¸a˜o f , que vai do conjunto {0, 1, 2, . . . , 25}
nele mesmo, da seguinte forma:
f(x) =
{
x+ 3, se x < 23
x− 23, se x ≥ 23
Em outras palavras, f adiciona 3 mo´dulo 26, ou seja, f(x) ≡ x+ 3 (mod 26).
Assim, com esse sistema, para cifrar a palavra ”YES”, o primeiro passo e´ converter para
os nu´meros equivalentes 24 4 18, enta˜o agora adicionamos 3 mo´dulo 26 e obtemos 1 7 21, que
sa˜o os nu´meros equivalentes a`s letras ”BHV”. Logo, ”BHV e´ a palavra ”YES”cifrada.
Para decifrar uma mensagem, no´s subtra´ımos 3 mo´dulo 26. Por exemplo, o texto cifrado
”ZKB”corresponde ao texto puro ”WHY”. De fato, ”ZKB”tem 25 10 1 como nu´meros equiva-
lentes. Subtraindo 3 mo´dulo 26 obtemos 22 7 23 que correspondem a ”WHY”. Esse criptos-
sistema foi aparentemente usado na Roma Antiga, por Julio Ce´sar que ,supostamente, o teria
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inventado. 
Podemos generalizar o exemplo 1 da seguinte forma. Suponha que estamos usando um
alfabeto com N letras e nu´meros equivalentes 0, 1, . . . , N − 1. Seja b um inteiro fixo. Definimos
enta˜o a trasformac¸a˜o codificadora f da seguinte forma, y = f(x) ≡ x+b (mod N). Chamamos
essa transformac¸a˜o de transformac¸a˜o deslocamento. No caso onde N = 26 e b = 3 temos
o criptossistema de Julio Ce´sar. Para decifrar uma unidade de mensagem de texto cifrado
y ∈ {0, 1, . . . , N − 1}, calculamos x = f−1(y) ≡ y − b (mod N).
Agora, suponha que no´s na˜o conhecemos as informac¸o˜es a respeito da cifragem e da deci-
fragem, mas queremos ler a mensagem. Isso e´ chamado de quebra de co´digo, e a cieˆncia que
estuda isso e´ a criptoana´lise.
Para quebrar um criptossistema e conseguirmos ler a mensagem, sa˜o necessa´rios dois tipos
de informac¸o˜es. O primeiro e´ a natureza geral (a estrutura) do sistema. Por exemplo, suponha
que sabemos que o criptossistema usa uma transformac¸a˜o deslocamento, letras simples e um
alfabeto com 26 letras A-Z cujos nu´meros equivalentes sa˜o 0-25, respectivamente. O segundo
tipo de informac¸a˜o necessa´ria diz respeito a alguns paraˆmetros espec´ıficos do criptossistema.
No nosso exemplo, o segundo tipo de informac¸a˜o que precisamos saber e´ a escolha do paraˆmetro
b. Com estas informac¸o˜es podemos cifrar e decifrar as mensagens usando as fo´rmulas y ≡ x+ b
(mod N) e x ≡ y − b (mod N).
O paraˆmetro b e´ chamado de chave, ou mais precisamente, chave codificadora.
No´s vamos sempre assumir que a estrutura geral do sistema e´ conhecida.
Vamos apresentar agora um exemplo, onde o paraˆmetro b na˜o e´ conhecido.
Exemplo 2.1.2. Suponha que interceptamos a mensagem ”FQOCUDEM”, e que no´s sabemos
que foi cifrada usando uma transformac¸a˜o deslocamento, letras simples e um alfabeto com 26
letras como no exemplo anterior. Temos que descobrir o paraˆmetro b. Um caminho e´ atrave´s
da ana´lise de frequeˆncia, que se da´ da seguinte forma. Suponha que interceptamos um longo
corda˜o de texto cifrado, digamos com va´rias centenas de letras. No´s sabemos que ”E”e´ a letra
que ocorre com mais frequeˆncia na l´ıngua inglesa. Enta˜o, e´ razoa´vel assumir que a letra que
mais ocorre no texto cifrado e´ a codificac¸a˜o da letra ”E”.
Suponha que ”U”e´ o caracter que mais aparece no texto cifrado. Isso significa que a trans-
formac¸a˜o deslocamento toma ”E”=4 e leva em ”U”=20, isto e´, 20 ≡ 4 + b (mod 26), o que
nos da´ b = 16. Para decifrar a mensagem, enta˜o, basta subtrair 16 (trabalhando mo´dulo 26)
dos nu´meros equivalentes da mensagem ”FQOCUDEM”.
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”FQOCUDEM” = 5 16 14 2 20 3 4 12 7→ 15 0 24 12 4 13 14 22 = ”PAYMENOW”

Nos caso da codificac¸a˜o usando uma transformac¸a˜o deslocamento, letras simples e um
alfabeto com 26 letras, na˜o e´ necessa´rio ter um corda˜o longo da mensagem cifrada para en-
contrar a letra que ocorre mais freqentemente, pois existem apenas 26 possibilidades para b,
e podemos simplesmente testar todas. Muito provavelmente, apenas uma resultara´ em uma
mensagem que tenha sentido.
Esse tipo de criptossistema e´ bem simples e e tambe´m bem fa´cil de ser quebrado. Uma forma
de melhora´-lo e´ usar um tipo mais geral de transformac¸a˜o em Z/NZ, chamada de aplicac¸a˜o
afim e definida da seguinte forma: y ≡ ax + b (mod N), onde a e b sa˜o inteiros fixos (juntos
eles formam a chave codificadora). Por exemplo, trabalhando novamente com o alfabeto com
26 letras, se queremos cifrar a mensagem ”PAYMENOW”usando a aplicac¸a˜o afim com chave
codificadora a = 7, b = 12, obtemos:
”PAYMENOW” = 15 0 24 12 4 13 14 22 7→ 13 12 24 18 14 25 6 10 = ”NMY SOZGK”
Para decifrar uma mensagem que foi cifrada usando uma aplicac¸a˜o afim y ≡ ax+b (mod N),
simplesmente colocamos x em func¸a˜o de y, obtendo x ≡ a′y + b′ (mod N), onde a′ e´ o inverso
de a mo´dulo N e b′ e´ igual a −a−1b.
Note que isso vale apenas se mdc(a,N) = 1, caso contra´rio, na˜o podemos colocar x em
func¸a˜o de y. Se mdc(a,N) > 1, enta˜o e´ fa´cil ver que mais que uma letra do texto puro e´ levada
na mesma letra do texto cifrado, e enta˜o na˜o podemos recuperar unicamente a mensagem pura
da mensagem cifrada. Aqui vale lembrar que sempre exigimos que a aplicac¸a˜o seja injetora.
Para resumir, um criptossistema afim em um alfabeto com N letras e com paraˆmetros
a ∈ (Z/NZ)∗ e b ∈ Z/NZ consiste das seguintes regras:
y ≡ ax+ b (mod N), x ≡ a′y + b′ (mod N)
onde
a′ = a−1 em (Z/NZ)∗, b′ = −a−1b.
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Como um caso especial do criptossistema afim, podemos tomar a = 1, obtendo as tras-
formac¸o˜es deslocamento. Um outro caso especial e´ quando b = 0: y ≡ ax (mod N), x ≡ a−1y
(mod N). O caso b = 0 e´ chamado de transformac¸a˜o linear.
Agora suponha que conhecemos uma mensagem interceptada que foi cifrada usando uma
aplicac¸a˜o afim, letras simples em um alfabeto com N letras. Queremos determinar a chave
codificadora a, b para poder ler a mensagem. Vamos ver um exemplo que ilustra essa situac¸a˜o.
Exemplo 2.1.3. Continuaremos trabalhando com nosso alfabeto de 26 letras. Suponha que
sabemos que a letra que ocorre com mais frequeˆncia na mensagem cifrada e´ ”K”, e a segunda
mafreqentente e´ ”D”. E´ razoa´vel assumir que sa˜o as codificac¸o˜es de ”E”e ”T”, respectivamente,
que sa˜o as duas letras que ocorrem com mais frequeˆncia na l´ıngua inglesa. Enta˜o, substituindo
as letras por seus nu´meros equivalentes e substituindo x e y na fo´rmula decodificadora, obtemos
10a′ + b′ ≡ 4 (mod 26)
3a′ + b′ ≡ 19 (mod 26)
No´s temos duas congrueˆncias e duas inco´gnitas a′ e b′. Uma forma de resolver esse sistema
e´ subtrair a segunda linha da primeira para eliminar b′. Assim, no´s obtemos 7a′ ≡ 11 (mod 26)
e portanto, a′ ≡ 7−111 ≡ 9 (mod 26). Finalmente, obtemos b′ substituindo o valor de a′ na
primeira congrueˆncia resultando b′ ≡ 4 − 10a′ ≡ 18 (mod 26). Enta˜o, a mensagem pode ser
decifrada usando a fo´rmula x ≡ 9y + 18 (mod 26). 
A A´lgebra Linear nos diz que n equac¸o˜es sa˜o suficientes para encontrar n inco´gnitas, apenas
quando essas equac¸o˜es sa˜o linearmente independentes (ou seja, o determinante e´ diferente de
zero). No pro´ximo exemplo, vamos ver um caso em que na˜o e´ poss´ıvel descobrir a chave
codificadora usando analisando apenas as duas letras mais freqentes.
Exemplo 2.1.4. Suponha que temos um corda˜o de texto cifrado e sabemos que ele foi codificado
usando uma transformac¸a˜o afim com letras simples em um alfabeto com 28 letras consistindo
das letras A-Z, um espac¸o em branco, e o ponto de interrogac¸a˜o ?, onde as letras A-Z teˆm
nu´meros equivalentes 0-25, espac¸o em branco=26, ?=27. A ana´lise de frequeˆncia revela que
as duas letras mais comuns na mensagem cifrada sa˜o ”B”e ”?”, nessa ordem. Enta˜o, como
as duas letras mais comuns em textos na l´ıngua inglesa escritos com com esse alfabeto com 28
letras sa˜o ” ”(espac¸o em branco) e ”E”, nessa ordem, e´ razoa´vel assumir que ”B”e´ a codificac¸a˜o
de ” ”e que ”?”e´ a codificac¸a˜o de ”E”. Isso nos da duas congrueˆncias a′ + b′ ≡ 26 (mod 28)
e 27a′ + b ≡ 4 (mod 28). Subtraindo as duas congrueˆncias, obtemos 2a′ ≡ 22 (mod 28),
que implica a′ ≡ 11 (mod 14). Isto significa que a′ ≡ 11 ou 25 (mod 28), e b′ ≡ 15 ou 1
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(mod 28), respectivamente. Essas possibilidades nos da˜o duas transformac¸o˜es decodificadoras
afins 11y+15 e 25y+1 e ambas nos da˜o ” ”e ”E”como texto puro correspondendo a ”B”e ”?”,
respectivamente. Nesse ponto, no´s podemos testar as duas possibilidades e ver qual nos da´ uma
mensagem que tenha sentido. Ou, podemos continuar com a ana´lise de frequeˆncia e ver qual
e´ a terceira letra mais comum na l´ıngua inglesa e na mensagem cifrada. Suponha que ”I”e´ a
terceira letra mais freqente no texto cifrado. Usando o fato de que ”T”e´ a terceira letra mais
comum na l´ıngua inglesa (em nosso alfabeto com 28 letras), obtemos a terceira congrueˆncia:
8a′ + b′ ≡ 19 (mod 28). Essa informac¸a˜o extra e´ suficiente para determinar qual das aplicac¸o˜s
afins e´ a correta. No´s encontramos que e´ 11y + 15. 
2.1.1 Transformac¸o˜es d´ıgrafas
Vamos supor agora, que nossas unidades de mensagens de texto puro e cifrado sa˜o blocos com
duas letras, chamados d´ıgrafos. Se no´s tivermos um texto puro com um nu´mero ı´mpar de letras
enta˜o, para obtermos um nu´mero inteiro de d´ıgrafos no´s acrescentamos uma letra extra no fim
do texto. No´s escolhemos uma letra que possivelmente na˜o causara´ confusa˜o, tal como um
espac¸o em branco se nosso alfabeto contiver o espac¸o em branco, ou enta˜o alguma outra letra
que escolhermos.
Cada d´ıgrafo e´ enta˜o associado a um nu´mero equivalente. Um caminho simples para isso
e´ associar o d´ıgrafo ao nu´mero xN + y, onde x e´ o nu´mero equivalente a` primeira letra do
d´ıgrafo e y o nu´mero equivalente ao segundo e N e´ o nu´mero de letras do nosso alfabeto. Isso
nos da´ uma correspondeˆncia injetora entre o conjunto de todos os d´ıgrafos no alfabeto com N
letras e o conjunto de todos os inteiros na˜o negativos menores que N2. No´s descrevemos essa
identificac¸a˜o dos d´ıgrafos para o caso especial quando N = 27 na sec¸a˜o anterior
O pro´ximo passo e´ construir uma tranformac¸a˜o codificadora, isto e´, uma reordenac¸a˜o dos
inteiros {0, 1, . . . , N2−1}. As transformac¸o˜es mais simples sa˜o as afins, onde vemos o conjunto
dos inteiros como Z/NZ e definimos a codificac¸a˜o de uma unidade de mensagem de texto puro x
como um inteiro y na˜o negativo menor que N2 satisfazendo a congrueˆncia y ≡ ax+b (mod N2).
Aqui, como antes, ”a”na˜o deve ter fator comum com N (o que implica que na˜o tem fator comum
com N2), a fim de que tenhamos uma transformac¸a˜o inversa conhecida como transformac¸a˜o
decodificadora e definida pela congrueˆncia x ≡ a′y + b′ (mod N2), onde a′ ≡ a−1 (mod N2) e
b′ ≡ −a−1b (mod N2). Em seguida, no´s transformamos y em um bloco de texto cifrado com
duas letras escrevendo-o na forma y = x′N + y′ e enta˜o, para finalizar, vemos quais as letras
que correspondem aos nu´meros equivalentes x′ e y′.
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Exemplo 2.1.5. No´s sabemos que nosso adversa´rios esta˜o usando um criptossistema com
um alfabeto com 27 letras, consistindo das letras A-Z, que teˆm nu´meros equivalentes 0 − 25,
respectivamente, e do espac¸o em branco com nu´mero equivalente 26. Cada d´ıgrafo corresponde
enta˜o a um inteiro entre 0 e 728 = 272 − 1. Suponha que o estudo de um grande corda˜o de
texto cifrado revelou que os d´ıgrafos que ocorrem com mais frequeˆncia sa˜o, em ordem, ”ZA”,
”IA”e ”IW”. Suponha que os d´ıgrafos mais comuns na l´ıngua inglesa sa˜o ”E. . . ”(isto e´, E e
um espac¸o em branco), ”S. . . ”e ”. . .T”No´s sabemos que o criptossistema usado foi um afim
com transformac¸a˜o codificadora mo´dulo 729. Encontre a chave decodificadora, leia a mensagem
”NDXBHO”e encontre a chave codificadora.
Soluc¸a˜o: No´s sabemos que o texto puro e´ cifrado usando a regra y ≡ ax+ b (mod 729), e
o texto cifrado pode ser decodificado com a regra x ≡ a′y+ b′ (mod 729), onde a e b formam a
chave codificadora e, a′ e b′ formam a chave decodificadora. No´s primeiro queremos encontrar
a′ e b′. Sabemos como treˆs d´ıgrafos sa˜o decodificados, e, depois de substituir os d´ıgrafos por
seus nu´meros equivalentes, no´s temos as seguintes congrueˆncias:
675a′ + b′ ≡ 134 (mod 729),
216a′ + b′ ≡ 512 (mod 729),
238a′ + b′ ≡ 721 (mod 729).
Subtraindo a terceira congrueˆncia da primeira obtemos 437a′ ≡ 142 (mod 729). Para resol-
ver isso, temos que encontrar o inverso de 437 mo´dulo 729. Para isso vamos usar o algoritmo
de Euclides:
729 = 437 + 292
437 = 292 + 145
292 = 2.145 + 2
145 = 72.2 + 1
e enta˜o,
1 = 145− 72.2
= 145− 72(292− 2.145)
= 145.145− 72.292
= 145(437− 292)− 72.292
= 145.437− 217.292
= 145.437− 217(729− 437)
= 362.437 (mod 729)
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Enta˜o, a′ ≡ 362.142 ≡ 374 (mod 729) e portanto b′ ≡ 134 − 675.374 ≡ 647 (mod 729).
Agora, aplicando a transformac¸a˜o decodificadora nos d´ıgrafos ”ND”, ”XB”e ”HO”da men-
sagem que queremos ler (eles correspondem aos inteiros 354, 622 e 203, respectivamente), no´s
obtemos os inteiros 365, 724 e 24. Escrevendo 365=13.27 + 14, 724=26.27 + 22 e 24=0.27 + 24
e substituindo os nu´meros pelas letras equivalentes no´s temos o texto puro ”NO WAY”. Final-
mente, para encontrar a chave codificadora, basta calcular a ≡ a′−1 ≡ 374−1 ≡ 614 (mod 729)
(novamente usando o algoritmo de euclides) e b ≡ −a′−1b′ ≡ 614.647 ≡ 47 (mod 729). 
2.1.2 Matrizes codificadoras
Suponha que estamos trabalhando com um alfabeto com N letras e queremos enviar mensagens
usando d´ıgrafos como unidades de mensagem. Ao inve´s de considerarmos cada d´ıgrafo como um
inteiro considerado mo´dulo N2, ou seja, como um elemento de Z/N2Z, como vimos anterior-
mente, podemos considerar cada d´ıgrafo correspondendo a um vetor, isto e´, a um par de inteiros(
x
y
)
, onde x e y sa˜o considerados mo´dulo N . Para exemplificar, se usarmos o alfabeto com 26
letras A-Z, com nu´meros equivalentes 0-25, respectivamente, enta˜o o d´ıgrafo ”NO”corresponde
ao vetor
(
13
14
)
.
No´s olhamos cada d´ıgrafo P como um ponto de N ×N . Isto e´, temos um plano xy, exceto
pelo fato de que os eixos na˜o sa˜o co´pias da reta real, e sim co´pias de Z/NZ. Assim como o
plano real xy normalmente e´ denotado por R2, N ×N e´ denotado por (Z/NZ)2.
Uma vez que visualizamos d´ıgrafos como vetores, tambe´m interpretamos uma transformac¸a˜o
codificadora como um rearranjo dos pontos de N × N . Mais precisamente, uma aplicac¸a˜o
codificadora e´ uma func¸a˜o injetora que vai do conjunto (Z/NZ)2 nele mesmo.
Por muito tempo, um dos me´todos mais populares de era o seguinte: para algum k fixado,
considere blocos de k letras como vetores em (Z/NZ)k. Escolha algum vetor fixo b ∈ (Z/NZ)k
e codifique usando o vetor translac¸a˜o C = P+b, onde as unidades de mensagens de texto puro e
cifrado sa˜o k-u´plas de inteiros mo´dulo N . Mas, como e´ fa´cil perceber, esse criptossistema pode
ser quebrado com facilidade, pois se conhecemos (ou podemos supor) N e k, basta quebrarmos
o texto cifrado em blocos com k letras e executar a ana´lise de frequeˆncia nas primeiras letras
de cada bloco para determinar a primeira componente de b. Enta˜o, depois fazemos a mesma
coisa com as segundas letras de cada bloco, e assim por diante.
Observac¸a˜o 2.1.1. Temos da A´lgebra linear que dada a matriz
(
a b
c d
)
, com a, b, c e d sa˜o
nu´meros reais, a matriz e´ invers´ıvel se, e somente se, o determinante D = ad− bc e´ diferente
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de zero. Quando trabalhamos em um anel arbitra´rio R, temos uma situac¸a˜o ana´loga. De fato,
suponha que
A =
(
a b
c d
)
∈M2(R)
e D = det(A) = ad− bc ∈ R∗. Seja D−1 o inverso multiplicativo de D em R. Enta˜o:
(
D−1d −D−1b
−D−1c D−1a
)(
a b
c d
)
=
(
D−1(da− bc) 0
0 D−1(−cb+ ad)
)
=
(
1 0
0 1
)
Se multiplicarmos na ordem inversa, vamos obter o mesmo resultado.
Ale´m dessa, temos outras condic¸o˜es suficientes para que uma matriz seja invers´ıvel. Isso
pode ser visto no seguinte resultado:
Proposic¸a˜o 2.1.1. Sejam A =
(
a b
c d
)
∈M2(Z/NZ) e D = ad−bc. As seguintes condic¸o˜es
sa˜o equivalentes:
(a) mdc(D,N) = 1;
(b) A tem uma matriz inversa;
(c) se x e y na˜o sa˜o ambos zero em Z/NZ, enta˜o A
(
x
y
) 6= (0
0
)
;
(d) A nos da´ uma correspondeˆncia injetora do conjunto (Z/NZ)2 com ele mesmo.
Demonstrac¸a˜o: Ja´ provamos que (a) =⇒ (b). Agora vamos provar que
(b) =⇒ (d) =⇒ (c) =⇒ (a)
Suponha que (b) e´ verdadeira. Enta˜o (d) tambe´m vale, pois A nos da´ uma aplicac¸a˜o que
leva
(
x
y
)
em
(
x′
y′
)
= A
(
x
y
)
=
(
a b
c d
)(
x
y
)
e A−1 nos da´ a aplicac¸a˜o inversa que leva
(
x′
y′
)
em
(
x
y
)
.
Agora, se vale (d), temos que
(
x
y
)
6=
(
0
0
)
implica A
(
x
y
)
6= A
(
0
0
)
=
(
0
0
)
. Logo (c)
tambe´m e´ verdadeira.
Agora suponha que (a) e´ falsa. Suponha tambe´m que m = mdc(D,N) > 1 e que m′ =
N
m
.
Temos treˆs casos poss´ıveis:
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• Se todas as quatro entradas de A sa˜o divis´ıveis por m, tome (x
y
)
=
(
m′
m′
)
e temos uma
contradic¸a˜o com (c).
• Se a e b na˜o sa˜o ambos divis´ıveis por m, tome (x
y
)
=
(−bm′
am′
)
. Assim,
A
(
x
y
)
=
(
a b
c d
)(−bm′
am′
)
=
(
−abm′ + bam′
−cbm′ + dam′
)
=
(
0
Dm′
)
=
(
0
0
)
,
pois como m divide D, segue que N = mm′ divide Dm′.
• Se c e d na˜o sa˜o ambos divis´ıveis por m, tome (x
y
)
=
(
dm′
−cm′
)
e proceda como no caso
anterior.
Logo, em todos os casos temos uma contradic¸a˜o, o que implica que (c) =⇒ (a). 
Assim, pela observac¸a˜o 2.1.1, no´s podemos obter transformac¸o˜es codificadoras dos nossos
vetores usando matrizes A ∈M2(Z/NZ) cujo determinante na˜o tenha fator comum com N .
A saber, cada unidade de texto puro P =
(
x
y
)
e´ transformado em um texto cifrado C =
(
x′
y′
)
pela seguinte regra
C = AP, isto e´
(
x′
y′
)
=
(
a b
c d
)(
x
y
)
.
Para decodificar uma mensagem, basta aplicar a matriz inversa:
P = A−1AP = A−1C, isto e´
(
x
y
)
=
(
D−1d −D−1b
−D−1c D−1a
)(
x′
y′
)
.
Um modo mais geral para codificar um vetor d´ıgrafo P =
(
x
y
)
e´ aplicar uma matriz 2 × 2
A =
(
a b
c d
)
∈M2(Z/NZ) e enta˜o adicionar um vetor constante B =
(
e
f
)
:
C = AP +B,
isto e´,
(
x′
y′
)
=
(
a b
c d
)(
x
y
)
+
(
e
f
)
=
(
ax+ by + e
cx+ dy + f
)
.
Essa aplicac¸a˜o e´ chamada de afim, e e´ ana´loga a func¸a˜o codificadora y = ax + b que ja´ foi
descrita, onde no´s usamos letras simples como unidade de mensagem.
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Observac¸a˜o 2.1.2. Aqui, quando usamos o sinal ”=”significa que as entradas correspondentes
sa˜o congruentes mo´dulo N .
A transformac¸a˜o inversa, que expressa P em func¸a˜o de C pode ser obtida, subtraindo B de
ambos os lados e depois aplicando A−1 tambe´m em ambos os lados.
P = A−1C − A−1B
2.2 Criptografia com chave pu´blica
Lembremos que um criptossistema consiste de uma transformac¸a˜o codificadora injetora f que
vai do conjunto α de todas as poss´ıveis unidades de mensagem de texto puro no conjunto β
de todas as poss´ıveis unidades de mensagem de texto cifrado. Atualmente, o termo criptossis-
tema e´ tambe´m usado para se referir a uma famı´lia de transformac¸o˜es codificadoras, cada uma
correspondendo a uma escolha de paraˆmetros (os conjuntos α e β, assim como a aplicac¸a˜o f ,
dependem dos valores dos paraˆmetros). Por exemplo, para um alfabeto fixo com N letras (com
nu´meros equivalentes tambe´m fixos), no´s podemos considerar o criptossistema afim (ou ”famı´lia
de criptossistemas”), onde para cada a ∈ (Z/NZ)∗ e b ∈ Z/NZ temos a aplicac¸a˜o que vai de
α = Z/NZ em β = Z/NZ definida por y ≡ ax+b (mod N). Nesse exemplo, os conjuntos α e β
sa˜o fixos pois N e´ fixo, mas a transformac¸a˜o codificadora f depende da escolha dos paraˆmetros
a e b. A transformac¸a˜o codificadora pode enta˜o ser descrita por um algoritmo, que e´ o mesmo
para toda a famı´lia e pelos valores dos paraˆmetros. Os valores dos paraˆmetros sa˜o chamados de
chave codificadora KE. Em nosso exemplo, KE e´ o par (a, b). Na pra´tica, no´s sempre supomos
que o algoritmo e´ publicamente conhecido, ou seja, o processo geral usado para codificar na˜o e´
mantido em segredo. No entanto, as chaves podem, facilmente, ser trocadas periodicamente.
No´s tambe´m precisamos de um algoritmo e de uma chave para poder decodificar, isso e´,
calcular f−1. Essa chave e´ chamada de chave decodificadora KD. Em nosso exemplo da
famı´lia de criptossistemas afins, para decodificar tambe´m usamos uma aplicac¸a˜o, a saber x =
a−1y−a−1b (mod N), e enta˜o, as transformac¸o˜es decodificadoras usam o mesmo algoritmo que
as transformac¸o˜es codificadoras, exceto pela chave, que e´ diferente, a saber, o par (a−1,−a−1b).
E´ importante observar, que em alguns criptossistemas, o algoritmo decodificador, assim como
a chave, e´ diferente do algoritmo codificador. No´s sempre vamos supor que os algoritmos
codificador e decodificador sa˜o publicamente conhecidos e que as chaves KE e KD podem ser
escondidas.
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Suponha agora, que algue´m quer se comunicar secretamente usando o criptossistema afim
y ≡ ax+b. No´s ja´ observamos que na˜o e´ dif´ıcil quebrar esse sistema se estiver sendo usado letras
simples como unidades de mensagem em um alfabeto com N letras. E´ um pouco mais dif´ıcil
de quebrar um sistema que usa d´ıgrafos. Quanto maior o bloco de letras que for usado como
unidade de mensagem, mais seguro e´ o sistema. Mas em todos os exemplos que apresentamos
ate´ agora, na˜o e´ necessa´rio especificar a chave decodificadora, uma vez que a chave codificadora
e´ conhecida. Mesmo que no´s estivermos trabalhando com nu´meros grandes (tais como Nk, com
k bem grande), e´ poss´ıvel determinar a chave decodificadora a partir da chave codificadora. Por
exemplo, no caso da tranformac¸a˜o codificadora afim de Z/NkZ, uma vez que no´s conhecemos
a chave codificadora KE = (a, b) no´s podemos calcular a chave decodificadora KD = (a
−1
(mod Nk),−a−1b (mod Nk)) atrave´s do algoritmo de Euclides. Assim, com um criptossistema
tradicional, qualquer um que saiba o suficiente para decifrar uma mensagem pode, com pouco
esforc¸o extra, determinar as chaves codificadora e decodificadora.
Ha´ um outro tipo de criptossistema que e´ mais seguro no sentido de manter oculta a chave
decodificadora. E´ o criptossistema com chave pu´blica. A raza˜o para o nome chave pu´blica e´
que a informac¸a˜o necessa´ria para enviar mensagens secretas - a chave codificadora KE - pode
ser uma informac¸a˜o pu´blica (conhecida por todos) sem permitir com isso, que qualquer pessoa
possa ler a mensagem.
Por definic¸a˜o, um criptossistema com chave pu´blica tem a propriedade que algue´m que sabe
apenas como codificar na˜o pode usar a chave codificadora para encontrar a chave decodificadora
sem um ca´lculo extremamente longo. Em outras palavras, a func¸a˜o codificadora f : α −→ β
e´ fa´cil de ser calculada uma vez que a chave codificadora KE e´ conhecida, mas e´ muito dif´ıcil
calcular a func¸a˜o inversa f−1 : β −→ α. Isto significa, do ponto de vista computacional, que
a func¸a˜o f na˜o e´ invert´ıvel (sem alguma informac¸a˜o extra - a chave decodificadora KD). Tal
func¸a˜o e´ chamada de func¸a˜o ”trapdoor”.
Ha´ um conceito parecido com a func¸a˜o trapdoor, que e´ a ”func¸a˜o com sentido u´nico”. Esse
tipo de func¸a˜o, e´ fa´cil de ser calculada, mas e´ muito dif´ıcil calcular a inversa f−1 e na˜o ha´
nenhuma informac¸a˜o adicional que a torne fa´cil de ser calculada. A noc¸a˜o func¸a˜o ”trapdoor”,
aparentemente, apareceu pela primeira vez em 1978 junto com a invenc¸a˜o do criptossistema
de chave pu´blica RSA. Ja´, a noc¸a˜o de func¸a˜o com sentido u´nico e´ mais velha. O que parece
ter sido o primeiro uso de de func¸o˜es com sentido u´nico em criptografia foi descrito no livro de
Wilkes que foi publicado em 1968.
Observe que em um sistema com chave pu´blica e´ poss´ıvel que duas pessoas se comuniquem
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secretamente sem terem tido nenhum contato pre´vio, sem trocar nenhuma informac¸a˜o preli-
minar. Toda as informac¸o˜es necessa´rias para emitir uma mensagem cifrada esta˜o dispon´ıveis
publicamente.
2.2.1 Autenticac¸a˜o
Frequentemente, uma das partes mais importantes da mensagem e´ a assinatura. Se a mensagem
for particularmente importante ou em uma comunicac¸a˜o eletroˆnica, onde na˜o e´ poss´ıvel ter uma
assinatura f´ısica, pode ser necessa´rio usar me´todos adicionais para autenticar a comunicac¸a˜o.
Por exemplo, quando uma pessoa quer movimentar o dinheiro de sua conta telefone, e´ pedido
frequentemente para dar alguma informac¸a˜o pessoal (por exemplo, o nome da ma˜e), que a
pessoa e o banco sabem (dados que foram informados quando a conta foi aberta), mas que um
impostor provavelmente na˜o saberia.
Na criptografia com chave pu´blica, ha´ uma maneira especialmente fa´cil de identificar-se
de modo que ningue´m possa fingir ser voceˆ. Sejam Alice (A) e Bernardo (B) dois usua´rios
do sistema. Seja fA a transformac¸a˜o codificadora que qualquer usua´rio deve usar para enviar
mensagens a Alice, e seja fB o mesmo para Bernardo. Para simplificar, vamos assumir que
o conjunto de todas as poss´ıveis unidades de mensagem pura (α) e o conjunto de todas as
poss´ıveis unidades de mensagem cifrada (β) sejam iguais, e os mesmos para todos os usua´rios
do sistema. Seja P a assinatura de Alice (talvez incluindo um nu´mero de identificac¸a˜o, ou
qualquer informac¸a˜o que garanta que a mensagem e´ mesmo de Alice). Na˜o e´ suficiente que Alice
envie para Bernardo a mensagem cifrada fB(P ), ja´ que todos sabem como fazer isso e assim
na˜o haveria nenhuma maneira de saber que a assinatura na˜o foi forjada. Enta˜o, no comec¸o (ou
no fim) da mensagem, Alice transmite fBf
−1
A (P ). Assim, quando Bernardo decodificar toda a
mensagem, incluindo essa parte, aplicando f−1B , ele vera´ que tudo foi transformado em unidade
de mensagem pura, exceto uma pequena parte, que e´ f−1A (P ). Como Bernardo sabe que a
mensagem e´, supostamente, de Alice, ele aplica fA (que ele conhece, pois a chave codificadora
de Alice e´ pu´blica), e obte´m P . Como ningue´m ale´m de Alice poderia ter aplicado a func¸a˜o
f−1A , que e´ invertida aplicando fA, ele finalmente tem certeza que a mensagem veio de Alice.
2.3 RSA
Procurando uma func¸a˜o trapdoor f para usar em um criptossistema com chave pu´blica, que-
remos usar uma ide´ia que seja razoavelmente simples e de fa´cil execuc¸a˜o. Em outras palavras,
queremos ter evideˆncias fortes de que a decodificac¸a˜o na˜o pode ser realizada sem o conheci-
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mento da chave decodificadora. Por essa raza˜o, e´ natural olhar um problema antigo da teoria
dos nu´meros: o problema de encontrar a fatorac¸a˜o completa de um inteiro composto grande cu-
jos fatores primos na˜o sa˜o conhecidos anteriormente. O sucesso do chamado criptossistema RSA
(RSA vem dos u´ltimos nomes dos inventores Rivest, Shamir e Adleman), que e´ um dos mais
velhos e mais populares criptossistemas com chave pu´blica, e´ baseado na grande dificuldade de
fatorar.
Vamos descrever como o RSA funciona. Primeiramente, cada usua´rio escolhe dois nu´meros
primos extremamente grandes p e q (digamos, aproximadamente, 100 d´ıgitos) e toma n = pq.
Sabendo a fatorac¸a˜o de n, e´ fa´cil calcular ϕ(n) = (p− 1)(q − 1) = n+ 1− p− q. Em seguida,
o usua´rio escolhe, aleatoriamente, um inteiro e entre 1 e ϕ(n) que e´ primo com ϕ(n).
Observac¸a˜o 2.3.1. Quando dizemos ”nu´mero aleato´rio”, queremos dizer que o nu´mero foi
escolhido com a ajuda de um gerador de nu´meros aleato´rios, isto e´, um programa de computador
que gera uma sequencia de d´ıgitos de maneira que ningue´m poderia saber qual seria o pro´ximo
d´ıgito. No criptossistema RSA no´s precisamos de um gerador de nu´meros aleato´rios na˜o apenas
para escolher e, mas tambe´m para escolher os primos grandes p e q (de modo que ningue´m
poderia adivinhar nossas escolhas olhando para tabelas de tipos especiais de nu´meros primos,
como por exemplo os primos de Mersenne). O que um nu´mero primo gerado aleatoriamente
significa? Bem, primeiro gere um inteiro grande aleato´rio m. Se m e´ par, substitua por m+1.
Enta˜o, aplique um teste de primalidade apropriado para ver se o nu´mero ı´mpar m e´ ou na˜o
primo. Se m na˜o e´ primo, tente m + 2, depois m + 4, e assim por diante, ate´ encontrar o
primeiro nu´mero primo maior ou igual a m.
Similarmente, o nu´mero aleato´rio ”e”que e´ primo com ϕ(n) pode ser escolhido gerando-
se primeiramente um inteiro aleato´rio depois, ir sucessivamente incrementando-o ate´ que se
encontre um e com a propriedade mdc(e, ϕ(n)) = 1.
Assim, cada usua´rio A escolhe dois primos pA e qA e um nu´mero aleato´rio eA que na˜o tenha
fator comum com (pA−1)(qA−1). Em seguida, A calcula nA = pAqA, ϕ(nA) = nA+1−pA−qA,
e tambe´m o inverso multiplicativo de eA mo´dulo ϕ(nA) : dA = e
−1
A (mod ϕ(nA)). Enta˜o, ele
torna pu´blico a chave codificadora KE,A = (nA, eA) e mante´m secreta a chave decodificadora
KD,A = (nA, dA). A transformac¸a˜o codificadora e´ uma aplicac¸a˜o que vai do conjunto Z/nAZ
nele mesmo e e´ dada por f(x) ≡ xeA (mod nA). A transformac¸a˜o decodificadora vai do conjunto
Z/nAZ nele mesmo e e´ dada por f−1(y) ≡ ydA (mod nA). Na˜o e´ dif´ıcil ver que uma func¸a˜o e´
a inversa da outra.
Como podemos ver no para´grafo anterior, estamos trabalhando com os conjuntos das unida-
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des de mensagens de texto puro e texto cifrado iguais α = β. Na pra´tica, no´s queremos escolher
α e β uniformemente durante todo o sistema. Por exemplo, suponha que estamos trabalhando
em um alfabeto com N letras. Enta˜o, sejam k < l inteiros positivos escolhidos apropriada-
mente, tais que, por exemplo, Nk e N l tenham aproximadamente 200 d´ıgitos. Tomamos enta˜o,
blocos com k letras como nossas unidades de mensagem de texto puro, que consideramos como
k-d´ıgitos na base N , isto e´, no´s atribu´ımos a eles nu´meros equivalentes entre 0 e Nk. Simi-
larmente, tomamos como nossas unidades de mensagem de texto cifrado blocos com l letras.
Enta˜o, cada usua´rio deve escolher seus primos grandes pA e qA tais que nA = pAqA satisfac¸a
Nk < nA < N
l. Assim, qualquer unidade de mensagem de texto puro, isto e´, inteiros menores
que Nk, correspondem a um elemento de Z/nAZ; e como nA < N l, a imagem f(P ) ∈ Z/nAZ
pode ser escrita, de maneira u´nica, como um bloco com l letras.
Vamos agora ver um exemplo de como o criptossistema RSA funciona.
Exemplo 2.3.1. Como e´ apenas para vermos como o criptossistema funciona, vamos trabalhar
com inteiros relativamente pequenos.
Escolha N = 26, k = 3 e l = 4. Isto e´, o texto puro consiste em tr´ıgrafos e o texto cifrado
consiste em blocos com 4 letras no alfabeto usual com 26 letras. Para enviar a mensagem
”YES”a um usua´rio A, com a chave codificadora (nA, eA) = (46927, 39423), primeiro temos
que encontrar os nu´meros equivalentes de ”YES”, a saber: 24.262 + 4.26 + 18 = 16346, e
enta˜o calculamos 1634639423 (mod 46927), que e´ 21166 = 1.263+5.262+8.26+2 =”BFIC”. O
receptor A conhece a chave decodificadora (nA, dA) = (46927, 26767), e enta˜o calcula 21166
26767
(mod 46927) = 16346 = 24.262 + 4.26 + 18 =”YES”.
A chave do usua´rio A foi gerada da seguinte forma: primeiro, ele multiplicou os primos pA =
281 e qA = 167 para obter nA; depois ele escolheu eA aleatoriamente (mas obedecendo a` condic¸a˜o
que mdc(eA, 280) = mdc(eA, 166) = 1). E, enta˜o, ele encontrou dA = e
−1
A (mod 280.166). Os
nu´meros pA, qA e dA permaneceram secretos. 
Observac¸a˜o 2.3.2. Nesse exemplo, a etapa que mais consome tempo computacional e´ a expo-
nenciac¸a˜o modular, por exemplo, 1634639423 (mod 46927). Mas se trabalharmos com inteiros
muito grandes, provavelmente, a etapa em que o tempo computacional vai ser maior sera´, para
cada usua´rio A, encontrar dois primos muito grandes pA e qA. A fim de escolher rapidamente
primos muito grandes, devem ser usados testes eficientes de primalidade.
Observac¸a˜o 2.3.3. Ao escolher os primos pA e qA, o usua´rio A deve tomar um cuidado
especial. Os dois primos pA e qA na˜o podem ser muito pro´ximos (por exemplo, um deles deve
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ter alguns d´ıgitos a mais que o outro). A raza˜o para isso, e´ que se forem muito pro´ximos, o
nu´mero nA = pAqA pode ser facilmente fatorado usando a Fatorac¸a˜o de Fermat como segue.
Se nA = pAqA (digamos pA > qA), enta˜o nA =
(
pA + qA
2
)2
−
(
pA − qA
2
)2
. Se pA e qA
sa˜o muito pro´ximos, enta˜o s =
(pA − qA)
2
e´ pequeno e t =
(pA + qA)
2
e´ um inteiro apenas
ligeiramente maior que
√
nA tendo a propriedade que t
2 − nA e´ um quadrado perfeito. Se
testarmos os inteiros sucessivos t >
√
nA, logo encontraremos um tal que nA = t
2− s2, e assim
teremos os fatores primos de nA, pA = (t+ s) e qA = (t− s).
Observac¸a˜o 2.3.4. Vamos ver agora, como enviamos uma assinatura em RSA: Quando dis-
cutimos autenticac¸a˜o na sec¸a˜o anterior no´s assumimos, para simplificar, que o conjunto de
todas as poss´ıveis unidades de mensagem pura e o conjunto de todas as poss´ıveis unidades de
mensagem cifrada eram iguais (α = β). Em RSA e´ um pouco mais complicado. Aqui, temos
que superar o problema de termos diferentes n′As e diferentes tamanhos de blocos. Suponha
aqui, como na sec¸a˜o anterior, que Alice (A) quer enviar sua assinatura (algum texto puro P)
para Bernardo (B). Ela conhece a chave codificadora de Bernardo KE,B = (nB, eB) e tambe´m
conhece sua pro´pria chave decodificadora KD,A = (nA, dA). O que ela tem que fazer, e´ enviar
fBf
−1
A (P ) se nA < nB, ou enta˜o, f
−1
A fB(P ) se nA > nB. Que e´, no primeiro caso, tomar P
dA
mo´dulo nA, depois calcular (P
dA (mod nA))
eB (mod nB), e enviar a Bernardo como um texto
cifrado. No caso em que nA > nB, primeiro ela tem que calcular P
eB (mod nB) e enta˜o, traba-
lhando mo´dulo nA ela deve elevar esse nu´mero a dA-e´sima poteˆncia. Claramente, Bernardo vai
poder verificar a autenticidade da mensagem no primeiro caso, elevando a dB-e´sima poteˆncia
mo´dulo nB e depois a eA-e´sima poteˆncia mo´dulo nA. No segundo caso ele devera´ realizar essas
duas operac¸a˜o na ordem inversa.
2.4 Logar´ıtmo discreto
Ale´m do processo usado no sistema RSA - onde se usa o fato de que e´ fa´cil multiplicar dois
nu´meros primos grandes para se obter um nu´mero composto n. Mas o processo inverso, onde
temos o nu´mero composto n e queremos encontrar seus fatores primos, pode ser muito com-
plicado - temos outros processos na teoria dos nu´meros, onde tambe´m temos essa propriedade
do ”sentido u´nico”. Um deles, e´ o de se elevar um nu´mero a uma poteˆncia em um corpo finito
grande.
Ao contra´rio do conjunto dos nu´meros reais, onde dados dois nu´meros x e b, calcular logxb e´
ta˜o fa´cil quanto calcular bx, quando estamos trabalhando em um grupo finito, como por exemplo
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IF∗q ou (Z/nZ)∗, podemos calcular com certa facilidade bx, onde b e x sa˜o elementos do grupo,
mas dado um nu´mero y no grupo, que sabemos ser da forma bx, encontrar a poteˆncia de b que
nos da´ y, ou em outras palavras, calcular x = logby e´ um problema chamado de ”problema do
logar´ıtmo discreto. A palavra ”discreto”se refere ao fato do grupo ser finito.
Definic¸a˜o 2.4.1. Dados um grupo G e dois elementos b, y ∈ G tal que y e´ uma poteˆncia de b,
dizemos que o logar´ıtmo discreto de y na base b, e´ qualquer inteiro x tal que bx = y.
Exemplo 2.4.1. Seja G = IF∗19 = (Z/19Z)∗ um grupo e seja b = 2 um gerador. O logar´ıtmo
discreto de 7 na base 2, e´ 6 (log27 = 6) 
Vamos ver alguns sistemas baseado no problema do logar´ıtmo discreto.
2.4.1 Sistema de troca de chave de Diffie-Hellman
Se compararmos os criptossistemas com chave pu´blica com os cla´ssicos, os que usam chave
pu´blica sa˜o relativamente mais lentos. Logo, eles podem ser usados de uma forma limitada,
juntamente com um sistema cla´ssico, pelo qual as mensagens sa˜o transmitidas. Na pr´atica, o
processo de incorporar uma chave a um sistema cla´ssico pode ser feito com razoa´vel eficieˆncia
usando um sistema de chave pu´blica. Os primeiros a apresentarem uma proposta para isso
foram W. Diffie e M.E. Hellman, e eles se basearam no problema do logar´ıtmo discreto.
Vamos descrever agora, o me´todo de Diffie-Hellman para gerar um elemento aleato´rio de
um corpo finito grande IFq. Suponha que q e´ publicamente conhecido, ou seja, todos sabem
qual corpo finito no´s estamos usando. Suponha tambe´m que g e´ um elemento fixo de IFq, que
tambe´m na˜o vai ser mantido secreto. O ideal, e´ g seja um gerador de IF∗q, no entanto, isso na˜o e´
necessa´rio. O me´todo que vamos descrever para gerar uma chave, nos dara´ apena os elementos
de IFq que sa˜o poteˆncias de g, por isso, se realmente quisermos que os elementos aleato´rios de
IF∗q tenham a chance de ser qualquer elemento do corpo, g deve ser um gerador.
Suponha que dois usua´rios, Alice (A) e Bernardo (B) querem gerar uma chave, que e´ um
elemento aleato´rio de IF∗q, a qual eles va˜o usar para codificar suas mensagens. Alice enta˜o,
escolhe um inteiro aleato´rio a entre 1 e q−1, que ela mante´m secreto, e depois calcula ga ∈ IFq,
e torna pu´blico o resultado. Bernardo faz a mesma coisa, ele escolhe um inteiro b e depois torna
pu´blico gb. A chave que eles va˜o usar e´, enta˜o, gab. Ambos os usua´rios podem calcular essa
chave. Pois, por exemplo, Alice conhece gb (que e´ de conhecimento pu´blico) e conhece a. No
entanto, uma terceira pessoa conhece apena ga e gb.
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Se a seguinte suposic¸a˜o vale para o grupo multiplicativo IF∗q, enta˜o, uma terceira pessoa na˜o
autorizada sera´ incapaz de determinar a chave.
Suposic¸a˜o de Diffie-Hellman: E´ computacionalmente invia´vel calcular gab conhecendo
apenas ga e gb.
A suposic¸a˜o de Diffie-Hellman e´, pelo menos a priori, ta˜o forte quanto a suposic¸a˜o de que
o logar´ıtmo discreto na˜o pode ter um ca´lculo via´vel no grupo. Isto e´, se o logar´ıtmo discreto
pode ser calculado enta˜o, obviamente, a suposic¸a˜o de Diffie-Hellman falha.
Exemplo 2.4.2. Suponha que estamos usando uma codificac¸a˜o deslocamento, com letras sim-
ples como unidades de mensagem em um alfabeto com 26 letras : C ≡ P +B (mod 26). (aqui
estamos usando B ao inve´s de b para denotar a chave, de modo que na˜o haja confusa˜o com a
letra b que usamos nos para´grafos anteriores.) Para escolher B, tomamos o menor res´ıduo na˜o
negativo mo´dulo 26 de um elemento aleato´rio de IF53. Tome g = 2 (que e´ um gerador de IF53).
Suponha que Alice escolha o nu´mero aleato´rio a = 29, e observa que Bernardo publicou 2b, que
e´, digamos 12 ∈ IF53. Ela enta˜o pode calcular a chave codificadora, que e´ 1229 = 21 ∈ IF53, ou
seja, B = 21. Ela por sua vez, torna pu´blico 229 = 45 e assim, Bernardo tambe´m pode calcular
a chave, elevando 45 a b-e´sima poteˆncia (suponha que Bernardo escolheu b = 19). E´ claro que
na˜o existe seguranc¸a trabalhando com um corpo ta˜o pequeno, pois nesse corpo e´ fa´cil encontrar
o logar´ıtmo discreto nas base 2, 12 ou 45 mo´dulo 53. Na verdade, em nenhum caso em que
se use uma codificac¸a˜o deslocamento, com letras simples como unidades de mensagem se tem
seguranc¸a. 
2.4.2 O criptossistema de Massey-Omura
Vamos supor aqui que todos concordam com a escolha do corpo finito IFq, que e´ fixado e
publicado. Enta˜o, cada usua´rio do sistema escolhe secretamente um inteiro aleato´rio e entre 0
e q − 1 tal que mdc(e, q − 1) = 1 e calcula seu inverso d = e−1 (mod q − 1). Se o usua´rio Alice
(A) que enviar uma mensagem P para Bernardo (B), primeiro ela envia para ele o elemento
P eA . Isso na˜o significa nada para Bernardo, ja´ que ele na˜o conhece e−1A = dA, e assim na˜o pode
recuperar P . Enta˜o, ele calcula P eAeB e manda de volta para Alice. Alice, por sua vez, eleva
isso a dA-e´sima poteˆncia e obte´m P
eB (pois P dAeA = P ), e manda para Bernardo, que assim
pode ler a mensagem, pois ele conhece dB e P
dBeB = P
Observac¸a˜o 2.4.1. A ide´ia por tra´s desse sistema e´ bem simples. No entanto, e´ necessa´rio
tomar um cuidado especial. Note que e´ muito importante usar um bom esquema de assinatura
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junto com o sistema Massey-Omura. Caso contra´rio, qualquer outra pessoa C, como Alice torna
pu´blico P eA, pode mandar de volta a Alice a mensagem P eAeC . Na˜o tendo como saber que essa
mensagem na˜o veio de Bernardo, ela eleva isso dA, publica o resultado e possibilita assim a C
ler a mensagem. Enta˜o, a mensagem P eAeB de Bernardo para Alice deve ser acompanhada por
alguma autenticac¸a˜o, ou seja, alguma mensagem, em algum esquema de assinatura que somente
Bernardo poderia ter enviado.
2.4.3 Criptossistema de ElGamal
Para comec¸ar a descrever esse sistema, vamos fixar um corpo finito bem grande IFq e um
elemento g ∈ IF∗q (de prefereˆncia, mas na˜o obrigatoriamente, um gerador). Vamos usar unidades
de mensagem de texto puro com nu´meros equivalentes P ∈ IFq. Cada usua´rio A escolhe
aleatoriamente um inteiro a = aA, com 0 < a < q − 1. Esse inteiro a e´ a chave decodificadora.
A chave codificadora (que e´ de conhecimento pu´blico) e´ o elemento ga ∈ IFq.
Para enviar uma mensagem P para o usua´rio A, no´s escolhemos um inteiro aleato´rio k, e
enta˜o enviamos a A o seguinte par de elementos de IFq:
(gk, Pgak)
Observe que podemos calcular gak mesmo sem conhecer a, pois conhecemos k (pois no´s que
escolhemos) e conhecemos ga, que e´ a chave codificadora. Agora, o usua´rio A, que conhece
a, pode recuperar P desse par que lhe foi enviado elevando o primeiro elemento a a e depois
multiplicando seu inverso pelo segundo elemento.
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Cap´ıtulo 3
Aplicac¸o˜es
Hoje em dia, as curvas el´ıpticas teˆm encontrado diversas aplicac¸o˜es. Nesse cap´ıtulo vamos
discutir algumas delas, como por exemplo, em criptografia.
3.1 Criptossistemas usando curvas el´ıpticas
Ja´ discutimos anteriormente como o grupo abeliano IF∗q, que e´ o grupo multiplicativo de um
corpo finito, pode ser usado para criar um criptossistema com chave pu´blica, baseado na di-
ficuldade para se resolver o problema do logar´ıtmo discreto em corpos finitos. Agora, vamos
construir analogamente sistemas com chave pu´blica baseados no grupo abeliano de uma curva
el´ıptica C definida sobre IFq.
3.1.1 Mergulhando o texto puro
No´s queremos, de maneira simples, codificar o texto puro como pontos de uma curva el´ıptica
C definida sobre um corpo finito IFq. Ou seja, queremos que o texto puro m seja prontamente
determinado a partir do conhecimento das coordenadas do ponto correspondente Pm. Observe
que esse ”codificar”na˜o e´ o mesmo que cifrar. Mais tarde vamos discutir meios para cifrar
os pontos Pm (pontos correspondentes ao texto puro).Ale´m disso, um usua´rio autorizado do
sistema deve poder recuperar m depois de ter decifrado os pontos do texto cifrado.
Vamos apresentar agora, um me´todo para mergulhar o texto puro como pontos de um curva
el´ıptica C definida sobre IFq, onde assumimos que q = p
r e´ grande. Seja k um inteiro. Suponha
que nossas unidades de mensagem m sa˜o inteiros, tais que 0 ≤ m ≤M . Vamos supor tambe´m,
que o corpo finito e´ escolhido de modo que q > Mk. Agora, escrevemos os inteiros de 1 ate´
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Mk na forma mk + j, onde 1 ≤ j ≤ k. Assim, temos uma correspondeˆncia injetora entre tais
inteiros e o conjunto dos elementos de IFq.
Enta˜o, dado m, para cada j = 1, 2, . . . , k no´s obtemos um elemento x de IFq correspondendo
a mk + j. Para esse x, no´s calculamos o lado direito da equac¸a˜o
y2 = f(x) = x3 + ax+ b,
e tentamos encontrar uma ra´ız quadrada de f(x). Se encontramos um y tal que y2 = f(x),
tomamos Pm = (x, y). Se na˜o f(x) na˜o for um quadrado, no´s enta˜o trocamos j por j + 1 e
tentamos com o novo x.
3.1.2 O logar´ıtmo discreto em uma curva
Agora, vamos discutir o problema do logar´ıtmo discreto em um grupo de uma curva el´ıptica C
definida sobre um corpo finito IFq.
Definic¸a˜o 3.1.1. Seja C uma curva el´ıptica definida sobre IFq e B um ponto de C. O problema
do logar´ıtmo discreto em C, na base B, e´ o problema de dado um ponto P ∈ C, encontrar um
inteiro x ∈ Z tal que xB = P , se tal inteiro x existir.
E´ prova´vel que o problema do logar´ıtmo discreto em curvas el´ıpticas se mostre mais in-
trata´vel que o problema em corpos finitos. As te´cnicas mais fortes desenvolvidas para o uso
em corpos finitos parecem na˜o funcionar em curvas el´ıpticas. Isso e´ especialmente verdade
em caracter´ıstica 2. Como pode ser visto em [10], um me´todo para resolver o problema do
logar´ıtmo discreto em IF∗2r torna relativamente fa´cil calcular logar´ıtmos discretos e, conseqente-
mente, quebrar os criptossistemas baseados no logar´ıtmo. O me´todo so´ na˜o funciona quando r e´
escolhido muito grande. Parece que os sistemas ana´logos usando curvas el´ıpticas definidas sobre
IF∗2r (veremos mais adiante) sa˜o seguros com valores para r significativamente menores. Assim,
temos razo˜es pra´ticas para crer que os criptossistemas com chave pu´blica discutidos a seguir
(usando curvas el´ıpticas) sa˜o mais convenientes nas aplicac¸o˜es do que os sistemas baseados no
problema do logar´ıtmo discreto em IF∗q.
Ate´ 1990, os u´nicos algor´ıtmos que eram conhecidos para tratar do logar´ıtmo discreto em
curvas el´ıpticas, eram os que trabalhavam em qualquer grupo, sem levar em considerac¸a˜o sua
estrutura particular. Estes algor´ıtmos sa˜o exponenciais quando a ordem do grupo tem um
grande fator primo, ou seja, e´ divis´ıvel por um primo grande. Mas enta˜o, Menezes, Okamoto
e Vanstone encontraram uma nova forma de atacar o problema do logar´ıtmo discreto em uma
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curva el´ıptica definida sobre IFq. Eles usaram o par de Weil (ver [12]) para mergulhar o grupo
C em grupo multiplicativo de alguma extensa˜o do corpo IFq. Esse mergulho, reduz o problema
do logar´ıtmo discreto em C ao problema do logar´ıtmo discreto em IF∗qk .
No entanto, para que a reduc¸a˜o ao par de Weil ajude, e´ essencial que o grau da extensa˜o
k seja pequeno. Essencialmente, as u´nicas curvas el´ıpticas para as quais k e´ pequeno sa˜o
chamadas de curvas el´ıpticas supersingulares. Os exemplos mais familiares, sa˜o as curvas da
forma y2 = x3+ax quando a caracter´ıstica p de IFq e´ coˆngruo a -1 mo´dulo 4, e curvas da forma
y2 = x3+b quando p e´ coˆngruo a -1 mo´dulo 3. No entanto, a grande maioria das curvas el´ıpticas
sa˜o na˜o supersingulares. Para elas, a reduc¸a˜o quase nunca leva a um algor´ıtmo subexponencial
(para mais detalhes ver [7] ).
3.1.3 Criptossistema ana´logo ao sistema com chave trocada de Diffie-
Hellman
Suponha que Alice (A) e Bernardo (B) querem encontrar uma chave, que mais tarde, possa
ser usada em conjunto com um criptossistema cla´ssico. Primeiro, eles escolhem e publicam um
corpo finito IFq e uma curva el´ıptica C definida sobre ele. As chaves sera˜o constru´ıdas a partir
de um ponto aleato´rio P da curva el´ıptica. Por exemplo, se eles tem um ponto aleato´rio P ∈ C,
tomando a x-coordenada de P temos um elemento aleato´rio de IFq, que pode ser convertido em
um r-d´ıgito aleato´rio na base p (onde q = pr) o qual servira´ como chave para o criptossistema
cla´ssico.
Alice e Bernardo primeiro publicam a escolha de um ponto B ∈ C para servir como sua
”base”. B assume o papel do gerador g no sistema Diffie-Hellman para corpos finitos. No
entanto, no´s na˜o queremos insistir que B seja um gerador do grupo dos pontos da curva C. Na
verdade, o grupo pode nem ser c´ıclico. E mesmo que seja c´ıclico, queremos evitar o trabalho de
verificar se B e´ um gerador. O que no´s queremos, e´ que o subgrupo gerado por B seja grande,
de prefereˆncia da mesma ordem que o pro´prio grupo dos pontos da curva C. Vamos discutir
melhor isso mais adiante. Por agora, vamos supor que B e´ fixado e publicamente conhecido,
tomado em C, cuja ordem e´ muito grande.
Para enta˜o gerar uma chave, primeiro Alice escolhe um inteiro aleato´rio a, que ela mante´m
secreto. Ela calcula aB ∈ C, e torna pu´blico. Bernardo faz a mesma coisa: escolhe um inteiro
aleato´rio b e publica bB ∈ C. A chave secreta que eles va˜o usar e´, enta˜o, P = abB ∈ C. Ambos
usua´rios podem calcular essa chave. Por exemplo, Alice conhece bB (que Bernardo tornou
pu´blico) e conhece a. No entanto, uma terceira pessoa conhece apenas aB e bB. Sem resolver
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o problema do logar´ıtmo discreto, ou seja encontrar a conhecendo apenas B e aB, parece na˜o
haver maneiras de calcular abB conhecendo apenas aB e bB.
3.1.4 Criptossistema ana´logo ao sistema Massey-Omura
Este e´ um criptossistema para transmitir unidades de mensagem m, as quais no´s supomos que
foram mergulhadas como pontos Pm em alguma curva el´ıptica (fixada e publicada) C sobre IFq
(onde q e´ grande). Tambe´m supomos que o nu´mero N de pontos da curva C foi calculado e
publicado. Cada usua´rio dos sistema escolhe secretamente um inteiro e entre 1 e N tal que
mdc(e,N) = 1 e calcula seu inverso d = e−1 (mod N). Se Alice quer enviar a mensagem Pm
a Bernardo, primeiro ela envia a ele o ponto eAPm. Mas como Bernardo na˜o conhece dA nem
eA, isso na˜o significa nada para ele. Mas, ele multiplica esse ponto por eB, e envia eBeAPm de
volta para Alice. O pro´ximo passo e´ Alice multiplica o ponto eBeAPm por dA. Como NPm = 0
e dAeA ≡ 1 (mod N), isso nos da´ o ponto eBPm, que Alice manda para Bernardo, para que ele
possa ler a mensagem multiplicando o ponto eBPm por dB.
3.1.5 Ana´logo ao sistema ElGamal
Esse e´ um outro criptossistema com chave pu´blica para transmitir unidades de mensagem Pm.
Como no sistema com chave trocada, no´s comec¸aremos com um corpo finito IFq fixado e publi-
cado, uma curva el´ıptica C definida sobre ele, e um ponto base B ∈ C. (Nesse criptossistema
no´s na˜o precisamos conhecer o nu´mero de pontos N da curva.) Cada usua´rio escolhe um inteiro
aleato´rio a, que e´ mantido em segredo. Depois calcula e publica o ponto aB.
Para enviar a mensagem Pm para Bernardo, Alice escolhe um inteiro aleato´rio k e envia o
par de pontos (kB, Pm+ k(aBB)). Para ler a mensagem, Bernardo multiplica o primeiro ponto
do par pelo inteiro que ele escolheu aB e subtrai resultado do segundo ponto:
Pm + k(aBB)− aB(kB) = Pm.
3.1.6 A escolha da curva e do ponto
Existem va´rias maneiras de escolher uma curva el´ıptica C e um ponto B nela.
• Escolha aleato´ria de (C,B): Primeiramente, escolha um corpo finito grande IFq. Em
seguida, pode-se escolher a curva C e o ponto B ao mesmo tempo da seguinte maneira.
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(Vamos assumir que a caracter´ıstica e´ maior que 3; se q = 2r ou q = 3r basta fazer
algumas modificac¸o˜es simples.)
Escolha quatro elementos aleato´rios x, y, a, b de IFq. Em seguida, tome c = y
2 − (x3 +
ax2 + bx). Certifique-se de que a cu´bica x3 + ax2 + bx+ c na˜o tem ra´ızes mu´ltiplas. (Se
esta condic¸a˜o na˜o e´ satisfeita, escolha outros pontos aleato´rios x, y, a, b.) Seja B = (x, y).
Enta˜o, B e´ um ponto da curva el´ıptica y2 = x3 + ax2 + bx+ c.
• Reduzindo (C,B) mo´dulo p: Vamos mencionar um segundo caminho para determinar
um par consistindo de uma curva el´ıptica e um ponto nela. Primeiro, escolha curva
el´ıptica ”global”e um ponto de ordem infinita nela. Enta˜o, seja C uma curva el´ıptica
definida sobre o corpo dos racionais, e seja B um ponto de ordem infinita em C.
Exemplo 3.1.1. O ponto B = (0, 0) e´ um ponto de ordem infinita da curva C : y2+ y =
x3 + x2. 
Em seguida, escolha um primo grande p e considere a reduc¸a˜o de C e B mo´dulo p. Mais
precisamente, para todo p, exceto para alguns primos pequenos, os coeficientes da equac¸a˜o
de C na˜o tem p em seus denominadores, e assim, pode-se considerar os coeficientes da
equac¸a˜o mo´dulo p. Se fizermos uma mudanc¸a de varia´vel que deixa a equac¸a˜o resultante
sobre IFq na forma y
2 = x3 + ax2 + bx + c, a cu´bica do lado direito da equac¸a˜o na˜o
tem ra´ızes mu´ltiplas (exceto no caso de alguns primos pequenos), e enta˜o temos uma
curva el´ıptica, que vamos denotar C (mod p), sobre IFq. As coordenadas de B tambe´m
reduzidas mo´dulo p nos da˜o um ponto, que sera´ denotado B (mod p), na curva el´ıptica
C (mod p).
Quando usamos esse me´todo, fixamos C e B, e enta˜o podemos gerar muitas curvas dife-
rentes variando o primo p.
• Ordem do ponto B: Nesse ponto, e´ natural surgirem algumas perguntas, como por
exemplo, quais as chances de que um ponto aleato´rio B, escolhido em uma curva aleato´ria,
seja um gerador? Ou, no caso do segundo me´todo para escolher (C,B), quais as chances,
ja´ que p varia, de que o ponto B reduzido mo´dulo p seja um gerador de C (mod p)? Essa
pergunta e´ ana´loga a seguinte questa˜o relacionada ao grupo multiplicativo de um corpo
finito: Dado um inteiro b, quais as chances, quando p varia, de que b seja um gerador de
IF∗q? Essa pergunta foi estudada em ambos os casos: corpo finito e curvas el´ıpticas (para
discussa˜o mais detalhada, ver [4]).
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Como ja´ dissemos antes, para a seguranc¸a dos criptossistemas que mencionamos na˜o e´
realmente necessa´rio que B seja um gerador. O que e´ necessa´rio, e´ que o subgrupo c´ıclico
gerado por B seja um grupo onde o problema do logar´ıtmo discreto seja intrata´vel. Este
sera´ o caso quando a ordem de B for divis´ıvel por um primo muito grande, digamos, que
tem a ordem de magnitude ta˜o grande quanto N .
Um caminho para garantir uma escolha apropriada de B, e´ escolher a curva el´ıptica e o
corpo finito de forma que o nu´mero N de pontos seja ele pro´prio um nu´mero primo. Se
fizermos isso, enta˜o cada ponto B 6= 0 sera´ um gerador. Assim, se usarmos o primeiro
me´todo descrito acima, para um corpo fixo IFq, no´s continuar´ıamos escolhendo pares
(C,B) ate´ que encontra´ssemos um em que o nu´mero de pontos de C fosse primo. No
caso do segundo me´todo, para uma curva el´ıptica global C sobre Q no´s continuar´ıamos
escolhendo os primos p ate´ que encontra´ssemos um primo para o qual o nu´mero de pontos
de C (mod p) fosse um nu´mero primo.
Observac¸a˜o 3.1.1. Para que C (mod p) tenha possibilidade de ter como nu´mero de pontos N
um nu´mero primo, C deve ser escolhida de forma que tenha torsa˜o trivial, isto e´, na˜o tenha
pontos de ordem finita, exceto o O. Caso contra´rio, N sera´ divis´ıvel pela ordem do subgrupo
de torsa˜o.
3.2 Fatorac¸a˜o
Uma raza˜o para o interesse em curvas el´ıpticas por parte dos cripto´grafos e´ o uso de curvas
el´ıpticas, por H. W. Lenstra, para obter um me´todo de fatorac¸a˜o.
Antes de discutir o algor´ıtmo de fatorac¸a˜o de Lenstra, vamos apresentar uma te´cnica de
fatorac¸a˜o cla´ssica, que e´ ana´loga ao me´todo de Lenstra.
Me´todo p− 1 de Pollard: Seja n um nu´mero composto, e p algum (ainda desconhecido)
fator primo de n. Se p tem a propriedade de que p− 1 na˜o tem nenhum divisor primo grande,
enta˜o o seguinte me´todo certamente encontrara´ p.
O algor´ıtmo procede da seguinte forma:
1. Escolha um inteiro k que seja mu´ltiplo de todos, ou da maioria, dos inteiros menores
do que algum limitante B. Por exemplo, k pode ser B! ou pode ser o mı´nimo mu´ltiplo
comum de todos os inteiros menores ou iguais que B.
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2. Escolha um inteiro a entre 2 e n− 2.
3. Calcule ak (mod n)
4. Calcule d = mdc(ak − 1, n) e o res´ıduo de ak (mod n) do passo 3.
5. Se d for um divisor trivial de n, comece novamente com uma nova escolha de a e/ou uma
nova escolha de k.
Para explicar como o algor´ıtmo funciona, suponha que k e´ divis´ıvel por todos os inteiros
positivos menores ou iguais a B, e suponha tambe´m que p e´ um divisor primo de n tal que
p− 1 e´ um produto de poteˆncia de primos pequenos, todos menores que B. Enta˜o, temos que
k e´ um mu´ltiplo de p − 1, pois e´ um mu´ltiplo de todas as poteˆncias de primos da fatorac¸a˜o
de p − 1, e assim, pelo Pequeno Teorema de Fermat, temos que ak ≡ 1 (mod p). Enta˜o, p
divide mdc(ak − 1, n), e assim, a u´nica maneira de termos um fator na˜o trivial no passo 4 e´ se
acontecer ak ≡ 1 (mod n).
Exemplo 3.2.1. Queremos fatorar n = 540143 usando o me´todo descrito acima. Tome B = 8,
k = 840 (que e´ o mı´nimo mu´ltiplo comum entre 1, 2, . . . , 8) e a = 2. Fazendo as contas,
temos que ak = 2840 = 54047 (mod n) e d = mdc(ak − 1, n) = mdc(2840 − 1, 540143) =
mdc(53046, 540143) = 421. Isso nos da´ a fatorac¸a˜o 540143 = 421.1283. 
A fraqueza do me´todo de Pollard e´ clara, falha se tentarmos usa´-lo quando para todo divisor
primo p de n o nu´mero p− 1 tem em sua fatorac¸a˜o apenas primos relativamente grandes.
Exemplo 3.2.2. Seja n = 491389. E´ improva´vel que encontremos um divisor na˜o trivial
enquanto na˜o escolhermos B maior ou igual a 191. Isso porque temos que n = 383.1283, 383−
1 = 2.191, 1283− 1 = 2.641, e 191 e 641 sa˜o primos. Exceto para a ≡ 0,±1 (mod 383), todos
os outros a′s teˆm ordem mo´dulo 383 igual a 191 ou 382; e exceto para a ≡ 0,±1 (mod 1283),
todos os outros a′s teˆm ordem mo´dulo 1283 igual a 641 ou 1282. Assim, a menos que k seja
divis´ıvel por 191 (ou 641), e´ prova´vel que encontremos repetidas vezes que mdc(ak − 1, n) = 1
no passo 4. 
O dilema ba´sico com o me´todo p− 1 de Pollard e´ que fixamos nossas esperanc¸as no grupo
(Z/pZ)∗, mais precisamente, os va´rios grupos onde p e´ um divisor primo de n. Para um n
fixo, esses grupos sa˜o fixos. E se todos eles tiverem a ordem divis´ıvel por um primo grande, o
me´todo estara´ comprometido.
A grande diferenc¸a no me´todo de Lenstra, como vamos ver mais adiante, e´ que trabalhando
com curvas el´ıpticas sobre IFp = Z/pZ, no´s teremos uma quantidade de grupos muito maior
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que poderemos usar e, assim, poderemos realmente esperar encontrar sempre um grupo cuja
ordem na˜o e´ divis´ıvel por um primo grande.
Antes de descrevermos o algor´ıtmo de Lenstra, faremos alguns comenta´rios sobre reduzir
mo´dulo n os pontos da curva el´ıptica, onde n e´ um nu´mero composto.
Reduc¸a˜o mo´dulo n: No decorrer dessa sec¸a˜o, n denotara´ um inteiro composto ı´mpar e p
(ainda desconhecido) um fator primo de n. Vamos supor tambe´m que p > 3. Para qualquer
inteiro m e quaisquer dois racionais x1 e x2 com denominadores primos com m, escrevemos
x1 ≡ x2 (mod m), se x1 − x2 for uma frac¸a˜o com numerador divis´ıvel por m. Para qualquer
nu´mero racional x1 com denominador primo com m existe um u´nico inteiro x2, chamado de
menor res´ıduo na˜o negativo, entre 0 e m − 1 tal que x1 ≡ x2 (mod m). As vezes denotamos
esse menor res´ıduo na˜o negativo por x1 (mod m).
Suponha que temos uma equac¸a˜o da forma y2 = x3 + ax2 + bx + c com a, b, c ∈ Z, e um
ponto P = (x, y) que a satisfac¸a. Na pra´tica, a curva C junto com o ponto P podem ser
gerados de alguma maneira aleato´ria, como por exemplo escolhendo quatro inteiros a, b, x, y e
enta˜o fazendo c = y2 − x3 − ax2 − bx. Vamos assumir que a cu´bica tem ra´ızes distintas, isto
e´, D = −4a3c + a2b2 + 18abc − 4b3 − 27c2 6= 0 (o discriminante e´ diferente de zero). Para
simplificar, vamos supor tambe´m que o discriminante D = −4a3c + a2b2 + 18abc − 4b3 − 27c2
na˜o tem fator comum com n; em outras palavras, x3 + ax2 + bx + c na˜o tem ra´ızes mu´ltiplas
mo´dulo p para qualquer divisor primo p de n. Na pra´tica, para cada escolha de a, b and c, no´s
podemos verificar isto calculando d = mdc(D,n). Se d > 1, enta˜o ou n divide D, e nesse caso
teremos que fazer uma nova escolha de a, b and c, ou enta˜o obtivemos um divisor na˜o trivial de
n. Por isso, vamos supor sempre que mdc(D,n) = 1.
Assim, vamos considerar o ponto P e todos os seus mu´ltiplos mo´dulo n. Isto significa que
tomamos P (mod n) = (x (mod n), y (mod n)), e , cada vez que calculamos algum mu´ltiplo
kP , no´s realmente calculamos apenas a reduc¸a˜o mo´dulo n das coordenadas. Para trabalharmos
mo´dulo n ha´ uma condic¸a˜o na˜o trivial que deve ser satisfeita sempre que multiplicamos ou
somamos dois pontos diferentes. A saber, todos os denominadores devem ser primos com n.
Proposic¸a˜o 3.2.1. Seja C uma curva el´ıptica com equac¸a˜o y2 = x3 + ax2 + bx + c, onde
a, b, c ∈ Z e mdc(D,n) = 1, onde D denota o discriminante da curva. Sejam P1 e P2 dois pontos
de C, cujas coordenadas teˆm denominadores primos com n e P1 6= −P2. Enta˜o, P1 + P2 ∈ C
tem coordenadas com denominadores primos com n se, e somente se, na˜o existe um divisor
primo p de n com a seguinte propriedade: os pontos P1 (mod p) e P2 (mod p) da curva el´ıptica
C (mod p) quando somados resultam no ponto no infinito O (mod p) ∈ C (mod p). Onde C
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(mod p) denota a curva el´ıptica sobre IFp obtida reduzindo mo´dulo p os coeficientes da equac¸a˜o
y2 = x3 + ax2 + bx+ c.
Demonstrac¸a˜o: Primeiro, suponha que P1 = (x1, y1), P2 = (x2, y2) e P1 + P2 ∈ C teˆm
coordenadas cujos denominadores sa˜o primos com n. Seja p qualquer nu´mero primo, divisor de
n. Vamos mostrar que P1 (mod p) + P2 (mod p) 6= O (mod p).
• Se x1 6≡ x2 (mod p), enta˜o, concluimos que
P1 (mod p) + P2 (mod p) na˜o e´ o ponto no infinito em C (mod p).
• Agora, suponha que x1 ≡ x2 (mod p).
Primeiro, se P1 = P2, enta˜o as coordenadas de P1 + P2 = 2P1 sa˜o dadas pela fo´rmula (pela
proposic¸a˜o 1.4.1)
2P1 = (λ
2 − a− 2x1,−λ(λ2 − a− 2x1)− v),
onde
λ =
3x21 + 2ax1 + b
2y1
e v =
−x31 + bx1 + 2c
2y1
.
e 2P1 (mod p) e´ dado pela mesma fo´rmula com cada termo substitu´ıdo pelo seu res´ıduo mo´dulo
p. Devemos mostrar que o denominador 2y1 na˜o e´ divis´ıvel por p. Suponha que seja divis´ıvel.
Enta˜o, como o denominador da x-coordenada de 2P1 na˜o e´ divis´ıvel por p, segue que o numera-
dor e´ divis´ıvel por p. Mas isso significa que x1 e´ uma raiz mo´dulo p da cu´bica x
3+ ax2+ bx+ c
e da sua derivada, contradizendo a hipo´tese de que na˜o existem ra´ızes mu´ltiplas mo´dulo p.
Agora suponha que P1 6= P2. Como x1 ≡ x2 (mod p) e x2 6= x1 podemos escrever x2 =
x1+p
rx com r ≥ 1 escolhido tal que nem o numerador nem o denominador de x sejam divis´ıveis
por p. Como assumimos que P1 + P2 tem denominador na˜o divis´ıvel por p, podemos usar a
fo´rmula (dada pela proposic¸a˜o 1.4.1)
x(P1+P2) = λ
2 − a− x1 − x2
y(P1+P2) = −λ(λ2 − a− x1 − x2)− v,
onde
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λ =
y2 − y1
x2 − x1 e v =
y1x2 − y2x1
x2 − x1 .
para concluir que y2 e´ da forma y1 + p
ry.
Por outro lado,
y22 = (x1+p
rx)3+a(x1+p
rx)2+b(x1+p
rx)+c ≡ x31+ax21+bx1+c+prx(3x21+2ax1+b) = (3.1)
= y21 + p
rx(3x21 + 2ax1 + b) (mod p
r+1)
Mas como x2 ≡ x1 (mod p) e y2 ≡ y1 (mod p) segue que P1 (mod p) ≡ P2 (mod p) e enta˜o
P1 (mod p) + P2 (mod p) = 2P1 (mod p), que e´ O (mod p) se, e somente se, y2 ≡ y1 ≡ 0
(mod p)..
Se essa congrueˆncia ocorrer, temos que y22 − y21 = (y2− y1)(y2+ y1) e´ divis´ıvel por pr+1 (isso
e´, o numerador e´) e assim, 3.1 implica que 3x21 + 2ax1 + b ≡ 0 (mod p). O que na˜o ocorre pois
x3 + ax2 + bx+ c (mod p) na˜o tem ra´ızes mu´ltiplas e enta˜o x1 na˜o pode ser raiz do polinoˆmio
e da derivada mo´dulo p. Logo, conclu´ımos que P1 (mod p) + P2 (mod p) 6= O (mod p).
Reciprocamente, suponha que para qualquer divisor p de n, temos P1 (mod p)+P2 (mod p) 6=
O (mod p). Queremos provar que as coordenadas de P1 + P2 teˆm denominadores primos com
n, isto e´, que os denominadores na˜o sa˜o divis´ıveis por p, para qualquer p que divide n.
Fixe alguma p, tal que p divide n.
• Se x2 6≡ x1 (mod p) enta˜o por 1.4.1 temos que na˜o existe denominador divis´ıvel por p.
• Suponha x2 ≡ x1 (mod p).
Enta˜o, y2 ≡ ±y1 (mod p), mas como P1 (mod p) + P2 (mod p) 6= O (mod p) devemos ter
y2 ≡ y1 6≡ O (mod p).
Primeiro, se P2 = P1, por 1.4.1 e pelo fato de que y1 6≡ O (mod p) temos que as coordenadas
de P1 + P2 = 2P1 tem denominador primo com p.
Se P1 6= P2 escreva x2 = x1 + prx com x na˜o divis´ıvel por p e use 3.1 para escrever
(y22 − y21)
(x2 − x1) = 3x
2
1 + 2ax1 + b (mod p)
Como p na˜o divide y2 + y1 ≡ 2y1 (mod p) segue que na˜o existe p no denominador de
(y22 − y21)
(y2 − y1)(x2 − x1) =
y2 − y1
x2 − x1 e enta˜o pela proposic¸a˜o 1.4.1 na˜o existe p nas coordenadas de
P1 + P2. 
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Me´todo de Lenstra: Seja n um inteiro composto. Queremos encontrar um fator na˜o trivial
d de n, ou seja, encontrar um nu´mero tal que d divide n e 1 < d < n. Vamos comec¸ar tomando
alguma curva el´ıptica C : y2 = x3+ax2+bx+c com coeficientes inteiros, e um ponto P = (x, y)
nessa curva. O par (C,P ) e´ gerado de alguma maneira aleato´ria. Tentaremos usar C e P para
fatorar n, como sera´ explicado mais adiante; mas se a tentativa falhar, escolhemos outro par
(C,P ), e tentamos novamente. Continuamos com esse processo, ate´ que seja encontrado um
divisor d na˜o trivial de n. Se a probabilidade de o me´todo falhar e´ ρ < 1, enta˜o a probabilidade
de que h sucessivas escolhas dos pares (C,P ) falhem e´ ρh, que e´ pequena para h grande.
Assim, com uma probabilidade elevada, vamos conseguir fatorar n com um nu´mero razoa´vel de
tentativas.
Uma vez que temos um par (C,P ), escolhemos um inteiro k que e´ divis´ıvel por poteˆncias de
primos pequenos (tais primos sa˜o menores que um certo limite B) que sa˜o menores que algum
limitante L. Isto e´, tomamos
k =
∏
`≤B
`α` , (3.2)
onde α` = [log L \ log `] e´ o maior expoente tal que `α` ≤ L. No´s enta˜o, tentamos calcular
kP , trabalhando todo o tempo mo´dulo n. Este ca´lculo e´ simples, a menos que encontremos a
seguinte dificuldade: quando tentamos encontrar o inverso de 2y (necessa´rio para calcular as
coordenadas de 2P ), ou o inverso de x2−x1 (necessa´rio para calcular as coordenadas de P1+P2)
encontramos um nu´mero que na˜o e´ primo com n. De acordo com a proposic¸a˜o 3.2.1 isso ocorre
quando temos algum mu´ltiplo k1P (uma soma parcial encontrada ao longo do caminho para
calcular kP ) que para algum p que divide n tem a propriedade k1P (mod p) = O (mod p),
isto e´, o ponto P (mod p) no grupo de C (mod p) tem uma ordem que divide k1.
Usando o algor´ıtmo de Euclides para tentar encontrar o inverso mo´dulo n para um deno-
minador que e´ divis´ıvel por p, no´s encontramos, ao inve´s disso, o ma´ximo divisor comum entre
n e esse denominador. Esse ma´ximo divisor comum tera´ a propriedade de ser um divisor de n,
a menos que seja o pro´prio n, ou seja, a menos que o denominador seja divis´ıvel por n. Isso
significa , pela proposic¸a˜o 3.2.1 que k1P (mod p) = O (mod p) para todo divisor primo p de
n. Enta˜o, e´ certo que quando tentamos calcular k1P mo´dulo n para um k1 que e´ um mu´ltiplo
da ordem de P (mod p) para algum divisor p de n, no´s vamos obter um divisor pro´prio para
n.
Observac¸a˜o 3.2.1. Note que e´ semelhante ao me´todo p−1 de Pollard. Mas ao inve´s do grupo
(Z/pZ)∗, estamos usando o grupo C (mod p). No entanto, se C for uma escolha ruim, isto
54
e´, para cada divisor p de n o grupo C (mod p) tem ordem divis´ıvel por um primo grande (
e enta˜o, kP (mod p) na˜o e´ igual a O (mod p)) no´s temos maneiras de tomar outra curva C
junto com um ponto P ∈ C. E no´s na˜o t´ınhamos essa opc¸a˜o com o me´todo p− 1 de Pollard.
O algor´ıtmo: Seja n um inteiro positivo ı´mpar. Vamos descrever o me´todo de Lenstra.
Suponha que temos um me´todo para gerar pares (C,P ), consistindo de uma curva el´ıptica
y2 = x3+ax2+ bx+ c, com a, b, c ∈ Z e um ponto P = (x, y) ∈ C. Tendo um par, no´s seguimos
o procedimento descrito a seguir. Se o procedimento falhar, e na˜o obtivermos um fator na˜o
trivial de n, enta˜o geramos outro par (C,P ) e repetimos o processo.
Antes de trabalhar com C (mod n), devemos verificar se e´ de fato uma curva el´ıptica mo´dulo
p, onde p e´ qualquer divisor de n, isto e´, a cu´bica tem que ter ra´ızes distintas mo´dulo p. Isso
acontece se, e somente se, o discriminante D e´ primo com n. Assim, se mdc(D,n) = 1, podemos
prosseguir. E claro que se o mdc e´ estritamente maior que 1 e estritamente menor que n, ja´
temos um divisor de n, e a´ı acabou. Se o mdc e´ igual a n, enta˜o temos que escolher uma curva
el´ıptica diferente.
Em seguida, suponha que escolhemos dois inteiros limitantes B e L. Aqui, B e´ um limitante
para os divisores primos do inteiro k pelo qual vamos multiplicar o ponto P . Ja´ o nu´mero C,
aproximadamente falando, e´ um limitante para os divisores primos p de n para os quais e´ bem
prova´vel que satisfac¸a a relac¸a˜o kP (mod p) = O (mod p).. No´s enta˜o escolhemos k, que e´
dado pela fo´rmula 3.2, ou seja, k e´ o produto de todas as poteˆncias menores ou iguais a L, as
quais sa˜o poteˆncias de primos menores ou iguais a B. Enta˜o, teorema de Hasse nos diz que, se
p e´ tal que p+ 1 + 2
√
p < L e a ordem de C (mod p) na˜o e´ divis´ıvel por nenhum primo maior
que B, enta˜o k e´ um mu´ltiplo dessa ordem e portanto kP (mod p) = O (mod p).
Agora, trabalhando mo´dulo n, tentamos calcular kP da seguinte forma. Calcule 2P , 2(2P ),
2(4P ), . . . , 2α2P , depois 3(2α2)P , 3(3.2α2P ), . . . , 3α32α2P , e assim por diante ate´ que tenhamos∏
`≤B
`α`P . Nesses ca´lculos, sempre que temos que dividir mo´dulo n, usamos o algor´ıtmo de
Euclides para encontrar o inverso mo´dulo n. Se em qualquer esta´gio do algor´ıtmo de Euclides
na˜o encontrarmos um inverso, teremos encontrado um divisor na˜o trivial de n, ou teremos
encontrado o pro´prio n como mdc entre n e o denominador. No primeiro caso, o algor´ıtmo
obteve sucesso. No segundo caso, devemos voltar e escolher um novo par (C,P ). Se o algor´ıtmo
de Euclides sempre fornecer um inverso - e enta˜o kP mo´dulo n e´ calculado com sucesso - enta˜o
tambe´m devemos voltar e escolher um novo par (C,P ). Essa e´ a descric¸a˜o do algor´ıtmo do
me´todo de Lenstra.
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Exemplo 3.2.3. Seja uma famı´lia de curvas el´ıpticas y2 = x3 + ax − a, a = 1, 2 . . ., cada
qual contendo o ponto P = (1, 1). Antes de usar um a para um dado n, devemos verificar
que o discriminante 4a3 + 27a2 e´ primo com n. Vamos tentar fatorar o nu´mero n = 5429
com B = 3 e L = 92. (Nesse exemplo, vamos mostrar como o me´todo funciona usando um
valor pequeno para n. claro que na pra´tica, o me´todo torna-se valioso apenas para valores
de n muito maiores.). Aqui, a escolha de L foi motivada por nosso desejo de encontrar um
fator primo p quase ta˜o grande quanto
√
n ≈ 73; para p = 73 o limite do nu´mero de IFp
pontos em uma curva el´ıptica e´, de acordo com o teorema de Hasse, 74 + 2
√
p < 92. Usando a
fo´rmula 3.2, no´s escolhemos k = 26.34. Para cada valor de a, no´s sucessivamente multiplicamos
P por 2 seis vezes e em seguida multiplicamos por 3 quatro vezes, trabalhando mo´dulo n, na
curva el´ıptica y2 = x3 + ax − a. Quando a = 1 no´s observamos que a multiplicac¸a˜o procede
suavemente, e que 34.26 (mod p) e´ um ponto finito em C (mod p) para todos divisores p de n.
Enta˜o, tentamos com a = 2. Observamos que quando tentamos calcular 32.26P , no´s obtemos
um denominador cujo mdc com n e´ o fator 61. Isto e´, a ordem do ponto (1, 1) divide 32.26 na
curva y2 = x3 + 2x− 2 mo´dulo 61. Enta˜o, na segunda tentativa obtivemos sucesso. Por outro
lado, se usarmos a = 3, esse me´todo nos dara´ outro fator primo, a saber 89, quando tentarmos
calcular 34.26. 
3.3 Nu´meros congruentes
Um nu´mero inteiro n ≥ 1 e´ dito um nu´mero congruente se existir um triaˆngulo retaˆngulo cujos
lados sejam nu´meros racionais e cuja a´rea seja n.
A primeira etapa para determinar se um nu´mero n e´ congruente e´ obter nu´meros racionais
x, ye z que sejam lados de um triaˆngulo retaˆngulo, ou seja tais que x2 + y2 = z2. Uma terna
de inteiros positivos (x, y, z) tais que x2 + y2 = z2 e´ chamada terna pitago´rica. Para encontrar
x, y e z tomamos inteiros a > b > 0 e trac¸amos no plano XY a reta passando por (−1, 0) com
coeficiente angular b/a. Esta reta interceptacta o c´ırculo S1 = {(X, Y ) ∈ R2 ; X2+Y 2 = 1} no
ponto
u =
a2 − b2
a2 + b2
e v =
2ab
a2 + b2
gerando a terna
x = a2 − b2, y = 2ab, z = a2 + b2 (3.3)
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Assim, o problema de achar nu´meros congruentes se reduz a achar ternas pitago´ricas tais que
n = xy/2.
Antes de estendermos a noc¸a˜o de nu´meros congruentes a nu´meros racionais positivos, lem-
bremos que um inteiro positivo n e´ dito livre de quadrados, se n puder ser escrito da forma
n =
r∏
i=1
pi, onde os p
′
is sa˜o nu´meros primos distintos.
Um nu´mero racional positivo n e´ um nu´mero congruente se existirem x, y, z ∈ Q positivos
tais que x2 + y2 = z2 e n = xy/2. Notemos que existe s ∈ Q − {0} tal que s2n ∈ Z e´ livre
de quadrados. A a´rea do triaˆngulo retaˆngulo de lados sx, sy e sz e´ igual a s2n. Ou seja, s2n
e´ um nu´mero inteiro congruente. Assim podemos sempre supor que n seja um inteiro positivo
livre de quadrados. Seja (Q+)2 = {x2 ; x ∈ Q+ e x 6= 0} o grupo multiplicativo dos nu´meros
racionais positivos que sa˜o quadrados. O argumento acima mostra que o fato de n ser um
nu´mero congruente depende de sua classe mo´dulo (Q+)2 e que nesta classe sempre existe um
nu´mero inteiro m ≥ 1 livre de quadrados.
Uma primeira ”receita ingeˆnua”para produzir um nu´mero congruente n e´ utilizar 3.3 para
listar todas as poss´ıveis ternas pitago´ricas. Depois para cada terna calcular a respectiva a´rea
e verificar se n ocorre na lista das a´reas. E´ claro que este procedimento esta´ longe de fornecer
um me´todo eficiente.
Podemos caracterizar um nu´mero congruente da seguinte forma.
Proposic¸a˜o 3.3.1. Seja n ≥ 1 um nu´mero inteiro livre de quadrados. Sejam x, y, z ∈ Q tais
que 0 < x < y < z. Enta˜o existe uma bijec¸a˜o entre o conjunto dos triaˆngulos retaˆngulos de
lados x, y, z e a´rea n e o conjunto de nu´meros racionais w tais que
w, w + n, w − n ∈ (Q+)2
dada por
(x, y, z) 7−→ w =
(z
2
)2
com inversa
w 7−→ (√w + n−√w − n,√w + n+√w − n, 2√w)
Em particular, n e´ um nu´mero congruente se, e somente se, existir um nu´mero racional w
tal que
w, w + n, w − n ∈ (Q+)2.
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Demonstrac¸a˜o: Se x2 + y2 = z2 e n =
xy
2
, enta˜o (x± y)2 = z2 ± 4n. Logo(
x± y
2
)2
=
(z
2
)2
± n.
Tomando w =
(z
2
)2
temos que w, w + n, w − n ∈ (Q+)2.
Reciprocamente, dado w tal que w, w + n, w − n ∈ (Q+)2 enta˜o x = √w + n − √w − n,
y =
√
w + n+
√
w − n e z = 2√w satisfazem a 0 < x < y < z, xy = 2n e x2 + y2 = z2. 
3.3.1 Equac¸o˜es Cu´bicas
Nesta sec¸a˜o mostraremos como associar a um nu´mero congruente n uma soluc¸a˜o de uma certa
equac¸a˜o cu´bica, demonstrando que um nu´mero e´ congruente se, e somente se, o grupo CFn(Q)
tem elementos de ordem infinita.
Para que isso possa ser feito, vamos inicialmente apresentar algumas definic¸o˜es e resultados.
Seja n um nu´mero congruente e x, y, z ∈ Q tais que 0 < x < y < z, n = xy
2
e x2 + y2 = z2.
Temos que (
x2 − y2
4
)2
=
(z
2
)4
− n2.
Em outras palavras, encontramos soluc¸o˜es racionais u =
z
2
e v =
x2 − y2
4
para a equac¸a˜o
u4 − n2 = v2. Multiplicando ambos os membros desta igualdade por u2 obtemos
(u2)3 − n2u2 = (uv)2.
Portanto, a = u2 e b = uv fornece uma soluc¸a˜o racional (a, b) para a equac¸a˜o cu´bica
Y 2 = X3 − n2X.
Reciprocamente, dada uma soluc¸a˜o racional (a, b) da equac¸a˜o cu´bica Y 2 = X3 − n2X,
perguntamos se (a, b) prove´m de um triaˆngulo retaˆngulo como acima. Isto nem sempre e´
verdade. Primeiro e´ necessa´rio que a ∈ (Q+)2. Ale´m disso o denominador de a tem que ser
par. De fato, dada uma terna pitago´rica x < y < z, seja s o mmc dos denominadores de x, y
e z. Logo, x′ = sx, y′ = sy, z′ = sz sa˜o nu´meros inteiros primos entre si. Nesse caso, x′ e y′
teˆm paridades distintas, digamos que x′ seja ı´mpar e y′ seja par. Em particular z′ e´ ı´mpar.
Portanto, a =
(z
2
)2
=
(
z′
2s
)2
tem denominador par.
Proposic¸a˜o 3.3.2. Seja (a, b) ∈ Q×Q uma soluc¸a˜o de Y 2 = X3 − n2X tal que
a ∈ (Q+)2 com denominador par.
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Enta˜o, existe um triaˆngulo retaˆngulo de a´rea n e lados
√
a+ n−√a− n, √a+ n+√a− n
e 2
√
a.
Demonstrac¸a˜o: Seja u =
√
a ∈ Q, u > 0 e v = b
u
. Enta˜o, v2 =
b2
a
= a2 − n2. Seja t o
denominador de u. Logo, os denominadores de v2 e a2 sa˜o iguais a t4, em particular
(t2v, t2n, t2a)
e´ uma terna pitago´rica com t2n par e mdc(t2v, t2n, t2a) = 1.
Uma terna pitago´rica x, y, z tal que mdc(x, y, z) = 1 e´ chamada de uma terna pitago´rica
primitiva. Suponhamos que y seja par, logo x e z sa˜o ı´mpares. Sejam A,B,C > 0 nu´meros
inteiros tais que y = 2C, z + x = 2A e z − x = 2b. Observemos que mdc(A,B) = 1 e
AB = C2. Logo existem inteiros positivos α e β tais que A = α2 e B = β2. Em particular,
z = A+B = α2 + β2, x = A−B = α2 − β2 e y = z2 − x2 = (2αβ)2. Portanto, y = 2αβ.
Aplicando esse argumento a` terna (t2v, t2n, t2a) obtemos que existem positivos α, β tais que,
t2v = α2 − β2, t2n = 2αβ, t2a = α2 + β2
Consequentemente o triaˆngulo retaˆngulo de lados(
2α
t
,
2β
t
, 2u
)
tem a´rea
2αβ
t2
= n. Pela proposic¸a˜o 3.3.2 temos que esta terna corresponde a
(
2u
2
)2
=
u2 = a. Logo existe um triaˆngulo retaˆngulo de lados
√
a+ n−√a− n,√a+ n+√a− n e 2√a
de a´rea n. 
Observac¸a˜o 3.3.1. A equac¸a˜o cu´bica obtida no para´grafo anterior e´ um exemplo de uma curva
el´ıptica.
Definic¸a˜o 3.3.1. Seja C uma curva el´ıptica. Definimos e denotamos o conjunto
C(Q) = {(a : b : c) ∈ C ; a, b, c ∈ Q}
O pro´ximo teorema e´ muito importante na teoria das curvas el´ıpticas e pode ser visto com
detalhes em [13]
Teorema 3.3.1 (Teorema de Mordell-Weil). C(Q) e´ um grupo abeliano finitamente gerado.
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Observac¸a˜o 3.3.2. Seja C(Q)tor o subgrupo de C(Q) dos elementos de ordem finita. Pelos
Teoremas de Mordell-Weill e da Decomposic¸a˜o de Grupos Abelianos Finitamente Gerados, que
pode ser visto em [3], segue que existe um isomorfismo de grupos
C(Q) ∼= C(Q)tor ⊕ Zr,
onde C(Q)tor e´ finito.
Dizemos que r e´ o posto alge´brico de C.
Para podermos atingir nosso objetivo principal de relacionar um nu´mero congruente a uma
soluc¸a˜o de uma equac¸a˜o cu´bica, e´ necessa´rio caracterizarmos os pontos de ordem 2.
Seja P = (a : b : 1), Q = (a : −b : 1) ∈ C e l ⊂ IP2C a reta passando por P e Q. Observemos
que, neste caso, O e´ o terceiro ponto de l ∩ C. Consideremos a reta
` = {(a′ : b′ : c′) ; c′ = 0}
Esta e´ a reta tangente a C em O. Logo, concluimos que Q = −P .
Um ponto P e´ de ordem 2 se, e somente se, P = −P . Isto significa que b = 0. Se γ1, γ2 e
γ3 sa˜o as 3 ra´ızes distintas de X
3 + AX +B, enta˜o os pontos de ordem 2 de C sa˜o
(γ1 : 0 : 1), (γ2 : 0 : 1) (γ3 : 0 : 1).
Tambe´m e´ necessa´rio discutirmos um pouco como o grupo de uma curva el´ıptica se comporta
quando reduzimos mo´dulo p. Seja p um nu´mero primo, IFp o corpo finito de p elementos, IP
2
IFp
e IP2Q os planos projetivos definidos sobre IFp e Q, respectivamente. Dado (a : b : c) ∈ IP2Q
podemos sempre escolher representantes a0, b0, c0 ∈ Z. Para isso basta multiplicar a, b, c pelo
mı´nimo mu´ltiplo comum dos denominadores, por exemplo. Ale´m disso, podemos fazer esta
escolha de tal forma que mdc(a0, b0, c0) = 1. Assim, definimos a aplicac¸a˜o
Φ : IP2Q −→ IP2IFp
P = (a0 : b0 : c0) −→ P˜ = (a˜0 : ˜b0 : c˜0)
Proposic¸a˜o 3.3.3. Seja i ∈ {1, 2} e Pi = (xi : yi : zi) ∈ IP2Q. A igualdade Φ(P1) = Φ(P2)
ocorre se, e somente se, p dividir simultaneamente os nu´meros (y1z2 − y2z1), (x2z1 − x1z2) e
(x1y2 − x2y1).
Demonstrac¸a˜o: Observemos que Φ(P1) = Φ(P2) ocorre se, e somente se, os vetores
(x˜1, y˜1, z˜1) e (x˜2, y˜2, z˜2) sa˜o IFp-linearmente dependentes, o que equivale a` condic¸a˜o acima. 
Agora, sejam n ≥ 1 um nu´mero inteiro, e a curva el´ıptica CFn : Fn(X, Y, Z) = Y 2Z −X3 +
n2XZ2 ∈ Z[X, Y, Z]. Seu discriminante ∆n e´ igual a 4n6.
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Seja p > 2 um nu´mero primo e CF˜n : F˜n(X, Y, Z) = Y
2Z − X3 + n˜2Z2 ∈ IFp[X,Y,Z] a
reduc¸a˜o de CFn mo´dulo p. Para que CF˜n defina uma curva el´ıptica sobre IFp e´ necessa´rio e
suficiente que 4n˜6 6= 0˜ em IFp. Isto e´ satisfeito se p na˜o divide n e p > 2 (o que estamos
supondo). Seja CFn(IFp) = {(a˜0 : b˜0 : c˜0) ∈ IP2IFp ; (a0 : b0 : c0) ∈ C(Q)}.
Neste caso, Φ induz uma aplicac¸a˜o
Φn : CFn(Q) −→ CF˜n(IFp)
A proposic¸a˜o 1.4.1 garante que a adic¸a˜o em CFn preserva CFn(Q). A partir das fo´rmula da
proposic¸a˜o 1.4.1 podemos definir a adic¸a˜o em CF˜n . Novamente, esta adic¸a˜o preserva CF˜n(IFp).
Ale´m disso, como p > 2 enta˜o Φn e´ um homomorfismo de grupos.
Proposic¸a˜o 3.3.4. Se p ≡ 3 (mod 4) enta˜o #CF˜n(IFp) = p + 1.
Demonstrac¸a˜o: Notemos que (0 : 0 : 1), (n˜ : 0 : 1), (−n˜ : 0 : 1) e O sa˜o pontos distintos em
CF˜n(IFp). Nos resta agora contar o nu´mero de pontos (x : y : 1) ∈ CF˜n(IFp) tais que x 6= 0,±n˜.
Agrupemos esses elementos em
p− 3
2
pares {x,−x}. Como p ≡ 3 (mod 4) e f(X) = X3−n2X
e´ uma func¸a˜o ı´mpar, enta˜o exatamente um dos elementos f(x) e f(−x) = −f(x) e´ um quadrado
mo´dulo p. Em qualquer um dos dois casos cada par fornece dois pontos em CF˜n(IFp) dados por
(x : ±f(x) 12 : 1) ou (−x : ±f(−x) 12 : 1). Portanto temos #CF˜n(IFp) = 2
p− 3
2
+ 4 = p + 1. 
Teorema 3.3.2. Dada a curva CFn : Fn(X, Y, Z) = Y
2Z − X3 + n2XZ2 temos que
#CFn(Q)tor = 4, ou seja, o conjunto CFn(Q)tor tem 4 elementos. Mais ainda, desses qua-
tro elementos, um e´ o elemento neutro O e os outros treˆs elementos teˆm ordem 2.
Demonstrac¸a˜o: O conjunto CFn(Q)tor possui, pelo menos, 4 elementos. O elemento neutro
O e os treˆs pontos de ordem exatamente 2, (0 : 0 : 1), (n : 0 : 1) e (−n : 0 : 1). Suponhamos
que #CFn(Q)tor > 4. Logo existe Q ∈ CFn(Q) de ordem N > 2. Ou seja N e´ ı´mpar ou existe
P ∈ CFn(Q) de ordem exatamente 4. No primeiro caso, seja S o subgrupo de CFn(Q) gerado
por Q. No segundo caso, como temos 3 pontos de ordem 2, pelo menos um destes pontos na˜o
pertence ao subgrupo gerado por P . Denotemos este ponto por R. Nesta u´ltima situac¸a˜o seja
S o produto dos subgrupos de CFn(Q) gerados por P e R. Logo S
∼= (Z/4Z)× (Z/4Z). Sejam
m = N ou 8 e S = {P1, P2, . . . , Pm}.
Para cada i, j ∈ {1, . . . ,m}, seja Pi = (xi : yi : zi) tal que xi, yi, zi ∈ Z e
Pi × Pj = (yizj − yjzi, xjzi − xizj, xiyj − xjyi) ∈ R3
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Se Pi 6= Pj enta˜o Pi × Pj 6= 0. Seja Mij o ma´ximo divisor comum das coordenadas de
Pi × Pj. Pela proposic¸a˜o 3.3.3, P˜i = P˜j se, e somente se, p divide Mij.
Seja p > 2 um nu´mero primo que na˜o divide n e tal que p > Mij. Logo P˜i 6= P˜j. Em
particular, S e´ isomorfo via Φn a um subgrupo de C˜Fn(IFp). Portanto, para quase todo nu´mero
primo p temos que #C˜Fn(IFp) e´ divis´ıvel porm. Na verdade, isso permanece verdade para quase
todo nu´mero primo p tal que p ≡ 3 (mod 4). Pela proposic¸a˜o 3.3.4, temos que #C˜Fn(IFp) =
p + 1, se p ≡ 3 (mod 4). Assim, p ≡ −1 (mod m) para quase todo nu´mero primo p.
O teorema das Progresso˜es Aritme´ticas de Dirichlet afirma que dados dois nu´meros inteiros
r, s 6= 0 tais que mdc(r, s) = 1, existem infinitos nu´meros primos da forma rd + s com d ≥ 1
inteiro. Os casos r = 4, s = 3 e r = 6, s = 5 podem ser provados da mesma forma que na
demonstrac¸a˜o do Teorema de Euclides sobre a infinidade do nu´meros de nu´meros primos. A
demonstrac¸a˜o do caso geral utiliza te´cnicas mais elaboradas da Teoria Anal´ıtica dos Nu´meros.
Para uma demonstrac¸a˜o completa ver cap´ıtulo 7 de [1].
Retornando a` demonstrac¸a˜o do Teorema, obtemos uma contradic¸a˜o com o Teorema das
Progresso˜es Aritme´ticas de Dirichlet tomando r = 8 e s = 3 se m = 8, r = 4m e s = 3 se m e´
ı´mpar e 3 na˜o divide m e, finalmente, r = 12 e s = 7 se m e´ ı´mpar e 3 divide m. 
3.3.2 O resultado principal
O pro´ximo teorema faz a conexa˜o nu´meros congruentes e a aritme´tica das curvas el´ıpticas.
Teorema 3.3.3. Um nu´mero n e´ congruente se, e somente se, o posto alge´brico de CFn e´
positivo.
Demonstrac¸a˜o: Suponhamos que n seja um nu´mero congruente e seja (a, b) a soluc¸a˜o da
equac¸a˜o cu´bica obtida pelo argumento que precede a` Proposic¸a˜o 3.3.2. Neste caso temos que
a ∈ (Q+)2 com denominador par. Se (a, b) tiver ordem finita enta˜o, pelo teorema 3.3.2, temos
que (a, b) e´ necessariamente um ponto de ordem 2. Logo sua primeira coordenada so´ pode ser
0, n ou −n. Claro que 0,−n 6∈ (Q+)2. Ale´m disto para determinar se um inteiro positivo n e´
congruente, basta considerar sua classe mo´dulo (Q+)2. Logo supomos sempre que n e´ livre de
quadrados. Portanto n 6∈ (Q+)2. Logo, pelo teorema de Mordell-Weill concluimos que (a, b)
tem que ser um ponto de ordem infinita de CFn(Q). Em particular o posto alge´brico de CFn e´
positivo.
Reciprocamente, dado um ponto P ∈ CFn(Q) de ordem infinita enta˜o por 1.4.1, temos que
a x-coordenada de 2P e´
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x2P =
x4 + 4x2n2 + n4
(2y)2
e assim temos satisfeitas a`s condic¸o˜es da proposic¸a˜o 3.3.2 e portanto, n e´ um nu´mero
congruente. 
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