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Abstract
Multi-label image recognition is a practical and chal-
lenging task compared to single-label image classification.
However, previous works may be suboptimal because of a
great number of object proposals or complex attentional re-
gion generation modules. In this paper, we propose a sim-
ple but efficient two-stream framework to recognize multi-
category objects from global image to local regions, similar
to how human beings perceive objects. To bridge the gap
between global and local streams, we propose a multi-class
attentional region module which aims to make the number
of attentional regions as small as possible and keep the di-
versity of these regions as high as possible. Our method can
efficiently and effectively recognize multi-class objects with
an affordable computation cost and a parameter-free region
localization module. Over three benchmarks on multi-label
image classification, we create new state-of-the-art results
with a single model only using image semantics without la-
bel dependency. In addition, the effectiveness of the pro-
posed method is extensively demonstrated under different
factors such as global pooling strategy, input size and net-
work architecture.
1. Introduction
Convolutional Neural Networks (CNNs) have made rev-
olutionary breakthroughs on various computer vision tasks.
For example, single-label image recognition (SLR), as a
fundamental vision task, has surpassed human-level perfor-
mance [13] on large-scale ImageNet. Unlike SLR, multi-
label image recognition (MLR) needs to predict a set of
objects or attributes of interest present in a given image.
Meanwhile, these objects or attributes usually have com-
plex variations like spatial location, object scale and occlu-
sion etc. Nonetheless, MLR still has wide applications such
as scene understanding [25], face or human attribute recog-
nition [22, 20] and multi-object perception [30] etc. These
make MLR become a practical and challenging task.
MLR can be simply addressed by using SLR framework
to predict whether each category object presents or not. Re-
cently, there are many works using deep CNNs to improve
the performance of MLR. These works can be roughly di-
vided into three types: spatial information [30, 32], visual
attention [5, 29, 36, 12] and label dependency [28, 4, 7, 6].
Since the goal of MLR is to predict a set of object cat-
egories instead of producing accurate spatial locations of
all possible objects, we argue that it is not necessary to
waste computation resource for hundreds of object pro-
posals in HCP [30] or consume labor cost for the bound-
ing box annotation of objects in Fev+Lv [32]. RARL [5]
and RDAL [29] introduce a reinforcement learning mod-
ule and a spatial transformer layer to localize attentional
regions, respectively, and sequentially predict label distri-
bution based on generated regions. The main problem of
these two methods is that the generated attentional regions
are always category-agnostic and it is also difficult to guar-
antee the diversity of these local regions. In fact, we should
ask the number of attentional regions to be as small as pos-
sible while maintaining the high diversity. Recently, ML-
GCN [7] and SSGRL [6] try to model the label dependency
with graph CNN to boost the performance of MLR. How-
ever, in this paper, we aim to improve the performance of
MLR with only image semantics.
In order to exploit the semantic information of image,
let us recall how we humans recognize multiple objects ap-
peared in an image. Firstly, people may have a glimpse of a
given image to discover some possible object regions from
a global view. Then, these possible object regions guide
the eye movements and help to make decisions on specific
object categories following a region-by-region manner. In
other words, most of time we humans do not recognize
multi-objects using a single glance but at least two steps
from a global view to local regions. In this paper, we won-
der if machines can acquire the learning ability to recognize
multi-objects like humans.
Inspired by this observation, we propose a novel multi-
label image recognition framework with Multi-Class Atten-
tional Regions (MCAR) as illustrated in Fig. 1. This frame-
work contains a global image stream, a local region stream,
and a multi-class attentional region module. Firstly, the
global image stream takes an image as the input for a deep
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CNN and learns global representations supervised by the
corresponding labels. Then, the multi-class attentional re-
gion module is used to discover possible object regions with
the information from the global stream, which is similar to
the way how we recognize multiple objects. Finally, these
localized regions are fed to the shared CNN to obtain their
predicted class distributions using the local region stream.
The local region stream can recognize objects better since
it flexibly focuses on details of each object which helps to
alleviate the difficulty of recognition for these objects at dif-
ferent spatial locations and object scales.
The contributions of this paper can be summarized into
three aspects.
• Firstly, we present a multi-label image recognition
framework that can efficiently and effectively recognize
multi-objects following a global to local manner. To
the best of our knowledge, the learning mechanism of
global to local in a unified framework is the first time
being proposed to find possible regions for multi-label
images.
• Secondly, we propose a simple but effective multi-class
attentional region module which includes three steps:
generation, selection, and localization. In practice, it
can dynamically generate a small number of attentional
regions while keeping their diversity as high as possible.
• Thirdly, we create new state-of-the-art results on three
widely used benchmarks with only a single model. Our
method provides an affordable computation cost and
needs no extra parameters. In addition, we also ex-
tensively demonstrate the effectiveness of the proposed
method under different conditions like global pooling
strategy, input sizes and network architectures.
2. Related Works
Spatial Information. How to utilize the spatial informa-
tion of image is very crucial for almost all visual recogni-
tion tasks such as image recognition [18, 14], object detec-
tion [11] and semantic segmentation [34, 3]. It is closely
related to how to design (or learn) effective features. The
reason is that objects usually present with different scale
at different spatial locations. HCP [30] uses BING or Edge-
Boxes to generate hundreds of object proposals for each im-
age using a like RCNN [11] method, and aggregates predic-
tion scores of these proposals to obtain the final prediction.
However, a large number of proposals usually bring a huge
computation cost. Fev+Lv [32] generates proposals using
bounding box annotations. Their approach combined the
local proposal features and global CNN features to produce
the final feature representations. It reduces the number of
proposals but introduces the labor cost of annotation.
Visual Attention. Attention mechanism has been widely
used in many vision tasks, such as visual tracking [2],
fine-grained image recognition [9], image captioning [31],
image question answering [1], and semantic segmenta-
tion [16]. RARL [5] uses a recurrent attention reinforce-
ment learning module [23] to localize a sequence of atten-
tion regions and further predict label scores conditioned on
these regions. Instead of reinforcement learning in RARL,
RDAL [29] introduces a spatial transformer layer [17, 33]
for localizing attentional regions from an image and an
LSTM unit to sequentially predict the category distribu-
tion based on features of these localized regions. Unlike
RARL and RDAL, SRN [36] and ACfs [12] combine at-
tention regularization loss and multi-label loss to improve
performance. Specifically, SRN [36] captures both spatial
semantic and label correlations based on the weighted at-
tention map, while ACfs [12] enforces the network to learn
attention consistency that the classification attention map
should follow the same transformation when input image is
spatially transformed.
Label Dependency. In order to exploit label dependency,
CNN-RNN [28] jointly learns image feature and label cor-
relation in a unified framework composed of a CNN module
and an LSTM layer. The limitation is that it requires a pre-
defined label order for model training. Order-Free RNN [4]
relaxes the label order constraint via learning visual atten-
tion model and a confidence-ranked LSTM. Recently, SS-
GRL [6] directly uses a graph convolutional network to
model the label dependency among all labels. While in this
paper, we deliberately avoid using any information from
label dependency and aim to improve the performance of
multi-label recognition with only image semantic informa-
tion. We leave it as a future work to further boost recogni-
tion performance by integrating the label correlation to our
framework.
3. MCAR Framework
In this section, we firstly present a two-stream frame-
work which contains a global image stream and a local re-
gion stream. Then, we elaborate multi-class attentional re-
gion module, which tries to bridge the gap between global
and local views. Finally, we present the optimization details
of our framework.
3.1. Two-Stream Framework
Global Image Stream. Given an input image I ∈ Rh×w×3,
where h, w are image’s height and width. Let’s denote its
corresponding label as y = [y1, y2, · · · , yC ], where yi is a
binary indicator. yi = 1 if image I is tagged with label i,
otherwise yi = 0. C is the number of all possible categories
in this dataset.
We assume that A = F(I; θ) is the activation map of
the last convolutional layer of a CNN, where θ denotes the
parameters of the CNN and A ∈ Rh′×w′×d′ . Then, a global
pooling function P(·) encodes the activation map A to a
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Figure 1. The pipeline of our MCAR framework for multi-label image recognition. MCAR firstly feeds an input image into a deep CNN
model to extract its global feature representation through the global image stream. Then, the multi-class attentional region module roughly
localizes possible object regions by integrating that information from the global stream. Finally, these localized regions are fed to the shared
CNN to obtain their predicted class distributions through local regions stream. At the inference stage, MCAR aggregates predictions from
global and local streams with category-wised max-pooling and produces the final prediction.
single vector f ∈ R1×1×d′ , i.e. f = P(A). Here f can be
considered as a global feature representation of the image
I . In order to get it’s prediction score, a 1×1 fully convolu-
tional layer transfers f to x ∈ R1×1×C by
x = w ∗ f + b. (1)
We then use a sigmoid function σ(·) to turn x into a range
[0, 1], that is
yˆg =
1
1 + exp(−x) , (2)
where yˆg stands for the global prediction distribution.
Local Regions Stream. We assume that {L1, L2, · · · , LN}
is a set of N local regions cropped from input image I .
These local regions are firstly resized to the input size
by bilinear upsampling. Then, they are fed to the shared
CNN (with the global stream) to get prediction distributions
{yˆL1 , yˆL2 , · · · , yˆLN } with Eq. 1 and 2. Finally, these lo-
cal region distributions are aggregated by a category-wised
max-pooling operation:
yˆil = max
(
yˆiL1 , yˆ
i
L2 , · · · , yˆiLN
)
, (3)
where yˆil is the i-th category score of the local prediction
yˆl. The subscript l means the distribution is from N local
regions.
Note that the global and local streams share the same
network without importing additional parameters. It is ob-
viously different from the classical two-stream architecture
which usually contains two parallel subnetworks. The in-
puts to our two-stream are the whole image and local re-
gions from it, respectively. These local regions are dy-
namically generated by using the information of global
stream. Therefore, it is also different from the existing
methods whose inputs are always two parallel views like
video frame and optical flow in video classification [26].
During the training stage, we jointly train these two streams.
At the inference stage, we fuse the predictions from global
stream (yˆg) and local stream (yˆl) with a category-wised
max-pooling operation to generate the final predicted dis-
tribution of image I .
3.2. From Global to Local
Potential object regions are not available in image-level
labels, which must be generated in an efficient way. The
desirable generation module and candidate regions should
satisfy some basic principles. First, the diversity of candi-
date regions should be as high as possible such that they
can cover all possible objects of a given multi-label image.
Second, the number of these candidate regions should be
as small as possible in order to ensure the efficiency. In
contrast, more candidate regions require more computation
resources since these regions need to be fed to the shared
CNN simultaneously. Last but not least, the candidate re-
gions generation module should have a simple network ar-
chitecture and few parameters to alleviate the computation
cost and storage overhead.
Attentional Maps Generation. The class activation map-
ping method [35] intuitively shows the discriminative image
regions and helps us understand how to identify a particu-
lar category with a CNN. To obtain class activation maps,
we directly apply the 1×1 convolutional layer to the class-
agnostic activation maps A from the global stream, that is
F = w ∗A+ b, (4)
where F ∈ Rh′×w′×c. The class activation map of the i-th
category is denoted as F i ∈ Rh′×w′ and it directly indicates
the importance of the activation map at spatial leading to the
classification of an image to class i.
The discriminative class regions of a specific F i are sig-
nificantly different among all possible class maps {F i}Ci=1.
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Figure 2. The visualization of local region localization with class
attentional map. We firstly decompose the class attentional map
into two marginal distributions along row and column. Then, the
class attentional region is localized by these two marginal distri-
butions.
If we employ class maps {F i}Ci=1 to localize the potential
object regions then it is easy to satisfy the first principle: to
increase the diversity of different proposals.
Attentional Maps Selection. The number of class activa-
tion maps is equal to that of all categories associated with
a dataset. For example, there are 20 and 80 categories on
PASCAL VOC and MS-COCO datasets, respectively. If we
use all class maps, it leads to two problems. First, the gen-
erated regions are too many to ensure efficiency. Second,
a majority of regions will be redundant or meaningless be-
cause an image usually consists of a few instances.
A fact is the predicted distribution will be close to the
ground-truth distribution with the learning of the network
which is supervised by ground-truth labels. It is a reason-
able assumption that the high category confidence means
that the corresponding object presents on image with a high
probability. Therefore, we sort the predicted scores yˆg
(whose dimension is equal to the number of classes) follow-
ing a descending order and select the topN class attentional
maps. In experiments, we can see that a satisfied perfor-
mance can be achieved when the topN is a small number
(such as 2 or 4) which is far less than the number of all cat-
egories. Another benefit is that the proposed method may
enforce network to implicitly learn a label correlation if se-
lective attentional maps don’t fully cover all object cate-
gories. This is because the local stream is also supervised
by the ground-truth label distribution.
Local Regions Localization. We still denote topN class
attentional maps as {F i}topNi=1 for notation simplification.
Each F i is normalized to the range [0, 1] by sigmoid func-
tion Eq. 2. Further more, we simply upsample F i to the
input size to align the spatial semantics between F i and the
input image I .
The value of F i(x, y) represents a probability that it be-
longs to the i-th category at spatial location (x, y). In or-
der to efficiently localize regions of interest, we decompose
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Figure 3. Some examples of margin distribution. Black curves
represent the margin distribution, and blue dash is the threshold
τ , and the best interval between two red dashes is the desirable
localization.
each selective attentional map F i into a row and a column
marginal distribution, which represents a probability distri-
bution of object present at the corresponding location (as
shown in Fig. 2). We compute the marginal distribution
based on the class attentional map F i over x and y axis,
respectively, which is
p′x = max
1≤y≤h
F i(x, y),
p′y = max
1≤x≤w
F i(x, y).
(5)
Then, p′x and p
′
y are normalized by min-max normalization
such that the distribution is scaled to the range in [0, 1] , that
is
px = (p
′
x −min p′x)/(max p′x −min p′x),
py = (p
′
y −min p′y)/(max p′y −min p′y).
(6)
In oder to localize one discriminative region, we need to
solve the following integer inequalities:
px ≥ τ, s.t. x = {1, 2, · · · , w},
py ≥ τ, s.t. y = {1, 2, · · · , h},
(7)
where τ ∈ (0, 1) is a constant threshold. The solution of
Eq. 7 may be a single interval or a union of multiple ones,
and each interval corresponds to the spatial location of a
specific object region. The fact is that p(x) or p(y) may
have one peak when input image only contains an object in
Fig. 3a and also may have multiple peaks when input image
consists of multiple objects of the same category at different
spatial locations in Fig. 3b and 3c. However, our objective is
to recognize multiple objects in a given image, and only one
discriminative region needs to be selected for each category.
Therefore, some constraints have to be added such that a
unique interval among multiple feasible intervals can be
chosen. To achieve this goal, we pick the interval contained
in the global maximum peak for the case of multiple local
maximum peaks as shown in Fig. 3b and choose the widest
interval for multiple global maximum peaks as shown in
Fig. 3c. For all selected topN class attentional maps, N
discriminative regions would be generated by solving the
Eq. 7 conditioned on the above constraints.
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3.3. Two-Stream Learning
Given a training dataset {Ii, yi}Mi=1, which Ii is the i-th
image and yi = [y1i , · · · , yCi ] represents the corresponding
labels. The learning goal of our framework is to find θ, w
and b via jointly learning global and local streams in an end-
to-end manner. Thus, our overall loss function is formulated
as the weighted sum of two streams,
L = Lg + Ll, (8)
where Lg and Ll represent the global and the local loss,
respectively. Specifically, we adopt the binary cross entropy
loss for global and local stream,
Lg =
M∑
i=1
C∑
j=1
yji log(yˆg
j
i ) + (1− yji ) log(1− yˆgji )
Ll =
M∑
i=1
C∑
j=1
yji log(yˆl
j
i ) + (1− yji ) log(1− yˆlji ),
(9)
where yˆgji and yˆl
j
i are the prediction scores of the j-th cate-
gory of the i-th image from global and local stream, respec-
tively. Optimization is performed using SGD and standard
back propagation.
4. Experiments
In this section, we firstly report extensive experimental
results and comparisons that demonstrate the effectiveness
of the proposed method. Next, we present an ablation study
to carefully evaluate and discuss the contribution of the cru-
cial components. Finally, we visualize the produced local
regions to further help us understand how the network rec-
ognizes a multi-label image.
4.1. Experiment Setting
Implementation Details. We perform experiments to val-
idate the effectiveness of the proposed MCAR on three
benchmarks in multi-label classification: MS-COCO [21],
PASCAL VOC 2007 and 2012 [8], using the open-source
framework PyTorch.
Following recent MLR works, we compare the proposed
method with state-of-the-arts using the powerful ResNet-
101 [15] model. Some popular and lightweight models such
as MobileNet-v2 [24] and ResNet-50 [15] also used to fur-
ther evaluate our method. In general, for each of these net-
works we remove the fully-connected layers before the final
output and replace them with global pooling followed by a
1×1 convolutional layer and a sigmoid layer. These mod-
els are all pre-trained on ImageNet and we train them with
stochastic gradient descent (SGD) with momentum using
image-level labels only.
During training, all input images are resized into a fixed
size (i.e., 256×256 or 448×448) with random horizontal
flips and color jittering for data augmentation. In order to
speed up the convergence of network, we don’t use the ran-
dom crop although it can bring performance improvement
but need more training time. We train all networks with 60
epochs in total. Unless otherwise stated, we set topN as
4 and τ as 0.5 in our experiments. The effects of hyper-
parameter (topN and τ ) is discussed in ablation study.
Evaluation Metrics. The performance of MLR mainly em-
ploy two metrics which are the average precision (AP) for
each category and the mean average precision (mAP) over-
all categories. We first employ AP and mAP to evaluate all
the methods. Following conventional setting [30, 7, 6], we
also compute the precision, recall and F1-measure for com-
parison performance on MS-COCO dataset. For each im-
age, we assign a positive label if its prediction probability is
greater than a threshold and compare them with the ground-
truth labels. The overall precision (OP), recall (OR),
F1-measure (OF1) and per-category precision (CP), re-
call (CR), F1-measure (CF1) are computed as follows:
OP =
∑
iM
i
c∑
iM
i
p
, OR =
∑
iM
i
c∑
iM
i
g
,
CP =
1
C
∑
i
M ic
M ip
, CR =
1
C
∑
i
M ic
M ig
,
OF1 =
2 ∗OP ∗OR
OP+OR
, CF1 =
2 ∗ CP ∗ CR
CP+ CR
,
(10)
where M ic is the number of images correctly predicted for
the i-th category, M ip is the number of predicted images for
the i-th category, M ig is the number of ground truth images
for the i-th category. We also compute these above metrics
via another way that each image is assigned labels with top3
highest score. It is worthy to notice that these metrics may
be affected by the threshold. Among these metrics, OF1 and
CF1 are more stable than OP, CP, OR and CR, AP and mAP
are the most important metrics which can provide a more
comprehensive comparison.
4.2. Comparsions with State-of-the-Arts
To verify the effectiveness of our method, we com-
pare the proposed method with state-of-the-arts on MS-
COCO [21] and PASCAL VOC 2007 & 2012 [8].
MS-COCO. MS-COCO [21] is a widely used dataset to
evaluate multiple tasks such as object detection, semantic
segmentation and image caption, and it has been adopted
to evaluate multi-label image recognition recently. It con-
tains 82,081 images as the training set and 40,137 images
as validation set and covers 80 object categories. Compared
to VOC 2007 & 2012 [8], both the size of training set and
the number of object category are increased. Meanwhile,
the number of labels of different images, the scale of differ-
ent objects and the number of images in each category vary
considerably, which makes it more challenging.
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Table 1. Comparisons of mAP, CP, CR, CF1 and OP, OR, OF1 in % of our model and state-of-the-art methods on the MS-COCO dataset.
* indicates that the results are reproduced by using the open-source code [6], and - denotes the corresponding result is not provided.
Methods Input Size Backbone mAP All Top3CP CR CF1 OP OR OF1 CP CR CF1 OP OR OF1
CNN-RNN [28] - VGG16 61.2 66.0 55.6 60.4 69.2 66.4 67.8
RDAL [29] - VGG16 79.1 58.7 67.4 84.0 63.0 72.0
Order-Free RNN [4] - ResNet-152 71.6 54.8 62.1 74.2 62.2 67.7
ML-ZSL [19] - ResNet-152 74.1 64.5 69.0
SRN [36] 224×224 ResNet-101 77.1 81.6 65.4 71.2 82.7 69.9 75.8 85.2 58.8 67.4 87.4 62.5 72.9
ACfs [12] 288×288 ResNet-101 77.5 77.4 68.3 72.2 79.8 73.1 76.3 85.2 59.4 68.0 86.6 63.3 73.1
ResNet-101 [10] 448×448 ResNet-101 73.8 72.9 72.8 77.5 75.1 76.3 78.3 63.7 69.5 83.8 64.9 73.1
Multi-Evidence [10] 448×448 ResNet-101 80.4 70.2 74.9 85.2 72.5 78.4 84.5 62.2 70.6 89.1 64.3 74.7
SSGRL* [6] 448×448 ResNet-101 81.9 84.2 70.3 76.6 85.8 72.4 78.6 88.0 63.1 73.5 90.2 64.5 75.2
Baseline 448×448 ResNet-101 77.1 72.7 72.3 72.5 77.4 75.5 76.5 77.8 63.5 69.9 84.0 65.5 73.6
MCAR 448×448 ResNet-101 83.8 85.0 72.1 78.0 88.0 73.9 80.3 88.1 65.5 75.1 91.0 66.3 76.7
SSGRL [6] 576×576 ResNet-101 83.8 89.9 68.5 76.8 91.3 70.8 79.7 91.9 62.5 72.7 93.8 64.1 76.2
MCAR 576×576 ResNet-101 84.5 84.3 73.9 78.7 86.9 76.1 81.1 87.8 65.9 75.3 90.4 67.1 77.0
Results on MS-COCO. The results on MS-COCO are re-
ported in Table 1. When the input size is 448×448 (the most
common setting in MLR), our method is already compara-
ble to the state-of-the-art SSGRL [6] which uses additional
label dependency and larger input to boost performance.
Moreover, if we simply resize the input image to 576×576
during the testing stage while still using the model weights
trained with 448×448 inputs, our method achieves 84.5%
mAP which outperforms the SSGRL by 0.7%. In order to
fairly compare with the SSGRL, we re-implement the ex-
periment with 448×448 input following the same setting as
described in the SSGRL. In Table 1, we can see that our
method significantly beats the SSGRL and improves it by
1.9 points (83.8% vs. 81.9%).
The performance of our method is also significantly bet-
ter than that of Multi-Evidence [10], and it improves CF1
by 3.1%, OF1 by 1.9%, CF1-top3 by 4.5%, OF1-top3 by
2.0%. Note that our baseline ResNet-101 model achieves
77.1% mAP, which should be close to that of the baseline of
Multi-Evidence [10] because of nearly same F1-measures.
In comparison to the baseline, our method is 6.7% higher in
mAP (83.8% vs. 77.1%).
Meanwhile, we show the AP performance of each class
for further comparison with baseline model in Fig 4. It
is obvious that our method has significant improvements
on almost all categories, especially for some difficult cat-
egories such as “toaster” and “hair drier”. In short, MCAR
outperforms all state-of-the-art methods and significantly
surpasses the baseline by a large margin even though it does
not need a large number of proposals or label dependency
information. This further demonstrates the effectiveness
of the proposed method for large-scale multi-label image
recognition.
PASCAL VOC 2007 and 2012. PASCAL VOC 2007 and
2012 [8] are the most widely used datasets for MLR. There
are 9,963 and 22,531 images in VOC 2007 and 2012, re-
spectively. Each image contains one or several labels, cor-
responding to 20 object categories. These images are di-
vided into three parts including train, val and test sets. In
order to fairly compare with other competitors, we follow
the common setting to train our model on the train-val sets,
and then evaluate produced models on the test set. VOC
2007 contains a train-val set of 5,011 images and a test
set of 4,952 images. VOC 2012 consists of 11,540 images
as train-val set and 10,991 images as the test set.
Results on VOC 2007. We firstly report the AP for each
category and the mAP for all categories on VOC 2007 test
set in Table 2. The current state-of-the-art is SSGRL [6]
which uses GCN to model label dependency to boost the
performance. We can see that our method achieves the best
mAP performance among all methods. It largely outper-
forms the SSGRL [7] by 1.4 points (94.8% vs. 93.4%) when
SSGRL uses a larger input size 576×576. Moreover, the
proposed method improves the baseline ResNet-101 model
by 1.9% under the same setting such as data augmentation
and hyper-parameters of optimization. Last but not least,
our framework shows good performance for some difficult
categories such as “bottle”, “table” and “sofa”. This shows
that exploiting global and local vision information is very
crucial for multi-label recognition.
Results on VOC 2012. We report the results on VOC
2012 test set with PASCAL VOC evaluation server in Ta-
ble 3. We compare state-of-the-arts with our method on
several backbone networks. First, we still win the best
mAP performance with a smaller input size compared to
SSGRL [6] when ResNet-101 is considered as a backbone.
Second, our method achieves better performances using
lightweight networks, i.e. MobileNet-v2 and ResNet-50,
than that of VGG. This implies that it is easy to extend
our method to resource-restricted devices such as mobile
phones.
4.3. Ablation Study
In this section, we firstly discuss the contribution of each
component in our two-stream architecture and demonstrate
its effectiveness. The training details are exactly the same as
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Figure 4. AP (in %) of each category of our proposed framework and the ResNet-101 baseline on COCO dataset.
Table 2. Comparisons of AP and mAP in % of our model and state-of-the-art methods on the PASCAL VOC 2007. ∗ indicates methods
using larger input size.
Methods Backbone aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mAP
CNN-RNN [28] VGG16 96.7 83.1 94.2 92.8 61.2 82.1 89.1 94.2 64.2 83.6 70.0 92.4 91.7 84.2 93.7 59.8 93.2 75.3 99.7 78.6 84.0
VGG+SVM [27] VGG16&19 98.9 95.0 96.8 95.4 69.7 90.4 93.5 96.0 74.2 86.6 87.8 96.0 96.3 93.1 97.2 70.0 92.1 80.3 98.1 87.0 89.7
Fev+Lv [32] VGG16 97.9 97.0 96.6 94.6 73.6 93.9 96.5 95.5 73.7 90.3 82.8 95.4 97.7 95.9 98.6 77.6 88.7 78.0 98.3 89.0 90.6
HCP [30] VGG16 98.6 97.1 98.0 95.6 75.3 94.7 95.8 97.3 73.1 90.2 80.0 97.3 96.1 94.9 96.3 78.3 94.7 76.2 97.9 91.5 90.9
RDAL [29] VGG16 98.6 97.4 96.3 96.2 75.2 92.4 96.5 97.1 76.5 92.0 87.7 96.8 97.5 93.8 98.5 81.6 93.7 82.8 98.6 89.3 91.9
RARL [5] VGG16 98.6 97.1 97.1 95.5 75.6 92.8 96.8 97.3 78.3 92.2 87.6 96.9 96.5 93.6 98.5 81.6 93.1 83.2 98.5 89.3 92.0
SSGRL* [6] ResNet-101 99.5 97.1 97.6 97.8 82.6 94.8 96.7 98.1 78.0 97.0 85.6 97.8 98.3 96.4 98.1 84.9 96.5 79.8 98.4 92.8 93.4
Baseline ResNet-101 99.0 97.9 97.2 97.6 80.2 93.6 96.0 98.0 81.8 92.0 84.6 97.5 97.2 95.3 97.9 81.8 94.6 84.1 98.2 93.6 92.9
MCAR ResNet-101 99.7 99.0 98.5 98.2 85.4 96.9 97.4 98.9 83.7 95.5 88.8 99.1 98.2 95.1 99.1 84.8 97.1 87.8 98.3 94.8 94.8
those described in Section 4.2. We also present the effects
of MCAR in different hyper-parameters (topN and τ ) ap-
peared in the local region localization module. The exper-
iment is conducted on VOC 2007 using lightweight back-
bone networks, e.g. MobileNet-v2 and ResNet-50, and we
set the input size to 256×256. Finally, we extensively an-
alyze the effects of our method under different conditions
such as different global pooling strategies, various input
sizes, and different network architectures.
Contributions of proposed two-stream framework. To
explore the effectiveness of two streams, we jointly train the
global and local streams in MCAR, and during the inference
stage, we report the influence of using each stream in Table
4. Firstly, thanks to the joint training strategy, our MCAR
significantly outperforms the baseline method even when
the same global image is taken as input (line 1 vs. line 0).
Such improvement is very intuitive because MCAR is more
robust and generalized by learning on not only global image
but also various scales of local regions. Secondly, we can
see that using local stream alone performs better than only
using global stream (line 2 vs. line 1), which is because the
local stream is able to flexibly focus on the details of each
object. Nonetheless, we want to emphasize that the global
stream plays an important role in guiding the learning of
local stream. Last but not least, it is obvious that employing
both global and local streams achieves the best results (line
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Figure 5. mAP comparisons of our MCAR with different values of
topN and τ .
3). This is similar to humans perception because we usually
make a final decision after our brain gathers information
from different spatial locations and object scales.
Number of local regions. We fix τ to 0.5 and choose the
value topN from a given set {0, 1, 2, 4, 6, 8}. Note that,
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Table 3. Comparisons of AP and mAP in % of our model and state-of-the-art methods on the PASCAL VOC 2012. ∗ indicates methods
using larger input size.
Methods Backbone aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mAP
VGG+SVM [27] VGG16&19 99.0 89.1 96.0 94.1 74.1 92.2 85.3 97.9 79.9 92.0 83.7 97.5 96.5 94.7 97.1 63.7 93.6 75.2 97.4 87.8 89.3
Fev+Lv [32] VGG16 98.4 92.8 93.4 90.7 74.9 93.2 90.2 96.1 78.2 89.8 80.6 95.7 96.1 95.3 97.5 73.1 91.2 75.4 97.0 88.2 89.4
HCP [30] VGG16 99.1 92.8 97.4 94.4 79.9 93.6 89.8 98.2 78.2 94.9 79.8 97.8 97.0 93.8 96.4 74.3 94.7 71.9 96.7 88.6 90.5
SSGRL* [6] ResNet-101 99.5 95.1 97.4 96.4 85.8 94.5 93.7 98.9 86.7 96.3 84.6 98.9 98.6 96.2 98.7 82.2 98.2 84.2 98.1 93.5 93.9
MCAR MobileNet-v2 98.6 92.3 95.4 93.3 77.7 93.8 92.6 97.6 80.8 90.9 82.3 96.5 96.6 95.5 98.3 78.4 92.6 78.7 96.8 90.9 91.0
MCAR ResNet-50 99.6 95.6 97.5 95.2 85.1 95.5 94.3 98.6 85.2 95.8 83.9 98.4 98.0 97.2 98.8 81.6 95.5 81.8 98.3 93.6 93.5
MCAR ResNet-101 99.6 97.1 98.3 96.6 87.0 95.5 94.4 98.8 87.0 96.9 85.0 98.7 98.3 97.3 99.0 83.8 96.8 83.7 98.3 93.5 94.3
Table 4. Ablative study of two streams in MCAR.
Line No. Methods Global Local VOC 2007 MS-COCO
0 Baseline
√
92.9 77.1
1
MCAR
√
93.4 ↑0.5 81.9 ↑4.8
2
√
94.2 ↑1.3 82.9 ↑5.8
3
√ √
94.8 ↑1.9 83.8 ↑6.7
topN = 0 implies we train model using global stream only,
which is equal to our baseline. In Fig. 5a and 5b, we show
the mAP performance curves when topN is set to differ-
ent numbers. First, the mAP performance shows an upward
trend with the number of topN gradually being increased.
This means that it is useful to improve the multi-label classi-
fication performance using more local regions. Second, the
performance tends to be stable when topN is set to 6 or 8,
which implies that the improvements will be not significant
when applying a large topN . Third, the performance of a
small topN , (e.g. 1, 2, or 4) is significantly better than that
of a pure global stream (i.e., topN=0). This further verifies
the effectiveness of proposed selection strategy of generated
high-confidence local regions. Another benefit of the region
selection strategy is to help reduce the cost of computation
resources.
Threshold of localization. To explore the sensitivity of the
τ in Eq. 7, we fix topN to 4 and test different τ values
from {0, 0.1, 0.3, 0.5, 0.7, 0.9}. The whole image will be
considered as a local region when τ equals to 0, and it is
also equivalent to the baseline method. We show the mAP
performances as the function of τ in Fig. 5c and 5d. First,
we observe that the performance is better when τ is greater
than 0. Second, the performance drops when τ is either too
small or too large. We argue that if τ is too small, local
regions may contain more context information and lack dis-
criminative feature because all local regions are close to the
original input image. When τ is too large, it makes local
regions only contain the most discriminative parts of an ob-
ject and easily leads to over-fitting. It is a good choice when
the value τ is in the interval between 0.5 and 0.7.
Global pooling strategy. Encoding spatial feature descrip-
tors to a single vector is a necessary step in state-of-the-art
CNNs. The early works e.g. AlexNet and VGGNet, use a
fully connected layer, and the recent ResNet usually em-
ploys global average pooling (GAP) which outputs the spa-
tial average of each feature map.
GMP (Global Maximum Pooling) easily falls into over-
fitting because it enforces the network to learn the most dis-
criminative feature. Generally, GAP usually has a better
generalization ability than GMP. However, GAP may lead
to under-fitting and slow convergence because it equally
gives the same importance for all spatial feature descriptors.
Our local region localization needs to discover the discrimi-
native region which seems to be opposite to the objective of
GAP. In order to alleviate this conflict, we propose a simple
solution termed as Global Weighted Pooling (GWP) which
is an average of GAP and GMP.
In Table 5, we can see that MCAR with GWP further
boosts performance on MS-COCO dataset. It improves the
mAP by 4.1 points and 3.3 points compared to the tradi-
tional GAP on ResNet-50 and ResNet-101, respectively. On
VOC 2007, the overall performances of MCAR with GWP
is slightly worse than that of GAP. A possible reason is that
deep networks are trained using small-scale training images
which make it easily over-fits on VOC 2007.
Network architectures. The recent state-of-the-art meth-
ods usually take Res-Net-101 as a backbone to report their
performance. However, in real applications, lightweight
networks have been widely adopted. To meet such require-
ments, we extensively evaluate the proposed method on
MobileNet-v2 and ResNet-50 besides ResNet-101 and re-
port their results in Table 5. The deeper network tends to
obtain better performance. This is not surprised because
the big network has more parameters and a deeper struc-
ture to ensure strong capacity and transferability. Note that
our method still has good performance using the lightweight
MobileNet-v2. In addition, the proposed method has sig-
nificant improvements for all backbones. In Table 5, our
MCAR with GWP improves the baseline by about 7% us-
ing the input size of 448×448.
Input size. The performance of multi-label recognition is
sensitive to the choice of input size. Generally, the larger
size tends to get the better performance as reported in Ta-
ble 5. However, it is more practicable to employ small-sized
input on resource-restrict devices. Somewhat surprisingly,
MCAR performs better using small inputs. In Table 5, we
can see that our methods always tends to produce more im-
provement when a smaller input size is employed. This
advantage comes from the two-stream architecture which
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Table 5. Comparisons of mAP in % of our methods and baseline on the COCO dataset. Compared to baseline method, the improvements
of our method are highlighted in red.
Methods MobileNet-v2 ResNet-50 ResNet-101
Input Size 256 448 256 448 256 448
Baseline 61.5 67.8 70.1 75.4 71.2 77.1
MCAR (GAP) 66.6 ↑5.1 74.3 ↑6.5 75.9 ↑5.8 78.0 ↑2.6 77.4 ↑6.2 80.5 ↑3.4
MCAR (GWP) 69.8 ↑8.3 75.0 ↑7.2 78.0 ↑7.9 82.1 ↑6.7 79.4 ↑8.2 83.8 ↑6.7
Figure 6. Selected examples of region localization and classification results on PASCAL VOC 2012 testing images. Each region box is
associated with a category name (c), a global stream score (yˆcg) and a two-stream score (max{yˆcg , yˆcl }), organized as “c:yˆcg/max{yˆcg , yˆcl }”.
These region boxes are displayed with conditions on yˆcg > 0.1, max{yˆcl , yˆcg} > 0.5, topN = 4 and τ = 0.5. Note that different colors
denote different rankings based on their global scores. These pictures should be best viewed in color.
can look image in a comprehensive manner (global to lo-
cal). This indicates that our method is more friendly for
low-resolution inputs.
4.4. Visualization
To analyze where our model focuses on an image, we
show the class attentional regions generated by multi-class
attentional region module in Fig. 6. It can be seen that these
attentional regions cover almost all possible objects in each
image which is consistent with our initial intention. In ad-
dition, we can find that global prediction scores of some
small-scale objects are low, e.g. the dog in (1, 1), the car in
(1, 2), the bottle in (1, 4), the person in (2, 5), where (i, j)
is the image at i-th row and j-th column in Fig 6. This indi-
cates that it is suboptimal to use global image stream solely,
especially for small-scale and partly occluded objects. This
drawback would be improved by our two-stream network
because it recognizes this type of object from a closer view
(high score of two-stream).
5. Conclusion
We observe that humans recognize multiple objects fol-
lowing two steps. In practice, they usually obey a rule
of global to local. Through looking the whole image at
first, people can discover places that need to be focused
with more attentions. These attentional regions are then
checked closer for a better decision. Inspired by this ob-
servation, we develop a two-stream framework to recognize
multi-label images from global to local as human’s percep-
tion system works. In order to localize object regions, we
propose an efficient multi-class attentional region module
which significantly reduces the number of regions and keeps
their diversity. Our method can efficiently and effectively
recognize multi-class objects with an affordable computa-
tion cost and a parameter-free region localization module.
On three prevalent multi-label benchmarks, the proposed
method achieves state-of-the-art results. In the future, we
will try to integrate the label dependency into our method
to further boost the performance. It is also an interest di-
rection to explore how to extend the proposed method for
weakly supervised image detection and semantic segmenta-
tion.
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