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1. INTRODUCTION 
In the first part of this paper, we present a new algorithm to diagonalize a matrix. Since this 
algorithm is locally quadratically convergent, it is most useful when a good approximation to the 
true diagonalization is known. For example, if the coefficients of a matrix depend on a parameter 
and the diagonalization is known for a fixed value of the parameter, then our algorithm can be 
used to compute the diagonalization for the neighboring parameter values. This new algorithm 
seems to be better suited than the QR algorithm for implementation  computers with a vector 
processor, with parallel processors, or with parallel-vector p ocessors. In Section 3 we examine shift 
strategies for the QR algorithm. Two different classes of shift strategies appear in the literature: 
implicit shifts and explicit shifts. Each of these strategies has its strengths and weaknesses. We now 
propose an implicit-explicit shift which incorporates good features from each strategy. In the 
appendix of his paper [1], Gentleman mentions that one possible application of the fast Givens 
transformation is to the QR algorithm. Since it appears that this important application has not 
been developed in the literature, Section 4 examines how to apply fast Givens transformations to
the QR algorithm. Golub-Kahan's algorithm [2] to bidiagonalize a m x n matrix using orthogonal 
matrices requires roughly 2mn 2 - 2n3 floating point operations. Another variation of this algorithm, 
mentioned by Lawson and Hanson [3, p. 119] and called the R-bidiagonalization scheme by Golub 
and Van Loan [4], is generally faster than the Golub-Kahan method when m > ~n. In Chart's 
scheme, but he concludes that it is less efficient han the R-scheme although "the use of fast Givens 
may result in substantial improvement in efficiency". In this paper, we point out that on the basis 
of an operation count, this fast Givens scheme (which requires roughly ran2+ ~n 3 floating point 
operations) is faster than both the Golub-Kahan scheme and the R-scheme for every m > n. For 
this reason, Section 5 gives a detailed statement of the fast Given procedure to bidiagonalize a 
matrix. 
2. D IAGONAL IZAT ION 
Given a n x n complex matrix A, our goal in this section is to compute the diagonalization 
A = XAX-~ when it exists. Here X is a matrix whose columns are eigenvectors ofA, thejth column 
of X is denoted xj, and A is a diagonal matrix whose diagonal elements 2~ . . . .  ,2~ are eigenvalues 
of A. Our algorithm to diagonalize a matrix is based upon a sensitivity result for eigenpairs. Let 
E denote a n x n matrix and let (2j, xj) denote a simple eigenvalue and corresponding eigenvector 
for A. For E sufficiently small, the matrix A + eE has an eigenpair (2j(E), xj(Q) which approaches 
(2j, xj) as E tends to zero and which is a differentiable function of E. Moreover, it can be shown 
(see Ref. [4, Section 7.2]) that 
2;(0) yfExj and x~(O) --- ;~ y~Exj = ~ Xi, 
i÷j 
(1) 
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where yf is the ith row of Y: = X -~. A first order Taylor expansion tells us that 
2j(E)~2j+EA~(0) and xj(Q~xj+Ex~(0). 
Substituting the derivatives given in equation (1) yields 
Aj(E)~2y+yr(6A)xj and xj(E)~xj+ ~. Yr(t~A)xi - - -  x,, (2) 
,o~ ,~j - ,~, 
where 6A--~E is the perturbation i the coefficients. 
We apply expressions (2) in the following way. Let A denote a n x n matrix whose diagonal- 
ization is to be computed. If XAX-~ is an approximation to the true diagonalization of A, then 
identifying the 6A in expressions (2) with A-  XAX-1 and identifying the A corresponding to
expressions (2) with XAX -1, it follows that to first order, the jth eigenvalue of A is yfAx)while 
the jth eigenvector is 
Y,rAx/ 
x j+ ~,~x, .  
These two approximations couple to yield a locally quadratically convergent algorithm to compute 
the diagonalization of a nondefective matrix 
~L?w old T old = (y j )  Axj for j = 1 to n, 
(Y~IO)rAx~ 'd 
yold X O|d for j 1 ton, x~ = ..j + = (3) 
,=l ~ ' -  ~7 ~ 
i÷j 
x~ w=x~ 'w/[]x~ wH for j= l  ton, 
y~w = (X,=W)-,. 
Since the columns of X approximate he eigenvectors of A and since a multiple of an eigenvcctor 
is still an eigenvector, we normalize the eigenvectors in the third step above. This normalization 
helps to reduce the condition umber of X to keep the computed inverse of X close to the true 
inverse. 
The time associated with each iteration of algorithm (3) is proportional to n 3 while the time to 
compute all eigenpairs using the QR method is proportional to n 3. (Some references for the QR 
method are Refs [4, 6-10].) There are two situations where this algorithm may be superior to the 
QR method for computing the diagonalization of a matrix. First, if a good approximation to the 
true diagonalization is known, then just one or two iterations may yield an accurate approximation 
to the true diagonalization. For example, if the coefficients of a matrix depend upon a parameter 
and if the diagonalization is known for one value of the parameter, then algorithm (3) can be used 
to determine the diagonalization for small changes in the parameter. Second, in some computing 
environments, algorithm (3) may be implemented more efficiently than the QR algorithm. Each 
iteration of algorithm (3) essentially computes both the product YAX and the inverse of X. These 
steps are efficiently implonented with a vector processor, with parallel processors, or with parallel 
vector processors--a separate processor can be devoted to each column in the computation of the 
product YAX or the inverse of X. Since the QR algorithm processes two or three rows of A followed 
by two or three columns of A in each step, it is difficult to take advantage of vector or parallel 
processors. 
In numerical experiments, it is observed that algorithm (3) can require many iterations when the 
starting guess is bad. Moreover, in one case (example 3 of Ref. [9]) where the eigenvalues are 
essentially multiple, the iterations diverge when the starting uess is poor. Even when eigenvalucs 
are multiple, iteration (3) still convergvs to the desired eigenvalucs when the starting uess is good 
enough although columns of X corresponding to multiple eigvnvaluvs will wander in the space 
spanned by the eigenvectors cor~sponding to the multiple eigenvalues. 
If A is real but some of its eigenvalues are complex, then the complex eigenvalues occur in 
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conjugate pairs. We now show how iteration (3) can be implemented using mostly real arithmetic 
when A is real. Instead of computing the diagonalization, we compute the block diagonalization. 
That is, we write A = PDP-t  where D is a block diagonal matrix and each diagonal block is either 
1 x 1 or 2 x 2. The diagonalization EAE-m of D is easily computed. The eigenveetor matrix E is 
block diagonal and the diagonal blocks are either 1 x 1 or 2 x 2. Substituting D = EAE-~, we see 
that the diagonalization of A is (PE)A(PE)-~. Therefore, the eigenvector matrix X corresponding 
to A is X = PE. In a similar manner, an approximate block diagonalization PDP -] induces an 
approximate diagonalization (PE)A(PE) -j, where D = EAE-k Letting Q denote P-~, letting ej 
denote column j of E, and letting f f  denote row j of E-~, an iteration of algorithm (3) can be 
expressed 
2 new -- (f°ld)rQAPe °ld for j = 1 to n, 
j ~ j J 
X7 ew i~j • x~°W/llxT°Wl/ fo r j  = 1 to n, 
LX~W pncwEn~w ' Q~w=(p.¢w)-l. 
for j = 1 to n, (4) 
In the fourth step of algorithm (4), the eigenvector matrix X is written as the product between a
"real matrix P and a block diagonal matrix E which is possibly complex. If column j of X is real, 
then column j of P is equal to xj and column j of E is the vector with every component equal to 
0 except for component j which is one. If xj = a + bi and xj+ t = a - bi where i denotes the square 
root of - l, then column j and column j + 1 of P are a and b respectively and the corresponding 
2 x 2 diagonal block of E is 
Each iteration of algorithm (4) requires O(n 2) complex arithmetic operations and the complex 
storage requirement is a small multiple of n (depending on how the computer program is written). 
Since the time to execute one iteration of algorithm (4) is proportional to n 3 and the storage 
associated with P or Q is n 3, the time and storage associated with complex arithmetic is negligible 
compared to the total time and storage. (Note that when implementing algorithm (4), steps 2-4 
can be combined so that X is not stored--we only store P.) 
3. SHIFTS 
Unlike the algorithm in Section 2, the QR algorithm seems to be globally convergent. To 
accelerate the convergence of the QR algorithm, shifts are usually incorporated in each iteration. 
An iteration of the QR algorithm with shift tr is given by 
Ak+j = Qk*A,Q,, 
where Q, is the unitary factor in the QR factorization of A k - e l  and a superscript * attached to 
a matrix means conjugate transpose. In the explicit shifted QR algorithm, we subtract he shift o 
from each diagonal element of A, and we QR factor the shifted matrix to obtain QkR, = A, - el.  
Then the Q and the R factors are interchanged and o is added to the diagonal to obtain A,+~: 
A,+~ ffi RkQ, + oI. One numerical deficiency with the explicit QR iteration is that subtracting and 
adding o from the diagonal of the coefficient matrix can destroy relatively small eigenvalues. That 
is, on the computer, (a -o )+ o = 0 when [a/o[ is small relative to the machine psilon. 
With the implicit QR algorithm, the subtraction and the addition of o from the diagonal is 
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circumvented. Suppose that A is upper Hessenberg and let U; denote a unitary matrix with the 
following structure 
U i 
wy 
x 2 
where w lies in row i and column i. In the implicit QR algorithm, we first determine a unitary matrix 
Ul that annihilates the subdiagonal element a21 of the shifted matrix A - aI. Premultiplying A by 
U~ and postmultiplying by U* yields a matrix with the following structure: 
A new = UIAU* = (5) 
(Note that we premultiply and postmultiply the original matrix, not the shifted matrix.) In the next 
step, we construct a U2 that annihilates the a3m element in expression (5). Premultiplying expression 
(5) by U2 and postmultiplying by U2* gives us 
Anew = U2AOIdU~ _- 
Continuing in this way, we multiply by a sequence U2, . . . ,  U~_ t of unitary matrices chasing the 
"bulge" down the diagonal, eventually obtaining an upper Hessenberg matrix which (in most cases) 
is identical to the upper Hessenberg matrix obtained by the explicit algorithm. 
It turns out that the one troublesome case for the implicit scheme is the case where a subdiagonal 
element is zero at the start. If the implicit QR scheme is used when a subdiagonal e ement vanishes, 
then convergence can be slow since the vanishing element washes out the impact of the shift. On 
the other hand, when a subdiagonal element vanishes, the eigenproblem uncouples into smaller 
problems to which the QR method can be applied. When implementing the implicit QR algorithm, 
we must examine the subdiagonal elements and uncouple the eigenvalue problem whenever a
subdiagonal e ement is "relativeLy small". Since it can be difficult to detern~e the error that results 
from replacing a subdiagonal ebrment by zero, ad hoe rules are often used to determine when the 
eigenproblem uncouples. 
The modified shift strategy that we now propose is an implicit-explicit scheme in the sense that 
an explicit QR step is performed, however, as with the implicit scheme, the subtraction and the 
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addition of the shift from the diagonal of the coefficient matrix is avoided; thus matrix elements 
are not annihilated by the shift process. As with the implicit QR scheme, we begin by determining 
a UI that annihilates the (2,1) coefficient of A -  al  and we premultiply A by Um to obtain UIA. 
In the explicit QR algorithm, the next unitary matrix U2 is determined from the (2,2) and the (3,2) 
elements of U I (A -  orl). Since U j (A -  a I )= U IA -  trUl, U2 is determined from the previously 
computed product UtA and the current unitary matrix Urn. In the next step, we postmultiply U~A 
by U~' and we premultiply by U2 to obtain U2UtAU~'. In the explicit QR iteration, the next unitary 
transformation U3 is determined from the (3,3) and the (4,3) elements of U2Ut(A- al). Since 
postmultiplying a matrix by U* just effects the first two columns, the (3,3) and (4,3) elements of 
U2UI(A - o'I)Ul* are the same as those of  U2Ut(A - tr|) .  Since U2UI(A - aI)U* = U2UjAU ~ - flUE, 
U3 is determined from the previously computed product O2UiAUl* and the current unitary matrix 
U2. The iteration continues in the same way. After k steps, we have computed the product 
Uk.. • UIAU, .. .  Uk_l as well as Uk+~. During the next step, we form Uk+lUk • • • UIAUI • • • Uk-lUk. 
The next unitary transformation Uk+2 is determined from the (k + 2, k + 2) and (k + 3, k + 2) 
elements of the product Uk+~Uk... UIAUI . . .  ek_ lU  k and the current ransformation Uk+l. Since 
these unitary transformations are applied to the original (unshifted) matrix A, we avoid adding and 
subtracting a from the diagonal. Since the Ui are the unitary transformations a sociated with the 
explicit QR algorithm, it is not necessary to uncouple the eigenproblem when a small diagonal 
element is encountered. (Nonetheless, it may be advantageous to uncouple the eigenproblem when 
very small subdiagonal elements are encountered since a QR iteration takes less time when the 
matrix dimension decreases.) 
4. FAST GIVENS AND THE QR ALGORITHM 
A Givens rotation is any matrix of the form 
c* 0"  0 s* 
0 1 0 
0 1 0 
- s  0 .  .0  c 
where 1cl2+ [st2= 1. Given a vector x with two components and defining 
= Xl and s = x, 
2 2 
c 
observe that [c[2+ Is]2= 1 and 
Relations (6) can be used to construct a Givens rotation that annihilates any given matrix element. 
As indicated in the previous ection, each iteration of the QR method involves premultiplying a 
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matrix by a sequence of unitary matrices that annihilate subdiagonal e ements in the shifted matrix 
and postmultiplying by the inverse of each unitary matrix. Hence, when implementing the QR 
method using Givens rotations, we must compute products of the form GAG* where G is a Givens 
rotation. 
In the fast Givens procedure, the matrix A is stored in the form DBD*, where D is a diagonal 
matrix. (Initially, D is the identity matrix.) Rather than compute the product GAG*, the fast Givens 
procedure updates the factorization DBD* so that (DBD*)=w= GAG*. Since the fast Givens 
product for real arithmetic is thoroughly documented in the literature (see Refs [1, 4, 8] and the 
references therein), we state the rules for updating D and B in the complex case. It turns out that 
for eigenvalue and eigenvector computations, the complex array D is not needed--the real array 
DD* is sufficient. In formulating the fast Givens algorithm, the array d stores the diagonal of DD*, 
C denotes d;Ib~;I 2,and S denotes djlbj, I2. We assume that premultiplication by G just affects rows 
i and j of A and G is chosen to annihilate aj,. If DBD* = A, then the updated B and D with the 
property that (DBD*)*=w = GAG* are given by the following rules: 
C>~S C <S 
r~---bj,/bii, rt~--4r*/di 
t.---C/(C + S), 4*---td,, 4~t4 
k=l ton  
t - r2b= 
b~,---b~ + rlbjk 
bj~,---t 
next k 
k=l ton  
t *---bkj -- r *  bk, 
bk,~-'bki "t" r~ bkj 
bkj*-- t 
next k 
t~--S/(C + S), d~+-+4, 4~---td,, 4.---t4 
k- - l ton  
t *'--r2bjk -- bik 
b~*---rt b~ + bjk 
bjk *--t 
next k 
k=l  ton  
t ~--r* bkj -- bki 
bki*--r * bk, q- bkj 
bkj~-- t
next k 
The symbol ~ used above means to interchange the contents of variables. Note that if aj; = bj, = 0, 
then G = I and no update is required. 
The QR method essentially reduces the starting coefficient matrix A to either upper triangular 
form or quasi-upper t iangular form. In other words, there exists a unitary matrix P which is the 
product of Givens rotations such that PAP* = DBD*, where B is either upper triangular or 
quasi-upper triangular and where D is a diagonal matrix. If B is upper triangular, then the 
eigenvalues of A are the diagonal elements bi, dj for i = 1 to n. If B is quasi-upper t iangular, then 
the eigenvalues of A are determined from the eigenvalues of 2 x 2 blocks of the form 
I d,.,d*b,, d,,d~bu- ] dad*b/, ajjd~bjj_]' j= i+ l .  
Since the eigenvalues of this matrix are the same as the eigenvalues of 
a,b,, a,b,  7 
4b,, 4b~_l' 
the eigenvalues of A are determined from diagonal blocks of B and the real diagonal of DD*. 
Now consider the computation of eigenvectors. If 2 denotes an eigenvalue of A, then a solution 
x to Bx = 2(DD*)-Ix is essentially computed by back substitution since D is diagonal and B is 
either upper triangular or quasi-upper t iangular. From the identity PAP* = DISD*, it follows that 
AP*D*-Ix = 2P*D*-tx. Hence, P*D*-Ix is an eigenvector f A corresponding to the eigenvalue 
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2. In order to compute an eigenvector of A, we must form the matrix P*D *-~ at the same time 
that we compute B. If  an array Q is initialized to the identity, then the same update used above 
for the columns of B can be applied to the columns of Q to obtain P*D *-t. That is, i fQ is initialized 
to the identity, then each time B and D are updated, we should update Q by the rule: 
C>~S C <S 
k=l  ton  k=l  ton  
t ~- qk j -  r~qki t 4-- r~qkj -- qki 
qki ~" qki "l- r*qk j qki ~-- r~qki + qkj 
qkj ~- t qkj "- t 
next k next k 
In summary, to compute an eigenvector of A corresponding to the eigenvalue 2, we solve 
Bx = 2(DD*)-Ix for x and we premultiply x by Q. Subroutines that implement implicit-explicit 
shifts and the fast Givens QR algorithm are included in the subroutine package that accom- 
panies [7]. 
5. B ID IAGONAL IZAT ION 
Given a m x n complex matrix A, we consider the problem of computing unitary matrices Q 
and P and an upper bidiagonal matrix B such that A = QBP*. Recall that B is upper bidiagonal 
if the element b~ in row i and column j is zero whenever i > j  o r j  > i + 1. For convenience, let 
us assume that m 1> n. The case n > m is treated in a similar fashion. Given a vector x with n 
components and given an integer k between 1 and n -  1, recall that a Householder matrix 
H = I - 2ww*, where 
1 
W-~-  . 
x/2r ( r  + IXkl) 
i 0 
i " 
0 
x ,  + sr 
Xk.+ 1 
Xn 
, r~  ~/I xkl 2 + Ixk+, Is +""  + Ix~l 2, 
s = xk l Ixk l  if Xk 4 = O, and s = 1 otherwise, is a Hermitian unitary matrix with the property that 
components k + 1 through n of Hx are zero. The Golub-Kahan scheme premultiplies and 
postmultiplies A by a sequence of Householder matrices reducing A to the bidiagonal form B. In 
the first step, A is premultiplied by a Householder matrix QI that annihilates all elements in column 
1 except for the first element. Then QIA is postmultiplied by a different Householder matrix P~ 
that annihilates all elements in row 1 except for the first two elements. The first step generates the 
matrix A~ = Q~APt. In step k, we premultiply Ak_~ by a Householder matrix Qk that annihilates 
elements k + 1 through m in column k and we postmultiply QkAk-:z by a different Householder 
matrix Pk that annihilates elements k + 2 through n in row k. If  m = n, then A = QBP*, where 
B = Q,- i  • • • QIAPI • • • Pn-2, Q ---- QIQ2. • • Q,- l ,  and P = PIP2. . .  Pn-2. I fm > n, then A = QBP*, 
where B = Q, . . .  QIAPI • • • P,-2, Q = QlQ2. • • Q, and P = PIP2. . .  Pn-2. 
In numerical linear algebra, the speed of algorithms are commonly measured using Moler's 
"flops". A flop is essentially the amount of work associated with the statement 
t ~ t + aijb/k. 
That is, a flop is essentially the effort of doing a floating point add, a floating point multiply, and 
a little subscripting (see Ref. [4, p. 32]). The number of flops involved in the computation of B 
using the Golub-Kahan scheme is about 2ran ~-  ~n 3. 
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In the R-scheme of Lawson and Hanson, A is premultiplied by a sequence HIH: . . . .  of 
Householder matrices to reduce it to the upper triangular matrix R. Then R is bidiagonalized using 
the Golub-Kahan algorithm. If m > n, then A = QBP*, where 
B=Q, - I . . .Q IRP I . . .P , -2 ,  Q=H~. . .HnQ1. . .Q ,_ I  and P=PIP2. . .P ,_2.  
Here Q~ and P~ denote the Householder matrices associated with the reduction of R to bidiagonal 
form. The reduction of A to upper triangular form requires about mn 2-  ½n 3 flops and the 
bidiagonalization f R requires about 4n 3 flops using the Golub-Kahan scheme. Since the total cost 
associated with the R-scheme is ran2+ n 3 flops, the R-scheme is faster than the Golub-Kahan 
scheme when m > 5n (roughly). 
Now let us consider the Givens bidiagonalization scheme mentioned briefly in Ref. [5]. In the 
first phase of the Givens scheme, A is reduced to an upper triangular matrix R using a sequence 
of Householder matrices. In the second phase, R is reduced to bidiagonal form using a sequence 
of Givens rotations. Givens rotations with the following structure are employed: 
1 
1 
c*  X* 
--S C 
1 
(7) 
R= 
coefficient. 
To illustrate the scheme for reducing an upper 
consider a 4 × 4 matrix 
triangular matrix to bidiagonal form, let us 
0 * * 
0 0 * 
0 0 0 
In each iteration, we postmultiply R by a Givens rotation to annihilate an element above the 
diagonal and we premultiply by a different Givens rotation to restore the upper triangular form. 
Let Pt~ denote the Givens rotation (;4 [see expression (7)] with the property that postrnultiplying 
R by P14 annihilates the last coettieient in row 1. The matrix ]RPm4 has the structure 
01 RP14 = 0 * * 0 0 * 
0 0 * 
Observe that a nonzero subdiagonal coefficient is created when R is postmultiplied by Pt4. To 
restore the upper triangular form, premultiply by a different Givens rotation (;4 to annihilate the 
subdiagonal coefficient in row 4. Letting QI4 denote this rotation, the first step gives us 
Rt, -- Q I JP I ,  = 
0 * * 
0 0 * 
0 0 0 
1 
Above Ic 12+ Isl 2= 1 and the j subscript in Gj is the column number corresponding to the s* 
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For the next step, let Pl3 denote the Givens rotation G 3 with the property that postmultiplying 
Rt4 by PI3 annihilates the third coefficient in row 1. The matrix R~4P~3 has the structure 
I RI4P13 = 0 * * 0 ~ * 0 O 0 
To smooth the bulge in row 3, premultiply by a different Givens rotation G3 to annihilate the 
subdiagonal coefficient in row 3. Letting Q~3 denote this rotation, we have 
RI3 = QI3RI4PI3 = Ei • 0 00 •
At this point, the first row has the proper structure for an upper bidiagonal matrix. The second 
row is processed just like the first row. Letting P24 denote the Givens rotation (;4 that annihilates 
the last coefficient in row 2 and letting Q24 denote a different rotation G4 that restores the upper 
R2, = Q~RI4P24 = 
triangular form, we have 
Ei0 l. 
0 * " 
0 0 
For a 4 x 4 matrix, the bidiagonalization is now complete and R24 is the bidiagonalization B of 
the starting upper triangular matrix R. Moreover, defining 
Q = QI*4QI~Q~4 and P = PI4PI3P24, 
we have R = QBP*. 
In general the algorithm to reduce an upper triangular matrix R to bidiagonal form processes 
one row of R after the other. In each row, we start at the right and we work to the left annihilating 
elements above the superdiagonal. The element in row i and column j is annihilated by 
postmultiplying with a Givens rotation P# and the upper triangular form is restored by 
premultiplying with a different Givens rotation Q#. 
Using the fast Givens scheme and the algorithm outlined above, the number of flops involved 
in reducing R to bidiagonal form is 2n3. Therefore, the total number of flops associated with the 
reduction of A to bidiagonal form is 
mr/2 - -  in3 + 2/23 =mn 2 + 1/13. (8) 
Since ~n 3 is smaller than n 3, the fast Givens scheme is faster than the R-scheme. For m = n, the 
fast Givens scheme requires ~n 3 flops just like the Golub-Kahan scheme. Since the derivative of 
2mn 2 with respect to m is 2n 2 while the derivative of equation (8) with respect to m is n 2, it follows 
that the fast Givens scheme is faster than the Golub-Kahan scheme when m > n. 
Observe that each of these schemes constructs a sequence of orthogonal matrices whose product 
yields the orthogonal matrices Q and P in the bidiagonalization A = QBP*. If the individual 
elements of Q must be evaluated, then the Golub-Kahan scheme is more attractive than either the 
R-scheme or the fast Givens scheme. However, in many applications, neither Q nor P must be 
evaluated explicitly. For example, in computing the least squares olution to a linear system, Q 
and P are multiplied by a vector. The cost of multiplying a vector by the product of the unitary 
matrices which form either Q or P is negligible compared to the cost of computing the B matrix 
in the bidiagonalization. 
For completeness, we now present a detailed statement of the fast Givens algorithm to 
bidiagonalize a m x n matrix A where m i> n. In the loop where k ranges from 1 to min{n, m - 1 }, 
C.A,M.W,A. 14/7--E 
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the matrix is reduced to upper triangular form. The vector v in this loop is given by v = ~/2w where 
w is the vector that appears in the Householder matrix H = I - 2ww* used to reduce A to upper 
triangular form. The diagonal and the superdiagonal of B correspond to the diagonal and the 
superdiagonal of the final matrix A. As the reduction of A to bidiagonal form progresses, the 
elements of d and e typically approach zero while the elements of A approach plus or minus infinity. 
When there is a danger of overflow, a normalization step must be performed (see Ref. [7]). 
k---1 to min{n,m-1}  
r *- (lakkl ~ + la~+,,~l 2 + . . .  + la.~12) '/2 
if r =0  then go to next k 
t ~ akk 
s *-- It[  
i f s=~Othen t *-- t /s, if s = O then  t . -1  
u ,-- 1/(r(r + s)) I/2 
vk *- tu ( r  - t -s )  
v~*--ua~for i=k-t -1 tom 
j=kton  
t * -O  
t *-- t + v*a  U for i = k to m 
a~ *-- a U - tv~ for i = k to m 
next j 
next k 
dt* - I  ande i* - I  fo r i= l  ton  
i=1  ton -2  
j=ndown te l+2 
if a~ = 0 then go to next j 
k , , . - - j - I  
C *- dkla~l 2, S *-- djlauI 2 
if C i> S then 
r 2 ~ a,j/an`, r, *-- d j r * /dk  
a~ ~- Cdk/(C + S), 4 ~- Caj/(C + S) 
for l = i to j 
t ~ aty - r2a ~ 
an` *-- an, + rma U 
atj *'- t 
next l 
if C < S then 
r2 *-- an`/atj, rt *-- dkr*  /dj  
aj.-. 4,  4 .- sa~/(c + s), dj ~- saj/(c + s), 
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for 1 = i tO j 
t ~ r2 atj -- ark 
ark ~ r~atk + a# 
atj *'- t 
next  l 
if ajk = 0 then  go  to next  j 
C ,-- eklakkl 2, S '-- ejlajkl 2 
if C/> S then 
r= * -  ajk/a~k, r, * -  e f t /ek  
ek ~ Ce J (C  + S) ,  ej *- Ce f l (C  + S) ,  
for l - - -k  to n 
t *- ajt -- r2akt 
akt ~ akl q- rlajt 
ajt ~--- t 
next  I 
if C < S then  
r2 ".-- akk/ajk, rl ~ ekr* /ej 
ek ~ ej, e k ~ Sek / (C  + S) ,  ej ~ Se j (C  + S) ,  
for l = k to n 
t *- r2a j l -  akl 
akt ~-- r,ak/-.}- ajl 
ajt *-- t 
next 1 
next j 
next i 
i=2ton  
d, * - Id ,  I '/= 
ei ",-- leil 1/2 
a ,  ~ ai~d~e i 
a i_ l j  ~ ai_l,idiei_ 1 
next  i. 
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