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Abstract
Many meta-learning methods which depend on a large amount of data and more
parameters have been proposed for few-shot detection. They require more cost.
However, because of imbalance of categories and less features, previous methods
exist obvious problems, the strong bias and poor classification for few-shot detec-
tion. Therefore, for meta-learning method of few-shot detection, we propose a
TCL which exploits the true-label example and the most similar semantics with the
example, and a category-based grouping mechanism which groups categories by
appearance and environment to enhance the semantic features between similar cat-
egories. The whole training consists of the base classes model and the fine-tuning
phase. During training, the meta-features related to the category are regarded as the
weights of the prediction layer of detection model, exploiting the meta-features with
a shared distribution between categories within a group to improve the detection
performance. According to group and category, we split category-related meta-
features into different groups, so that the distribution difference between groups is
obvious, and the one within each group is less. Experimental results on Pascal VOC
dataset demonstrate that ours which combines TCL with category-based grouping
significantly outperforms previous state-of-the-art methods for 1, 2-shot detection,
and obtains detection APs of almost 30% for 3-shot detection. Especially for 1-shot
detection, experiments show that our method achieves detection AP of 20% which
outperforms the previous most methods obviously.
1 Introduction
Recently, neural network has progressed quickly for computer vision. Various efficient methods [31]
[32] [40] [20] depend on large labeled datasets. However, when datasets are insufficient, it may result
in overfitting and hurting generalization performance. On the contrary, there is a quite difference
between the human vision system and the computer vision system. According to the labeled datasets,
the human vision system can classify, locate and describe. The few-shot learning ability for computer
system is very important. Computer systems cannot do those. Most methods require more expensive
datasets that are labeled with auxiliary descriptions, such as shape, scene or color etc.
The predecessors propose few-shot learning methods [15] [6] [37], solving the above issues, and
few-shot learning includes classification, detection and segementation. Few-shot detection [8] [30]
[35] is one of the most challenging tasks. This paper finds two main challenges. First, due to just few
examples, the features which are extracted from standard CNNs are not suitable for few-shot learning,
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directly. In previous most state-of-the-art few-shot learning methods, the classification is often
regarded as the standard task. For each iteration of training, classification is a binary classification
task for YOLOv2 [32], resulting in bias problem and hurting performance on the other classes. Then,
according to auxiliary features related to description, video, or attribute, etc., many methods [29]
[44] [17] are proposed. However, it is difficult to ensure whether the external datasets are beneficial
and tell which is noise. Therefore, many methods [29] [45] [44] use sub-module to learn auxiliary
features to improve performance, requiring the cost of labeling datasets and more parameters.
In order to solve these problems, based on [18], we propose a new top classification loss (TCL) for
few-shot learning to improve the detection APs on the novel classes. Although the Cross-Entropy
loss [33] or Focal loss [24] can reduce the trust on the original label and increase the trust on the other
labels to a certain extent. For YOLOv2 [32] classification is a binary classification task and ignores
other examples. That cannot ensure that all examples expect for the true label are bad for learning
features, decreasing detection performance because of few examples. Therefore, we assume that
the most similar example promotes the useful information of other category related to the true-label,
alleviating the strong bias problem. Then, without additional datasets, we propose a category-based
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(a) The visualization of category grouping
group Class
1 aero bird
2 cow horse cat sheep dog
3 sofa chair
4 tv plant table
5 boat bicycle train car bus mbike
6 bottle person
(b) Category-based grouping table on Pascal VOC
dataset
Figure 1: Figure (a) and Table(b). In Figure (a), all categories are divided into K groups. All
categories in each row are similar in appearance and environment appeared. All categories in each
row are a group. When “bird” is flying, it looks like “aero”; “cows, horses, cats, sheep and dogs” have
four legs, and they often appear in similar environments. In Table (b), all categories of Pascal VOC
dataset are divided into 6 groups. The appearance and the appeared environment are very similar for
different categories within a group.
grouping method only by labels for few-shot detection. As shown in Figure 1 (a), the left in the first
row is the object "aero" and the last one in the same row is "bird", they are similar in appearance. In
most conditions, they are often in the same environment. Every two example in the second row is a
class, these are also very similar in appearance. And the scenes are also similar between the class
objects in 1th, 2th, and 4th column, and between the class objects in 3th and 5th column. According to
the characteristic, the appearance or the environment between categories is similar. As seen in figure,
we split all classes into different groups, and each row is a group. Therefore, this work proposes a
category-based grouping method to assist few-shot detection. Very few methods without additional
datasets have found the characteristic, applying that to few-shot detection. Without the additional
parameters and datasets, according to the category-based grouping, we improve few-shot detection
performance, and further reduce the dispersion of the detection results on all categories. In our work,
for few-shot detection, our contributions are as follows:
• We design a top classification loss (TCL), which allows the true-label example
and the most similar example with the highest classification confidence to
learn, improving detection APs on the novel classes and alleviating the strong
bias problem.
• Based on categories, we find the semantic appearance and the similarity of the
scene between different categories. We group all classes into few sub-groups
with disjoint each other. Then, we construct a category-based grouping loss
on meta-features, which improves few-shot detection performance and further
alleviates the problem of scattered for all detection results on all classes.
• We compare the impact of different classification functions on few-shot detec-
tion, and shows that our TCL improves the performance.
• Combining the proposed TCL with category-based grouping, for k-shot detec-
tion, k = 1, 2, 3, the detection performance achieve almost 20%, 25%, 30%,
2
respectively. Grouping is beneficial for concentration of results on the all
classes.
2 Related Work
This paper focuses on few-shot learning. Based on the meta-learning, [13] [10] and [16] regard
classes with only few example as novel classes. Our work studies the classification loss, meta-learning
methods, and detection for few-shot learning.
Classification Loss. Different classification losses, such as the BCEwithLogits, the Cross-Entropy
loss with SoftMax[33] [26] [25], are proposed. Most computer vision tasks use the Cross-Entropy
to implement training. Then, [24] proposes a focal loss to alleviate the imbalance between the
positive and negative examples. However, many tasks based on YOLOv2 [32] just exploit a binary
classification loss, resulting in the imbalance and ignoring the correlation about categories. In this
paper, for novel classes, we assume that too much noise can hurt the detection performance, and only
the true-label may fail in learning relation with other categories. Therefore, we propose the TCL for
classification, which only focuses on the true-label example and the most similar example. Compared
with [4] which increases the distance between classes, our TCL only exploits semantic information to
improve performance between different categories.
Meta-Learning. In recent years, different meta-learning algorithms have been proposed, including
metric-based [22] [43] [23] [19], memory networks [36] [28] [1], and optimization [14] [21] [12]
[11]. The first algorithm learns a metric space based on few samples given and score a label of the
target image according to similarity. The second is cross-task learning, and most memory networks
widely are model-independent adaptation [11]. A model is learned on a variety of different tasks,
making it possible to solve some new learning tasks with only few examples. According to [11], the
researchers proposes many variants [27, 39] [2] [34]. The last algorithm is a parameter prediction.
According to an example of each category for every iteration, the features with classes are regarded
as the weight of a prediction layer, learning the parameters of the network layer dynamically. In
inference, it is not necessary to train to adapt the learned features of each category to the new category.
Most works apply this method to the classification task. [18] detects objects by Yolov2 [32], and
based on that, we further improve performance and alleviate many problems for few-shot detection.
Few-shot Detection. Previous most detection methods focus on limited labeled data. The weakly-
supervised methods [5] [41] [38] only consider learning object detectors on image-level labels. Some
works [17] [42] [9] only use few example with bounding box level annotations for each class, and
generates pseudo labels on many images to detect object. Many zero-shot methods [3] [30] use
sub-module to detect. [7] transfers the basis domain to the novel. However, this paper only splits all
categories into disjoint groups to improve detection performance without additional sub-modules,
and captures the correlation between different groups or different categories from the semantic
meta-features.
3 Our Approach
Our method is based on [18]. As shown in Figure 2, we propose TCL for classification and correlation
with category grouping method to help meta-learning model [18] learn the related features between
different categories.
3.1 Feature Reweighting for Detection
Different categories may have a common semantic distribution. The author exploits category-based
meta-features and ignores unrelated features to improve detection performance of novel categories.
As shown in Figure 2, based on YOLOv2 [32], this method uses a meta-model to obtain meta-feature
about categories as dynamic weights of the prediction layer to detect objects. The meta-learning
model takes each annotated sample (Ii, Mi), and for the category i, i = 1, 2, ..., N,N represents the
number of categories. Ii and Mi represent the reference image and the bounding box annotation of
the reference image. The annotated example represents the category to be detected by the object. The
meta-model M learns to predict N sets of correlation coefficients W , W = {w1, w2, w3, ..., wN},
where wi represents the dynamic weight vector of category i, wi = M(Ii,Mi), M is the meta-model.
3
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Figure 2: Overall structure of our method. The detection model is composed of a feature extractor
D and a meta-model M. The input of the meta-model is an example and a mask of only an object
selected randomly. The value of the mask within object is 1, otherwise, it is 0. The number of
the meta-model input is divisible by the number of all categories about training. For the Pascal
VOC dataset, when training the base model, the inputs of the meta-model is 15n examples, while
fine-tune the novel categories, which is 20n examples, n is the number of GPUs. The meta-model
extracts meta-feature vectors about classes as the weight of the prediction layer of the detection model.
According to category grouping, we group meta-feature vectors, and exploit the related method to
obtain the shared meta-features with different related categories.
Based on Darknet-19, the author builds a feature extractor D for extracting basis features F from
the image Ii: F = D(I). Then, for class i, the weighted feature vector is obtained according to wi
and F : Fi=F⊗wi, the correlation coefficient of category i and the basic features F are multiplied by
channel. This approach can adapt the features to the novel classes. Finally, a prediction layer on top
of Fi classifies and regresses.
3.2 TCL-K
For few-shot detection methods, especially for meta-learning methods, we propose a TCL to en-
courage model to learn similar semantic distribution and alleviate the strong bias problem. In this
method, according to β+, our TCL makes the features tend to learn the true-label examples improving
performance of novel classes. η and γ affect the convergence rate, and threshold β+, β− denote the
two expectations, the true-label and the sample with most similar semantic spatial, respectively. At
the same time, according to the similar semantic Ft with the true-label, β− urges model learn most
similar distribution, reducing the bias problem. As shown in Equation 1 below.
Lcls = Lcls
pos + Lcls
neg
Lcls
pos = log(η + eγ(β
+−Pt))
Lcls
neg = log(η + eγ(Ft−β
−))
(1)
Where Lclspos and Lclsneg represent the loss functions of the true-label sample and the most similar
example, respectively. They weaken the only true-label effect. Pt and Ft represent the prediction on
the true label, and the classification prediction of the most similar sample, respectively.
3.3 Categories-Based Grouping
According to [18], meta-learning uses the correlation between different categories for few-shot
detection. For the case, without additional datasets, our related method focuses on appearance,
followed by the environment, splitting all categories into different groups which are disjoint with each
other. We mainly analyze the mean and variance of the meta-feature distribution about categories
from M . As shown in Equation 2, according to the principle, the intra-group distance is smaller and
the inter-group distance is larger. The paper divides the 20 classes of Pascal VOC DataSet into 6
groups, and proposes a related loss about groups. Our method encourages the variance of the mean
value of the feature vector smaller for every group, making the semantic feature distribution more
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compact between categories within each group, and helps the feature distribution sparser between
different groups, improving detection APs and reducing the detection dispersion on the all categories.
Lre−meta =
K∑
j=1
log(τ +
Wmean−stdj
+ 1
Wmean−stdj
+
K∑
k=j+1
(e(Wstd
j−Wstdk)2 + e(Wmeanj−Wmeank)
2
)
) (2)
Where Wmean−stdj represents the distribution dispersion of the mean value of the meta-feature
space between categories in group j, and we expect that to be as small as possible. Wstd represents
the distribution of the variance of the feature distributions of different classifications within the group,
Wmean represents the mean distribution of the feature distributions on the different categories within
the group, and we quantify the dispersion and concentration of the two distributions, respectively.
According to Equation 2, we expect that the distribution of different categories within the groups is
more compact, and the different groups are farther from each other,Wmean−stdj is smaller, then,
Wstd
j −Wstdk andWmeanj −Wmeank are bigger. Corresponding to each notation, as follows.
Wmean−stdj =
√√√√ 1
Cj
Cj∑
m=1
(umj − uj)2 (3)
Where Wmean−stdj denotes the distribution of mean level of the meta-features vector between
categories in group j, and expects the value to be more smaller. uj is the mean of all features for jth
grouping.
Wstd
j =

√√√√ 1
Cj
Cj∑
m=1
(δm
j − δj)2, Cj > 1,
δm
j , Cj = 1.
, Wmean
j =

1
Cj
Cj∑
m=1
um
j , Cj > 1,
δm
j , Cj = 1.
(4)
Where W jstd and W
j
mean explains the space of dispersion and mean levels about all category-related
meta-features vectors for jth grouping. According to Equation 2, the distance is more obvious
between groups. When there is more than one category in group j, W jstd obtains the dispersion
between categories within j group, and W jmean obtains the mean of all category-related features
for the j group. Otherwise, those only obtains the dispersion by the features corresponding to the
category.
ui =
1
|F |
|F |∑
f=1
xf
i, δi =
√√√√ 1
|F |
|F |∑
f=1
(xf i − x¯i)2, i = 1, 2, 3, ..., N (5)
Where x denotes that the category-related |F |-dimension meta-feature vectors, |F | = 1024. In this
paper, all 20 categories are divided into 6 groups, K = 6, Cj ⊂ {C1, C2, ..., C6}, and Cj represents
the number of categories in j group, j = 1, 2, ..., 6. Because of the correlation loss of each group,
the value of the log function is less than 0. Therefore, the parameter τ is used to ensure that the
loss is a positive value, and the parameter must be greater than or equal to 1. According to the
feature distributions between groups, the method alleviates the phenomenon which the performance
of different categories varies greatly for few-shot detection.
3.4 Loss Details
Category-Based Grouping. In this work, considering that different categories in different environ-
ments have the similar appearance or that different categories are in the similar environment, in order
to reduce the setting, we mainly focus on the appearance similarity, followed by the environment, and
we set the category objects with the similar appearance and scenes as a group. As shown in Figure 1
(b), we divide the Pascal VOC dataset with 20 categories into 6 groups, namely K = 6. As shown in
the Equation 2, we set the parameter τ to 1.
Loss Functions. In order to train the meta-model and ensure that the shared features are more compact
between the meta-features of the similar semantic category objects, we jointly train classification,
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category-based grouping, and detection, as shown in Equation 6. Compared with state-of-the-art
classification methods, our TCL-2 method is more suitable for few-shot detection.
Lloc = Lloc(x) + Lloc(y) + Lloc(w) + Lloc(h)
L = αLcls + ωLre−meta + λLloc
(6)
As detailed in Equation 1, the threshold of true label β+ is 1.0, the negative with the highest score
denotes the threshold β−, and we set to 0.5. The value of β− cannot be too large or small. If
it is too large, it will make meta-model drive the other examples towards the true label. If it is
too small, it makes the model trust only the true label, and violates the principle of similarity and
reduces performance of novel classes. In Equation 2, Lre−meta denotes the category-based grouping
loss. Lloc includes the center location loss Lloc(x), Lloc(y) and scale loss Lloc(w), Lloc(h). In this
experiment, the classification, similarity, and detection balance parameters, α, ω and λ, are set to 1, 6,
and 1, respectively.
4 Experiments and Results
This experiment consists of the base classes training and few-shot fine-tuning. The output of the
meta-model is related to the number of categories, and each category-based meta-feature vector is
represented as a 1024-dimension features vector. This vector is used as the weight of the prediction
of the detection network, which classifies and detects by the semantic similarity between categories,
dynamically. In our work, we experiment with different classification losses, BCEwithLogits,
Focal [24], Cross-Entropy [33] and our proposed TCL-2, combining with our proposed Category-
based Grouping, respectively. Methods which combine all classification losses and our proposed
category-based grouping are regarded as Re-BCEwithLogits, Re-Focal, Re-Cross-Entropy, and Ours,
respectively. Detail as follows.
4.1 DataSets and Setting
The VOC DataSet contains 20 categories, we randomly select 5 categories as novel categories for
fine-tuning, and the remaining 15 categories as base classes for the base model. The 20 categories are
randomly divided into 6 novel groups, and we experiment 3 groups obtained as the novel classes for
fine-tuning k-shot, k = 1, 2, 3, 5. Our setting (as seen in Appendix A) is the same with [18].
4.2 Ablation Studies
This experiment is mainly for 5-way k-shot. From shared meta-feature distribution of different
categories, and different classification methods, we analyze the detection performance for the Pascal
VOC. The details are as follows.
The Importance of the TCL. In this experiment, for TCL-2, as shown in Equation 1, β− plays an
important role in our TCL-2. As illustrated in Curve 3(b), when the β− is greater than 0.5, the APs
distribution for fine-tuning on the novel classes is consistent, and best APs which includes the novel
classes and mean APs on the all categories is lower than our setting, β− = 0.5. When β− is less
than 0.5, the APs on the novel classes tend to be stable because the semantics between the true-label
example and the most similar example are clearly separated to the maximum by Equation 1, making
model trust the true-label most, then, resulting in hurting the detections generalization of similar
semantics. Therefore, when the β− is set to 0.5, our method can exploit similar semantics distribution
between different categories to improve the performance of novel classes better. As shown in Table 1,
compared with the state-of-the-art BCEwithLogits, Focal [24], and Cross-Entropy [33], our TCL-2
can improve the few-shot detection performance. For novel set 1, the 1-shot detection APs of TCL-2
is 2.73%, 2.88%, and 3.78% better than the other classification losses, respectively. The TCL-2 is
better than the other classification methods by 1.23%, 0.73%, and 5.53% for 3-shot, respectively.
As can be seen from the Curve 3(a), compared with all classification losses, the TCL-2 can balance
the detection APs on all categories better. As shown in Table 2, for novel set1, our TCL-2 alleviates
the strong bias problem. Especially for 1-shot detection dispersion on all categories, the TCL-2 is
2.04%, 4.0%, and 4.15% lower than the BCEwithLogits, Focal and Cross-Entropy, respectively. If the
value of dispersion is lower, the strong bias is weaker, and the method is better for few-shot detection.
So, our TCL-2 alleviates the imbalance of detection APs for all categories by Equation 1, exploiting
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Table 1: The results of detection APs on novel classes. For few-shot detection on Pascal VOC, our
method significantly outperforms others.
Novel Set1 Novel Set2 Novel Set3
Method/shot 1 2 3 5 1 2 3 5 1 2 3 5
BCEwithLogits 16.42 18.51 27.41 36.07 13.59 14.71 26.3 35.2 15.1 15.62 26.14 31.6
Re-BCEwithLogits 13.26 17.46 24.31 33.76 18.29 19.71 26.99 35.3 11.0 13.0 20.74 31.95
Focal 16.27 21.63 27.91 37.43 10.39 15.23 18.36 34.09 9.6 8.87 20.16 27.54
Re-Focal 18.22 20.05 20.45 36.15 14.16 15.88 23.13 27.2 7.3 8.67 16.35 28.6
Cross-Entropy 15.37 19.11 23.11 35.18 16.04 19.2 25.46 35.84 12.19 15.3 20.31 31.91
Re-Cross-Entropy 18.55 21.02 22.25 36.5 15.15 20.81 26.07 33.45 13.07 14.53 23.93 35.58
TCL-2 19.15 21.23 28.64 36.94 17.56 22.25 25.57 38.45 12.27 17.33 30.81 35.08
Ours 20.08 26.75 29.76 36.28 18.07 24.66 30.94 39.04 19.42 17.43 23.24 37.66
(a) Curves of the APs normalized for all methods. (b) Curves of the APs normalized for different β−.
Figure 3: For Pascal VOC, in Curve (a), for novel set1 2-shot, the curve shows the results of all
epoch fine-tuning detection of the APs on the novel classes. our method obviously outperforms the
other. In Curve (b), Results with solid line are normalized AP on the novel classes, and results with
the dashed line are the detection normalized AP on all categories. For TCL-2 loss, when the β− is set
to 0.5, our method is better for fine-tuning novel1 2-shot.
the common category-related semantic features between the true labels and the most similar example
better.
The Importance of the Category-based Grouping. Without additional data, as detailed in Equa-
tion2, we mainly focus on the similar appearance of different categories, supplemented by similar
scenes, exploiting the relationships of different categories to improve the few-shot detection perfor-
mance. According to Equation 2, we analyze category-based grouping, and compare with each part of
this method, as detailed in Appendix B. As shown in Table 1, compared with only the classification,
splitting 20 categories into disjoint groups can improve the few-shot detection performance. As shown
in 2, Re-BCEwithLogits, Re-Focal, and Re-Cross-Entropy is compared with the BCEwithLogits, Fo-
cal, and Cross-Entropy, respectively. We find that the better shared meta-feature distribution between
different categories can further reduce the dispersion of detection performance on all categories.
Especially for novel set1 2-shot, the dispersion of Re-Focal and Re-Cross-Entropy are reduced by
5.01% and 2.73%, respectively. For novel set1 1-shot, 2-shot and 3-shot, ours which combines the
TCL-2 with the category-based grouping makes the dispersion lower on all categories better.
As shown in Figure 4, for a subgraph, each category is represented by different color histograms, and
each subgraph is represented as a group with categories. We find that the meta-features distribution
Table 2: Dispersion of the detection APs on all categories. For novel set1, our method obviously
alleviates the strong bias, reducing dispersion of detection performance.
Shot/Method BCEwithLogits Re-BCEwithLogit Focal Re-Focal Cross-Entropy Re-Cross-Entropy TCL-2 Ours
1 55.04 58.58 57.0 54.77 57.15 53.86 53.0 52.63
2 52.84 54.46 57.0 51.99 53.36 50.63 50.93 46.45
3 45.81 48.28 45.67 51.22 49.63 48.6 45.46 44.37
5 41.1 42.07 40.74 32.57 41.95 40.64 41.82 41.36
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Figure 4: Histogram of meta-features distributions. The distribution of meta-feature vectors of 20
categories. In a sub-figure, the feature vectors of each group are represented, and different colors
represent different categories. The meta-feature of each in a subgraph is very similar, and the
distribution difference between subgraph is obvious. Our method can extract shared meta-features
within a group better.
of different categories is very similar within a group, and the difference of meta-features distribution
between groups is obvious. The meta-feature for dynamic weighting method without additional data,
the grouping method obtains each meta-feature shared space of different categories of objects within
the group to improve the few-shot detection performance.
4.3 Evaluation of the Proposed Method
Our TCL-k and category-based grouping can improve detection performance on novel classes, as
seen in Appendix C. First, as detailed in Equation 1 and Curve 3 (a), our TCL-2 detects better
for similar semantics to improve the detection APs on the novel classes, and alleviates strong bias
problem. Then, according to the similar appearance and environment which different categories
appear, as detailed in Equation 2, we split all categories into K groups which is disjoint each other.
The distribution of meta-features is compact between categories within a group, the distribution
between groups is far away from each other. That named category-based grouping exploits similar
distribution of meta-features and improves performance, further reducing the detection dispersion on
all categories. As can be seen from Curve 3 (a), Figure 4 and Table 2, the category-based grouping
helps meta-model extract the shared meta-features between different categories and ours improve the
detection APs by similar semantics between categories. The method reduces the dispersion of the
detection APs on all classes. Combining TCL-2 with category-based grouping is more beneficial for
few-shot detection. As shown in Table 1, For k-shot detection, k = 1, 2, 3,our method is better, and
the detection APs are close to 20.0%, 25%, 30%, respectively. For novel set3, the novel classes are
" aero, bottle, cow, horse, sofa" and the remaining is the base classes. Although there is no novel
class associated with the base categories, our method is 4.32%, 9.82% and 6.35% better than the
BCEwithLogits, the Focal and Re-Cross-Entropy for novel set 3 1-shot, respectively.
5 Conclusions
In this work, for few-shot detection, we present a TCL-k for exploiting most similar example to reduce
the bias on all classes and improve detection performance on novel classes, and a category-based
grouping method for helping meta-model extract category-related features better, further improving
performance and alleviating the strong bias problem. Based on similar appearance or the environment
they appeared, we divide different categories into disjoint groups. This method helps the meta-model
extract meta-feature vectors, making meta-features similar between different categories within a
group and distribution obvious differences between groups. Our method improves few-shot detection
performance for meta-learning method. For 1-shot, 2-shot, and 3-shot detection, our method obtains
all detection APs of almost 20%, 25%, and 30%. In the future, we will apply the attention mechanism
with our method to improve the few-shot detection performance for different datasets.
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Table 3: The results of detection APs on Pascal VOC by different methods combining our TCL with
different category-based grouping methods. For k-shot detection, k = 1, 2, 3, ours is better than
others for novel set1. This table illustrates APs (every novel class, the mean AP on the novel classes,
the mean AP on the base classes, and the mean AP on the all categories).
Novel Set 1 APs
Shot Method boat cat mbike sheep sofa mean base AP AP
1
Re-TCL 7 9.39 37.6 28.63 17.93 12.84 21.27 65.72 54.61
Re-TCL 8 4.55 32.78 29.89 18.28 10.87 19.27 66.51 54.7
Re-TCL 9 9.09 34.75 21.63 17.11 19.67 20.45 65.14 53.97
Ours 9.53 33.58 32.28 19.66 5.34 20.08 65.44 54.1
2
Re-TCL 7 7.22 41.24 20.34 32.36 13.66 22.96 64.83 55.61
Re-TCL 8 5.22 39.38 33.79 33.46 11.9 24.75 65.05 54.97
Re-TCL 9 2.19 45.05 25.01 27.84 17.8 23.56 64.83 54.51
Ours 10.61 35.11 33.75 35.89 18.38 26.75 65.18 55.58
3
Re-TCL 7 6.32 47.77 22.45 27.92 29.99 26.89 65.55 55.89
Re-TCL 8 10.46 47.35 27.08 26.12 37.72 29.75 65.11 56.27
Re-TCL 9 10.29 39.55 18.76 28.67 33.84 26.22 65.18 55.44
Ours 10.29 46.05 28.11 29.81 34.52 29.76 65.64 56.67
A Implementation Details
During base classes training, only examples with 15 categories are trained, and the remaining regarded
as novel classes with 5 categories are fine-tuned, and each novel class has only a few k-shot, named
5-way k-shot. The input of the meta-model is all trained categories examples with an object mask.
The foreground is 1, and otherwise is 0. When there are multiple objects in an example, only an
object mask is randomly selected. All models are trained by 4 GPUs with 64 batch sizes, and we
train for 80,000 iterations for base model. In our work, we use test sets of VOC2007 as our test sets,
and train/validation sets of VOC2007 and VOC2012 as our train sets. We use SGD with momentum
0.9, and L2 weight-decay 0.0005 for detector and meta-model.
B Details of Category-Based Grouping
We compare with three grouping methods. The three methods are three cases, details as follows.
Lre−meta =
K∑
j=1
log(τ +
1
+
K∑
k=j+1
e(Wstd
j−Wstdk)2
) (7)
Where related grouping is only related to meta-feature distribution between groups, the method fails
to learn the mean distribution of all meta-feature vectors between groups.
Lre−meta =
K∑
j=1
log(τ +
1
+
K∑
k=j+1
(e(Wstd
j−Wstdk)2 + e(Wmeanj−Wmeank)
2
)
) (8)
To solve this problem, we also learn the mean distribution of all meta-feature vectors between groups.
However, the method cannot success in learning distribute of meta-feature within a group. Therefore,
our category-based grouping makes the distribution of meta-features more compact within a group
and the difference between groups more obvious.
In the other hand, if the category-based grouping is only attribute to the disperse of meta-feature
between groups and similarity between categories within a group, the method cannot learn the
difference of average meta-features between groups, resulting in lower Mean APs, detail as follow.
Lre−meta =
K∑
j=1
log(τ +
Wmean−stdj
+ 1
Wmean−stdj
+
K∑
k=j+1
e(Wstd
j−Wstdk)2
) (9)
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Table 4: The results of detection APs. For few-shot detection on Pascal VOC DataSets, our method
significantly outperforms others for novel set1.
Novel Base
Shot Method boat cat mbike sheep sofa mean aero bike bird bottle bus car chair cow table dog horse person plant train tv mean
1
YOLO-joint 0.0 9.1 0.0 0.0 0.0 1.8 78.7 76.8 73.4 48.8 79.0 82.3 50.2 68.4 71.4 76.7 80.7 75.0 46.8 83.8 71.7 70.9
YOLO-ft 0.1 25.8 10.7 3.6 0.1 8.1 77.2 74.9 69.1 47.4 78.7 79.7 47.9 68.3 69.6 74.7 79.4 74.2 42.2 82.7 71.1 69.1
YOLO-ft-full 0.1 30.9 26.0 8.0 0.1 13.0 75.1 70.7 65.9 43.6 78.4 79.5 47.8 68.7 68.0 72.8 79.5 72.3 40.1 80.5 68.6 67.4
Baseline 10.8 44.0 17.8 18.1 5.3 19.2 77.1 71.8 66.3 40.4 75.2 77.8 50.1 54.6 66.8 69.1 78.3 68.1 41.9 80.6 70.3 65.9
BCEwithLogits 9.09 22.3 25.47 15.56 9.67 16.42 71.91 73.19 62.09 42.19 72.81 76.81 46.55 51.06 63.8 66.6 77.99 67.24 40 80.42 69.46 64.11
Re-BCEwithLogits 2.6 23.81 19.89 19.76 0.22 13.26 71.61 72.1 66.8 41.64 74.47 75.84 46.48 57.61 66.5 68.8 79.13 70.27 40.78 78.62 69.68 65.36
Focal 1.55 42.88 15.23 16.72 4.98 16.27 75.89 72.62 71.47 43.01 78.7 76.87 48.79 53.16 62.29 71.2 79.33 71.7 38.22 77.16 68.65 65.94
Re-Focal 9.79 37.99 20.64 20.14 2.54 18.22 75.27 71.74 66.44 41.01 75.73 76.07 46.39 52.88 63.02 69.68 81.9 70.64 38.75 80.53 68.17 65.22
Cross-Entropy 3.52 29.01 25.6 16.43 2.27 15.37 71.6 72.08 65.53 39.42 75.42 76.06 43.93 57.07 64.87 68.09 78.69 69.24 37.81 78.67 68.35 64.45
Re-Cross-Entropy 9.52 33.67 27.33 12.35 9.85 18.55 73.86 74.4 66.14 40.42 73.87 76.45 47.09 53.91 68.13 70.78 78.2 67.53 35.64 76.24 67.65 64.69
TCL-2 6.43 33.8 31.21 11.51 12.8 19.15 72.03 71 67.24 42.16 74.23 76.77 46.57 54.34 65.69 71.61 81.02 69.77 41.35 77.03 69.46 65.35
Ours 9.53 33.58 32.28 19.66 5.34 20.08 71.98 72.65 65.45 41.96 75.14 78.44 43.75 52.03 65.04 73.27 80.29 68.78 43.46 80.36 68.97 65.44
2
YOLO-joint 0.0 9.1 0.0 0.0 0.0 1.8 77.6 77.1 74.0 49.4 79.8 79.9 50.5 71.0 72.7 76.3 81.0 75.0 48.4 84.9 72.7 71.4
YOLO-ft 0.0 24.4 2.5 9.8 0.1 7.4 78.2 76.0 72.2 47.2 79.3 79.8 47.3 72.1 70.0 74.9 80.3 74.3 45.2 84.9 72.0 70.2
YOLO-ft-full 0.0 35.2 28.7 15.4 0.1 15.9 75.3 72.0 69.8 44.0 79.1 78.8 42.1 70.0 64.9 73.8 81.7 71.4 40.9 80.9 69.4 67.6
Baseline 5.3 46.4 18.4 26.1 12.4 21.7 71.4 72.4 64.5 37.9 75.3 77.1 42.9 55.0 57.4 73.7 78.9 68.0 41.5 75.9 69.0 64.1
BCEwithLogits 4.57 30.21 23.74 17.66 16.36 18.51 69.8 71.62 62.79 40.77 73.2 77.57 46.19 55.03 64.48 67.55 78.61 68.79 39.37 74.09 66.16 63.74
Re-BCEwithLogits 2.93 28.84 19.64 27.16 8.74 17.46 71.5 72.77 68.1 40.92 74.89 75.99 42.6 58.7 65.78 67.99 79.35 69.94 40.27 73.78 66.97 64.64
Focal 2.58 43.85 11.29 33.16 17.29 21.63 72.16 71.4 69.1 42.31 75.8 73.5 44.85 61.52 64.11 70.09 79.28 70 39.02 78.23 69.14 65.37
Re-Focal 6.15 33.6 18.95 29.43 12.1 20.05 74.88 62.18 66.6 41.13 76.91 76.51 45.4 60.88 62.23 70.71 82.32 71.68 42.19 74.26 67.51 65.03
Cross-Entropy 10.25 36.46 16.2 24.97 7.66 19.11 72.31 75.59 67.87 40.79 74.26 76.95 42.75 59.03 66.24 72.86 79.03 71.4 39.73 75.37 67.32 65.43
Re-Cross-Entropy 10.06 38.83 19.41 17.65 19.15 21.02 70.92 73.33 66.49 38.73 74.36 75.59 46.96 59.51 66.33 70.34 78.13 70.29 40.36 69.74 67.04 64.54
TCL-2 4.95 32.49 28.31 27.06 13.34 21.23 60.79 70.66 67.51 39.37 74.61 76.4 39.26 54.21 66.68 70.81 79.91 69.22 41.68 67.71 67.89 63.71
Ours 10.61 35.11 33.75 35.89 18.38 26.75 70.53 73.53 66.6 43.18 75.52 77.71 41.29 53.9 63.63 72.5 80.85 69.77 43.08 77.27 68.42 65.18
3
YOLO-joint 0.0 9.1 0.0 0.0 0.0 1.8 77.1 77.0 70.6 46.3 77.5 79.7 49.7 68.8 73.4 74.5 79.4 75.6 48.1 83.6 72.1 70.2
YOLO-ft 0.0 27.0 1.8 9.1 0.1 7.6 77.7 76.6 71.4 47.5 78.0 79.9 47.6 70.0 70.5 74.4 80.0 73.7 44.1 83.0 70.9 69.7
YOLO-ft-full 0.0 39.0 18.1 17.9 0.0 15.0 73.2 71.1 68.8 43.7 78.9 79.3 43.1 67.8 62.2 76.3 79.4 70.8 40.5 81.6 69.6 67.1
Baaseline 11.2 39.8 20.9 23.7 33.0 25.7 73.2 68.0 65.9 39.8 77.3 77.5 43.5 57.7 60.7 64.5 77.5 68.4 42.0 80.6 70.2 64.4
BCEwithLogits 10.92 46.62 24.57 23.23 31.71 27.41 73.06 71.22 62.71 40.1 73.9 77.79 46.02 55.06 62.75 67.95 79.51 65.49 39.81 76.69 67.36 63.96
Re-BCEwithLogits 9.77 45.18 22.77 22.37 21.47 24.31 71.95 70.14 63.95 38.09 74.65 74.86 41.02 57.12 58.25 63.08 79.29 65.36 40.36 73.38 67.43 62.6
Focal 10.36 43.77 19.45 28.41 37.56 27.91 72.71 71.66 66.84 42.79 76.13 76.71 44.92 57.42 66.61 68 81.97 68.8 40.25 77.19 67.44 65.3
Re-Focal 11.67 27.17 16.83 30.07 16.52 20.45 73.75 72.52 69.66 43.83 76.44 77.94 48.14 64.6 66.78 71.62 83.64 70.66 43.86 79.86 68.55 67.32
Cross-Entropy 7.42 32.57 14.75 31.04 29.76 23.11 70.8 73.39 69.21 40.52 75.33 78.98 46.07 57.42 66.21 69.44 79.53 69.03 38.8 79.15 65.43 65.29
Re-Cross-Entropy 10.47 32.89 16.06 24.1 28.75 22.25 74.1 74.44 68 41.23 77.62 76.84 48.19 58.56 67.15 69.26 78.71 69.84 38.12 80.31 67.1 65.96
TCL-2 9.67 47.2 25.11 28.97 32.26 28.64 72.5 67.82 67.63 39.08 75.28 77.06 43.79 53.3 65.71 72.9 80.65 69.11 41.24 76.85 69.16 64.8
Ours 10.29 46.05 28.11 29.81 34.52 29.76 72.45 73.14 66.32 41.18 75.07 78.55 45.04 56.81 64.46 72.73 81.23 68.26 42.61 79.87 66.89 65.64
5
YOLO-joint 0.0 9.1 0.0 0.0 9.1 3.6 78.2 78.5 72.1 47.8 76.6 82.1 50.7 70.1 71.8 77.6 80.4 75.4 46.0 84.8 72.5 71.0
YOLO-ft 0.0 33.8 2.6 7.8 3.2 9.5 77.2 77.1 71.9 47.3 78.8 79.8 47.1 69.8 71.8 77.0 80.2 74.3 44.2 82.5 70.6 70.0
YOLO-ft-full 7.9 48.0 39.1 29.4 36.6 32.2 75.5 73.6 69.1 43.3 78.4 78.9 42.3 70.2 66.1 77.4 79.8 72.2 41.9 82.8 69.3 68.1
Baseline 14.2 57.3 50.8 38.9 41.6 40.6 70.1 66.3 66.5 40.0 78.1 77.0 40.4 61.2 61.5 71.2 79.1 70.4 38.5 80.0 68.0 64.6
BCEwithLogits 8.91 49.65 49.11 31.72 40.95 36.07 70.68 73.05 65.16 38.42 75 77.82 41.25 61.02 62.72 71.88 79.94 68.33 40.99 77.75 67.68 64.78
Re-BCEwithLogits 12.61 44.16 42.49 36.93 32.59 33.76 70.83 73.53 67.28 38.7 76.79 76.65 39.31 64.76 63.29 69.56 81.21 66.78 39.42 78.28 68.1 64.97
Focal 8.04 52.42 48.07 39.9 38.76 37.43 72.2 72.54 66.31 40.65 78.69 76.74 43.54 64.5 68.53 69.94 81.07 69.84 37.68 80.03 69.13 66.09
Re-Focal 12.66 42.89 43.28 40.7 43.44 36.15 73.2 66.09 66.03 41.02 77.06 76.78 44.6 65.74 63.48 67.93 82.62 70.46 40.7 76.88 68.1 65.38
Cross-Entropy 7.37 45.65 44.55 39.62 38.7 35.18 72.32 69.03 67.67 40.15 77.41 77.16 40.29 60.94 64.86 73.51 81.17 69.68 38.94 80.75 67.45 65.42
Re-Cross-Entropy 10.66 48.92 44.25 36.05 42.65 36.5 75.5 75.17 69.9 40.72 77.28 76.96 47.54 62.26 65.63 73.91 79.66 70.86 38.87 80.68 68.61 66.9
TCL-2 5.94 55.34 49.25 34.84 39.33 36.94 70.44 66.41 64.71 35.75 75.56 75.54 35.72 59.05 57.86 73.47 77.87 66.64 37 75.44 65.73 62.48
Ours 9.02 47.13 49.78 40.11 35.37 36.28 73.28 74.77 67.25 39.4 76.51 78.53 44.52 57.32 66.44 75.54 81.33 58.92 39.8 80.15 68.98 66.18
As shown in Table 3, according to 7, 8, 9 and our 2, we experiment different Re-TCL methods which
combine our TCL with different category-based grouping methods. Ours combining TCL with our 2
is better for few-shot detection. the τ and  are set to 1 and 0.00005, respectively.
C Results on Pascal VOC
For novel set 1, 2, 3, this section shows our all results for k-shot detection, k = 1, 2, 3, 5.We visualize
all results on all novel categories for novel set1 2-shot.
12
Table 5: The results of detection APs. For few-shot detection on Pascal VOC DataSet, ours signifi-
cantly outperforms others for novel set2.
Novel Base
Shot Method bird bus cow mbike sofa mean aero bike boat bottle car cat chair table dog horse person plant sheep train tv mean
1
YOLO-joint 0.0 0.0 0.0 0.0 0.0 0.0 78.4 76.9 61.5 48.7 79.8 84.5 51.0 72.7 79.0 77.6 74.9 48.2 62.8 84.8 73.1 70.2
YOLO-ft 6.8 0.0 9.1 0.0 0.0 3.2 77.1 78.2 61.7 46.7 79.4 82.7 51.0 69.0 78.3 79.5 74.2 42.7 68.3 84.1 72.9 69.7
YOLO-ft-full 11.4 17.6 3.8 0.0 0.0 6.6 75.8 77.3 63.1 45.9 78.7 84.1 52.3 66.5 79.3 77.2 73.7 44.0 66.0 84.2 72.2 69.4
Baseline 13.5 10.6 31.5 13.8 4.3 14.8 75.1 70.7 57.0 41.6 76.6 81.7 46.6 72.4 73.8 76.9 68.8 43.1 63.0 78.8 69.9 66.4
BCEwithLogits 10.56 17.23 5.64 33.62 0.91 13.59 74.13 69.35 54.19 38.89 75.62 80.05 48.07 61.85 72.03 74.75 64.59 38.88 58.63 77.72 68.27 63.8
Re-BCEwithLogits 5.89 38.39 14.65 32.00 0.51 18.29 73.1 69.84 55.76 40.42 76.81 78.51 46.1 63.73 75.78 77.92 68.69 40.41 59.85 79.28 70.79 65.13
Focal 11.18 1.17 13.66 25.83 0.1 10.39 74.61 73.96 53.91 41.82 53.8 78.28 48.87 24.36 78.16 76.08 71.31 42.12 64.13 81.33 70.97 62.25
Re-Focal 11.41 6.89 22.09 28.55 1.89 14.16 72.78 69.65 55.88 40.02 77.14 82.69 47.32 67.15 78.6 77.33 68.6 40.36 62.98 80.14 70.69 66.09
Cross-Entropy 12.49 11.16 24.72 28.79 3.03 16.04 72.85 69.98 55.87 43.31 76.53 77.72 45.37 69.87 75.76 75.98 69.72 40.07 59.27 78.15 70.13 65.37
Re-Cross-Entropy 12.35 16.28 13.23 33.41 0.47 15.15 73.02 70.19 60.02 41.78 77.59 80.05 44.86 66.17 78.08 75.95 70 40 59.47 79.68 68.27 65.68
TCL-2 18.21 18.02 15.38 24.2 11.99 17.56 69.95 72.15 55.51 37.15 76.74 81.57 45.66 68.99 72.95 75.79 68.26 41.47 62.86 78.64 70.91 65.24
Ours 19.18 22.58 7.62 30.81 10.16 18.07 72.43 76.21 56.25 40.45 77.07 81.02 47.89 67.63 75.06 74.2 69.72 39.38 61.51 76.96 67.46 65.55
2
YOLO-joint 0.0 0.0 0.0 0.0 0.0 0.0 77.6 77.6 60.4 48.1 81.5 82.6 51.5 72.0 79.2 78.8 75.2 47.0 65.2 86.0 72.7 70.4
YOLO-ft 11.5 5.8 7.6 0.1 7.5 6.5 77.9 75.0 58.5 45.7 77.6 84.0 50.4 68.5 79.2 79.7 73.8 44.0 66.0 77.5 72.9 68.7
YOLO-ft-full 16.6 9.7 12.4 0.1 14.5 10.7 76.4 70.2 56.9 43.3 77.5 83.8 47.8 70.7 79.1 77.6 71.7 39.6 61.4 77.0 70.3 66.9
Baseline 21.2 12.0 16.8 17.9 9.6 15.5 74.6 74.9 56.3 38.5 75.5 68.0 43.2 69.3 66.2 42.4 68.1 41.8 59.4 76.4 70.3 61.7
BCEwithLogits 19.22 12.11 21.55 14.98 5.7 14.71 71.83 70.38 54.28 37.96 75.46 81.24 44.12 71.37 77.53 76.8 69.95 39.44 54.8 72.74 66.68 64.3
Re-BCEwithLogits 15.18 6.49 27.69 26.89 22.27 19.71 72.21 72.97 55.33 39.56 74.71 77.94 43.68 65.32 77.86 77.43 68.3 39.71 57.31 76.16 68.11 64.44
Focal 19.13 11.25 28.13 15.09 2.56 15.23 74.46 77.02 54.96 43.77 77.86 82.33 45.03 68.47 79.01 75.34 72.02 43.38 62.98 79.66 68.55 66.99
Re-Focal 12.45 3.88 37.62 19.14 6.28 15.88 72.29 72.52 59.1 44.79 78.15 82.47 47.14 68.25 79.49 76.44 72.27 41.79 67.79 75.44 69.9 67.19
Cross-Entropy 24.64 7.22 27.93 27.00 9.19 19.2 74.52 70.24 55.12 42.94 77.14 78.71 44.82 69.75 76.92 69.73 69.15 41.45 58.8 73.04 68.76 64.74
Re-Cross-Entropy 23.43 11.61 19.13 37.85 12.04 20.81 71.79 70.63 59.38 41.65 77.42 81.35 44.56 66.39 78.41 56.23 70.88 40.77 52.71 73.85 68.52 63.64’
TCL-2 23.02 8.3 36.51 27.34 16.09 22.25 72.65 70.28 54.02 36.6 76.41 80.82 42.55 67.26 75.97 77.13 69.15 41.8 60.92 73.06 68.71 64.49
Ours 25.18 12.29 31.87 32.71 21.23 24.66 72.31 73.62 55.07 38.23 74.73 81.85 44.37 65.41 75.94 75.85 69.93 39.81 56.93 73.31 65.72 64.21
3
YOLO-joint 0 0 0 0 9.1 1.8 78.0 77.2 61.2 45.6 81.6 83.7 51.7 73.4 80.7 79.6 75.0 45.5 65.6 83.1 72.7 70.3
YOLO-ft 10.9 5.5 15.3 0.2 0.1 6.4 76.7 77.0 60.4 46.9 78.8 84.9 51.0 68.3 79.6 78.7 73.1 44.5 67.6 83.6 72.4 69.6
YOLO-ft-full 21.0 22.0 19.1 0.5 0.0 12.5 73.4 67.5 56.8 41.2 77.1 81.6 45.5 62.1 74.6 78.9 67.9 37.8 54.1 76.4 71.9 64.4
Baseline 26.1 19.1 40.7 20.4 27.1 26.7 73.6 73.1 56.7 41.6 76.1 78.7 42.6 66.8 72.0 77.7 68.5 42.0 57.1 74.7 70.7 64.8
BCEwithLogits 24.71 22.63 29.19 29.22 25.75 26.3 71.62 70.05 54.66 37.51 75.44 79.7 46.09 63.79 75.58 77.37 67.16 40.1 49.63 73.3 66.12 63.21
Re-BCEwithLogits 23.03 29.91 22.74 19.06 40.2 26.99 70.37 72.92 56.98 37.24 75.72 79.38 45.12 66.07 74.99 78.59 65.85 40.35 49.45 77.29 68.68 63.93
Focal 10.3 16.38 33.76 17.11 14.24 18.36 73.33 74.27 55.78 43.21 79.32 82.48 47.69 70.4 76.97 79.0 70.32 42.39 61.53 81.29 70.48 67.23
Re-Focal 25.98 11.44 37.02 20.43 20.79 23.13 72.58 70.06 58.43 42.27 78.28 80.97 47.52 66.97 78.47 76.03 68.9 41.7 60.5 75.51 69.02 65.81
Cross-Entropy 28.17 14.07 32.98 24.2 27.86 25.46 73.07 70.39 56.28 41.02 73.88 80.17 45.97 70.5 75.79 77.58 68.22 40.2 55.15 76.83 69.07 64.94
Re-Cross-Entropy 23.25 18.64 37.54 24.33 26.62 26.07 70.03 71.94 56.92 40.92 77.53 81.16 47.0 68.24 76.68 77.33 69.29 41.12 51.47 77.53 69.22 65.09
TCL-2 31.15 23.29 23.97 19.96 29.49 25.57 67.69 66.26 51.65 35.66 76.84 80.62 45.79 66.01 74.73 77.15 65.55 40.55 57.96 77.71 69.72 63.59
Ours 32.1 20.53 30.64 28.52 42.9 30.94 71.19 69.39 51.81 37.66 76.41 81.63 45.39 64.51 75.41 76.11 69.45 39.09 54.88 75.38 67.9 63.75
5
YOLO-joint 0.0 0.0 0.0 0.0 9.1 1.8 77.8 76.4 65.7 45.9 79.5 82.3 50.4 72.5 79.1 79.0 75.5 47.9 67.2 83.0 72.5 70.3
YOLO-ft 11.6 7.1 10.7 2.1 6.0 7.5 76.5 76.4 61.0 45.5 78.7 84.5 49.2 68.7 78.5 78.1 73.7 45.4 66.8 85.3 70.0 69.2
YOLO-ft-full 20.2 20.0 22.4 36.4 24.8 24.8 72.0 70.6 60.7 42.0 76.8 84.2 47.7 63.7 76.9 78.8 72.1 42.2 61.1 80.8 69.9 66.6
Baseline 31.5 21.1 39.8 40.0 37.0 33.9 69.3 57.5 56.8 37.8 74.8 82.8 41.2 67.3 74.0 77.4 70.9 40.9 57.3 73.5 69.3 63.4
BCEwithLogits 30.15 24.25 32.32 52.43 36.83 35.2 70.62 71.46 54.45 38.34 75.34 80.7 47.78 65.24 73.84 77.03 65.86 36.92 48.75 73.89 65.78 63.07
Re-BCEwithLogits 25.41 36.34 25.49 46.96 42.29 35.3 69.14 74.33 55.5 37.18 76.77 79.12 45.9 64.79 76.47 77.61 67.74 38.64 53.98 78.21 68.97 64.29
Focal 28.07 20.89 40.79 49.65 31.03 34.09 73.52 68.13 56.93 39.23 76.85 80.54 44.15 67.99 77.37 75.21 69.25 40.05 59.0 78.25 70.47 65.13
Re-Focal 18.82 21.87 38.92 33.81 22.6 27.2 73.12 73.52 60.79 42.24 78.96 83.06 49.59 68.32 79.09 77.7 71.54 41.5 66.99 80.1 70.96 67.83
Cross-Entropy 33.26 25.01 40.64 38.19 42.11 35.84 71.91 70.27 58.51 40.01 76.6 80.33 45.54 69.93 78.19 77.44 70.96 40.05 58.74 80.47 69.78 65.92
Re-Cross-Entropy 29.4 14.81 37.89 49.28 35.85 33.45 70.98 70.31 56.94 41.35 77.53 83.88 45.11 67.13 76.83 78.14 70.17 41.45 56.7 76.74 67.41 65.38
TCL-2 29.84 42.46 30.11 48.26 41.58 38.45 67.27 60.54 52.2 32.59 74.41 81.03 33.61 62.9 67.29 75.62 64.23 32.44 56.2 71.65 66.99 59.93
Ours 30.35 37.51 30.7 55.16 41.49 39.04 67.82 67.17 48.47 33.66 73.42 78.18 39.45 61.11 69.54 74.0 68.07 36.5 55.67 71.31 65.04 60.63
Table 6: The results of detection APs. For few-shot detection on Pascal VOC DataSets, our method
significantly outperforms others for novel set3.
Novel Base
Shot Method aero bottle cow horse sofa mean bike bird boat bus car cat chair table dog mbike person plant sheep train tv mean
1
YOLO-joint 0.0 0.0 0.0 0.0 0.0 0.0 78.8 73.2 63.6 79.0 79.7 87.2 51.5 71.2 81.1 78.1 75.4 47.7 65.9 84.0 73.7 72.7
YOLO-ft 0.4 0.2 10.3 29.8 0.0 8.2 77.9 70.2 62.2 79.8 79.4 86.6 51.9 72.3 77.1 78.1 73.9 44.1 66.6 83.4 74.0 71.8
YOLO-ft-full 0.6 9.1 11.2 41.6 0.0 12.5 74.9 67.2 60.1 78.8 79.0 83.8 50.6 72.7 75.5 74.8 71.7 43.9 62.5 81.8 72.6 70.0
Baseline 11.8 9.1 15.6 23.7 18.2 15.7 77.6 62.7 54.2 75.3 79.0 80.0 49.6 70.3 78.3 78.2 68.5 42.2 58.2 78.5 70.4 68.2
BCEwithLogits 10.12 0.7 7.86 39.72 17.1 15.1 74.81 64.83 52.22 73.61 76.19 78.31 46.72 66.34 78.4 77.34 67.81 37.57 58.53 74.82 70.73 66.55
Re-BCEwithLogits 10.74 0.51 7.39 31.33 5.05 11 73.86 62.79 49.72 72.46 77.28 80.37 44.56 66.54 76.61 75.87 65.98 38.26 57.72 71.58 68.98 65.5
Focal 10.76 0.06 16.13 19.98 1.06 9.6 75.75 65.05 57.9 77.11 77.29 81.48 46.04 62.73 75.47 74.19 69.38 40.55 54.75 78.08 69.18 67
Re-Focal 9.48 0.03 19.36 7.48 0.13 7.3 78.53 68.12 59.02 77.91 78.58 83.09 50.56 57.57 72.67 76.19 69.51 42.75 59.86 72.39 70.87 67.8
Cross-Entropy 14.01 0.34 10.89 25.89 9.88 12.19 73.46 62.63 52.58 74.92 76.8 81.12 46.33 66.23 79.3 74.31 68.15 38.79 56.06 76.86 69.38 66.46
Re-Cross-Entropy 9.28 0.22 21.57 25.2 9.09 13.07 75.33 64.84 54.94 75.81 77.84 82.48 47.64 63.8 78.3 75.53 70.4 38.38 57.96 76.01 67.7 67.13
TCL-2 0.76 0.07 16.96 29.59 13.99 12.27 75.82 60.6 54.09 75.65 77.95 84.08 48.81 64.8 73.36 77.1 71.26 40.53 58.01 78.17 69.27 67.3
Ours 16.33 9.09 8.7 46.9 16.08 19.42 72.71 62.94 45 74.97 75.29 77.39 44.73 64.71 67.84 74.99 68.65 38.36 54.3 76.09 68.95 64.46
2
YOLO-joint 0.0 0.6 0.0 0.0 0.0 0.1 78.4 69.7 64.5 78.3 79.7 86.1 52.2 72.6 81.2 78.6 75.2 50.3 66.1 85.3 74.0 72.8
YOLO-ft 0.2 0.2 17.2 1.2 0.0 3.8 78.1 70.0 60.6 79.8 79.4 87.1 49.7 70.3 80.4 78.8 73.7 44.2 62.2 82.4 74.9 71.4
YOLO-ft-full 1.8 1.8 15.5 1.9 0.0 4.2 76.4 69.7 58.0 80.0 79.0 86.9 44.8 68.2 75.2 77.4 72.2 40.3 59.1 81.6 73.4 69.5
Baseline 28.6 0.9 27.6 0.0 19.5 15.3 75.8 67.4 52.4 74.8 76.6 82.5 44.5 66.0 79.4 76.2 68.2 42.3 53.8 76.6 71.0 67.2
BCEwithLogits 28.39 0.61 28.6 0.53 19.97 15.62 74.24 67.99 51.14 75.32 76.18 79.04 45.98 66.83 77.66 77.48 68.75 38.91 55.13 75.69 70.05 66.69
Re-BCEwithLogits 21.59 0.22 25.02 0.19 17.96 13 75.95 64.26 48.5 76.34 77.12 81.84 43.76 67.99 78.27 76.22 68.65 42.37 54.22 76.54 68.03 66.67
Focal 26.74 1.3 13.04 0.66 2.59 8.87 73.85 67.33 54.91 77.18 78.56 82.54 44.52 63.84 80.36 77.87 69.33 42.3 58.35 77.97 69.95 67.92
Re-Focal 14.44 0.29 24.55 0.13 3.94 8.67 77.32 70.66 56.19 78.09 78.07 83.41 48.05 65.54 79.71 78.13 68.42 42.57 59.41 76.83 70.55 68.86
Cross-Entropy 28.6 0.9 27.6 0 19.5 15.3 75.8 67.4 52.4 74.8 76.6 82.5 44.5 66 79.4 76.2 68.2 42.3 53.8 76.6 71 67.2
Re-Cross-Entropy 28.4 0.13 28.42 0.57 15.15 14.53 75.4 67.05 57.57 75.18 77.82 82.17 49.28 71.61 79.59 76.72 70.17 42.48 59.89 76.29 68.35 68.64’
TCL-2 34.66 0.83 31.32 1.01 18.82 17.33 69.88 61.47 50.09 72.15 73.96 77.26 38.45 61.21 73.48 74.39 66.28 37 50.94 71.34 66.07 62.93
Ours 34.14 0.49 34.6 2.27 15.65 17.43 77.56 65.59 51.74 72.95 76.14 79.49 42.88 64.67 76.65 75.98 70.37 41.08 55.8 75.15 68.4 66.3
3
YOLO-joint 0.0 0.0 0.0 0.0 0.0 0.0 77.6 72.2 61.2 77.9 79.8 85.8 49.9 73.2 80.0 77.9 75.3 50.8 64.3 84.2 72.6 72.2
YOLO-ft 4.9 0.0 11.2 1.2 0.0 3.5 78.7 71.6 62.4 77.4 80.4 87.5 49.5 70.8 79.7 79.5 72.6 44.3 60.0 83.0 75.2 71.5
YOLO-ft-full 10.7 4.6 12.9 29.7 0.0 11.6 74.9 69.2 60.4 79.4 79.1 87.3 43.4 69.7 75.8 75.2 70.5 39.4 52.9 80.8 73.4 68.8
Baseline 29.4 4.6 34.9 6.8 37.9 22.7 62.6 64.7 55.2 76.6 77.1 82.7 46.7 65.4 75.4 78.3 69.2 42.8 45.2 77.9 69.6 66.0
BCEwithLogits 32.19 9.09 29.2 18.99 41.25 26.14 71.29 64.92 50.96 75.89 76.87 80.89 47.81 67.03 75.62 75.87 65.67 37.94 40.8 78.44 70.66 65.38
Re-BCEwithLogits 28.57 1.59 30.45 12.91 30.16 20.74 69.18 62.13 50.28 75.55 77.51 81.86 44.31 67.74 76.39 76.9 65.58 40.88 48.33 77.22 66.98 65.37
Focal 41.55 0.14 30.81 5.24 23.06 20.16 68.15 65.43 53.92 78.67 77.53 81.51 46.51 62.56 79.72 76.13 70.46 41.11 53.42 76.39 68.93 66.7
Re-Focal 23.68 0.14 30.79 11.23 15.91 16.35 71.85 69.68 52.25 78.67 78.78 83.68 50.77 66.81 78.45 76.73 70.02 40.98 56.54 76.72 71.39 68.22
Cross-Entropy 36.47 0.83 35.42 4.65 24.2 20.31 73.66 64.98 51.99 75.61 77.96 84.05 46.85 66.4 75.29 79.23 70.37 41.69 52.23 78.26 69.17 67.18
Re-Cross-Entropy 35.59 1.3 38.54 12.54 31.71 23.93 70.71 67.85 48.91 76.36 78.06 82.38 49.33 68.88 78.77 78.7 69.41 40.87 56.92 77.58 68.21 67.53
TCL-2 44.05 9.09 29.74 30.28 40.9 30.81 64.75 60.22 50.98 73.25 74.53 75.68 42.18 59.55 69.3 73.94 62.4 37.19 42.58 71.69 67.77 61.73
Ours 43.57 3.03 26.28 8.77 34.58 23.24 74.94 65.33 53.83 73.41 77.16 80.42 46.47 62.36 74.49 77.22 68.61 42.38 56.93 78.05 69.73 66.76
5
YOLO-joint 0.0 0.0 0.0 0.0 9.1 1.8 78.0 71.5 62.9 81.7 79.7 86.8 50.0 72.3 81.7 77.9 75.6 48.4 65.4 83.2 73.6 72.6
YOLO-ft 0.8 0.2 11.3 5.2 0.0 3.5 78.6 72.4 61.5 79.4 81.0 87.8 48.6 72.1 81.0 79.6 73.6 44.9 61.4 83.9 74.7 72.0
YOLO-ft-full 10.3 9.1 17.4 43.5 0.0 16.0 76.4 69.6 59.1 80.3 78.5 87.8 42.1 72.1 76.6 77.1 70.7 43.1 58.0 82.4 72.6 69.8
Baseline 33.1 9.4 38.4 25.4 44.0 30.1 73.2 65.6 52.9 75.9 77.5 80.0 43.7 65.0 73.8 78.4 68.9 39.2 56.4 78.0 70.8 66.6
BCEwithLogits 34.95 9.6 39.77 38.42 35.25 31.6 62.67 60.27 47.94 73.84 76.02 81.24 36.22 58.34 70.32 76.77 64.08 34.21 44.07 67.14 68.85 61.46
Re-BCEwithLogits 39.54 10.18 29.8 39.16 41.09 31.95 68.47 62.8 50.71 75.66 75.9 82.76 38.52 64.22 66.51 76.59 65.42 36.26 47.94 77.55 66.9 63.75
Focal 36.72 9.25 38.45 19.4 33.85 27.54 71.35 63.31 50.51 78.66 77.23 82.49 43.95 60.1 76.13 77.55 70 37.36 53.92 77.12 69.18 65.92
Re-Focal 39.04 9.27 37.96 28.32 28.4 28.6 68.26 66.08 51.29 78.9 77.25 83.35 44.7 65.53 76.78 74.94 68.89 38.34 54.3 77.37 70.51 66.43
Cross-Entropy 37.34 9.86 34.27 38.2 39.86 31.91 70.22 59.53 47.57 74.56 75.95 82.2 43.24 65.92 68.43 76.71 68.36 35.22 50.16 77.82 67.55 64.23
Re-Cross-Entropy 38.61 9.65 42.49 39.82 47.31 35.58 67.01 62.41 52.4 74.6 74.65 80.34 42.02 67.56 73.28 75.78 67 38.57 50.48 74.02 67.88 64.53
TCL-2 47.64 9.41 36.71 41.67 39.97 35.08 64.22 60.49 52.15 75.61 73.65 78.92 36.39 58.68 70.4 75.1 62.92 32.91 45.41 75.02 67.69 61.97
Ours 44.66 9.88 37.51 55.49 40.75 37.66 64.54 63.48 50.68 75.2 74.96 77.02 38.67 59.23 71.05 75.06 64.4 35.82 52.06 74.45 68.15 62.98
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Figure 5: Qualitative 2-shot boat detection results on our test set for novel set1. We visualize the
bounding boxes of all methods.
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Figure 6: Qualitative 2-shot cat detection results on our test set for novel set1. We visualize the
bounding boxes of all methods.
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Figure 7: Qualitative 2-shot mbike detection results on our test set for novel set1. We visualize the
bounding boxes of all methods.
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Figure 8: Qualitative 2-shot sheep detection results on our test set for novel set1. We visualize the
bounding boxes of all methods.
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Figure 9: Qualitative 2-shot sofa detection results on our test set for novel set1. We visualize the
bounding boxes of all methods.
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