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Zusammenfassung:
Diese Arbeit untersucht verschiedene Aspekte stark wechselwirkender ultrakalter Rydberggase, die
durch Licht gekoppelt sind, darunter die Anregung von korrelierten Strukturen, sogenannten Ryd-
bergaggregaten, sowie dipolaren Energietransport. Hierfu¨r wurde eine experimentelle Apparatur
konstruiert. Coherent population trapping (CPT) und elektromagnetisch induzierte Transparenz
(EIT) mit Rydbergzusta¨nden werden untersucht. Um die Entstehung von Rydbergaggregaten zu
untersuchen wird die Methode der vollsta¨ndigen Za¨hlstatistik (FCS) angewendet, die es ermo¨glicht
die Gro¨ße der Rydbergaggregate zu bestimmen. Dephasierung wa¨hrend der Anregung hat drama-
tische Konsequenzen fu¨r den Anregungsprozess und fu¨hrt zu sequentieller Anregung um einen
anfa¨nglichen Keim herum. EIT mit Rydbergzusta¨nden wird verwendet um ein neues optisches
Abbildungsverfahren von Rydbergatomen zu realisieren, das eine ausgezeichnete Sensitivita¨t mit
hoher ra¨umlicher und zeitlicher Auflo¨sung kombiniert. Mit diesem Schema werden dipolare Trans-
portprozesse in Rydbergsystemen untersucht. Klassischer Transport wird untersucht unter dem
Einfluss von Dekoha¨renz, die durch die Messung selbst verursacht wird. Die starken Wechsel-
wirkungen beeinflussen den Transport und fu¨hren zu einem charakteristischen “hopping”-Abstand
deutlich u¨ber na¨chste Nachbarn hinaus. Erste Anzeichen fu¨r koha¨renten Transport in unserem
System werden gezeigt. Diese Experimente beleuchten die Rolle von Korrelationen in der Anre-
gung und Entwicklung von stark wechselwirkenden Quantensystemen und ko¨nnen mo¨glicherweise
dazu dienen Energietransport in biologischen Systemen zu modellieren.
Abstract:
This thesis investigates different aspects of strongly interacting ultracold Rydberg gases coupled by
light, including the excitation of correlated structures called Rydberg aggregates and dipolar energy
transport. For this purpose an experimental apparatus has been constructed. We study coherent
population trapping (CPT) and electromagnetically induced transparency (EIT) involving Rydberg
states. To study the formation of Rydberg aggregates we use full counting statistics (FCS) which
makes it possible to infer the size of Rydberg aggregates. Dephasing during the excitation is found
to have a dramatic effect on the formation process, leading to sequential growth around an initial
grain. Rydberg state EIT is used to realize a new direct optical imaging scheme for Rydberg atoms
which combines highly sensitive detection with high spatial and temporal resolution. Applying this
technique we observe dipole-mediated energy transport processes between Rydberg atoms. We
study classical transport in the presence of strong measurement induced decoherence. The strong
interactions are seen to mediate long-range hopping significantly beyond nearest neighbors. We
present first indications for coherent transport in this system. These experiments shed light on the
role of correlations in the excitation and evolution of strongly interacting quantum systems and
e.g. could possibly be used to model energy transport in biological systems.
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Chapter 1
Introduction
Understanding how correlations between particles emerge in a many-body system
and how they influence the properties of real materials and natural processes is a
driving force in modern physics. Prominent examples include the transition from
water to ice, or the way current flows through a wire, both of which strongly depend
on how the constituent particles interact with one another. In this thesis I explore
the question of how correlations arise when an ultracold atomic gas is excited to
strongly-interacting states (Rydberg states) and what role these interactions have
on its subsequent dynamical evolution.
In the last years the field of ultracold Rydberg gases has experienced explosive
growth, impacting diverse areas of research, e.g. quantum information science (see
[Saffman et al., 2010] and references therein), few-body physics and the study of
exotic molecules [Greene et al., 2000; Bendkowsky et al., 2009; Boisseau et al., 2002;
Overstreet et al., 2009; Gaj et al., 2014], many-body physics [Lo¨w et al., 2012;
Hofmann et al., 2013a; Viteau et al., 2012], quantum optics [Pritchard et al., 2012b;
Peyronel et al., 2012; Firstenberg et al., 2013; Dudin and Kuzmich, 2012; Maxwell
et al., 2013], transport [Gu¨nter et al., 2013] and ultracold plasmas [Killian, 2007],
all of which exploit the strong interactions between Rydberg atoms.
The most prominent effect of the Rydberg interactions is the so-called dipole
blockade of excitation [Comparat and Pillet, 2010]. This effect arises from the com-
petition between laser excitation and the strong interactions which leads to many-
body correlations and to the emergence of a new length scale in the system (the
blockade radius), within which the excitation of more than one Rydberg atom is
strongly suppressed. The Rydberg blockade was first proposed in the context of
quantum information processing [Jaksch et al., 2000; Lukin et al., 2001], and its
effects have been observed in various experiments [Tong et al., 2004; Singer et al.,
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2004; Vogt et al., 2006; Urban et al., 2009; Gae¨tan et al., 2009]. In contrast to the
relatively simple correlations induced by the Rydberg blockade, the ground state of
a many-body system comprised of repulsively interacting particles is usually a crys-
talline state and thus exhibits true long-range order. Theoretical work has explored
the phase diagram of the laser driven Rydberg system [Weimer et al., 2008] as well
as the possible approach to prepare the crystalline ground state [Pohl et al., 2010].
Signs of crystalline correlation functions have been seen experimentally [Schwarzkopf
et al., 2011; Schauß et al., 2012]. However, the deterministic preparation of a Ryd-
berg crystal requires chirped excitation pulses to adiabatically follow the ground
state of the many-body system [Pohl et al., 2010] which has only recently been
experimentally demonstrated [Schauß et al., 2014]. In between the regimes of a
Rydberg blockaded gas and the crystalline state, one expects the formation of cor-
related structures comprised a few Rydberg excitations, which do not feature true
long-range order, but exhibit correlations which can extend beyond pairs of atoms.
The processes behind the formation of these Rydberg aggregates [Ga¨rttner et al.,
2013; Schwarzkopf et al., 2013], and in particular the effects of decoherence, have
recently been investigated both theoretically and experimentally [Lee et al., 2011;
Lee et al., 2012; Petrosyan et al., 2013; Ho¨ning et al., 2013; Malossi et al., 2013;
Scho¨nleber et al., 2014; Lesanovsky and Garrahan, 2014], including our own studies
[Schempp et al., 2014].
Correlations also play an important role in the interaction-mediated hopping of
Rydberg excitations through an atomic gas after initial excitation. This is closely re-
lated to e.g. energy transport processes in biological systems such as photosynthetic
light-harvesting complexes [Mu¨lken et al., 2007] where the same basic mechanism
called Fo¨rster resonance energy transfer (FRET) plays a crucial role. On the one
hand the disorder due to random hopping sites can lead to a slow down of the trans-
port dynamics [Robicheaux and Gill, 2014]. On the other hand, as we show in this
thesis, the Rydberg blockade can introduce dephasing and a new length scale to the
hopping resulting in rapid diffusive transport. First evidence for dipolar exchange
interactions was observed in some of the first experiments on ultracold Rydberg
atoms [Anderson et al., 1998; Mourachko et al., 1998], and the dynamics have been
investigated in [Westermann et al., 2006; van Ditzhuijzen et al., 2008]. However,
to study energy transport dynamics in detail requires a high-resolution and state-
selective imaging technique for Rydberg excitations. Imaging Rydberg atoms is a
non-trivial task, and only in the last years a few different approaches have been
realized, which are either based on ionization [Schwarzkopf et al., 2011; Lochead
et al., 2013], on fluorescence imaging of atoms after depumping to the ground state
3[Schauß et al., 2012], or on direct fluorescence imaging using the second valence
electron of earth alkali atoms [McQuillen et al., 2013]. We have developed our own
approach based on electromagnetically induced transparency (EIT) which is ideally
suited for the study of Rydberg dynamics.
Electromagnetically induced transparency (EIT) where one of the long-lived
atomic states is a Rydberg state gives rise to many surprising effects. EIT provides
the possibility to map Rydberg state properties onto a strong optical transition [Mo-
hapatra et al., 2007; Tauschinsky et al., 2010], and in particular Rydberg-Rydberg
interactions can give rise to extreme optical non-linearities [Pritchard et al., 2010;
Sevinc¸li et al., 2011a; Gorshkov et al., 2011; Gorshkov et al., 2013]. This can al-
low for the realization of effective photon-photon interactions and non-classical light
fields [Dudin and Kuzmich, 2012; Peyronel et al., 2012; Pritchard et al., 2012a;
Firstenberg et al., 2013; Maxwell et al., 2013; Otterbach et al., 2013], as well as
possible technological developments such as single-photon transistors or all-optical
quantum gates [Paredes-Barato and Adams, 2014; Baur et al., 2014; Gorniaczyk
et al., 2014; Tiarks et al., 2014]. In addition Rydberg state EIT can also be used as
a sensor, e.g. to measure the electric field distribution in an atom chip [Tauschin-
sky et al., 2010] or to precisely characterize the Rabi frequency distribution of the
Rydberg excitation laser in a spatially resolved manner [Hofmann et al., 2014].
An even more interesting application, however, is our new scheme to optically
and minimally destructively image the distribution of Rydberg atoms within a gas,
which was developed during this thesis [Gu¨nter et al., 2012; Olmos et al., 2011].
With this imaging scheme at hand we could study Rydberg energy transport in
detail for the first time. Interestingly, the diffusive nature of the observed energy
transport and its rate are intimately linked to the imaging process itself.
This thesis is structured as follows: Ch. 2 starts with a short review of Rydberg
atoms and their interactions, followed by a description of the experimental appa-
ratus constructed during this thesis. Ch. 3 focuses on the excitation of Rydberg
atoms using coherent laser fields. The basic mechanisms of electromagnetically in-
duced transparency (EIT) will be introduced, followed by a general discussion of
EIT in the presence of interparticle interactions (Ch. 3.2). I will discuss the con-
cept of dark-state polaritons as a framework to understand the interaction effects
in these systems and I will discuss our own early work on coherent population trap-
ping (CPT) and EIT in interacting Rydberg gases. In particular we investigate the
influence of Rydberg-Rydberg interactions on the absorption of a gas under EIT
conditions and on the statistical fluctuations of the number of Rydberg excitations.
In Ch. 4 we extend this to the analysis of full counting statistics applied to the study
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of Rydberg aggregates, i.e. correlated systems comprised of a few Rydberg excita-
tions. The counting statistics provides a way to reveal the nature of the underlying
few-body correlations. In addition we study in how far the aggregate formation is
influenced by decoherence. Our EIT based imaging scheme for Rydberg atoms is
introduced and experimentally demonstrated in Ch. 5. We use this imaging scheme
to study dipolar energy transport (Ch. 6) and investigate the effect of decoherence
on the transport process. We show first evidence for the case of purely coherent evo-
lution which strongly contrasts with the decoherence dominated transport studied
previously. In Ch. 7 we discuss microwave driven Rydberg systems featuring dipolar
population exchange between S and P states. These last experiments provide a way
to independently measure the dipolar interaction strength and constitute the basis
for future transport experiments, including the crossover from quantum to classical
transport.
Chapter 2
Ultracold Rydberg gases:
properties and experimental
approach
This chapter is partially based on the following publication:
An experimental approach for investigating many-body phenomena in
Rydberg-interacting quantum systems
C. S. Hofmann, G. Gu¨nter, H. Schempp, N. L. M. Mu¨ller, A. Faber, H. Busche, M.
Robert-de-Saint-Vincent, S. Whitlock, M. Weidemu¨ller
Frontiers of Physics (2013)
Rydberg atoms with their extreme properties [Gallagher, 1994] and strong inter-
actions are an ideal playground to study interesting aspects of few- and many-body
physics [Comparat and Pillet, 2010; Lo¨w et al., 2012; Hofmann et al., 2013a], includ-
ing phase transitions [Weimer et al., 2008], energy transport [Mu¨lken et al., 2007] as
well as quantum gates [Wilk et al., 2010; Isenhower et al., 2010], and new quantum
optical schemes [Pritchard et al., 2012b]. To explore these phenomena experimen-
tally particular care in the experimental approach is required to account for the
special properties of Rydberg atoms as e.g. their sensitivity to electric fields. In this
Chapter we will first review some important properties of Rydberg atoms and in
particular the different types of interactions which are at the heart of the so-called
excitation blockade (Ch. 2.1). The experimental apparatus constructed during this
thesis is introduced in Ch. 2.3 with particular emphasis on the aspects which are
crucial for Rydberg atom experiments.
5
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2.1 Rydberg atoms and their interactions
2.1.1 Alkali Rydberg atoms
Rydberg atoms are atoms with an electron excited to a high-lying atomic state
with large principal quantum number n. As a consequence of the large spatial
extent and the weak binding energy of the electron, Rydberg atoms feature extreme
properties as compared to ground state atoms. In the case of alkali atoms the
electron experiences a potential resulting from N positive charges in the nucleus,
which are shielded by N − 1 core electrons. The Nth electron, which is excited
to a Rydberg state and thus on average situated far away from the core, therefore
experiences a potential which can be well approximated by a single positive charge.
For this reason the wave functions of alkali Rydberg atoms resemble those of the
hydrogen atom. The deviations of the real core potential from that of a single
positive charge result mainly in a phase shift of the wave functions, which goes along
with a correction of the energy eigenvalues as compared to those of the hydrogen
atom. This correction can be quantified using the so-called quantum defect δnl,
which depends on n as well as the quantum number of the angular momentum, l,
and translates the principal quantum number n into an effective principal quantum
number n∗ = n − δnl, for which the hydrogenic scalings hold. Table 2.1 shows
the scaling of some important Rydberg atom properties with the effective principal
quantum number n∗.
energy n∗−2
orbital radius n∗2
lifetime n∗3
level spacing n∗−3
ionization field n∗−4
polarizability n∗7
dipole matrix element n∗2
resonant dipolar interaction strength n∗4
vdW interaction strength n∗11
Table 2.1: Selected properties of Rydberg atoms and their scalings with the effective
principal quantum number n∗ (see e.g. [Gallagher, 1994]).
The quantum defect for nS, nP and nD states of Rubidium has been measured
using microwave spectroscopy [Li et al., 2003]. It can be expressed as δnl = δ0 +
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δ2/(n− δ0)2 with δ0 = 3.1311804 and δ2 = 0.1784 for Rydberg S states (l = 0). The
correction is most significant for low angular momentum states since in this case the
electron has a larger probability of being close to the nucleus and thus experiences
imperfect shielding of the nuclear charges.
Another important property of Rydberg atoms is their huge polarizability. Due
to the weak binding energy of the electron the charge distribution of the Rydberg
atom can be deformed already by weak electric fields, thereby inducing an electric
dipole moment to the Rydberg atom. These huge polarizabilities, which scale as n∗7,
require excellent experimental control of electric stray fields. On the other hand the
loose binding allows to ionize Rydberg atoms by moderate electric fields thus making
field ionization and subsequent ion detection a valuable tool.
2.1.2 Rydberg interactions
Dipolar interactions
Since neutral atoms do not have a net charge, the most important contribution in
the multi-pole expansion are electrical dipole interactions. Rydberg atoms with their
huge dipole moments therefore feature interactions which are many orders of mag-
nitude stronger than those between ground state atoms. The classical interaction
energy of two dipoles separated by a distance ~R is given by
Edip =
~µ1 · ~µ2
|~R|3 − 3
( ~µ1 · ~R)( ~µ2 · ~R)
|~R|5 (2.1)
In a quantum mechanical description and neglecting the spatial orientation of the
dipoles this translates to
Vdd ∝ 1
R3
∑
|Φ′1〉,|Φ′2〉
〈Φ1|µˆ1|Φ′1〉〈Φ2|µˆ2|Φ′2〉 =
1
R3
∑
|Φ′1Φ′2〉
〈Φ1Φ2|µˆ1µˆ2|Φ′1Φ′2〉 (2.2)
for the interaction energy between two Rydberg atoms in the states Φ1 and Φ2, which
are coupled to an infinite number of states Φ′1 and Φ
′
2 via the dipole operators µˆ1
and µˆ2 (see e.g. [Amthor et al., 2009]). The infinite sum over all possible pair states
in eq. 2.2 can usually be reduced to a few pair states with the strongest contribution.
In the simplest case where only one pair state |Φ′1Φ′2〉 contributes significantly to the
interaction energy the Hamiltonian in the basis |Φ1Φ2〉, |Φ′1Φ′2〉 is given by
H =
(
0 µ1µ2
R3
µ1µ2
R3
∆
)
. (2.3)
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atom 1 atom 2
atomic states pair statesa) b)
Figure 2.1: Illustration of the interaction between two atoms in state |nS〉. a) shows
the relevant part of the atomic structure with the states |nS〉, |nP 〉 and |n′P 〉. b) shows
the pair state energies. The pair states |nS, nS〉 and |nP, n′P 〉 experience an energy
shift depending on the Fo¨rster defect ∆ as given in eq. 2.4 due to their coupling.
where the Fo¨rster defect ∆ quantifies the energy difference between the two pair
states. Solving for the eigenvalues of this matrix yields
E± =
∆
2
±
√(
∆
2
)2
+
(µ1µ2
R3
)2
. (2.4)
This situation is illustrated in fig. 2.1 for the interaction between two atoms both
in the Rydberg state nS, i.e. |Φ1〉 = |Φ2〉 = |nS〉. |nS〉 is coupled to the states
|Φ′1〉 = |nP 〉 and |Φ′2〉 = |n′P 〉 via the dipole operators µˆ1 and µˆ2. Fig. 2.1 b shows
the same situation in a pair state picture. Depending on the Fo¨rster defect ∆ the
pair states |nS, nS〉 and |nP, n′P 〉 experience an energy shift as given in eq. 2.4.
Depending on the energy of the pair states |Φ1,Φ2〉 and |Φ′1,Φ′2〉 the Fo¨rster defect
can be either positive or negative, thereby determining the sign of the interaction.
In particular, it can be tuned via an electric field since the involved states have
slightly different polarizabilities and therefore experience different energy shifts in
an electric field. As can be seen from eq. 2.4 the Fo¨rster defect not only determines
the sign of the interaction but also its character. E.g., in the case where ∆ µ1µ2
R3
,
a Taylor expansion of eq. 2.4 yields an energy shift of
∆E =
C6
R6
, (2.5)
i.e. a van der Waals type R−6 scaling with the strength of the interaction potential
being C6 = (µ1µ2)
2/∆. Considering the scalings with the principal quantum number
of µ1,2 ∼ n∗2 and ∆ ∼ n∗−3 one finds C6 ∼ n∗11 as listed in tab. 2.1.
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As mentioned above the sign of the Fo¨rster defect and thus the sign of the inter-
actions can be positive or negative. We will mostly present experiments performed
with repulsively interacting S state atoms. The reason for this is their better stabil-
ity against ionizing collisions as compared to attractively interacting states [Amthor
et al., 2007b; Amthor et al., 2007a].
In contrast, for vanishing Fo¨rster defect ∆, in the vicinity of a so-called Fo¨rster
resonance, the energy shift given in eq. 2.4 reduces to
∆E =
C3
R3
. (2.6)
with C3 = µ1µ2. This hold in particular for the interaction between two states which
feature a strong direct coupling, as e.g. |nS, n′P 〉, where the exchange symmetric
state |n′P, nS〉 is the most dominant pair state. In this case the Fo¨rster defect
vanishes independent of the electric field and the interaction energy is
E± = ± µ
2
R3
(2.7)
with µ = 〈nS|µˆ|n′P 〉 = 〈n′P |µˆ|nS〉 being the relevant dipole matrix element and
C3 = µ
2 ∼ n∗4 the strength of the resonant dipole interaction.
Dipole blockade of excitation
The most prominent consequence of the interactions discussed above is the dipole
blockade of excitation from a ground state to a Rydberg state [Jaksch et al., 2000;
Lukin et al., 2001; Tong et al., 2004; Singer et al., 2004; Comparat and Pillet,
2010]. It can be understood from a pair state picture as depicted in fig. 2.2, where a
laser field resonant with the excitation frequency of a single Rydberg atom cannot
excite a second Rydberg atom in the vicinity of the first due to the energy shift of
the doubly excited state. As a consequence the strength of the interaction V (R)
together with the excitation bandwidth W , which depends on the Rabi frequency
and the dephasing associated with the laser excitation, determines a characteristic
length scale. The so-called blockade radius reads
Rbl =
(
C6
W
)1/6
(2.8)
in the case of van der Waals interactions and
Rbl =
(
C3
W
)1/3
(2.9)
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Figure 2.2: Dipole blockade of excitation. The energy of a pair of atoms is plotted vs.
their distance for the pair states |gg〉 (both atoms in the ground state), |rg〉 (one atom in
the ground state, one in the Rydberg state) and |rr〉 (both atoms in the Rydberg state).
In the latter case the (in this example repulsive) interaction bends the potential at short
distances. A laser resonant with the excitation frequency of an isolated Rydberg atom
(indicated as the violet arrow) can excite two well-separated atoms to the Rydberg state.
For short pair distances, however, the laser frequency does not match the energy required
for the excitation of a second Rydberg atom due to the interaction induced level-shift.
The blockade radius Rbl is defined as the pair distance at which the interaction energy
matches the bandwidth W associated with the excitation (indicated by the pink bar).
For van der Waals type interaction, e.g., Rbl = (C6/W)1/6.
for resonant dipole interactions. Rbl defines the pair distance within which the
excitation of both atoms to the Rydberg state is strongly suppressed due to the
large energy shift.
Extending this picture to a gas of many atoms, the system can be thought of
as made up of a collection of blockade spheres, each with at most one Rydberg
atom within a certain radius. However, the presence of many ground state atoms
within one blockade radius leads to a collective enhancement of the Rabi frequency
by a factor
√
N where N is the number of atoms within one blockade radius. Since
the Rabi frequency can influence the excitation bandwidth, both N and the Rabi
frequency have to be determined self-consistently [Lo¨w et al., 2012].
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Dipolar energy exchange
In the case of resonant dipole interaction the coupling not only leads to a shift of the
pair energy but also to an energy exchange between the two atoms resulting in an
oscillation of excitations. There are different state constellations featuring exchange
interactions, which are sketched in fig. 2.3 and can all be thought of as excitons.
a) c)b)
sp-exchange sps-exchange spps-exchange?
Figure 2.3: Different exchange mechanism between Rydberg states: a) shows the direct
process involving the Rydberg states |s〉 and |p〉 which are coupled by µ1. This process
is independent of the electric field and thus always resonant. In contrast, b) shows an
exchange between two Rydberg S states, |s〉 and |s〉, via one intermediate state |p〉,
where the Fo¨rster defect ∆F can be tuned to 0 by means of an electric field. The scheme
sketched in c) involves two intermediate states |p〉 and |p′〉. Typically this scheme does
not feature exchange between |s〉 and |s′〉 since the couplings µ3 and µ4 are almost
never comparable to µ1 and µ2.
The simplest mechanism is
|s, p〉 ↔ |p, s〉 (2.10)
which we refer to as sp-exchange and where |s〉 and |p〉 are Rydberg states featuring
a direct dipolar coupling. This so-called Fo¨rster process is known in many other
research areas such as semi-conductor physics [Williams, 2007] and biology [Clegg,
2009], and it was also one of the first interaction effects to be observed in ultracold
Rydberg atom experiments [Anderson et al., 1998; Mourachko et al., 1998; Anderson
et al., 2002]. The process |s, p〉 ↔ |p, s〉 is the simplest exchange process, since it
involves only two states.
In contrast, fig. 2.3 b) shows an exchange between two Rydberg states, |s〉 and
|s′〉, via one intermediate state |p〉. The Fo¨rster defect ∆F (the energy difference
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between the pair states |s, s′〉 and |p, p〉) can be tuned to 0 by means of an electric
field. Since both |s〉 and |s′〉 couple strongly to |p〉 with the dipole moments µ1 and
µ2, the second order exchange process
|s, s′〉 ↔ |p, p〉 ↔ |s′, s〉 (2.11)
can occur, which we refer to as an sps-exchange.
The scheme sketched in fig. 2.3 c) involves two different intermediate states |p〉
and |p′〉. Like the two processes discussed before this arrangement results in an
energy shift of the pair state |s, s′〉 which is given by eq. 2.4. However, an exchange
process between the two S states requires the strength of the couplings µ3 and µ4
to be of the same order as the couplings µ1 and µ2, which is almost never the case.
Therefore, the exchange process |s, s′〉 ↔ |p, p′〉 ↔ |s′, s〉 is strongly suppressed when
the Fo¨rster resonance involves two intermediate P states. However, the process
|s, s′〉 ↔ |p, p′〉 (2.12)
can occur. Since it creates two P excitations and can then be followed by the two
direct sp-exchange processes
|s, p〉 ↔ |p, s〉 and |s′, p′〉 ↔ |p′, s′〉 (2.13)
we call this process (eq 2.12) “fission”.
Fig. 2.4 shows the occurrence of Fo¨rster resonances between two Rydberg S states
of principal quantum numbers n1 and n2 for electric fields below 4 V/cm. The
different marker styles indicate the P states involved in the resonance. In this
thesis we will use resonances with a difference in principal quantum number ∆n = 1
(|37S, 38S〉 ↔ |37P, 37P 〉) and ∆n = 2 (|48S, 50S〉 ↔ |48P, 49P 〉), but also ∆n = 13
(|37S, 50S〉 ↔ |36P, 51P 〉). These are indicated in the figure with red circles.
2.2 Decoherence in Rydberg systems
In this section we will discuss different sources of decoherence in Rydberg systems.
Decoherence is an irreversible change of the population or the phase of a quantum
state. Decoherence can be introduced accidentally or on purpose, e.g. in the process
of a measurement. In some cases, decoherence can even serve as a tool for engineering
interesting quantum states as proposed in [Diehl et al., 2008]. In Rydberg systems
decoherence can e.g. be exploited for engineering a deterministic single photon
absorber [Honer et al., 2011] or single photon source [Dudin and Kuzmich, 2012]. It
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Figure 2.4: Occurrences of Fo¨rster resonances between Rydberg S states of principal
quantum numbers n1 and n2 at fields below 4 V/cm. The markers indicate the different
state combinations for the resonances, at the top the relevant P -pair states are indicated.
During this thesis we have mainly used resonances with a difference in principal quantum
number ∆n = 1 (e.g. |37S, 38S〉 ↔ |37P, 37P 〉) and ∆n = 2 (e.g. |48S, 50S〉 ↔
|48P, 49P 〉), but also ∆n = 13 (|37S, 50S〉 ↔ |36P, 51P 〉). These resonances are
indicated with red circles.
also strongly affects the formation of correlated structures [Lee et al., 2011; Lee et al.,
2012; Petrosyan et al., 2013; Ho¨ning et al., 2013; Schempp et al., 2014; Scho¨nleber
et al., 2014; Lesanovsky and Garrahan, 2014] as will be discussed in the context of
our experiments in Ch. 4, as well as the energy transport dynamics which we present
in Ch. 6. In the context of quantum simulation it can become necessary to introduce
and control different types of decoherence in order to model key processes of certain
systems, as will be used to our advantage in Ch. 6.
In Rydberg systems we find various processes which result in decoherence with
different implications for the system:
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Ionization processes: these can e.g. be due to mechanical forces ([Amthor et al.,
2007b; Amthor et al., 2007a]), due to blackbody radiation, or due to field ionization,
and result in a total decay of the Rydberg population. Eventually the whole sample
can evolve into an ultracold plasma as we have studied in [Robert-de-Saint-Vincent
et al., 2013]. Spontaneous ionization can be minimized by using repulsively inter-
acting Rydberg states [Amthor et al., 2007b; Amthor et al., 2007a].
Population redistribution among Rydberg states due to blackbody radia-
tion [Gallagher, 1994] and radiative decay of Rydberg states: the respective
rates depend on the principal quantum number of the involved Rydberg states. Ryd-
berg states have long lifetimes as compared to ground state atoms, typically on the
order of ≈ 10 − 100µs [Beterov et al., 2009]. In most experiments presented here
these processes do not play a major role.
Radiative decay of other states involved in the excitation process: we typi-
cally exploit a two-photon scheme for Rydberg excitation, involving an intermediate
state. The rapid decay of this intermediate state does not directly result in a change
of the Rydberg state population, but it can be a source of decoherence of the system.
Dephasing: laser frequency fluctuations due to technical limitations are a source
of dephasing for the coupled atom-light system, since it leads to fluctuations of
dressed-state energies. Typically this source of dephasing is common to all atoms.
In addition the motion of the atoms can lead to dephasing when during the experi-
ment the atoms move by a significant fraction of the optical wavelength and thus
experience different phases of the coupling field. Since the atomic motion is thermal
the resulting fluctuations are independent for all atoms.
Measurement induced decoherence: this can either be a destructive measure-
ment or a non-demolition measurement. Even an ideal measurement constitutes a
projection of the systems’s quantum state. In the imaging scheme discussed in Ch. 5
and 6 the measurement arises from photon scattering from a rapidly decaying state.
In our experiment this mechanism is especially important when studying energy
transport between different Rydberg states.
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Theoretical description
Formally the effect of decoherence on the time evolution of a system can be incor-
porated with the density matrix formalism by solving the Lindblad Master equation
ρ˙ = − i
~
[Hˆ, ρˆ] + L[ρˆ]. (2.14)
This equation describes the time evolution of an ensemble average. The so-called
Lindblad term L can be obtained by separating the Hamiltonian of the system into a
coherent time-independent part and a fluctuating part (see e.g. [Breuer and Petruc-
cione, 2002; Gardiner and Zoller, 2004]). This second part can contain fluctuations
of the energy levels (the diagonal terms) as well as the coherent couplings (the
off-diagonal terms). Assuming uncorrelated fluctuations and averaging over these
fluctuations yields
L[ρˆ] =
∑
n,m
Lˆn,mρˆLˆ
†
n,m −
1
2
(Lˆ†n,mLˆn,mρˆ+ ρˆLˆ
†
n,mLˆn,m) (2.15)
The off-diagonal terms Lˆn,m 6=n =
√
Γn,m|n〉〈m| represent decays from state |m〉 to |n〉
with the respective decay constant Γn,m, and the diagonal terms Lˆm,m =
√
γm|m〉〈m|
reflect the dephasing of state |m〉 due to energy fluctuations, where γm specifies the
dephasing rate. In the Lindblad equations the decay Lˆn,m leads to changes in the
populations of states |n〉 and |m〉 with rate Γn,m, and to a decay of the coherences
|m〉〈n| and |n〉〈m| with rate Γn,m/2. In contrast the dephasings Lˆm,m only lead
to a decay of the coherences, i.e. the off-diagonal density matrix elements. The
decay rate for the coherence between two particular states depends on their relative
energy fluctuations. This description also captures laser dephasings which lead to
fluctuating energies of the dressed states. Alternatively laser frequency fluctuations
can be included by adding a phenomenological term Llaser[ρˆ] = ∑n,m γnm(ρˆ|n〉〈m|+
|m〉〈n|ρˆ) to eq. 2.14. Here the γnm quantify the frequency fluctuation of the laser
field coupling the states |n〉 and |m〉. This approach can be of practical use when
constructing the Lindblad operator for systems involving a large number of states.
Note that the description of laser dephasing within the density matrix formalism
holds for a single atom. For an ensemble of atoms the laser frequency fluctuations
are common to all atoms. Therefore all atoms undergo the same phase evolution and
can thus in principle still interfere with each other. This fact will be important for
the formation of Rydberg aggregates as discussed in Ch. 4. In contrast, a mechanism
which can decohere atoms independent of each other, is motional dephasing.
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2.3 Experimental approach to ultracold Rydberg
atoms
The experimental apparatus which was built during this thesis has to fulfill various
requirements. First of all it has to allow for the preparation of cold and dense atomic
samples in order to realize strongly interacting Rydberg systems. Fast duty cycles
are required to obtain large statistical samples in a reasonable time. In addition
the mechanical design has to be such that good optical access is preserved for all
kinds of imaging, excitation and trapping. In our experiments we work with 87Rb
atoms since these are comparably straightforward to cool and trap. In the following
the details of our experimental apparatus will be introduced. Ch. 2.3.1 describes
the preparation of cold and dense clouds of ground state atoms. The ingredients
required for Rydberg atom experiments will be described in Ch. 2.3.2. This includes
the design of an electrode structure which allows to apply arbitrary electric fields and
field gradients for Rydberg atom excitation, manipulation and detection. In addition
our single atom sensitive detection scheme is discussed. A more detailed description
of the complete apparatus can be found in [Hofmann et al., 2013a; Hofmann, 2013].
2.3.1 Preparing ultracold and dense atomic samples
Cooling and Trapping in a magneto-optical trap
In order to perform fast duty cycles it is crucial to achieve a fast loading of the
magneto-optical trap (MOT). We realize this by loading the three-dimensional (3D)
MOT from a two-dimensional (2D) MOT [Dieckmann et al., 1998]. The 2D-MOT
creates a high-flux beam of cold atoms which is aligned towards the 3D-MOT and
thus allows for much faster loading rates as compared to loading from a hot and
undirected background gas.
We realize the 2D-MOT in a glass cell which is attached to our main vacuum
chamber under an angle of 20◦. A small hole of 800µm diameter, through which
the cold atom beam is guided, serves as a differential pumping stage, which allows
to maintain very good vacuum in the main chamber (below 10−12 mbar) while at
the same time allowing for high partial pressure of Rb in the glass cell. We use
permanent magnets to create the required magnetic quadrupole field for the 2D-
MOT in combination with Helmholtz coils, which allow to fine tune the magnetic
field such that its zero crossing is aligned with the differential pumping tube. The
gradient is chosen to be 16 G/cm. Four regions in the cell are illuminated with
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Figure 2.5: Schematic of the experimental setup. Sketched are the atomic cloud which
is located in the center of an electrode structure. This electrode structure on the one
hand serves to apply small electric compensation fields during the experiments. On the
other hand fields as large as 1.2 kV/cm can be applied to ionize the Rydberg atoms.
The ions are then guided to a microchannel plate detector (MCP) using an extra pair
of electrodes (deflection rings). The atoms can be imaged on a CCD camera using
absorption imaging. The laser beam at 480 nm for the Rydberg excitation is focused to
the center of the atomic cloud in order to achieve reasonable coupling strengths.
cooling and repumping light, where each beam is retro-reflected and has a circular
geometry with a diameter of 20 mm. The light for cooling in the two directions
is provided from one optical fiber each and subsequently distributed to the four
cooling regions by a combination of polarizing beam splitter cubes and wave plates.
An additional laser beam of 7 mm diameter is aligned on the symmetry axis of
the glass cell and serves to push the atoms through the differential pumping stage
towards the center of the main chamber. The lasers we use for the 2D-MOT are a
TOPTICA DLX 110 (1000 mW) diode laser for cooling and pushing and a home-
built diode laser for repumping, which at the same time also serves as a repumper
for the 3D-MOT. We achieve loading rates as large as 3.9×109s−1 when running at a
dispenser current of 3.2 A. For routine operation we run at a lower dispenser current
of 2.3 A yielding loading rates of 5× 108s−1. Our particular setup is also described
in detail in [Ho¨ltkemeier, 2011; Busche, 2011; Go¨tz et al., 2012; Hofmann, 2013].
An important advantage of a 2D-MOT in the context of Rydberg experiments is the
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fact that only the 87Rb atoms are cooled in the 2D-MOT whereas ions that are also
produced by the dispenser remain hot and are thus very unlikely to pass through the
differential pumping tube into the main chamber, where they could possibly lead to
uncontrolled conditions for the Rydberg atom excitation.
The 3D-MOT is realized by six independently adjustable cooling beams of 20 mm
diameter and an overall power of 125 mW obtained from a tapered amplifier system
(TOPTICA TA100, 1500 mW). The magnetic field coils are situated outside the
vacuum and built from hollow wires which allow for water cooling and thus for high
currents. The details on their mechanical design can be found in [Hofmann, 2013].
We start loading with a magnetic field gradient of 10.5 G/cm and a cooling laser
detuning of ≈ −19 MHz. After typically 2-4 s of loading we ramp up the magnetic
field gradient to 14 G/cm in order to compress the cloud and thus to match its size
to that of the optical dipole trap which is already on during the MOT loading. The
compression is followed by a molasses phase during which we reduce the cooling
as well as the repumping power while increasing the cooling detuning to -48 MHz.
Turning the repumper off 2 ms in advance we end up with the atoms in the optical
dipole trap being mainly prepared in the lowest hyperfine state |5S1/2, F = 1〉. This
preparation minimizes losses due to state changing collisions in the optical dipole
trap.
Optical dipole trap
Cooling below MOT temperatures and overcoming the density limitations of a MOT
requires to work with conservative potentials as e.g. magnetic traps, optical dipole
traps or combinations of the two approaches. We chose to work with optical dipole
traps since they have proven to allow for faster cooling cycles and they can also be
switched off arbitrarily fast as compared to magnetic traps. In the framework of
a Diploma thesis [Faber, 2011] we have designed a geometry for the optical dipole
trap which is composed of three laser beams in total. Two beams of 120µm waist
are crossed under an angle of 5◦ to form a reservoir into which we initially load the
atoms. Their diameter is chosen such that we can at the same time achieve a good
spatial overlap with the MOT and realize sufficient trap depths. Crossing the two
beams under a small angle provides much better axial confinement as compared to
a single reservoir beam of the same power. A third beam (dimple beam) is tightly
focused onto the atoms and crosses the reservoir under an angle of 45◦. This tightly
focused beam allows for large trap frequencies and thus for efficient thermalization
required for fast evaporative cooling.
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The three beams are provided by a high power laser system at a wavelength of
1064 nm. Initially we used a 50 W fiber amplifier (Nufern) seeded by a narrow band
solid state laser (Innolight Mephisto 1 W). Later on this system was replaced by
a 55 W solid state laser (Mephisto MOPA 55) because of degradation of the beam
profile. Part of the overall power (typically up to 5 W) is used for the dimple beam.
This beam is first enlarged to a size of≈ 10 mm and then focused onto the atoms with
a 230 mm focal length lens resulting in a beam waist of ≈ 10µm (when diffraction
limited). Depending on the experimental requirements we can also use either the
dimple or the reservoir trap exclusively, e.g. to realize different dimensionalities of
the cloud.
After loading into the dipole trap we hold the atoms for up to a few 100 ms
for initial thermalization. If required we then start a series of evaporation ramps
by reducing both the reservoir as well as the dimple power. As mentioned before
we prepare the atoms in the lowest hyperfine state |5S1/2, F = 1〉 at the end of
the MOT cycle to prevent losses caused by state changing collisions. Although not
used in daily operation we can reach Bose-Einstein condensation (BEC) with the
scheme described above within an overall cycle duration of 4.5 s resulting in a BEC
of 8 × 103 atoms. Realizing slightly longer cycles we have obtained up to 6 × 104
atoms in the condensate. Details of the evaporation ramps can be found in [Faber,
2011; Hofmann et al., 2013a].
Preparing a well-defined ground state
In order to start from a well defined atomic ground state we make use of a microwave
field to prepare the atoms in a single Zeeman state, e.g. |5S1/2, F = 2,mF = +2〉.
Starting from the atoms in the optical dipole trap which are distributed among the
three Zeeman states of the lower hyperfine state |5S1/2, F = 1〉 (see also fig. 2.6) we
set the microwave frequency to be resonant with the transition |5S1/2, F = 1,mF =
+1〉 → |5S1/2, F = 2,mF = +2〉 at a finite magnetic field B0 (typically B0 ≈
2.5 G) and sweep the magnetic field adiabatically from B0−∆B to B0 + ∆B where
typically ∆B ≈ 0.05 G. Due to the Zeeman shift this procedure is equivalent to
a microwave frequency sweep and provides a robust and efficient way to transfer
population between two states.
Timing of the experiment
The timing of the experiments is realized using LogicBoxes. The LogicBox is a
FPGA (field programmable gate array) based system developed by the electronics
20 Chapter 2. Ultracold Rydberg gases
workshop of the Physikalisches Institut which features digital as well as analog inputs
and outputs. It allows programming arbitrary experimental sequences with a time
resolution of 100 ns (digital channels) and 5µs (analog channels). The LogicBoxes
are interfaced with a LabView Programm which allows to define and combine various
experimental sub-sequences. A few other instruments are controlled from the same
LabView interface, as e.g. the high and low voltage supplies (W-IE-NE-R MPOD
mini Crate with modules for positive (EHS F030p-305-SHV) and negative (EHS
F030n-305-SHV) high voltages, as well as a low voltage module with switchable
polarity), a microwave synthesizer (Anritsu MG3697C) to realize transitions between
Rydberg states, a fast oscilloscope (LeCroy WavePro 7000) for reading out the ion
signals from the micro-channel plate detector (MCP) as well as different cameras for
absorption imaging. The images as well as the ion traces are automatically analyzed
immediately after acquisition and the results are written into a file.
2.3.2 Rydberg atom excitation and detection
Two-photon excitation scheme
We realize the excitation to Rydberg states using a two-photon scheme which in-
volves an intermediate state (5P3/2). The laser wavelengths required for this excita-
tion scheme are ≈ 780 nm and ≈ 480 nm. The corresponding level scheme is sketched
in fig. 2.6. The light at 780 nm is provided by a diode laser (TOPTICA DL100 pro,
120 mW) which illuminates the atomic cloud homogeneously. At the same time
this light serves for absorption imaging of the ground state atoms. Whenever larger
powers are required for excitation we recycle light from the MOT laser system (TOP-
TICA TA, 1500 mW). The blue light (480 nm) is provided by two frequency doubled
diode laser systems (TOPTICA TA-SHG and TOPTICA TA-SHG pro) with an
output power of 130 mW and up to 1 W of blue light, respectively. We stabilize the
frequency of these lasers to an EIT resonance in a thermal vapor cell as described
in [Abel et al., 2009; Mu¨ller, 2010]. For switching the blue laser beams on and off
we use electro-optical modulators (EOMs) in combination with mechanical shutters.
In order to make sure that we work with only stretched transitions and can thus
assume to have a clean three-level system we apply a magnetic field of typically 3 G
along the excitation axis [Busche, 2011] and use appropriate laser polarizations.
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Figure 2.6: Relevant levels of 87Rb in the presence of a small magnetic field. From
the lowest hyperfine state we prepare the atoms in the state |5S1/2, F = 2,mF = +2〉
using a 6.8 GHz microwave sweep. This is the starting point for the three-level system
(highlighted in green) that we couple optically with lasers at 780 nm and 480 nm. Note
that the level spacings as sketched here are not to scale. Detailed information on the
level scheme of Rubidium can be found in [Steck, 2001].
Stray field compensation
As mentioned in Ch. 2.1 Rydberg atoms have huge polarizabilities and therefore
experience pronounced Stark shifts at fields as small as a few mV/cm. Hence stray
electric fields have to be compensated as accurately as possible. To this end we have
designed an electrode structure for field compensation [Mu¨ller, 2010]. It consists
of two rings which are each cut into four equal segments. These segments (field
plates) are symmetrically placed around the atoms as sketched in fig. 2.5 and can
be individually supplied with different voltages. This geometry allows us to control
fields and field gradients in arbitrary spatial directions. Simulations using SimION
predict that stray field compensation below 5 mV/cm over a volume of 1mm3 should
be possible. The design of the electrode structure is shown in fig. 2.7 and discussed
in detail in the following section.
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Figure 2.7: Electrode assembly for electric field control and for field ionization of
Rydberg atoms. (a) Schematic drawing of the electrode assembly for electric field
control and for field ionization of Rydberg atoms. A grounded supporting structure
¬ holds two deflection rings ­ as well as four upper ® and four lower ¯ field plates
in place, that are used to control the electric field landscape at the position of the
atoms. Ion detection is possible with either a micro-channel plate detector (MCP) ° or
a channel electron multiplier detector (CEM) ±. (b) Photograph of the stainless steel
structure which also shows the Faraday cages ² that surround the detectors and the
vacuum flange ³ with 18 high voltage connections. The position of the atom cloud and
the orientation of the dipole trap are sketched on the photograph.
Field ionization detection
For Rydberg atom detection we make use of field ionization. The electrode struc-
ture used for field compensation therefore also serves to apply high voltages of up
to ±3000 V resulting in electric fields of up to 1200 V/cm, which is sufficient to ion-
ize Rydberg atoms with principal quantum number as small as n ≈ 23 (classical
ionization threshold as taken from [Gallagher, 1994]). To this end all the compo-
nents used in the electrode structure have to stand voltages of 3 kV, in particular
in the fabrication process of the metal parts smooth surfaces have to be machined
in order to prevent sparking. The high as well as the low voltages are provided by
a combined device (Wiener MPOD). This device is controlled from the LabView
interface via an ethernet connection and can thus not be programmed in real time.
In order to realize fast electric field changes, e.g. in order to switch between (small)
compensation and (large) ionization fields, we make use of Behlke switches which
can be triggered from the LogicBox and have switching times as short as ≈ 300 ns.
The apparatus contains two ion detectors: a channel electron multiplier (CEM,
Dr. Sjuts KBL15RS) and a micro-channel plate detector (MCP, Hamamatsu F1551-
21S). During this thesis we mainly used the MCP since it is suited for the detection
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Figure 2.8: Readout scheme of the MCP. The MCP anode is supplied with -180 V which
accelerates the secondary electrons from the MCP towards this anode. The capacity
C1 = 100 pF together with the input resistance of the preamplifier (50 Ω for ORTEC
VT120C) determines the time constant of the readout scheme. In our case voltage
spikes as narrow as 1.5 ns corresponding to single ions can clearly be resolved. C2 =1 nF
together with R2 = 1 MΩ buffers the supply voltage and thus prevents voltage spikes
on the preamplifier as well as on the anode itself, which could otherwise be caused by
abrupt switching of the supply voltage. R1 = 1 MΩ is chosen to be large as compared
to the input resistance of the preamplifier.
of many ions, but at the same time also allows for the detection of very few and even
single ions. In contrast, the CEM which has only one amplification channel cannot
handle large ion signals. This is due to a dead time after any detection event which
is caused by a charge depletion in the channel walls. In an MCP also each channel
has a dead time, but since it is very unlikely for two ions to hit the same channel,
many ions can still be simultaneously detected.
As can be seen in fig. 2.7 both detectors are situated in a plane above the atoms
in order to not obscure the optical access to the atoms. To guide the ions onto
the ion detectors we therefore added two additional electrodes shaped as half-rings
which are located above the upper field plates and help to guide the ions around the
corner. The major source for electric stray fields are the supply voltages of the ion
detectors. For this reason these are placed inside Faraday cages in order to shield the
stray field as much as possible. The entrance of the cage is realized using a highly
transparent mesh. Despite the shielding the supply voltages of the detectors still
create fields of ≈ 0.6 V/cm at the position of the atoms as can be seen in fig. 2.12
and will be discussed later in the context of optimized stray field compensation.
The whole electrode structure together with the Faraday cages containing the ion
detectors is mounted to the top flange of the vacuum chamber. The supply voltages
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are provided using 18 SHV feedthroughs (8 electrodes, 2 deflection rings, 2 Faraday
cages and 3 connections for each of the two ion detectors) which are welded into
the top flange. Wherever possible the wires inside the vacuum are guided behind
the holding structure in order to reduce stray fields at the position of the atoms as
much as possible. Insulating pieces inside the vacuum were fabricated from Macor,
a machinable glass-ceramic.
In order to detect the 87Rb+ ions we apply -1900 V to the front surface of the
MCP and -280 V to its back. The signal is read out from the anode (-180 V) via
a capacitor as depicted in fig 2.8. After pre-amplification (ORTEC VT120C) the
signal is displayed and saved on a fast oscilloscope (LeCroy WavePro 7000, 1 GHz).
The 100 pF capacity of C1 together with the input resistance of the preamplifier
of 50 Ω determines the time resolution of the readout scheme. In our case we are
able to resolve signals corresponding to single ions, which are as narrow as 1.5 ns.
The second capacitor, C2 =1 nF, together with the resistor R2 = 1 MΩ buffers the
supply voltage and thus prevents voltage spikes on the preamplifier as well as on
the anode itself which could otherwise be caused by abrupt switching of the supply
voltage. R1 = 1 MΩ is chosen to be large as compared to the input resistance of the
preamplifier and thus forces the signal into the preamplifier.
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Figure 2.9: Typical ion trace as obtained from the MCP. Each voltage spike (indicated
by the black triangles) above a certain threshold (red dashed line) corresponds to a single
detection event. Depending on the ionization field configuration the ions are spread over
a certain range of arrival times. From the number and width of the spikes we estimate
the probability for temporal overlap of two spikes, thereby judging on whether we can
simply count the spikes to get a measure for the Rydberg atom number.
MCPs as well as CEMs have a finite detection efficiency, i.e. not every ion hitting
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the detector creates a voltage spike in the signal. This detection efficiency depends
on the energy of the incoming particles as well as on the angle at which they hit the
channels. In our particular setup we can also not consider the guiding of the ions
to the detector and the transmission through the mesh to be perfect. Overall we
estimate the detection efficiency of our system to be around 40 %. The avalanche
amplification mechanism in addition leads to a pulse height distribution, i.e. there
is no fixed gain for one ion but instead the voltage spikes amplitudes cover a large
range.
At low count rates (at our typical settings for up to 10 detection events) each
voltage spike as depicted in fig. 2.9 can be assigned to a single detection event since
the probability for the spikes to overlap is negligible. The number of spikes in
this range together with a particular detection efficiency therefore serves as a good
measure for the number of Rydberg atoms. At higher count rates the spikes are more
likely to overlap. In this case the integral of the MCP signal is a better measure
for the number of Rydberg atoms. Note that the fields used for ionization strongly
influence the spread of the ions on the MCP. Therefore the number of spikes at
which counting does not yield reliable information any more has to be determined
independently for each field configuration.
Optimizing parameters using an evolutionary algorithm
In the experiments we routinely scan various experimental parameters in order to
find the best conditions. However, in situations where several parameters are coupled
they cannot be easily optimized by independent scans because their effects cannot
be separated. This is usually the case for the voltages we apply to the electrode
structure, for stray field compensation as well as for guiding the ions to the MCP.
But also in other parts of the experiment we find coupled parameters as e.g. the
laser parameters at the end of the molasses, which are critical for efficiently loading
the optical dipole trap. To still optimize these parameters we have (in the framework
of a Bachelor’s thesis) implemented into our experimental control an evolutionary
algorithm [Argus, 2013] which searches the best parameters within a certain window
without trying every possible combination of parameters.
An evolutionary algorithm works as sketched in fig 2.10 (see e.g. [Weise, 2009]):
first of all an initial population, i.e. a finite number of possible parameter combina-
tions (“individuals”), is created by sampling from a uniform random distribution in a
restricted search space. This population of individuals is then tested experimentally
and their performance (“fitness”) is evaluated. The individuals which performed best
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Initial population:
create initial population
of random individuals
Evolution: Selection:
Reproduction:
compute ﬁtness values
of solution candidates
select the ﬁttest 
individuals for 
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from the mating pool by
crossover and mutation
Figure 2.10: Illustration of an evolutionary algorithm. In a first step an initial population
is created of which the performance is tested in a second step. Those individuals which
perform best are selected for reproduction, i.e. they serve as a pool from which a new
generation of individuals is created. Figure adapted from [Weise, 2009]
are selected and serve as a pool from which a new generation of individuals is created
for further optimization. Using biological language these new individuals are created
by crossover and mutation i.e. by mixing the properties of the parents combined
with additional random variation of parameters. This crossover and mutation can
be realized using various approaches where the amount of randomness has to be
balanced such that the search does not take too long (too much randomness) but at
the same time it is not too much restricted to an initially found local optimum (not
enough randomness). The best choice for this procedure as well as for the initial
population size depends strongly on the optimization problem. For our experimental
applications these choices are discussed in detail in [Argus, 2013].
The implementation of the algorithm into the experiment is sketched in fig. 2.11.
The optimization is set up via the LabView interface where the parameters for the
optimization, the initial size of the population and the boundaries of the search
space are specified. The optimization algorithm, which is implemented in Python,
receives this information and creates an initial population which is given back to
the control program. The control program launches a set of experiments using the
initial population of parameter combinations. The results of these experiments are
obtained from an analysis program written in Matlab and saved into a table. The
values of the quantity that is to be optimized are read from this table and used to
create a new generation of individuals which is again passed to the control program.
We have used the evolutionary algorithm for three different experimental applica-
tions. An important step is e.g. the initial loading of the dipole trap which depends
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Figure 2.11: Sketch of the implementation of the algorithm. Via the LabView control
program the optimization (implemented in Python) is configured and the experiments are
are initiated with the parameters provided by the optimization program. The experiments
are analyzed using Matlab and the results are written into a table from which they are
again read by the Python program.
crucially on the powers and detunings of the MOT lasers at the end of the molasses
phase. Since the effects of these parameters are strongly coupled they represent a
typical set of parameters to be optimized using an evolutionary algorithm. Also
the voltages applied for field ionization and subsequent guiding of the ions towards
the detector have been optimized accordingly. Since we use at least four different
voltages for guiding, and since a voltage applied to an electrode changes the electric
field not only in one but in all three directions, the applied voltages cannot be inde-
pendently scanned. With the evolutionary algorithm, however, we have been able
to optimize these voltages very efficiently.
The optimization of the compensation fields is slightly more involved since in
principle the resonance position would have to be determined for each combination of
voltages. To avoid taking a full spectrum for every combination of voltages we exploit
the quadratic Stark effect of Rydberg S states where any finite electric field reduces
the energy of the state and thus leads to a smaller resonance frequency. Starting from
a Rydberg excitation spectrum at a random electric field with a resonance frequency
ν0 we can in the next step detune our excitation frequency to a slightly higher
frequency ν0 + δν. The detuning δν could e.g. be chosen such that the excitation
signal has dropped to 50% at ν0 + δν. The voltages for stray field compensation can
now be optimized by maximizing the excitation signal, e.g. the number of ions, at the
fixed frequency ν0 + δν. Any combination of voltages leading to larger electric field
at the position of the atoms would shift the resonance to smaller frequencies ν < ν0
from which the actual excitation frequency ν0 + δν is farther detuned, thus leading
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Figure 2.12: EIT transmission spectra for different field configurations. The maximum
of the transmission indicates the position of the resonance. A scan without MCP supply
voltage and without any compensation fields (red curve) serves as a reference for a
situation close to zero field. With the MCP supply voltage turned on but still without
compensation fields (blue curve) we find a shift of the resonance frequency of -8.9 MHz
corresponding to a field of ≈ 0.6 V/cm. After optimizing the voltages for stray field
compensation we obtain a spectrum (black curve) which is almost on top of the“voltage-
free” spectrum, indicating very good compensation of the field caused by the MCP
voltage. The fits are exponential-gaussian hybrids as discussed in [Lan and Jorgenson,
2001]. The vertical lines indicate the resonance positions obtained from the fits.
to a smaller excitation probability. In contrast, a voltage combination reducing the
electric field at the position of the atoms shifts the resonance to larger frequencies,
i.e. closer to ν0 + δν, thereby enhancing the excitation probability. Thus optimizing
on the excitation signal of a blue detuned excitation reduces the electric field at
the position of the atoms. If after one round of optimization the spectrum has
significantly shifted to larger frequencies the procedure might have to be repeated
at even larger excitation frequencies to not just reduce the fields but to actually
reach the minimum.
In our experiment we start by taking a reference spectrum without any voltages
applied to the electrodes and without supply voltage for the MCP detector. This
should be an almost field free situation since we suspect the MCP supply voltage to
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be the largest source of stray fields. Since without the MCP supply voltage we cannot
take excitation spectra based on field ionization we determine the resonance position
using electro-magnetically induced transparency (EIT), which will be discussed in
detail in Ch. 3. Essentially the atoms feature a transparency resonance for the 780 nm
light (see fig. 2.6) when the 480 nm light couples resonantly to a Rydberg state.
The reference EIT spectrum using the Rydberg state 50S is shown in fig. 2.12 (red
curve). When turning the MCP supply voltage on we find the EIT resonance shifted
by −8.9 MHz (blue curve). Considering the polarizability of 50.61 MHz/(V/cm)2
for the state 50S [O’Sullivan and Stoicheff, 1985] this corresponds to a field of
≈ 0.6 V/cm which has to be compensated. After running the field optimization by
maximizing the ion signal as discussed above we take again an EIT spectrum with
the MCP supply voltage and the compensation fields turned on in order to judge on
the success of the optimization (black curve). We find the spectrum lying almost on
top of the reference spectrum indicating that the stray fields induced by the MCP
supply voltage can be very well compensated. In order to compensate stray fields
even more precisely the procedure as described above would have to be repeated at
higher lying Rydberg states which are even more sensitive to electric fields.

Chapter 3
Coupling light to interacting
three-level atoms
This chapter is partially based on the following publications:
Coherent population trapping with controlled interparticle interactions
H. Schempp, G. Gu¨nter, C. S. Hofmann, C. Giese, S. D. Saliba, B. D. DePaola, T.
Amthor, M. Weidemu¨ller, S. Sevinc¸li, T. Pohl
Physical Review Letters 104, 173602 (2010)
Sub-Poissonian statistics of Rydberg-interacting dark-state polaritons
C. S. Hofmann, G. Gu¨nter, H. Schempp, M. Robert-de-Saint-Vincent, M. Ga¨rttner,
J. Evers, S. Whitlock, M. Weidemu¨ller
Physical Review Letters 110, 203601 (2013)
In atomic three-level systems there is a variety of effects such as Stimulated Ra-
man Adiabatic Passage (STIRAP) [Bergmann et al., 1998], Coherent Population
Trapping (CPT) [Arimondo, 1996] and Electromagnetically Induced Transparency
(EIT) [Fleischhauer et al., 2005], which all rely on the population of a dark state.
These effects have been widely investigated, ranging from applications for light stor-
age protocols [Phillips et al., 2001], to the preparation of molecules in their absolute
ground state [Ni et al., 2008]. Combining these intensely studied phenomena with
strong interactions in ultracold Rydberg gases has recently lead to the discovery of
new interesting effects. First experiments on dark resonances in interacting systems
[Pritchard et al., 2010], including our own work [Schempp et al., 2010], have revealed
a suppression of dark resonances with increasing interaction strength. Only in the
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last three years different groups have realized effective photon-photon interactions
using EIT in combination with strong Rydberg interactions [Dudin and Kuzmich,
2012; Peyronel et al., 2012; Maxwell et al., 2013; Firstenberg et al., 2013]. These
effects can be understood in the framework of dark-state polaritons (DSP) as pro-
posed by [Fleischhauer and Lukin, 2000]. After a short review of the mechanisms
and the mathematical description of CPT and EIT for non-interacting systems, i.e.
for independent atoms, the concept of DSPs will therefore be introduced in Ch. 3.1.2.
This concept provides a picture for how interatomic interactions change the opti-
cal as well as the atomic properties under EIT conditions. Our studies of CPT
in strongly interacting systems will be presented in Ch. 3.2.1. In Ch. 3.2.2-3.2.4 we
discuss our work on interacting dark-state polaritons. On the one hand these inter-
actions become apparent as an optical nonlinearity, but at the same time they are
also reflected in the counting statistics of the polaritons which can be accessed by
measuring their matter part.
3.1 Three-level effects in non-interacting systems
3.1.1 Dark states and electromagnetically induced trans-
parency
Atom-light interactions
In the following we will review some properties of atomic three-level systems coupled
to two coherent light fields. Our particular system is a so-called ladder system
as depicted in fig. 3.1, however, most of the effects discussed here can be directly
mapped onto so-called Λ-systems comprised of two ground states and one excited
state. The ground state |g〉, the excited state |e〉 and a highly excited Rydberg state
|r〉 are the relevant levels for most of the experiments discussed in this thesis, and
they are coherently coupled by two laser fields ω and Ω, respectively. For the theory
introduced here it is of particular importance that |r〉 is long-lived as compared to
|e〉, i.e. for the decay rates we assume Γe  Γr.
The Hamiltonian of an atom interacting with two light fields has three contribu-
tions describing the bare atom, the light field and the coupling between atom and
light field. A convenient basis for this combined system are the so-called dressed
states which contain information on both the bare atomic levels as depicted in fig. 3.1
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Figure 3.1: Relevant properties of the three-level systems discussed in this thesis. The
three levels (ground state |g〉, excited state |e〉 and Rydberg state |r〉) are coherently
coupled by two laser fields of coupling strengths ω and Ω. The states |e〉 and |r〉 are
subject to decay with decay constants Γe and Γr, respectively.
as well as on the light field:
|1〉 = |g, n+ 1, N〉 (3.1)
|2〉 = |e, n,N〉 , (3.2)
|3〉 = |r, n,N − 1〉 (3.3)
where n and N are the number of photons in the laser fields ω and Ω, i.e. an atomic
excitation comes along with the reduction of the number of photons. The energy
difference between the dressed states is therefore given only by the detunings δ and
∆ of the laser fields from the atomic transition frequencies.
Using the dipole approximation and the rotating wave approximation (see e.g.
[Scully and Zubairy, 1997]) the Hamiltonian in the basis of the dressed atomic states
|1〉, |2〉 and |3〉 is given by
H = ~
−δ ω/2 0ω/2 0 Ω/2
0 Ω/2 ∆
 . (3.4)
where ω and Ω are the Rabi frequencies of the transitions |g〉 ↔ |e〉 and |e〉 ↔ |r〉),
respectively.
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Dark states
To gain a more intuitive understanding of the effects mentioned above it is instructive
to choose the following states as a basis
|b〉 = 1√
ω2 + Ω2
(ω |1〉+ Ω |3〉) (3.5)
|2〉 = |2〉 (3.6)
|d〉 = 1√
ω2 + Ω2
(Ω |1〉 − ω |3〉) . (3.7)
The appearance of a dark resonance e.g. can directly be seen when transforming
the Hamiltonian of the coupled atom-light system (eq. 3.4) into this new basis. The
states 3.5 - 3.7 can be obtained from the dressed atomic states |1〉, |2〉 and |3〉 by
applying the unitary transformation
T =
1√
ω2 + Ω2
ω 0 Ω0 √ω2 + Ω2 0
Ω 0 −ω
 (3.8)
Hence the Hamiltonian in the new basis reads
H˜ = T †HT = ~

−δω2+∆Ω2
ω2+Ω2
1
2
√
ω2 + Ω2 − (δ+∆)ωΩ
ω2+Ω2
1
2
√
ω2 + Ω2 0 0
− (δ+∆)ωΩ
ω2+Ω2
0 ∆ω
2−δΩ2
ω2+Ω2
 . (3.9)
We see that on two-photon resonance (δ = −∆) only the states |b〉 and |2〉 are
coupled while the state |d〉 is not coupled to any other state
H˜ = ~
 ∆
1
2
√
ω2 + Ω2 0
1
2
√
ω2 + Ω2 0 0
0 0 ∆
 . (3.10)
i.e. |d〉 is a long-lived eigenstate of the coupled atom-light system. Since it is
decoupled from the light field, |d〉 is called a dark state. The dark state can be
populated due to spontaneous decay of state |2〉 or be prepared via adiabatic passage.
However, once the atoms have reached the dark state, they are trapped in there. This
fact has consequences for the light field propagation as well as for the atomic state
populations. While the intermediate state |2〉 is not at all populated the populations
of states |1〉 and |3〉 are given by Ω2
ω2+Ω2
and ω
2
ω2+Ω2
respectively.
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Optical Bloch Equations
Knowing the Hamiltonian as given in eq. 3.4 the coherent evolution of the system
can be calculated. Within the density matrix formalism this time evolution reads
ρ˙ = − i
~
[H, ρ] (3.11)
However, in order to capture incoherent processes such as decay and dephasing,
additional terms, the so-called Lindblad terms, have to be taken into account:
ρ˙ = − i
~
[H, ρ] + Ldeph(ρ) + Ldec(ρ) (3.12)
Here the laser dephasings γp and γc are incorporated as a decay of coherences, such
that in our three-level system Ldeph(ρ) reads as
Ldeph(ρ) =
 0 γpρ12 (γp + γc)ρ13γpρ12 0 γcρ23
(γp + γc)ρ13 γcρ23 0
 . (3.13)
Ldec accounts for population decays and the resulting loss of coherence. In its general
form it reads
Ldec(ρ) = −1
2
∑
k
(C†kCkρ+ ρC
†
kCk) +
∑
k
CkρC
†
k (3.14)
where the sums run over all possible decay channels. Ck expresses the decay strength
and the involved states of the kth decay channel. In our specific system we have to
account for two decay channels, namely from |e〉 to |g〉 with strength Γe and from
|r〉 to |e〉 with strength Γr. Therefore the sums in eq. 3.14 have two contributions
which are
Cge =
√
Γe|g〉〈e| (3.15)
Cer =
√
Γr|e〉〈r| (3.16)
Having the set of eqs. 3.12 at hand allows for the calculation of the time evolution of
all populations and coherences. Eqs. 3.12 are called Optical Bloch equations (OBE).
Electromagnetically Induced Transparency
As mentioned above the population of the dark state |d〉 comes along with the atoms
being transparent for the light field. I.e., the presence of the light field Ω, also often
referred to as the coupling field Ωc, changes the optical properties of the light field
ω, also referred to as the probe field Ωp, from absorbing to transparent. The width
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of this transparency resonance is determined by the Rabi frequencies as can be seen
from the respective coupling element in eq. 3.9. In addition finite laser linewidths
as discussed in the previous section can broaden and smear out the resonance. For
ω,Ω  Γe the resonance width can be particularly narrow. In an atomic Mott
insulator e.g., where motional dephasing is minimized, EIT transmission windows
of 81 Hz width have been realized [Schnorrberger et al., 2009].
Solving the OBEs (eq. 3.12) yields expressions for all coherences and populations.
Of particular interest is ρ12 which relates to the optical susceptibility χ of the lower
transition as
χ = −χ0 Γe
ω
ρ12 (3.17)
where χ0 = σ0ρ0/k incorporates the resonant absorption cross section σ0 = 3λ
2/(2pi)
of the atoms, the atomic density ρ0 and the wave vector k = 2pi/λ (see e.g. [Pritchard,
2011]). Solving for the steady state of the OBEs (i.e. ρ˙ = 0) with parameters
Ω = 2pi × 2 MHz, ω = 2pi × 0.5 MHz, ∆ = 0, decay rates Γe = 2pi × 6.1 MHz and
Γr = 2pi× 3 kHz and laser dephasings γp = 2pi× 0.1 MHz and γc = 2pi× 0.1 MHz we
obtain the spectra shown in fig. 3.2 (blue lines). For comparison the red lines show
the results for Ω = 0, i.e. the bare two-level response. The three graphs show the
imaginary (left) and the real (center) part of ρ12 as well as the Rydberg population
ρ33 (right). As expected from the discussion on the dark states we find Im[ρ12],
which determines the absorption of the probe light, close to 0 for δ = 0. In addition
Re[ρ12], determining the group index of the atomic medium, features a steep positive
slope which results in a reduced group velocity vgr since
vgr =
c
ngr
=
c
n(ωp) + ωp
dn
dωp
(3.18)
where ωp is the frequency of the probe field. The narrower the EIT width can be
made the steeper the slope dn/dωp will be, resulting in a smaller group velocity.
In some special cases the OBEs can be simplified to yield analytic expressions
e.g. for the quantities displayed in fig. 3.2. Analyzing the steady state (i.e. ρ˙ = 0)
in the weak probe limit (ω  Ω,Γe) yields an analytic solution for the width of the
transparency window
WEIT = Ω
2
2Γe
(3.19)
as well as for ρ12,
ρ12 ≈ iΓ13ω
Γ12Γ13 + Ω2
(3.20)
where we have defined the rates Γ12 = Γe+γp+2iδ and Γ13 = γp+γc+2i(δ+∆). We
see that e.g. Ω can be tuned in order to control the group velocity. Simplifications
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Figure 3.2: Steady state of the imaginary (left) and real (center) part of ρ12 as well as
the Rydberg population ρ33 (right) as a function of the probe detuning δ. In the presence
of a resonant coupling laser field Ω the absorption (∼ Im[ρ12]) shows the characteristic
dip on resonance (blue line) while for Ω = 0 we obtain the well-known Lorentzian
absorption profile of a two-level atom (red line). The real part Re[ρ12] shows a steep
positive slope associated with a small group velocity. Parameters are Ω = 2pi × 2 MHz,
ω = 2pi × 0.5 MHz, ∆ = 0, Γe = 2pi × 6.1 MHz, Γr = 2pi × 3 kHz, γp = 2pi × 0.1 MHz
and γc = 2pi × 0.1 MHz.
similar to that in eq. 3.20 can be made for the other entries of the density matrix
(see [Hofmann et al., 2014]).
3.1.2 Dark-state polaritons
We have seen in the previous section that ω  Ω is a very interesting situation
and that the group velocity, e.g. can become extremely slow for particularly small
ω,Ω. [Fleischhauer and Lukin, 2000] have shown that in the limit of very weak
probe field strengths, in particular in the limit of single probe photons, an adequate
description of EIT is the concept of dark-state polaritons (DSP). In this description
the coupling field Ω is treated as a classical field whereas the probe field is treated in
terms of single quanta. The DSP is a superposition of an electromagnetic excitation
(a probe field photon) and a collective atomic excitation in state |r〉 shared among
N atoms. This concept of collective excitations is justified as long as the density
of probe field photons is much smaller than the atomic density, which is the case
in all our experiments. As discussed in [Fleischhauer and Lukin, 2002] a DSP can
mathematically be written as
|D, 1〉 = cos(θ)|g, 1〉N − sin(θ)|r, 0〉N (3.21)
i.e. a superposition of all the atoms being in the atomic ground state |g〉 while the
probe field contains one photon, and the photon being converted into an atomic
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excitation |r〉. The mixing angle θ, which at the same time determines the group
index ngr of the atomic medium, is given by
tan2(θ) =
6picρΓe
k2pΩ
2
≈ ngr. (3.22)
Here c is the speed of light, Γe the decay rate of the intermediate state, kp = 2pi/λp
the wave number of the probe field photon and ρ the atomic density. Tuning the
atomic density ρ or the coupling field strength Ω therefore allows to change the
character of the DSP from a photon-like particle moving at the speed of light into
a matter-like particle moving at a reduced group velocity. While the absorption of
a photon is usually a dissipative process and therefore irreversible, the conversion
into a DSP is a coherent and fully reversible process which has been proposed in
the context of an interface for quantum information [Fleischhauer and Lukin, 2000;
Fleischhauer and Lukin, 2002] and experimentally demonstrated in e.g. [Phillips
et al., 2001].
3.2 Dark resonances in interacting systems
The above discussion was dealing with the treatment of individual three-level atoms.
The situation becomes of course more involved when it comes to atoms interacting
with each other. In our particular scheme the atoms only interact when they are
both in the Rydberg state |r〉. As was discussed in Ch. 2.1 these interactions come
along with a level shift. Hence one could assume that the dark resonance would be
shifted as well.
However, in our experiments on CPT in interacting systems [Schempp et al.,
2010] we found no shift of the dark resonance and almost no broadening. Instead
we found the amplitude of the dark resonance decrease with increasing interactions.
[Pritchard et al., 2010] found a similar behavior when investigating EIT resonances in
interacting systems, namely a reduced transparency due to interactions. In our later
work on EIT in interacting systems ([Hofmann et al., 2013b]) we were even able to
explore the full range from an almost transparent to a completely absorbing medium
when increasing the interaction strength. Many-body theories can reproduce some
of the experimental data using density matrix expansion [Schempp et al., 2010] or
Monte Carlo simulations using many-body rate equations [Ates et al., 2011; Sevinc¸li
et al., 2011a]. However, these approaches do not provide a very intuitive picture of
the underlying processes.
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Figure 3.3: Low density of DSPs inside the medium (top) vs. dense packing of DSPs
(bottom). The density of DSPs in the medium is determined by both the probe field
intensity, i.e. the flux of probe field photons, as well as the atomic density which
determines the group velocity. In an optically thick medium every photon that cannot
be converted into a DSP is resonantly scattered from the ground state atoms thereby
reducing the transparency of the medium.
As discussed in Ch. 3.1.1 the crucial condition for the existence of a dark state
is two-photon resonance, i.e. δ = −∆. In interacting systems this condition can
be broken due to interaction induced level shifts. The consequences of this level
shift can be well understood in terms of dark-state polaritons (DSPs) as introduced
in Ch. 3.1.2. When entering an atomic medium a single probe photon is coherently
converted into a DSP (eq. 3.21) with a mixing angle depending on the atomic density.
This comes along with a reduced group velocity as well as a finite amplitude of
the matter part of the polariton. At the typical atomic densities in cold atom
experiments the mixing angle is such that the amplitude of the matter part sin(θ) ≈
1. When leaving the atomic sample the polariton is coherently converted back into
a photon, i.e. into a polariton with sin(θ) = 0 due to the vanishing atomic density.
Hence the photon has experienced a transparent medium. The situation changes
when a second photon approaches the atomic cloud within a small time window.
The first photon is still being converted into a DSP, however, since this goes along
with a Rydberg excitation, its presence induces a level shift on the Rydberg states
of the surrounding atoms. This level shift breaks the two-photon resonance, thereby
preventing the second photon to be converted into a DSP. Only once the DSP has
moved by a distance comparable with the range of the interactions, a subsequent
40 Chapter 3. Coupling light to interacting three-level atoms
photon can be converted into a DSP. Any photon reaching the atomic sample before
this cannot be converted into a DSP. Instead these photons experience effective two-
level atoms and are thus absorbed according to Beer’s law. The time it takes until
the first DSP has moved sufficiently far away is determined by the range of the
interaction potential as well as by the group velocity, which in turn is determined
by the atomic density. The overall degree of transparency also depends on the
overall number of incoming photons. Since the absolute number of photons which
can pass through the atomic sample at the same time is limited, all excess photons
are absorbed, thereby reducing the overall transparency. To summarize, the degree
of transparency is determined by the density of DSPs inside the medium, which
mainly depends on the atomic density, the amount of probe field photons and the
range of the interaction potential. The suppression of EIT at high densities and/or
large probe field intensities [Pritchard et al., 2010; Hofmann et al., 2013b], observed
with macroscopic photon numbers, can be understood in this microscopic picture.
The mechanism described above is also sketched in fig. 3.3.
Following the above described picture and looking at the sketch of the densely
packed DSPs in fig. 3.3 the transmitted light should be highly correlated with a
characteristic time between two photons. Indeed this anti-bunching has recently
been observed [Dudin and Kuzmich, 2012; Peyronel et al., 2012; Maxwell et al.,
2013] in the intensity correlations of the transmitted light field.
The ratio of Rabi frequencies ω/Ω determines the population in the Rydberg
state and hence also the strength of interaction effects. In order to maximize inter-
action effects we chose ω > Ω in the CPT experiments. However, when ω  Ω is not
fulfilled the concept of DSP is not fully applicable. In this case the basic mechanism
can still be understood in the framework of a two-atom picture.
A system of two non-interacting atoms has a dark state which is the product state
|d〉⊗|d〉 of two single-atom dark states |d〉 as given in eq. 3.7. For interacting atoms,
however, this product state is no longer a dark state, since it is not an eigenstate
of the Hamiltonian. [Møller et al., 2008] pointed out that the interacting two-atom
system has instead two dark states |d±〉. These dark states have an admixture of
the intermediate state |2〉 and are thus subject to decay. On the other hand they are
significantly populated due to optical pumping, therefore leading to a resonance in
the spectrum. This resonance is unshifted since the states |d±〉 have no contribution
from the doubly excited state |rr〉. This picture can be qualitatively extended to
more than two atoms, since also for more atoms only states involving at most one
Rydberg excitation can be populated when using resonant light. Hence the relative
height of the CPT resonance decreases with increasing density. Eventually both
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the polariton as well as the two-atom picture reflect the fact that within a certain
volume there can be only one excitation, or, in a photon picture, only a limited
amount of photons can be transformed into atomic excitations.
3.2.1 Coherent population trapping with controlled inter-
particle interactions
The experiments on CPT involving interaction Rydberg states were carried out
on an earlier experimental apparatus at the University of Freiburg, which was in
many respects similar to the new apparatus constructed during this thesis (Ch. 2.3).
Details on the Freiburg apparatus can e.g. be found in [Amthor, 2008]. Since it
did not feature an optical dipole trap the experiments were performed in a MOT at
atomic densities of up to 6.6× 109 cm−3.
To investigate how interactions between Rydberg states affect CPT we apply a
double pulse excitation scheme where the first pulse resonantly excites up to 20 %
of the ground state atoms to the Rydberg state. The resulting well-defined mixture
of atoms in the ground state and Rydberg state is then probed by scanning the blue
laser frequency of the second pulse. This initial partial excitation of the gas permits
off-resonant excitation of strongly interacting atom pairs [Reinhard et al., 2008a]
during the second pulse, such that interaction effects are more pronounced. The
first excitation pulse with a duration of 800 ns is realized by two circularly polarized
counter-propagating laser beams, resonant with the respective transitions with peak
Rabi frequencies of ω = 2pi × 7.6 MHz and Ω = 2pi × 1.4 MHz, respectively. The
lower (red) excitation beam has a large beam radius (≈ 1 mm), while the upper
(blue) beam is focused to a waist of ≈ 37µm. The red Rabi frequency can thus
be considered to be constant over the narrow cylindrical excitation volume, while
the blue Rabi frequency varies radially. After the first excitation pulse a second
pair of laser pulses having the same beam geometry, but independently adjustable
Rabi frequencies, probes the system with a pulse duration of 3µs. While the lower
laser transition is kept resonant (ω = 2pi × 2.7 MHz), the upper probe transition is
scanned over the atomic resonance with a Rabi frequency of Ω = 2pi× 1.4 MHz. For
the given parameters, on resonance the system is found close to the steady state
after the probe pulse. A similar Rydberg excitation sequence has been employed in
[Reinhard et al., 2008a] to probe energy shifts in a very dense sample with a detuned
second excitation pulse. In contrast to our experiment, much shorter pulses were
employed leading to a system far away from the steady-state.
As a signature of interparticle interactions, the excitation blockade due to repul-
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Figure 3.4: Rydberg excitation vs. ground state atom density ρ after the first (resonant)
excitation pulse. The blue dots are the data obtained from the excitation of 30S states
which does not feature any interaction effects at our densities, while the excitation
of 61S atoms (red squares) shows a clear saturation of excitation at higher densities
due to the dipole blockade. The 61S data is fitted with the saturation function ∼
1/(1 + ρbl/ρ) which yields a density of ρbl = 1.3× 109 cm−3 at which blockade effects
become apparent.
sive van der Waals interactions is presented in fig. 3.4. We measure the Rydberg
signal as a function of the ground state density for the states 30S and 61S. When
exciting 61S atoms we find a saturation of the Rydberg signal due to the interac-
tions as discussed in Ch. 2.1. There is no excitation blockade observed for the 30S
state reflecting the n11 dependence of the van der Waals interaction on the principal
quantum number n [Singer et al., 2005].
The corresponding CPT spectrum for the 30S state is shown in fig. 3.5(a). At
large detunings we find a finite Rydberg population which is created during the
800 ns pre-excitation pulse. Closer to resonance we find the Rydberg atoms to be
deexcited to the intermediate state, thereby reducing the signal. For δ = 0 we find a
peak in the Rydberg signal which is due to the dark resonance. The observed CPT
resonance can be well described in terms of single-particle Optical Bloch Equations
(OBEs) averaged over the Gaussian distribution of the Rabi frequency Ω. The finite
laser linewidth and redistribution of Rydberg states by blackbody radiation have
been included as additional decay processes. Consistency of measurements with
the prediction of the OBEs was confirmed for various pulse sequences and Rabi
frequencies. Besides a scaling of the whole spectrum proportional to the density
we do not find any density dependent features in the spectra. In the regime of
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Figure 3.5: (a) Probe scan of the 30S Rydberg state (upper graph) and simulation using
one-atom optical Bloch equations (lower graph), averaged over the Gaussian distribution
of Ω. The 30S state is subject to stronger decay and redistribution than the 61S state,
which is why the dip in the signal around the central peak is less pronounced. (b)
Upper graphs: Similar scans for the 61S Rydberg state at different densities. Middle
graphs: Theoretical spectra, obtained from the density matrix expansion (red dots)
and from the mean-field calculation (green dashed lines). Lower graphs: Theoretical
spectra considering only interacting pairs. All calculations have been performed using
the experimental parameters. Densities are given relative to ρbl = 1.3 × 109 cm−3 as
obtained from fig. 3.4.
strong Rydberg–Rydberg interactions (61S state with a van der Waals coefficient
C6 = 2pi×170 GHzµm6 [Singer et al., 2005]), as shown in fig. 3.5(b) the CPT spectra
still exhibit a pronounced peak with sub-natural linewidth at zero detuning at all
densities. The CPT resonance width of ≈ 3 MHz (which only slightly increases with
density) is well below the natural linewidth of the intermediate state |2〉 of 6.1 MHz
and mainly determined by the finite laser linewidths.
The experimental data can be well reproduced by many-body calculations based
on density matrix expansion which were performed at the Max-Planck Institut for
the Physics of Complex Systems in Dresden [Schempp et al., 2010; Sevinc¸li et al.,
2011a]. This approach starts from the OBEs (eq. 3.12), but adds a term to account
for two-atom correlations. Approximating this term by its expectation value cor-
responds to a meanfield model which does not reproduce our experimental data.
Instead the equations of motion for the two-atom density matrix have to be solved
(81 equations). These in turn contain three-atom correlations, which have to be
obtained from the three-atom OBEs. As a result we obtain a hierarchy of coupled
equations. Since the N -body density matrix can usually not be calculated, this hi-
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erarchy has to be truncated in an appropriate way. To reproduce our experimental
data three-body correlations were approximated but had to be taken into account.
The result is shown in the second row of fig. 3.5. In contrast, when treating only
pairs of atoms and averaging over the distribution of nearest neighbors, we cannot
reproduce the suppression of the CPT resonance as observed in the experimental
data (see third row in fig. 3.5). The described approach is an expansion in density,
therefore it is of course not applicable to arbitrarily high densities, since every higher
order correlations drastically increase the computational effort.
3.2.2 Interacting dark-state polaritons: nonlinear optical
susceptibility
To observe the effect of interacting DSPs on the optical response of a medium we
recorded the transmission through an atomic cloud for various densities and different
probe field intensities. To this end we prepared an elongated cloud of 105 atoms at
a temperature of 5µK and a peak density of ≈ 3 × 1012 cm−3 in the optical dipole
trap. Varying the time-of-flight, i.e. the time between releasing the atoms from the
trap and performing the actual experiment, from 20µs to 4.5 ms, we realize atomic
densities ranging from ≈ 109 − 3 × 1012 cm−3. We work with the Rydberg state
55S which features repulsive van der Waals interactions with a C6 coefficient of
2pi × 50 GHzµm6. We use a diffractive optical element to create an approximately
uniform distribution of the coupling laser beam in an elliptical region of size ≈
65µm×130µm. The strength of the coupling field is Ω = 2pi × 5.1 MHz. The shape
as well as the strength of the coupling field are determined by frequency scans and
subsequent analysis of the resulting EIT spectrum for each single pixel. The details
of this procedure are described in [Hofmann et al., 2014]. The probe field illuminates
the whole cloud homogeneously with intensities of 5µW/cm2 or 62µW/cm2. Both
beams are tuned to the respective resonance frequencies and turned on for 100µs.
The probe light is collected on a CCD camera and yields an absorption image of the
atomic cloud, which in addition features a transparent spot at the position where it is
hit by the focused coupling beam (see fig. 3.6). The transparency is well pronounced
at low atomic densities and is reduced at higher densities. In contrast to previous
work [Pritchard et al., 2010] we explore the full range from an almost transparent
to a completely absorbing medium.
In order to analyze our findings more quantitatively we plot the scaled absorption,
i.e. the ratio of the actual absorption of the cloud at the position of the coupling
laser beam and the absorption that would be measured in the absence of the coupling
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Figure 3.6: Nonlinear optical response of the Rydberg EIT medium. Top: Absorption
images of the atomic cloud for three expansion times with peak densities corresponding
to 5 × 109 cm−3, 5 × 1010 cm−3 and 3 × 1012 cm−3 (left to right). The EIT region
illuminated by the coupling laser is indicated by white ellipses. Bottom: Absorption
scaled to the two-level response as a function of peak atomic density. The two curves
are taken at probe field intensities of 5µW/cm2 (blue triangles) and 62µW/cm2 (green
diamonds). The dotted horizontal line shows the expected low-density EIT absorption
due to the finite laser linewidths. The solid lines are a fit to the data using a hard-sphere
model with the critical DSP density ρc as the only free parameter for both curves.
field. The result is shown in fig. 3.6. For low densities where interactions are not yet
expected to play a role we find the scaled absorption around 0.3. Considering our
laser parameters we do not expect the transparency to be perfect but we estimate
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a finite scaled absorption of 0.3±0.1 (indicated as dashed horizontal line) even for
a non-interacting system. Higher atomic densities come along with a larger group
index, hence the DSPs move more slowly and prevent the conversion of subsequent
photons into DSPs for a longer time. As a consequence the photons arriving during
this time are scattered, thereby reducing the transparency of the cloud. At the
highest densities the ratio between photons traveling through the cloud as DSPs
and photons being scattered is so small that the cloud seems fully absorptive. As
expected from the discussion in Ch. 3.2 the suppression of transparency sets in earlier
for higher probe field intensities (green diamonds in fig. 3.6).
The characteristic behavior of the scaled absorption has been predicted in [Ates
et al., 2011] where it was obtained from a rate equation model. However, a simpler
model in the framework of interacting DSPs describes this characteristic behavior
equally well. Once the photons enter the atomic cloud they can be treated as two
components, i.e. a fraction of the photons is converted into DSPs which propagate
under EIT conditions while each DSP fills a hard sphere volume given by the block-
ade radius rbl = (C62Γe/Ω
2)1/6. In contrast, the remaining photons experience a
two-level response and are thus scattered. The results of this hard sphere model are
plotted as solid lines in fig. 3.6 where the only free parameter for both curves is the
critical density of DSPs, ρc, at which the DSPs start to be densely packed. More de-
tails on this model can be found in [Gu¨nter, 2013]. A more rigourous semi-analytical
model for the non-linear light propagation in Rydberg interacting systems has been
published this year [Ga¨rttner et al., 2014].
3.2.3 Probing the matter part of dark-state polaritons
As mentioned above correlations between DSPs have been recently observed as an
anti-bunching of the transmitted probe photons. The measurement of these photons
is one way to detect individual DSPs. Alternatively, as the DSPs have a large matter
component inside the cloud (typically cos2(θ) ≈ 10−3 to 10−7 for our experimental
conditions), we show for the first time detection of Rydberg DSPs via their atomic
component. Due to the mixing angle the number of Rydberg excitations is a very
good measure for the number of DSPs inside the medium. Single Rydberg excitations
can be sensitively detected in our experiments, thereby providing a way to measure
single DSPs. To demonstrate this we first map out the coherent conversion from
photons into matter-like DSPs and back in a system where interactions can be
neglected. To this end we prepare a dilute cloud which we expose to a probe field
pulse of 2.2µs duration. By varying the time at which we field ionize the Rydberg
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atoms we obtain the temporal evolution of the number of DSPs inside the medium
which is shown in fig. 3.7. At time t = 0 the probe field pulse enters the atomic
cloud, resulting in the creation of matter-like DSPs. While the pulse is inside the
cloud we detect on average 10 ions. Taking our detection efficiency of ≈0.4 into
account this corresponds to approximately 25 DSPs being inside the cloud at the
same time. Once the probe field pulse leaves the atomic cloud the number of DSPs
rapidly decreases due to their coherent transformation into photons.
Figure 3.7: Coherent conversion of probe field photons into DSPs and back at low
density (no interactions). For this measurement the coupling field was constantly on,
while the probe field was switched on only for 2.2µs, starting at t = 0. We vary the
time at which the ionization fields were switched on, thereby obtaining a measure for the
current number of DSPs (corresponding to the number of Rydberg excitations) inside
the atomic cloud. Since the probe field photons are converted into DSPs when entering
the cloud we measure always a finite number of DSPs while the probe field pulse is on.
When exciting the atomic cloud these DSPs are coherently converted back into photons.
Therefore once the probe field pulse is off we do not detect any more excitations after
the remaining DSPs have left the cloud. The deviation from a perfectly square pulse
(red dashed line) is due to a weak off-resonant coupling to a second Zeeman state.
The deviations from a square pulse (red dashed line in fig. 3.7), which would be
expected for a square probe field pulse, can be explained by a weak coupling to
a fourth state. The Rydberg state 55S1/2 has two Zeeman sublevels of which we
adress one by choosing a particular polarization of the excitation laser. However,
due to this polarization not being perfect we still couple weakly to the other Zeeman
state. Including this fourth state in the OBEs and solving for the overall Rydberg
state population reproduces the experimental findings (black line in fig. 3.7), which
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show some additional dynamics, namely a slow increase of the Rydberg population
during the probe field pulse and a slow decrease after the pulse. Note that under the
conditions discussed here the group index of the medium does not differ significantly
from 1. Once the group index would be significantly larger, i.e. the group velocity
significantly slower than the speed of light, the polariton pulse shown in fig. 3.7
would be longer than the probe field pulse.
3.2.4 Counting statistics of interacting dark-state polaritons
As shown in Ch. 3.2.3 we are able to count single DSPs by counting the field ionized
Rydberg excitations. In the interacting regime we expect the DSPs to exhibit spatial
and temporal correlations, as discussed in Ch. 3.2 and sketched in fig. 3.3. In order
to reveal these correlations in our experiments we study the counting statistics of
DSPs.
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Figure 3.8: a) Histogram of the measured number of DSPs in the interacting regime.
The solid black curve shows a Poissonian distribution for comparison. b) Mandel Q-
parameter as a function of atomic density. Starting from Poissonian behavior (Q=0) at
low densities we find Q decreasing at higher densities, reflecting correlations between
polaritons. Considering our detection efficiency of η ' 0.4 the smallest measured values
of Q ≈ −0.4 are compatible with dense packing of DSPs, i.e. no fluctuation in the
number of DSPs. At the highest densities processes as spontaneous plasma formation
lead to additional fluctuations and thus to Q > 0. The dashed line shows the result of
the hard sphere model which predicts Q = eρ/ρcrit − 1 with the critical density ρcrit.
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It has been observed before that the dipole blockade in Rydberg systems leads
to a suppression of number fluctuations [Reinhard et al., 2008b; Viteau et al., 2011;
Viteau et al., 2012]. Here we study the counting statistics of DSPs as a function
of the atomic density. The number of DSPs is counted after a probe pulse of 2µs
and for each setting the experiment is repeated 150-300 times, yielding histograms
as shown in fig. 3.8 a). We quantify the number fluctuations using the Mandel Q
parameter
Q =
(N − 〈N〉)2
〈N〉 − 1 (3.23)
which relates the variance of the measured distribution to its mean. Fig. 3.8 b) shows
the measured Q parameters as a function of the atomic density. In the low density
regime where all photons are converted into DSPs the number statistics of the DSPs
reflects the statistics of the incoming probe field photons, which for classical fields is
a Poissonian distribution. For a Poissonian distribution (N−〈N〉)2 = 〈N〉, therefore
we expect Q = 0 which is compatible with our experimental results at low densities.
At higher densities we find Q to decrease down to values of Q ≈ −0.4.
When the DSPs are densely packed inside the atomic cloud we expect vanishing
number fluctuations, i.e. (N−〈N〉)2 = 0 and hence Q = −1. However, in an experi-
ment with a finite detection efficiency the number fluctuations never vanish since
the stochastic detection process itself leads to additional fluctuations. Convolving
the actual distribution with a binomial distribution therefore yields the measured
distribution. As a consequence the measured Mandel parameter Qexp is reduced by
the detection efficiency η as compared to the real value Qreal: Qexp = ηQreal. Our
measured Q values of ≈ −0.4 at intermediate densities are thus compatible with
Qreal = −1, indicating dense packing of DSPs. At the highest densities we find pos-
itive Q parameters which cannot be interpreted in the picture of interacting DSPs.
Instead additional processes as e.g. spontaneous plasma formation, which we found
to set in very quickly at high densities [Robert-de-Saint-Vincent et al., 2013], are
probably the reason for these increased number fluctuations.
3.3 Prospects
As mentioned above non-classical light fields caused by Rydberg interactions have
recently been observed, featuring either anti-bunching [Peyronel et al., 2012] or
bunching [Firstenberg et al., 2013] in the outgoing photon field. The above men-
tioned work has investigated temporal photon correlations, however, the bunching
and anti-bunching should also be present in the spatial photon correlations. These
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can in the future be resolved using the electron multiplying (EM) mode of a CCD
camera as it is available at our experiment. Together with the improved optical re-
solution as achieved in a Master thesis [Helmrich, 2013] this brings the investigation
of spatial photon correlations within reach. In addition it allows to investigate non-
local non-linear interactions [Sevinc¸li et al., 2011b] and Wigner crystals of photons
[Otterbach et al., 2013]. Both studies require elastic effective photon interactions
which can be realized by detuning from the intermediate state thus reducing photon
scattering. Our well-established ion detection featuring single particle sensitivity
furthermore allows to gain more insight into the coupled atom-light system by com-
bining the measurements of the atomic and the photonic correlations, which are
non-trivially connected. Atomic correlations, e.g., do not necessarily imply photonic
correlations, but the latter in addition require the optical depth of a blockade sphere
to be large.
Chapter 4
Full counting statistics of Rydberg
aggregates in a one-dimensional
geometry
This chapter is based on the following publication:
Full counting statistics of laser excited Rydberg aggregates in a one-
dimensional geometry
H. Schempp, G. Gu¨nter, M. Robert-de-Saint-Vincent, C. S. Hofmann, D. Breyel, A.
Komnik, D. Scho¨nleber, M. Ga¨rttner, J. Evers, S. Whitlock, M. Weidemu¨ller
Phys. Rev. Lett 112, 013002 (2014)
As an alternative to direct imaging of Rydberg excitations the full counting statis-
tics (FCS) of these systems provides a complementary approach to gain insight into
the underlying many-body state. This approach is widely used in solid states physics
where e.g. the counting statistics of electrons allows to reveal the nature of trans-
port processes through nano-structures [Nazarov and Blanter, 2009]. Similarly the
Rydberg atom number fluctuations reveal information about the nature of the exci-
tation processes involved. As already discussed in Ch. 3 the independent excitation
of non-interacting Rydberg atoms results in Poissonian number fluctuations, while
a dipole blockaded system exhibits reduced number fluctuations. The deterministic
preparation of a quantum crystal as proposed in [Pohl et al., 2010], would even be
characterized by the absence of any fluctuations. In this chapter we study a system
which, in contrast to the reduced number fluctuations reported in [Reinhard et al.,
2008b; Viteau et al., 2011; Hofmann et al., 2013b; Viteau et al., 2012], features en-
hanced number fluctuations. To be specific, we study the full counting statistics of
51
52 Chapter 4. Full counting statistics of Rydberg aggregates
Rydberg excitations in a one-dimensional geometry. For positive detunings we find
correlated structures comprised of several Rydberg excitations which in the follow-
ing we call Rydberg aggregates. Evidence of aggregate formation is in the strongly
enhanced excitation probabilities on the blue side of the resonance. The resulting
asymmetric excitation spectra are discussed in Ch. 4.2. In Ch. 4.3 we discuss the
enhanced number fluctuations which we find on the blue side of the resonance and
which we attribute to Rydberg aggregate formation. The behavior of higher order
moments is discussed in Ch. 4.4. Estimating rates for different excitation processes
(Ch. 4.5.1) and comparing our experimental findings with different theoretical mod-
els (Ch. 4.5.2), we conclude on the formation process of the Rydberg aggregates.
The experiments are performed in an elongated atomic cloud which we realize
by loading atoms from the MOT into the tightly focused optical dipole trap beam
(dimple). The atoms thermalize in the trap for 400 ms before a microwave sweep
prepares up to ≈ 2 × 104 atoms in the state |5S1/2, F = 2,mF = 2〉. Due to our
finite optical resolution, the radial size of the cloud cannot be precisely measured.
Therefore we adjust this parameter by comparison with theory (see Ch. 4.5). From
this comparison we deduce a radial size of ≈1.65µm (1/e2 radius) which is within
our estimates, where the lower bound of 1µm is estimated from the trap beam pa-
rameters and the temperature while the upper bound of 3.5µm is directly extracted
from absorption images. We realize different atomic densities by varying the loading
time of the MOT with the highest densities being ≈ 1.5× 1012cm−3.
After releasing the atoms from the trap we perform a detuned two-photon ex-
citation to a Rydberg state. The first photon is red detuned by δ = 65 MHz
from the intermediate state |5P3/2, F = 3,mF = 3〉 while the second photon can
be tuned such that the two-photon detuning ∆ covers a range from -10 MHz to
+25 MHz. Working at Rabi frequencies of ω1 = 2pi × 8 MHz (lower transition) and
ω2 = 2pi × 6.7 MHz (upper transition, peak value) we realize an effective peak Rabi
frequency of Ω = ω1ω2/(2δ) = 2pi × 0.4 MHz on two-photon resonance with a com-
bined dephasing rate of ≈ 1 MHz. Directly after the excitation pulse of 5µs duration
we field ionize the Rydberg atoms and detect the resulting ions on a microchannel
plate detector (MCP). We work with the Rydberg state 50S which features a re-
pulsive van der Waals interaction of strength C6 = 2pi × 16 GHzµm6 [Singer et al.,
2005]. The resulting blockade radius is larger than our cloud size, hence the cloud
is quasi one-dimensional with respect to Rydberg excitation.
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4.1 Detection and statistical analysis
In order to investigate the number statistics of Rydberg aggregates we repeat the
experimental procedure described above up to 800 times under the same conditions.
Working at low overall excitation numbers we can count the Rydberg atoms as single
peaks in the MCP trace. Fig. 4.1 shows histograms of the measured Rydberg atom
number distribution for three different detunings ∆ and 800 repetitions of the same
experiment each. From these histograms we can extract the mean Rydberg atom
number as well as higher order moments.
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Figure 4.1: Measured histograms of the Rydberg atom number distribution for different
detunings. The solid lines are the results of the numerical simulations described in
Ch. 4.5.
While it is straightforward to specify an uncertainty on the mean of a statistical
distribution in terms of a confidence interval, the uncertainties on any other esti-
mator of the distribution, like e.g. the variance, cannot be directly obtained from
a single histogram. For this reason we make use of bootstrapping [Efron, 1979] in
order to extract uncertainties for the statistical measures we want to investigate.
Bootstrapping is a so-called re-sampling technique where the actually measured dis-
tribution forms a reservoir from which other distributions are constructed. If e.g.
the measured distribution P (l) has a sample size k, the new distributions have the
same size and are constructed by sampling with replacements from the measured
distribution P (l). From each of these re-sampled distributions the estimator of in-
terest can be extracted, resulting in a distribution of values for this estimator. From
this distribution it is again straightforward to specify a confidence interval for the
estimator of interest. Note that depending on the respective estimator and the orig-
inal sample size the number of required re-sampled distributions can strongly vary.
For this reason we made sure that the amount of re-sampled distributions is large
enough for the confidence interval of the respective estimator to have converged.
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4.2 Asymmetric excitation spectra
As the most trivial estimator we first extract the mean of the measured Rydberg
atom number distributions in order to obtain excitation spectra at different atomic
densities ranging from 5 × 1010 cm−3 to 1.5 × 1012 cm−3 (see Fig. 4.2). While for
low atomic densities the spectra are symmetric there is an asymmetry building
up at higher densities reflecting enhanced excitation probabilities for positive laser
detunings. This fact can be understood from the sign of the Rydberg interaction.
Since the energy of a pair of Rydberg atoms at a small separation is enhanced as
compared to the energy of two independent Rydberg atoms the excitation requires
a larger frequency.
Figure 4.2: Excitation spectra for different atomic densities: 5 × 1010 cm−3 (blue
circles), 2×1011 cm−3 (cyan triangles), 8×1011 cm−3 (green triangles), 1.3×1012 cm−3
(magenta diamonds) and 1.5 × 1012 cm−3 (red squares). With increasing density we
find enhanced excitation probabilities on the blue side of the resonance due to repulsive
Rydberg-Rydberg interactions. The solid lines show the result of the rate equation
model.
For atoms arranged on a lattice with lattice constant d two neighboring atoms
have a well-defined interaction energy E = C6/d
6. In this configuration the excita-
tion of a pair could either happen as a resonant simultaneous 2-photon process which
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would require the detuning ∆ to fulfill 2∆ = E. Alternatively the first atom could
be off-resonantly excited, followed by a resonant excitation of its neighbor. This
process would require ∆ = E for the second excitation step to be resonant. The
question which of these processes is the dominant one will be discussed in Ch. 4.5.
E
Δ
Figure 4.3: Many-body energies in a rotating frame for Rydberg aggregates of size m as
a function of laser detuning ∆. The shaded areas indicate the manifold of excited states
corresponding to different spatial configurations. Zero energy crossings for the lowest
energy states occur at ∆m = C6(m− 1)7/(mL6) where L is the system length and C6
is the van der Waals interaction strength. For a given detuning and laser dephasing,
aggregates of different sizes can be formed (dotted rectangle), either through sequential
growth or by multi-photon excitation.
Our experiments were performed in a disordered gas, hence the required laser
frequencies as discussed above are not sharp, because E depends on the interatomic
separation. In addition, correlated structures comprised of more than two atoms,
which in the following we are going to refer to as aggregates, can also be excited.
Fig. 4.3 shows the many-body energies in a rotating frame for Rydberg aggregates
of size m as a function of laser detuning ∆. The minimum energy of an aggregate in
a system of finite size L is realized when the excitations are arranged at maximum
separation from each other. This minimum energy is indicated by the solid lines,
whereas the shaded areas above these lines indicate the manifold of possible aggre-
gate energies which correspond to spatial configurations involving smaller distances
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between excitations. Thus the aggregates can not only be created by different mech-
anisms requiring different excitation frequencies, but aggregates of different size can
have the same interaction energy and hence be excited at the same laser detuning.
As a consequence we can not identify the excitation of aggregates of a certain size
as sharp lines in the spectra shown in fig. 4.2. We rather see an enhanced excitation
probability for all ∆ > 0, leading to an asymmetric excitation spectrum, where any
structure is washed out due to the random spatial distribution of atoms as well as the
different excitation mechanisms. The observed asymmetry in the spectra gets more
pronounced at higher densities since here the pair distances required for aggregate
formation are more likely to be available.
4.3 Enhanced number fluctuations
The excitation spectrum, i.e. the mean detected Rydberg atom number, hints al-
ready at processes beyond the excitation of independent atoms. As discussed above
the enhanced excitation probability for positive detunings is due to the excitation
of aggregates of Rydberg atoms whose interaction energy increases the energy re-
quired for excitation. Further insight into the underlying many-body system can
be obtained by analyzing higher order statistical moments of the measured distri-
bution. As demonstrated by [Reinhard et al., 2008b; Viteau et al., 2011; Hofmann
et al., 2013b; Viteau et al., 2012] the dipole blockade results in reduced Rydberg
atom number fluctuations for resonant excitation since due to the interactions each
Rydberg atom blocks a certain volume. A dense packing of these blockade spheres
therefore sets an upper limit on the Rydberg atom number, hence suppressing num-
ber fluctuations.
The Mandel Q-factor Q = 〈(N−〈N〉)
2〉
〈N〉 − 1 as already introduced in Ch. 3.2.4 re-
lates the second statistical moment of a distribution to its mean, thereby providing
a comparison with a Poissonian distribution where Q = 0. Measuring Q as a func-
tion of the detuning at a density of 1.5 × 1012 cm−3 we find the behavior shown
in Fig. 4.4. On the red side of the resonance, i.e. for ∆ < 0 we measure Q-factors
around 0 indicating independent excitation of Rydberg atoms. Around resonance we
find negative Q-factors which is in agreement with earlier measurements mentioned
above ([Reinhard et al., 2008b; Viteau et al., 2011; Hofmann et al., 2013b; Viteau
et al., 2012]). In contrast, for ∆ > 0 we find Q positive and increasing with ∆.
A qualitatively similar behavior has been predicted in [Ga¨rttner et al., 2013] based
on numerical simulations. We attribute this behavior to the formation of Rydberg
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Figure 4.4: Mandel Q factors of the distributions as a function of the detuning ∆ of
the excitation lasers at a density of 1.5×1012 cm−3. The red diamonds (blue circles) are
extracted from a dataset with 200 (800) experiments per data point. Error bars represent
68% confidence intervals determined via bootstrapping. The dashed lines indicate the
expected Q factors corresponding to the excitation of exclusively single atoms, pairs and
triples. The solid lines show the statistical moments as obtained from the rate equation
model described in Ch. 4.5.2.
aggregates of increasing size.
In order to get an intuition how the counting statistics of Rydberg aggregates are
changed as compared to independently excited atoms, we assume for simplicity to
exclusively excite Rydberg aggregates of size m. The number of Rydberg aggregates
K follows a distribution P (K) which we assume to be Poissonian, i.e. we assume the
aggregates to be excited independently. This assumption is justified for low overall
excitation numbers i.e. a system far from saturation. The mean overall Rydberg
excitation number is hence 〈N〉 = m〈K〉 and the p-th central moment (defined for
a distribution P (L) as µL,p = 〈(L− 〈L〉)p〉) of the distribution P (N) results in
µN,p = 〈(mK − 〈mK〉)p〉 = mp〈(K − 〈K〉)p〉 (4.1)
Using the expressions above we find for the Q-factor resulting from independent
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excitation of aggregates of size m
Q =
m2〈(K − 〈K〉)2〉
m〈K〉 − 1 = m− 1 (4.2)
since for a Poissonian distribution 〈(K − 〈K〉)2〉 = 〈K〉. This means that from the
measured Q it is possible to extract a typical aggregate size. To be more specific,
whenever Q > m there is on average at least one aggregate of size m+ 1.
In order to compare the calculated Q-factors with measured quantities we have
to account for the finite detection efficiency η ≈ 0.4 as already discussed in Ch. 3,
i.e. for the measured Q-factor as plotted in Fig. 4.4 we expect η(m − 1). From the
measured Q-factors and the respective thresholds shown in Fig. 4.4 we conclude that
at our largest detunings of ≈20 MHz we excite aggregates of typical size m = 3 and
that the presence of even larger aggregates is very likely. Recently, similar findings
on the ∆-dependence of the Q parameter have been reported in [Malossi et al., 2013].
4.4 Higher order statistical moments
Following the reasoning above we can deduce what to expect for higher order statis-
tical moments of the measured Rydberg atom number distribution. As a measure
for the third statistical moment we define
Q3 =
〈(N − 〈N〉)3〉
〈N〉 − 1 (4.3)
in analogy to the Mandel Q-factor. As can be seen from eq. 4.1 Q3 scales as
Q3 =
m3〈(K − 〈K〉)3〉
m〈K〉 − 1 = m
2 − 1 (4.4)
with the aggregate size m since for a Poissonian distribution 〈(K − 〈K〉)3 = 〈(K −
〈K〉)2 = 〈K〉. As in the case of the Mandel parameterQ the finite detection efficiency
also affects Q3 such that the measured quantity is
Q′3 = 3Q(η − η2) +Q3η2 (4.5)
(see Supplemental Material of [Schempp et al., 2014]).
Figure 4.5 shows the measured Q3 as a function of detuning together with the
respective thresholds for the excitation of aggregates with m = 2 and m = 3. Similar
to our findings in Q we find Q3 ≈ 0 for negative detunings indicating Poissonian
statistics due to independent excitation. The measured Q3 at large positive detun-
ings implies a typical aggregate size of m = 3 and hence confirms our conclusion
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Figure 4.5: Q3 =
〈(N−〈N〉)3〉
〈N〉 − 1 as a function of the laser detuning ∆ at a density
of 1.5× 1012cm−3. The red diamonds (blue circles) are extracted from a dataset with
200 (800) experiments per data point. The dashed lines indicate the expected Q3
corresponding to the excitation of exclusively single atoms, pairs and triples as given in
eq. 4.5. The solid lines show the statistical moments as obtained from the rate equation
model described in Ch. 4.5.2.
from the analysis of Q. Due to the limited sample size of the measured distribu-
tions the fourth and higher order statistical moments cannot be determined with
the required precision.
4.5 Formation process
4.5.1 Rate estimations
In order to get insight into the mechanism by which the aggregates form we estimate
rates for the two possible formation processes, i.e. simultaneous multi-photon as
well as sequential single-photon excitation. In the case of sequential excitation a
first atom is excited off-resonantly as the initial grain while the following atoms are
resonantly excited with the distance from an already excited Rydberg atom being
determined by the laser detuning. Since the off-resonant excitation of the grain is
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slow as compared to the resonant excitation of the following atoms the dynamics of
the overall process is determined by the off-resonant excitation rate γ1 of the first
atom
γn,seq ≈ γ1 = Ω
2
Γ
1
1 + 4∆2/Γ2
≈ Ω
2Γ
4∆2
(4.6)
where Γ is a dephasing rate and the last approximation is valid for ∆ Γ.
In the case of simultaneous multi-photon excitation, the rate is given by
γm,sim =
(
Ωm
2m−1
∏m−1
i=1 δi
)2
/(mΓ) (4.7)
(as can be deduced from e.g. [Grynberg and Cagnac, 1977]), assuming that the
overall process is resonant, i.e. that the energy of m photons matches the overall
energy of the aggregate. δi is the detuning from the ith intermediate state, i.e.
from the state containing i excitations. For the formula given in eq. 4.7 to be valid
each detuning δi has to be large as compared to both the dephasing rate and the
respective multi-photon Rabi frequency.
Comparing the two rates we find the ratio of sequential to simultaneous excita-
tion to scale as Γ2∆2m−4Ω2−2m. Accounting for the availability of atoms at specific
distances slightly modifies these rates, nonetheless for Ω < ∆ the ratio still increases
exponentially with aggregate size m.
Applying the above scaling to our experimental parameters (Ω ≈ 0.4 MHz and
Γ ≈ 1 MHz) and accounting for the availability of atoms at specific distances we
estimate that for pair excitation the simultaneous excitation rate is already approx-
imately one order of magnitude smaller than the sequential excitation rate. For
the excitation of aggregates of size m=3 the simultaneous excitation is suppressed
by an additional factor of ≈ 4 × 103 at ∆=20 MHz. Hence we conclude that in
our experiments the dominant formation mechanism is the sequential excitation of
aggregates.
4.5.2 Comparison with many-body calculations
In order to strengthen the conclusions drawn from the simple rate estimates in
Ch. 4.5.1 we compare our experimental data to many-body calculations which were
performed by David Scho¨nleber and Martin Ga¨rttner in the group of Jo¨rg Evers
at the Max-Planck-Institut fu¨r Kernphysik in Heidelberg (see e.g. [Schempp et al.,
2014; Scho¨nleber et al., 2014]). The general challenge in the description of interacting
Rydberg systems is the fact that the Hilbert space grows exponentially with the
4.5. Formation process 61
atom number. In interacting Rydberg systems the Hilbert space can be truncated
by discarding those states which contain more Rydberg excitations than allowed by
the dipole blockade. However, exact treatments are still limited to a small number
of excitations.
In quantum optics the so-called Monte-Carlo Wave Function (MCWF) [Dalibard
et al., 1992; Mølmer et al., 1993] approach is a standard technique for the descrip-
tion of open quantum systems, e.g. systems subject to dephasing. The approach
is based on wave function evolution which in the presence of dephasing and decay
not only depends on the Hamiltonian of the system (describing the coherent evo-
lution), but an additional imaginary term. This term contains contributions from
the different dephasing mechanisms of the system and makes the overall evolution
non-Hermitian, i.e. irreversible in time. In the MCWF approach the initial wave
function is evolved with this non-Hermitian operator for a sufficiently small time
step. In addition at each step one decides whether the system has undergone a
quantum jump. Many of these small time steps are then repeated in order to obtain
possible evolutions (trajectories) of the system. In the end many of these trajecto-
ries have to be averaged in order to gain information about the typical behavior.
The method is equivalent to solving the optical Bloch equations (OBE), however it
requires less computational power since the number of variables to solve for scales
as the size of the Hilbert space N while the OBE require N2 equations to be solved.
For interacting Rydberg systems, however, despite the Hilbert space truncation, the
MCWF approach is still computationally demanding since it requires averaging over
various spatial configurations as well as different temporal evolutions (trajectories)
of the same spatial arrangement. Hence a feasible system size is smaller than the
one used in our experiments. Nonetheless the MCWF approach on a small system
can be used to benchmark other calculations.
In systems where the dephasings are large as compared to the coherent couplings
the excitation dynamics are well captured by a rate equation (RE) formalism which
treats each atom separately and hence allows for the description of large systems.
The interactions are incorporated via an energy shift depending on the state of
the neighboring atoms which modifies the excitation rate for the atom of interest
[Ates et al., 2007; Heeg et al., 2012]. By construction, this approach cannot capture
processes like the simultaneous multi-photon excitation of several Rydberg atoms
since only one atom is treated at a time.
Comparing both models for our experimental parameters on a small volume
shows very good agreement between the two approaches (see Supplemental Material
of [Schempp et al., 2014]). This finding plus the fact that the RE agrees well with
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the experimental data (see figs. 4.1, 4.2, 4.4 and 4.5) strengthens our conclusion that
simultaneous multi-photon excitation, which is fundamentally not captured by the
RE model, does not play an important role for our experimental parameters.
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Figure 4.6: Pair correlation functions G2(r) obtained from the RE model. The blue
curve shows the correlation function for ∆ = 5 MHz, the red curve for ∆ = 15 MHz.
The inset shows MCWF simulations for ∆ = 15 MHz, and dephasing rates Γ =0 (green,
dotted) and Γ = 1 MHz (green, dashed), compared to the RE simulation with Γ =
1 MHz (red, solid). To improve visibility, the dotted curve is scaled by a factor of 1/10.
The different peak amplitudes between the inset and main figure are due to the different
simulation volumes and finite size effects.
The many-body calculations described above can also provide extra information
about the system which is not directly accessible in the experimental data. Fig. 4.6
shows the pair correlation function G2(r) as extracted from the RE (main graph and
red curve in inset) as well as from the MCWF model (green curves in the inset).
As expected the result from the RE model features a strong peak at r = (C6/∆)
1/6
corresponding to the preferred pair distance in the case of sequential excitation. A
second smaller peak at r = 2(C6/∆)
1/6 hints at structures extending beyond pairs
of atoms. Clearly the excitation at ∆=15 MHz (red curve) results in much stronger
correlations than that at ∆=5 MHz (blue curve). The inset shows a comparison with
the MCWF results. While the RE model fundamentally does not capture simulta-
neous excitation of correlated atoms and hence results in only one peak in G2(r)
corresponding to sequential excitation, the MCWF calculations produce a peak at
r = (C6/(2∆))
1/6 indicating a small contribution from simultaneous excitation for
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Γ=1 MHz (green dashed line) and a stronger contribution for Γ=0 (green dotted
line). The weak contribution from simultaneous excitation for Γ=1 MHz supports
again our conclusion from Ch. 4.5.1, i.e. that the process of simultaneous excitation
plays only a minor role in our system.
4.6 Dephasing mechanisms
We have seen from comparison with the rate equation model that in our system
the dominant aggregate formation mechanism is sequential excitation. So far we
have assumed a dephasing rate of 1 MHz which was inferred from spectroscopic
measurements of the EIT excitation lineshape. As has been mentioned in Ch. 2.2,
laser dephasing alone is probably not sufficient to destroy multi-atom coherence
since it is common to all atoms. Instead most likely the atomic motion is the reason
for the observed dephasing, since it dephases all atoms independent of each other.
The experiments presented here were performed at a temperature of 82µK which
corresponds to an average velocity of the atoms of 〈v〉 =
√
8kBT
pim
= 0.14µm/µs. As a
consequence, the time it takes the atoms to move by 50% of the optical wavelength
(480 nm) is 1.7µs. Though this is not a rigorous definition of a dephasing rate, the
resulting rate is within a factor of two consistent with the value of 1 MHz use for
our calculations.
4.7 Prospects
In the future distinguishing the two formation mechanisms experimentally will pro-
vide a much better understanding of the formation of correlated structures. For
this purpose it would be interesting to investigate the excitation dynamics experi-
mentally. Coherent multi-photon excitation of an m-atom aggregate would result in
Rabi oscillations between 0 and m Rydberg excitations, where the result of a single
measurement would always be either 0 or m. To see this bimodal behavior, however,
requires a detection efficiency close to 1, which could in principle be achieved using
the newly developed interaction enhanced imaging approach discussed in Ch. 5.1. In
order to get into a regime where coherent multi-photon excitation is expected to be
dominant, the ratio between coherent coupling and dephasing processes has to be in-
creased. Using a better laser source will allow for Rabi couplings which are stronger
by an order of magnitude. Combined with lower temperatures, e.g. by evaporative
cooling, which would reduce the dephasing rate by an order of magnitude we can
64 Chapter 4. Full counting statistics of Rydberg aggregates
reach the regime of coherent multi-photon excitation.
Chapter 5
Interaction enhanced imaging of
Rydberg atoms
This chapter is based on the following publications:
Interaction enhanced imaging of individual Rydberg atoms in dense gases
G. Gu¨nter, M. Robert-de-Saint-Vincent, H. Schempp, C. S. Hofmann, S. Whitlock,
M. Weidemu¨ller
Physical Review Letters 108, 013002 (2012)
Observing the dynamics of dipole-mediated energy transport by interac-
tion enhanced imaging
G. Gu¨nter, H. Schempp, M. Robert-de-Saint-Vincent, V. Gavryusev, S. Helmrich,
C. S. Hofmann, S. Whitlock, M. Weidemu¨ller
Science 342, 953-956 (2013)
In Ch. 4 we have demonstrated the possibilities of extracting information about
a correlated many-body system by investigating its counting statistics. Also other
indirect approaches can prove the existence and to some extend also the character of
many-body correlations. However, the ultimate goal has of course always been the
direct imaging of these many-body states. In general the imaging of Rydberg atoms
is a challenging task and has only been realized in the last few years. Spatially re-
solved images of Rydberg atoms have first been obtained using field ion microscopy,
i.e. elaborate ion optics are used, followed by spatially resolved detection of the
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magnified ion distribution [Schwarzkopf et al., 2011]. An optical approach has re-
cently been realized using an atom microscope. In this approach, after exciting the
Rydberg many-body state from an optical lattice, the remaining ground state atoms
are removed using resonant light. The Rydberg atoms are subsequently deexcited to
the ground state where they are pinned in a deep optical lattice site and are finally
imaged using fluorescence imaging [Schauß et al., 2012]. In earth alkali atoms a
direct fluorescence imaging approach is possible when only one valence electron is
excited to a Rydberg state while the second one can be driven on a cycling transition
to scatter photons. This approach has recently been demonstrated with Strontium
atoms [McQuillen et al., 2013].
coupling
probe
Figure 5.1: Basic mechanism of the imaging scheme discussed in this chapter: each
impurity (indicated as orange spheres) interacts with the Rydberg states of the surround-
ing bath of probe atoms (green) within a radius Rip. These interactions of strength Vip
shift the Rydberg levels of the probe atoms and thus break the two-photon resonance
condition required for EIT. As a consequence the atoms in the vicinity of an impurity are
rendered absorbing. Therefore each impurity casts a shadow in the absorption image.
In this Chapter we introduce and demonstrate a new imaging technique devel-
oped during this thesis. It is based on electromagnetically induced transparency
(EIT) as introduced in Ch. 3, and on the interactions between the Rydberg atom
of interest and the Rydberg states of the surrounding atoms. Mapping the prop-
erties of a Rydberg state onto a strong optical transition using EIT, we realize a
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first amplification mechanism. A second amplification mechanism makes use of the
fact that many ground state atoms surrounding the Rydberg atom of interest con-
tribute to its signature. In contrast to the schemes described in [Schwarzkopf et al.,
2011; Schauß et al., 2012] our technique is non-destructive in a sense that the actual
Rydberg atom distribution is not destroyed by the imaging process, and therefore
in principle allows for taking a series of images on the same sample to e.g. follow its
time evolution. Fundamentally the detection efficiency is only limited by the time
required for imaging, during which the Rydberg atoms can decay.
5.1 Interaction enhanced imaging scheme
The basic mechanisms of our interaction enhanced imaging scheme are sketched
in fig. 5.1 and discussed in detail in [Gu¨nter et al., 2012] (a similar idea has been
proposed in [Olmos et al., 2011]). We first excite some atoms to the Rydberg state
|i〉 (indicated as orange spheres). These atoms are actually to be imaged and will
in the following be referred to as “impurities”. The impurities are embedded in
a bath of ground state atoms which can in principle be rendered transparent by
realizing an EIT system involving a “probe” Rydberg state |p〉 as sketched in fig. 5.1
and discussed in detail in Ch. 3.1. However, the impurity Rydberg atom shifts the
Rydberg states of the surrounding atoms thereby introducing an effective detuning
of the coupling field. This effective detuning is given by the interaction energy Vip
between the impurity |i〉 and the atom in the probe Rydberg state |p〉 and therefore
depends on their spatial separation d.
Fig. 5.2 a) shows theoretical EIT spectra for different distances from the impu-
rity (i.e. for different effective coupling laser detunings due to interaction induced
level shifts). While for d → ∞ we find the spectrum as calculated in Ch. 3.1 with
a pronounced transparency on resonance, any finite effective detuning (caused by a
finite interaction energy Vip) shifts the transparency resonance and thus increases
the absorption for resonant probe light. For very small distances, the spectrum is
the Lorentzian absorption spectrum of a two-level system. Fig. 5.2 b) shows the ab-
sorption of a bath atom as a function of its distance d from the impurity for resonant
probe light (∆p = 0) and assuming van der Waals interaction between the impurity
and the probe Rydberg state Vip = C6/d
6, with C6 being the interaction strength.
The absorption rapidly drops from the two-level response to almost no absorption at
the interstate blockade radius Rip = (C62Γe/Ω
2
c)
1/6 at which the interaction strength
equals the EIT bandwidth Ω2c/(2Γe). This means that all bath atoms in a sphere of
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Figure 5.2: a) EIT spectra (Im[χ˜] as a measure for absorption with χ˜ = ρ12Γe/Ωp) for
different distances of a bath atom from the impurity with Ωc = 1 and ∆c = 0 (in units
of Γe): the solid blue line corresponds to d → ∞ where the interaction induced level
shift vanishes, the dashed green line to d = Rc where Vip = Ω
2
c/(2Γe) and the dotted
red line to d = 0 where Vip →∞. We see that the absorption of a resonant probe laser
beam (∆p = 0) depends on the distance of the bath atom from the impurity causing the
level shift. b) shows this absorption as a function of distance. At d = Rc the absorption
has dropped to 50 % of its maximum value. As a consequence each impurity creates an
absorbing disk of radius Rc.
radius Rip around an impurity are rendered absorbing.
As mentioned above our scheme exploits two amplification mechanisms: on the
one hand we probe many atoms in the vicinity of one impurity in order to detect this
one impurity. On the other hand we probe on a strong optical transition such that
many scattered photons contribute to the detected signal. Interestingly, our scheme
can also be used to image other objects like e.g. an ion embedded in a bath of atoms
if this object shifts the Rydberg energy levels of the surrounding bath atoms. A
similar approach has also been used to spatially resolve the electric field distribution
caused by surface charges [Tauschinsky et al., 2010].
From the discussion above we can already define some criteria for the choice
of the two Rydberg states as well as the other experimental parameters. First
of all, the interaction between probe state atoms Vpp has to be small in order to
achieve good transparency in the absence of impurities. As discussed in Ch. 3 the
degree of transparency depends on the Rydberg state |p〉, the atomic density and
the probe light intensity. The larger the coupling Rabi frequency is the higher can
the probe field intensity and the atomic density be while still maintaining high
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Figure 5.3: Simulated images of a two-dimensional cloud without EIT laser (a) and
with EIT laser and impurities (b). (a) is a standard absorption image where the bright
regions indicates high absorption while in (b) only the atoms in the vicinity of an impurity
contribute to the absorption signal, thus leading to a distribution of absorbing spots
which represents the distribution of impurities.
transparency. Unfortunately the available laser power sets an upper limit on the
achievable coupling Rabi frequency. Therefore at first glance we have to use low-lying
Rydberg states, small atomic densities and small probe field intensities [Pritchard
et al., 2010; Hofmann et al., 2013b]. However, when the probe field intensity is too
small the image quality is eventually limited by photon shot noise. Furthermore,
having many atoms contributing to the signal of an impurity, as it is desirable
in order not to be limited by atom shot noise, requires a sufficiently large atomic
density. For the same reason (atom shot noise) a large radius Rip, determined by
the interstate interaction Vip, is beneficial, which favors higher-lying Rydberg states.
Finally, in order to resolve single impurities their corresponding absorbing spheres
should not overlap. To this end the interaction strength between two impurities
should be larger than that between an impurity and a probe Rydberg atom to
prevent two impurities being excited too close to each other. To summarize, the
different interactions should be such that the corresponding blockade radii fulfill the
relation Rpp < Rip < Rii. In addition, the probe field intensity as well as the atomic
density have to be chosen such that on the one hand a reasonable transparency is
preserved and on the other hand atom as well as photon shot noise do not distort
the image quality too much.
Fig 5.3 shows simulated single-shot images using a two-dimensional cloud, i.e.
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a cloud of which the extent along the imaging axis is smaller than the blockade
radius of an impurity atom. The simulations include relevant experimental quantities
such as a finite optical resolution (NA=0.25), and atom as well as photon shot
noise. Fig. 5.3 a) is a standard absorption image of this cloud with the bright regions
corresponding to large absorption. Fig. 5.3 b) in addition features impurities as well
as a coupling laser beam to render the cloud transparent. As a consequence only the
atoms in the vicinity of an impurity absorb light, thereby casting a shadows of radius
Rip around each impurity, which is blurred by the finite optical resolution. For the
simulations we assumed a 2D-density of 40µm−2 and Rydberg states |i〉 = |55S〉
and |p〉 = |28S〉. The laser parameters are Ωc = 2pi×50 MHz, Ωp = 2pi×5.8 MHz for
Rabi frequencies and γc = γp = 2pi × 1 MHz for the laser dephasings. The exposure
time is 10µs during which the atoms are assumed to not move significantly. Further
details, in particular on the simulation of the impurity excitation are described in
[Gu¨nter et al., 2012; Gu¨nter, 2013].
5.2 Experimental demonstration
To experimentally demonstrate the imaging scheme as described above we chose the
Rydberg states |i〉 = |50S〉 and |p〉 = |37S〉. We start by preparing atoms in a cigar-
shaped cloud at typical densities of 5× 1010 cm−3. Part of the cloud is illuminated
by an elliptically shaped laser beam of size 64µm× 10µm (Gaussian beam waists)
which couples the atoms to the probe state 37S with a peak Rabi frequency of
Ωc ≈ 2pi×9 MHz, thereby rendering this part of the cloud transparent. In the center
of this transparent region we excite impurity atoms using a tightly focused excitation
beam. The geometry described here is sketched in fig. 5.5. The lasers for the impurity
excitation are red detuned from the intermediate state by≈ 65 MHz. The probe light
illuminates the cloud homogeneously with a Rabi frequency of Ωp ≈ 2pi × 2 MHz.
Fig. 5.4 illustrates the typical pulse sequence.
The geometry of the beams as well as raw images are shown in fig. 5.5. Fig. 5.5 b)
shows raw absorption images without previously excited impurities, i.e. an elliptical
transparent spot at the center of the atomic cloud. Fig. 5.5 c) shows the same raw
images with previously excited impurities. As a signature we find enhanced ab-
sorption in the center of the transparent spot. Subtracting these images from each
other we obtain an image of the distribution of additional absorbers which reflects
the distribution of impurities as shown in fig. 5.5 d). While we have not yet spatially
resolved single impurities we can determine the number of atoms rendered absorbing
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Figure 5.4: Typical pulse sequence for interaction enhanced imaging. The impurities
are excited during a time texc. After a short time tdelay the imaging pulses are turned
on for a variable exposure time texp. In order to obtain a reference image without
impurities we apply the same pulse sequence but with the blue impurity excitation laser
pulse turned off.
due to the presence of impurities, as well as their spatial distribution.
To maximize the total absorption signal we apply an electrical field of 0.5 V/cm
in order to tune into the Fo¨rster resonance
|37S1/2 + 50S1/2〉 ↔ |36P1/2 + 51P3/2〉. (5.1)
Doing so we realize strong dipolar interactions which come along with an increased
interstate blockade radius of 3.8µm and thus enhance the number of additional
absorbers per impurity.
The best imaging sensitivity was achieved by compressing the atoms to a quasi
one-dimensional shape of radial extent σr = 4.9µm and a peak density of ρ0 = 2.4×
1011 cm−3. Fig. 5.6 a) shows the number of additional absorbers as a function of the
number of impurities. The number of impurities is determined from field ionization
and varied by changing the excitation power. For small excitation numbers we find
a linear relation between the number of additional absorbers and the number of
impurities from which we can calculate the gain factor of the imaging process. We
find that in the linear regime each impurity renders 19 ± 2 atoms absorbing. For
larger impurity numbers, where the excitation saturates due to the dipole blockade,
impurities are more likely to be excited in the wings of the atomic cloud where the
density is smaller than in the center. As a consequence these impurities render less
atoms absorbing, thereby reducing the average number of absorbers per impurity.
Fig. 5.6 a) shows data averaged over 50 repeats, however, we are able to see the
distribution of as few as 6 impurities even in a single realization as can be seen in
fig 5.6 b).
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Figure 5.5: Absorption images illustrating the procedure to obtain images of the impu-
rity distribution. a) sketches the geometry of the imaging as well as the excitation laser
with respect to the atomic cloud. b) shows an absorption image of the cloud which is
rendered transparent by the elliptically shape coupling beam, while c) shows the same
image but impurities have been excited previously in the center of the transparent spot
which render the atoms absorptive. d) shows the difference between c) and b), from
which we obtain information about the number as well as the spatial distribution of
additional absorbers.
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Figure 5.6: a) shows the number of additional absorbers Nadd in the EIT images vs. the
number of impurities Nimp as obtained from the ion signal in a quasi one-dimensional
atomic cloud. The Rydberg states are 50S (impurities) and 37S (probe). We find a
linear increase of the absorber number when exciting small numbers of impurities. Once
the impurity number starts to saturate due to the Rydberg blockade the excitations
are likely to be placed in the wings of the cloud where due to the lower ground state
atom density the number of absorbers per impurity is reduced. Fitting a slope to the
non-saturated part of the data we find a gain factor of 19± 2 additional absorbers per
impurity. b) shows an image of a distribution of ≈ 6 impurities obtained from a single
experimental realization with an exposure time t = 5µs. The white dashed lines indicate
the extent of the atomic cloud.

Chapter 6
Coherent and incoherent energy
transport
This chapter is partially based on the following publications:
Observing the dynamics of dipole-mediated energy transport by interac-
tion enhanced imaging
G. Gu¨nter, H. Schempp, M. Robert-de-Saint-Vincent, V. Gavryusev, S. Helmrich,
C. S. Hofmann, S. Whitlock, M. Weidemu¨ller
Science 342 953-956 (2013)
Quantum and classical spin transport in Rydberg dressed atomic gases
H. Schempp, G. Gu¨nter, S. Wu¨ster, M. Weidemu¨ller, S. Whitlock
in preparation
In this Chapter we discuss the applications of our imaging scheme to study
dipole-mediated transport of Rydberg excitations. After presenting first indications
of energy transport in Ch. 6.1 and discussing a simplified model for this transport,
we study the observed classical energy transport in more detail in Ch. 6.2. We
introduce an effective operator model in Ch. 6.3 to describe the transport in our
system more rigorously and compare its results to our experimental data. Finally,
in Ch. 6.4 we present first observations on the dynamics in a purely coherent regime,
before discussing a scheme to realize the transition between classical and coherent
dynamics in future experiments.
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6.1 Imaging transport phenomena
Here we discuss the observation of dipole-mediated energy transport of Rydberg
excitations. Optimizing the imaging scheme presented in the last Chapter, we find
that using a Fo¨rster resonance allows for maximizing the impurity-probe interac-
tions. With the states 50S as impurity and 37S as the probe state we were thus
able to increase the gain of the imaging system by tuning into the Fo¨rster res-
onance |37S1/2 + 50S1/2〉 ↔ |36P1/2 + 51P3/2〉. In the following we choose the
states |i〉 = |38S〉 and |p〉 = |37S〉 which exhibit strong dipolar interactions due
to the Fo¨rster resonance |37S + 38S〉 ↔ |37P + 37P 〉. In addition this particu-
lar type of Fo¨rster resonance features dipolar exchange since the state 37P cou-
ples strongly to both 37S and 38S, thereby allowing for the exchange process
|37S + 38S〉 ↔ |38S + 37S〉. Later on we will use the states |i〉 = |50S〉 and
|p〉 = |48S〉, for which direct exchange is strongly suppressed, but which instead
exhibits a different exchange mechanism. Dipolar exchange processes have been ob-
served before, also in early experiments using cold Rydberg gases [Mourachko et al.,
1998; Anderson et al., 1998]. However, now we are able to see the dynamics of this
process in a spatially resolved way for the first time.
In the following we give a simplified description of the relevant physics. In Ch. 6.3
we will then introduce a more rigorous theoretical model. The particular exchange
process for our experimental setting is that between an impurity in state 38S and the
37S Rydberg state of the surrounding optically dressed gas. The coherent exchange
frequency depends on the interaction strength Vip between impurity and probe state
as well as on the steady state Rydberg state admixture ρpp of the probe atom, assum-
ing that we can treat the EIT in the adiabatic limit. Both of these contributions
depend on the distance between the impurity and the probe atom such that the
coherent exchange rate is
ωcoh(r) = Vip(r)ρpp(r) =
C3
r3
ρpp(r). (6.1)
where C3 quantifies the interaction strength between impurity and probe state. For
large distances and in the weak probe limit ρpp asymptotes to ≈ Ω2p/Ω2c as known for
an EIT system. At short distances the interaction with the impurity shifts the probe
Rydberg state out of resonance thereby reducing the population ρpp. ρpp(r) can be
calculated from the laser parameters by introducing an additional distance depen-
dent detuning of the coupling laser. ρpp(r) vanishes at small distances. Together
with the 1/r3-dependence of the interaction potential this leads to a maximum of
the coherent exchange rate ωcoh at r ≈ Rip.
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In addition to the coherent exchange process the imaging can be thought of
as introducing decoherence by continuously projecting the quantum state of the
many-body system. This decoherence rate is given by the photon scattering rate,
which is related to the intermediate state population and thus also depends on the
distance from the impurity. For a simple estimate of the scattering rate caused by
one impurity we spatially integrate the photon scattering rate around the impurity
assuming a constant atomic density.
For our experimental parameters we estimate the decoherence rate γenv to be
≈ 150 times larger than the typical coherent exchange rate. Assuming that this
process can be treated as a dephasing, which leads to a rapid decay of the atomic
coherence, we can neglect the coherences of the density matrix and define an effective
classical rate equation for the populations. The resulting hopping rate reads
Γhop ≈ ω
2
coh
γenv
. (6.2)
For purely classical hopping we expect a diffusive behavior, thus we can describe the
evolution of the second moment of the impurity distribution by a diffusion law:
σ(t)2 = σ2(0) + 2Dt. (6.3)
where D is proportional to the hopping rate Γhop. Using eq. 6.2, eq. 6.1 together
with ρpp ∼ Ω2p and γenv ∼ Ω2p (since the two-level photon scattering rate Ω2p/Γe) we
estimate D ∼ Ω2p.
We observe the above discussed transport dynamics by varying the exposure time
of the interaction enhanced imaging pulse, i.e. the time during which impurity-probe
exchange can occur due to the presence of Rydberg dressed atoms serving as hopping
partners. Fig. 6.1 shows images of the impurities after different exposure times (a)
as well as the size of the cloud as a function of exposure time (blue circles in b). We
find σ2x, i.e. the second moment of the impurity distribution in x-direction, to grow
approximately linearly with time as expected from the above discussion (transport
in y-direction is suppressed due to the geometry of the EIT coupling laser beam
as sketched in fig. 6.1). However, based on the data shown in fig. 6.1 we can not
rule out a possible deviation from linear behavior. Given the small number of data
points makes it hard to estimate statistical uncertainties. In addition the range of
measured σ(t)2 is not even close to spanning an order of magnitude, thus fitting a
power law does not yield very reliable results.
By detuning from the Fo¨rster resonance we reduce the interaction strength, thus
slowing down the transport dynamics as we can see in the experiment. Namely the
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Figure 6.1: Growth of the distribution of additional absorbers during imaging. a) shows
snapshots of the impurity distribution after different exposure times (left column) and
after different delay times at fixed exposure time (right column). The geometry of the
cloud and the different laser beams are sketched above. b) shows the second moment
of the measured impurity distribution σ2x vs. exposure time. Tuning into the Fo¨rster
resonance we find a fast energy transport with σ2x growing approximately linearly with
exposure time (blue filled circles). Slower transport is found when the Fo¨rster defect is
slightly detuned from 0. For comparison the blue empty circles are taken with a fixed
exposure time of 2µs and a variable delay t between impurity excitation and the actual
imaging.
red circles in fig. 6.1 show the dynamics at a Fo¨rster defect of 100 MHz. This defect
also changes the character of the interactions from 1/r3 to 1/r6. A simple estimate
of the diffusion rate based on van der Waals interaction alone is too small to explain
the data, suggesting additional mechanisms to be at work as discussed in [Gu¨nter
et al., 2013].
To make sure that the observed expansion is indeed due energy transport we
performed experiments where we introduced a variable delay between the excitation
of impurities and the imaging pulse and found a constant size independent of the
delay. This results excludes e.g. mechnical forces between the impurities to be
responsible for the expansion.
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6.2 Investigating transport dynamics
So far we have discussed our first observation of energy transport and indications
for this energy transport to behave classically, i.e. for the impurities to spread
out diffusively. In order to understand the transport dynamics in more detail we
have taken better data for a different pair state, namely we prepare the impurities
in the state 50S and use the state 48S for the EIT imaging. These two states
feature a Fo¨rster resonance at a small electric field via the pair state degeneracy
|48S1/2, 50S1/2〉 ↔ |48P1/2, 49P1/2〉 as can be seen from fig. 2.4. In contrast to the
37S − 38S resonance discussed above, the direct exchange interaction |48S, 50S〉 ↔
|50S, 48S〉 is strongly suppressed. Instead we expect the dominant process, even at
a finite Fo¨rster defect, to be a “fission” process of the states 48S and 50S, resulting
in the population of the pair state |48P1/2, 49P1/2〉. In the following the 48P atom
produced during this process can diffuse resonantly via the exchange |48S, 48P 〉 ↔
|48P, 48S〉. The S-P diffusion can be considerably simple since it does not involve
any intermediate states, and to lowest order it does not depend on the electric field.
The resulting transport dynamics is shown in fig. 6.2. The initial Fo¨rster defect
is ∆F = 103 MHz. The size σ
2
x is extracted from averages over 100 repeats of
the same experiment. In order to estimate statistical uncertainties we resample
with replacements from these 100 repeats, similar to the bootstrapping procedure
discussed in Ch. 4. We average the images of each of these resamples and determine
the widths of the averaged images. The error is obtained from the distribution of
the obtained widths. Note that in the graph we have subtracted the initial size of
the impurity distribution, which we estimate to be 10µm.
Fitting a power law Dβt
β to the experimental data including the statistical un-
certainties we find an exponent β = (1.04 ± 0.08) which is in good agreement with
a classical diffusive behavior. Fixing the exponent to 1 we find the diffusion coef-
ficient D = (153 ± 5)µm2/µs. Note that to account for the fact that the obtained
image reflects the time integrated size of the cloud we fit σ(t)2 = Dt instead of
the usual definition σ(t)2 = 2Dt in order to extract the diffusion coefficient D (see
Supplementary Material of [Gu¨nter et al., 2013]).
We expect the diffusion coefficient as determined from fig. 6.2 to depend on vari-
ous experimental parameters as e.g. the Rabi frequencies used for the EIT imaging.
The probe Rabi frequency Ωp e.g. determines both the coherent exchange rate
via the probe state admixture as well as the decoherence rate γenv via the photon
scattering rate and should thus influence the diffusion coefficient. To study this de-
pendence we have measured the size of the impurity distribution (state 50S) using
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Figure 6.2: Transport dynamics of impurities in the state 50S embedded in atoms
dressed with the probe state 48S. The second moment of the impurity distribution
(with the initial size of the impurity distribution subtracted) is plotted vs. the exposure
time during which transport can happen. The fit with a power law (solid line) yields
an exponent of 1.04 ± 0.08. Fixing the exponent to 1 we find a diffusion coefficient
D = (153± 5)µm2/µs. The size σx is extracted from averages over 100 repeats of the
same experiment, the errorbars are obtained by resampling from these 100 repeats.
EIT imaging (state 48S) at a fixed exposure time of 21µs, but using different probe
Rabi frequencies Ωp.
As shown in fig. 6.2 the squared size of the impurity distribution grows linearly
with time. Hence by measuring the squared size of the distribution at a fixed time
we can infer how the diffusion coefficient depends on other experimental parameters.
Fig. 6.3 shows σ2x as a function of Ω
2
p. When fitting a power law σ
2
0 + αt
β we obtain
an exponent β = 0.8 ± 0.2 which is consistent with D being proportional to Ω2p as
predicted by the simple model described in Ch. 6.1.
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Figure 6.3: Second moment of the measured impurity distribution σ2x after 21µs ex-
posure for different probe light intensities (∼ Ω2p). A power law fit σ20 + αtβ yields an
exponent β = 0.8±0.2 which is consistent with the linear increase D ∼ Ω2p as predicted
by the simple model discussed in Ch. 6.1.
6.3 An effective operator model for energy trans-
port with Rydberg dressed atoms
In this section we improve on the simple model discussed before and derive a more
rigorous model to describe the transport dynamics of a Rydberg impurity within
a bath of atoms dressed with a Rydberg state. The model has been set up by
Shannon Whitlock in the context of spin transport and is applied here to provide
a better understanding of the observed energy transport. The exact solution of
a system consisting of a Rydberg impurity dressed with a different Rydberg state
using an EIT configuration as discussed in the previous sections, is very difficult
when including all atomic states involved as well as interactions, and is thus limited
to several atoms. Therefore we aimed for an effective description which would reduce
the Hilbert space and thus allow for modeling larger systems. We assume that the
impurity is a Rydberg P state (i.e. following the initial “fission” process) and thus
features direct and field-independent dipolar exchange with the bath atoms dressed
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with a Rydberg S state.
The derivation of the effective coupling constants follows the effective operator
approach as introduced in [Reiter and Sørensen, 2012]. The basic idea is to separate
the Hilbert space into sub-spaces for which the dynamics happens on different time
scales. When this criterion is fulfilled certain states may be adiabatically eliminated,
thereby allowing for the construction of effective operators describing the dynamics
of the remaining states. The usual approach to adiabatic elimination is to solve the
density matrix equations for the states subject to fast dynamics under the assump-
tion that other states evolve slowly [Brion et al., 2007]. This procedure can however
get quite involved when applied to large systems. In the approach described here the
rapidly evolving atomic states are eliminated before setting up the density matrix
equations for the reduced system. The two approaches are equivalent, however the
later is useful as it allows to identify the dominant terms of the resulting master
equation with the effective coupling and decay operators.
We start with a description of two atoms. The relevant levels of our system are
sketched in fig. 6.4 a) for a pair of atoms. Note that from here on we use a different
notation for the involved Rydberg states: the impurity state is now labeled |p〉
following the atomic notation, since it is a Rydberg state with angular momentum
l = 1. As a probe state we assume a Rydberg state with l = 0 which is therefore
labeled |s〉. As before, |g〉 is the ground state and |e〉 a rapidly decaying excited state.
Initially atom 1 starts in the Rydberg state |p〉 while atom 2 is in a superposition of
|g〉, |e〉 and |s〉 due to the applied laser fields of strength Ωp and Ωc. The impurity and
the dressed atom undergo dipolar energy exchange. As a consequence the impurity
excitation |p〉 can hop to atom 2 which is accompanied by a redistribution of the
states of atom 1. Given that one impurity excitation is always present we end up
with six pair states in total where the |p〉 excitation can sit on atom 1 or atom 2
and the state of the respective other atom a is superposition of |g〉, |e〉 and |s〉 as
sketched in fig. 6.4 b).
Following [Reiter and Sørensen, 2012] we separate the Hilbert space into a sub-
space Hg comprised of |pg〉 and |gp〉, and a second sub-space He comprised of the
other four states as indicated by the dashed boxes in fig. 6.4 b). The dynamics
within He for finite Vdd and Ωc are fast as compared to the dynamics between |pg〉
and |gp〉 which are not directly coupled. In EIT configuration with Ωp  Ωc the
coupling Vˆ± between the two sub-spaces is very weak. Under these conditions we
can adiabatically eliminate the sub-space He, thereby deriving effective equations
for the evolution of the system comprised of the states |pg〉 and |gp〉.
To derive the effective operators we write the Hamiltonian of the complete system
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Figure 6.4: a) Relevant levels for the dynamics of an impurity atom in state |p〉 (initially
atom 1) and a an atom in the ground state |g〉 which is weakly dressed with |s〉 in an EIT
scheme involving the intermediate state |e〉 (initially atom 2). b) shows the relevant pair
states of the system in the single-excitation manifold. When the probe Rabi frequency
Ωp is much smaller than both the coupling Rabi frequency Ωc and the decay from the
intermediate state Γe, i.e. when the redistribution of the populations of the states
involved in the EIT is fast, we can eliminate the weakly populated pair states |pe〉, |ps〉,
|ep〉 and |sp〉 and thus reduce the system to an effective two-level system comprised of
|pg〉 and |gp〉. c) shows the mapping onto a spin system where |p〉 is mapped onto spin
up and |g〉 to spin down. The effective coherent coupling Jeff, incoherent coupling Γeff
and dephasing γeff rates can be derived by adiabatic elimination of the states |e〉 and
|s〉.
as
Hˆ = Hˆg + Hˆe + Vˆ+ + Vˆ− (6.4)
where Hˆg acts on Hg, Hˆe on He, and Vˆ± couples between the two sub-spaces. The
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non-Hermitian Hamiltonian of the quantum jump formalism
HˆNH = Hˆe − i
2
∑
k
Lˆ†kLˆk (6.5)
accounts for the different decay channels indexed by k. In our system we have two
decay processes contributing to the sum, Lˆ1 =
√
Γe|gp〉〈ep| and Lˆ2 =
√
Γe|pg〉〈pe|
due to the decay of the intermediate state |e〉. As shown in [Reiter and Sørensen,
2012] the effective Hamiltonian and Lindblad terms are
Hˆeff = −1
2
Vˆ−[Hˆ−1NH + (Hˆ
−1
NH)
†]Vˆ+ + Hˆe (6.6)
Lˆkeff = LˆkHˆ
−1
NHVˆ+. (6.7)
Applying these formulas to our system we find expressions for three different cou-
pling terms of which Jeff|gp〉〈pg| describes a coherent effective exchange interaction,
Γeff|gp〉〈pg| an incoherent hopping term and γeff|gp〉〈gp| an irreversible dephasing,
where both decoherence mechanisms originate from the decay of the intermediate
state |e〉. The generalization from the above described pair system to a system com-
prised of N sites can be achieved by applying the effective operators to each pair
within the entire system.
The two-level system can be mapped onto a spin system where |p〉 corresponds
to spin up and the dressed state |g〉 to spin down. The effective Hamiltonian for a
system comprised of N sites and using the spin raising and lowering operators Sˆ+
and Sˆ− then reads as
Hˆeff =
∑
k>j
J
(j,k)
eff (Sˆ
k
+Sˆ
j
− + Sˆ
j
+Sˆ
k
−) (6.8)
and the effective Lindblad operators for each site j
Lˆeffj =
∑
k 6=>j
√
Γ
(j,k)
eff Sˆ
k
+Sˆ
j
− +
√
γ
(j,k)
eff Sˆ
k
+Sˆ
k
−. (6.9)
The effective coupling coefficients turn out to have the simple form
J
(j,k)
eff =
1
2
KV (j, k)
1 + V (j, k)2
(6.10)
Γ
(j,k)
eff =
KV (j, k)2
(1 + V (j, k)2)2
(6.11)
γ
(j,k)
eff =
−KV (j, k)4
(1 + V (j, k)2)2
(6.12)
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where we have defined K = Ω2p/Γe and V (j, k) = Vdd(j, k)/(Ω
2
c/(2Γe)) = (Rip/|Rj −
Rk|)3. These two quantities can be recognized as the two-level photon scattering
rate and the interaction strength scaled by the EIT bandwidth, respectively. We
find that K simply defines an overall timescale for the evolution since it influences
all three coupling constants simultaneously. This result confirms our experimental
finding from the previous section on the linear dependence between the diffusion
coefficient and Ω2p (see fig. 6.3). The interaction strength V is responsible for the
competition between coherent and incoherent processes.
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Figure 6.5: Effective couplings as a function of interparticle distance |Rj − Rk|. The
effective couplings are scaled with the two-level scattering rate K, the distance is given
in units of Rip. At short distances the Rydberg blockade leads to enhanced photon
scattering corresponding to a large dephasing rate γeff, and at the same time it leads to
a reduced Rydberg state admixture thereby reducing the hopping rates. Therefore we
expect the dynamics to be dominated by dephasing at short distances, while at large
distances it is dominated by coherent hopping.
Plotting the effective coupling rates as given in eqs. 6.10-6.12 as a function of dis-
tance we find the different contributions dominating in different regimes (see fig. 6.5).
For short distances spin exchange is suppressed due to the Rydberg blockade which
suppresses the Rydberg population of the second atom, while at large distances the
exchange rate follows the R−3 behavior of the dipolar interaction. In between we
find a maximum at |Rj − Rk| = (2ΓeC3/Ω2c)1/3 for both the coherent as well as the
incoherent hopping rate where Jeff = Γeff = K/4. At small distances the photon
scattering increases, causing strong dephasing in this regime.
From the behavior of the coupling coefficients we expect three different regimes:
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for V  1, coherent hopping dominates, whereas for V ≈ 1 coherent and incoherent
hopping are equally important, leading to classical transport. For V  1, i.e. in
the strong blockade regime, the coherent dynamics is suppressed due to the large
dephasing, leaving incoherent hopping as the dominant process.
6.3.1 Numerical simulations
Using the effective couplings from eqs. 6.10-6.12 we can perform numerical simula-
tions of the transport dynamics on a one-dimensional chain of up to 101 atoms. We
set the intersite spacing a as well as the two-level photon scattering rate K to 1
and vary the typical scaled next-neighbor interaction C = V (a = 1) = 2ΓeC3/Ω
2
c .
Fig. 6.6 shows the probability to find the impurity at site j for different values of
C. When the range of the interaction is small as compared to the intersite spacing,
i.e. C  1, we expect coherent evolution. In this case we find the impurities spread
ballistically as expected for coherent dynamics on a regular lattice (see fig. 6.6 a).
For C ≈ 1 the coherent and incoherent hopping are equally important, resulting in
a classical diffusion of impurities (fig. 6.6 b). C  1 corresponds to a regime where
many sites are within the blockade radius Rip which leads to strong dephasing. As
a result we find a preferred hopping distance as can be seen from fig. 6.6 c with an
overall diffusive expansion.
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Figure 6.6: Simulations of the transport dynamics on a regular 1D chain. a)-c) shows
the probability to find the impurity on a specific site as a function of time in different
regimes of the next-neighbor interaction strength C. We find ballistic expansion for
C = 0.02 where the coherent hopping dominates, whereas for C = 1 the dephasing
leads to classical diffusion. C = 1000 results in a preferred hopping distance.
6.3.2 Including disorder
To study the type of transport observed in the experiment we include the effect of
random atom positions to the simulations, which corresponds to off-diagonal disor-
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der, i.e. a statistical distribution of coherent coupling rates. We simulate various
degrees of decoherence and disorder and find that the degree of disorder only influ-
ences the dynamics in the coherent regime where we find a transition from ballistic
expansion to an almost localized regime. In contrast, in the incoherent regime the
degree of disorder does not influence the dynamics. This finding can be understood
from the fact that static disorder of sites has the same effect on the system dynamics
as dephasing, i.e. random fluctuations in the coupling terms, when looking at en-
semble averages. In the limit of weak interactions (C < 1) and no disorder (η = 0)
the simulated dynamics compares well with analytic expressions for nearest neighbor
exchange including dephasing as derived within the Haken-Reineker-Strobl (HRS)
model in the context of Frenkel exciton transport in molecular aggregates [Haken
and Reineker, 1972; Haken and Strobl, 1973].
6.3.3 Classical hopping
In the regime C  1, where incoherent hopping with rate Γeff dominates the dynam-
ics, we find classical diffusion and we can derive analytical solutions for the diffusion
coefficient. We first integrate Γeff to calculate a characteristic hopping rate while
assuming a homogeneous atomic density n
Γchar = n
∫
Γeff(~r)d~r. (6.13)
We use Γeff(r) =
KV (r)2
(1+V (r)2)2
as taken from eq. 6.11 and V (r) = (Rip/r)
3. In the next
step we calculate
〈~r 2〉 = n
Γchar
∫
Γeff(~r)~r
2d~r (6.14)
from which we can extract the characteristic hopping distance
√〈~r 2〉 = c·Rip, where
the factor c depends on the dimensionality and reads c = {√3/2,√2,√10/3} for
a {1D, 2D, 3D} system. Note that also the characteristic hopping rate depends
on the dimensionality of the system. To obtain a diffusion coefficient we multiply
the squared characteristic hopping distance with the characteristic hopping rate
following the usual definition
D =
1
2
〈~r 2〉Γchar. (6.15)
Alternatively we directly integrate
D =
1
2
n
∫
Γeff(~r)~r
2d~r. (6.16)
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The result differs from the simple model used in [Gu¨nter et al., 2013], in particular
it depends on the atomic density as well as on the dimensionality of the system and
reads
D1D =
piKn1DR
3
ip
12
(6.17)
D2D =
2pi2Kn2DR
4
ip
9
√
2
(6.18)
D3D =
5pi2Kn3DR
5
ip
9
(6.19)
where n1D, n2D and n3D are the atomic 1D-, 2D- and 3D-densities of the system.
From the equations we see that the relation between Rip and the typical interatomic
separation determines the diffusion coefficient. Note that depending on the dimen-
sionality d these values are to be scaled by 1/d when looking at only one component
of the 〈~r 2〉 distribution as we do in our experiments. The dependence on atomic
density and dimensionality will be possible to distinguish in future experiments.
6.3.4 Comparison to experimental data
The expression found in eq. 6.19 can be compared to the diffusion coefficient as ex-
tracted from fig. 6.2 in case the relevant quantities such as the probe Rabi frequency
Ωp, the atomic density n3D as well as the blockade radius Rip are known. It turns
out that Rip exhibits the largest uncertainty due to the angular dependence of the
dipolar interaction. Therefore we introduce an effective interaction strength C
(eff)
3 ,
which is not known a priori. The transport experiments presented in Ch. 6.2 were
performed in the absence of a quantization field. In addition the polarization of
the excitation beams was such that the initial population was distributed over the
Zeeman states mj = ±1/2 of the state 48S1/2. Both are coupled to the two Zeeman
states of 48P1/2. As a consequence four Zeeman states are coupled together, where
the respective transitions can have a different strengths and the relative contribu-
tions of the different transitions are unknown. Therefore, as mentioned above, the
effective interaction strength cannot be theoretically calculated, however, it can be
determined from the experimental data. Using eq. 6.19 (i.e. assuming 3D diffusion)
and the measured diffusion coefficient D = 153µm2/µs we find Rip = 5µm and thus
C
(eff)
3 = 2pi × 0.53 GHz µm3 (since Ωc ≈ 2pi × 7.2 MHz and Ωc ≈ 2pi × 0.8 MHz).
This value is an order of magnitude smaller than the value C3 = 2pi × 5.2 GHz µm3
calculated from the radial dipole matrix element while ignoring the spatial orienta-
tion. This reduction seems surprisingly high, however, we find comparable numbers
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for C
(eff)
3 when investigating the damping of microwave Rabi oscillations as will be
discussed in Ch. 7.
From eq. 6.19 we also find that the diffusion coefficient is proportional to the
photon scattering rate K = Ω2p/Γe, which therefore defines an overall timescale of
the dynamics. This finding is consistent with the predictions of the simple model,
and is confirmed by our experimental data shown in fig. 6.3.
To summarize we have seen that a rigorous description as introduced here is
indeed required to understand the transport dynamics, since e.g. in the simple
model sketched in Ch. 6.1 the process of incoherent hopping is not captured at all.
The same holds for the dependence on the atomic density.
6.3.5 Engineering the transition between coherent and clas-
sical dynamics
The effective operator model predicts that the parameter V = 2ΓeVdd/Ω
2
c allows for
tuning between different transport regimes, leaving the dipolar interaction strength
C3 and the coupling Rabi frequency Ωc as experimentally adjustable parameters.
Changing C3 involves changing the Rydberg states, whereas Ωc can be easily tuned,
with the available laser power being the only limitation. A possible transition from
coherent to classical transport could therefore be realized using the following param-
eters and settings. The atoms should prepared in an optical lattice with lattice con-
stant a = 2µm and be dressed with the Rydberg probe state |20s〉, while the impurity
is in state |19p〉. With the couplings strengths of the dressing lasers Ωc = 2pi×80 MHz
and Ωc = 2pi × 10 MHz, we calculate V = 0.02, corresponding to a regime where
the coherent coupling with an effective exchange rate Jeff = 2pi × 150 kHz domi-
nates. As a consequence the impurity will spread ballistically. In contrast, with
Ωc = 2pi × 10 MHz and Ωp = 2pi × 2 MHz we access the classical regime with
V = 1, resulting in a diffusive expansion. With the laser power currently available
Ωc = 2pi × 80 MHz is a challenge and requires working at low principal quantum
numbers. Coupling to |20s〉 is a trade-off between reasonable coupling strength and
sufficiently a long lifetime of the Rydberg state.
6.4 First studies of coherent transport
Our experiment provides the possibility to explore the transition from coherent to
classical transport. As predicted by our simple model and confirmed by the effective
operator model the decoherence is caused by photon scattering during the imaging.
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Naively one could think that the transition to a coherent regime could be realized
by simply reducing Ωp, however, Ωp not only affects the dephasing rate but it also
modifies the coherent exchange rate by changing the Rydberg state admixture of
the dressed probe atoms.
6.4.1 Experimental realization
To overcome the decoherence induced by the imaging process we now perform pulsed
experiments. We turn on the EIT fields for a short time to prepare Rydberg atoms,
which act as hopping partners for the impurities. After a variable evolution time
we switch on a short imaging pulse to determine the spatial extent of the impuri-
ties. While the EIT fields are off no photons are scattered, thus the system evolves
coherently during this period. Only during the final imaging period of 5µs and
during the initial preparation of hopping partners, where the EIT fields are on, the
system evolves classically. For comparison we have on the same system performed
the measurements shown in fig. 6.2 where we vary the exposure time to monitor
the classical evolution. By comparing the field ionization signals of the Rydberg
population we have made sure that the amount of hopping partners created during
the short partner excitation pulse of 2µs for the coherent evolution is the same as
during the classical evolution. Thus the coherent hopping rate should be the same,
which allows us to compare both datasets directly.
Fig. 6.7 shows the dynamics of the coherent evolution (red circles) as compared
to the same experiment under permanent projection, i.e. classical dynamics (blue
circles). We excite impurities in the state 50S and image using the state 48S, i.e.
the transport process is the same as discussed in Ch. 6.2. Namely the off-resonant
coupling to the pair state |48P, 49P 〉 leads to a production of 48P atoms which
can undergo resonant exchange with 48S atoms. In the coherent case the time axis
reflects the coherent evolution time between the excitation of hopping partners and
imaging. In the classical case the time axis reflects the exposure time, i.e. the
classical evolution time. Here we find σ2x to grow linearly with time as discussed in
Ch. 6.2. This data set is the same as already shown in fig. 6.2. In contrast, when
the system evolves coherently, we find σ2x to not grow significantly. This finding
reflects an extreme slow-down of the transport dynamics and can at this stage not
be distinguished from an Anderson type localization [Anderson, 1958], which one
might expect due to the disordered arrangement of the Rydberg dressed atoms.
However, as shown in [Robicheaux and Gill, 2014; Weimer, 2014], interactions with
a 1/R3 dependence as the dipolar interaction studied here do in 3D geometries
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Figure 6.7: Transport dynamics under permanent projection (blue circles) and in the
case of free coherent evolution (red circles). In the classical case (blue circles) the time
axis reflects the exposure time of the interaction enhanced imaging (this dataset has
been shown before in fig. 6.2). For the coherent evolution (red circles) the time axis
specifies the time between the excitation of hopping partners and the time where we
start to acquire an image (with a fixed exposure time of 5µs). In this case we find that
the size of the distribution of impurities does not increase significantly with time but is
mainly determined by the classical expansion during the 5µs imaging period. The size
σx is extracted from averages over 100 repeats of the same experiment, the errorbars
are obtained by resampling from these 100 repeats.
result in a a slow-down of the transport dynamics, but not in localization, except
possibly for very large randomness [Robicheaux and Gill, 2014]. In contrast, in
a 1D geometry localization is expected to be triggered even by small amounts of
randomness [Robicheaux and Gill, 2014].
6.4.2 Engineering decoherence using a third Rydberg state
In the experiments described above several relevant processes were coupled together,
making it hard to vary e.g. the degree of decoherence independent of the coherent
dynamics and the image quality. In Ch. 6.3 we have seen that we can have some
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control over the amount of dephasing by varying either the interaction strength C3 or
the EIT linewidth via the coupling Rabi frequency Ωc. Ideally, however, the imaging,
the coherent coupling and the degree of decoherence would have to be disentangled
in future experiments in order to study their influence in a more controlled way. To
this end different Rydberg states could be made use of for the different requirements:
as mentioned in Ch. 6.3 the impurities should be in a Rydberg state nP in order
to realize a clean and field-independent exchange process with hopping partners in
the Rydberg state nS. The same state nS can be used for interaction enhanced
imaging when the exposure time is chosen short enough such that the transport
during imaging can be neglected. The missing part is thus a way to introduce
controllable decoherence.
As we have seen the interaction enhanced imaging scheme itself is a suitable way
to introduce decoherence of the many-body quantum state by causing conditional
photon scattering. Thus we can set up an additional EIT scheme, but not with the
aim to actually measure an absorption signal but to introduce conditional photon
scattering in order to decohere the many-body quantum state. This additional EIT
scheme would ideally not feature transport due to exchange interactions, therefore
the Rydberg state n′S for this additional EIT scheme would be chosen to couple
less strongly to the impurity Rydberg state. Varying the probe Rabi frequency of
this EIT scheme would allow to tune the dephasing rate independently. Following
this approach the decoherence can be decoupled from the imaging process as well as
from the coherent exchange rate. In order to preserve a clean image the excitation of
impurities as well as the preparation of hopping partners and the controlled dephas-
ing would have to be realized in a spatial direction different from the imaging axis.
With the two Rydberg excitation lasers and the microwave source currently avail-
able at the experiment the three required Rydberg states nS, nP and n′S can all
be coupled to, allowing for the independent realization of the different mechanisms
discussed above.
6.5 Prospects
While we have experimentally realized the two limiting cases characterized by strong
decoherence and minimal decoherence by switching off the dressing laser fields, re-
spectively, the transition between these two regimes still has to be realized. Inter-
estingly, theoretical work in the context of energy transport in biological systems
has predicted an optimum of the transport efficiency for dephasing rates which are
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on the order of the coherent couplings [Plenio and Huelga, 2008; Rebentrost et al.,
2009b]. Using one of the schemes proposed before, these predictions can be tested
in future experiments.
In the coherent regime the role of disorder in the system is of particular interest.
While the distribution of probe Rydberg excitations is to a certain extent corre-
lated due to the blockade, the distribution of ground state atoms in the experiments
presented here was fully random. This could be changed in future experiments
by loading the atoms into an optical lattice. As discussed in Ch. 6.3 the behav-
ior in the coherent regime depends strongly on the degree of disorder, making the
transition from ballistic expansion on a lattice to an extreme slow-down in a disor-
dered system. Technically, these experiments should be performed using Rydberg P
states as impurities in order to restrict the possible transport channels to exclusively
|nS, nP 〉 ↔ |nP, nS〉. In order to avoid effects of the anisotropic interactions the
experiments should be performed in low-dimensional systems combined with fields
to align the dipoles.
Another interesting aspect of our particular system is the possibility to engineer
non-Markovian couplings to the environment, i.e. couplings with a finite correlation
time. In the context of energy transport the effect of non-Markovian dynamics has
been investigated by e.g. [Rebentrost et al., 2009a; Ishizaki and Fleming, 2009; Thor-
wart et al., 2009; Chin et al., 2010]. In our system this type of decoherence could be
realized by slowing down the EIT dynamics. When detuning from the intermediate
state with the EIT lasers the populations do not follow almost instantaneously as it
is the case for resonant coupling. Instead the population redistribution between |g〉,
|e〉 and |s〉 is slowed down, thereby providing the environmental degrees of freedom
with some memory.
With the system discussed here and with the proposed improvements to it we
have a model system at hand, to which we can map other systems which are of
large interest in different communities. With the degree of control possible in cold
atom systems, together with the particular properties of Rydberg states, it will be
possible to test and possibly to extend the theoretical models which are currently on
the market such as the Haken-Reineker-Strobl (HRS) model [Haken and Reineker,
1972; Haken and Strobl, 1973] which is extensively used to describe exciton transport
in molecular aggregates.

Chapter 7
Dipolar exchange in microwave
driven Rydberg systems
With the two-photon excitation scheme as described in Ch. 2.3.2 it is only possible to
excite Rydberg S and D states due to selection rules. However, using an additional
microwave photon allows for the excitation of e.g. Rydberg P states, which would
benefit the realization of the energy transport experiments with direct S-P exchange.
In this Chapter I will present spectroscopic data of microwave transitions between
Rydberg states (Ch. 7.1). Sitting on the resonance and varying the microwave pulse
duration we observe coherent Rabi oscillations of the population between S and P
states (Ch. 7.2). In Ch. 7.3 we study the transition to the interacting regime where
the Rabi oscillations are strongly damped.
7.1 Microwave coupling between Rydberg states
In our experiments the microwave radiation is obtained from a synthesizer (Anritsu
MG3697C) with controlled power, frequency and pulse duration. It is tunable over
a range from 500 MHz to 65 GHz. As we presently do not have an antenna which
works for the range of frequencies required we simply use the output connector
of a semi-rigid coaxial cable which is designed for frequencies up to 65 GHz, and
which we point towards the atoms through a viewport of the vacuum chamber. The
resulting polarization of the microwave field is unknown and the field distribution
at the position of the atoms can only be measured by using the Rydberg atoms as
a probe.
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7.1.1 State sensitive detection
To detect the Rydberg nP state population we first apply a short laser pulse resonant
with the nS to 5P transition in order to deexcite the nS atoms before we field ionize
the remaining Rydberg nP atoms. The population of the nP is not affected by the
deexcitation laser pulse. Fig. 7.1 shows the amount of detected Rydberg atoms as a
function of the deexcitation pulse duration using the Rydberg states 48S and 48P .
The red curve is obtained from 48S state excitation and subsequent deexcitation,
whereas for the blue curve part of the Rydberg atoms have been transferred to 48P
using a resonant microwave pulse. These atoms can thus not be deexcited and the
initial decay is only due to remaining 48S state atoms. For t ≥ 1µs we obtain a
contrast of typically 1 : 5 − 1 : 10 which we use for detection of the nP state
population. In other experiments we have obtained even better contrasts of up to
1 : 20.
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Figure 7.1: Deexcitation of 48S state atoms using a resonant 480 nm laser pulse.
The red diamonds show data obtained after excitation of 48S atoms and subsequent
deexcitation, while for the blue diamonds a microwave pulse was used to transfer part
of the 48S atoms into the state 48P before deexcitation. The difference between the
two curves provides the possibility to selectively detect 48P atoms.
7.1.2 Microwave spectroscopy
Fig. 7.2 shows a scan of the microwave frequency over a range covering the transi-
tions from the state 48S1/2 to both 48P1/2 as well as 48P3/2 which is obtained by
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Figure 7.2: Microwave frequency scan around the transition 48S to 48P . The spectrum
is obtained using a three-photon scheme to excite Rydberg P states, followed by a
depletion of the 48S state using a resonant deexcitation laser. Note that the resonances
are broadened due to Rydberg interactions.
applying the above described deexcitation scheme. The measured resonance fre-
quencies of (34.143±0.004) GHz (48P1/2) and (35.092±0.004) GHz (48P3/2) are close
to calculated values based on the quantum defects as measured in [Li et al., 2003]
(34.145 GHz and 35.077 GHz, respectively). Due to the imperfect deexcitation the
spectrum shows an offset caused by remaining 48S atoms. Note that the resonances
shown in fig. 7.2 are broadened due to Rydberg interactions (see also [Park et al.,
2011]).
By working at low atomic densities and low microwave powers we can improve the
spectral resolution since broadening due to Rydberg interactions as well as power
broadening are reduced. Fig. 7.3 shows a finer scan around the transition from
48S1/2 to 48P3/2. The three peaks correspond to three Zeeman states of the 48P3/2
state which are accessible from the initially prepared state |48S1/2,mj = +1/2〉
as sketched in fig. 7.4. Namely we can drive transitions to the Zeeman states
|48P3/2,mj = +3/2〉, |48P3/2,mj = +1/2〉 and |48P3/2,mj = −1/2〉. The fitted mi-
crowave resonance frequencies are (35.0698±0.0002) GHz, (35.07510±0.00010) GHz
and (35.08027±0.00008) GHz. From the measured Zeeman splitting of 5.2 MHz and
the Lande´ factors gj (gj = 4/3 for 48P3/2 and gj = 2 for 48S1/2) we determine the
magnetic field to be 3.7 G.
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Figure 7.3: Microwave frequency scan around the transition 48S1/2 to 48P3/2. Due
to the applied magnetic field of 3.7 G the three Zeeman transitions are clearly resolved.
Starting from the state |48S1/2,mj = +1/2〉 we can drive the transitions as sketched
in fig. 7.4 with our unpolarized microwave field. The fitted microwave frequencies are
(35.0698±0.0002) GHz, (35.07510±0.00010) GHz and (35.08027±0.00008) GHz.
7.2 Observation of microwave Rabi oscillations
In a next step we tune the microwave frequency to be resonant with the transition
|48S1/2,mj = +1/2〉 to |48P3/2,mj = +3/2〉, and after laser excitation of the state
|48S1/2,mj = +1/2〉 we apply a microwave pulse of variable duration. To isolate a
single transition we increase the magnetic field to 6.4 G. At low densities of Rydberg
S atoms we observe Rabi oscillations of the populations between |48S1/2,mj = +1/2〉
and |48P3/2,mj = +3/2〉 with a high degree of coherence as shown in fig. 7.5. The
slight damping is possibly due to residual interaction effects despite the low densities.
Varying the output power of the microwave source results in different oscillation
periods. We have also seen Rabi oscillations for the two other Zeeman transitions
shown in fig. 7.3 and have determined the relative transition strengths, which are
given by the Clebsch-Gordon coefficients and the strength of the microwave field in
the different polarizations. We find that in our particular setting the Rabi frequency
is the strongest on the σ+ transition to the Zeeman state mj = +3/2, while the Rabi
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Figure 7.4: Relevant levels for the excitation of Rydberg P3/2 state atoms. A microwave
field at ≈ 35 GHz couples the states 48S1/2 and 48P3/2. In the experiments we initially
prepare the atoms in the Rydberg state |48S1/2,mj = +1/2〉. Starting from here the
three indicated transitions are possible due to selection rules. Since our microwave field
contains contributions from different polarizations we drive all three transitions.
frequencies to mj = +1/2 (pi transition) and mj = −1/2 (σ− transition) are reduced
by factors of 1.5 and 5, respectively.
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Figure 7.5: Rabi oscillations between |48S1/2,mj = +1/2〉 and |48P3/2,mj = +3/2〉
at low initial S state population. The estimated Rabi frequency is 1.48 MHz.
When working with higher Rabi frequencies and smaller magnetic fields we find
beating effects in the oscillations which are due to off-resonant coupling to the other
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Zeeman states. To avoid this one could use a designated microwave antenna which
emits radiation of a well-defined polarization and can thus only couple to a single
Zeeman state. Here instead we apply a magnetic field of 6.4 G to better isolate the
different transitions, and work at a Rabi frequency of 1.48 MHz where the coupling
to the other Zeeman states is small.
7.3 Coherent population transfer between Ryd-
berg states
At high Rydberg densities we expect the dipolar interactions between S and P states
to modify the Rabi oscillations. Due to the exchange interaction between various
atoms with random interparticle distances the total population oscillation should
damp out. A similar effect has been found by investigating the retrieval probability
of dark-state polaritons [Maxwell et al., 2013] where instead of a damping in the
Rabi oscillations the vanishing photon retrieval probability reflected the interaction
induced dephasing. As discussed in [Maxwell et al., 2013] the transition from strong
damping to coherent Rabi oscillations is determined by the relation between the
microwave Rabi frequency and the exchange rate with the nearest S-state neighbor,
which is at high densities given by the S-S blockade radius. Dipolar energy exchange
has also been seen as line broadening in very early work on ultracold Rydberg gases
[Mourachko et al., 1998; Anderson et al., 1998]. In other work reporting on damped
microwave oscillations between Rydberg states this damping was due to electric field
inhomogeneities, not due to interparticle effects [Hogan et al., 2012].
Fig. 7.6 shows Rabi oscillations for the states |48S1/2,mj = +1/2〉 and |48P3/2,mj =
+3/2〉 for different densities of ground state atoms. For the smallest densities we
find a high degree of coherence with only a minimal damping, while for high densities
the oscillations become strongly damped. In an independent measurement we found
that the damping is less pronounced for higher microwave Rabi couplings where the
exchange rate is smaller as compared to the coherent driving.
To estimate the initial Rydberg S state density nS we follow two independent
approaches presented in the next paragraphs. The first one is based on the measured
ground state atom density which, together with the parameters of the laser excita-
tion, allows to calculate the Rydberg density. The second approach uses the number
of detected Rydberg atoms and the size of the excitation volume for estimating the
Rydberg density.
We excite the 48S atoms using an EIT configuration with Ωp = 2pi × 1.2 MHz
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Figure 7.6: Interaction induced dephasing of Rabi oscillations. The measured Rydberg
P state population NP (red curve) is plotted vs. time with different initial Rydberg S
state densities nS . From top to bottom nS increases, resulting in an increasing absolute
population NP and a damping of the oscillations. The blue curves show simulations of
the time evolution in a system comprised of 11 atoms where the product nS ·C3 is a fit
parameter.
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and Ωc,peak = 2pi × 5.2 MHz, resulting in a Rydberg fraction of ≈ Ω2p/Ω2c ≈ 0.05
at the center of the excitation volume. For each measurement we determine the
peak ground state density. To account for the Gaussian distribution of the coupling
laser intensity and the atomic density we use average densities which are (1.3× 107,
9.3×108, 1.0×109, 2.5×109, 3.2×109) cm−3. From these and the Rydberg fraction
we determine the Rydberg densities to be (6.7× 105, 4.9× 107, 5.2× 107, 1.3× 108,
1.7× 108) cm−3.
The number of Rydberg atoms is measured using the field ionization signal. The
excitation volume can be determined from the spot size of the coupling laser which
we measure to be 53µm×15µm (Gaussian σ), and the length of the cloud along the
excitation beams, which is 92µm. The resulting Rydberg densities of (1.3 × 107,
6.5 × 107, 5.0 × 107, 1.2 × 108, 1.4 × 108) cm−3 agree within 20% with the values
obtained using the first approach (neglecting the first value where the ground state
density could not be determined precisely).
We model our experimental data by solving numerically for the time evolution
of up to 11 two-level atoms with Rydberg states S and P interacting via dipolar
exchange. The background atoms remaining in the ground state are not included in
the simulations. The Hamiltonian in a spin language reads
H =
∆
2
N∑
i
S(i)z +
Ω
2
N∑
i
S(i)x +
N∑
i,j 6=i
C3
|Ri −Rj|3S
(i)
+ S
(j)
− (7.1)
where S
(i)
x and S
(i)
z are the Pauli spin matrices and S
(i)
± = 1/2(S
(i)
x ± iS(i)y ) the rising
and lowering operators of site i. ∆ is the detuning and Ω the coupling strength of
the microwave field. Ri is the position of the ith atom. The initial state is with
all atoms in the S state with positions randomly distributed in a box with periodic
boundary conditions. The interactions between S state atoms are only indirectly
included in the construction of the initial spatial distribution of S Rydberg atoms
by excluding positions within the blockade radius of another atom. However, for the
parameters discussed here the blockade of S state atoms plays only a minor role.
Solving numerically for the time evolution at different Rydberg S atom densities we
can reproduce our experimental data by fitting one parameter U = nS · C3 where
nS is the Rydberg S state density and C3 the dipolar interaction coefficient. nS ·C3
defines the typical timescale of a single coherent exchange, thus determining the
damping time of the oscillations. The results of the simulations are shown in fig. 7.6
and agree very well with the experimental data. The fitted value of nS ·C3 as com-
pared to the measured equilibrium Rydberg signal exhibits a linear dependence as
shown in fig. 7.7, indicating that the Rydberg S state densities are still so small that
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interaction effects between S state atoms do not result in a saturation of Rydberg
population. This is supported by comparing the measured Rydberg signal at long
times (reflecting 50% of the initial S state population) to the corresponding ground
state atom density, where we also find a linear increase.
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Figure 7.7: The linear increase of the fitted product C3 · nS with the average ground
state density ρ indicates that interactions between Rydberg S state atoms do not play
a major role.
The expected dipolar interaction strength between the states 48S and 48P is
given by C3/R
3, where C3 = 2pi × 5.2 GHz µm3 based on the radial matrix element
of the transition (see e.g. [Walker and Saffman, 2008]). This number, however, does
not capture the angular dependence of the interaction potential. To account for the
experimental details we introduce an effective interaction strength C
(eff)
3 which can be
smaller than the value specified above, depending on the Clebsch-Gordan coefficients
as discussed in [Park et al., 2011]. In order to determine the effective interaction
strength experimentally we use the product nS · C(eff)3 as obtained from fitting the
damped Rabi oscillations, as well as the Rydberg S state density nS which we
estimate independently as described above. We find C
(eff)
3 = 2pi×(1±0.1) GHz µm−3
where the uncertainty is due to the uncertainty of the Rydberg density nS.
Both the transport experiments, where the effective interaction strength was
inferred from a diffusion coefficient (Ch. 6.3), as well as the damping of the Rabi
oscillations described here, indicate that C
(eff)
3 is significantly smaller than its max-
imum value C3 = 2pi × 5.2 GHz µm3 as calculated when neglecting the angular
dependence.
Comparing the two experimentally obtained numbers directly we find approx-
imately a factor of 2 difference (C
(eff)
3 = 2pi × 0.53 GHz µm−3 from the transport
experiments). However, since the experimental conditions as well as the involved
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states were slightly different, we do not expect these values to perfectly agree. There
are two main differences between the two experiments: the microwave Rabi oscilla-
tions were carried out at a magnetic field of 6.4 G due to which the involved levels
|48S1/2,mF = +1/2〉 and |48P3/2,mF = +3/2〉 were well isolated. In contrast the
transport experiments were carried out without a quantization field and the initial
population was distributed over the two Zeeman states of |48S1/2〉. As a consequence
energy exchange can occur with four different Zeeman states being involved, where
the overall dynamics results from averaging over the different transitions. The sec-
ond difference is that the P state initially populated in the fission process prior to
transport is |48P1/2〉, while the microwave oscillations involved |48P3/2〉.
For future transport experiments we will use microwave state preparation. In this
case the damped microwave Rabi oscillations can be used to calibrate the interaction
strength such that it is not a free parameter in the theoretical description of the
transport process, thereby allowing to test the predictions of the effective operator
model for e.g. the diffusion coefficient (eq. 6.19) independently.
To summarize we have investigated microwave Rabi oscillations in the interacting
regime, where coherent dipolar exchange leads to a damping in the oscillations due
to the large system size. When modeling our experimental data we find very good
agreement, with the product of the dipolar interaction strength and Rydberg density
being the only free parameter. This indicates that the experiment can be described
by purely coherent dynamics, with dephasings originating from the random positions
of the atoms. From the product nS ·C(eff)3 and calibrating the Rydberg state density
independently, we are able to extract an effective interaction strength C
(eff)
3 = 2pi ×
(1± 0.1) GHz µm3 for the states |48S1/2,mF = +1/2〉 and |48P3/2,mF = +3/2〉 for
our particular system. The control and understanding of the microwave coupling
between Rydberg states is a prerequisite for the investigation of energy transport
involving Rydberg P states as discussed in Ch. 6.3 and 6.4.
7.4 Prospects
At low densities we have observed clean two-level Rabi oscillations between states nS
and nP . These can in the future serve as a sensitive probe for studying the effects
of measurement induced decoherence as proposed in Ch. 6.4.2. The experiment
we have in mind is to apply an EIT scheme of which the involved Rydberg state
n′S is shifted due to the presence of an atom in state nP . The resulting photon
scattering constitutes a measurement and thus introduces decoherence. The degree
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of decoherence is given by the scattering rate, which depends on the one hand on
the number of atoms in the vicinity of an atom in state nP , i.e. on the atomic
density. In addition it can be controlled via the single-atom scattering rate, i.e. via
the probe Rabi frequency Ωp of the EIT scheme. Measuring the damping rate of the
microwave Rabi oscillations can therefore be a valuable tool to measure and control
the degree of decoherence, essential for future transport experiments.

Chapter 8
Conclusion and Outlook
In this thesis we have studied the laser excitation and subsequent evolution of Ryd-
berg interacting atoms in an ultracold atomic gas. The questions we address include:
what types of correlations emerge when strong interatomic interactions compete with
the driving laser fields? what is the nature of the excitation process that leads to the
formation of Rydberg aggregates? and finally how do Rydberg excitations evolve
under the influence of strong dipolar interactions with the surrounding atoms? To
investigate these questions we established full counting statistics as a method to
characterize atomic correlations, and we demonstrated a new imaging technique
which makes it possible to sensitively detect Rydberg atoms embedded within an
ultracold atomic gas with high spatial and temporal resolution. An interesting com-
mon theme of the presented studies is the role of decoherence, which determines the
nature of the aggregate formation and crucially affects the character of the dipolar
energy transport dynamics.
The experimental apparatus we used for our studies has been constructed during
this thesis. It allows for fast loading of 87Rubidium atoms into an optical dipole
trap and the possibility to reach the Bose-Einstein-condensation transition in less
than 5 s. In addition it features an elaborate electrode structure for electric field
compensation as well as field ionization detection of Rydberg atoms.
Our first experiments focused on the excitation of Rydberg atoms using two
coherent laser fields. Investigating coherent population trapping in interacting Ryd-
berg systems we have found suppression of the dark state resonance due to these
interactions. Following up on this finding we have investigated the optical response of
atoms under conditions of electromagnetically induced transparency (EIT) and the
associated emergence of dark-state polaritons (DSPs) involving interacting Rydberg
states. The strong interactions tend to break the EIT condition, and we were able
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to map out the transition from a nearly transparent medium to a strongly absorbing
one as the effects of interactions were increased. Complementary to our measure-
ments of the optical response we could measure the “matter-like” part of the DSPs
using field ionization detection of the Rydberg population. In the strongly interact-
ing regime we found that the counting statistics become significantly sub-Poissonian
indicating the emergence of correlations in the coupled atom-light system.
Next we turned to a detailed study of the Rydberg excitation process using
detuned laser fields. Here we observed the formation of Rydberg aggregates, i.e.
correlated structures comprised of a few Rydberg excitations. Using the full counting
statistics (FCS) of the Rydberg atom number distribution we have established a way
to determine the typical aggregate size from the statistical moments. In particular
the presence of aggregates results in enhanced number fluctuations, in contrast to
the suppressed number fluctuations typically attributed to the Rydberg blockade
effect. For our experimental settings and using an excitation frequency which is blue
detuned by ≈ 20 MHz, we concluded that the aggregates are typically comprised of
three atoms. By comparing with rate estimates and many-body simulations we
conclude that the aggregate formation is strongly affected by decoherence leading
to sequential excitation of individual atoms around an initial off-resonantly excited
grain. At the time of this study the precise origin of decoherence was not known,
but it seems likely to be dephasing due to the residual motion of the atoms during
excitation, which has important implications for the formation of spatially ordered
states of Rydberg atoms. While a surprising amount of information can be learned
from the FCS, future studies will benefit from the spatial resolution possible with
direct imaging methods.
With the application of imaging spatial correlations in mind, we have developed
a minimally destructive optical imaging technique which is based on Rydberg state
EIT and exploits the surrounding bath of atoms as an amplifier. We have demon-
strated this technique experimentally and were able to detect as few as six Rydberg
atoms in a single shot image. Besides single shot sensitivity our scheme features
state selectivity and excellent spatial and temporal resolution.
Using this imaging scheme we have observed dipolar energy transport due to
exchange interactions between different Rydberg states. This transport involves
dipolar exchange interactions between a Rydberg impurity and the surrounding
optically dressed atoms.
Investigating the observed energy transport dynamics more carefully we found
that it can be described by classical hopping due to the effect of decoherence in-
troduced via the continuous optical measurement. As a consequence we observe
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diffusive dynamics, with a measured diffusion exponent of 1.04 ± 0.08. Using the
Rydberg states 48S1/2 and 50S1/2 for probe and impurities, respectively, we expect
the direct ss-exchange should be strongly suppressed, however transport can still
occur due to sp-exchange involving the intermediate state 48P1/2. To better under-
stand the transport dynamics and to quantify the influence of the coherent coupling
as well as the decoherence, we set up an effective spin model based on the adia-
batic elimination of states. This procedure allows us to find analytic expressions
for different coupling constants and to model the dynamics of the energy transport
numerically for systems as large as &100 atoms. In the regime of strong dephasing
we find an emergent length scale for excitation hopping determined by the Rydberg
blockade radius, and we derive analytic expressions for the diffusion coefficient for
different dimensionalities. Our model predicts faster transport than we observed,
which can be reconciled by assuming that the effective interaction strength is smaller
than the naive estimate using the maximum dipole moment of the states involved.
By comparing the measured diffusion coefficient with the theoretical model we in-
fer an effective dipolar interaction strength C
(eff)
3 = 2pi × 0.53 GHz µm3, which is
approximately a factor of 10 smaller than the naive estimate.
There is a natural interest in exploring the transition from classical (diffusive) to
coherent dynamics. For this reason we performed an additional experiment in which
we allow the system to evolve without the imaging fields, i.e. without continuous
projection of the quantum state. In this case we observed an extreme slow-down of
the dynamics, which is consistent with the absence of transport. Having realized the
limiting cases of purely coherent evolution and classical transport, we elaborate on
different approaches which would allow for tuning the degree of decoherence, and on
the possibilities of using our system for quantum simulations of biological systems.
As a step towards the further investigation of energy transport we have performed
microwave spectroscopy of the transitions between Rydberg 48S1/2 and 48P3/2 states.
We drive microwave Rabi oscillations between these states and find damping of these
oscillations at high densities due to the dipolar exchange process. The damping rate
provides an independent estimate of the effective dipolar interaction strength, which
is also found to be smaller than the naive estimate, namely we extract C
(eff)
3 = 2pi×
(1±0.1) GHz µm3. Finally, we discuss a scheme to study the effects of measurement-
induced-decoherence based on coupling microwave driven dipoles to an auxiliary
probe atom coupled via EIT.
The experiments presented here open up a variety of interesting questions to be
investigated concerning the influence of decoherence and disorder on dipolar energy
transport dynamics, as well as on the excitation of correlated or even crystalline
110 Chapter 8. Conclusion and Outlook
states. For example, reducing the ratio between dephasing rate and coherent cou-
pling will make it possible to reach the regime of coherent aggregate formation.
The experimental distinction of the two formation mechanisms based on counting
statistics would largely benefit from a better detection efficiency. The interaction
enhanced imaging scheme presented here in principle allows for detection efficiencies
close to 100%. With improved spatial resolution the excitation dynamics and the
structure of the aggregates could even be directly imaged. Also the investigation
of crystalline structures [Pohl et al., 2010; Schauß et al., 2014] and quantum phase
transitions in laser driven Rydberg systems [Weimer et al., 2008], will benefit from
spatially resolved imaging with single atom sensitivity.
Single atom resolution using our interaction enhanced imaging scheme requires
further optimization of the experimental parameters, in particular the choice of the
involved Rydberg states. For this purpose one should choose Rydberg states for
impurity and probing for which energy exchange is strongly suppressed to prevent
motion during the imaging exposure. In addition, states with a larger principal
quantum number n would reduce the experimental requirements on optical reso-
lution, and the signal of an individual impurity would be less sensitive to atom shot
noise. Also the investigation of transport dynamics would benefit from the possibil-
ity to spatially resolve single impurities, since this would allow access to the position
of individual impurities for investigating the statistical probabilities to find them at
certain positions [Mu¨lken et al., 2007].
Another future goal will be the precise engineering of decoherence in Rydberg
systems. For example, the lifetime of a Rydberg state can be artificially reduced by
coupling it to a short-lived intermediate state, similar to the deexcitation scheme
used for state selective detection discussed in Ch. 7. Varying the power of the deex-
citation laser thus allows to control the single atom decoherence. This scheme will
be valuable, for example, for the further investigation of the role of decoherence on
the aggregate formation process.
Future studies of energy transport involving two different Rydberg states may
exploit a third “probe” Rydberg state to introduce controlled decoherence. This
would make it possible to separate the exchange coupling from the decoherence
processes, thus allowing for improved studies of the role of decoherence on dipolar
energy transport. Together with the control of disorder in our system, this could
be used to model key processes in biological systems such as energy transport in
photosynthetic light harvesting complexes (LHCs). An intriguing aspect of energy
transport in LHCs is its surprisingly high efficiency, which is in some cases close
to 100% [Blankenship, 2008]. Signs of quantum coherence in LHCs has been found
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a few years ago (see e.g. [Engel et al., 2007; Lee et al., 2007; Collini et al., 2010;
Sarovar et al., 2010]). On the other hand, recent theoretical work has shown that
in disordered systems energy transport can be made most efficient by introducing a
finite amount of dephasing [Plenio and Huelga, 2008; Chin et al., 2010; Rebentrost
et al., 2009b; Zimboras et al., 2013]. Investigating the influence of dephasing on the
energy transport dynamics in Rydberg systems in a controlled way and studying
the quantum-classical crossover can thus possibly help to answer some of the open
questions regarding coherence and decoherence in photosynthetic LHCs.
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