Abstract. In this paper, I discuss the additivity conjecture in quantum information theory. The additivity conjecture was originally a set of at least four conjectures. These conjectures said that certain functions of quantum states and channels were additive under tensor products. While some of these conjectures were previously known to be stronger than others, they have recently all been proved equivalent. This conjecture is a very intriguing mathematical question which the best efforts of a large number of quantum information theorists have not been able to resolve for nearly a decade. It is a mathematically elegant question that is one of the most important open questions in the field of quantum information and computation. This paper then is intended to be both an exposition of the conjecture, its background, and some of the methods that have been used to yield partial results for it, as well as a plea for help in resolving this conjecture. Very recently (summer 2007), substantial progress has been made on this conjecture, in that counterexamples to a set of stronger conjectures have been found. These will be described briefly.
Introduction
Earlier in this decade, the title of this paper would have been ambiguous. Until 2003, there was not any one problem which could have been titled "The additivity conjecture." Rather, there were a host of different additivity questions, which we will describe in more detail later in this manuscript. Two major open additivity questions were the additivity of classical channel capacity and the additivity of entanglement of formation, but researchers had also conjectured the additivity of the minimum entropy output of a quantum channel, and conjectured a stronger property than additivity of entanglement of formation called the strong superadditivity of entanglement of formation. In 2003, it was shown that these four open conjectures were all equivalent [29, 33] .
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This unified four seemingly separate conjectures into one unified conjecture. Holevo [17, 18] has written recent, thorough surveys of the state of affairs of the additivity question. There, however, has been significant progress since then [37, 13, 10] as will be discussed later in this paper. Several other quantities had earlier been conjectured to be additive, including the relative entropy of entanglement, the distillable entanglement. These now both appear to be non-additive; the first has been rigorously proved so [35] , and for the second there is strong evidence of non-additivity [34] The question of the additivity of a quantity f , which is a function defined over quantum channels (or quantum states) can be expressed as follows. Suppose Φ and Ψ are two quantum channels (or states):
where Φ ⊗ Ψ is the tensor product of Φ and Ψ. In general, and certainly for all these quantities mentioned above, inequality in one direction is trivial, while the other may be quite difficult.
Background
Before we can describe this in more detail, we need to give some definitions. We will be dealing solely with the quantum mechanics of finite dimensional systems in this paper. This is because it is easier to deal with finite dimensions than with infinite dimensions and also because , at least for the channel capacity question, the additivity conjecture for infinite dimensional systems is implied by the conjecture for finite-dimensional systems [31] .
In quantum mechanics, a d-dimensional system can be represented by a complex vector space C d . A pure quantum state of the system is a unit complex vector in this vector space. Quantum states are often represented as kets, | v , although in this paper we often omit the kets, yielding a notation which is more familiar to mathematicians. We still use | 0 , | 1 , . . ., for basis states of a quantum system. We will be using the generally accepted convention in physics of representing quantum states by column vectors.
Two pure quantum states are equivalent if they differ only by a phase, so mathematically, a quantum state lies in a projective complex vector space. In many calculations, however, it is much more convenient to represent a state as a unit complex vector, and we will be doing this. A mixed quantum state, or density matrix is a trace 1 positive
A pure state v is equivalent to the rank one density matrix vv † . If we have a finite ensemble of quantum states, where the probability of v i is p i , then the density matrix associated with this ensemble is
One example of quantum states with which many people are familiar is the polarization states of light. This is a two-dimensional quantum system (which quantum information scientists have started calling a qubit) and thus has two basis vectors. For example, we can take the vertically and horizontally polarized photons a basis. We call these states | and | ↔ Any other pure state of polarization is a linear combination of these states. For example,
and right and left circular polarization states are the linear combinations with imaginary coefficients
. When you consider two quantum systems, their joint state space is represented by the tensor product of the two individual state spaces. This joint state space includes states which are not tensor products. These states are said to be entangled. For example, the state
is such a state, this one called an EPR pair (after Einstein, Podolsky and Rosen's famous thought experiment [7] , which involved a similar physical state of two entangled particles). Density matrices arise from pure quantum states in two ways. The first, as was described above, is if we have a quantum system about which we have incomplete information. If this quantum system is in state v i with probability p i , then the density matrix is
The second way is if we have an entangled system, and we discard or ignore one part. To describe this mathematically, we need to introduce the partial trace operator. Suppose we have a density matrix ρ over a tensor product vector A ⊗ B. If we discard system B, this corresponds to taking the partial trace over B of the state ρ, written as Tr B ρ. The partial trace for tensor product states ρ A ⊗ ρ B is defined as
and it is defined for arbitrary states ρ by linearly extending this definition. Any two orthogonal quantum states are distinguishable, meaning that there is some theoretical measurement which distinguishes perfectly between these two states. If two quantum states are not orthogonal, then no such measurements exist, although many measurements may give some probability of distinguishing between these two states. The most general quantum measurement is called a POVM (positive operator valued measurement). In this paper, we will restrict consideration to POVM's with a finite number of outcomes. Such POVM's can be represented by a set of positive Hermitian matrices, E 1 , E 2 , . . ., E k , where each matrix is associated with a different outcome of the measurement. The one constraint on these matrices is that they sum to the identity, i.e., i E i = I. Given a pure quantum state v, the probability of outcome i of the measurement is
For a mixed quantum state ρ, the probability of outcome i is
The constraint that their sum is the identity is equivalent to the constraint that the sum of the probabilities of the outcomes of a measurement is 1. A valid map on quantum states allowed by physics is a trace preserving completely positive (TPC) map Φ, taking density matrices to density matrices. Here, trace preserving means TrΦ(ρ) = Trρ, positive means that Φ maps positive matrices to positive matrices, and completely positive means that Φ ⊗ I d is positive for the identity map I d on a d-dimensional quantum system, for all d. There are two alternative characterizations of trace preserving completely positive maps. The first is the Krauss operator sum representation. Any trace-preserving completely positive operator can be written as
The second is the Stinespring representation. This says that any ddimensional TPC map can be represented as the composition of the following three operations. First, taking the tensor product of this system with a fixed state v 0 in a Hilbert space of dimension at most d in · d out . Second, making a unitary transform U on the resulting state. Finally, taking the partial trace to leave a d out dimensional subsystem. That is, Φ can be represented as the composition of operations:
The maximum purity conjectures
The minimun entropy output of a quantum channel Φ is defined as
Because of the convexity of the entropy function, and the linearity of Φ, it is immediate that this minimum is achieved on the boundary of the set of density matrices, i.e., on a rank-one density matrix ρ = vv † . The additivity question in this case is whether
The ≤ is easy to prove. Let the states ρ 0 and ρ 1 be those where Φ and Ψ achieve their minimum entropy. Then
The minimum entropy output seems like it may be the simplest of the various equivalent additivity conjectures to prove. Indeed, the proofs that the other conjectures imply additivity of H min are all quite easy, while the proofs in the other direction are substantially harder. Amosov, Holevo and Werner [1] have come up with a very natural conjecture on p-norms of channels that would imply the minimum entropy output conjecture. This is called the output purity conjecture. This is a means by which substantial progress has been made on the minimum entropy output conjecture for special classes of channels. Very recently, this conjecture has been shown to be false [37, 13] . However, the counterexample does not appear to extend to give a counterexample to the additivity conjecture for entropy.
We now describe the output purity conjecture. We first define a p-norm on a quantum channel Φ.
where the optimization is over density matrices, i.e., trace 1 positive matrices, over the input space of the channel. Here || · || p is the p-norm
Again, because of convexity, the ρ yielding maximum ν p will always be a pure state for any channel Φ. This is related to the minimum output entropy because of the following theorem, shown in [1] lim
which can be proved using the fact that
This theorem implies that if the following conjecture is true for 1 < p < 1 + for some positive , the minimum entropy output is additive
This was realized by Amosov, Holevo and Werner, who then conjectured that this minimum output purity was multiplicative for all p [1] . This is equivalent to the additivity of minimum output Rényi entropy of order p. Unfortunately, their original conjecture was not true; two of the proposers of this conjecture found a counterexample not long after their original paper [36] . The counterexample shows that the conjecture is false for p ≥ 4.8. There did not seem to be any obstacle to it holding for 1 < p ≤ 2, which was the revised version of the conjecture. However, this has recently also shown to be false. Winter [37] gave a counterexample which showed that the conjecture was false for p > 2.
The structure of this counterexample led Hayden [13] to find a counterexample for all p, 1 < p < 2. Shortly afterwards, Harrow [10] found a counterexample for the additivity of Rényi entropy at p sufficiently close to 0, which numerically seems to work for 0 ≤ p < 0.12. (This is equivalent to multiplicativity of minimum output p-norm.) Thus, if the conjecture holds, it most likely holds only for the von Neumann entropy case of p = 1. We now describe the structure of Winter's counterexample [37] , which holds for 1 < p < 2. We take m random unitary transformations over an n-dimensional Hilbert space, U 1 , . . ., U m . Now, let
It can be shown that if m grows faster than O(n log n), then Φ(vv † ) and Φ * (vv † ) are close to random for all v, so for Φ and Φ * , all the eigenvalues of any output density matrix are of order 1/n. However, if we consider the EPR state
then Φ ⊗ Φ * (ww † ) will have one large eigenvalue. This is because for any for any unitary U ,
where the last inequality holds because U | i and | j are two different orthonomal bases for the Hilbert space. The above equality shows that the terms where i = j in the expression
contribute a total of 1/m. Since the other terms are positive, this shows that (Φ ⊗ Φ * )(ww † ) has an eigenvalue larger than 1/m. If we choose m = n 1+ for small, this will give a counterexample to the maximum purity conjecture for any p > 2, since the maximum p-norms of each of Φ and Φ * are approximately n (1−p)/p , and the maximum p-norm of Φ ⊗ Φ * is approximately 1/m. Inspired by this result, Hayden [13] found a counterexample to the conjecture for any p > 1. This is not quite so easy to understand intuitively, and the calculations are somewhat more difficult, but the basic idea behind the counterexample is the same. Here, the two channels are
The other equivalent conjectures
In this section, we will describe several other conjectures equivalent to the additivity of H min There are at least six other equivalent conjectures [33, 29, 27, 9], of which we will mention four. These deal with two quatitites. The first of these quantities is the entanglement of formation of a quantum state, and the second of these is the classical information capacity of a quantum channel.
A pure quantum state in a tensor product space A ⊗ B is said to be entangled if it cannot be written as a tensor product φ ⊗ ψ where φ ∈ A and ψ ∈ B. Entanglement is a very important concept in quantum information theory. It is essentially the source of Einstein's distress over what he called "spooky action at a distance," and is also responsible for Bell's inequality, and protocols for quantum information transmission such as quantum teleportation, quantum superdense coding, and so forth. It is thus an important question as to how to quantify entanglement.
The canonical example of an entangled state is an EPR pair. This is a system of two qubits in the state
or any state that can be derived from this state by local unitary transformations. That is, if we have two unitary transformations on the two Hilbert spaces U A acting on A and U B acting on B, then (U A ⊗U B )ψ EP R is also an EPR pair. By convention, we take the amount of entanglement in a single EPR pair to be one bit. It is fairly easy to quantify entanglement of pure quantum states (recall these are vectors in our tensor product Hilbert space). The amount of entanglement in a pure quantum state v consists of
It is a theorem [6] that any two pure quantum states with the same amount of entanglement can be asymptotically interconverted with high efficiency, using only local unitary operations and classical communication. That is, suppose we have a pure quantum state v. We denote the quantum state of an EPR pair, ψ EP R above, by ψ. Then for any fixed small > 0, there is a large enough n so that, if two people, Alice and Bob, hold A and B respectively, then Alice and Bob, using only local quantum operations and classical communication, can convert v ⊗n to a state ρ that is very close to ψ ⊗(1− )nE P , i.e., such that
where E P is the pure state entanglement of v. We also have the reverse theorem, where we interchange the role of v and ψ above, so that we start with nE P EPR pairs: ψ ⊗nE P and we end with a state ρ that is very close to v ⊗(1− )n . We call a transformation that can be performed using local quantum operations and classical communication a LOCC operation. In this model, we are allowed to perform local quantum operations conditioned on classical variables, i.e., on the outcome of measurements or on classical information that Alice has received from Bob (or vice versa). This is thus a class of transformations that is quite difficult to characterize.
When we try to prove analogous results for mixed states, that is, we try to quantify the entanglement in a mixed state ρ, something unfortunate happens. There is no longer a single good measure of entanglement, as there was with pure states. We can look at the number of nearly perfect EPR pairs we can obtain from many copies of a mixed state ρ, analogous to the theorem we stated for pure state entanglement above. This gives a quantity is known as distillable entanglement, E D . We can also define the amount of pure entanglement asymptotically required to create a mixed state ρ using LOCC operations. This gives a quantity called entanglement cost, known as E C . In general, these are not the same for mixed states. There are bound entangled states ρ with E D (ρ) = 0, so no states close to an EPR pair can be created out of any number of copies of these states, but still with the entanglement cost E C (ρ) > 0 [20] . We do not have any nice formulas for distillable entanglement E D , but there is a formula for entanglement cost E C . Let us define entanglement of formation by
where the minimum is taken over ensembles of pure states whose density matrix is ρ, that is
It is then known [14] that
The question of whether entanglement of formation is equal to entanglement cost, that is, whether we really need the limit in the above expression, is equivalent to the question of whether entanglement of formation is additive, that is, whether for two density matrices ρ 1 and
The structure of the states may need a little more explanation here. We have four Hilbert spaces, A 1 , A 2 , B 1 and B 2 , and we work in the tensor product
). The definition of the entanglement of formation assumes that the quantum space is a tensor product of two systems. In each case, this tensor product defining the entanglement of formation is between the "A" and the "B" compenents of the system. There is a stronger conjecture about entanglement of formation than the additivity. It is called the strong superadditivity of entanglement of formation [35, 3] . In this case, we have an arbitrary entangled state ρ in a Hilbert space which is the tensor product of four systems, which we again designate as
where the entanglement of formation is defined over the A-B split of subsystems, and the partial traces are over the 1-2 split of subsystems. Strong superadditivity of E F is easily seen to imply additivity of E F [35] , whereas it is harder to prove the reverse direction.
We now turn to the definition of the classical capacity of a quantum channel. Recall the definition of the capacity of a classical noisy channel. A classical noisy channel can be thought of as a stochastic map from a random variable X representing the input of a channel to a random variable Y representing the output of the channel. Shannon's theorem says that a noisy channel N has the capacity
where I(X; Y ) is the mutual information between the ramdom variables X and Y . We have H(Y ) is the entropy of the random variable Y , and H(Y |X) is the conditional entropy of the random variable Y . This is defined as
where H(Y |X = x) is the entropy of the output Y when the input is x.
One can think of this definition of the mutual information of a channel as the entropy of the average output minus the average entropy of the output.
One might think that the classical capacity of a quantum channel Φ would be the maximum over all input distributions X of quantum states, and over all measurements of the output, of the mutual information between random variable X representing the input and the random variable Y representing the measurement outcome. This quantity is called the accessible information for a quantum channel Φ, which we denote by I A (Φ). This guess is not correct; while one can clearly achieve the accessible information, it is not an upper bound. The accessible information can be exceeded by using joint measurements of the output state across several uses of a quantum channel. To get the true classical capacity of a quantum, one must take
the limit of 1 n times the accessible information of the tensor power of n uses of the channel. This formula allows both entangled inputs to the channel and joint measurements of the channel. To obtain this limit, one can first take the limit for the joint measurements, and then the limit for the entangled inputs. If we allow joint measurements, but only unentangled inputs, one can achieve the following capacity, which was formerly called the Holevo bound but is now often called the Holevo capacity or Holevo formula. This was long known merely as an upper bound for the accessible information [15] . It is now known to be the capacity as long as the protocols are not allowed to use entangled inputs [16, 30] .
where the maximum is taken over all probability distributions p i on pure states v i in the input space of the channel. This is again the entropy of the average output minus the average entropy of the output.
Recall that the classical capacity of a quantum channel is the limit of the accessible information over protocols using both entangled inputs and joint measurements on the output. Taking the limit just over joint measurements of the output gives us the Holevo capacity. To get the true classical capacity, we need to then take the limit of the Holevo capacity over n uses of the channel, as n goes to ∞. We thus get the formula Capacity(Φ) = lim
If the Holevo capacity is additive, then this limit is the same as the Holevo capacity. This, of course, leads us to the last conjecture, whether
5. Partial results on the output purity and minimum entropy conjectures.
In this section, I will try to sketch the techniques used to prove partial results on these conjectures. There are several cases for which these conjectures are proved. The most imporant of these may be unital qubit channels [21] , depolarizing channels [8, 22] , and entanglement breaking channels [23, 32] . The proofs here are often fairly complicated, and have a lot of details which may obscure the essential features of these proofs.
An entanglement breaking channel is one which breaks the entanglement of any input state with a reference system. That is, Φ is an entanglement breaking channel
never has entanglement between the output space of I and that of Φ. A unital qubit channel Φ is one which takes a 2-dimensional quantum space to a 2-dimensional quantum space, and for which Φ(I) = I. Finally, a depolarizing channel mixes a quantum state ρ with the maximally mixed state I/d. That is, the depolarizing channel with parameter λ, which we call Δ λ , takes Δ λ (ρ) = λρ + (1 − λ)I/d where d is the dimension of the input (and output) space of the channel.
Two of the key tools for these proofs are inequalities. When dealing with von Neumann entropy, one of the most important tools is the strong subadditivity of entropy [24] . This says that for a quantum system in a mixed state in a tensor product of three systems, ρ = ρ ABC , we have
where the density matrices for subsystems are obtained by taking the partial trace of ρ, that is, ρ AB = Tr C ρ, ρ AC = Tr B ρ, and ρ A = Tr BC ρ.
The other inequality, which has been useful for proving theorems involving output purity, is the Lieb-Thirring inequality 2 [25, 21] , which says that for two matrices,
2 There are actually two inequalities, quite different, which are both known as the Lieb-Thirring inequality. This is one of them.
for p ≥ 1. These inequalities do not appear to be related at first sight, but there may be some connection between them, as the additivity of entropy for entanglement breaking channels was proved using strong subadditivity [32] , while the output purity conjecture for p-norms in entanglement breaking channels was proved by the Lieb-Thirring inequality [23] . I will now try to sketch the proofs of two of these theorems. First, we show the additivity entropy for entanglement breaking channels.
We consider two channels. Let Ψ be an arbitrary channel acting on space A, and Φ be an entanglement breaking channel acting on space B. Now, consider a state ρ AB . We know (by the definition of entanglement breaking channel) that I ⊗ Φ(ρ AB is separable, so we have
Here, the v j are in system A and the w j are in system B. We let σ AB be
We now add a third Hilbert space, C, to the mix, and work in the space A ⊗ B ⊗ C. We define
where the e j are orthonormal vectors in system C. We now have a tensor product of three systems, and can apply the strong subadditivity of entropy to σ ABC
which proves the theorem. Note that this does not automatically prove the additivity of channel capacity if one of the two channels is an entanglement breaking channel; the proof that additivity of minimum entropy implies additivity of channel capacity invokes the additivity of S min for a different channel. However, a more complicated calculation also proves the addivity of channel capacity if one channel is entanglement breaking.
The proof of multiplicativity of ν p for depolarizing channels is more complicated. The key tool is the Lieb-Thirring inequality [25] . Recall that the depolarizing channel in d dimensions is
The proof uses the dephasing channel. Suppose that e i , i = 1 . . . d is an orthonomal basis for our vector space/ The dephasing channel (with dephasing parameter λ) is
It is fairly easy to express the depolarizing channel Δ λ as a convex combination of dephasing channels (each having a different set of eigenvectors e i ). For the proof, we need a specific combination of dephasing channels. If our depolarizing channel is acting on a state ρ with orthonormal eigenvectors v j , we can express Δ λ as a convex combination of dephasing channels, each of which has eigenvectors e i complementary to v i . That is, |e †
. This lets us prove results on dephasing channels, and then apply them to the depolarizing channel.
The result that is proved goes as follows. Lemma: For a dephasing channel,
Tr(ρ so that we can apply the Lieb-Thirring inequality. We then apply this lemma to the state ρ AB = (I ⊗ Ψ)(σ AB ) to get multiplicativity. The last term in equation 4 together with d −1/p gives the bound on ν p (Ψ), provided we select the proper decomposition of the depolarizing channel into dephasing channels. The second to last term gives the bound on ν p (Φ) = ν p (Δ λ ), and the rest, combined with the details of the decomposition of the depolarizing channel Δ λ into dephasing channels, result in the desired inequality.
Equivalence of the additivity conjectures
The equivalence of the additivity conjectures is shown by using several techniques, including one called channel extension. We will sketchily describe one case of this technique; for more details, see the papers [33, 19, 9] . What we will describe is the additivity of something called the constrained Holevo capacity. This is the problem of maximizing the Holevo capacity, when the average input is constrained to be a given density matrix ρ. More formally, we would like to maximize this. In fact, this is very closely related to the original channel. We choose some POVM with two elements E, I − E, which we will determine later. Now, we flip a coin which comes up heads with probability q. If it is heads, we send the input through the original channel Ψ. If it is tails, we measure the input with the POVM, and output either k completely random bits or a specified pure state. We also send an indicator state which tells which of the three above possibilities occured. It is straightforward to show that for an input state v, the output of this channel has entropy H(Φ(vv † )) = qH(Ψ(vv † )) + C + (1 − q)kTrEρ + (1 − q)H 2 (T rEρ)
where H 2 (x) = −x log x−(1−x) log(1−x) is the binary entropy function, and C is the constant H 2 (q). By letting k go to ∞, and adjusting q and E appropriately, we can approach the desired channel extension (7) arbitrarily closely, and this construction lets us prove that additivity of mininimum entropy output implies additivity of constrained Holevo capacity and thus additivity of entanglement of formation. The technique of creating the new channel Φ from Ψ is known as channel extension, and this technique, applied somewhat differently, is an important component in several of the other reductions contained in the proof of equivalence.
