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Abstract
We present some general theorems about operator algebras that are algebras of functions on sets, in-
cluding theories of local algebras, residually finite-dimensional operator algebras and algebras that can be
represented as the scalar multipliers of a vector-valued reproducing kernel Hilbert space. We use these to
further develop a quantized function theory for various domains that extends and unifies Agler’s theory
of commuting contractions and the Arveson–Drury–Popescu theory of commuting row contractions. We
obtain analogous factorization theorems, prove that the algebras that we obtain are dual operator algebras
and show that for many domains, supremums over all commuting tuples of operators satisfying certain
inequalities are obtained over all commuting tuples of matrices.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
A concrete operator algebra A is just a subalgebra of B(H), the bounded operators on
a Hilbert space H. The operator norm on B(H) gives rise to a norm on A. Moreover, the iden-
tification Mn(A) ∼= A ⊗Mn ⊆ B(H ⊗ Cn) ∼= B(Hn) endows the matrices over A with a family
of norms in a natural way, where Mn denotes the algebra of n× n matrices. It is common prac-
tice to identify two operator algebras A and B as being the “same” if and only if there exists an
algebra isomorphism π : A → B that is not only an isometry, but which also preserves all the
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(ai,j ) ∈ Mn(A). Such a map π is called a completely isometric isomorphism. In [15] an abstract
characterization of operator algebras, in the above sense, was given and since that time a theory
of such algebras has evolved. For more details on the abstract theory of operator algebras, see
[13,25] or [29].
In this note we present a theory for a special class of abstract abelian operator algebras which
contains many important examples arising in function theoretic operator theory, including the
Schur–Agler and the Arveson–Drury–Popescu algebras. This theory will allow us to answer cer-
tain types of questions about such algebras in a unified manner. We will prove that our hypotheses
give an abstract characterization of operator algebras that are completely isometrically isomor-
phic to multiplier algebras of vector-valued reproducing kernel Hilbert spaces. This result can be
viewed as expanding on the Agler–McCarthy concept of realizable algebras [3].
Our results will show that under certain mild hypotheses, operator algebra norms which are
defined by taking the supremum of certain families of operators on Hilbert spaces of arbitrary
dimensions can be obtained by restricting the family of operators to finite-dimensional Hilbert
spaces. Thus, in a certain sense, which will be explained later, our results give conditions that
guarantee that an algebra is residually finite-dimensional.
Finally, we apply our results to study “quantized function theories” on various domains. Our
work in this direction should be compared to that of Ambrozie and Timotin [5], Ball and Bolot-
nikov [9] and Kalyuzhnyi-Verbovetzkii [22]. These authors obtain the same type of factorization
theorem via unitary colligation methods as we obtain via operator algebra methods, but they as-
sume somewhat different (and in many cases stronger) hypotheses. We, also, obtain a bit more
information about the algebras themselves, including the fact that in many cases their norms can
be obtained as supremums over matrices instead of operators.
We now give the relevant definitions. Recall that given any set X the set of all complex-valued
functions on X is an algebra over the field of complex numbers.
Definition 1.1. We call A an operator algebra of functions on a set X provided:
(1) A is a subalgebra of the algebra of functions on X,
(2) A separates the points of X and contains the constant functions,
(3) for each n, Mn(A) is equipped with a norm ‖ · ‖Mn(A), such that the set of norms satisfy the
BRS axioms [15] to be an abstract operator algebra,
(4) for each x ∈ X, the evaluation functional, πx : A → C, given by πx(f ) = f (x) is bounded.
A few remarks and observations are in order. First note that if A is an operator algebra of
functions on X and B ⊆ A is any subalgebra, which contains the constant functions and still
separates points, then B, equipped with the norms that Mn(B) inherits as a subspace of Mn(A)
is still an operator algebra of functions.
The basic example of an operator algebra of functions is ∞(X), the algebra of all bounded
functions on X. If for (fi,j ) ∈ Mn(∞(X)) we set∥∥(fi,j )∥∥Mn(∞(X)) = ∥∥(fi,j )∥∥∞ ≡ sup{∥∥(fi,j (x))∥∥Mn : x ∈ X},
where ‖ · ‖Mn is the norm on Mn obtained via the identification Mn = B(Cn), then it readily
follows that properties (1)–(4) of the above definition are satisfied. Thus, ∞(X) is an operator
algebra of functions on X in our sense and any subalgebra of ∞(X) that contains the constants
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subspace norms.
Proposition 1.2. Let A be an operator algebra of functions on X, then A ⊆ ∞(X), and for
every n and every (fi,j ) ∈ Mn(A), we have ‖(fij )‖∞  ‖(fij )‖Mn(A).
Proof. Since πx : A → C is bounded and the norm is sub-multiplicative, we have that for any
f ∈ A, |f (x)|n = |πx(f n)| ‖πx‖‖f n‖ ‖πx‖‖f ‖n. Taking the n-th root of each side of this
inequality and letting n → +∞, yields |f (x)|  ‖f ‖, and hence, f ∈ ∞(X). Note also that
‖πx‖ = 1.
Finally, since every bounded, linear functional on an operator space is completely bounded
and the norm and the cb-norm are equal, we have that ‖πx‖cb = ‖πx‖ = 1. Thus, for (fi,j ) ∈
Mn(A), we have ‖(fi,j (x))‖Mn = ‖(πx(fi,j ))‖ ‖(fi,j )‖Mn(A). 
Given an operator algebra A of functions on a set X and F = {x1, . . . , xk} a set of k dis-
tinct points in X, we set IF = {f ∈ A: f (x) = 0 for all x ∈ F }. Note that for each n, Mn(IF ) =
{f ∈ Mn(A): f (x) = 0 for all x ∈ F }. The quotient space A/IF has a natural set of matrix
norms given by defining ‖(fi,j + IF )‖ = inf{‖(fi,j + gi,j )‖Mn(A): gi,j ∈ IF }. Alternatively,
this is the norm on Mn(A/IF ) that comes via the identification, Mn(A/IF ) = Mn(A)/Mn(IF ),
where the latter space is given its quotient norm. It is easily checked that this family of ma-
trix norms satisfies the BRS conditions and so gives A/IF the structure of an abstract operator
algebra.
We let πF (f ) = f + IF denote the quotient map πF : A → A/IF so that for each n,
π
(n)
F : Mn(A) → Mn(A/IF ) ∼= Mn(A)/Mn(IF ).
Since A is an algebra which separates points on X and contains constant functions, it follows
that there exist functions f1, . . . , fk ∈ A, such that fi(xj ) = δi,j , where δi,j denotes the Dirac
delta function. If we set Ej = πF (fj ), then it is easily seen that whenever f ∈ A and f (xi) = λi ,
i = 1, . . . , k, then πF (f ) = λ1E1 +· · ·+λkEk . Moreover, EiEj = δi,jEi , and E1 +· · ·+Ek = 1,
where 1 denotes the identity of the algebra A/IF . Thus, A/IF = span{E1, . . . ,Ek}, is a unital
algebra spanned by k commuting idempotents. Such algebras were called k-idempotent operator
algebras in [26] and we will use a number of results from that paper.
Definition 1.3. An operator algebra of functions A on a set X, is called a local operator algebra
of functions if it satisfies
sup
F
∥∥π(n)F ((fij ))∥∥= ∥∥(fij )∥∥ for all (fij ) ∈ Mn(A) and for every n
where the supremum is taken over all finite subsets of X.
The following result shows that every operator algebra of functions can be re-normed so that
it becomes local.
Proposition 1.4. Let A be an operator algebra of functions on X, let AL = A and define a
family of matrix norms on AL, by setting ‖(fi,j )‖Mn(AL) = supF ‖(πF (fi,j ))‖Mn(A/IF ), where
the supremum is taken over all finite subsets of X. Then AL is a local operator algebra of
functions on X and the identity map, id : A → AL, is completely contractive.
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Let π˜F : AL → AL/IF , denote the quotient map, so that ‖π˜F (f )‖ = inf{‖f +g‖L: g ∈ IF }
inf{‖f +g‖: g ∈ IF } = ‖πF (f )‖, since ‖f +g‖L  ‖f +g‖. We claim that for any f ∈ A, and
any finite subset F ⊆ X, we have that ‖πF (f )‖ = ‖π˜F (f )‖. To see the other inequality note that
for g ∈ IF , and G ⊆ X a finite set, we have ‖f + g‖L = supG ‖πG(f + g)‖ ‖πF (f + g)‖ =
‖πF (f )‖. Hence, ‖π˜F (f )‖ ‖πF (f )‖, and equality follows.
A similar calculation shows that ‖(π˜F (fi,j ))‖ = ‖(πF (fi,j ))‖, for any matrix of functions.
Now it easily follows that AL is local, since
sup
F
∥∥(π˜F (fi,j ))∥∥= sup
F
∥∥(πF (fi,j ))∥∥= ∥∥(fi,j )∥∥Mn(AL). 
Definition 1.5. Given an operator algebra of functions A on X we say that f : X → C is a BPW
limit of A if there exists a uniformly bounded net (fλ)λ ∈ A that converges pointwise on X to f .
We let A˜ denote the set of BPW limits of functions in A. We say that A is BPW complete, if
A = A˜.
Given (fi,j ) ∈ Mn(A˜), we set
∥∥(fi,j )∥∥Mn(A˜) = inf{C: (fi,j (x))= limλ (f λi,j (x)) and ∥∥(f λi,j )∥∥ C},
with f λi,j ∈ A.
It is easily checked that for each n, the above formula defines a norm on Mn(A˜). It is also eas-
ily checked that a matrix-valued function, (fi,j ) : X → Mn is the pointwise limit of a uniformly
bounded net (f λi,j ) ∈ Mn(A) if and only if fi,j ∈ A˜ for every i, j .
Lemma 1.6. Let A be an operator algebra of functions on X and let (fi,j ) ∈ Mn(A˜). Then
∥∥(fi,j )∥∥Mn(A˜) = inf{C: for each finite F ⊆ X there exists gFi,j ∈ A with
(fi,j |F ) =
(
gFi,j
∣∣
F
)
,
∥∥(gFi,j )∥∥ C}.
Proof. The collection of finite subsets of X determines a directed set, ordered by inclusion. If
we choose for each finite set F , functions (gFi,j ) satisfying the conditions of the right-hand set,
then these functions define a net that converges BPW to (fi,j ) and hence, the right-hand side is
larger than the left. Conversely, given a net (f λi,j ) that converges pointwise to (fi,j ) and satisfies
‖(f λi,j )‖ C and any finite set F = {x1, . . . , xk}, choose functions in A such that fi(xj ) = δi,j .
If we let Aλl = (fi,j (xl)) − (f λi,j (xl)), then (gλi,j ) = (f λi,j ) + Aλ1f1 + · · · + Aλkfk ∈ Mn(A) and
is equal to (fi,j ) on F . Moreover, ‖(gλi,j )‖ ‖(f λi,j )‖ + ‖Aλ1‖Mn‖f1‖A + · · · + ‖Aλk‖Mn‖fk‖A.
Thus, given  > 0, since the functions f1, . . . , fk depend only on F , we may choose λ so that
‖(gλi,j )‖ <C + . This shows the other inequality. 
Lemma 1.7. Let A be an operator algebra of functions on the set X, then A˜ equipped with the
collection of norms on Mn(A˜) given in Definition 1.5 is an operator algebra.
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that the axioms of BRS are satisfied by the algebra A˜ equipped with the matrix norms given in
Definition 1.5.
If L and M are scalar matrices of appropriate sizes and G ∈ Mn(A˜), then for  > 0 there exists
Gλ ∈ Mn(A) such that limλ Gλ(x) = G(x) for all x ∈ X and supλ ‖Gλ‖Mn(A)  ‖G‖Mn(A˜) + .
Since A is an operator space, LGλM ∈ Mn(A) and ‖LGλM‖Mn(A)  ‖L‖‖Gλ‖Mn(A)‖M‖.
Note that it follows that ‖LGM‖
Mn(A˜)  ‖L‖‖G‖Mn(A˜)‖M‖, since LGλM → LGM pointwise
and supλ ‖LGλM‖Mn(A)  ‖L‖(‖G‖Mn(A˜) + )‖M‖ for any  > 0.
If G,H ∈ Mn(A˜), then for every  > 0 there exist Gλ,Hλ ∈ Mn(A) such that limλ Gλ(x) =
G(x) and limλ Hλ(x) = H(x) for x ∈ X. Also, we have that supλ ‖Gλ‖Mn(A)  ‖G‖Mn(A˜) + 
and supλ ‖Hλ‖Mn(A)  ‖H‖Mn(A˜) + .
Let L = GH and Lλ = GλHλ. Since A is matrix normed algebra, Lλ ∈ Mn(A) and
‖Lλ‖Mn(A)  ‖Gλ‖Mn(A)‖Hλ‖Mn(A) for every λ. This implies that limλ Lλ(x) = L(x) and that
‖L‖
Mn(A˜)  sup
λ
‖Lλ‖Mn(A)  sup
λ
‖Gλ‖Mn(A) sup
λ
‖Hλ‖Mn(A).
This yields ‖L‖
Mn(A˜)  ‖G‖Mn(A˜)‖H‖Mn(A˜), and so the multiplication is completely contrac-
tive.
Finally, to see that the L∞ conditions are met, let G ∈ Mn(A˜) and H ∈ Mm(A˜). Given  > 0
there exist Gλ ∈ Mn(A) and Hλ ∈ Mm(A) such that limλ Gλ(x) = G(x), limλ Hλ(x) = H(x)
and supλ ‖Gλ‖Mn(A)  ‖G‖Mn(A˜) + , supλ ‖Hλ‖Mn(A)  ‖H‖Mn(A˜) + .
Note that Gλ ⊕Hλ ∈ Mn+m(A) and ‖Gλ ⊕Hλ‖ = max{‖Gλ‖Mn(A),‖Hλ‖Mn(A)} for every λ
which implies that G⊕H ∈ Mn+m(A˜), and
‖G⊕H‖
Mn+m(A˜)  sup
λ
‖Gλ ⊕Hλ‖ = sup
λ
[
max
{‖Gλ‖Mn(A),‖Hλ‖Mm(A)}]
= max{sup
λ
‖Gλ‖Mn(A), sup
λ
∥∥Hλ∥∥
Mm(A)
}
max
{‖G‖
Mn(A˜) + ,‖H‖Mm(A˜) + 
}
.
This shows that ‖G⊕H‖
Mn+m(A˜) max{‖G‖Mn(A˜),‖H‖Mm(A˜)}, and so the L∞ condition fol-
lows. This completes the proof of the result. 
Lemma 1.8. If A is an operator algebra of functions on the set X, then A˜ equipped with
the norms of Definition 1.5 is a local operator algebra of functions on X. Moreover, for
(fi,j ) ∈ Mn(A), ‖(fi,j )‖Mn(A˜) = ‖(fi,j )‖Mn(AL).
Proof. It is clear from the definition of the norms on A˜ that the identity map from A to A˜ is
completely contractive and thus A ⊆ A˜ as sets. This shows that A˜ separates points of X and
contains the constant functions.
Let (fij ) ∈ Mn(A˜) and  > 0, then there exists a net (f λij ) ∈ Mn(A) such that limλ(f λij (x)) =
(fij (x)) for each x ∈ X and supλ ‖(f λ)‖M (A)  ‖(fij )‖ ˜ + . Since A is an operator al-ij n Mn(A)
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λ
∥∥(f λij (z))∥∥ sup
λ
∥∥(f λij )∥∥∞  ∥∥(fij )∥∥Mn(A˜) + .
By letting  → 0 and taking the supremum over z ∈ X, we get that ‖(fij )‖∞  ‖(fij )‖Mn(A˜).
Hence, A˜ is an operator algebra of functions on the set X.
Set I˜F = {f ∈ A˜: f |F ≡ 0} and let (fij ) ∈ Mn(A˜). Then, clearly supF ‖(fij + I˜F )‖Mn(A˜/I˜F )
‖(fij )‖Mn(A˜). To see the other inequality, assume that supF ‖(fij + I˜F )‖ < 1. Then for every fi-
nite F ⊆ X there exists (hFij ) ∈ Mn(A˜) such that (hFij )|F = (f Fij )|F and supF ‖hFij‖  1. Fix a
set F ⊆ X and (hFij ) ∈ Mn(A˜). Then for all finite F ′ ⊆ X there exists (kF
′
ij ) ∈ Mn(A) such that
(kF
′
ij )|F ′ = (hFij )|F ′ and supF ′ ‖kF
′
ij ‖ 1.
In particular, let F ′ = F then (kFij )|F = (hFij )|F = (fij )|F and supF ‖kFij‖  1. Hence,
‖(fij )‖Mn(A˜)  1, and ‖(fij )‖Mn(A˜)  supF ‖(fij + I˜F )‖Mn(A˜/I˜F ).
Finally, given that (fij ) ∈ Mn(A), ‖(fij )‖Mn(A˜) = supF ‖(fij + I˜F )‖Mn(A˜/I˜F ). Note that for
any F ⊆ X we have ‖(fij + I˜F )‖Mn(A˜/I˜F )  ‖(fij + IF )‖Mn(A/IF ), since IF ⊆ I˜F . We claim
that for any (fij ) ∈ Mn(A), and for any finite subset F ⊆ X, we have that ‖(fij + IF )‖ =
‖(fij + I˜F )‖. To see the other inequality, let (gij ) ∈ Mn(I˜F ). Then for  > 0 and G ⊆ X, we may
choose (hGij ) ∈ Mn(A) such that (hGij )|G = (fij + gij )|G and supG ‖(hGij )‖ ‖(fij + gij )‖ + .
Hence, ‖(fij + IF )‖ = ‖(hFij + IF )‖  ‖(hFij )‖  ‖(fij + gij )‖ + . Since  > 0 was arbitrary,
the equality follows.
Now it is clear that,
∥∥(fij )∥∥Mn(A˜) = sup
F
∥∥(fij + IF )∥∥= ∥∥(fij )∥∥Mn(AL),
and so the result follows. 
Corollary 1.9. If A is a BPW complete operator algebra then AL = A˜ completely isometrically.
Proof. Since A is BPW complete, A = A˜ as sets. But by Lemma 1.6, the norm defined on AL
agrees with the norm defined on A˜. 
Remark 1.10. In the view of above corollary, we denote the norm on A˜ by ‖ · ‖L.
Lemma 1.11. If A is an operator algebra of functions on X, then Ball(AL) is BPW dense in
Ball(A˜) and A˜ is BPW complete, i.e., ˜˜A = A˜.
Proof. It can be easily checked that the statement is equivalent to showing that AL is BPW dense
in A˜. We’ll only prove that ALBPW ⊆ A˜, since the other containment follows immediately by
the definition of A˜.
Let {fλ} be a net in AL such that fλ → f pointwise and supλ ‖fλ‖AL < C. Then for
fixed F ⊆ X and  > 0, there exists λF such that |fλF (z) − f (z)| <  for z ∈ F . Also since
supλ ‖fλ‖ < C, there exists gλ ∈ IF such that ‖fλ + gλ ‖ < C. Note that the functionF F F
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Finally, a similar argument yields that A˜ is BPW complete. 
All the above lemmas can be summarized as the following theorem.
Theorem 1.12. If A is an operator algebra of functions on X, then A˜ is a BPW complete local
operator algebra of functions on X which contains AL completely isometrically as a BPW dense
subalgebra.
Definition 1.13. Given an operator algebra of functions A on X, we call A˜ the BPW completion
of A.
We now present a few examples to illustrate these concepts. We will delay the main family of
examples to a later section.
Example 1.14. If A is a uniform algebra, then there exists a compact, Hausdorff space X, such
that A can be represented as a subalgebra of C(X) that separates points. If we endow A with the
matrix-normed structure that it inherits as a subalgebra of C(X), namely, ‖(fi,j )‖ = ‖(fi,j )‖∞ ≡
sup{‖(fi,j )‖Mn : x ∈ X}, then A is a local operator algebra of functions on X. Indeed, to achieve
the norm, it is sufficient to take the supremum over all finite subsets consisting of one point. In
this case the BPW completion A˜ is completely isometrically isomorphic to the subalgebra of
∞(X) consisting of functions that are bounded, pointwise limits of functions in A.
Example 1.15. Let A = A(D) ⊆ C(D−) be the subalgebra of the algebra of continuous functions
on the closed disk consisting of the functions that are analytic on the open disk D. Identifying
Mn(A(D)) ⊆ Mn(C(D−)) as a subalgebra of the algebra of continuous functions from the closed
disk to the matrices, equipped with the supremum norm, gives A(D) it’s usual operator algebra
structure. With this structure it can be regarded as a local operator algebra of functions on D
or on D−. If we regard it as a local operator algebra of functions on D−, then A(D)  A˜(D).
To see that the containment is strict, note that f (z) = (1 + z)/2 ∈ A(D) and f n(z) → χ{1}, the
characteristic function of the singleton {1}.
However, if we regard A(D) as a local operator algebra of functions on D, then its BPW
completion A˜(D) = H∞(D), the bounded analytic functions on the disk, with its usual operator
structure.
Example 1.16. Let X = D, 0 <  < 1 and A = {f |X: f ∈ H∞(D)}. If we endow A with the
matrix-normed structure on H∞(D), then A is an operator algebra of functions on X. Also, it
can be verified that A is a local operator algebra of functions and that A = A˜. Indeed, if F =
(fij ) ∈ Mn(A) with ‖(fij +IY )‖∞ < 1 for all finite subset Y ⊆ X, then there exists HY ∈ Mn(A)
such that ‖HY ‖∞  1 and HY → F pointwise on X. Note by Montel’s theorem there will exist
a subnet HY ′ and G ∈ Mn(H∞(D)) such that ‖G‖∞  1 and HY ′ → G uniformly on compact
subsets of D. Thus, by the identity theorem F ≡ G on D. Hence, ‖F‖Mn(A)  1 and so A is a
local operator algebra. A similar argument shows that if f is a BPW limit on X, then there exists
g ∈ H∞(D) such that g|X = f , and so A is BPW complete. By Lemma 1.11, A˜ = A completely
isometrically.
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max{‖F‖∞,‖F(
( 0 b
0 0
)
)‖}, F ∈ Mn(A). It can be easily verified that A is a BPW complete op-
erator algebra of functions. However, we also claim that A is local. To prove this we proceed
by contradiction. Suppose there exists F = (fij ) ∈ Mn(H∞(D)) such that ‖F‖ > 1 > c, where
c = supY ‖(fij + IY )‖.
In this case, ‖F‖ = ‖F(( 0 b0 0))‖, since ‖(fij + IY )‖ = ‖F(λ)‖ when Y = {λ}. Let  = 1−c4b
and Y = {0, } ⊆ D, then ∃G ∈ Mn(H∞(D)) such that G|Y = 0 and ‖F +G‖ < 1+c2 . Thus, we
can write BY (z) = z−1−¯z , so that we can write G(z) = zBY (z)H(z), for some H ∈ Mn(H∞). It
follows that ‖H‖∞ < 2, since ‖G‖∞ < 2. We now consider
1 <
∥∥∥∥F
((
0 b
0 0
))∥∥∥∥
∥∥∥∥(F +G)
((
0 b
0 0
))∥∥∥∥+
∥∥∥∥G
((
0 b
0 0
))∥∥∥∥
 1 + c
2
+
∥∥∥∥
(
0 bG′(0)
0 0
)∥∥∥∥= 1 + c2 + b
∣∣BY (0)∣∣∥∥H(0)∥∥
 1 + c
2
+ 2b = 1 + c
2
+ 2b1 − c
4b
= 1,
which is a contradiction.
Example 1.18. This is an example of a non-local algebra that arises from boundary behavior.
Let A = A(D) equipped with the family of matrix norms ‖F‖ = max{‖F‖∞,‖F(
( 1 1
0 −1
)
)‖},
F ∈ Mn(A). Note that when F(1) = F(−1), then ‖F‖ = ‖F‖∞. It is easy to check that A is an
operator algebra of functions on the set D. Also, it can be verified that A is not local. To see this,
note that ‖z‖ = ‖( 1 10 −1)‖ > 1. Fix α > 0, such that 1 + 2α < ‖z‖. For each Y = {z1, z2, . . . , zn},
we define BY (z) =∏ni=1( z−zi1−z¯i z ) and choose h ∈ A such that h(1) = −BY (1), h(−1) = BY (−1),
and ‖h‖∞  2.
Let g(z) = z + BY (z)h(z)α, then g ∈ A, g(1) = g(−1) and g|Y = z|Y . Hence, ‖πY (z)‖ =
‖πY (g)‖ ‖g‖ = ‖g‖∞  1 + 2α < ‖z‖.
Thus, since α was arbitrary, supY⊆D ‖πY (z)‖ = 1 < ‖z‖ and hence A is not local.
Example 1.19. This example shows that one can easily build non-local algebras by adding
“values” outside of the set X. Let A be the algebra of polynomials regarded as func-
tions on the set X = D. Then A endowed with the matrix-normed structure as ‖(pij )‖ =
max{‖(pij )‖∞,‖(pij (2))‖}, is an operator algebra of functions on the set X. To see that A is not
local, let p ∈ A be such that ‖p‖∞ < |p(2)|. For each finite subset Y = {z1, . . . , zn} of X, let
hY (z) =∏ni=1(z − zi) and gY (z) = p(z) − αhY (z)p(2), where α = |p(2)|−‖p‖∞2|p(2)|‖hY ‖∞ > 0. Note that‖gY ‖ (1−α)|p(2)| and gY |Y = p|Y . Hence, ‖πY (p)‖ = ‖πY (gY )‖ ‖gY ‖ (1−α)|p(2)| <
‖p‖. It follows that A is not local.
Finally, observe that in this case A cannot be BPW complete. For example, if we take
pn = 13
∑n
i=0( z3 )
i ∈ A then pn(z) → f (z) = 13−z for z ∈ D and ‖pn‖ < ‖f ‖, which implies that
AL  A˜.
Example 1.20. It is still an open problem as to whether or not every unital contractive, homo-
morphism ρ : H∞(D) → B(H) is completely contractive. For a recent discussion of this problem
see [27]. Let’s assume that ρ is a contractive homomorphism that is not completely contractive.
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∣∣∣∣∣∣(fi,j )∣∣∣∣∣∣= max{∥∥(fi,j )∥∥∞,∥∥(ρ(fi,j ))∥∥}.
Note that |‖f |‖ = ‖f ‖∞, for f ∈ B.
It is easily checked that B is a BPW complete operator algebra of functions on D. How-
ever, since every contractive homomorphism of A(D) is completely contractive, we have that
for (fi,j ) ∈ Mn(A(D)), |‖(fi,j )|‖ = ‖(fi,j )‖∞. If Y = {x1, . . . , xk} is a finite subset of D and
F = (fi,j ) ∈ Mn(B), then there is G = (gi,j ) ∈ Mn(A(D)), such that F(x) = G(x) for all x ∈ Y ,
and ‖G‖∞ = ‖F‖∞. Hence, ‖π(n)Y (F )‖  ‖F‖∞. Thus, supY ‖π(n)Y (F )‖ = ‖F‖∞. It follows
that B is not local and that B˜ = BL = H∞(D), with its usual supremum norm operator algebra
structure.
In particular, if there does exist a contractive but not completely contractive representation of
H∞(D), then we have constructed an example of a non-local BPW complete operator algebra of
functions on D.
2. A characterization of local operator algebras of functions
The main goal of this section is to prove that every BPW complete local operator algebra of
functions is completely isometrically isomorphic to the algebra of multipliers on a reproducing
kernel Hilbert space of vector-valued functions. Moreover, we will show that every such algebra
is a dual operator algebra in the precise sense of [13]. We will then prove that for such BPW
algebras, weak∗-convergence and BPW convergence coincide on bounded balls.
First we need to recall a few basic facts and some terminology from the theory of vector-
valued reproducing kernel Hilbert spaces. Given a set X and a Hilbert space H, then by a repro-
ducing kernel Hilbert space of H-valued functions on X, we mean a vector space L of H-valued
functions on X that is equipped with a norm and an inner product that makes it a Hilbert space
and which has the property that for every x ∈ X, the evaluation map Ex : L → H, is a bounded,
linear map. Recall that given a Hilbert space H, a matrix of operators, T = (Ti,j ) ∈ Mk(B(H)) is
regarded as an operator on the Hilbert space H(k) ≡ H⊗Ck , which is the direct sum of k copies
of H. A function K : X × X → B(H), where H is a Hilbert space, is called a positive definite
operator-valued function on X, provided that for every finite set of (distinct) points {x1, . . . , xk}
in X, the operator-valued matrix, (K(xi, xj )) is positive semidefinite. Given a reproducing kernel
Hilbert space of H-valued functions, if we set K(x,y) = ExE∗y , then K is positive definite and is
called the reproducing kernel of L. There is a converse to this fact, generally called Moore’s the-
orem, which states that given any positive definite operator-valued function K : X×X → B(H),
then there exists a unique reproducing kernel Hilbert space of H-valued functions on X, such
that K(x,y) = ExE∗y . We will denote this space by L(K,H).
Given v,w ∈ H, we let v⊗w∗ : H → H denote the rank one operator given by (v⊗w∗)(h) =
〈h,w〉v. A function g : X → H belongs to L(K,H) if and only if there exists a constant C > 0
such that the function
C2K(x,y)− g(x)⊗ g(y)∗
is positive definite. In which case the norm of g is the least such constant. Finally, given any
reproducing kernel Hilbert space L of H-valued functions with reproducing kernel K , a function
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In this case it follows by an application of the closed graph theorem that the map Mf : L → L,
defined by Mf (g) = fg, is a bounded, linear map. The set of all multipliers is denoted M(K)
and is easily seen to be an algebra of functions on X and a subalgebra of B(L). The reader can
find proofs of the above facts in [16,4]. Also, we refer to the fundamental work of Pedrick [28]
for further treatment of vector-valued reproducing kernel Hilbert spaces. Another good source
is [3].
Lemma 2.1. Let L be a reproducing kernel Hilbert space of H-valued functions with reproducing
kernel K : X ×X → B(H). Then M(K) ⊆ B(L) is a weak∗-closed subalgebra.
Proof. It is enough to show that the unit ball is weak∗-closed by the Krein–Smulian theorem. So
let {Mfλ} be a net of multipliers in the unit ball of B(L) that converges in the weak∗-topology to
an operator T . We must show that T is a multiplier.
Let x ∈ X be fixed and assume that there exists g ∈ L, with g(x) = h = 0. Then 〈T g,E∗xh〉L =
limλ〈Mfλg,E∗xh〉L = limλ〈Ex(Mfλg),h〉H = limλ fλ(x)‖h‖2. This shows that at every such x
the net {fλ(x)} converges to some value. Set f (x) equal to this limit and for all other x’s set
f (x) = 0. We claim that f is a multiplier and that T = Mf .
Note that if g(x) = 0 for every g ∈ L, then Ex = E∗x = 0. Thus, we have that for any g ∈ L and
any h ∈ H, 〈Ex(T g),h〉H = limλ〈Ex(Mfλg),h〉H = limλ fλ(x)〈g(x),h〉H = f (x)〈g(x),h〉H.
Since this holds for every h ∈ H, we have that Ex(T g) = f (x)g(x), and so T = Mf and f is a
multiplier. 
Every weak∗-closed subspace V ⊆ B(H) has a predual and it is the operator space dual of
this predual. Also, if an abstract operator algebra is the dual of an operator space, then it can
be represented completely isometrically and weak∗-continuously as a weak∗-closed subalgebra
of the bounded operators on some Hilbert space. For this reason an operator algebra that has a
predual as an operator space is called a dual operator algebra. See the book of [13] for the proofs
of these facts. Thus, in summary, the above lemma shows that every multiplier algebra is a dual
operator algebra in the sense of [13].
Theorem 2.2. Let L be a reproducing kernel Hilbert space of H-valued functions with reproduc-
ing kernel K : X × X → B(H) and let M(K) ⊆ B(L) denote the multiplier algebra, endowed
with the operator algebra structure that it inherits as a subalgebra. If K(x,x) = 0, for every
x ∈ X and M(K) separates points on X, then M(K) is a BPW complete local dual operator
algebra of functions on X.
Proof. The multiplier norm of a given matrix-valued function F = (fi,j ) ∈ Mn(M(K)) is the
least constant C such that
((
C2In − F(xi)F (xj )∗
)⊗K(xi, xj )) 0,
for all sets of finitely many points, Y = {x1, . . . , xk} ⊆ X. Applying this fact to a set consist-
ing of a single point, we have that (C2In − F(x)F (x)∗) ⊗ K(x,x)  0, and it follows that
C2In − F(x)F (x)∗  0. Thus, ‖F(x)‖  C = ‖F‖ and we have that point evaluations are
completely contractive on M(K). Since M(K) contains the constants and separates points by
hypothesis, it is an operator algebra of functions on X.
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ber C, such that supY ‖π(n)Y ‖ < C < ‖F‖. Then for each finite set Y = {x1, . . . , xk} we could
choose G ∈ Mn(M(K)), with ‖G‖ <C, and G(x) = F(x), for every x ∈ Y . But then we would
have that ((C2In −F(xi)F (xj )∗)⊗K(xi, xj )) = ((C2In −G(xi)G(xj )∗)⊗K(xi, xj )) 0, and
since Y was arbitrary, ‖F‖ C, a contradiction. Thus, M(K) is local.
Finally, assume that fλ ∈ M(K), is a net in M(K), with ‖fλ‖ C, and limλ fλ(x) = f (x),
pointwise. If g ∈ L with ‖g‖L = M , then
(MC)2K(x,y)− fλ(x)g(x)⊗
(
fλ(y)g(y)
)∗
is positive definite. By taking pointwise limits, we obtain that (MC)2K(x,y) − f (x)g(x) ⊗
(f (y)g(y))∗ is positive definite. From the earlier characterization of functions in L and their
norms in a reproducing kernel Hilbert space, this implies that fg ∈ L, with ‖fg‖L  MC.
Hence, f ∈ M(K) with ‖Mf ‖ C. Thus, M(K) is BPW complete. 
In general, M(K) need not separate points on X. In fact, it is possible that L does not sep-
arate points and if g(x1) = g(x2), for every g ∈ L, then necessarily f (x1) = f (x2) for every
f ∈ M(K).
Following [26], we call C a k-idempotent operator algebra, provided that there are k operators,
{E1, . . . ,Ek} on some Hilbert space H, such that EiEj = EjEi = δi,jEi , I = E1 +· · ·+Ek and
C = span{E1, . . . ,Ek}.
Proposition 2.3. Let C = span{E1, . . . ,Ek} be a k-idempotent operator algebra on the Hilbert
space H, let Y = {x1, . . . , xk} be a set of k distinct points and define K : Y × Y → B(H) by
K(xi, xj ) = EiE∗j . Then K is positive definite and C is completely isometrically isomorphic to
M(K) via the map that sends a1E1 + · · · + akEk to the multiplier f (xi) = ai .
Proof. It is easily checked that K is positive definite. We first prove that the map is an isom-
etry. Given B = ∑ki=1 ai ⊗ Ei ∈ C, let f : Y → C be defined by f (xi) = ai . We have that
f ∈ M(K) with ‖f ‖ C if and only if P = ((C2 −f (xi)f (xj )∗)K(xi, xj )) is positive semidef-
inite in B(H(k)). Let v = e1 ⊗ v1 + · · · + ek ⊗ vk ∈ H(k), let h = ∑kj=1 E∗j vj and note that
E∗j h = E∗j vj . Finally, set h =
∑k
i=1 hi . Thus,
〈Pv,v〉 =
k∑
i,j=1
(
C2 − ai a¯j
)〈
EiE
∗
j vj , vi
〉
=
k∑
i,j=1
(
C2 − ai a¯j
)〈
E∗j h,E∗i h
〉= C2‖h‖2 − 〈B∗h,B∗h〉
= C2‖h‖2 − ∥∥B∗h∥∥2.
Hence, ‖B‖ C implies that P is positive and so ‖Mf ‖ ‖B‖.
For the converse, given any h let v =∑kj=1 ej ⊗E∗j h, and note that 〈Pv,v〉 0, implies that‖B∗h‖ C, and so ‖B‖ ‖Mf ‖.
The proof of the complete isometry is similar but notationally cumbersome. 
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space, H and a positive definite function K : X ×X → B(H) such that M(K) = A˜ completely
isometrically.
Proof. Let Y be a finite subset of X. Since A/IY is a |Y |-idempotent operator algebra, by the
above lemma, there exists a vector valued kernel KY such that A/IY = M(KY ) completely
isometrically.
Define
K˜Y (x, y) =
{
KY (x, y) when (x, y) ∈ Y × Y,
0 when (x, y) /∈ Y × Y
and set K =∑Y ⊕ K˜Y , where the direct sum is over all finite subsets of X.
It is easily checked that K is positive definite. Let f ∈ Mn(M(K)) with ‖Mf ‖  1, which
is equivalent to ((In − f (x)f (y)∗)⊗K(x,y)) being positive definite. This is in turn equivalent
to ((In − f (x)f (y)∗) ⊗ KY (x, y)) being positive definite for every finite subset Y of X. This
last condition is equivalent to the existence for each such Y of some fY ∈ Mn(A) such that
‖πY (fY )‖  1 and fY = f on Y . The net of functions {fY } then converges BPW to f . Hence,
f ∈ A˜ with ‖f ‖L  1.
This proves that Mn(M(K)) = Mn(A˜) isometrically, for every n, and the result follows. 
Corollary 2.5. Every BPW complete local operator algebra of functions is a dual operator alge-
bra.
Proof. In this case we have that A = A˜ = M(K) completely isometrically. By Lemma 2.1, this
latter algebra is a dual operator algebra. 
The above theorem gives a weak∗-topology to a local operator algebra of functions A by using
the identification A ⊆ A˜ = M(K) and taking the weak∗-topology of M(K). The following
proposition proves that convergence of bounded nets in this weak∗-topology on A is same as
BPW convergence.
Proposition 2.6. Let A be a local operator algebra of functions on the set X. Then the net
(fλ)λ ∈ Ball(A) converges in the weak∗-topology if and only if it converges pointwise on X.
Proof. Let L denote the reproducing kernel Hilbert space of H-valued functions on X with
kernel K for which A˜ = M(K). Recall that if Ex : L → H, is the linear map given by evaluation
at x, then K(x,y) = ExE∗y . Also, if v ∈ H, and h ∈ L, then 〈h,E∗xv〉L = 〈h(x), v〉H.
First assume that the net (fλ)λ ∈ Ball(A) converges to f in the weak∗-topology. Using the
identification of A˜ = M(K), we have that the operators Mfλ of multiplication by fλ, converge
in the weak∗-topology of B(L) to Mf . Then for any x ∈ X, h ∈ L, v ∈ H, we have that
fλ(x)
〈
h(x), v
〉
H =
〈
f (x)h(x), v
〉
H =
〈
Mfλh,E
∗
xv
〉
L →
〈
Mfh,E
∗
xv
〉
L
= f (x)〈h(x), v〉H.
Thus, if there is a vector in H and a vector in L such that 〈h(x), v〉H = 0, then we have that
fλ(x) → f (x). It is readily seen that such vectors exist if and only if Ex = 0, or equivalently,
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functions over all finite subsets of X. For fixed x ∈ X and the one element subset Y0 = {x}, we
have that the 1-idempotent algebra A/IY0 = 0 and so KY0(x, x) = 0, which is one term in the
direct sum for K(x,x).
Conversely, assume that ‖fλ‖ < K , for all λ and fλ → f pointwise on X. We must prove
that Mfλ → Mf in the weak∗-topology on B(L). But since this is a bounded net of operators, it
will be enough to show convergence in the weak operator topology and arbitrary vectors can be
replaced by vectors from a spanning set. Thus, it will be enough to show that for v1, v2 ∈ H and
x1, x2 ∈ X, we have that 〈MfλE∗x1v1,E∗x2v2〉L → 〈MfE∗x1v1,E∗x2v2〉L. But we have,
〈
MfλE
∗
x1v1,E
∗
x2v2
〉
L =
〈
Ex2
(
MfλE
∗
x1v1
)
, v2
〉
H = fλ(x2)
〈
K(x2, x1)v1, v2
〉
H
→ f (x2)
〈
K(x2, x1)v1, v2
〉
H =
〈
MfE
∗
x1v1,E
∗
x2v2
〉
L,
and the result follows. 
Corollary 2.7. The ball of a local operator algebra of functions is weak∗-dense in the ball of its
BPW completion.
3. Residually finite-dimensional operator algebras
A C∗-algebra B is called residually finite-dimensional (RFD) if it has a separating family
of finite-dimensional representations, that is, of ∗-homomorphisms into matrix algebras. Since
every ∗-homomorphism of a C∗-algebra is completely contractive, a C∗-algebra B is RFD if and
only if for all n, and for every (bi,j ) ∈ Mn(B), we have that ‖(bi,j )‖Mn(B) = sup{‖(π(bi,j ))‖}
where the suprema is taken over all ∗-homomorphisms, π : B → Mk with k arbitrary. Residually
finite-dimensional C∗-algebras have been studied in [21,12,17,6].
Moreover, for C∗-algebras, a homomorphism is a ∗-homomorphism if and only if it is com-
pletely contractive. Thus, the following definition gives us a natural way of extending the notion
of RFD to operator algebras.
Definition 3.1. An operator algebra, B is called RFD if for every n and for every (bi,j ) ∈ Mn(B),
‖(bi,j )‖ = sup{‖(π(bi,j ))‖}, where the suprema is taken over all completely contractive homo-
morphisms, π : B → Mk with k arbitrary. A dual operator algebra B is called weak∗-RFD if
this last equality holds when the completely contractive homomorphisms are also required to be
weak∗-continuous.
The following result is implicitly contained in [26], but the precise statement that we shall
need does not appear there. Thus, we refer the reader to [26] to be able to fully understand the
proof since we have used some of the definitions and results from [26] without stating them.
Lemma 3.2. Let B = span{F1, . . . ,Fk} be a concrete k-idempotent operator algebra. Then
S(B∗B) is a Schur ideal affiliated with B, i.e., B = A(S(B∗B)) completely isometrically.
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bounded. Thus, we can define the algebra A(S(B∗B)) = span{E1, . . . ,Ek}, where
Ei =
∑
n
∑
Q∈S−1n (B∗B)
⊕
Q1/2(In ⊗Eii)Q−1/2
is the idempotent operator that lives on
∑
n
∑
Q∈S−1n
⊕
Mk(Mn). By using Theorem 3.2 of [26]
we get that S(A(S(B∗B))A(S(B∗B))∗) = S(B∗B). This further implies that
A(S(B∗B))A(S(B∗B))∗ = B∗B
completely order isomorphically under the map which sends E∗i Ej to F ∗i Fj . Finally, by restrict-
ing the same map to A we get a map which sends Ei to Fi completely isometrically. Hence, the
result follows. 
Theorem 3.3. Every k-idempotent operator algebra is weak∗-RFD.
Proof. Let A be an abstract k-idempotent operator algebra. Note that A is a dual operator al-
gebra since it is a finite-dimensional operator algebra. From this it follows that there exist a
Hilbert space, H and a weak∗-continuous completely isometric homomorphism, π : A → B(H).
Note that B = π(A) is a concrete k-idempotent algebra generated by the idempotents, B =
span{F1,F2, . . . ,Fk} contained in B(H). Thus, from the above lemma B = A(S(B∗B)) com-
pletely isometrically.
For each n ∈ N and Q ∈ S−1n , we define πQn : B → Mk(Mn) via
πQn (Fi) = Q1/2(In ⊗Eii)Q−1/2.
Assume for the moment that we have proven that πQn is a weak∗-continuous completely contrac-
tive homomorphism. Then for every (bij ) ∈ Mk(B) we must have that supn,Q∈S−1n ‖(π
Q
n (bij ))‖ =
‖(bij )‖, and hence ‖(bij )‖ = sup{‖(ρ(bij ))‖} where the supremum is taken over all weak∗-
continuous completely contractive homomorphisms ρ : B → Mm with m arbitrary.
Since π : A → B is a complete isometry and weak∗-continuous, this would imply the result
for A by composition.
Thus, it remains to show that πQn is a weak∗-continuous completely contractive homomor-
phism on B. Note that it is easy to check that it is a completely contractive homomorphism and
it is completely isometric by the proof of the previous lemma.
Finally, the fact that πQn is weak∗-continuous follows from the fact that B is finite-dimensional
so that the weak∗-topology and the norm topology are equal. 
Theorem 3.4. Every BPW complete local operator algebra of functions is weak∗-RFD.
Proof. Let A be a BPW complete local operator algebra of functions on the set X and let F
be a finite subset of X, so that A/IF is an |F |-idempotent operator algebra. It follows from
the above lemma that A/IF is weak∗-RFD, i.e., for ([fij ]) ∈ Mk(A/IF ) we have ‖([fij ])‖ =
sup{‖(ρ([fij ]))‖} where the supremum is taken over all weak∗-continuous completely contrac-
tive homomorphisms ρ from A/IF into matrix algebras.
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weak∗-topology on A requires all the quotient maps of the form πF : A → A/IF , πF (f ) = [f ]
to be weak∗-continuous. Thus, for each finite subset F ⊆ X, πF is a weak∗-continuous com-
pletely contractive homomorphism. The result now follows by considering the composition of
the weak∗-continuous quotient maps with the weak∗-continuous finite-dimensional representa-
tions of each quotient algebra. 
Corollary 3.5. Every local operator algebra of functions is RFD.
Proof. This follows immediately from the fact that every local operator algebra is completely
isometrically contained in a BPW complete local operator algebra. 
4. Quantized function theory on domains
Whenever one replaces scalar variables by operator variables in a problem or definition, then
this process is often referred to as quantization. It is in this sense that we would like to quantize
the function theory on a family of complex domains. In some sense this process has already
been carried out for balls in the work of Drury [20], Popescu [30], Arveson [7], and Davidson
and Pitts [18] and for polydisks in the work of Agler [1,2], and Ball and Trent [10]. Our work is
closely related to the idea of “quantizing” other domains defined by inequalities that occurs in the
work of Ambrozie and Timotin [5], Ball and Bolotnikov [9], and Kalyuzhnyi-Verbovetzkii [22],
but the terminology is our own. We approach these same ideas via operator algebra methods. We
will show that in many cases this process yields local operator algebras of functions to which the
results of the earlier sections can be applied.
We begin by defining a family of open sets for which our techniques will apply.
Definition 4.1. Let G ⊆ CN be an open set. If there exists a set of matrix-valued functions,
Fk = (fk,i,j ) :G → Mmk,nk , k ∈ I , whose components are analytic functions on G, and sat-
isfy ‖Fk(z)‖ < 1, k ∈ I , then we call G an analytically presented domain and we call the set
of functions R = {Fk : G → Mmk,nk : k ∈ I } an analytic presentation of G. The subalgebra
A of the algebra of bounded analytic functions on G generated by the component functions
{fk,i,j : 1  i  mk, 1  j  nk, k ∈ I } and the constant function is called the algebra of the
presentation. We say that R is a separating analytic presentation provided that the algebra A
separates points on G.
Remark 4.2. An analytic presentation of G by a finite set of matrix-valued functions, Fk : G →
Mmk,nk , 1 k K , can always be replaced by the single block-diagonal matrix-valued function,
F(z) = F1(z) ⊕ · · · ⊕ FK(z) into Mm,n with m = m1 + · · · + mK , n = n1 + · · · + nK and we
will sometimes do this to simplify proofs. But it is often convenient to think in terms of the set,
especially since this will explain the sums that occur in Agler’s factorization formula.
Definition 4.3. Let G ⊆ CN be an analytically presented domain with presentation R =
{Fk = (fk,i,j ) : G → Mmk,nk , k ∈ I }, let A be the algebra of the presentation and let H be a
Hilbert space. A homomorphism π : A → B(H) is called an admissible representation pro-
vided that ‖(π(fk,i,j ))‖  1 in Mmk,nk (B(H)) = B(Hnk ,Hmk ), for every k ∈ I . We call the
homomorphism π an admissible strict representation when these inequalities are all strictly
less than 1. Given (gi,j ) ∈ Mn(A) we set ‖(gi,j )‖u = sup{‖(π(gi,j ))‖}, where the supremum is
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obtained when we restrict to admissible strict representations.
The theory of [5,9] studies domains defined as above with the additional restrictions that the
set of defining functions is a finite set of polynomials. However, they do not need their poly-
nomials to separate points, while we shall shortly assume that our presentations are separating,
in order to invoke the results of the previous sections. This latter assumption can, generally, be
dropped in our theory, but it requires some additional argument. There are several other places
where our results and definitions given below differ from theirs. So while our results extend their
results in many cases, in other cases we are using different definitions and direct comparisons of
the results are not so clear.
Proposition 4.4. Let G have a separating analytical presentation and let A be the algebra of the
presentation. Then A endowed with either of the family of norms ‖ · ‖u or ‖ · ‖u0 is an operator
algebra of functions on G.
Proof. It is clear that it is an operator algebra and by definition it is an algebra of functions on G.
It follows from the hypotheses that it separates points of G. Finally, for every λ = (λ1, . . . , λN) ∈
G, we have a representation of A on the one-dimensional Hilbert space given by πλ(f ) = f (λ).
Hence, |f (λ)| ‖f ‖u and so A is an operator algebra of functions on G. 
It will be convenient to say that matrices, A1, . . . ,Am are of compatible sizes if the product,
A1 · · ·Am exists, that is, provided that each Ai is an ni × ni+1 matrix.
Given an analytically presented domain G, we include one extra function, F1 which denotes
the constant function 1. By an admissible block-diagonal matrix over G we mean a block-
diagonal matrix-valued function of the form D(z) = diag(Fk1 , . . . ,Fkm) where ki ∈ I ∪ {1} for
1 i m. Thus, we are allowing blocks of 1’s in D(z). Finally, given a matrix B we let B(q) =
diag(B, . . . ,B) denote the block-diagonal matrix that repeats B q times.
Theorem 4.5. Let G be an analytically presented domain with presentation R =
{Fk = (fk,i,j ) :G → Mmk,nk , k ∈ I }, let A be the algebra of the presentation and let P =
(pij ) ∈ Mm,n(A), where m,n are arbitrary. Then the following are equivalent:
(i) ‖P ‖u < 1,
(ii) there exist an integer l, matrices of scalars Cj , 1  j  l with ‖Cj‖ < 1 and admissible
block-diagonal matrices Dj(z), 1 j  l, which are of compatible sizes and are such that
P(z) = C1D1(z) · · ·ClDl(z),
(iii) there exist a positive, invertible matrix R ∈ Mm and matrices P0,Pk ∈ Mm,rk (A), k ∈ K,
where K ⊆ I is a finite set, such that
Im − P(z)P (w)∗ = R + P0(z)P0(w)∗ +
∑
k∈K
Pk(z)
(
I − Fk(z)Fk(w)∗
)(qk)Pk(w)∗
where rk = qkmk and z = (z1, . . . , zN ), w = (w1, . . . ,wN) ∈ G.
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the easiest implication and helps to illustrate some ideas. Note that if π : A → B(H) is any
admissible representation, then the norm of π of any admissible block-diagonal matrix is at
most 1. Thus, if P has the form of (ii), then for any admissible π , we will have (π(pi,j )) ex-
pressed as a product of scalar matrices and operator matrices all of norm at most one and hence,
‖(π(Pi,j ))‖ ‖C1‖ · · · ‖Cl‖ < 1. Thus, ‖P ‖u  ‖C1‖ · · · ‖Cl‖ < 1.
We now prove that (i) implies (ii). The ideas of the proof are similar to [25, Corollary 18.2],
[14, Corollary 2.11] and [23, Theorem 1] and use in an essential way the abstract characteriza-
tion of operator algebras. For each m,n ∈ N, one proves that ‖P ‖m,n := inf{‖C1‖ · · · ‖Cl‖},
defines a norm on Mm,n(A), where the infimum is taken over all l and all ways to factor
P(z) = C1D1(zi1) · · ·ClDl(zil ) as a product of matrices of compatible sizes with scalar matrices
Cj , 1 j  l and admissible block-diagonal matrices Dj , 1 j  l.
Moreover, one can verify that Mm,n(A) with this family {‖ · ‖m,n}m,n of norms satisfies the
axioms for an abstract unital operator algebra as given in [15] and hence by the Blecher–Ruan–
Sinclair representation theorem [15] (see also [25]) there exist a Hilbert space H and a unital
completely isometric isomorphism π : A → B(H).
Thus, for every m,n ∈ N and for every P = (pij ) ∈ Mm,n(A), we have that ‖P ‖m,n =
‖(π(pij ))‖. However, ‖π(mk,nk)(Fk)‖ = ‖(π(fk,i,j ))‖ 1 for 1 i K , and so, π is an admis-
sible representation. Thus, ‖P ‖m,n = ‖(π(pij ))‖ ‖P ‖u. Hence, if ‖P ‖u < 1, then ‖P ‖m,n < 1
which implies that such a factorization exists. This completes the proof that (i) implies (ii).
We will now prove that (ii) implies (iii). Suppose that P has a factorization as in (ii). Let
K ⊆ I be the finite subset of all indices that appear in the block-diagonal matrices appearing in
the factorization of P . We will use induction on l to prove that (iii) holds.
First, assume that l = 1 so that P(z) = C1D1(z). Then,
Im − P(z)P (w)∗ = Im −
(
C1D1(z)
)(
C1D1(w)
)∗
= (Im −C1C∗1 )+C1(I −D1(z)D1(w)∗)C∗1 .
Since D1(z) is an admissible block-diagonal matrix the (i, i)-th block-diagonal entry of
I −D1(z)D1(w)∗ is I − Fki (z)Fki (w)∗ for some finite collection, ki .
Let Ek be the diagonal matrix that has 1’s wherever Fk appears (so Ek = 0 when there is no
Fk term in D1). Hence,
C1
(
I −D1(z)D1(w)∗
)
C∗1 =
∑
k
C1Ek
(
I − Fk(z)Fk(w)∗
)
EkC
∗
1 .
Therefore, gathering terms for common values of i,
Im − P(z)P (w)∗ = R0 +
∑
k∈K
Pk
(
I − Fk(z)Fk(w)∗
)
P ∗k ,
where R0 = Im − C1C∗1 is a positive, invertible matrix and Pi is, in this case a constant. Thus,
the form (iii) holds, when l = 1.
We now assume that the form (iii) holds for any R(z) that has a factorization of length at most
l − 1, and assume that
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where R(z) has a factorization of length l − 1.
Note that a sum of expressions such as on the right-hand side of (iii) is again such an expres-
sion. This follows by using the fact that given any two expressions A(z), B(z), we can write
A(z)A(w)∗ +B(z)B(w)∗ = C(z)C(w)∗
where C(z) = (A(z),B(z)).
Thus, it will be sufficient to show that Im − P(z)P (w)∗ is a sum of expressions as above. To
this end we have that,
Im − P(z)P (w)∗ =
(
Im −C1D1(z)D1(w)∗C∗1
)+ (C1D1(z))(I −R(z)R(w)∗)(D1(w)∗C∗1 ).
The first term of the above equation is of the form as on the right-hand side of (iii) by
case l = 1. Also, the quantity (I − R(z)R(w)∗) = R0R∗0 + R0(z)R0(w)∗ +
∑
k∈K Rk(z)(I −
Fk(z)Fk(w)
∗)(qk)Rk(w)∗ by the inductive hypothesis. Hence,
C1D1(z)
(
I −R(z)R(w)∗)D1(w)∗C∗1
= (C1D1(z)R0)(C1D(w)R0)∗ + [C1D1(z)R0(z)][C1D1(w)R0(w)]∗
+
∑
k∈K
[
C1D1(z)Rk(z)
](
I − Fk(z)Fk(w)∗
)(qk)[C1D1(w)Rk(w)]∗.
Thus, we have expressed (I −P(z)P (w)∗) as a sum of two terms both of which can be written
in the form desired. Using again our remark that the sum of two such expressions is again such
an expression, we have the required form.
Finally, we will prove (iii) implies (i). Let π : A → B(H) be an admissible representation and
let P = (pi,j ) ∈ Mm,n(A) have a factorization as in (iii). To avoid far too many superscripts we
simplify π(m,n) to Π .
Now observe that
Im −Π(P )Π(P )∗ = Π(R)+Π(P0)Π(P0)∗
+
∑
k∈K
Π(Pk)
(
I −Π(Fk)Π(Fk)∗
)(qk)(Π(Pk))∗.
Clearly the first two terms of the sum are positive. But since π is an admissible representation,
‖Π(Fk)‖ 1 and hence, (I − Π(Fk)Π(Fk)∗) 0. Hence, each term on the right-hand side of
the above inequality is positive and since R is strictly positive, say R  δIm for some scalar
δ > 0, we have that Im −Π(P )Π(P )∗  δIm.
Therefore, ‖Π(P )‖  √1 − δ. Thus, since π was an arbitrary admissible representation,
‖P ‖u 
√
1 − δ < 1, which proves (i). 
When we require the functions in the presentation to be row vector-valued, then the above
theory simplifies somewhat and begins to look more familiar. Let G be an analytically presented
domain with presentation Fk : G → M1,n , k ∈ I . We identify M1,n with the Hilbert space Cn sok
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shall say that G is presented by vector-valued functions.
Corollary 4.6. Let G be presented by vector-valued functions, Fk = (fk,j ) : G → M1,nk , k ∈ I ,
let A be the algebra of the presentation and let P = (pij ) ∈ Mm,n(A). Then the following are
equivalent:
(i) ‖P ‖u < 1,
(ii) there exist an integer l, matrices of scalars Cj , 1  j  l with ‖Cj‖ < 1 and admissible
block-diagonal matrices Dj(z), 1 j  l, which are of compatible sizes and are such that
P(z) = C1D1(z) · · ·ClDl(z),
(iii) there exist a positive, invertible matrix R ∈ Mm and matrices P0 ∈ Mm,r0(A), Pk ∈
Mm,rk (A), k ∈ K, where K ⊆ I is finite, such that
Im − P(z)P (w)∗ = R + P0(z)P0(w)∗ +
∑
k∈K
(
1 − 〈Fk(z),Fk(w)〉)Pk(z)Pk(w)∗
where z = (z1, . . . , zN ), w = (w1, . . . ,wN) ∈ G.
The following result gives us a Nevanlinna-type result for the algebra of the presentation.
Theorem 4.7. Let Y be a finite subset of an analytically presented domain G with separating
analytic presentation Fk = (fk,i,j ) : G → Mmk,nk , k ∈ I , let A be the algebra of the presentation
and let P be an Mm,n-valued function defined on a finite subset Y = {x1, . . . , xl} of G. Then the
following are equivalent:
(i) there exists P˜ ∈ Mmn(A) such that P˜ |Y = P and ‖P˜ ‖u < 1,
(ii) there exist a positive, invertible matrix R ∈ Mm and matrices P0 ∈ Mm,r0(A), Pk ∈
Mm,rk (A), k ∈ K, where K ⊆ I is a finite set, such that
Im − P(z)P (w)∗ = R + P0(z)P0(w)∗ +
∑
k∈K
Pk(z)
(
I − Fk(z)Fk(w)∗
)(qk)Pk(w)∗
where rk = qkmk and z = (z1, . . . , zN), w = (w1, . . . ,wN) ∈ Y .
Proof. Note that (i) ⇒ (ii) follows immediately as a corollary of Theorem 4.5. Thus it only
remains to show that (ii) ⇒ (i). Since A is an operator algebra of functions, therefore, A/IY is a
finite-dimensional operator algebra of idempotents and A/IY = span{E1, . . . ,El} where l = |Y |.
Thus there exist a Hilbert space HY and a completely isometric representation π of A/IY . By
Theorem 2.4, there exists a kernel KY such that π(A/IY ) = M(KY ) completely isometrically
under the map ρ : π(A/IY ) → M(KY ) which sends π(B) to Mf , where B =∑li=1 aiπ(Ei)
and f : Y → C is a function defined by f (xi) = ai . Note that((
I − Fk(xi)Fk(xj )
)⊗KY (xi, xj ))
= ((I − π(Fk + IY )(xi)π(Fk + IY )(xj )∗)⊗KY (xi, xj ))  0ij
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Im −
(
π(P + IY )
)
(xi)
(
π(P + IY )
)
(xj )
∗)⊗KY (xi, xj ))ij  0.
Using that R > 0, we get that ‖π(P + IY )‖ < 1. This shows that there exists P˜ ∈ A such that
P˜ |Y = P and ‖P˜ ‖u < 1. This completes the proof. 
We now turn towards defining quantized versions of the bounded analytic functions on these
domains. For this we need to recall that the joint Taylor spectrum [31] of a commuting N -tuple of
operators T = (T1, . . . , TN), is a compact set, σ(T ) ⊆ CN and that there is an analytic functional
calculus [32,33] defined for any function that is holomorphic in a neighborhood of σ(T ).
Definition 4.8. Let G ⊆ CN be an analytically presented domain, with presentation
R = {Fk : G− → Mmk,nk , k ∈ I }. We define the quantized version of G to be the collection of
all commuting N -tuples of operators,
Q(G) = {T = (T1, T2, . . . , TN) ∈ B(H): σ(T ) ⊆ G and ∥∥Fk(T )∥∥ 1, ∀k ∈ I},
where H is an arbitrary Hilbert space. We set
Q0,0(G) =
{
T = (T1, T2, . . . , TN) ∈ Mn: σ(T ) ⊆ G and
∥∥Fk(T )∥∥ 1, ∀k ∈ I},
where n is an arbitrary positive integer.
Note that if we identify a point (λ1, . . . , λN) ∈ CN with an N -tuple of commuting operators
on a one-dimensional Hilbert space, then we have that G ⊆ Q(G).
If T = (T1, . . . , TN) ∈ Q(G), is a commuting N -tuple of operators on the Hilbert space H,
then since the joint Taylor spectrum of T is contained in G, we have that if f is analytic on G,
then there is an operator f (T ) defined and the map π : Hol(G) → B(H) is a homomorphism,
where Hol(G) denotes the algebra of analytic functions on G [33].
Definition 4.9. Let G ⊆ CN be an analytically presented domain, with presentation R =
{Fk : G− → Mmk,nk , k ∈ I }. We define H∞R (G) to be the set of functions f ∈ Hol(G), such that‖f ‖R ≡ sup{‖f (T )‖: T ∈ Q(G)} is finite. Given (fi,j ) ∈ Mn(H∞R (G)), we set ‖(fi,j )‖R =
sup{‖(fi,j (T ))‖: T ∈ Q(G)}.
We are interested in determining when H∞R (G) = A˜, completely isometrically and whether
or not the ‖ · ‖R norm is attained on the smaller set Q0,0(G).
Note that since each point in G ⊆ Q(G), we have that H∞R (G) ⊆ H∞(G), and ‖f ‖∞ ‖f ‖R. Also, we have that A ⊆ H∞R (G) and for (fi,j ) ∈ Mn(A), ‖(fi,j )‖R  ‖(fi,j )‖u0 ‖(fi,j )‖u. Thus, the inclusion of A into H∞R (G) might not even be isometric.
Theorem 4.10. Let G be an analytically presented domain with a separating presentation R =
{Fk : G → Mmk,nk : k ∈ I }, let A be the algebra of the presentation and let A˜ be the BPW-
completion of A. Then
(i) A˜ = H∞(G), completely isometrically,R
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Proof. Let f ∈ Mn(A˜), with ‖f ‖L < 1. Then there exists a net of functions, fλ ∈ Mn(A),
such that ‖fλ‖u < 1 and limλ fλ(z) = f (z) for every z ∈ G. Since ‖fλ‖∞ < 1, by Montel’s
theorem, there is a subsequence {fn} of this net that converges to f uniformly on compact
sets. Hence, if T ∈ Q(G), then limn ‖f (T ) − fn(T )‖ = 0 and so ‖f (T )‖ supn ‖fn(T )‖ 1.
Thus, we have that f ∈ Mn(H∞R (G)), with ‖f ‖R  1. This proves that A˜ ⊆ H∞R (G) and that‖f ‖L  ‖f ‖R.
Conversely, let g ∈ Mn(H∞R (G)) with ‖g‖R < 1. Given any finite set Y = {y1, . . . , yt } ⊆ G,
let A/IY = span{E1, . . . ,Et } be the corresponding t-idempotent algebra and let πY : A → A/IY
denote the quotient map. Write yi = (yi,1, . . . , yi,N ), 1 i  t and let Tj = y1,jE1 +· · ·+yt,jEt ,
1  j  N so that T = (T1, . . . , TN) is a commuting N -tuple of operators with σ(T ) = Y . For
k ∈ I , we have that ‖Fk(T )‖ = ‖Fk(y1) ⊗ E1 + · · · + Fk(yt ) ⊗ Et‖ = ‖πY (Fk)‖ ‖Fk‖u = 1.
Thus, T ∈ Q(G), and so,
∥∥g(T )∥∥= ∥∥g(y1)⊗E1 + · · · + g(yt )⊗Et∥∥ ‖g‖R < 1.
Since A separates points, we may pick f ∈ Mn(A) such that f = g on Y . Hence, πY (f ) =
f (T ) = g(T ) and ‖πY (f )‖ < 1. Thus, we may pick fY ∈ Mn(A), such that πY (fY ) = πY (f )
and ‖fY ‖u < 1. This net of functions, {fY } converges to g pointwise and is bounded. Therefore,
g ∈ Mn(A˜) and ‖g‖L  1. This proves that H∞R (G) ⊆ A˜ and that ‖g‖L  ‖g‖R.
Thus, A˜ = H∞R (G) and the two matrix norms are equal for matrices of all sizes. The rest of
the conclusions follows from the results on BPW-completions. 
Remark 4.11. The above result yields that for every f ∈ H∞R (G), ‖f ‖R = sup{‖π(f )‖}
where the supremum is taken over all finite-dimensional weak∗-continuous representations,
π : H∞R (G) → Mn with n arbitrary. For many examples, we can show that
‖f ‖R = sup
{∥∥f (T )∥∥: T ∈ Q00(G)}
for any f ∈ H∞R (G). Also, we can verify these hypotheses are met for most of the algebras given
in the example section. In particular, for Examples 5.1, 5.2, 5.3, 5.4, 5.6, 5.7, and 5.8. It would
be interesting to know if this can be done in general.
We now seek other characterizations of the functions in H∞R (G). In particular, we wish
to obtain analogues of Agler’s factorization theorem and of the results in [5,9]. By Theo-
rem 2.4, if we are given an analytically presented domain G ⊆ CN , with presentation R =
{Fk : G → Mmk,nk , k ∈ I }, then there exist a Hilbert space H and a positive definite function,
K : G × G → B(H) such that A˜ = M(K). We shall denote any kernel satisfying this property
by KR.
Definition 4.12. Let G ⊆ CN be an analytically presented domain, with presentation R =
{Fk : G− → Mmk,nk , k ∈ I }. We shall call a function H : G × G → Mm an R-limit, provided
that H is the pointwise limit of a net of functions Hλ : G × G → Mm of the form given by
Theorem 4.5(iii).
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R = {Fk : G− → Mmk,nk , k ∈ I }. Then the following are equivalent:
(i) f ∈ Mm(H∞R (G)) and ‖f ‖R  1,(ii) (Im − f (z)f (w)∗)⊗KR(z,w) is positive definite,
(iii) Im − f (z)f (w)∗ is an R-limit.
In the case when the presentation contains only finitely many functions we can say consider-
ably more about R-limits.
Proposition 4.14. Let G be an analytically presented domain with a finite presentation R =
{Fk = (fk,i,j ) : G → Mmk,nk , 1 k K}. For each compact subset S ⊆ G, there exists a con-
stant C, depending only on S, such that given a factorization of the form,
Im − P(z)P (w)∗ = R + P0(z)P0(w)∗ +
K∑
k=1
Pk(z)
(
I − Fk(z)Fk(w)∗
)(qk)Pk(w)∗,
then ‖Pk(z)‖ C for all k ∈ I and for all z ∈ S.
Proof. By the continuity of the functions, there is a constant δ > 0, such that ‖Fk(z)‖ 1 − δ,
for all k ∈ I and for all z ∈ S. Thus, we have that I − Fk(z)Fk(z)∗  δI , for all k ∈ I and for all
z ∈ S. Also, we have that
Im  Im − P(z)P (z)∗  Pk(z)
(
I − Fk(z)Fk(z)∗
)(qk)Pk(z)∗  δPk(z)Pk(z)∗.
This shows that ‖Pk(z)‖ 1/δ for all k ∈ I and for all z ∈ S. 
The proof of the following result is essentially contained in [9, Lemma 3.3].
Proposition 4.15. Let G be a bounded domain in CN and let F = (fi,j ) : G → Mm,n be analytic
with ‖F(z)‖ < 1 for z ∈ G. If H : G × G → Mp is analytic in the first variables, coanalytic
in the second variables and there exists a net of matrix-valued functions Pλ ∈ Mp,rλ(Hol(G))
which are uniformly bounded on compact subsets of G, such that H(z,w) is the pointwise
limit of Hλ(z,w) = Pλ(z)(Im − F(z)F (w)∗)(qλ)Pλ(w)∗ where rλ = qλmk , then there exist a
Hilbert space H and an analytic function, R : G → B(H ⊗ CM,Cp) such that H(z,w) =
R(z)[(Im − F(z)F (w)∗)⊗ IH]R(w)∗.
Proof. We identify (Im−F(z)F (w)∗)(qλ) = (Im−F(z)F (w)∗)⊗ICqλ , and the p×mqλ matrix-
valued function Pλ as an analytic function, Pλ : G → B(Cm ⊗ Cqλ,Cp). Writing Cm ⊗ Cqλ =
Cqλ ⊕ · · · ⊕ Cqλ (m times) allows us to write Pλ(z) = [Pλ1 (z), . . . ,P λm(z)] where each Pλi (z)
is p × qλ. Also, if we let f1(z), . . . , fm(z) be the (1, n) vectors that represent the rows of the
matrix F , then we have that F(z)F (w)∗ =∑mi,j=1 fi(z)fj (w)∗Ei,j .
Finally, we have that
Hλ(z,w) =
m∑
Pλi (z)P
λ
i (w)
∗ −
m∑
fi(z)fj (w)
∗Pλi (z)P λj (w).i=1 i,j=1
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definite function that is analytic in z and co-analytic in w. By dropping to a subnet, if necessary,
we may assume that Kλ converges uniformly on compact subsets of G to K = (Ki,j ) : G×G →
Mm(Mp). Note that this implies that Pλi (z)P
λ
j (w)
∗ → Ki,j (z,w) for all i, j and that K is a
positive definite function that is analytic in z and coanalytic in w.
The positive definite function K gives rise to a reproducing kernel Hilbert space H of analytic
Cm ⊗ Cp-valued functions on G. If we let E(z) : H → Cm ⊗ Cp , be the evaluation functional,
then K(z,w) = E(z)E(w)∗ and E : G → B(H,Cm ⊗ Cp) is analytic. Identifying Cm ⊗ Cp =
Cp ⊕· · ·⊕Cp (m times), yields analytic functions, Ei : G → B(H,Cp), i = 1, . . . ,m, such that
(Ki,j (z,w)) = K(z,w) = E(z)E(w)∗ = (Ei(z)Ej (w)∗).
Define an analytic map R : G → B(H ⊗ Cm,Cp) by identifying H ⊗ Cm = H ⊕ · · · ⊕ H
(m times) and setting R(z)(h1 ⊕ · · · ⊕ hm) = E1(z)h1 + · · · +Em(z)hm. Thus, we have that
R(z)
[(
Im − F(z)F (w)∗
)⊗ IH]R(w)∗
=
m∑
i=1
Ei(z)Ei(w)
∗ −
m∑
i,j=1
fi(z)fj (w)
∗Ei(z)Ej (w)∗
=
m∑
i=1
Ki,i(z,w)−
m∑
i,j=1
fi(z)fj (w)
∗Ki,j (z,w)
= lim
λ
m∑
i=1
Pλi (z)P
λ
i (w)
∗ −
m∑
i,j=1
fi(z)fj (w)
∗Pλi (z)P λj (w)∗ = H(z,w),
and the proof is complete. 
Remark 4.16. Conversely, any function that can be written in the form H(z,w) =
R(z)[(Im−F(z)F (w)∗)⊗IH]R(w)∗ can be expressed as a limit of a net as above by considering
the directed set of all finite-dimensional subspaces of H and for each finite-dimensional subspace
setting HF (z,w) = RF (z)[(Im − F(z)F (w)∗) ⊗ IF ]RF (w)∗, where RF (z) = R(z)(PF ⊗ Im)
with PF the orthogonal projection onto F .
Definition 4.17. We shall refer to a function H : G × G → Mm(Mp) that can be expressed as
H(z,w) = R(z)[(Im − F(z)F (w)∗) ⊗ H]R(w)∗ for some Hilbert space H and some analytic
function R : G → B(H ⊗ Cm,Cp), as an F -limit.
Theorem 4.18. Let G be an analytically presented domain with a finite separating presenta-
tion R = {Fk = (fk,i,j ) : G → Mmk,nk , 1 k K}, let f = (fij ) be an Mm,n-valued function
defined on G. Then the following are equivalent:
(1) f ∈ Mmn(H∞R (G)) and ‖f ‖R  1,(2) there exist an analytic operator-valued function R0 : G → B(H0,Cm) and Fk-limits,
Hk : G×G → Mm, such that
I − f (z)f (w)∗ = R0(z)R0(w)∗ +
K∑
k=1
Hk(z,w), ∀z,w ∈ G,
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I − f (z)f (w)∗ =
K∑
k=1
Hk(z,w), ∀z,w ∈ G.
Proof. Recall that A˜ = H∞R (G). Let us first assume that f ∈ Mmn(A˜) and ‖f ‖Mmn(A˜) < 1.
Then for each finite set Y , there exists fY ∈ Mmm(A) such that fY converges to f pointwise and
‖fY ‖u  1. We may assume that ‖fY ‖u < 1 by replacing fY by fY1+1/|Y | , where |Y | denotes the
cardinality of the set Y .
Thus by Theorem 4.5 there exist a positive, invertible matrix RY ∈ Mm and matrices
PYk ∈ Mm,rkY (A), 0 k K, such that
Im − fY (z)fY (w)∗ = RY + PY0 (z)P Y0 (w)∗ +
K∑
k=1
PYk (z)
(
I − Fk(z)Fk(w)∗
)(qkY )P Yk (w)∗
where rkY = qkY mk and z,w ∈ G. If we define a map F0 : G → Mm0,n0 as the zero map then the
above factorization can be written as
Im − fY (z)fY (w)∗ = RY +
K∑
k=0
PYk (z)
(
I − Fk(z)Fk(w)∗
)(qkY )P Yk (w)∗
where rkY = qkY mk and z,w ∈ G.
Note that the net RY is uniformly bounded above by 1, thus there exists R ∈ Mm and a sub-
net RYs which converges to R.
Finally, since the net fY converges to f pointwise we have that the net
K∑
k=1
PYk (z)
(
I − Fk(z)Fk(w)∗
)(qkY )P Yk (w)∗
converges pointwise on G. Also note that for each k, {PYk } is a net of vector-valued holomorphic
functions and is uniformly bounded on compact subsets of G by Proposition 4.14.
Thus by Proposition 4.15 there exist Fk-limits for each 0  k  K , that is, there exist
K + 1 Hilbert spaces Hk and K + 1 analytic function, Rk : G → B(Hk ⊗ CM,Cp) such that
Hk(z,w) = Rk(z)[(Im − Fk(z)Fk(w)∗) ⊗ IHk ]Rk(w)∗ and the corresponding subnet of the net∑K
k=0 PYk (z)(I −Fk(z)Fk(w)∗)(qkY )P Yk (w)∗ converges to
∑K
k=0 Hk(z,w) for all z,w ∈ G. This
completes the proof that (1) implies (2).
To show the converse, assume that there exist an analytic operator-valued function R0 : G →
B(H0,Cm) and K analytic functions, Rk : G → B(Hk ⊗ CM,Cp) on some Hilbert spaces
Hk such that I − f (z)f (w)∗ = R0(z)R0(w)∗ + ∑Kk=1 Rk(z)(I − Fk(z)Fk(w)∗)(qk)Rk(w)∗
for z,w ∈ G.
By using Theorem 2.4 there exists a vector-valued kernel K such that Mn(M(K)) = Mn(A˜)
completely isometrically for every n. It is easy to see that ((I − f (z)f (w)∗) ⊗ K(z,w))  0
for z,w ∈ G. This is equivalent to f ∈ Mm(M(K)) and ‖Mf ‖ 1 which in turn is equivalent
to (1). Thus, (1) and (2) are equivalent.
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recall it. If we fix any k0, then since ‖Fk0(z)‖ < 1 on G, we have that |fk0,1,1(z)|2 + · · · +
|fk0,1,m(z)|2 < 1 on G. From this it follows that H(z,w) = (1 − fk0,1,1(z)f¯k0,1,1(w) − · · · −
fk0,1,m(z)f¯k0,1,m(w)) is an Fk0 -limit and that H−1(z,w) is positive definite. Now we have that
R0(z)R0(w)∗H−1(z,w) is positive definite and so we may write, R0(z)R0(w)∗H−1(z,w) =
G0(z)G0(w)∗ and we have that R0(z)R0(w)∗ = G0(z)H(z,w)G(w)∗. This shows that
R0(z)R0(w)∗ is an Fk-limit and so it may be absorbed into the sum. 
5. Examples and applications
In this section we present a few examples to illustrate the above definitions and results.
Example 5.1. Let G = DN be the polydisk which has a presentation given by the coordi-
nate functions Fi(z) = zi , 1  i  N . Then the algebra of this presentation is the algebra
of polynomials and an admissible representation is given by any choice of N commuting
contractions, (T1, . . . , TN) on a Hilbert space. Given a matrix of polynomials, ‖(pi,j )‖u =
sup‖(pi,j (T1, . . . , TN))‖ where the supremum is taken over all N -tuples of commuting contrac-
tions. This is the norm considered by Agler in [1], which is sometimes called the Schur–Agler
norm [23]. Our Q(DN) = {T = (T1, . . . , TN): σ(T ) ⊆ DN and ‖Ti‖  1}. Note that if we re-
place such a T by rT = (rT1, . . . , rTN) then ‖rTi‖ < 1, rT ∈ QR(DN) and taking suprema over
all T ∈ QR(DN) will be the same as taking a suprema over this smaller set. Thus, the algebra
H∞R (D
N) consists of those analytic functions f such that
‖f ‖R = sup
{∥∥f (T1, . . . , TN)∥∥: ‖Ti‖ < 1, i = 1, . . . ,N}< +∞.
Our result that this is a weak∗-RFD algebra shows that this supremum is also attained by consid-
ering commuting N -tuples of matrices satisfying ‖Ti‖ < 1, i = 1, . . . ,N . By Theorem 4.18 for
f ∈ Mm,n(H∞R (DN)), we have that ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ =
N∑
i=1
(1 − ziw¯i)Ki(z,w),
for some analytic-coanalytic positive definite functions, Ki : DN × DN → Mm.
Example 5.2. Let G = BN denote the unit Euclidean ball in CN . If we let
F1(z) = (z1, . . . , zN) : BN → M1,N ,
then this gives us a polynomial presentation. Again the algebra of the presentation is the polyno-
mial algebra. An admissible representation corresponds to an N -tuple of commuting operators
(T1, . . . , Tn) such that T1T ∗1 +· · ·+TNT ∗N  I , which is commonly called a row contraction and
an admissible strict representation is given when T1T ∗1 + · · · + TNT ∗N < I , which is generally
referred to as a strict row contraction. In this case one can again easily see that ‖ · ‖u = ‖ · ‖u0 by
using the same r < 1 argument as in the last example and that f ∈ H∞R (BN) if and only if
‖f ‖R = sup
{∥∥f (T )∥∥: T1T ∗ + · · · + TNT ∗ < I}< +∞.1 N
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and Davidson and Pitts [18].
Again our weak∗-RFD result shows that ‖f ‖R is attained by taking the supremum over com-
muting N -tuples of matrices satisfying T1T ∗1 + · · · + TNT ∗N < I .
By Theorem 4.18 we will have for f ∈ Mm,n(H∞R (BN)) that ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ =
(
1 − 〈z,w〉)K(z,w),
where K : BN × BN → Mm is an analytic-coanalytic positive definite function.
Example 5.3. Let G = BN as above and let F1(z) = (z1, . . . , zN)t : BN → MN,1. Again this is
a rational presentation of G and the algebra of the presentation is the polynomials. An admis-
sible representation corresponds to an N -tuple of commuting operators (T1, . . . , TN) such that
‖(T1, . . . , TN)t‖ 1, i.e., such that T ∗1 T1 + · · · + T ∗NTN  I , which is generally referred to as a
column contraction. This time the norm on H∞R (BN) will be defined by taking suprema over all
strict column contractions and we will have that ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ = R1(z)
[(
IN − (ziw¯j )
)⊗ IH]R1(w)∗
for some R1 : BN → B(Cm,H), analytic. Again, the weak∗-RFD result shows that ‖f ‖R is
attained by taking the supremum over matrices that form strict column contractions.
Example 5.4. Let G = BN as above, let F1(z) = (z1, . . . , zN) : BN → M1,N and F2(z) =
(z1, . . . , zN)t : BN → MN,1. Again this is a rational presentation of G and the algebra of the
presentation is the polynomials. An admissible representation corresponds to an N -tuple of com-
muting operators (T1, . . . , TN) such that T1T ∗1 + · · · + TNT ∗N  I and T ∗1 T1 + · · · + T ∗NTN  I ,
that is, which is both a row and column contraction. This time the norm on H∞R (BN) is defined
as the supremum over all commuting N -tuples that are both strict row and column contractions
and again this is attained by restricting to commuting N -tuples of matrices that are strict row and
column contractions. We will have that f ∈ Mm,n(H∞R (BN)) with ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ =
(
1 − 〈z,w〉)K1(z,w)+R1(z)[(IN − (ziw¯j ))⊗ IH]R1(w)∗,
where K1 and R1 are as before.
The last three examples illustrate that it is possible to have multiple rational representations
of G, all with the same algebra, but which give rise to (possibly) different operator algebra
norms on A. Thus, the operator algebra norm depends not just on G, but also on the particular
presentation of G that one has chosen. We have surpressed this dependence on R to keep our
notation simplified.
Example 5.5. Let G = D be the open unit disk in the complex plane and let F1(z) = z2,
F2(z) = z3. It is easy to check that the algebra A of this presentation is generated by the
component functions and the constant function so that A is the span of the monomials,
{1, zn: n 2}. Also, A separates the points of G. In this case a (strict) admissible representation,
π : A → B(H), is given by any choice of a pair of commuting (strict) contractions,
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the other hand
Q(D) = {T : σ(T ) ⊆ D and ∥∥T 2∥∥ 1, ∥∥T 3∥∥ 1}
and it can be seen that H∞R (D) is defined by
‖f ‖R = sup
{∥∥f (T )∥∥: ∥∥T 2∥∥< 1, ∥∥T 3∥∥< 1}< +∞.
In this case we have that f ∈ Mm,n(H∞R (D)) and ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ =
(
1 − z2w¯2)K1(z,w)+ (1 − z3w¯3)K2(z,w).
However, our weak∗-RFD result only guarantees that ‖f ‖R is attained by taking the supre-
mum all finite-dimensional representations π such that π(z2) = A and π(z3) = B are commuting
strict contractions satisfying A3 = B2. However, given such a pair there is, in general, no single
matrix T such that T 2 = A and T 3 = B . So our results do not guarantee, that ‖f ‖R is attained
by taking the supremum over all matrices T satisfying ‖T 2‖ < 1 and ‖T 3‖ < 1.
Example 5.6. Let L = {z ∈ C: |z − a| < 1, |z − b| < 1}, where |a − b| < 1, then the functions
f1(z) = z − a, f2(z) = z − b give a polynomial presentation of this “lens”. The algebra of this
presentation is again the algebra of polynomials. An admissible representation of this algebra
is defined by choosing any operator satisfying ‖T − aI‖  1 and ‖T − bI‖  1, with strict
inequalities for the admissible strict representations. In this case we easily see that ‖ · ‖u =
‖ · ‖u0 , since given any operator T satisfying ‖T − aI‖ 1 and ‖T − bI‖ 1, and r < 1, Sr =
rT + (1 − r)(a + b) corresponds to the admissible strict representations and for any matrix of
polynomials ‖(pi,j (T ))‖ = limr→1 ‖(pij (Sr))‖. This algebra with this norm was studied in [11].
Their work shows that this norm is completely boundedly equivalent to the usual supremum
norm and consequently, H∞R (L) = H∞(L), as sets, but the norms are different.
Our results imply that f ∈ Mm,n(H∞R (L)) and ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ =
(
1 − (z− a)(w − b))K1(z,w)+ (1 − (z− b)(w − b))K2(z,w).
Since the coordinate function z belongs to the algebra A, our weak∗-RFD results again show
that ‖f ‖R is attained by choosing matrices satisfying ‖T − aI‖ < 1, ‖T − bI‖ < 1.
Example 5.7. Let G = {(zi,j ) ∈ MM,N : ‖(zi,j )‖ < 1} and let F : G → MM,N be the identity map
F(z) = (zi,j ). Then this is a polynomial presentation of G and the algebra of the presentation
is the algebra of polynomials in the MN variables {zi,j }. An admissible representation of this
algebra is given by any choice of MN commuting operators {Ti,j } on a Hilbert space H, such
that ‖(Ti,j )‖ 1 in MM,N(B(H)) and as above, one can show that ‖ · ‖R is achieved by taking
suprema over all commuting MN -tuples of matrices for which ‖(Ti,j )‖ < 1. We have that f ∈
Mm,n(H
∞
R (G)) and ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ = R1(z)
[(
IM − (zi,j )(wi,j )∗
)⊗ IH]R1(w)∗,
for some appropriately chosen R1.
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of the norm is slightly different and the fact that the suprema are attained over matrices rather
than operators, i.e., the weak∗-RFD consequences, seem to be new. We address the difference
between their definition of the norm and ours in a later remark. We now turn to some examples
that are not covered by these other theories.
Example 5.8. Let 0 < r < 1 be fixed and let Ar = {z ∈ C: r < |z| < 1} be an annulus. Then
this has a rational presentation given by F1(z) = z and F2(z) = rz−1, and the algebra of this
presentation is just the Laurent polynomials. Admissible representations of this algebra are given
by selecting any invertible operator T satisfying ‖T ‖  1 and ‖T −1‖  r−1. Admissible strict
representations are given by invertible operators satisfying ‖T ‖ < 1 and ‖T −1‖ < r−1. The al-
gebra that we denote H∞R (Ar ) is also introduced in [3] where it is called the Douglas–Paulsen
algebra.
It is no longer quite so clear that ‖ · ‖u = ‖ · ‖u0 . However, this algebra with these norms is
studied by the first author in [24] and among other results the equality of these norms was shown.
Consequently, ‖f ‖R is attained by taking the supremum over matrices T satisfying ‖T ‖ < 1 and
‖T −1‖ < r−1.
The formula for the norm is given by ‖f ‖R  1 if and only if
Im − f (z)f (w)∗ = (1 − zw¯)K1(z,w)+
(
1 − r2z−1w−1)K2(z,w).
The scalar version of this formula is also shown in [3].
Douglas and the second author showed in [19] that ‖ · ‖u is completely boundedly equiv-
alent to the usual supremum norm, but that the two norms are not equal. In fact, they exhibit
an explicit function for which the norms are different. Since the norms are equivalent, it fol-
lows that H∞R (Ar ) = H∞(Ar ) as sets. Badea, Beckermann and Crouzeix [8] show that not only
are the norms equivalent, but that there is a universal constant C, independent of r , such that
‖f ‖∞  ‖f ‖R  C‖f ‖∞.
Example 5.9. Let G be a simply connected domain in C and φ : G → D be a biholomorphic map.
Then G = {z ∈ C: |φ(z)| < 1} and Q(G) = {T : σ(T ) ⊆ G and ‖φ(T )‖ 1} where R = {φ}. In
this case the algebra A of the presentation is just the algebra of all polynomials in φ, regarded
as a subalgebra of the algebra of analytic functions on G. Thus, an admissible representation
of this algebra is defined by choosing an operator B ∈ B(H) that satisfies ‖B‖ 1 and defining
π : A → B(H) via π(p(φ)) = p(B), where p is a polynomial. A strict admissible representation
is defined similarly by first choosing a strict contraction. In this case, it is immediate that ‖ · ‖u =
‖ · ‖u0 and that f ∈ H∞R (G) if and only if f ∈ Hol(G) and
‖f ‖R = sup
{∥∥f (T )∥∥: T ∈ QR(G)}< +∞.
Our results imply that ‖f ‖R  1 if and only if
1 − f (z)f (w)∗ = (1 − φ(z)φ(w)∗)K1(z,w).
In particular, if we take φ(z) = z−1
z+1 then it maps the half plane H = {z: Re(z) > 0} to the unit
disk. For this particular φ, we have that QR = {T : σ(T ) ⊆ H and Re(T ) 0}.
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zi−1
zi+1 , then G is an intersection of half planes and QR consists of all commuting N -tuples of
operators, (T1, . . . , TN) such that σ(Ti) ⊆ H and Re(Ti) 0 for all i. Applying our results, we
obtain a factorization result for half planes. These algebras have been studied by D. Kalyuzhnyi-
Verbovetzkii in [22].
Example 5.11. Let G ⊆ C be an open convex set and represent it as an intersection of half
planes Hθ . Each half plane can be expressed as {z: |Fθ(z)| < 1} for some family of linear
fractional maps. If we let R = {Fθ }, then QR(G) = {T : σ(T ) ⊆ G and ‖Fθ(T )‖  1, ∀θ}.
Moreover, each inequality ‖Fθ(T )‖  1 can be re-written as an operator inequality for the real
part of some translate and rotation of T . For example, when G = D, we may take Fθ(z) = zz−2eiθ ,
for 0 θ < 2π . In this case, one checks that ‖Fθ(T )‖ 1 if and only if Re(eiθT ) I . Thus, it
follows that
Q(D) = {T : σ(T ) ⊆ D and w(T ) 1},
where w(T ) denotes the numerical radius of T . Thus, H∞R (D) becomes the “universal” operator
algebra that one obtains by substituting an operator of numerical radius less than one for the
variable z and we have a quite different quantization of the unit disk. Our results give a formula
for this norm, but only in terms of R-limits, so further work would need to be done to make it
explicit.
Example 5.12. There is a second way that one can quantize many convex sets. Let G =
{z: |z − ak| < rk, k ∈ I } ⊆ C be an open, bounded convex set that can be expressed as an
intersection of a possibly infinite set of open disks. For example, the open unit square cannot be
expressed as such an intersection, but any convex set with a smooth boundary with uniformly
bounded curvature can be expressed in such a fashion. Then G has a rational presentation given
by Fk(z) = r−1k (z − ak), k ∈ I the algebra of the presentation is just the polynomial algebra and
an admissible representation is given by selecting any operator T satisfying, ‖T − akI‖  rk ,
k ∈ I . Thus, we again a factorization result, but only in terms of R-limits.
The above definitions allow one to consider many other examples. For example, one could
fix 0 < r < 1 and let G = {z ∈ BN : r < |z1|}, with rational presentation f1(z) = (z1, . . . , zN) ∈
M1,N , and f2(z) = rz−11 . An admissible representation would then correspond to a commuting
row contraction with T1 invertible and ‖T −11 ‖ r−1.
We now compare and contrast some of our hypotheses with those of [5,9].
Remark 5.13. Let G = {z ∈ CN : ‖Fk(z)‖ < 1, k = 1, . . . ,K} where the Fk’s are matrix-valued
polynomials defined on G. Then for f ∈ Hol(G), [5,9] really study a norm given by ‖f ‖s =
sup{‖f (T )‖} where the supremum is taken over all commuting N -tuples of operators T with
‖Fk(T )‖ < 1, for 1  k K . We wish to contrast this norm with our ‖f ‖R. In [5] it is shown
that the hypotheses ‖Fk(T )‖ < 1, k = 1, . . . ,K implies that σ(T ) ⊆ G. Thus, we have that
‖f ‖s  ‖f ‖R. In fact, we have that ‖f ‖s = ‖f ‖R. This can be seen by the fact that they obtain
identical factorization theorems to ours. This can also be seen directly in some cases where the
algebra A contains the polynomials and when it can be seen that ‖ · ‖R is attained by taking the
supremum over matrices (see Remark 4.11). Indeed, if ‖f ‖R is attained as the supremum over
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then such an N -tuple of commuting matrices, can be conjugated by a unitary to be simulta-
neously put in upper triangular form. Now it is easily argued that the strictly upper triangular
entries can be shrunk slightly so that one obtains new N -tuples T = (T1,, . . . , TN,) satisfying,
‖Fk(T)‖ < 1, k = 1, . . . ,K and ‖Ti − Ti,‖ < . But we do not have a simple direct argument
that works in all cases.
Remark 5.14. We do not know how generally it is the case that ‖ · ‖u is a local norm. That is, we
do not know if ‖f ‖u = ‖f ‖R for f ∈ Mn(A). In particular, we do not know if this is the case
for Example 5.5. In this case, the algebra of the presentation is A = span{zn: n 0, n = 1}. If
we write a polynomial p ∈ A in terms of its even and odd decomposition, p = pe + po, then
pe(z) = q(z2) and po = z3r(z2) for some polynomials q, r . In this case it is easily seen that
‖p‖u = sup
{∥∥q(A)+Br(A)∥∥: ‖A‖ 1, ‖B‖ 1, AB = BA, A3 = B2},
while
‖p‖L = ‖p‖R = sup
{∥∥p(T )∥∥: ∥∥T 2∥∥ 1, ∥∥T 3∥∥ 1}.
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