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Abstract
This paper is concerned with the inflow problem for the one-dimensional compressible Navier-
Stokes equations. For such a problem, Matsumura and Nishihara showed in [A. Matsumura and
K. Nishihara, Large-time behaviors of solutions to an inflow problem in the half space for a one-
dimensional system of compressible viscous gas. Comm. Math. Phys. 222 (2001), 449-474] that
there exists boundary layer solution to the inflow problem and both the boundary layer solution,
the rarefaction wave, and the superposition of boundary layer solution and rarefaction wave are
nonlinear stable under small initial perturbation. The main purpose of this paper is to show that
similar stability results for the boundary layer solution and the supersonic rarefaction wave still hold
for a class of large initial perturbation which can allow the initial density to have large oscillation.
The proofs are given by an elementary energy method and the key point is to deduce the desired
lower and upper bounds on the density function.
Keywords: Compressible Navier-Stokes equations; Boundary layer solution; Inflow problem; Rar-
efaction wave; Large initial perturbation; Large density oscillation; Continuation process.
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1 Introduction
This paper is concerned with the large time behaviors of solutions to the inflow problem for one-
dimensional compressible Navier-Stokes equations on the half line R+ = (0,+∞), which is an initial-
boundary value problem in Eulerian coordinates:

ρt + (ρu)x = 0, in R+ × R+,
(ρu)t + (ρu
2 + p˜)x = µuxx, in R+ × R+,
(ρ, u)|x=0 = (ρ−, u−), u− > 0,
(ρ, u)(0, x) = (ρ0, u0)(x)→ (ρ+, u+), as x→ +∞.
(1.1)
Here, ρ(> 0), u, and p˜ = p˜(ρ) = ργ with γ ≥ 1 being the adiabatic exponent are, respectively, the density,
the velocity, and the pressure, while the viscosity coefficient µ(> 0), ρ±(> 0) and u± are constants.
We assume that the initial data (ρ0(x), u0(x)) satisfy the boundary condition (1.1)3 as a compatibility
condition, i.e.
ρ0(0) = ρ−, u0(0) = u−.
The assumption u− > 0 implies that, through the boundary x = 0 the fluid with the density ρ− flows into
the region R+, and hence the problem (1.1) is called the inflow problem. The cases of u− = 0 and u− < 0,
the problems where the condition ρ(t, 0) = ρ− is removed, are called the impermeable wall problem and
the outflow problem, respectively.
For the case of u− > 0, as in [10], the inflow problem (1.1) can then be transformed to the problem
in the Lagrangian coordinates:

vt − ux = 0, x > s−t, t > 0,
ut + p(v)x = µ
(
ux
v
)
x
, x > s−t, t > 0,
(v, u)|x=s−t = (v−, u−), u− > 0,
(v, u)|t=0 = (v0, u0)(x)→ (v+, u+), as x→ +∞,
(1.2)
where
p(v) = v−γ , v =
1
ρ
, v± =
1
ρ±
, s− = −u−
v−
< 0. (1.3)
The characteristic speeds of the corresponding hyperbolic system of (1.2) are
λ1 = −
√
−p′(v), λ2 =
√
−p′(v), (1.4)
and the sound speed c(v) is defined by
c(v) = v
√
−p′(v) = √γv− γ−12 . (1.5)
Comparing |u| with c(v), we divide the phase space R+ × R+ into three regions:
Ωsub := {(v, u); |u| < c(v), v > 0, u > 0} ,
Γtrans := {(v, u); |u| = c(v), v > 0, u > 0} ,
Ωsuper := {(v, u); |u| > c(v), v > 0, u > 0} ,
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which are called the subsonic, transonic and supersonic regions, respectively.
In the phase plane, we denote the curves through a point (v1, u1)
BL(v1, u1) :=
{
(v, u) ∈ R+ × R+; u
v
=
u1
v1
}
and
Ri(v1, u1) :=
{
(v, u) ∈ R+ × R+; u = u1 −
∫ v
v1
λi(s)ds, u > u1
}
(i = 1, 2)
as the boundary layer line and the i-rarefaction wave curve, respectively.
For the precise description of the large time behaviors of solutions to the initial-boundary value prob-
lem in the half line for the one-dimensional isentropic model system (1.1)1-(1.1)2 of compressible viscous
gas, a complete classification in terms of (v±, u±) for the impermeable wall problem, the inflow problem,
and the outflow problem is given by Matsumura in [6]. For the rigorous mathematical justification of this
classification, some results have been obtained which can be summarized as in the following:
• For the impermeable wall problem, to describe its large time behaviors, it is unnecessary to introduce
the boundary layer solution and the nonlinear stability of the viscous shock wave and the rarefaction
wave are well-understood, cf. [7], [9]. It is worth to pointing out that although the nonlinear
stability result for the viscous shock wave in [7] is obtained only for small initial perturbation, the
corresponding result in [9] for the rarefaction wave holds for any large initial perturbation;
• For the outflow problem, Kawashima, Nishibata, and Zhu [4] and Kawashima and Zhu [5] showed
that the boundary layer solution together with the superposition of the boundary layer solution
and the rarefaction wave are asymptotically nonlinear stable under small initial perturbation, while
Nakamura, Nishibata and Yuge [11] investigated the convergence rate toward the boundary layer
solution. Recently, Huang and Qin [2] show that not only the boundary layer solution but also the
superposition of the boundary layer solution and the rarefaction wave are still stable under large
initial perturbation and improve the works of [4] and [5];
• For the inflow problem (1.2), Matsumura and Nishihara [10] established the asymptotic stability
of the boundary layer solution and the superposition of the boundary layer solution and the rar-
efaction wave when (v−, u−) ∈ Ωsub together with the assumption that the initial perturbation
is small. Shi [15] studied the rarefaction wave case when (v−, u−) ∈ Ωsuper under small initial
perturbation. Huang, Matsumura and Shi [1] demonstrated the stability of the viscous shock wave
and the boundary layer solution to the inflow problem (1.2), also under small initial perturbation.
It is worth to pointing pout that for the the impermeable wall problem and the outflow problem,
the corresponding stability results on the boundary layer solution, the rarefaction wave, and/or their
superposition hold true even for certain class of large initial perturbation. Thus a problem of interest
is how about the case for the inflow problem, that is, do similar stability results on the boundary layer
solution and the rarefaction wave hold for the inflow problem? The main purpose of this paper is devoted
to this problem. More precisely, what we are interested in this paper is to consider the following two
cases concerning the boundary layer solution and the rarefaction wave for the inflow problem (1.1):
Case I: (v−, u−) ∈ Ωsub and (v+, u+) ∈ BL+(v−, u−) ∪ BL−(v−, u−). Then the time-asymptotic state of
the solutions to the inflow problem (1.1) is described by the boundary layer solution (V, U)(x−s−t)
which connects (v−, u−) with (v+, u+), where
BL+(v−, u−) := {(v, u) ∈ BL(v−, u−); v− < v ≤ v∗}
and
BL−(v−, u−) := {(v, u) ∈ BL(v−, u−); 0 < v < v−}.
Here, (v∗, u∗) is the intersection point of BL(v−, u−) and Γtrans, i.e.,√
−p′(v∗) = u−
v−
, u∗ =
u−
v−
v∗. (1.6)
The boundary layer solution (V, U)(x− s−t) will be explained in the next section.
4 Lili Fan, Hongxia Liu, Tao Wang, and Huijiang Zhao
Case II: (v−, u−) ∈ Ωsuper and (v+, u+) ∈ R1(v−, u−) (or (v+, u+) ∈ R2(v−, u−)). Then the time-asymptotic
state of the solutions to the inflow problem (1.1) is given by the 1-rarefaction wave (vr1 , u
r
1)(x/t) (or
the 2-rarefaction wave (vr2 , u
r
2)(x/t)) connecting (v−, u−) with (v+, u+).
What we want to show is on the nonlinear stability of both the boundary layer solution and the rarefaction
wave for a class of large initial perturbation which can allow the initial density to have large oscillation,
which improve the works of Matsumura and Nishihara [10] and Shi [15]. The precise statements of our
main results will be given in Theorems 1-3 below.
The present paper is organized as follows. After stating the notations, in section 2, we introduce
some properties of the boundary layer solution and the smooth rarefaction wave, and then state the
main results. In section 3, we establish a priori estimates and then prove the stability of boundary layer
by making use of Kanel’s technique. In section 4, the stability of rarefaction wave under large initial
perturbation will be treated by the similar method.
Notations. Throughout this paper, c and C denote some positive constant (generally large), ǫ, λ stand for
some positive constants (generally small), and C(·, ·) denotes for some generic positive constant depending
only on the quantities listed in the parenthesis. Notice that all the constants c, C, C(·, ·), ǫ, and λ may
take different values in different places. A . B means that there is a generic constant C > 0 such that
A ≤ CB and A ∼ B means A . B and B . A. For function spaces, Lp(R+)(1 ≤ p ≤ ∞) denotes the
usual Lebesgue space on R+ with norm ‖·‖Lp and Hk(R+) the usual Sobolev space in the L2 sense with
norm ‖ · ‖p. We note ‖ · ‖ = ‖ · ‖L2 for simplicity. Finally, We denote by Ck(I;Hp) the space of k-times
continuously differentiable functions on the interval I with values in Hp(R+) and L
2(I;Hp) the space
of L2-functions on I with values in Hp(R+).
2 Preliminaries and Main Results
2.1 Boundary Layer Solution
First we recall some properties about the boundary layer solution. In [10], it is shown that if
(v−, u−) ∈ Ωsub and (v+, u+) ∈ BL+(v−, u−) ∪ BL−(v−, u−), the solution to (1.2) tends to a boundary
layer (V, U)(ξ) ≡ (V, U)(x− s−t) which is defined by

−s−Vξ − Uξ = 0, ξ > 0,
−s−Uξ + p(V )ξ = µ
(
Uξ
V
)
ξ
,
(V, U)(0) = (v−, u−), (V, U)(∞) = (v+, u+).
(2.1)
The strength of the boundary layer solution (V, U)(ξ) is measured by
δ := |u+ − u−|. (2.2)
The existence and the properties of the boundary layer solution (V, U)(ξ) are given in the following
lemma.
Lemma 2.1 (cf. [10]). If (v−, u−) ∈ Ωsub and (v+, u+) ∈ BL+(v−, u−) ∪ BL−(v−, u−), there exists a
unique solution (V, U)(ξ) to (2.1) satisfying for k = 0, 1, 2,∣∣∂kξ (V − v+, U − u+)(ξ)∣∣ ≤ Cδe−cξ if v+ < v∗,∣∣∂kξ (V − v+, U − u+)(ξ)∣∣ ≤ Cδ1+k(1 + δξ)−1−k if v+ = v∗, (2.3)
and
|(Vξ, Vξξ, Uξξ)| ≤ C|Uξ|, (2.4)
the constants c and C depending only on (v−, u−). Furthermore, the boundary layer (V, U)(ξ) is mono-
tonic, that is, Vξ ≷ 0 and Uξ ≷ 0 if u+ ≷ u−.
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The first aim of this paper is to show the boundary layer solution obtained in Lemma 2.1 is still stable
under some large initial perturbation. Defining the perturbation (φ, ψ)(t, ξ) by
(φ, ψ)(t, ξ) = (v, u)(t, ξ) − (V, U)(ξ), (2.5)
we get from (1.2) and (2.1) that (φ, ψ) satisfies

φt − s−φξ − ψξ = 0, ξ > 0, t > 0,
ψt − s−ψξ + (p(V + φ)− p(V ))ξ = µ
(
Uξ+ψξ
V+φ −
Uξ
V
)
ξ
,
(φ, ψ)|ξ=0 = (0, 0),
(φ, ψ)|t=0 = (φ0, ψ0) := (v0 − V, u0 − U).
(2.6)
The solution space is
Xm,M (0, T ) =
{
(φ, ψ) ∈ C([0, T ];H10 ); φξ ∈ L2(0, T ;L2), ψξ ∈ L2(0, T ;H1),
sup
[0,T ]×R+
(V + φ)(t, ξ) ≤M, inf
[0,T ]×R+
(V + φ)(t, ξ) ≥ m
}
.
Then the time-local existence of the solution (φ, ψ)(t, ξ) to (2.6) is quoted in the next lemma.
Lemma 2.2. ([10]) Let (φ0, ψ0) be in H
1
0 (R+). If supR+(V + φ0) ≤ M and infR+(V + φ0) ≥ m,
then there exists t0 > 0 depending only on m, M and ‖(φ0, ψ0)‖1 such that (2.6) has a unique solution
(φ, ψ) ∈ Xm/2,2M (0, t0) satisfying
‖(φ, ψ)(t)‖1 ≤ 2‖(φ0, ψ0)‖1 (2.7)
and
s−φξ(t, 0) + ψξ(t, 0) = 0 (2.8)
for each 0 ≤ t ≤ t0.
Under the above preparation, we give the following stability result of the boundary layer solution
(V, U)(ξ) which is increasing.
Theorem 1. Assume that (v−, u−) ∈ Ωsub and (v+, u+) ∈ BL+(v−, u−). Let (φ0, ψ0) ∈ H10 (R+) satisfy
‖(φ0, ψ0)‖ ≤ Cǫα, ‖(φ0ξ, ψ0ξ)‖ ≤ C
(
ǫ−β + 1
)
, and C−1ǫl ≤ V + φ0 ≤ Cǫ−l, (2.9)
where C is a positive constant independent of ǫ. If the indices l ≥ 0, α and β satisfy

α > γ+22 l, α+ β > (γ + 1)l, β ≥ γ−12 l,
α− β ≤ γ+32 l,
β − α < min
{
2(γ−1)
γ+1 α− 3γ
2+4γ+1
2γ+2 l,
3(γ−1)
γ2+1 α− γ
2+6γ+1
2(γ2+1) γl
}
,
β − α < min
{
α− (γ + 2)l, 2αγ − γ
2+5γ+2
2γ l
}
,
(2.10)
then there exists a suitably small ǫ0 > 0 such that if ǫ ≤ ǫ0, (1.2) has a unique solution (v, u) satisfying
(v − V, u− U) ∈ C([0,∞);H10 ), where (V, U) is defined by (2.1).
Furthermore, it holds
sup
x≥s−t
|(v, u)(t, x) − (V, U)(x− s−t)| → 0, as t→∞. (2.11)
Remark 2.1. Several remarks concerning Theorem 1 are listed below:
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• Here in Theorem 1 the strength of the boundary layer solution is not assumed to be small and thus
we can show the nonlinear stability of strong increasing boundary layer solution. Since l = 0 and
0 < α ≤ β < α + min
{
1, 2γ ,
2(γ−1)
γ+1 ,
3(γ−1)
γ2+1
}
α imply (2.10) and in this case the oscillation of the
initial density can be large.
• It is easy to construct some initial perturbation (φ0(x), ψ0(x)) satisfying the conditions listed in
Theorem 1. In fact for each function (f(x), g(x) ∈ H1(R+) and each α, β satisfying the conditions
listed in Theorem 1, if we set
φ(x) = ǫ
α+β
2 f
(
ǫβ−αx
)
, ψ(x) = ǫ
α+β
2 g
(
ǫβ−αx
)
,
one can verify that such a (φ(x), ψ(x)) satisfies all the condiitons listed in Theorem 1.
For the case when the boundary layer solution is decreasing, we have
Theorem 2. Assume that (v−, u−) ∈ Ωsub and (v+, u+) ∈ BL−(v−, u−). Let (φ0, ψ0) ∈ H10 (R+) satisfy
‖(φ0, ψ0)‖ ≤ Cδα, ‖(φ0ξ, ψ0ξ)‖ ≤ C(δ−β + 1) and C−1δl ≤ V + φ0 ≤ Cδ−l, (2.12)
where C is a positive constant independent of δ. If the indices l ≥ 0, α and β satisfy

α > γ+22 l, γl < α+ β <
1
2 − γ+52 l,
α− β ≤ γ+32 l,
β − α < min
{
α− (γ + 2)l, (γ−1)(1−4α)2γ2+6γ−2 − γ
3+4γ2+8γ−1
2γ2+6γ−2 l
} (2.13)
then there exists δ0 > 0 suitably small such that if δ ≤ δ0, (1.2) has a unique solution (v, u) satisfying
(v − V, u− U) ∈ C([0,∞);H10 ) and (2.11), where (V, U) is defined by (2.1).
Remark 2.2. l = 0, α + β < 12 and 0 < α ≤ β < α+min
{
α, (γ−1)(1−4α)2γ2+6γ−2
}
imply (2.13) and also in such
a case the oscillation of the initial density can be large.
2.2 Rarefaction wave
We only consider the case when (v−, u−) ∈ Ωsuper and (v+, u+) ∈ R1(v−, u−) because the study
of (v+, u+) ∈ R2(v−, u−) is similar to that of (v+, u+) ∈ R1(v−, u−). Then the solution to the inflow
problem (1.2) is expected to tend to the 1-rarefaction wave connecting (v−, u−) and (v+, u+).
Since the rarefaction wave is only Lipschitz continuous, we shall construct a smooth approximation
for the rarefaction wave as follows. First consider the Riemann problem for Burgers’ equation:

wt + wwx = 0,
w(0, x) = wR0 (x) =
{
w−, x < 0,
w+, x > 0,
(2.14)
where w± = λ1(v±). It is obvious that w− < w+. Then it is well known that (2.14) has a continuous
weak solution wr(x/t) given by
wr(x/t) =


w−, x < w−t,
x/t, w−t ≤ x ≤ w+t,
w+, x > w+t.
(2.15)
Define (vr, ur)(x/t) by {
vr = λ−11 (w
r),
ur = u− −
∫ vr
v−
λ1(s)ds.
(2.16)
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Then by a simple calculation, (vr, ur)(x/t) satisfies the following Riemann problem of Euler equations,
i.e., 

vt − ux = 0,
ut + p(v)x = 0,
(v, u)(0, x) =
{
(v−, u−), x < 0,
(v+, u+), x > 0.
(2.17)
To construct the smooth approximate rarefaction wave (V˜ , U˜)(t, x), we consider the following Cauchy
problem for Burgers’ equation:

wt + wwx = 0,
w(0, x) = w0(x) =
{
w−, x < 0,
w− + Cqδr
∫ ǫx
0
yqe−ydy, x ≥ 0,
(2.18)
where δr = w+ −w−, q ≥ 10 is some constant, Cq is a constant such that Cqδr
∫∞
0
yqe−ydy = 1, ǫ ≤ 1 is
a positive constant to be determined later. Then we have
Lemma 2.3. (See [2]) The problem (2.18) has a unique smooth solution w(t, x) satisfying
(i) w− ≤ w(t, x) < w+, wx ≥ 0;
(ii) for each 1 ≤ p ≤ ∞, there exists a constant C, depending only on p and q such that for t ≥ 0,
‖wx(t)‖Lp ≤ Cmin
{
δrǫ
1−1/p, δ1/pr t
−1+1/p
}
,
‖wxx(t)‖Lp ≤ Cmin
{
δrǫ
2−1/p, δ1/qr t
−1+1/q
}
;
(iii) when x ≤ w−t, ∂kx(w(t, x) − w−) = 0 for k = 0, 1, 2;
(iv) supx∈R |w(1 + t, x)− wr(x/t)| → 0, as t→∞.
We recall (2.16) and so define the smooth approximation (V˜ , U˜)(t, x) to (vr , ur)(x/t) by

V˜ (t, x) = λ−11 (w(1 + t, x)),
U˜(t, x) = u− −
∫ V˜ (t,x)
v−
λ1(s)ds,
(2.19)
which satisfies 
V˜t − U˜x = 0, x ∈ R, t > 0,U˜t + p(V˜ )x = 0. (2.20)
Then, define
(V, U)(t, ξ) = (V˜ , U˜)(t, x)|x≥s−t, ξ = x− s−t, (2.21)
and the following lemma holds.
Lemma 2.4. (V, U)(t, ξ) satisfies
(i) Uξ ≥ 0;
(ii) for each 1 ≤ p ≤ ∞, there exists a constant C, depending only on p, q and v±, such that for t ≥ 0,
‖(Vξ, Uξ)(t)‖Lp ≤ Cmin
{
ǫ1−1/p, (1 + t)−1+1/p
}
, (2.22)
‖(Vξξ, Uξξ, (Uξ/V )ξ)(t)‖Lp ≤ Cmin
{
ǫ2−1/p, (1 + t)−1+1/q
}
; (2.23)
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(iii) supξ∈R+ |(V, U)(t, ξ) − (vr, ur)( ξ+s−tt )| → 0, as t→∞;
and also 

Vt − s−Vξ − Uξ = 0, ξ > 0, t > 0,
Ut − s−Uξ + p(V )ξ = 0,
(V, U)(t, 0) = (v−, u−), (V, U)(t,∞) = (v+, u+).
(2.24)
Put the perturbation (φ, ψ)(t, ξ) by
(φ, ψ)(t, ξ) = (v, u)(t, ξ) − (V, U)(ξ), (2.25)
then the reformulated problem is


φt − s−φξ − ψξ = 0, ξ > 0, t > 0,
ψt − s−ψξ + (p(V + φ)− p(V ))ξ = µ
(
Uξ+ψξ
V+φ
)
ξ
,
(φ, ψ)|ξ=0 = (0, 0),
(φ, ψ)|t=0 = (φ0, ψ0)(ξ) := (v0 − V, u0 − U)(ξ),
(2.26)
from (1.2) and (2.24). Then the time-local existence of the solution (φ, ψ)(t, ξ) to (2.26) is quoted in the
next lemma.
Lemma 2.5. Let (φ0, ψ0) be in H
1
0 (R+). If supR+(V + φ0) ≤ M and infR+(V + φ0) ≥ m, then there
exists t0 > 0 depending only on m, M and ‖(φ0, ψ0)‖1 such that (2.26) has a unique solution (φ, ψ) ∈
Xm/2,2M (0, t0) satisfying (2.7) and (2.8) for each 0 ≤ t ≤ t0.
With the above result in hand, for the nonlinear stability of supersonic rarefaction wave, we can get
that
Theorem 3. Assume that (v−, u−) ∈ Ωsuper and (v+, u+) ∈ R1(v−, u−). Let (φ0, ψ0) ∈ H10 (R+) satisfy
‖(φ0, ψ0)‖1 ≤ C(ǫ−α + 1), u− ≥ Cǫ−l0 , and C−1ǫl ≤ V + φ0 ≤ Cǫ−l, (2.27)
where C is a positive constant independent of ǫ. If the indices l ≥ 0, α and l0 satisfy

l ≤ 18γ−2 ,
l0 > 2α+ (γ + 1)l,
4α+ 2(γ + 1)l ≥ max{l, (γ − 1)l},
4α+ 2(γ + 1)l < min
{
γ−1
6γ2−6γ+2 ,
2(γ−1)
3γ2+3γ+9
}
,
(2.28)
there exists ǫ0 > 0 suitably small such that if ǫ ≤ ǫ0, (1.2) has a unique solution (v, u) satisfying (v −
V, u− U) ∈ C([0,∞);H10 ), where (V, U) is defined by (2.21). Furthermore, it holds
sup
x≥s−t
|(v, u)(t, x)− (V, U)(t, x − s−t)| → 0, as t→∞. (2.29)
Remark 2.3. l = 0, 0 ≤ α < 14 min
{
γ−1
6γ2−6γ+2 ,
2(γ−1)
3γ2+3γ+9
}
and l0 > 2α imply (2.28).
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2.3 Main Difficulties and Ideas
To deduce the desired nonlinear stability result for the boundary layer solution, the rarefaction wave,
and/or their superposition by the elementary energy method as in [9], it is sufficient to deduce certain
uniform (with respect to the time variable t) energy type estimates on the solutions (φ(t, x), ψ(t, x)) and
the main difficulties to do so lie in the following:
• How to control the possible growth of (φ(t, x), ψ(t, x)) caused by the nonlinearity of the equation
(1.1)1-(1.1)2?
• How to control the term ∫ t
0
1
v2−
φ2ξ(τ, 0)dτ =
∫ t
0
1
u2−
ψ2ξ (τ, 0)dτ
which is due to the inflow boundary condition (1.1)3?
The argument employed in [9] is to use the smallness of N(T ) := sup0≤t≤T {‖(φ, ψ)(t)‖1} to overcome
the above difficulties. One of the key points in such an argument is that, based on the a priori assumption
that N(T ) is sufficiently small, one can deduce a uniform lower and upper positive bounds on the specific
volume v(t, x). With such a bound on v(t, x) in hand, one can thus deduce certain a prioriH1(R+) energy
type estimates on (φ(t, x), ψ(t, x)) in terms of the initial perturbation (φ0(x), ψ0(x)). Then combination of
the above analysis with the standard continuation argument yields the corresponding nonlinear stability
result. It is worth pointing out that for the case when the strength of the underlying profile is small, for
the nonlinear stability result obtained in [9], Oscv(t) := supx∈R+ v(t, x) − infx∈R+ v(t, x), the oscillation
of the specific volume v(t, x), should be sufficiently small also for all t ∈ R+.
What we are interested in this paper is to deduce the corresponding nonlinear stability results for the
two cases listed in the introduction for a class of initial perturbation which can allow the initial density
to have large oscillation, the argument used in [9] can not used any longer. Our main ideas to yield the
desired nonlinear stability results are the following:
• For the nonlinear stability of the boundary layer solution listed in Case I of the introduction, our
main observation is that for the case when the underlying boundary layer solution is increasing,
the basic energy estimate, cf. the estimate (3.1), tells us that for each t ∈ [0, T ] the instant energy
E(t) = ∫ +∞
0
(
Φ(v(t, x), V (x)) + 12ψ
2(t, x)
)
dx is bounded by the initial energy E(0) and thus one
may use the smallness of E(0) to overcome the two difficulties mentioned above. Since our main
purpose is to get a nonlinear stability result for which the oscillation of the specific volume v(t, x)
can be large, we need to deduce a precise estimates on v(t, x) in terms of E(0) so that the whole
analysis can be carried out. It is worth to emphasizing that Kanel’s argument [3] plays an important
role in this step and it was to guarantee that the whole analysis to be carried out smoothly that
we need to ask the parameters α, β, and l to satisfies the conditions listed in Theorem 1.
• For the case when the boundary layer solution is decreasing, the analysis can be adopted directly
since in such a case the basic energy estimate is not self-contained. Even so, if the strength of
the boundary layer solution is small, one can use the smallness of both the initial energy and the
strength of the boundary layer solution to yield a nonlinear stability result similar to that of the
case when the boundary layer solution is increasing.
• For the nonlinear stability of supersonic rarefaction wave corresponding to the Case II listed in the
introduction, our main idea is to use the largeness of u− to deal with the two difficulties mentioned
above. In such a case, we do not ask the initial energy to be small and thus such a result holds for
a class of large initial perturbation.
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3 Stability of the Boundary Layer Solution
3.1 Proof of Theorem 1
In this subsection, we first assume that (v−, u−) ∈ Ωsub, (v+, u+) ∈ BL+(v−, u−) and the problem
(2.6) has a solution (φ, ψ) ∈ X1/m,M (0, T ) satisfying (2.8) for some T > 0 and each 0 ≤ t ≤ T . We also
simply write c and C as positive constants independent of T, m, M and ǫ. Recall that the notation A . B
is used to denote that A ≤ CB holds uniformly for some positive constant independent of T, m, M and
ǫ. Besides, we will often use the notation (v, u) = (V + φ, U + ψ) so that 1/m ≤ v ≤ M , though the
unknown functions are φ and ψ. Without loss of generality, we choose m and M such that m,M ≥ 1.
Now we devote ourselves to the basic energy estimate.
Lemma 3.1. It holds that for each 0 ≤ t ≤ T ,
∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ| (p(v)− p(V )− p′(V )φ)
]
dξdτ .
∥∥∥(√Φ0, ψ0)∥∥∥2 , (3.1)
where
Φ = Φ(v, V ) = p(V )(v − V )−
∫ v
V
p(η)dη. (3.2)
Proof. Multiplying (2.6)1 (the first equation of (2.6)) and (2.6)2 by p(V )− p(v) and ψ, respectively, and
summing these two identities, we find a divergence from
(
Φ+
1
2
ψ2
)
t
+ µ
ψ2ξ
v
− µUξφψξ
vV
+ Uξ(p(v)− p(V )− p′(V )φ)
=
[
s−
(
Φ+
1
2
ψ2
)
+ (p(V )− p(v))ψ + µ
(
Uξ + ψξ
V + φ
− Uξ
V
)
ψ
]
ξ
.
(3.3)
We write
p(v)− p(V )− p′(V )φ = f(v, V )φ2. (3.4)
Put X = V/v > 0 and then recall Bernoulli’s inequality
Xγ+1 = X(1 +X − 1)γ ≥ X + γX(X − 1)
to find
V vf(v, V ) = V −γ
Xγ+1 − (γ + 1)X + γ
(X − 1)2 ≥ γV
−γ . (3.5)
Noting that v− ≤ V ≤ v+, we have from (2.1) that
0 ≤ µUξ = V
(
s2−(V − v+) + p(V )− p(v+)
) ≤ V p(V ) = V −γ+1.
Thus, the discriminant D of
µ
ψ2ξ
v
− µUξφψξ
vV
+ Uξ(p(v)− p(V )− p′(V )φ)
satisfies
D =
µUξ
V 2vf(v, V )
− 4 ≤ 1
γ
− 4 < 0. (3.6)
Therefore, we integrate (3.3) over (0, t)× (0,∞) to get (3.1).
Inflow Problem for the One-dimensional Compressible Navier-Stokes Equations 11
Next, following [8], we set v˜ := v/V . Then we have Φ(v, V ) = V −γ+1Φ˜(v˜) with
Φ˜(v˜) = v˜ − 1 + 1
γ − 1(v˜
−γ+1 − 1). (3.7)
Equation (2.6)2 is also written as(
µ
v˜ξ
v˜
− ψ
)
t
− s−
(
µ
v˜ξ
v˜
− ψ
)
ξ
+
γv˜ξ
V γ v˜γ+1
=
γVξ
V γ+1
(1 − v˜−γ). (3.8)
Multiplying (3.8) by v˜ξ/v˜, we discover[
µ
2
(
v˜ξ
v˜
)2
− ψ v˜ξ
v˜
]
t
+
γv˜2ξ
vγ v˜2
+
[
ψ
v˜t
v˜
− γVξ
V γ+1
(
v˜−γ − 1
γ
+ ln v˜
)
− µs−
2
(
v˜ξ
v˜
)2]
ξ
=
ψ2ξ
v
− Uξφψξ
vV
−γ V Vξξ − (γ + 1)V
2
ξ
V γ+2
(
v˜−γ − 1
γ
+ ln v˜
)
︸ ︷︷ ︸
I1
.
(3.9)
We utilize (2.4) and the fact that
p(v)− p(V )− p′(V )φ = V −γ(v˜−γ − 1 + γ(v˜ − 1)) (3.10)
to find
|I1| . |Uξ|(v˜−γ − 1 + γ(v˜ − 1)) . |Uξ|(p(v) − p(V )− p′(V )φ).
Thus, integrating (3.9) over (0, t)× (0,∞) yields∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥
(√
Φ0, ψ0,
v˜0ξ
v˜0
)∥∥∥∥2 +
∫ t
0
(
v˜ξ
v˜
)2
(τ, 0)dτ. (3.11)
We have to control the final term of (3.11),
∫ t
0 (
v˜ξ
v˜ )
2(τ, 0)dτ . We note here that Matsumura-Nishihara
[10] could control it under the smallness assumption that
N(T ) := sup
0≤t≤T
‖(φ, ψ)(t)‖1 ≪ 1, (3.12)
while our goal in this paper is to investigate the stability of the boundary layer solution and the rarefaction
wave without such a smallness condition (3.12).
Since
v˜ξ
v˜
=
φξ
v
− Vξφ
vV
, (3.13)
we get from φ(τ, 0) = 0 and (2.8) that(
v˜ξ
v˜
)2
(τ, 0) =
1
v2−
φ2ξ(τ, 0) =
1
u2−
ψ2ξ (τ, 0), (3.14)
which together with (3.11) implies the following lemma.
Lemma 3.2. It holds that∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥
(√
Φ0, ψ0,
v˜0ξ
v˜0
)∥∥∥∥2 +
∫ t
0
ψ2ξ (τ, 0)dτ. (3.15)
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We next estimate the last term of (3.15). Apply Ho¨lder’s inequality to find
ψ2ξ (τ, 0) = −2
∫ ∞
0
ψξψξξ(τ, ξ)dξ ≤ 2M
∥∥∥∥ ψξ√v (τ)
∥∥∥∥
∥∥∥∥ψξξ√v (τ)
∥∥∥∥ (3.16)
and ∫ t
0
ψ2ξ (τ, 0)dτ ≤ 2M
[∫ t
0
∥∥∥∥ ψξ√v (τ)
∥∥∥∥2 dτ
] 1
2
[∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
] 1
2
. (3.17)
Then applying Cauchy’s inequality, we have from (3.17) that for each a > 1,∫ t
0
ψ2ξ (τ, 0)dτ ≤ a
∫ t
0
∥∥∥∥ ψξ√v (τ)
∥∥∥∥2 dτ + 4M2a−1
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ. (3.18)
Substituting (3.18) into (3.15) and using the basic energy estimate (3.1), we deduce∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2 +M2a−1
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ. (3.19)
It is necessary to estimate the last term of (3.19). For this, we multiply (2.6)2 by −ψξξ to find(
1
2
ψ2ξ
)
t
+
(s−
2
ψ2ξ − ψtψξ
)
ξ
+ µ
ψ2ξξ
v
= µψξξ
Vξψξ
v2
+ µψξξ
φξψξ
v2︸ ︷︷ ︸
R1
+ψξξφξ
(
p′(v) + µ
Uξ
v2
)
︸ ︷︷ ︸
R2
+ ψξξ
[
(p′(v)− p′(V ))Vξ + µUξξφ
vV
− µUξVξφ
v2V
− µUξVξφ
vV 2
]
︸ ︷︷ ︸
R3
,
(3.20)
Apply Cauchy’s inequality and (3.13) to find
R1 ≤ µ
16
ψ2ξξ
v
+ CV 2ξ
ψ2ξ
v3
+ 8µ
φ2ξψ
2
ξ
v3
(3.21)
and
R2 ≤ µ
32
ψ2ξξ
v
+ Cv
(
v−2γ−2 + v−4U2ξ
) (
v˜2ξ + V
2
ξ φ
2
)
. (3.22)
Noting that
|p′(v) − p′(V )| =
∫ 1
0
p′′(θv + (1− θ)V )dθ|φ| . (v−γ−2 + 1)|φ|, (3.23)
we have
R3 ≤ µ
32
ψ2ξξ
v
+ Cv
[
V 2ξ (v
−2γ−4 + 1) + v−2U2ξξ + (v
−4 + v−2)U2ξ V
2
ξ
]
φ2. (3.24)
We now estimate the last term of (3.21). Applying Sobolev’s inequality and Cauchy’s inequality, we get∫ ∞
0
φ2ξψ
2
ξ
v3
dξ ≤
∥∥∥∥φξv
∥∥∥∥2
∥∥∥∥ ψξ√v
∥∥∥∥2
L∞
≤
∥∥∥∥φξv
∥∥∥∥2
∥∥∥∥ ψξ√v
∥∥∥∥
[∥∥∥∥ψξξ√v
∥∥∥∥+
∥∥∥∥ φξψξ2v3/2
∥∥∥∥+
∥∥∥∥ Vξψξ2v3/2
∥∥∥∥
]
≤ 1
128
∥∥∥∥ψξξ√v
∥∥∥∥2 + 12
∥∥∥∥φξψξv3/2
∥∥∥∥2 + 12
∥∥∥∥Vξψξv3/2
∥∥∥∥2 + C
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 ,
(3.25)
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which implies ∫ ∞
0
φ2ξψ
2
ξ
v3
dξ ≤ 1
64
∥∥∥∥ψξξ√v
∥∥∥∥2 +
∥∥∥∥Vξψξv3/2
∥∥∥∥2 + C
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 . (3.26)
Integrating (3.21) over (0,∞) and then plugging (3.26) into this last inequality, we find∫ ∞
0
R1dξ ≤ 3µ
16
∥∥∥∥ψξξ√v
∥∥∥∥2 + C
∥∥∥∥Vξψξv3/2
∥∥∥∥2 + C
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 . (3.27)
Therefore, we integrate (3.20) over (0, t)×(0,∞) and then recall the above estimates (3.22), (3.24), (3.27)
and 1/m ≤ v ≤M to conclude
‖ψξ(t)‖2 +
∫ t
0
|s−|ψ2ξ (τ, 0)dτ +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
. ‖ψ0ξ‖2 +
∫ t
0
∫ ∞
0
(mγ−1 +Mγ−1U2ξ )
v˜2ξ
vγ v˜2
dξdτ
+
∫ t
0
∫ ∞
0
[
Jφ2 +m2V 2ξ
ψ2ξ
v
]
dξdτ +
∫ t
0
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 dτ
(3.28)
with
J = (v−2γ−3 + v)V 2ξ + v
−1U2ξξ + (v
−1 + v−3)U2ξ V
2
ξ . (3.29)
We use (2.4) and (3.5) to deduce
J . (v−2γ−3 + v)U2ξ . (m
2γ+2 +M2)|Uξ|f(v, V ). (3.30)
Hence, we obtain from (3.1) and (3.4) that∫ t
0
∫ ∞
0
[
Jφ2 +m2V 2ξ
ψ2ξ
v
]
dξdτ . (m2γ+2 +M2)
∥∥∥(√Φ0, ψ0)∥∥∥2 (3.31)
and ∫ t
0
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 dτ . ∥∥∥(√Φ0, ψ0)∥∥∥2 sup
0≤τ≤t
∥∥∥∥φξv (τ)
∥∥∥∥4 . (3.32)
Plugging estimates (3.31) and (3.32) into (3.28), we have
‖ψξ(t)‖2 +
∫ t
0
|s−|ψ2ξ (τ, 0)dτ +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
. ‖ψ0ξ‖2 + (mγ−1 +Mγ−1)
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ
+ (m2γ+2 +M2)
∥∥∥(√Φ0, ψ0)∥∥∥2 + ∥∥∥(√Φ0, ψ0)∥∥∥2 sup
0≤τ≤t
∥∥∥∥φξv (τ)
∥∥∥∥4 .
(3.33)
Since
Φ(v, V ) = −
∫ 1
0
∫ 1
0
θ1p
′(θ1θ2v + (1− θ1θ2)V )dθ1dθ2φ2, (3.34)
we have
C−1M−γ−1φ2 ≤ Φ(v, V ) ≤ Cmγ+1φ2. (3.35)
Then we deduce from (3.13) that∥∥∥∥φξv (τ)
∥∥∥∥2 ≤ C‖Vξ(τ)‖2L∞m2Mγ+1 ∥∥∥√Φ(τ)∥∥∥2 +
∥∥∥∥ v˜ξv˜ (τ)
∥∥∥∥2 . (3.36)
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Hence we have from (3.1), (3.15) and (3.17) that
∥∥∥∥φξv (τ)
∥∥∥∥4 . m4M2γ+2∥∥∥(√Φ0, ψ0)∥∥∥4 +
∥∥∥∥ v˜0ξv˜0
∥∥∥∥4 +
[∫ t
0
ψ2ξ (τ, 0)dτ
]2
. m4M2γ+2
∥∥∥(√Φ0, ψ0)∥∥∥4 + ∥∥∥∥ v˜0ξv˜0
∥∥∥∥4 +M2∥∥∥(√Φ0, ψ0)∥∥∥2
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ.
(3.37)
Substituting (3.37) into (3.33), we find a positive constant c such that if
M2
∥∥∥(√Φ0, ψ0)∥∥∥4 ≤ c, (3.38)
then
‖ψξ(t)‖2 +
∫ t
0
|s−|ψ2ξ (τ, 0)dτ +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
. h(m,M, φ0, ψ0) + (m
γ−1 +Mγ−1)
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ,
(3.39)
with
h(m,M, φ0, ψ0) = ‖ψ0ξ‖2 +
[
m2γ+2 +M2 +m4M2γ+2
∥∥∥(√Φ0, ψ0)∥∥∥4 + ∥∥∥∥ v˜0ξv˜0
∥∥∥∥4
]∥∥∥(√Φ0, ψ0)∥∥∥2. (3.40)
Plugging (3.39) into (3.19) gives the following lemma.
Lemma 3.3. There exists c0 > 0 independent of T, m, M and a, such that if
g0(a,m,M, φ0, ψ0) :=M
2
∥∥∥(√Φ0, ψ0)∥∥∥4 +M2a−1(mγ−1 +Mγ−1) ≤ c0, (3.41)
it holds that for each a > 1 and 0 ≤ t ≤ T ,∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2 +M2a−1h(m,M, φ0, ψ0) (3.42)
and
‖ψξ(t)‖2 +
∫ t
0
|s−|ψ2ξ (τ, 0)dτ +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
. h(m,M, φ0, ψ0) + (m
γ−1 +Mγ−1)
[∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2
]
,
(3.43)
where h(m,M, φ0, ψ0) is given by (3.40).
Proof of Theorem 1. Without loss of generality, we assume that ǫ ≤ 1. First, we note from (3.35),
(3.13) and the initial conditions (2.9) that
∥∥∥(√Φ0, ψ0)∥∥∥ ≤ Cǫα− γ+12 l, ∥∥∥∥ v˜0ξv˜0
∥∥∥∥ ≤ Cǫ−l(‖φ0ξ‖+ ‖Vξφ‖) ≤ Cǫ−l−β .
Since (φ0, ψ0) ∈ H10 (R+), we apply Lemma 2.2 to find t0 > 0 such that the problem (2.6) has a unique
solution (φ, ψ) ∈ X1/m0,M0(0, t0) with m0,M0 . ǫ−l. Then we find that for a = ǫ−2α−2β+(γ−1)l > 1,
g0 (a,m0,M0, φ0, ψ0) . ǫ
4α−2(γ+2)l + ǫ2α+2β−2γl.
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Hence if (2.10)1 holds, there exists ǫ1 > 0 such that (3.41) holds for each 0 < ǫ ≤ ǫ1. Furthermore, we
have that if (2.10)1 holds,
h(m0,M0, φ0, ψ0) . ǫ
−2β +
[
ǫ−(2γ+2)l + ǫ4α−(4γ+8)l + ǫ−4l−4β
]
ǫ2α−(γ+1)l . ǫ−2α−4β+(γ−1)l.
Clearly we conclude from Lemma 3.3 that for each 0 < ǫ ≤ ǫ1,∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ . ǫ−2l−2β .
To get the upper and lower bounds for the specific volume v, we follow [9] and introduce
Ψ(v˜) :=
∫ v˜
1
√
Φ˜(η)
η
dη, (3.44)
where Φ˜ is defined by (3.7). Then we have from v˜(t0,∞) = 1 and Lemma 3.1 that
|Ψ(v˜(t0, ξ))| =
∣∣∣∣∣
∫ ξ
∞
Ψξ(v˜(t0, ξ))dξ
∣∣∣∣∣ ≤
∥∥∥√Φ˜(t0)∥∥∥ ∥∥∥∥ v˜ξv˜ (t0)
∥∥∥∥ . ǫθ, (3.45)
where θ = α−β− (γ+3)l/2. Since Ψ(v˜) = O(v˜1/2) as v˜ →∞ and Ψ(v˜) = O(v˜(1−γ)/2) as v˜ → 0+, (3.45)
yields
ǫ2θ/(1−γ) . v(t0, ξ) . ǫ2θ, ∀ ξ ∈ R+. (3.46)
Since (2.10)2 implies 2θ/(γ − 1) ≤ 0 and 2θ ≤ 0, we exploit Lemma 2.2 again and recall (3.46) to
find t1 > 0 such that (2.6) has a unique solution (φ, ψ) ∈ X1/m1,M1(0, t0 + t1), where m1 . ǫ2θ/(γ−1) and
M1 . ǫ
2θ. Note that θ ≤ 0 implies that ǫ4θ ≥ ǫ 4γ+4γ−1 θ. Thus we have
h(m1,M1, φ(t0), ψ(t0)) . ǫ
−2β +
[
ǫ
4γ+4
γ−1 θ + ǫ
8θ
γ−1+(4γ+4)θ+4α−2(γ+1)l + ǫ−4l−4β
]
ǫ2α−(γ+1)l,
and therefore the right-hand side of (3.42) is bounded by Cǫ−2l−2β . By elementary calculations, we
conclude from (2.10)1,3,4 that
h(m1,M1, φ(t0), ψ(t0)) . ǫ
−4θ−2α−4β+(γ−3)l.
We recall a = ǫ−2α−2β+(γ−1)l > 1 to deduce
g0(a,m1,M1, φ(t0), ψ(t0)) . ǫ
4θ+4α−2(γ+1)l + ǫ6θ+2α+2β−(γ−1)l + ǫ(2γ+2)θ+2α+2β−(γ−1)l.
Then we have from (2.10)4 that there exists ǫ0 > 0 such that (3.41) holds for each ǫ ≤ ǫ0. Combining
Lemma 2.2 and the continuation process, we can prove (2.1) has the global-in-time solution (φ, ψ) ∈
X1/m1,M1(0,∞) satisfying
‖(φ, ψ)(t)‖2 +
∫ t
0
‖(|Uξ|1/2φ, φξ, ψ, ψξ)(τ)‖2dτ ≤ C, ∀ t ∈ R+, (3.47)
the constant C depending only on ǫ. And so the asymptotic behavior of the solution (2.11) is concluded
by employing Sobolev’s inequality. ✷
3.2 Proof of Theorem 2
In this subsection, we assume that (v−, u−) ∈ Ωsub, (v+, u+) ∈ BL−(v−, u−) and (2.6) has a solution
(φ, ψ) ∈ X1/m,M (0, T ) satisfying (2.8) for some T > 0 and each 0 ≤ t ≤ T . As in the proof of Theorem
1, c and C are used to denote some positive constants independent of T, m, M and δ and the notation
A . B stands for that A ≤ CB holds uniformly for some positive constant independent of T, m, M and
δ. Without loss of generality, we choose m and M such that m,M ≥ 1.
The basic energy estimate is stated as follows.
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Lemma 3.4. If δ is suitably small, then it holds that for each 0 ≤ t ≤ T ,
∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v) − p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + δmγ+2 ∫ t
0
‖φξ(τ)‖2dτ,
(3.48)
where Φ = Φ(v, V ) is defined by (3.2) and δ = |u+ − u−| is the strength of the boundary layer (V, U).
Proof. First we recall (v+, u+) ∈ BL−(v−, u−) and thus we have Uξ < 0. Noting that (3.5) and (2.3)
hold, we conclude that if δ is suitably small, the discriminant D of
µ
ψ2ξ
v
− µUξφψξ
vV
+ |Uξ|(p(v) − p(V )− p′(V )φ)
satisfies
D =
µ|Uξ|
V 2vf(v, V )
− 4 ≤ Cδ
γV −γ+1
− 4 < 0,
where f(v, V ) is defined by (3.4). Then we integrate (3.3) over (0, t)× (0,∞) to find that
∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v) − p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + ∫ t
0
∫ ∞
0
|Uξ|(p(v)− p(V )− p′(V )φ)dξdτ.
(3.49)
To estimate the last term of (3.49), we apply the idea in Nikkuni and Kawashima [12], i.e.,
φ(t, ξ) = φ(t, 0) +
∫ ξ
0
φξ(t, η)dη ≤ ξ 12 ‖φξ(t)‖. (3.50)
Since
p(v)− p(V )− p′(V )φ =
∫ 1
0
∫ 1
0
p′′(θ1θ2v + (1 − θ1θ2)V )θ1dθ2dθ1φ2 . mγ+2φ2, (3.51)
we deduce from |Uξ(ξ)| . δe−cξ and (3.50) that∫ t
0
∫ ∞
0
|Uξ|(p(v)− p(V )− p′(V )φ)dξdτ . δmγ+2
∫ t
0
∫ ∞
0
e−cξφ2dξdτ . δmγ+2
∫ t
0
‖φξ(τ)‖2dτ. (3.52)
We then substitute (3.52) into (3.49) to find (3.48).
We now estimate the last term of (3.48). For this, we apply |Vξ(ξ)| . δe−cξ and (3.50) to conclude∫ t
0
∫ ∞
0
V 2ξ φ
2dξdτ . δ2
∫ t
0
‖φξ(τ)‖2dτ. (3.53)
Then, we obtain from (3.13) that∫ t
0
‖φξ(τ)‖2dτ .Mγ+2
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ + δ2
∫ t
0
‖φξ(τ)‖2dτ. (3.54)
Consequently if δ is sufficiently small,∫ t
0
‖φξ(τ)‖2dτ .Mγ+2
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ. (3.55)
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Plugging (3.55) into (3.48) gives that if δ is sufficiently small, it holds that
∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v) − p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + δmγ+2Mγ+2 ∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ.
(3.56)
Similar to proving Lemma 3.2, we obtain from (3.56) that if δ is suitably small,∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥
(√
Φ0, ψ0,
v˜0ξ
v˜0
)∥∥∥∥2 + δmγ+2Mγ+2
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ +
∫ t
0
ψ2ξ (τ, 0)dτ,
which implies that if δmγ+2Mγ+2 is sufficiently small,∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥
(√
Φ0, ψ0,
v˜0ξ
v˜0
)∥∥∥∥2 +
∫ t
0
ψ2ξ (τ, 0)dτ. (3.57)
Now we substitute (3.18) into (3.57) to conclude the following lemma.
Lemma 3.5. There exists a constant c1independent of T, m, M , δ and a, such that if
g1(δ, a,m,M) := aδm
γ+2Mγ+2 ≤ c1, (3.58)
then it holds for each a > 1 and 0 ≤ t ≤ T ,∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2 +M2a−1
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ (3.59)
and ∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v) − p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + δmγ+2Mγ+2 ∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 +M2a−1δmγ+2Mγ+2
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ.
(3.60)
Next, we will use (3.28) to estimate the term
∫ t
0
‖ψξξ√
v
(τ)‖2dτ . We employ (3.53) and (3.55) to obtain
∫ t
0
∫ ∞
0
Jφ2dξdτ .
∫ t
0
∫ ∞
0
(v−2γ−3 + v)V 2ξ φ
2dξdτ . (m2γ+3 +M)δ2Mγ+2
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ. (3.61)
We have from (3.56) that∫ t
0
∫ ∞
0
m2V 2ξ
ψ2ξ
v
dξdτ . δ2m2
∥∥∥(√Φ0, ψ0)∥∥∥2 + δ3mγ+4Mγ+2 ∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ. (3.62)
Substituting (3.61) and (3.62) into (3.28), we conclude that if (3.58) holds, then
‖ψξ(t)‖2 +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ . ∥∥∥(√Φ0, ψ0, ψ0ξ)∥∥∥2
+mγ−1
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ +
∫ t
0
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 dτ.
(3.63)
Then combinations of (3.59) and (3.63) give the following lemma.
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Lemma 3.6. Assume that (3.58) hold. There exists a constant c2 independent of T, m, M , δ and a,
such that if
g2(a,m,M) := a
−1mγ−1M2 ≤ c2, (3.64)
then it holds for each a > 1 and 0 ≤ t ≤ T ,
‖ψξ(t)‖2 +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ . ‖ψ0ξ‖2 +mγ−1a∥∥∥(√Φ0, ψ0)∥∥∥2
+mγ−1
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 +
∫ t
0
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 dτ.
(3.65)
We now need to estimate the last term in (3.65). First substitute (3.59) and (3.60) into (3.36), and
then recall (3.64) to deduce∥∥∥∥φξv (τ)
∥∥∥∥2 .
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2 +M2a−1
∫ τ
0
∥∥∥∥ψξξ√v (s)
∥∥∥∥2 ds. (3.66)
Applying the inequality
(c+ b)3 ≤ 4(c3 + b3) if c, b ≥ 0, (3.67)
and noting δmγ+2Mγ+2 . a−1, we discover from (3.66) and (3.60) that
∫ t
0
∥∥∥∥φξv (τ)
∥∥∥∥4
∥∥∥∥ ψξ√v (τ)
∥∥∥∥2 dτ . a−1
[∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2
]3
+ a−1
[
M2a−1
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
]3
.
(3.68)
To close the energy estimate (3.65), we will employ the following result due to Strauss [16].
Lemma 3.7. Let M(t) be an non-negative continuous function of t satisfying the inequality
M(t) . A1 +A2M(t)
κ (3.69)
in some interval containing 0, where A1 and A2 are positive constants and κ > 1. Then there is a positive
constant C such that if M(0) . A1 and
A1A
1
κ−1
2 < C(1− κ−1)κ−
1
κ−1 , (3.70)
then in the same interval
M(t) .
A1
1− κ−1 . (3.71)
Now we write
M(t) = ‖ψξ(t)‖2 +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ, (3.72)
and
h1 = ‖ψ0ξ‖2 +mγ−1a
∥∥∥(√Φ0, ψ0)∥∥∥2 +mγ−1 ∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a−1
[∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2
]3
. (3.73)
Then we substitute (3.68) into (3.65) to find
M(t) . h1 + a
−4M6M(t)3. (3.74)
Noting that M(0) . h1 holds, we can close the estimates (3.65), (3.59) and (3.60) by applying Lemma
3.7.
Inflow Problem for the One-dimensional Compressible Navier-Stokes Equations 19
Lemma 3.8. Suppose that (3.58) and (3.64) hold. There is a constant c3 independent of T , m, M , δ
and a, such that if
g3(δ, a,m,M, φ0, ψ0) := h1a
−2M3 < c3, (3.75)
where A1 is defined by (3.73), then it holds that for each a > 1 and 0 ≤ t ≤ T ,
‖ψξ(t)‖2 +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ . h1, (3.76)
∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ .
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + a∥∥∥(√Φ0, ψ0)∥∥∥2 +M2a−1h1 (3.77)
and ∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v) − p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + δmγ+2Mγ+2 ∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 +M2a−1δmγ+2Mγ+2h1.
(3.78)
Proof of Theorem 2. Without loss of generality, we assume that δ ≤ 1. First, we note from (3.35),
(3.13) and the initial conditions (2.12) that∥∥∥(√Φ0, ψ0)∥∥∥ ≤ Cδα− γ+12 l, ∥∥∥∥ v˜0ξv˜0
∥∥∥∥ ≤ Cδ−l(‖φ0ξ‖+ ‖Vξφ‖) ≤ Cδ−l−β .
Since (φ0, ψ0) ∈ H10 (R+), we apply Lemma 2.2 to find t0 > 0 such that the problem (2.6) has a unique
solution (φ, ψ) ∈ X1/m0,M0(0, t0) with m0,M0 . δ−l. Then we find that for a = δ−2α−2β+(γ−1)l > 1,
g1 (δ, a,m0,M0) + g2(a,m0,M0) . δ
1−2α−2β−(γ+5)l + δ2α+2β−2γl,
and
g3(δ, a,m0,M0, φ0, ψ0) .
[
δ−2β−(γ+1)l + δ2α−4β−(γ+5)l
]
δ4α+4β−(2γ+1)l.
Hence if (2.13)1 holds, there exists δ1 > 0 such that (3.58), (3.64) and (3.75) hold for each δ ≤ δ1. Next
we compute from (2.13)1 that the right-hand sides of (3.77) and (3.78) are bounded by C1δ
−2β−2l and
C2δ
2α−(γ+1)l, respectively. We conclude from Lemma 3.8 that
|Ψ(v˜(t0, ξ))| ≤
∥∥∥√Φ˜(t0)∥∥∥ ∥∥∥∥ v˜ξv˜ (t0)
∥∥∥∥ . δθ, (3.79)
where Ψ is defined by (3.44) and θ = α− β − (γ + 3)l/2. Hence
δ2θ/(1−γ) . v(t0, ξ) . δ2θ, ∀ ξ ∈ R+. (3.80)
Since (2.13)2 implies 2θ/(γ − 1) ≤ 0 and 2θ ≤ 0, we apply Lemma 2.2 again and recall (3.46) to find
t1 > 0 such that (2.6) has a unique solution (φ, ψ) ∈ X1/m1,M1(0, t0 + t1), where m1 . δ2θ/(γ−1) and
M1 . δ
2θ. By elementary calculations, we conclude from (2.13)3 that there exists 0 < δ2 ≤ δ1 such that
that if δ ≤ δ2, then the right-hand side of (3.77) and (3.78) are bounded by C1δ−2β−2l and C2δ2α−(γ+1)l,
respectively. Since
g1 (δ, a,m1,M!) + g2(a,m1,M1) . δ
1−2α−2β+(γ−1)l+ 2γ(γ+2)
γ−1 θ + δ2α+2β−(γ−1)l+6θ
and
g3(δ, a,m1,M1, φ(t0), ψ(t0)) .
[
δ2θ−2β−2l + δ2α−4β−(γ+5)l
]
δ4α+4β−(2γ−2)l+6θ,
(2.13)3 implies that there exists 0 < δ0 ≤ δ2 such that (3.64) and (3.75) hold for each δ ≤ δ0. Then,
combining Lemma 2.2 and the continuation process, we can prove (2.1) has the global solution in time
(φ, ψ) ∈ X1/m1,M1(0,∞) satisfying (3.47) with the constant C depending only on δ. Thus, the asymptotic
behavior of the solution (2.11) is concluded by employing Sobolev’s inequality. ✷
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4 Stability of Rarefaction Wave
In this section, we investigate the case when (v−, u−) ∈ Ωsuper and (v+, u+) ∈ R1(v−, u−). We assume
that (2.26) has a solution (φ, ψ) ∈ X1/m,M (0, T ) satisfying (2.8) for some T > 0 and each 0 ≤ t ≤ T .
As before, we also simply write c and C as positive constants independent of T, m, M and ǫ and the
notation A . B will mean that A ≤ CB holds uniformly for some positive constant independent of
T, m, M and ǫ. Without loss of generality, we choose m and M such that m,M ≥ 1.
Our first result is concerned with the basic energy estimates which is stated as folloes
Lemma 4.1. If ǫ is suitably small, then it holds for each 0 ≤ t ≤ T ,
∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v)− p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 . (4.1)
Proof. Multiply (2.26)1 and (2.26)2 by p(V ) − p(v) and ψ, respectively, and add these two equations to
have [
Φ+
1
2
ψ2
]
t
+ µ
ψ2ξ
v
− µUξφψξ
vV
+ Uξ(p(v) − p(V )− p′(V )φ)
=
[
s−
(
Φ+
1
2
ψ2
)
+ (p(V )− p(v))ψ + µ
(
Uξ + ψξ
V + φ
− Uξ
V
)
ψ
]
ξ
+ µψ
(
Uξ
V
)
ξ
.
(4.2)
We recall Uξ ≥ 0 and thus compute from (3.5) and (2.22) that if ǫ is suitably small, the discriminant D
of
µ
ψ2ξ
v
− µUξφψξ
vV
+ Uξ(p(v)− p(V )− p′(V )φ)
satisfies
D =
µ|Uξ|
V 2vf(v, V )
− 4 ≤ Cǫ
V −γ+1
− 4 < 0.
Then, we integrate (4.2) over (0, t)× (0,∞) to find
∥∥∥(√Φ, ψ)(t)∥∥∥2 + ∫ t
0
∫ ∞
0
[
ψ2ξ
v
+
|Uξφψξ|
v
+ |Uξ|(p(v)− p(V )− p′(V )φ)
]
dξdτ
.
∥∥∥(√Φ0, ψ0)∥∥∥2 + ∫ t
0
‖ψ(τ)‖L∞
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
L1
dτ. (4.3)
To estimate the last term of (4.3), we get from (2.23) and q ≥ 10 that
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
L1
≤
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
1
9+
8
9
L1
. ǫ
1
9 (1 + τ)−
4
5 .
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Then we employ Sobolev’s inequality and Young’s inequality to deduce that for each ν > 0,∫ t
0
‖ψ(τ)‖L∞
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
L1
dτ
≤ M 14
∫ t
0
∥∥∥∥ ψξ√v (τ)
∥∥∥∥
1
2
‖ψ(τ)‖ 12
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
L1
dτ
≤ ν
∫ t
0
∥∥∥∥ ψξ√v (τ)
∥∥∥∥2 dτ + C(ν)M 13
∫ t
0
‖ψ(τ)‖ 23
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
4
3
L1
dτ
≤ ν
∫ t
0
∥∥∥∥ ψξ√v (τ)
∥∥∥∥2 dτ +
∫ t
0
‖ψ(τ)‖2(1 + τ)− 1615 dτ + C(ν)ǫ 29M 12 .
(4.4)
Plugging (4.4) into (4.3), we can complete this lemma by making use of Gronwall’s inequality.
We set v˜ := v/V , and so equation (2.26)2 is also written as[
µ
v˜ξ
v˜
− ψ
]
t
− s−
[
µ
v˜ξ
v˜
− ψ
]
ξ
+
γv˜ξ
V γ v˜γ+1
=
γVξ
V γ+1
(1− v˜−γ)− µ
(
Uξ
V
)
ξ
. (4.5)
Multiplying (4.5) by v˜ξ/v˜, we have a divergence form[
µ
2
(
v˜ξ
v˜
)2
− ψ v˜ξ
v˜
]
t
+
γv˜2ξ
vγ v˜2
+
[
ψ
v˜t
v˜
− µs−
2
(
v˜ξ
v˜
)2]
ξ
=
ψ2ξ
v
− Uξφψξ
vV
+
γVξ
V γ+1
(1 − v˜−γ) v˜ξ
v˜
− µ
(
Uξ
V
)
ξ
v˜ξ
v˜
.
(4.6)
We have from (3.35) and (2.22) that
(1 − v˜−γ)2 = v−2γ
[
γ
∫ 1
0
(θv + (1− θ)V )γ−1dθφ
]2
. v−2γM2γ−2φ2 . v−2γM3γ−1Φ, (4.7)
and
‖Vξ(τ)‖L∞ ≤ ‖Vξ(τ)‖
1
4+
3
4
L∞ . ǫ
1
4 (1 + τ)−
3
4 . (4.8)
These two inequalities imply that∫ t
0
∫ ∞
0
γVξ
V γ+1
(1− v˜−γ) v˜ξ
v˜
dξdτ
≤ CmγM3γ−1
∫ t
0
‖Vξ(τ)‖2L∞‖
√
Φ(τ)‖2dτ +
∫ t
0
∫ ∞
0
γv˜2ξ
4vγ v˜2
dξdτ
≤ CmγM3γ−1ǫ 12
[∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 ]+ ∫ t
0
∫ ∞
0
γv˜2ξ
4vγ v˜2
dξdτ,
(4.9)
where we used (4.1) to get the last inequality. By a similar way as the above, we have from (2.23) that∫ t
0
∫ ∞
0
∣∣∣∣∣µ
(
Uξ
V
)
ξ
v˜ξ
v˜
∣∣∣∣∣ dξdτ ≤ CMγ
∫ t
0
∥∥∥∥∥
(
Uξ
V
)
ξ
(τ)
∥∥∥∥∥
2
dτ +
∫ t
0
∫ ∞
0
γv˜2ξ
4vγ v˜2
dξdτ
≤ CMγǫ+
∫ t
0
∫ ∞
0
γv˜2ξ
4vγ v˜2
dξdτ.
(4.10)
Therefore, integrating (4.6) over (0, t)× (0,∞) and using (4.9)-(4.10), we have the following lemma.
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Lemma 4.2. If ǫ is suitably small, it holds that∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ . B + u−1−
∫ t
0
ψ2ξ (τ, 0)dτ, (4.11)
where
B =
∥∥∥∥ v˜0ξv˜0
∥∥∥∥2 + [1 +mγM3γ−1ǫ 12 ]
[∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 ]+Mγǫ. (4.12)
Multiplying (2.26)2 by −ψξξ, we get a divergence form[
1
2
ψ2ξ
]
t
+
[s−
2
ψ2ξ − ψtψξ
]
ξ
+ µ
ψ2ξξ
v
=
3∑
i=1
Ri − µψξξ
(
Uξ
V
)
ξ
, (4.13)
where Ri (i = 1, 2, 3) are defined in (3.20). Therefore, integrating (4.13) over (0, t)× (0,∞) yields
M(t) := ‖ψξ(t)‖2 + u−
∫ t
0
ψ2ξ (τ, 0)dτ +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ
. ‖ψ0ξ‖2 + (mγ−1 +Mγ−1ǫ2)
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ +Mǫ
+
∫ t
0
∫ ∞
0
[
Jφ2 +m2V 2ξ
ψ2ξ
v
]
dξdτ +
∫ t
0
∥∥∥∥φξv
∥∥∥∥4
∥∥∥∥ ψξ√v
∥∥∥∥2 dτ,
(4.14)
where J is defined by (3.29). Employing (2.22), (2.23) and (3.35), we have, by Lemma 4.1,
∫ t
0
∫ ∞
0
[
Jφ2 +m2V 2ξ
ψ2ξ
v
]
dξdτ .
∫ t
0
∫ ∞
0
[(
(m2γ+3 +M)V 2ξ +mU
2
ξξ
)
φ2 +m2ǫ2
ψ2ξ
v
]
dξdτ
. Mγ+1(m2γ+3 +M)ǫ
2
3
[∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 ] .
(4.15)
For the last term on the right-hand side of (4.14), we find from (3.36) that
∫ t
0
∥∥∥∥φξv (τ)
∥∥∥∥4
∥∥∥∥ ψξ√v (τ)
∥∥∥∥2 dτ .
[∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 ]
[(
u−1−
∫ t
0
ψ2ξ (τ, 0)dτ
)2
+ǫ4m4M2γ+2
(∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12)2 +B2
]
,
(4.16)
according to Lemma 4.1 and Lemma 4.2. Substitute (4.11), (4.15) and (4.16) into (4.14), and then apply
Cauchy’s inequality to discover
M(t) . A1 +A2M(t)
2, (4.17)
where
A1 = ‖ψ0ξ‖2 + (mγ−1 +Mγ−1ǫ2)B + (m
γ−1 +Mγ−1ǫ2)2
‖(√Φ0, ψ0)‖2 + ǫ 29M 12
+Mǫ+
[∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 ]
[
Mγ+1(m2γ+3 +M)ǫ
2
3
+ ǫ4m4M2γ+2
(∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12)2 +B2
]
(4.18)
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and
A2 = u
−4
−
[∥∥∥(√Φ0, ψ0)∥∥∥2 + ǫ 29M 12 ] . (4.19)
Then employing Lemma 3.7, we conclude the following lemma.
Lemma 4.3. There is a constant c3 independent of T , m, M , δ and a, such that if ǫ is suitably small
and
A1A2 < c4, (4.20)
where A1 and A2 are defined by (4.18) and (4.19), respectively. Then it holds that for each 0 ≤ t ≤ T ,
‖ψξ(t)‖2 + u−
∫ t
0
ψ2ξ (τ, 0)dτ +
∫ t
0
∥∥∥∥ψξξ√v (τ)
∥∥∥∥2 dτ . A1 (4.21)
and ∥∥∥∥ v˜ξv˜ (t)
∥∥∥∥2 +
∫ t
0
∫ ∞
0
v˜2ξ
vγ v˜2
dξdτ . B + u−2− A1, (4.22)
where B is defined by (4.12).
Proof of Theorem 3. Since (φ0, ψ0) ∈ H10 (R+), we find t0 > 0 from Lemma 2.5 such that (2.26) has
a unique solution (φ, ψ) ∈ X1/m0,M0(0, t0) with m0,M0 ≤ Cǫ−l. Then we deduce that if (2.28)1 holds,
then ‖√Φ0, ψ0‖2+ ǫ2/9M1/20 and B are bounded by C1(1+ ǫ−2α−(γ+1)l). Then we compute that if (2.28)1
holds, then A1 and A2 are, respectively, bounded by C2(1 + ǫ
−6α−3(γ+1)l) and C3(1 + ǫ4l0−2α−(γ+1)l).
Hence if (2.28)2 holds, there exists ǫ1 > 0 such that (4.20) holds for each ǫ ≤ ǫ1. Next we compute from
(2.28)2 that the right-hand side of (4.22) is bounded by C4(1 + ǫ
−2α−(γ+1)l). We conclude from Lemma
4.1 and Lemma 4.3 that
|Ψ(v˜(t0, ξ))| ≤
∥∥∥∥√Φ˜(t0)
∥∥∥∥
∥∥∥∥ v˜ξv˜ (t0)
∥∥∥∥ ≤ Cǫθ, (4.23)
where θ = −2α− (γ + 1)l. Hence
C−1ǫ2θ/(1−γ) ≤ v(t0) ≤ Cǫ2θ. (4.24)
Since (2.28)3 implies 2θ/(γ − 1) ≤ −l and 2θ ≤ −l, we apply Lemma 2.5 again and recall (4.24) to
find t1 > 0 such that (2.6) has a unique solution (φ, ψ) ∈ X1/m1,M1(0, t0 + t1), where m1 ≤ Cǫ2θ/(γ−1)
and M1 ≤ Cǫ2θ. By elementary calculations, we conclude from (2.28)4 that ‖
√
Φ0, ψ0‖2 + ǫ2/9M1/20 and
B are bounded by C1(1 + ǫ
−2α−(γ+1)l). Then we compute that if (2.28)4 holds, then A1 and A2 are,
respectively, bounded by C5(1 + ǫ
−6α−3(γ+1)l) and C6(1 + ǫ4l0−2α−(γ+1)l). Hence if (2.28)2 holds, there
exists ǫ0 > 0 such that (4.20) holds for each ǫ ≤ ǫ0. Thus, we find from (2.28)2 that the right-hand side
of (4.22) is bounded by C4(1 + ǫ
−2α−(γ+1)l). Then, combining Lemma 2.5 and the continuation process,
we can prove (2.1) has the global solution in time (φ, ψ) ∈ X1/m1,M1(0,∞) satisfying (3.47) with the
constant C depending only on ǫ. Thus, the asymptotic behavior of the solution (2.11) is concluded by
employing Sobolev’s inequality. ✷
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