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One sentence summary:
Idealized simulations show that aerosols increase updraft speeds in clouds by increasing humid-
ity outside clouds.
Abstract:
Cloud-aerosol interactions remain a major obstacle to understanding climate
and severe weather. Observations suggest that aerosols strengthen (“invig-
orate”) updrafts in tropical thunderstorms; past research, motivated by the
importance of understanding aerosol impacts on clouds, has proposed several
mechanisms that could explain that observed link. Here, we show that high-
resolution atmospheric simulations can reproduce the observed link between
aerosols and updraft speeds. However, we also show that previously proposed
mechanisms are unable to explain the invigoration. Examining underlying
processes reveals that, in our simulations, high aerosol concentrations increase
environmental humidity by producing clouds that mix more condensed water
into the surrounding air. In turn, higher humidity favors stronger updrafts.
Our results provide a novel physical reason to expect stronger thunderstorms
in high-aerosol regions of the tropics.
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Main Text:
Observations suggest cloud-aerosol interactions play a significant role in setting vertical veloc-
ities in deep convective clouds. Direct measurements of updraft velocities are scarce, but many
studies have found increases in cloud top height and cloud cover coincident with increases in
aerosol loading (1–5). Additionally, lightning flash rates are consistently higher in high-aerosol
regions of the tropics, including continents, islands, and ship tracks (6–8). These observa-
tions indicate that high aerosol concentrations may trigger a chain of processes that ultimately
strengthens convective updrafts—which we refer to throughout this paper as “microphysical in-
vigoration”. A deeper understanding of microphysical invigoration could enhance understand-
ing of severe weather risks and of climatically-important cloud-aerosol interactions (9–12), and
is particularly relevant because human activity is a major aerosol source.
Past work has proposed two mechanisms by which aerosol concentrations could affect up-
draft speeds. The first mechanism relies on a “cold-phase” pathway: higher concentrations of
cloud condensation nuclei (particles onto which liquid cloud droplets condense) suppress rain in
shallow clouds, allowing clouds to loft more condensate through the freezing level and increas-
ing the latent heat released when cloud water freezes (13). The second mechanism relies on a
“warm-phase” pathway: higher aerosol concentrations reduce supersaturation in liquid clouds,
increasing latent heat release through additional condensation of water vapor (14).
Here, we use idealized high-resolution simulations with the System for Atmospheric Mod-
elling (SAM) (15), scale analysis, and plume model calculations to describe a novel “humidity-
entrainment” invigoration mechanism that is distinct from both the cold- and warm-phase mech-
anisms. Unlike the cold- and warm-phase mechanisms, which consider aerosol-induced changes
in cloud processes independently from changes in the surrounding clear-air environment, the
humidity-entrainment mechanism relies specifically on cloud-environment feedbacks. The two
key ingredients are (1) an increase in environmental humidity in response to higher aerosol con-
centrations in clouds, and (2) an increase in updraft speeds in clouds in response to increased
environmental humidity.
We represent changes in aerosol abundance in our simulations by varying a prescribed liquid
cloud droplet number concentration (Nc) in SAM’s cloud microphysics scheme (16) from 50
cm−3 (characteristic of pristine maritime environments) to 800 cm−3 (characteristic of polluted
continental environments) (17). Because larger Nc inhibits rain formation in liquid clouds (18),
the cold-phase invigoration mechanism could plausibly enhance updraft speeds in simulations
with higherNc. However, we configure the microphysics scheme to allow no supersaturation in
liquid clouds, precluding the operation of the warm-phase invigoration mechanism.
We first consider simulations that include a parameterization of large-scale dynamics based
on the weak temperature gradient (WTG) approximation (19, 20). The WTG parameteriza-
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tion diagnoses large-scale vertical motion that relaxes domain-average temperature profiles to-
ward a reference profile and generates large-scale moisture convergence. We configure WTG-
constrained simulations to mimic a localized aerosol anomaly embedded within a large-scale
low aerosol environment, but with otherwise identical boundary conditions, by taking the refer-
ence temperature profile from an Nc = 50 cm−3 simulation of radiative-convective equilibrium
(RCE), where the environment evolves freely until reaching an equilibrium where heating by
convection balances cooling by radiation.
Larger Nc increases peak updraft speeds in WTG simulations by up to 100% in the upper
troposphere. Because of the constraints imposed by WTG dynamics, increasing Nc leads to
little change in environmental temperature profiles, but it does increase temperatures in cloudy
updrafts and the warmest temperatures at each level (Fig. 1a-c). As a result, warmer updrafts
in high-Nc simulations attain higher buoyancies and peak updraft speeds increase (Fig. 1d).
This result—invigoration in simulations with a localized aerosol anomaly—is consistent with
results from other modeling studies that have represented aerosol anomalies using spatially
inhomogeneous RCE simulations (21,22) rather than by parameterizing large-scale dynamics.
If we remove the WTG parameterization and instead run RCE simulations with varied
Nc (20), increasing Nc no longer strengthens intense updrafts. Instead, gravity waves couple
changes in environmental temperatures (Fig. 2a) to changes in updraft temperatures (Fig. 2b,c),
preventing warmer updrafts in high-Nc simulations from attaining additional buoyancy (21,23).
As a result, peak updraft speeds are nearly identical in all RCE simulations (Fig. 2d).
Although RCE simulations lack invigoration, examining the processes that lead to warmer
updrafts in RCE simulations provides insight into invigoration in WTG simulations. Addition-
ally, focusing on understanding those processes RCE simulations allows us to link changes in
microphysics and updraft temperatures without the complexity introduced by parameterized
large-scale circulations.
Because the cold-phase invigoration mechanism relies on the latent heat of fusion, we test
whether it is responsible for the warmer troposphere in high-Nc RCE simulations by conducting
mechanism denial experiments with the latent heat of fusion Lf set to 0. We find that differences
between low- and high-Nc temperature profiles with Lf = 0 are almost identical to the default
simulations (Fig 3a). The persistence of the temperature differences provides strong evidence
that the cold-phase mechanism is not responsible for warming the upper troposphere in high-Nc
simulations of RCE.
If not the latent heat of fusion, then what produces a warmer troposphere in simulations
with higher Nc? Humidity changes are one possibility. Previous work has shown that updraft
temperatures are closely linked, through entrainment, to environmental relative humidity (24).
Moreover, scale analysis (Supplementary Text) suggests that parcel temperatures should in-
crease by about 1 K per 1% change in relative humidity, whereas changes in the amount of
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frozen condensate are unlikely to change parcel temperatures by more than 1 K total.
A simple plume model, which links tropospheric warming to increased humidity in RCE
simulations, provides evidence that changes in humidity are responsible for warming the tro-
posphere at high Nc (20). Mean specific humidity profiles in RCE simulations increase with
Nc between 2.5 and 7.5 km (Figure 3b). Because updrafts are cooled less by entrainment
in a moister environment, the plume model predicts warmer temperature profiles in high-Nc
simulations above about 3 to 4 km, approximately coincident with the level where simulated
temperature differences first become large (Figure 4c). With an entrainment rate of 1 km−1,
the plume model also reproduces the magnitude of temperature differences in the upper tropo-
sphere, although this is sensitive to the choice of entrainment rate. A similar plume calculation
can reproduce changes in high-percentile temperatures in WTG-constrained simulations given
changes in mean humidity (Supplementary Text and Fig. S1). Overall, our mechanism denial
experiments, scale analysis, and plume calculations all point to changes in atmospheric humid-
ity as the driver of increased updraft speeds at high Nc.
But why does humidity itself change in response to aerosol increases? In RCE, environmen-
tal humidity is set by a balance between moistening by air detrained from clouds and drying by
clear-air subsidence (25,26). By inhibiting the formation of rain in liquid clouds (18), increases
in aerosol concentrations may increase the mass of condensate in air detrained below the freez-
ing level, which in turn could act to increase tropospheric relative humidity by increasing de-
trainment moistening (26). High-Nc RCE simulations show larger condensate concentrations
and higher cloud evaporation rates near levels where humidity increases (Figure 4); both fea-
tures are consistent with higher humidity driven by aerosol-induced changes in detrainment
moistening.
Our results emphasize the importance of interactions between clouds and their environment
in determining the cloud-ensemble response to changes in cloud microphysics: the “humidity-
entrainment” mechanism that invigorates updrafts in our simulations is intrinsically linked to
the role that convective clouds play in determining environmental humidity.
A contemporaneous modelling study (27) also emphasizes cloud-environment feedbacks as
an agent of microphysical invigoration. Like our study, theirs finds that higher Nc increases
cloud evaporation, which in turn invigorates convection without the need for ice-phase micro-
physics. Unlike our study, however, theirs focuses on changes in convective mass fluxes in
RCE, which respond to very different constraints than the peak updraft speeds under WTG that
are the focus of our paper.
Our results stand in contrast to a recent study (28) that found only a weak link between
aerosol concentrations and precipitation in a similar set of WTG-constrained simulations. The
key difference is likely their focus on simulations with strong large-scale ascent forced by an
SST perturbation. Analytical models and numerical sensitivity experiments (Supplementary
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Text and Fig. S2-S4) both suggest that humidity and updraft speeds become less sensitive to
changes in detrainment (and thus to changes in aerosol concentrations) in the presence of strong
large-scale ascent.
Finally, because the humidity-entrainment mechanism relies on a three-way link between
aerosols, humidity, and convective vigor—all of which are either directly or indirectly observable—
our results provide a target for future observational work. If the connections found in our ide-
alized models are also detectable in observations, they would point to a key pathway by which
aerosols (including those produced by human activity) modify weather in the tropics.
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Figure 1: Temperatures and updraft speeds in WTG simulations. Panels (a-c) show differ-
ences (∆) from a control WTG simulation (with Nc = 50 cm−3) in (a) domain- and time-mean
temperatures (Tenv), (b) mean temperatures in cloudy updrafts (Tcloud), and (c) 99.99th per-
centile temperatures at each level (T99.99). Panel (d) shows 99.99th percentile vertical velocities
at each level. Cloudy updrafts in (b) are defined as grid points with vertical velocities above
1 m s−1 and cloud water mixing ratios above the smaller of 10−2 g kg−1 or 1 percent of the
saturation specific humidity.
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Figure 2: Temperatures and updraft speeds in RCE simulations. Panels (a-c) show differ-
ences (∆) from a control RCE simulation (with Nc = 50 cm−3) in (a) domain- and time-mean
temperatures (Tenv), (b) mean temperatures in cloudy updrafts (Tcloud), and (c) 99.99th per-
centile temperatures at each level (T99.99). Panel (d) shows 99.99th percentile vertical velocities
at each level.
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Figure 3: RCE mechanism denial experiments and plume calculations. Differences (∆)
from an Nc = 50 cm−3 control of (a) domain- and time-mean temperature profiles from RCE
simulations with default Lf (solid lines) and Lf = 0 (dashed lines), (b) domain- and time-
mean specific humidity profiles from RCE simulations used as input for plume calculations,
and (c) environmental temperature profiles from plume calculations. The gray dashed line at
500 m shows the level where plume calculations are initialized with domain- and time-mean
temperatures from simulations, and the gray dashed line near 5 km indicates the freezing level,
calculated as the lowest model level where more than 5% of the mean cloud water mass is ice.
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Figure 4: In-cloud condensate concentration and cloud evaporation in RCE simulations.
The in-cloud condensate concentration (a) is calculated as a conditional average over all grid
cells where the liquid plus ice cloud mass concentration is larger than then smaller of 10−2 g
kg−1 and 1% of the saturation specific humidity. The cloud evaporation rate (b) is calculated as
an average over all grid cells and plotted as a difference (∆) from theNc = 50 cm−3 simulation.
The gray dashed line indicates the freezing level calculated as in Figure 3.
12
Supplementary materials for Aerosol invigoration of
atmospheric convection through increases in humidity
Tristan H. Abbott and Timothy W. Cronin
Materials and Methods
Simulations
Our simulations use version 6.11.3 of the System for Atmospheric Modeling (SAM) (15) inte-
grated in a doubly-periodic non-rotating domain at a horizontal resolution of 1 km. The vertical
grid contains 64 levels, with 12 levels in the lowest km, 500 m vertical spacing between 1 km
and 20 km, and the model top at 27 km. Gravity waves are damped by a sponge layer in the top
third of the domain.
The bottom boundary is a fixed-temperature ocean surface, set to 300 K except in WTG sim-
ulations with perturbed SST. Surface fluxes of latent and sensible heat are calculated using bulk
aerodynamic formulae with exchange coefficient from Monin-Obukhov theory, and subgrid-
scale fluxes in the atmosphere are parameterized using a first-order Smagorinsky scheme. In-
coming solar radiation is set to an equinoctial diurnal cycle at 19.25 degrees from the equator,
and radiative heating rates are calculated interactively using the Rapid Radiative Transfer Model
(29) with greenhouse gas concentrations are fixed at present-day levels. We initialize convec-
tion by adding a small amount of thermal noise near the surface, allow simulations to spin up
for 40 days, and calculate statistics over the subsequent 20 days.
We run most of our simulations on a 128×128 km2 domain. However, RCE mechanism de-
nial experiments with the latent heat of fusion set to 0 self-aggregate in 128×128 km2 domains.
Because self-aggregation modifies environmental temperature profiles (30), this complicates
the comparison to RCE simulations with the default latent heat of fusion (which do not self-
aggregate on 128×128 km2 domains). Accordingly, the RCE simulations shown in Fig. 2-4
were run on a smaller 64×64 km2 domain, which prevents the mechanism denial experiments
from self-aggregating. The reduction in domain size has little effect on temperatures, humidi-
ties, and updraft speeds in RCE simulations with the default latent heat of fusion (compare Fig.
2-3 with Fig. S5-S6). All WTG simulations, and the RCE simulation used to generate the WTG
reference temperature profile, use 128×128 km2 domains.
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Parameterizations of large-scale dynamics
The WTG-based parameterization of large-scale dynamics is a “conventional WTG” scheme
(31). During each time step, the parameterization first diagnoses a large-scale vertical velocity
based on differences between horizontally-averaged temperatures and a reference profile and
then calculates large-scale tendencies by vertically advecting horizontal-average profiles. The
vertical velocity wWTG is calculated as
wWTG(z) =
1
τWTG
sin
(piz
h
)(s− s0
∂zs
)
(1)
Here, s is dry static energy and z is height. s0(z) is a reference dry static energy profile, which
the parameterization takes as input, s(z) is the horizontal-average dry static energy profile, and
∂zs is its vertical gradient (set to a minimum value of 0.3 J kg−1 m−1). The WTG relaxation
timescale τWTG is calculated as the time required for a troposphere-deep gravity wave to prop-
agate a distance LWTG:
τWTG =
piLWTG
hN
. (2)
N2 is the Brunt-Vaisala frequency (a measure of stability to vertical displacements) calculated
from horizontal-average profiles of potential temperature θ as
N2 =
〈
g
θ
∂θ
∂z
〉
, (3)
where angle brackets indicate a vertical average between z = 0 and z = h and g is gravitational
acceleration. The factor of sin(piz/h) is a mask that helps to produce vertical velocity profiles
with structures similar to those found in the real tropical atmosphere, effectively making tem-
perature relaxation timescales longer in the lower and upper troposphere, and the tropopause
height h is defined as the height at which domain-average temperature profiles first drop below
210 K. We set LWTG to 100 km, comparable to our simulation domain. Finally, we linearly
taper wWTG to 0 at the surface starting from a height of 1 km.
We then use wWTG to calculate source and sink terms for model fields by vertically advect-
ing horizontal-average model fields. For a generic model field φ, this gives a source term
φ˙WTG(z) = −wWTG∂φ
∂z
. (4)
We add source terms for liquid/ice water static energy (the prognostic thermodynamic variable
used by SAM) and for all variables that represent mass concentrations of different water species
(including water vapor, both phases of cloud water, and all classes of precipitating water).
The net effect of the WTG-based parameterization is to remove horizontal temperature dif-
ferences relative to a reference state defined by s0 and, additionally, provide sources and sinks
of moisture that are consistent with the removal of horizontal temperature gradients. In all WTG
simulations, we use s0(z) = cpT0(z) + gz, where cp is the heat capacity of dry air and T0(z) is
the time- and domain-average temperature profile from the last 20 days of an RCE simulation
on a 128×128 km2 domain with Nc = 50 cm−3.
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Entraining plume calculations for RCE simulations
Following (24), the entraining plume calculation used in Fig. 3 assumes that the plume buoy-
ancy is small, allowing us to write an equation for the evolution of plume moist static energy
(MSE, h) with height z as
dh
dz
= −Lv(q∗ − qv). (5)
Here,  and q∗ are the plume entrainment rate and the in-plume saturation specific humidity, qv
is the specific humidity of the environment surrounding this plume, and Lv is the latent heat of
vaporization. To solve this model, we integrate h upward from 500 m using the environmental
temperature at 500 m from simulations as the initial condition. We diagnose q∗ from h during
the integration by assuming saturation in the plume and set qv equal to domain- and time-mean
water vapor profiles from simulations.
Supplementary Text
Scalings for changes in parcel temperatures
Using ∆ to denote differences between simulations with different microphysical properties,
changing the amount of frozen cloud condensate by ∆qc,freeze leads to a change in parcel tem-
perature ∆Tfreeze of
∆Tfreeze =
Lf
cp
∆qc,freeze, (6)
where cp is the heat capacity of air and Lf is the latent heat of fusion. Deep convective clouds
have peak cloud water concentrations of around 3 g kg−1 (32-33). This upper bound on ∆qc,freeze
gives
∆Tfreeze . 1 K; (7)
actual values of ∆qc,freeze and ∆Tfreeze are likely to be substantially smaller.
A scaling for the impact of changes in humidity can be derived starting from Eq. 4 of (24),
which uses a zero-buoyancy plume model to provide an expression for the difference between
the temperatures of an entraining plume (Tentrain) and an undilute moist adiabat (Tundilute):
Tentrain − Tundilute = − Lv
cp +
L2vq
∗
RvT 2
(1−RH)
∫ z
0
q∗(z′) dz′ , (8)
where Rv is the specific gas constant for water vapor, Lv is the latent heat of vaporization,
 is an entrainment rate, q∗ is saturation specific humidity, and RH is relative humidity. If
we now consider two entraining plumes that have identical properties at cloud base (z = 0)
but rise through environments with relative humidities that differ by ∆RH , we can write the
3
temperature difference between the two plumes ∆Tentrain as
∆Tentrain =
Lv
cp +
L2vq
∗
RvT 2
∆RH
∫ z
0
q∗(z′) dz′ . (9)
The temperature difference is largest high in the atmosphere, where
∆Tentrain ≈ Lv
cp
∆RH
∫ ∞
0
q∗(z′) dz′ . (10)
Approximating q∗(z) as an exponential with a decay height of Hq = 2 km allows us to re-write
∆Tentrain as
∆Tentrain =
Lv
cp
Hqq
∗
s∆RH. (11)
If we use q∗s ≈ 20 g kg−1 (corresponding to a surface temperature of about 300 K) and an
entrainment rate of 1 km−1 (34), this gives
∆Tentrain ≈ 100 K ×∆RH. (12)
This indicates that an increase in relative humidity of just 1 % can change parcel temperatures
by ∼ 1 K, and more generally that parcel temperatures are likely to be much more sensitive to
changes in environmental humidity than to changes in cloud water concentrations.
Entraining plume calculations for WTG simulations
The plume calculation that reproduces high-percentile temperatures from WTG-constrained
simulations given environmental humidity profiles is similar to the RCE plume calculation
shown in Fig. 3. The main differences are (1) we include the effects of plume-environment
temperature differences in the plume equation because differences between high-percentile and
environmental temperatures increase with increasing Nc and (2) we assume that peak tempera-
tures occur in updrafts with anomalously weak entrainment and use  = 0.15 km−1 rather than
1 km−1. The plume equation, solved as for the RCE plume calculation, is
dh
dz
= −[cp(T − Te) + Lv(q∗ − qv)], (13)
where T is the plume temperature, q∗ is the plume saturation specific humidity, and Te and qv
are the environmental temperature and specific humidity profiles taken from WTG simulations.
High-percentile temperatures are warmer in high-Nc WTG simulations (Fig. S1a), but the
temperature differences between simulations with different Nc are smaller than in RCE simu-
lations even though moisture convergence caused by ascent in high-Nc simulations produces
specific humidity changes larger than those seen in RCE simulations (Fig. S1b). This is largely
because the mixing of dry static energy between the plume and the environment relaxes plume
4
temperatures toward environmental temperatures, which are nearly Nc-independent owing to
WTG constraints. This relaxation cools high-Nc plumes more than low-Nc plumes, limiting
the temperature difference. With the plume-environment temperature difference included, the
plume model approximately reproduces peak temperature differences from WTG simulation
(Fig. S1c).
Sensitivity of aerosol invigoration to large-scale forcing
Simple analytic models give expressions for tropical relative humidity of the form
RH =
δT
δT +
Md
Mu
γ
, (14)
where δT is a fractional detrainment rate per unit distance (dimensions of inverse length) that
represents moistening by mixing saturated air and condensate from clouds into the environ-
ment, γ = −∂z ln q∗ represents the inverse of the length scale over which subsidence dries the
atmosphere, Md is the downward clear-air mass flux, and Mu is the in-cloud updraft mass flux
(26).
For reasonable values of δT , Md/Mu, and γ, Eq. 14 implies that relative humidity becomes
less sensitive to changes in detrainment moistening under the influence of large-scale upward
motion. More specifically, differentiating Eq. 14 and multiplying by δT gives an expression for
the sensitivity of relative humidity to fractional changes in the detrainment rate:
∂RH
∂ ln δT
=
δt
Md
Mu
γ(
δT +
Md
Mu
γ
)2 . (15)
In turn, this can be re-written in terms of the RCE relative humidity
RH∗ =
δT
δT + γ
(16)
as
∂RH
∂ ln δT
=
Md
Mu
RH∗
1−RH∗(
Md
Mu
+ RH
∗
1−RH∗
)2 (17)
The sensitivity is largest when Md/Mu = RH∗/(1−RH∗). Near RCE, where large-scale
vertical motion is weak and Md/Mu ≈ 1, tropospheric relative humidity is typically 0.6 to 0.8
(25). This corresponds to RH∗/(1−RH∗) ≈ 1.5 to 4, which is larger than Md/Mu. As a
result, the sensitivity of relative humidity to detrainment should be smaller in the presence of
large-scale ascent (Md/Mu < 1) than in RCE (Md/Mu = 1). The sensitivity only increases
moving away from RCE into a regime with mean ascent if RH∗ < 0.5, much smaller than is
typical in RCE (Fig. S2).
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If changes in aerosol concentration influence tropospheric humidity primarily by altering
the detrainment of condensed water (δT ), Eq. 17 also implies that relative humidity should
become less sensitive to Nc as large-scale ascent increases. We test this prediction in two ways:
first, by performing additional RCE simulations with an imposed large-scale vertical velocity
profile given by
w =
{
w0 sin(piz/H) z ≤ H
0 z > H,
(18)
with H = 13 km, similar to (26); and second, by using a set of WTG simulations where large-
scale motion is induced by changing SST. Large-scale source terms are calculated identically in
WTG simulations and in RCE simulations with prescribed large-scale vertical motion, except
that the RCE simulations include source terms for horizontal momenta and number concentra-
tions of condensed water species that are neglected in the WTG simulations. Like all WTG
simulations, the RCE simulations with prescribed vertical motion use a 128×128 km2 domain.
Our WTG simulations appear to be only marginally stable to the development of large-scale
circulations (consistent with bistability found in previous modeling studies (34-36)) and can
easily be pushed into moist regimes with strong ascent or dry regimes with strong subsidence
and no deep convection by small changes in SST (Fig. S3). The transition to a moist regime
as SST increases seems to result from a jump between distinct equilibria rather than a gradual
shift of a single equilibrium: a small increase in SST pushes the simulations into a limit cycle
where domain-average precipitation rates vary between about 5 and 30 mm day−1, and larger
SST increases allow the simulations to remain in the high-precipitation state. Similarly, simu-
lations with decreased SST either remain in a state with precipitation rates near that of the RCE
simulations or jump to a dry state with no precipitation.
Although these regime transitions make it difficult to produce gradual changes in large-
scale vertical motion by gradually changing SST, we can nevertheless contrast the impact of
aerosol perturbations in three regimes: one RCE-like with weak vertical motion (including
most simulations with SST perturbations less than about 0.25 K in magnitude), one with strong
upward motion (simulations with SST perturbations of∼0.5 K and above), and one with strong
subsidence (SST perturbations of ∼-0.5 K and below).
As w0 increases from 0 to 1 and then 5 cm s−1 in RCE simulations with imposed vertical
motion, increases in Nc have a progressively smaller impact on relative humidity (Fig. S4a).
Similarly, inducing large-scale ascent by increasing SST in WTG simulations weakens the sen-
sitivity of relative humidity (and peak updraft speeds) toNc (Fig. S4b,c), and sensitivity toNc is
largest in regimes with weak subsidence (small SST decreases). All these results are consistent
with higherNc promoting higher relative humidity by increasing detrainment moistening below
the freezing level.
In the tropics, convection appears most vigorous in regions with a moderately dry tropo-
sphere and not in regions where large-scale ascent pushes the atmosphere toward saturation
(7). Because these regions are the regions where relative humidity is most sensitive to changes
in detrainment, they are also the regions where the humidity-entrainment mechanism is likely
6
to operate most effectively. In other words, these results suggest that aerosols may invigorate
updrafts most effectively in regions of the tropics where extreme updraft speeds are already
highest.
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Figure S1: Plume calculations for WTG simulations. Differences (∆) from an Nc = 50
cm−3 control of (a) 99.99th percentile temperature profiles and (b) mean specific humidity
profiles from WTG simulations, and (c) temperature profiles from the plume model described
in Supporting Text 1. The dashed grey line shows the level where the plume model calculation
is initiated.
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Figure S2: Relative humidity-detrainment relationship in a simple model. Sensitivity of
relative humidity to changes in the effective detrainment rate (Eq. 15) for different values of
RCE relative humidity RH∗. The black dashed line indicates Md/Mu = 1 (i.e., RCE), and
upward motion increases moving to the left.
9
050 -1K WTG
0
50 -0.5K WTG
0
50 -0.25K WTG
0
50
Pr
ec
 (m
m
 d
1 )
RCE
0
50 +0K WTG
0
50 +0.25K WTG
0
50 +0.5K WTG
0
50 +1K WTG
80 100 120 140
Time (days)
0
50
+2K WTG
Nc = 50 Nc = 100 Nc = 200 Nc = 400 Nc = 800
80 100 120 140
Time (days)
Figure S3: Precipitation in WTG SST perturbation experiments. Domain-average precip-
itation timeseries in (top row) WTG simulations with SST increases and (bottom row) RCE
simulations and WTG simulations with SST decreases. The vertical axis is the same within
each row but differs between rows. All panels include simulations with Nc = 50 cm−3 and
Nc = 800 cm−3, but not all include intermediate Nc.
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Figure S4: Humidity and updraft speeds in simulations with large-scale vertical motion.
(a) 2-6 km relative humidity in RCE simulations with imposed vertical motion, calculated using
a linear combination of saturation vapor pressures over liquid and ice weighted by the fraction
of cloud water mass in each phase and a mass-weighted vertical average. (b,c) 2-6 km relative
humidity and peak vertical velocities from WTG-constrained simulations. Relative humidity
is calculated as in panel (a), and peak vertical velocities are calculated as the maximum of the
99.99th percentile vertical velocity profile. Black dashed lines connect simulations that are
identical except for the liquid cloud droplet number concentration.
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Figure S5: As in Fig. 2 in the main text, but for RCE simulations on a 128×128 km2
domain. Panels (a-c) show differences (∆) from a control RCE simulation (with Nc = 50
cm−3) in (a) domain- and time-mean temperatures (Tenv), (b) mean temperatures in cloudy
updrafts (Tcloud), and (c) 99.99th percentile temperatures at each level (T99.99). Panel (d) shows
99.99th percentile vertical velocities at each level.
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Figure S6: As in Fig. 3 in the main text, but for RCE simulations in a 128×128 km2 do-
main.. Panels (a-b) show differences from a control RCE simulation (withNc = 50 cm−3) in (a)
domain- and time-mean temperature profiles and (b) domain- and time-mean specific humidity
profiles from RCE simulations used as input for plume calculations. Panel (c) shows environ-
mental temperature profiles from plume calculations. The gray dashed line at 500 m shows the
level where plume calculations are initialized with domain- and time-mean temperatures from
simulations, and the gray dashed line near 5 km indicates the freezing level, calculated as the
lowest model level where more than 5% of the mean cloud water mass is ice.
13
