Some applications from multidimensional scaling in an environment of indefinite scalar products are investigated. In particular, the construction of points from given distances is considered, and two variants of Procrustes problems are discussed. It is found that both Procrustes problems can be solved with the help of H-polar decompositions or (G, H)-polar decompositions of specified matrices. Furthermore, a method for the numerical computation of H-or (G, H)-polar decompositions of nonsingular matrices is described.
Introduction
Let F be the field of real numbers R or complex numbers C and let F n be an ndimensional vector space over F. Furthermore, let H be a fixed chosen nonsingular symmetric or Hermitian matrix in F n×n and let x = (x 1 , . . . , x n ) T , y = (y 1 , . . . , y n ) T be column vectors in defines an indefinite scalar product in F n . Indefinite scalar products have almost all the properties of ordinary scalar products, except for the fact that the value of [x, x] for a vector x / = 0 can be positive, negative or zero. A corresponding vector is called positive (space-like), negative (time-like) or neutral (isotropic, light-like), respectively. If A is an arbitrary matrix in F n×n , then its H-adjoint A [ * ] is characterised by the property that H-polar decompositions are an important tool for this paper, in which two applications from a branch of mathematics, known in psychology as factor analysis or multidimensional scaling (MDS), are generalised into the environment of indefinite scalar products. In a typical application of MDS (for example see [1] ) test persons are first requested to estimate the dissimilarity (or similarity) of specified objects which are selected terms describing the subject of the analysis. In this way the comparison of N objects in pairs produces the similarity measures, called proximities, p kl , 1 k, l N, from which the distances d kl = f (p kl ) are then determined using a function f , for example f (x) = ax + b, which is called the MDS model. Using these distances, the coordinates of points x k in an n-dimensional Euclidean space are constructed such that x k − x l = d kl where . stands for the Euclidean norm. Thus each object is represented by a point in a coordinate system and the data can be analysed with regard to their geometric properties.
The results of interrogating the test persons are often categorised in groups, producing several descriptive constellations of points which must be mutually compared in the analysis. To make such a comparison of two constellations x k and y k possible, it is first of all necessary to compensate for irrelevant differences resulting from possibly different locations in space. This is done with an orthogonal transformation U devised such that k Ux k − y k 2 is minimised. Thereafter the constellations x k = Ux k and y k can be analysed.
The MDS model f is chosen in particular by adding a constant b (and by making further assumptions such as d kk = 0), so that the triangle inequality is fulfilled and therefore the points can be embedded in a Euclidean space [1, Chapter 18] . However, this means that the transformed data d kl describe completely different geometric properties than the original data p kl do. This is the starting point of this paper in which the stated tasks are considered in the following way: Section 3 describes a method for constructing vectors x k and an indefinite scalar product [., .] = (H., .) such that [x k − x l , x k − x l ] = q kl where q kl are given real numbers, for example q kl = p 2 kl . In Section 4 the problem of finding an H-isometry U for which x k = Ux k and y k are at optimum congruence will be discussed. This socalled Procrustes problem 1 does not always admit a solution, so that an alternative approach in Section 5 will be considered. The investigation of the Procrustes problems requires some background on H-polar decompositions which will be provided in the preparatory Section 2. Furthermore, the final Section 6 describes a method for the numerical computation of H-polar decompositions of nonsingular matrices which intends to make the practical application of the results on the Procrustes problems possible, too.
The following notation is used: The rank of a matrix A is denoted by rank A. If the matrix A is square, then tr A, det A and σ (A) are its trace, determinant and spectrum, respectively. Furthermore, the abbreviation A − * = (A * ) −1 = (A −1 ) * is used. I p , Z p and J p (λ) denote the p × p identity matrix, the p × p matrix with ones on the antidiagonal and otherwise zeros, and the p × p upper Jordan block for the eigenvalue λ, respectively. Moreover, A 1 ⊕ · · · ⊕ A k represents the block diagonal matrix consisting of the specified blocks, and diag(α 1 , . . . , α k ) stands for a diagonal matrix with the specified diagonal elements. Even when no further specifications are made, a nonsingular (real) symmetric or (complex) Hermitian matrix is always meant by H, and instead of A [ * ] we sometimes write A H to indicate the underlying scalar product.
Polar decompositions in indefinite scalar products
H-polar decompositions of real or complex matrices have been investigated in detail in [2] [3] [4] 14] as well as in the further references specified there. An essential result of these investigations is the following fact. This paper will also make use of indefinite polar decompositions where the factors U and M are doubly structured with respect to two selfadjoint matrices G and H. Definition 2.3 (F = R or F = C). Let G, H ∈ F n×n be nonsingular and selfadjoint and let A ∈ F n×n . A factorisation of the form These factorisations will be of interest in the special case in which the matrices G and H satisfy
A pair of matrices which has this property can be characterised as follows.
Lemma 2.4 (F = R or F = C). Let G, H ∈ F n×n be nonsingular and selfadjoint. Then (2.2) is satisfied if and only if there exists a nonsingular matrix S ∈ F
n×n such that
for suitable constants p, q, r, s ∈ N with p + q + r + s = n.
Proof. [⇒]:
Let A ∈ F n×n be a nonsingular matrix such that A = µ 2 A −1 for some µ ∈ R\{0}. Then A 2 = µ 2 I so that the Jordan normal form of A must have the form
In particular, if A = H −1 G, it follows that
Thus the selfadjoint matrices P * HP and P * GP commute and can therefore be diagonalised simultaneously, so that an orthogonal or unitary matrix Q consisting of eigenvectors of P * HP (or P * GP) can now be chosen for which
where H , G are diagonal matrices containing the real eigenvalues. This means that
and consequently
−1 H
G can also be written in the form 2
The asserted form can always be obtained by suitable permutation. (The operations on are to be applied to its diagonal elements.)
[⇐]: The assertion follows directly from H −1 G = µS(I p+q ⊕ −I r+s )S −1 and
Obviously, a (G, H )-polar decomposition of a matrix A can exist only if
These matrices allow the following representation. 
where
Proof. For the nonsingular matrix S ∈ F n×n from Lemma 2.4, the matrices S * HS and S * GS take on the asserted form and H −1 G = SFS −1 where F = µI p+q ⊕ −µI r+s . According to the assumption HAH −1 = GAG −1 we also have F(S −1 AS) = S −1 (H −1 GA)S = S −1 (AH −1 G)S = (S −1 AS)F, which is possible only if S −1 AS has the asserted form.
If the matrix A satisfies A H = A G and, furthermore, admits an H-polar decomposition, then although
or M * U * GU = GM, it cannot be concluded that the matrix also admits a G-or a (G, H )-polar decomposition. However, the following statement holds. 
If conversely A 1 = U 1 M 1 and A 2 = U 2 M 2 are given J 1 -and J 2 -polar decompositions, then these are also (µJ 1 )-and (−µJ 2 )-polar decompositions and therefore
The second part of the assertion follows from the fact that HM 0 if and only if
A useful application of this lemma is the next result which ensures the existence of a (G, H )-polar decomposition in an important particular case.
Lemma 2.7 (F
Proof. Let S be as in Lemma 2.5. Then from σ (
On the other hand, according to [15, Section 4] , there exists one and only one matrix M for which A H A = M 2 and σ (M) ⊂ C + , so that M = M and thus also U =Ũ must be true.
In conclusion of this preparatory section, the statements of the lemmas 3 will be explained with the help of three examples. for which A H = A G , according to Lemma 2.5, takes on the form A = A 1 ⊕ A 2 , where A 1 ∈ F p×p and A 2 ∈ F r×r . Let
be singular value decompositions and let
Example 2.9. Let α, β, µ ∈ R with µ / = 0 and let H = diag(1, −1, 1, −1) and G = µ diag(1, −1, −1, 1). The matrix
and admits the H-polar decomposition
But it is not a G-polar decomposition because
, which is already in canonical form, does not satisfy the condition (2.1). So A 1 does not have any G-polar decompositions in this case. The matrix
and admits the G-polar decomposition
, which is already in canonical form, does not satisfy the condition (2.1). So A 2 does not have any H-polar decompositions in this case.
which evidently satisfies Lemma 2.6. Example 2.10. Let G, H be matrices with (2.2) and let A be a matrix with A H = A G . If H is positive definite and A nonsingular, then there exists a definite H-polar decomposition which, according to Lemma 2.7, is a G-polar decomposition too. However, if A is singular or H is indefinite, this may not be always true. Consider the (semi)definite H-polar decompositions
where σ (H 1 M 1 ) = {0, 1} and
and neither U 2 is orthogonal nor M 2 symmetric, so that both factorisations are not G-polar decompositions. In contrast to this, the "blockwise" (semi)definite H-polar decompositions
according to Lemma 2.6, are also G-polar decompositions.
With this background on H-and (G, H )-polar decompositions we are now able to investigate the problems stated in the introduction, starting with the determination of vectors x 1 , . . . , x N and an indefinite scalar product
Construction of vectors from values of a quadratic form
The construction of vectors from given values of a quadratic form presented in this section is a generalisation of the work [21] for complex vector spaces and indefinite scalar products.
Let F = R or F = C and let [., .] be an indefinite scalar product in F n with the underlying nonsingular symmetric or Hermitian matrix H ∈ F n×n . Then for arbitrary vectors x, y ∈ F n in the case F = R it is true that
and in the case F = C we have
so that the scalar products of the vectors can be expressed in terms of the quadratic
be a matrix whose columns are these vectors. Then
is the Gramian matrix of the x k . Therefore, if span{x 1 , . . . , x N } = F n , then the number of positive and negative eigenvalues of H and W are equal, and furthermore the eigenvalue 0 appears in σ (W) with the multiplicity N − n (Sylvester's law of inertia, [7, Chapter IX, §2] ). Moreover, the elements w kl = [x l , x k ] of the matrix W according to (3.1) can be expressed in the form
Conversely, let the real numbers ρ k , σ kl , τ kl with (3.4) be given, and let the elements of a matrix W be defined by (3.2) . Then this matrix is symmetric or Hermitian, respectively, and can therefore be written in the form
Here is a diagonal matrix of the real eigenvalues λ 1 , . . . , λ N of W and R = [r 1 . . . r N ] is a matrix whose columns form a basis of F N consisting of orthonormalised eigenvectors. Now if p is the number of positive and n − p is the number of negative eigenvalues and if it is assumed that
then the matrices defined by
then the matrix
fulfills on the one hand rankX = n and on the other hand
Therefore the columns x 1 , . . . , x N ∈ F n of X constitute a spanning set (or system of generators) for F n , and for the indefinite scalar product defined by
so that the given numbers are values of the quadratic form w (x) = [x, x] w for particular combinations of the constructed vectors. We thus have proved the following theorem. (3.2) has p positive and n − p negative eigenvalues, and the eigenvalue 0 appears with multiplicity N − n.
For the case of a Euclidean or unitary space we immediately obtain the following corollary in which . denotes the Euclidean norm. 
and this determinant is non-negative if and only if
But this is just the triangle inequality, so that Corollary 3.2 gives a generalisation of this essential property of Euclidean geometry. In addition to these investigations concerning the geometrical properties of the vectors x k , the consideration of their physical properties provides some useful information for the application of Theorem 3.1 in MDS. 
as can easily be verified [19] . Conversely, let the real numbers σ kl = σ lk , σ kk = 0, 1 k, l N be given. Then
defines the elements of a symmetric matrix W whose row and column sums vanish. Using the method of Theorem 3.1 again vectors x k and an indefinite scalar product can be constructed such that w kl = [x l , x k ]. But now the centroid of these vectors lies at the origin. An analogous construction also applies in the complex case, but the conditions that must be assumed for the values τ kl are rather complicated there.
Solution of the H-isometric Procrustes problem
Let x 1 , . . . , x N ∈ F n be the vectors and let [., .] = (H., .) be the indefinite scalar product constructed from given scalars ρ k , σ kl , τ kl according to Theorem 3.1, so that (3.3) holds. For every H-isometry U ∈ F n×n it then follows that
which can also be expressed in matrix equation form
Thus the columns x k = Ux k contained in the matrix X = UX satisfy (3.3), too. Now assume that x 1 , . . . , x N and y 1 , . . . , y N are the vectors constructed from two measurements of a quadratic form. Then on comparing the constellations the question arises, what part of the observed differences is due to different positions in space, and what part is due to actual differences in the inner structure of the constellations. Expressed mathematically, the task is to determine an H-isometry U ∈ F n×n which solves the optimisation problem
The sum of scalar products arising therein can be expressed in the form of a trace, so that an alternative expression with
is given, where as above
. Moreover, H < 0 (H > 0) stands for a positive (negative) definite matrix H and the symbol "min / max" stands for a particular saddle point, which will be explained more precisely below. Within the scope of Euclidean vector spaces a solution of this problem was found in [17] where it was called the orthogonal Procrustes problem (F = R, H = I). In the present context of indefinite scalar products it is furthermore called the H-orthogonal or H-unitary Procrustes problem. The fact, that the addends in (4.1) can be positive as well as negative, whenever H is indefinite, causes severe difficulties. On first sight one may thus get the idea to avoid these difficulties by minimising one of the non-negative functions
shows an addend which neither in f 1 nor in f 2 makes a contribution to the result although |ξ − η| may be arbitrarily large. However, the intention of the optimisation is to converge the constellations in the sense of an optimum congruence which means, that the coordinate differences should become small. A first possibility to reach this goal is to measure the differences with a definite scalar product, e.g. Ux k − y k 2 . This approach will be discussed in the next section. A further possibility is not to look for a minimum or maximum of the function f , but to determine a particular saddle point "min /max" where the coordinate differences are small. This is the subject of the following investigations.
Considering the case F = R first and introducing a matrix of the (unknown) Lagrange multipliers L ∈ R n×n , the constraints can be stated in the form
and the necessary first order condition for solving the problem is
Differentiation of the trace [5] gives
so that U must satisfy the equation Thus, if a solution of the problem exists, it can be determined by an H-polar decomposition of the matrix A. (The question which of the H-isometries contained in such an H-polar decomposition actually are solutions of the problem will be discussed after the complex case is complete.) In the case F = C the complex derivatives of f and h L do not exist. However, the necessity for (4.3) can be shown by determining the real derivatives. For this, let the real and imaginary part of the matrix A ∈ C m×n be denoted by A 1 and A 2 , respectively. Then the well-known linear map T :
, where Q 2n = √ 2 2
allows the real representation A ∧ = T (A) of A. Moreover, for every Hermitian matrix A it is true that 2tr(A) = tr(A ∧ ) which follows from the unitarity of Q 2n . Therefore, the objective function can be represented as
having the real derivatives
The transformation of the constraints
is more complicated. Introducing Lagrange multipliers L 1 , L 2 ∈ R n×n and using
from which it follows that
where H 1 = H T 1 and H 2 = −H T 2 must be taken into account. Now setting
it can be verified that
Consequently, the necessary first order conditions for an optimum
showing that (4.2) and (4.3) must be satisfied in the complex case, too. (The conjugation is irrelevant since may simply be renamed to .) It remains to determine the particular H-polar decomposition (if existent) which leads to the optimum congruence. For this, let UM be an H-polar decomposition of the matrix A = YX * H, and let 
Here
In the case H > 0 the value f (U) takes its minimum, when p j = +I p j is chosen and in the case H < 0 the value f (U) takes its maximum, when p j = −I p j is chosen. This means that in both cases 
where λ j > 0 for 1 j k [3, Theorem 5.3] . If in this case p j = I p j , q j = −I q j and r = I r is chosen, then again
By this choice the contributions to f (U) take on their minimum along the positive space dimensions and their maximum along the negative space dimensions. This is what is meant by "min / max" in (4.1a). Moreover, the resulting coordinate differences are "small" which can be seen in the following way: Let X = UX. Then is solved for T = I. In other words, the coordinate differences k x k − y k 2 obtained with the "min / max" solution x k = Ux k are at minimum with respect to an orthogonal or unitary transformation in the sense of problem (4.5) . This is exactly what one would expect of a transformation to an optimum congruence.
Case (c): If H is indefinite and if A admits an H-polar decomposition but not a semidefinite H-polar decomposition, then by definition Z K K and thus also KZ K cannot be positive semidefinite. Therefore, there always exists a solution T 0 of the problem (4.5) for which ϕ(T 0 ) < ϕ(I). Hence, the wanted result of an optimum congruence of the constellations X and Y cannot be achieved in this case. This investigation shows that an H-isometry for which X = UX and Y are at optimum congruence can only exist if A admits a semidefinite H-polar decomposition. Conversely, let X and Y be matrices which are at optimum congruence, i.e. for which Y(X ) * is positive semidefinite and selfadjoint. Moreover, let U be an H-isometry and let X = U −1 X . Then A = YX * H = Y(X ) * HU admits the semidefinite H-polar decomposition A = UM where M = U −1 Y(X ) * HU is H-nonnegative. All in all, we thus have found the following result. 
Theorem 4.1 (Solution of the H-isometric Procrustes problem). A solution of the Horthogonal or H-unitary Procrustes problem (4.1) exists if and only if the matrix

Solution of the (G, H )-isometric Procrustes problem
Whereas the H-isometric Procrustes problem can always be solved in the case of a definite matrix H, in the case of an indefinite matrix H it is possible that no solution exists. But now let G and H be nonsingular selfadjoint matrices in F n×n , and let the geometry within the tuples (x 1 , . . . , x N ) and (y 1 , . . . , y N ) be measured with the scalar product [., .] G = (G., .), but the geometry between the tuples be measured with the scalar product [., .] H = (H., .). Then the problem can be expressed, instead of (4.1), as If the vectors x k and y k result from a construction according to Theorem 3.1, the internal metric G is fixed, but the external metric H may be chosen within the scope of the "compatibility condition"
which is characterised in Lemma 2.4. If this choice is made such that H is positive definite, then a sum of non-negative distance squares is minimised. In this case a solution of (5.1) under the assumption (5.2) always exists which will be shown in the sequel. (An analogous statement holds for a negative definite matrix H.) If again L G , L H ∈ R n×n are matrices of the (unknown) Lagrange multipliers and if the constraints in the case F = R are stated in the form
then the necessary first order condition
leads in the same way as above to the equation
which is also valid in the case F = C. Furthermore
so that the transformations
can be made, yielding
If now (5.2) is taken into account, then on the one hand
and on the other hand (5.4) implies In order to prove that the existence of a (G, H )-polar decomposition UM = C conversely implies the existence of the matrices A and B, assume that (5.2) holds. Then, according to Lemma 2.6, there exists a nonsingular matrix S such that
Therefore, if (5.2) holds and if U is a (G, H )-isometry
where J k has the form diag(±1) and 
On the other hand (5.3) requires GA + HB = U * C or
, yielding the system of equations
Therefore, by selecting arbitrary selfadjoint blocks B 11 , B 22 and setting
the two selfadjoint matrices A and B which solve (5.3) are determined. If the particular choice
and thus
which follows from (5.5). Summarising, the following result is proved.
Lemma 5.1 (F = R or F = C). Let G, H ∈ F n×n be nonsingular selfadjoint matrices which satisfy (5.2) . Moreover, let U ∈ F n×n be a (G, H )-isometry and let C ∈ F n×n . Then the following statements are equivalent:
(ii) There exists a (G, H )-selfadjoint matrix M ∈ F n×n such that
Using this lemma, the necessary condition (5.3) for solving the Procrustes problem (5.1) under the assumption (5.2) finally becomes
Thus the solution of the problem can be determined by a (G, H )-polar decomposition of the matrix C. Again, it remains to determine the particular (G, H )-polar decomposition (if existent) which leads to the optimum congruence. For this, let UM be a (G, H )-polar decomposition of the matrix C. Moreover, let S be a nonsingular matrix such that (5.5) holds and let
be compatible partitionings. Then on the one hand from (5.3), (5.5a), (5.5b) it follows that
so that according to (5.5d)
On the other hand we find from the initial equation (5.1b)
Now, using the canonical forms of the pairs (C
and (M k , J k ) the argumentation from Section 4 can be applied twice, showing that the optimum congruence is achieved when U k M k are semidefinite J k -polar decompositions of the matrices C k . If in this case we set
then the orthogonal or unitary Procrustes problems 
, from which it follows that
Moreover, Re λ > 0 for all λ ∈ σ (M 0 ) according to [16] If now H-isometric Procrustes problems are to be solved, then this requires semidefinite (HM 0) or definite (HM > 0) H-polar decompositions, respectively. However, an H-polar decomposition A = UM computed with algorithm (6.2) has this property only in the case H > 0. In the case H < 0 the decomposition A = (−U)(−M) can still be used, but in any other case HM is indefinite. Therefore, the problem is to find a modification or an extension of algorithm (6.2) with the help of which the computation of definite polar decompositions is possible, too. For this, the following theorem on a simplified canonical form is needed which could simply be deduced from [6, Theorem I.3.3] . We will provide another proof which helps to solve the present problem.
Theorem 6.2 (Simplified canonical form). Let H ∈ C
n×n be Hermitian and nonsingular and let A ∈ C n×n be H-Hermitian and diagonalisable. Then there exists a nonsingular matrix S ∈ C n×n such that
where λ j ∈ R for 1 j r and λ j ∈ C\R for r + 1 j s.
Proof. Let R be a nonsingular matrix consisting of eigenvectors of A. Then it is easily derived from [6, Theorem I.2.5], that
where j contain the eigenvalues, H j are blocks of compatible sizes, and a suitable sorting of the eigenvectors is assumed. Let H j = P j j P * j = H * j for 1 j r and H j = P j j Q * j for r + 1 j s be eigenvalue or singular value decompositions, respectively. Then j are nonsingular real diagonal matrices and for r + 1 j s their diagonal elements are positive. Moreover, P j and Q j are unitary. Hence, for
the statement of the theorem holds, when again a suitable sorting is made. (The operations on j are to be applied to its diagonal elements.)
Now, let A ∈ F n×n (be nonsingular and) admit a definite H-polar decomposition. Then, according to Proposition 2.2, A H A must be diagonalisable and σ (A H A) ⊂ (0, ∞). Thus an H-polar decomposition A = UM can be obtained with algorithm (6.2) where M is also diagonalisable and has only positive eigenvalues. Moreover, Theorem 6.2 gives the possibility to compute a nonsingular matrix S ∈ F n×n such that The H-orthogonalisation of the eigenspaces in Theorem 6.2 can also be performed with generalisations of the Gram-Schmidt orthogonalisation method as is described in [13, Method 3.24] . A sorting algorithm for the grouping of the eigenvalues is also given there. (c) A further algorithm for the computation of H-polar decompositions of matrices A for which A H A is diagonalisable is given in [13, Method 3.25 ]. This method is based on the computation of the simplified canonical form of the pair (A H A, H) and is therefore not always stable if A is ill-conditioned. However, it has the advantage, that it also applies to singular matrices.
In order to be able to assess the numerical properties of the methods, a corresponding implementation was tested using the programming language C and double precision floating point numbers. For this purpose the canonical forms
with λ ∈ C\R, α, β ∈ R\{0}, ε α = +1, ε β = −1, p = q = r = 10, i.e. n = 40, were specified to test algorithm (6.2), and the canonical forms
with λ j ∈ R\{0}, p j = 10, i.e. n = 40, were specified to test Algorithm 6.3. Using randomly chosen eigenvalues, transformations S ∈ C n×n and Z-isometries T ∈ C n×n , test examples of the kind The results of two statistical experiments with 50 repetitions are shown in Tables  1 and 2 . There its is the number of iterations, µ the (empirical) mean value, σ 2 the (empirical) variance and min/max specify the respective minimum and maximum value. The machine accuracy and the tolerance parameter ε from (6.2) were given as ε mach ≈ 2.22 · 10 −16 and ε = 10 −8 .
The tables show that the iteration in most cases required only between 6 and 8 steps. Taking into account that the residuals are absolute errors of 40 × 40 matrices, both algorithms seem to be appropriate for computing the respective H-polar decompositions. 
Conclusions
Theorem 3.1 generalises a method for constructing vectors from given values of a quadratic form, and Theorem 4.1 or Theorem 5.2, respectively, give solutions for the Procrustes problems (4.1) and (5.1). These results constitute a foundation for multidimensional scaling in an environment of indefinite scalar products. In preparation of these investigations the concept of (G, H )-polar decompositions is introduced which is particularly useful for solving the problem (5.1).
Moreover, the algorithm (6.2) for the numerical computation of H-or (G, H )-polar decompositions is given. This method represents a basic approach which could be refined in further research. With the extension to Algorithm 6.3 the practical solution of indefinite Procrustes problems is possible, too.
