Weak convergence for the row sums of a triangular array of empirical processes under bracketing conditions  by Arcones, Miguel A.
Stochastic Processes and their Applications 73 (1998) 195{231
Weak convergence for the row sums of a triangular array
of empirical processes under bracketing conditions
Miguel A. Arcones 
Department of Mathematics, University of Texas, Austin, TX 78712-1082, USA
Received 3 June 1996; received in revised form 9 June 1997
Abstract
We study the weak convergence for the row sums of a triangular array of empirical processes
under bracketing conditions involving majorizing measures. As an application, we consider the
weak convergence of stochastic processes of the form( 
a−1n
nX
j = 1
f(Xj; t)
!
− cn(t) : t 2 T
)
; n>1;
where fXjg1j = 1 is a sequence of i.i.d.r.v.s with values in the measurable space (S;S), f(  ; t) :
S!R is a measurable function for each t 2 T , fang is an arbitrary sequence of real numbers and
cn(t) is a real number, for each t 2 T and each n>1. We also consider the weak convergence
of processes of the form(
nX
j = 1
fj(Xj; t) : t 2 T
)
; n>1;
where fXjg1j = 1 is a sequence of independent r.v.s with values in the measurable space (Sj;Sj),
and fj(  ; t) : Sj !R is a measurable function for each t 2 T . Instead of measuring the size of
the brackets using the strong or weak Lp norm, we use a distance inherent to the process. We
present applications to the weak convergence of stochastic processes satisfying certain Lipschitz
conditions. ? 1998 Elsevier Science B.V. All rights reserved.
AMS classications: 60B12; 60E07; 60F05
Keywords: Empirical processes; Triangular arrays; Bracketing; Majorizing measures
1. Main results
We study the weak convergence for the row sums of a triangular array of empir-
ical processes under bracketing conditions. The framework we use is as follows. Let
(
n;An; Qn) be a sequence of probability spaces. Let (Sn; j;Sn; j) be measurable spaces
for 16j6kn, where fkng1n= 1 is a sequence of positive integers converging to innity.
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Let fXn; j : 16j6kng be Sn; j-valued independent r.v.s dened on 
n. To avoid mea-
surability problems, we assume that 
n=
Qkn
j= 1 Sn; j, An=
Qkn
j= 1Sn; j and Qn is the
product of the probability measures induced by fXn; j : 16j6kng. Let T be a parameter
set. Let fn;j(  ; t) : Sn; j!R be a measurable function for each 16j6kn, each n>1
and each t 2T . Let cn(t) be a real number for each t 2T and each n>1. Let
Zn(t) :=
0
@ knX
j= 1
fn; j(Xn; j; t)
1
A− cn(t): (1.1)
We give some sucient conditions for the weak convergence of the sequence of
stochastic processes fZn(t) : t 2Tg. By weak convergence, we mean as in the def-
inition in Homann-Jrgensen (1991). As a particular case, we consider sums of i.i.d.
stochastic processes. Let fXjg1j= 1 be a sequence of i.i.d.r.v.s with values in a measur-
able space (S;S), let X be a copy of X1, let T be a parameter set, let f(  ; t) : S!R
be a measurable function for each t 2T , let fang1n= 1 be a sequence of positive numbers
converging to innity and let cn(t) be a real number for each n>1 and each t 2T .
The sequence of stochastic processes8<
:Zn(t) :=
0
@a−1n nX
j= 1
f(Xj; t)
1
A− cn(t) : t 2T
9=
; ; n>1; (1.2)
is a particular case of the sequence of stochastic processes in Eq. (1.1). The most com-
mon case is when an= n1=2 and cn(t)= n1=2E[f(X; t)]. Another interesting stochastic
process which is a particular case of Eq. (1.1) is8<
:Zn(t) :=
nX
j= 1
fj(Xj; t) : t 2T
9=
; ; n>1; (1.3)
where fXjg1j= 1 is a sequence of independent r.v.s with values in the measurable space
(Sj;Sj), and fj(  ; t) : Sj!R is a measurable function for each t 2T .
fjg will denote a sequence of i.i.d. Rademacher r.v.s independent of the sequence
of r.v.s fXn; jg, i.e. Prfj =1g=Prfj = − 1g= 12 . The main step to prove the weak
convergence of Eq. (1.1) is to show that for each > 0, there exists a map  : T ! T
with nite range and
E
2
4sup
t 2 T

knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; (t)))IFn; j(Xn; j)6b

3
56; (1.4)
where b> 0 and Fn; j() is a measurable function in Sn; j such that Fn; j (x)> supt 2 T
jfj(x; t)j (see Theorem 2.1 in Arcones, 1995). So, the problem is to bound the supre-
mum of a stochastic process. The best way to bound the supremum of stochastic
processes is by using majorizing measures and a Young function. A function  :
[0;1)! [0;1) is a Young function if it is convex, increasing and satises  (0)= 0
and limx!1  (x)=1. If fZ(t) : t 2Tg is a stochastic process such that
E

 
 jZ(t)− Z(s)j
d(s; t)

61; (1.5)
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for each s; t 2T , where d(  ; ) is a pseudometric in T and  is a Young function, then
E

sup
t 2 T
jZ(t)j

6E[jZ(t0)j] + K sup
t 2 T
Z D
0
 −1

1
m(Bd(t; ))

d;
for any Borel probability measure m on T and any t0 2T , where K is a constant
depending only on  , D= sups;t 2 T d(s; t) and Bd(t; )= fs2T : d(t; s)6g (see, e.g.,
Theorem 11.13 in Ledoux and Talagrand, 1991). Moreover, if Eq. (1.5),
sup
t 2 T
Z D
0
 −1

1
m(Bd(t; ))

d<1;
and
lim
! 0
Z 
0
 −1

1
m(Bd(t; ))
1=2
d=0
hold, then the stochastic process fZ(t) : t 2Tg has a version uniformly continuous on
(T; d) (see, e.g., Theorem 11.14 in Ledoux and Talagrand, 1991). A measure m on T
is called a majorizing measure if
sup
t 2 T
Z D
0
 −1

1
m(Bd(t; ))

d<1:
Since the problem is to obtain Eq. (1.4), a natural distance in T to consider is
d(s; t) := sup
n>n0
E
2
4

knX
j= 1
j(fn; j(Xn; j; s)− fn; j(Xn; j; t))IFn; j(Xn; j)6b

3
5 ; (1.6)
where n0 is a positive integer. Here, we will give some sucient bracketing conditions
for the weak convergence of the processes in Eq. (1.1), being the size of the brackets
measured with respect to the distance determined by Eq. (1.6).
Instead of using majorizing measures directly, sometimes we will use an equivalent
formulation. By the argument in Lemma 2.3 in Andersen et al. 1988a), given a Young
function  and a pseudometric space (T; d) assuming that there exists a constant C
such that for each x; y>1,
 −1(xy)6C( −1(x) +  −1(y));
the following conditions are equivalent:
(a) There exists a probability measure m on T such that
sup
t 2 T
Z D
0
 −1

1
m(Bd(t; ))

d<1;
lim
! 0
sup
t 2 T
Z 
0
 −1

1
m(Bd(t; ))

d=0:
(b) There are functions q : T ! T and q : T ! [0;1), for each integer q>1,
such that d(t; q(t))62−q, q(q(t))= q(t), q−1(q(t))= q−1(t), q(t)= q(q(t))
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and 16q(t)6q+1(t) for each q>1 and each t 2T , limk!1 supt 2 T
P1
q= k 2
−qq(t)
= 0 and
P1
q= 1
P
t 2 Tq( (q(t)))
−1<1, where Tq= fq(t) : t 2Tg.
We will give sucient conditions for the weak convergence of the processes in
Eq. (1.1) involving functions, similar to the functions  , q and q considered before,
and bracketing conditions. Some key references related with our work are Dudley
(1984), Ossiander (1987), Andersen et al. (1988a, b). These references are mainly
dealing with the stochastic processes in Eq. (1.2). When an= n1=, for some 1<62,
we recover the work of these authors. We obtain stronger results for the processes in
Eq. (1.1) and for the processes in Eq. (1.2) for arbitrary sequences fang. The study of
the weak convergence of the processes in Eq. (1.3) under bracketing conditions has not
been considered before. We will see how looking to the distance in Eq. (1.6) previous
work is claried and some new results are obtained. The distance in Eq. (1.6) is the
sum of two parts. These two parts appear often in the study of empirical processes
(case Eq. (1.2) with an= n1=2) (see Talagrand, 1987a; Andersen et al., 1988a).
A function  : T ! T will be denoted a nite partition of T if the cardinality of
(T ) is nite and ((t))= (t), for each t 2T . Our main results are the following:
Theorem 1.1. With the notation for the processes in Eq. (1.1), let Fn; j() be a mea-
surable function in Sn; j such that Fn; j(x)> supt 2 T jfn; j(x; t)j and let b> 0. Suppose
that:
(i) For each > 0;
Pkn
j= 1 PrfFn; j(Xn; j)>g! 0.
(ii) limn!1 Cov(Sn(s; b); Sn(t; b)) exists for each s; t 2T; where
Sn(t; b)=
knX
j= 1
fn; j(Xn; j; t)Ijfn; j(Xn; j ; t)j6b:
(iii) There are positive integers q0 and n0; a nite partition q of T for each
q>q0; functions q; q : T ! (0;1); for each q>q0; and a function n; j; q(  ; q(t)) :
Sn; j! [0;1); for each 16j6kn, each n>n0; each q>q0 and each t 2T ; such that
jfn; j(x; t)− fn; j(x; q(t))j6n; j; q(x; q(t))6n; j; q−1(x; q−1(t))62Fn; j(x);
for each x2 Sn; j, each 16j6kn, each n>n0, each q>q0 and each t 2T ;
q−1(q(t))= q−1(t); q(t)= q(q(t)); q(t)= q(q(t));
16q(t)6q+1(t); 2−q−1q+1(t)(log q+1(t))−162−qq(t)(log q(t))−1;
sup
n>n0
knX
j= 1
E[n; j; q(Xn; j; q(t))Ib>n; j; q(Xn; j ;q(t))>2−q−1q+1(t)(log q+1(t))−1 ]
62−q−1q+1(t); (1.7)
sup
n>n0
knX
j= 1
E[jfn; j(Xn; j; q(t))− fn; j(Xn; j; q−1(t))j2
IFn; j(Xn; j)6b;jfn; j(Xn; j ;q(t))−fn; j(Xn; j ;q−1(t))j62−qq(t)(log q(t))−1 ]
62−2q(q+1(t))2(log q(t))−1 (1.8)
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for each q>q0 and each t 2T ;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; and
1X
q= q0
X
t 2 Tq
(q(t))−1<1:
Then,8<
:
knX
j= 1
(fn; j(Xn; j; t)− E[fn; j(Xn; j; t)Ijfn; j(Xn; j ; t)j6b]) : t 2T
9=
;
converges weakly to a Gaussian process fZ(t) : t 2Tg with mean zero and covariance
given by
E[Z(s)Z(t)]= lim
n!1 Cov(Sn(s; b); Sn(t; b)):
The centering in the above theorem could seem a little peculiar. But, it is the weakest
possible centering. The weak convergence of f(Pknj= 1 fn; j(Xn; j; t)) − cn(t) : t 2Tg to
a Gaussian process for some sequence fcn(t) : t 2Tg implies the weak convergence
of fPknj= 1(fn; j(Xn; j; t) − E[fn; j(Xn; j; t)Ijfn; j(Xn; j ; t)j6b]) : t 2Tg (see Theorem 2.5 in
Arcones, 1995).
We think of q(t)=  (q(t)). Previous theorem allows to use any arbitrary Young
function to control the size of the brackets. For example if  (x)= ex
p=(p−1)−1, for some
1<p62, then we may take q(t)= e(q(t))
p=(p−1)−1. Assuming that q(t)= e(q(t))p=(p−1)−
1, limk!1 supt 2 T
P1
q= k 2
−qq(t)= 0; and
P1
q= q0
P
t 2 Tq(q(t))
−1<1, we have that
q(t)!1 and 2−qq(t)! 0. Thus, given 1; 2> 0,
22−q>2−qq(t)(log q(t)))−1>2−q−1(q(t))−1=(p−1)>2−qp=(p−1)1;
for q large enough. In this case, if q(t)6q+1(t) for each q and each t, Eqs. (1.7)
and (1.8) are implied by
sup
n>n0
sup
22−q>u>12−qp=(p−1)
up−1
knX
j= 1
E[n; j; q(Xn; j; q(t)) Ib>n; j; q(Xn; j ;q(t))>u]62
−pq;
(1.9)
and
sup
n>n0
sup
22−q>u>12−qp=(p−1)
up−2
knX
j= 1
E[jfn; j(Xn; j; q(t))− fn; j(Xn; j; q−1(t))j2
(1.10)
IFn; j(Xn; j)6b;jfn; j(Xn; j ;q(t))−fn; j(Xn; j ;q−1(t))j6u]62−pq:
The choice of  (x)= ex
2−1 is natural, since this is the Young function in the characteri-
zation of boundedness and continuity of Gaussian processes in Talagrand (1987b). The-
orem 1.1 gives the following, when q(t)= e
2
q(t)− 1 and local conditions are imposed:
Theorem 1.2. With the notation for the processes in Eq. (1.1), let Fn; j() be a
measurable function in Sn; j such that Fn; j(x)> supt 2 T jfn; j(x; t)j and let 1; 2; b> 0.
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Suppose that
(i) For each > 0,
Pkn
j= 1 PrfFn; j(Xn; j)>g! 0.
(ii) For each s; t 2T , limn!1 Cov(Sn(s; b); Sn(t; b)) exists.
(iii) There exists a pseudometric d on T and a probability measure m on T such that
sup
t 2 T
Z D
0

log
1
m(Bd(t; ))
1=2
d<1; (1.11)
lim
! 0
sup
t 2 T
Z 
0

log
1
m(Bd(t; ))
1=2
d=0; (1.12)
sup
n>n0
knX
j= 1
E[jfn; j(Xn; j; s)− fn; j(Xn; j; t)j2IFn; j(Xn; j)6b]6d2(s; t); (1.13)
for each s; t 2T with d(s; t) small enough, and
sup
n>n0
sup
t 2 T
sup
2>u>12
u
knX
j= 1
E
"
sup
s:d(s; t)6
jfn; j(Xn; j; t)− fn; j(Xn; j; s)j
#
(1.14)
Ib> sups:d(s; t)6 jfn; j(Xn; j ; t)−fn; j(Xn; j ; s)j>u]62;
for each > 0 small enough.
Then,8<
:
knX
j= 1
(fn; j(Xn; j; t)− E[fn; j(Xn; j; t)Ijfn; j(Xn; j ;t)j6b]) : t 2T
9=
;
converges weakly to a Gaussian process fZ(t) : t 2Tg with mean zero and co-
variance given by
E[Z(s)Z(t)]= lim
n!1Cov(Sn(s; b); Sn(t; b)):
Theorem 1.2 is stronger than Theorem 4.1 in Andersen et al. (1988a). Instead of
Eqs. (1.13) and (1.14), they assumed the stronger hypotheses:
sup
n>n0
knX
j= 1
E[jfn; j(Xn; j; s)− fn; j(Xn; j; t)j2]6d2(s; t); (1.15)
sup
n>n0
sup
t 2 T
sup
u> 0
u2
knX
j= 1
Pr
(
sup
s:d(s; t)6
jfn; j(Xn; j; t)− fn; j(Xn; j; s)j>u
)
62 (1.16)
for each > 0. Let fXjg be a sequence of i.i.d.r.v.s with E[X1]= 0, E[X 21 ]= 1 and
E[jX1jp] =1, for each p> 2. Given 0<q< 1, it is easy to see that the sequence of
stochastic processes(
nX
i= 1
(n−1=2Xj + n−1=qjXjj2=q)t : 06t61
)
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converges weakly. Since E[(n−1=2Xj + n−1=qjXjj2=q)2]=1, this example do not follow
from Theorem 4.1 in Andersen et al. (1988a), but it does from Theorem 1.2.
Next, we consider the sequence of empirical processes in Eq. (1.2). In this case, if
the limit is nondegenerate the sequence of real numbers fang is regularly varying (see
Gnedenko and Kolmogorov, 1968). For more in regular variation see Bingham et al.
(1987).
Theorem 1.3. With the notation for the stochastic processes in Eq. (1.2), let F()
be a measurable function in S such that F(x)> supt 2 T jf(x; t)j and let 1; 2; b> 0.
Suppose that
(i) an %1 and fang is regularly varying of order 12 .
(ii) For each > 0, nPrfF(X )>ang! 0.
(iii) For each s; t 2T , limn!1 na−2n Cov(f(X; s)Ijf(X; s)j6ban ; f(X; t)Ijf(X; t)j6ban) exists.
(iv) There exists a pseudometric d on T and a probability measure m on T satisfying
Eqs. (1.11) and (1.12),
sup
n>n0
na−2n E[jf(X; s)− f(X; t)j2IF(X )6ban]6d2(s; t); (1.17)
for each s; t 2T with d(s; t) small enough, and
sup
n>n0
sup
t 2 T
sup
2>u>12
na−1n uE[d; (X; t)Iban>d; (X;t)>uan]6
2; (1.18)
for each > 0 small enough, where d; (X; t) := sups:d(s; t)6 jf(X; t)− f(X; s)j.
Then,8<
:a−1n
nX
j= 1
(f(Xj; t)− E[f(Xj; t)]) : t 2T
9=
;
converges weakly to a Gaussian process fZ(t) : t 2Tg with mean zero and co-
variance given by
E[Z(s)Z(t)]= lim
n!1 na
−2
n Cov(f(X; s)Ijf(X;s)j6ban ; f(X; t)Ijf(X; t)j6ban):
Theorem 1.3 gives sucient conditions of the type in Theorem 1 in Jain and Marcus
(1975). Recall that if (T; d) is a pseudometric space, the metric entropy N (u; T; d)
denotes the minimum number of balls of radius less or equal than u which cover T .
Jain and Marcus proved the weak convergence of8<
:n−1=2
nX
j= 1
(f(Xj; t)− E[f(Xj; t)]) : t 2T
9=
; ;
assuming that there is a pseudometric d in T such that
R1
0 (logN (u; T; d))
1=2 du<1,
E[f2(X1; t)]<1, for each t 2T , and
E
"
sup
s 6= t
d(s; t)−2jf(X; t)− f(X; s)j2
#
<1:
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This is kind of a Lipschitz condition. There are many examples where the Jain and
Marcus theorem does not apply, but bracketing conditions do. However, the conditions
in the Jain and Marcus theorem are very simple and intuitive and they do apply in
some cases. Andersen et al. (1988a, Corollary 4.5) generalized the Jain and Marcus
theorem. They proved the weak convergence of8<
:n−1=2
nX
j= 1
(f(Xj; t)− E[f(Xj; t)]) : t 2T
9=
; ;
assuming there exists a probability measure m on T satisfying Eqs. (1.11) and (1.12)
with respect to the pseudometric d(s; t)= (Var(f(X; t)− f(X; s)))1=2 and
sup
u> 0
u2 Pr
(
sup
s 6= t
d(s; t)−1jf(X; t)− f(X; s)− E[f(X; t)− f(X; s)]j>u
)
<1:
To simplify, we consider conditions with respect to the variables without centering.
Consider the condition:
(C.1) There exists a pseudometric d on T , a probability measure m on T , a r.v. M ,
a positive integer n0 and > 0 such that Eqs. (1.11) and (1.12) hold;
sup
n>n0
na−2n E[jf(X; s)− f(X; t)j2IF(X )6ban]6d2(s; t)
for each s; t 2T ; jf(X; t)− f(X; s)j6d(s; t)M for each s; t 2T ; and
sup
n>n0
sup
0<u6
na−1n uE[MIM>uan]<1: (1.19)
We claim that this condition implies condition (iv) in Theorem 1.3. Let
c := sup
n>n0
sup
0<u6
na−1n uE[MIM>uan ]:
Let d1(s; t)= c1=2d(s; t) and let M1 = c−1=2M . Then, m satises Eqs. (1.11) and (1.12)
for d1. We have that
1> sup
n>n0
sup
0<u6
na−1n c
−1=2uE[c−1=2MIc−1=2M>c−1=2uan]
= sup
n>n0
sup
0<u6c−1=2
na−1n uE[M1IM1>uan];
which implies Eq. (1.18).
If we proceed as in Theorem 4.1 in Andersen et al. (1988a), we would impose the
stronger condition (see Eqs. (1.15) and (1.16) above):
(C.2) There exists a pseudometric d on T , a probability measure m on T , a r.v. M
and a positive integer n0 such that Eqs. (1.11) and (1.12) hold;
sup
n>n0
na−2n E[jf(X; s)− f(X; t)j2]6d2(s; t);
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for each s; t 2T ; jf(X; t)− f(X; s)j6d(s; t)M for each s; t 2T ; and
sup
n>n0
sup
u> 0
nu2PrfM>uang<1: (1.20)
It is easy to see that (C.2) implies (C.1). There are cases when (C.1) is satis-
ed and (C.2) not. Let X be a symmetric r.v. with PrfjX j>tg= t−2log t, for t > e,
PrfjX j>eg=1. Let T = [0; 1], let f(x; t)= xt, d(s; t)= js − tj and let an= n1=2log n.
It is easy to see that fa−1n
Pn
j= 1(f(Xj; t) − E[f(Xj; t)]) : t 2Tg converges weakly to
f2−1tg : t 2Tg, where g is a standard normal r.v. This can be deduced from Theorem
1.3, but not from Theorem 4.1 in Andersen et al. (1988a), because
sup
n>1
na−2n E[jX j2IjX j6an]<1
and
sup
n>1
sup
0<u61
na−1n uE[jX jIjX j>uan]<1;
but
sup
n>1
na−2n E[jX j2]=1 and sup
n>1
sup
u> 0
nu2 PrfjX j>uang=1:
Eq. (1.20) is equivalent to supn>n0 supu> 0 nua
−1
n E[MIM>uan]<1. This follows from
the well known fact that
sup
u> 0
u2Prfjj>ug6 sup
u> 0
uE[jjIjj>u]62 sup
u> 0
u2Prfjj>ug;
for any r.v. . So, the restriction in u in Eq. (1.19) in crucial.
In the case an= n1=2, Theorem 1.3 coincides with Theorem 4.4 in Andersen et al.
(1988a). Observe that Eq. (1.17) with an= n1=2 is equivalent to E[jf(X; s)−f(X; t)j2]6
d2(s; t). We claim that Eq. (1.18) with an= n1=2 implies
sup
u> 0
u2Prfd; (X; t)>ug6(4 + 22n0) 2: (1.21)
Let 2−11 >> 0 such that Eq. (1.18) holds, and b
−1−12 is a positive integer bigger
than 2. Let m>n0. Eq. (1.18) for n=mb2j−2j
−2j
2 , u= 2, for some j>1, gives that
m1=2bj−j−j2 2E[d; (X; t)Im1=2bj+1−j−j2 >(X; t)>m1=2bj−(j−1)−(j−1)2
]62:
Adding over j>0, we get that
m222Prfd; (X; t)>m1=22g6m1=22E[(X; t)I(X;t)>m1=22 ]622;
for m>n0, which implies Eq. (1.21). Of course, we have that
sup
n>1
sup
u> 0
n1=2uE[d; (X; t)Id; (X; t)>un1=2 ]6 2 sup
u> 0
u2Prfd; (X; t)>ug:
So, when an= n1=2, Condition (1.18) is equivalent to
sup
t 2 T
sup
u> 0
u2Prfd;(X; t)>ug62:
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Next, we consider the case, when everything is related to the sizes of the brackets.
In this case, the conditions simplify, although they are a little stronger than before.
Theorem 1.4. With the notation for the processes in Eq. (1.1), let Fn; j() be a mea-
surable function in Sn; j such that Fn; j(x)> supt 2 T jfn; j(x; t)j and let b> 0. Suppose
that
(i) For each > 0,
Pkn
j= 1 PrfFn; j(Xn; j)>g! 0.
(ii) For each s; t 2T , limn!1 Cov(Sn(s; b); Sn(t; b)) exists.
(iii) There are positive integers q0 and n0; a nite partition q of T for each q>q0;
functions q; q : T ! (0;1), for each q>q0; and a function n; j; q(; q(t)) : Sn; j!
[0;1), for each 16j6kn, each n>n0, each q>q0 and each t 2T ; such that
q−1(q(t))= q−1(t); q(q(t))= q(t); q(t)= q(q(t));
16q(t)6q+1(t); 2−q−1q+1(t)(log q+1(t))−162−qq(t)(log q(t))−1
for each q>q0 each t 2T ;
jfn; j(x; t)− fn; j(x; q(t))j6n; j; q(x; q(t))6n; j; q−1(x; q−1(t))62Fn; j(x);
for each x2 Sn;j, each 16j6kn, each n>n0, each q>q0 and each t 2T ;
sup
n>n0
knX
j= 1
E[n; j; q(Xn; j; q(t))Ib>n; j; q(Xn; j ;q(t))>2−q−1q+1(t)(logq+1(t))−1 ]
62−q−1q+1(t); (1.22)
sup
n>n0
knX
j= 1
E[2n; j; q(Xn; j; q(t))In; j; q(Xn; j ;q(t))62−qq(t)(logq(t))−1 ]
62−2q(q+1(t))2(logq(t))−1; (1.23)
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; and
1X
q= q0
X
t 2 Tq
(q(t))−1<1:
Then,8<
:
knX
j= 1
(fn; j(Xn; j; t)− E[fn; j(Xn; j; t)Ijfn; j(Xn; j ; t)j6b]) : t 2T
9=
;
converges weakly to a Gaussian process fZ(t) : t 2Tg with mean zero and covariance
given by
E[Z(s)Z(t)]= lim
n!1Cov(Sn(s; b); Sn(t; b)):
Observe that if limn!1 Cov(Sn(s; b); Sn(t; b))= 0, for each s; t 2T , Theorem 1.4
gives sucient conditions for
sup
t 2 T

knX
j= 1
(fn; j(Xn; j; t)− E[fn; j(Xn; j; t)])

Pr! 0:
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If q(t)= e(q(t))
p=(p−1)−1, for some 1<p62, then Eqs. (1.22) and (1.23) are implied
by
sup
n>n0
sup
2−q>u>2−qp(p−1)−1
0
@up knX
j= 1
E
"
min
 
n; j; q(Xn; j; q(t))
u
;
2n; j; q(Xn; j; q(t))
u2
!
In; j; q(Xn; j ;q(t))6b
#1A
1=p
62−q: (1.24)
It is easy to see that for 1<p< 2,
sup
u> 0
0
@up knX
j= 1
E
"
min
 
n; j; q(Xn; j; q(t))
u
;
2n; j; q(Xn; j; q(t))
u2
!#
:
1
A
1=p
6
0
@p(2− p)−1(p− 1)−1 knX
j= 1
sup
u> 0
upPrfn; j; q(Xn; j; q(t))>ug
1
A
1=p
;
which could help to estimate Eq. (1.24). Since
u2
knX
j= 1
E[(u−1n;j;q(Xn;j; q(t))) ^ (u−22n;j;q(Xn;j; q(t)))]
is nondecreasing on u, Eq. (1.24) is equivalent in the case p=2 to
sup
n>n0
knX
j= 1
E[(2qn; j; q(Xn; j; q(t))) ^ (22q2n; j; q(Xn; j; q(t)))In; j; q(Xn; j ;q(t))6b]61:
In this case the conditions simplify to:
Theorem 1.5. With the notation for the processes in Eq. (1.1), let Fn; j() be a mea-
surable function in Sn; j such that Fn; j(x)> supt 2 T jfn; j(x; t)j and let b> 0. Suppose
that
(i) For each > 0,
Pkn
j= 1 PrfFn; j(Xn; j)>g! 0.
(ii) For each s; t 2T , limn!1 Cov(Sn(s; b); Sn(t; b)) exists.
(iii) There are positive integers q0 and n0; a nite partition q of T for each q>q0;
a function q :T! [0;1), for each q>q0; and a function n; j; q(; q(t)):Sn; j! [0;1),
for each 16j6kn, each n>n0, each q>q0 and each t 2T ; such that
jfn; j(x; t)− fn; j(x; q(t))j6n; j; q(x; q(t));
for each x2 Sn; j, each 16j6kn, each n>n0, each q>q0 and each t 2T ;
sup
n>n0
knX
j= 1
E[(2qn; j; q(Xn; j; q(t))) ^ (22q2n; j; q(Xn; j; q(t)))In; j; q(Xn; j ;q(t))6b]61;
(1.25)
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lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; (1.26)
and
1X
q= q0
X
t 2 Tq
e−
2
q(q(t))<1: (1.27)
Then,8<
:
nX
j= 1
(fn; j(Xn; j; t)− E[fn; j(Xn; j; t)Ijfn; j(Xn; j ;t)j6b]) : t 2T
9=
;
converges weakly to a Gaussian process fZ(t) : t 2Tg with mean zero and covariance
given by
E[Z(s)Z(t)]= lim
n!1Cov(Sn(s; b); Sn(t; b)):
Suppose that we have partitions q as in Theorem 1.5. Let Nq be the number of
elements of q(T ). If
P1
q= 1 2
−q(logNq)1=2<1, then Eqs. (1.26) and (1.27) hold with
q(t)= (log(2qNq))1=2.
Of course, we can impose local conditions. Theorem 1.5 holds if condition (iii) is
substituted by
(iii)0 There exists a pseudometric d on T and a probability measure m on T sat-
isfying Eqs. (1.10) and (1.11) such that
sup
n>n0
knX
j= 1
E

(−1n; j; d;(Xn; j; t)) ^ (−22n; j; d; (Xn; j; t))In; j; d; (Xn; j ;t)6b

61; (1.28)
where n;j;d;(x; t) := sups:d(s;t)6 jfn; j(x; s)− fn;j(x; t)j.
In Eqs. (1.25) and (1.28), the brackets are measured with respect to the distance in
Eq. (1.6). To see this, we need to extend a result in Klass (1980) to non necessarily
identically distributed r.v.s. Let X; X1; X2; : : : ; Xn be i.i.d.r.v.s with mean zero. Let K(n)
be the unique positive real number satisfying
nE
 jX j
K(n)
^ jX j
2
K2(n)

=1;
Klass (1980, Theorem 7) proved that
cK(n)6E
2
4

nX
j= 1
Xj

3
562K(n);
where c is a positive constant. Let B be a Banach space. Klass' result also holds for
B-valued r.v.s. We present the following:
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Theorem 1.6. Let X1; X2; : : : ; Xn be independent symmetric B-valued r.v.s. If
PrfjPnj= 1 Xjj>tg62−33−2 and PrfjPnj= 1 Xjj>g62−2, then
nX
j= 1
E[(−1jXjj) ^ (−2X 2j )]640−1E
2
4

nX
j= 1
Xj

3
5+ 18−2t2: (1.29)
Moreover, if
nX
j= 1
E[(K−1jXjj) ^ (K−2X 2j )]= 1;
then
2−43−3K6E
2
4

nX
j= 1
Xj

3
562K:
It follows from the last theorem that Eq. (1.25) in Theorem 1.5 can be substituted by
sup
n>n0
sup
t 2 T
E
2
4

knX
j= 1
jn; j; q(Xn; j; q(t))In; j; q(Xn; j ;q(t))6b

3
562−q: (1.30)
In Eq. (1.30) we are measuring the size of brackets with respect to the distance deter-
mined by Eq. (1.6). This is a natural distance to consider. Observe that this distance
is the sum of two expectations
nX
j= 1
E[(K−1jXjj) ^ (K−2X 2j )]=
nX
j= 1
E[K−1jXjjIjXjj>K ] +
nX
j= 1
E[K−2X 2j IjXjj6K ]:
In Theorem 1.3, we have a condition of the form E[K−1jXjjIjXjj>K ] for the brackets.
We have a condition of the form E[K−2X 2j IjXjj6K ] for each pair of points.
A common problem in statistics is the following. Let (S;S; P) be a probability
space and let fXig1i= 1 be a sequence of i.i.d.r.v.s with values in S. Let X be a copy
of X1. Let  be a Borel subset of Rd. Let 0 be a point in the interior of . Let
g : S  !R be a function such that g(; ) : S!R is measurable for each 2.
Let fang be a sequence of real numbers converging to innity. The problem is to get
the weak convergence of
n−1=2an
nX
j= 1
(g(Xj; 0 + a−1n )− g(Xj; 0)− E[g(Xj; 0 + a−1n )− g(Xj; 0)])
: jj6M

;
where M <1.
We will use the multivariate analysis notation: x0 is the transposed vector of x. In
particular,
x0y=
dX
j= 1
x( j)y( j);
where x0=(x(1); : : : ; x(d)) and y0=(y(1); : : : ; y(d)).
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The following proposition follows directly from Theorem 1.5.
Proposition 1.7. With the above notation, let M <1. Suppose that
(i) For each 2Rd,
anE[g(X; 0 + a−1n )− g(X; 0)]
converges.
(ii) For each s; t 2Rd,
a2nE[(g(X; 0 + a
−1
n s)− g(X; 0))(g(X; 0 + a−1n t)− g(X; 0))]
converges.
(iii) There exists a positive constant 0 such that
E[ sup
s 6= t
jsj;jtj60
js− tj−2jg(X; 0 + s)− g(X; 0 + t)j2]<1:
Then, 
n−1=2an
nX
j= 1
(g(Xj; 0 + a−1n )− g(Xj; 0)− E[g(Xj; 0 + a−1n )− g(Xj; 0)]) :
jj6M

converges weakly to a Gaussian process fZ() : jj6Mg with mean zero and covari-
ance given by
E[Z(s)Z(t)]= lim
n!1 a
2
nCov(g(X; 0 + a
−1
n s)− g(X; 0); g(X; 0 + a−1n t)− g(X; 0)):
Conditions (i){(iii) in the previous proposition are satised, if g(x; ) is dierentiable
in  in a neighborhood of 0 and
E
"
sup
jj6
@g@ (X; 0 + )

2
#
<1;
for some > 0.
Next, we give another alternative result.
Proposition 1.8. With the above notation, let M <1. Suppose that
(i) n1=2a−1n =O(1).
(ii) There are 0> 0 and a Rd-valued function (x; ) dened for x2 S and
j− 0j60 such that E[j(X; 0)j2]<1,
E[ sup
jtj60
jtj−1j(X; 0 + t)− (X; 0)j]<1
and
E[ sup
s 6= t;jsj;jtj60
js− tj−2jg(X; 0 + t)− g(X; 0 + s)− (t − s)0(X; 0 + s)j]<1:
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Then,
n−1=2an
nX
j= 1
(g(Xj; 0 + a−1n )− g(Xj; 0)− E[g(Xj; 0 + a−1n )− g(Xj; 0)]) :
jj6M

converges weakly to a Gaussian process fZ() : jj6Mg with mean zero and covari-
ance given by
E[Z(s)Z(t)]= t0E[((X; 0)− E[(X; 0)])((X; 0)− E[(X; 0)])0]s:
Condition (ii) in previous proposition is satised, if g(x; ) is second dierentiable
in  in a neighborhood of 0, E[j @g@ (X; 0)j2]<1 and
E
"
sup
jj6
@2g@2 (X; 0 + )

#
<1;
for some > 0.
Several applications to the asymptotic theory of M-estimators of previous proposi-
tions can be found in Arcones (1996).
Theorem 1.5 gives the following for the processes in Eq. (1.2):
Theorem 1.9. With the notation for the stochastic processes in Eq. (1.2), let F() be
a measurable function in S such that F(x)> supt 2 T jf(x; t)j, let b> 0. Suppose that:
(i) For each > 0, nPrfF(X )>ang! 0.
(ii) For each s; t 2T , limn!1 na−2n Cov(f(X; s)Ijf(X; s)j6ban ; f(X; t)Ijf(X; t)j6ban) exists.
(iii) There are positive integers q0 and n0; a nite partition q of T for each q>q0; a
function q : T ! [0;1), for each q>q0; and a function q(; q(t)) : S! [0;1),
for each q>q0 and each t 2T ; such that
jf(x; t)− f(x; q(t))j6q(x; q(t));
for each q>q0 and each t 2T ;
sup
n>n0
nE[(2qa−1n q(X; q(t))) ^ (22qa−2n 2q(X; q(t)))Iq(X;q(t))6b]61;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; and
1X
q= q0
X
t 2 Tq
e
2
q(q(t))<1:
Then,8<
:a−1n
nX
j= 1
(f(Xj; t)− E[f(Xj; t)]) : t 2T
9=
;
converges weakly to a Gaussian process fZ(t) : t 2Tg with mean zero and covariance
given by
E[Z(s)Z(t)]= lim
n!1 na
−2
n Cov(f(X; s)Ijf(X; s)j6ban ; f(X; t)Ijf(X; t)j6ban):
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Of course, we have that Theorem 1.9 holds if condition (iii) is replaced by
(iii)0 There exists a pseudometric d on T and a probability measure m on T
satisfying Eqs. (1.10) and (1.11) such that
sup
t 2 T
sup
n>n0
nE[min(a−1n 
−1d; (X; t); a−2n 
−22d;(X; t))IF(X )6ban]61;
where d;(X; t)= sups:d(s;t)6 jf(X; s)− f(X; t)j.
Theorem 1.9 also holds if condition (iii) is replaced by
(C.3) There exists a pseudometric d on T, a probability measure m on T and a r.v.
M such that Eqs. (1.11) and (1.12) hold; and jf(X; t) − f(X; s)j6d(s; t)M for each
s; t 2T , and
sup
n>1
a−1n E
2
4

nX
j= 1
jMj

3
5 <1;
where fMjg are independent copies of M.
Next, we present an example when (C.3) applies. Let X be a r.v. with innite
second moment in the domain of attraction of a normal distribution. Then, there exists
a sequence of real numbers fang such that an %1 and
na−2n E[X
2IjX j6an]! 2;
for some > 0. Let f(x; t)= jx − tj, for t 2T := [−1; 1]. We claim that8<
:a−1n
nX
j= 1
(jXj − tj − E[jXj − tj]) : t 2T
9=
;
converges weakly to the Gaussian process fZ(t) : t 2Tg, where Z(t)= g, for each
t 2T , where g is a standard normal r.v. Conditions (i) and (ii) in Theorem 1.9 hold
trivially. (C.3) hold with M =1, d(s; t)= jt− sj and m equal to the Lebesgue measure
on [−1; 1].
In some cases, condition (i) in Theorem 1.5 does not hold. Next theorem gives an
alternative sucient conditions for the weak convergence of the stochastic processes
in Eq. (1.1).
Theorem 1.10. With the notation for the processes in Eq. (1.1), let Fn;j() be a mea-
surable function in Sn; j such that Fn; j(x)> supt 2 T jfn; j(x; t)j and let b> 0. Suppose
that:
(i) The nite dimensional distributions of8<
:Zn(t) :=
0
@ knX
j= 1
fn; j(Xn; j; t)
1
A− cn(t) : t 2T
9=
;
converge to those of a stochastic process fZ(t) : t 2Tg.
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(ii) For each t 2T , supn>1
Pkn
j= 1 Prfjfn;j(Xn;j; t)j>2−1bg<1.
(iii) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
knX
j= 1
Prfsup
t 2 T
jfn; j(Xn; j; t)− fn; j(Xn;j; (t))j>g6:
(iv) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
sup
t 2 T
jE[Sn;F(t; b)− Sn;F((t); b)]− cn(t) + cn((t))j6;
where
Sn;F(t; b)=
knX
j= 1
fn;j(Xn;j; t)IFn;j(Xn;j)6b:
(v) For each t 2T ,
lim
! 0
lim sup
n!1
knX
j= 1
Var(fn; j(Xn; j; t)IFn; j(Xn; j)6)= 0:
(vi) There are positive integers q0 and n0; a nite partition q of T for each q>q0;
functions q; q : T ! (0;1), for each q>q0; and a function n; j; q(; q(t)) : Sn; j!
[0;1), for each 16j6kn, each n>n0, each q>q0 and each t 2T ; such that
jfn; j(x; t)− fn; j(x; q(t))j6n; j; q(x; q(t))6n; j; q−1(x; q−1(t));
for each x2 Sn;j, each 16j6kn, each n>n0, each q>q0 and each t 2T ;
q−1(q(t))= q−1(t); q(t)= q(q(t)); q(t)= q(q(t));
16q(t)6q+1(t); 2−q−1q+1(t)(logq+1(t))−162−qq(t)(logq(t))−1;
sup
n>n0
knX
j= 1
E[n; j; q(Xn; j; q(t))Ib>n;j;q(Xn;j ;q(t))>2−q−1q+1(t)(log q+1(t))−1 ]
62−q−1q+1(t); (1.31)
sup
n>n0
knX
j= 1
E[2n; j; q(Xn; j; q(t))In; j; q(Xn; j ;q(t))62−qq(t)(log q(t))−1 ]
62−2q(q+1(t))2(logq(t))−1; (1.32)
for each q>q0 and each t 2T ;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; and
1X
q= q0
X
t 2 Tq
(q(t))−1<1:
Then, fZn(t) : t 2Tg converges weakly to fZ(t) : t 2Tg.
Under regularity conditions, conditions (iii) and (iv) in the previous theorem are
necessary for the weak convergence of the considered sequence of stochastic processes
(see Theorem 2.2 of Arcones, 1995).
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Taking q(t)= exp[
p=(p−1)
q (t)] − 1, where 1<p62, we get that conditions Eqs.
(1.31) and (1.32) are satised if
sup
n>n0
sup
2−q>u>2−qp(p−1)−1
0
@up knX
j= 1
E
"
min
 
n;j;q(Xn;j; q(t))
u
;
2n;j;q(Xn;j; q(t))
u2
!#1A
p−1
62−q: (1.33)
So, we may have a condition with respect to a true majorizing measure for the function
 (x)= ex
2 − 1, i.e. we have the following:
Theorem 1.11. With the notation for the processes in Eq. (1.1), let Fn; j() be a mea-
surable function in Sn; j such that Fn; j(x)> supt 2 T jfn; j(x; t)j and let b> 0. Suppose
that
(i) The nite dimensional distributions of8<
:Zn(t) :=
0
@ knX
j= 1
fn; j(Xn; j; t)
1
A− cn(t) : t 2T
9=
;
converge to those of a stochastic process fZ(t) : t 2Tg.
(ii) For each t 2T , supn>1
Pkn
j= 1 Prfjfn; j(Xn; j; t)j>2−1bg<1.
(iii) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
knX
j= 1
Prfsup
t 2 T
jfn; j(Xn; j; t)− fn; j(Xn; j; (t))j>g6:
(iv) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
sup
t 2 T
jE[Sn;F(t; b)− Sn;F((t); b)]− cn(t) + cn((t))j6;
where
Sn;F(t; b)=
knX
j= 1
fn; j(Xn; j; t)IFn; j(Xn; j)6b:
(v) For each t 2T ,
lim
! 0
lim sup
n!1
knX
j= 1
Var(fn; j(Xn; j; t)IFn; j(Xn; j)6)= 0:
(vi) There are positive integers q0 and n0; a nite partition q of T for each q>q0;
a function q : T ! [0;1), for each q>q0; and a function n; j; q(; q(t)) : Sn; j!
[0;1), for each 16j6kn, each n>n0, each q>q0 and each t 2T ; such that
jfn; j(x; t)− fn; j(x; qt)j6n; j; q(x; q(t));
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for each x2 Sn; j, each 16j6kn, each n>n0, each q>q0 and each t 2T ;
sup
n>n0
knX
j= 1
E[(2qn; j; q(Xn; j; q(t))) ^ (22q2n; j; q(Xn;j; q(t)))In;j;q(Xn;j ;q(t))6b]61;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; and
1X
q= q0
X
t 2 Tq
e−
2
q(q(t))<1:
Then, fZn(t) : t 2Tg converges weakly to fZ(t) : t 2Tg.
It seems that we need the majorizing measure with respect to the Young function
 (x)= ex
2 − 1, because triangular arrays with a non-Gaussian limit can behave quite
similarly to empirical processes.
As before, we have sucient conditions in terms of local conditions. Since this
results are an obvious consequence, they are omitted.
In the case of the processes in Eq. (1.2) with nonnormal limit, we have:
Corollary 1.12. With the notation for the stochastic processes in Eq. (1.2), let F()
be a measurable function in S such that F(x)> supt 2 T jf(x; t)j, let 1<< 2, and let
1<p62. Suppose that:
(i) an %1 and fang is regularly varying of order −1.
(ii) For each 1; : : : ; m 2R and each t1; : : : ; tm 2T , there exists a nite constant
N (1; : : : ; m; t1; : : : ; tm) such that
lim
n!1 nPr
(
mX
l= 1
lf(X; tl)>uan
)
= −1u
−1
N (1; : : : ; m; t1; : : : ; tm);
for each u> 0.
(iii) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
nPrfsup
t 2 T
jf(X; t)− f(X; (t))j>ang6:
(iv) There are positive integers q0 and n0; a partition q : T ! T ; a function q :
T ! [0;1), for each q>q0 and each t 2T ; and a function q(; q(t)) : S!0;1), for
each q>q0 and each t 2T , such that
jf(x; t)− f(x; q(t))j6q(x; q(t));
for each x2 S and each q>q0;
sup
n>n0
sup
2−q>u>2−qp(p−1)−1
 
upnE
"
min
 
q(X; q(t))
anu
;
2q(X; q(t))
a2nu2
!#!1=p
62−q;
(1.34)
for each q>q0;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(q(t))= 0 and
1X
q= q0
X
t 2 Tq
e−
p=(p−1)
q (t)<1:
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Then,8<
:a−1n
nX
j= 1
(f(Xj; t)− E[f(Xj; t)]) : t 2T
9=
;
converges weakly to a stable process.
If supn>1 na
−p
n =1, we need to restrict the range of u in Eq. (1.34). If q= c,
where c is a positive number, then the left hand side of Eq. (1.34) becomes
sup
n>n0
sup
u>0
min(na−1n cu
p−1; na−2n c
2up−2)= sup
n>n0
na−pn c
p=1:
In the situation of Corollary 1.12, the choice p=  is natural. Talagrand (1988)
showed that the existence of a majorizing function over the Young function
exp[x(−1)
−1
] − 1 is a necessary condition for the continuity of a stable process of
order , with 1<62.
A particular application of Corollary 1.12 is the following: let 1<< 2, let an %1
be a regularly varying function of order −1. Let fXjg be a sequence of i.i.d.r.v.'s such
that there are nonnegative constants c1 and c2 with
lim
n!1 nPrfX6− anug= c1
−1u− and lim
n!1 nPrfX>anug= c2
−1u−;
for each u> 0. Let T = [0; 1] and let f(x; t)= jx − tj, x2R, t 2T . Then,8<
:a−1n
nX
j= 1
(jXj − tj − E[jXj − tj]) : t 2T
9=
;
converges weakly to the stable process fZ(t) : t 2Tg, determined by
E
"
exp
 
iu
mX
l= 1
lZ(tl)
!#
=exp
 
(c1 + c2)j
mX
l= 1
ljjujexp
"
i2−1 sign
 
u
mX
l= 1
l
!#
 (2− )−1(− 1)−1
!
;
where  (u)=
R1
0 e
−xxu−1 dx. This follows from Corollary 1.12. Dene q : T ! T
by q(t)= j2−q, if (j − 1)2−q6t < j2−q and q(1)= 1, where 16j62q and j is an
integer. Take q(x; t)= 2−q and q(t)= q2. It is easy to see that the conditions in
Corollary 1.12 are satised.
Corollary 1.13. With the notation for the stochastic processes in Eq. (1.2), let F()
be a measurable function in S such that F(x)> supt 2 T jf(x; t)j, and let 1<;p< 2.
Suppose that
(i) an is increasing, fann−1g is nondecreasing and fang is regularly varying of
order −1.
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(ii) For each 1; : : : ; m 2R and each t1; : : : ; tm 2T , there exists a nite constant
N (1; : : : ; m; t1; : : : ; tm) such that
lim
n!1 nPr
(
mX
l= 1
lf(X; tl)>uan
)
= −1u
−1
N (1; : : : ; m; t1; : : : ; tm);
for each u> 0.
(iii) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
nPr

sup
t 2 T
jf(X; t)− f(X; (t))j>an

6:
(iv) There are positive integers q0 and n0; a partition q : T ! T for each q>q0; a
function q : T ! [0;1) for each q>q0; and a function q(; qt) : S! [0;1), for
each q>q0 and each t 2T , such that
jf(x; t)− f(x; q(t))j6q(x; q(t));
for each x2 S and each q>q0;
sup
n>n0
nE[(a−1n 2
qq(X; q(t))) ^ (a−2n 22q2q(X; q(t)))]61;
for each q>q0;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(q(t))= 0 and
1X
q= q0
X
t 2 Tq
exp[−=(−1)q (t)]<1:
Then,8<
:a−1n
nX
j= 1
(f(Xj; t)− E[f(Xj; t)]) : t 2T
9=
;
converges weakly to a stable process.
Note that in Corollary 1.13 the size of the brackets is measured with respect to the
distance determined by Eq. (1.6). Corollary 1.13 gives a result for bracketing entropies.
With the notation in Corollary 1.13, let
N[;]; an; (; T; P) := minfm : 9t1; : : : ; tm 2T and functions 1; : : : ; m such that
for each t 2T; there is an 16i6m such that jf(x; t)− f(x; ti)j6i(x);
sup
n>n0
nE[(a−1n 
−1i(X )) ^ (a−2n −22i (X ))]61g:
Condition (iv) in Corollary 1.13 is satised ifZ 1
0
(logN[ ; ]; an; (; T; P))
(−1)= d<1: (1.35)
We claim that the quasinorms
M(Y ) := inf

K > 0 : sup
n>1
nE[(n−1=K−1jY j) ^ (n−2=K−2Y 2)]61

;
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and
;1(Y ) := sup
u> 0
(uPrfjY j>ug)1=
are equivalent. It is easy to see that
E[jY jIjY j>K ]6K1−(− 1)−1(;1(Y ))
and
E[Y 2IjY j6K ]6K2−2(2− )−1(;1(Y ));
for any r.v. Y . So,
nE[(n−1=K−1jY j) ^ (n−2=K−2Y 2)]6K−((− 1)−1 + 2(2− )−1)(;1(Y )):
Therefore,
M(Y )6((− 1)−1 + 2(2− )−1)1=;1(Y ):
We also have that for K >M(Y ),
1>nE[n−1=K−1jY jIjY j>n1=K ]>nPrfjY j>n1=Kg:
So,
1>nPrfjY j>n1=M(Y )g;
for each n>1. If u6M(Y ), then
uPrfjY j>ug6(M(Y )):
If M(Y )<u, then there exists a n>1 such that n1=M(Y )<u6(n+1)1=M(Y ). So,
uPrfjY j>ug1=62(M(Y )):
Therefore, ;1(Y )621=M(Y ). This means that in Corollary 1.13, the size of the
brackets is measured with respect to ;1.
Corollary 1.13 for an= n1= can be deduced from Theorem 5.2 in Andersen et al.
(1988, b) (see also Marcus and Pisier, 1984; Jukneviciene, 1986). But, the work by
these authors only covers a restricted type of sequences fang (see the horrible regularity
conditions imposed in Andersen et al. (1988a, b)).
One application of Corollary 1.13 is the following:
Corollary 1.14. Let fjg1j= 1 be a sequence of independent symmetric r.v.s. Let
fXjg1j= 1 be a sequence of i.i.d.r.v.s with values in N. Let fig be a sequence of
i.i.d.r.v.s with exponential distribution with mean one.
Suppose that
(i) fjg1j= 1, fjg1j= 1 and fXjg1j= 1 are independent r.v.s.
(ii) n−1=
Pn
j= 1 j converges in distribution.
Then, the following are equivalent:
(a) fn−1=Pnj= 1 jIXj 2C : C 2Cg converges weakly, where C= fC : C Ng.
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(b) supC 2C j
P1
j= 1 j 
−1=
j IXj 2C j is stochastically bounded, where  j =
Pj
i= 1 i and
fjg is a Rademacher sequence independent of the r.v.s fjg and fXjg.
(c)
P1
j= 1(PrfX1 = jg)1= <1.
(d)
R1
0 (logN[ ];weak;(; T; P))
(−1)= d<1, where
N[ ];weak;(; T; P) := min fm : 9C1; : : : ; Cm 2C and functions 1; : : : ; m such that
for each C 2C; there is an 16i6m such that jIX 2C − IX 2Ci j6i(x; );
and supt > 0 t
Prfi(X; )>tg6
}
:
Observe that the nite dimensional distributions of fn−1=Pnj= 1 jIXj 2C : C 2Cg
converges to those of fc0
P1
j= 1 j 
−1=
j IXj 2C : C 2Cg, where c0 is some constant.
Previous theorem is related with the work of Durst and Dudley (1980) and Borisov
(1983) (see also Dudley, 1984, Chapter, 6). They proved a similar result for fn−1=2Pn
j= 1(IXj 2C − E[IXj 2C]) : C Ng.
Previous proposition says that the condition of the entropy in Eq. (1.35) is best
possible.
Another particular case which follows from Theorem 1.11 is the case of random
series, i.e. the processes in Eq. (1.3). Next theorem follows directly from Theorem 1.11.
Theorem 1.15. With the above notation for the processes in (Eq. (1.3)), let Fj be a
measurable function in Sj such that Fj(x)> supt 2 T jfj(x; t)j and let b> 0. Suppose
that
(i) For each t 2T , Pnj= 1 fj(Xj; t) converges in distribution.
(ii) For each > 0, there exists a nite partition  of T such that
1X
j= 1
Pr

sup
t 2 T
jfj(Xj; t)− fj(Xj; (t))j>

6:
(iii) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
sup
t 2 T
jE[Sn;F(t; b)− Sn;F((t); b)]j6;
where Sn;F(t; b)=
Pn
j= 1 fj(Xj; t)IFj(Xj)6b.
(iv) There are positive integers q0 and n0; a nite partition q of T for each q>q0;
a function q : T ! [0;1), for each q>q0; and a function j; q(; q(t)) : Sn; j! [0;1),
for each 16j6kn, each n>n0, each q>q0 and each t 2T ; such that
jfj(x; t)− fj(x; q(t))j6j; q(x; q(t));
for each x2 Sn; j, each 16j6kn, each n>n0, each q>q0 and each t 2T ;
sup
2−q>u>2−qp(p−1)−1
0
@up 1X
j= 1
E
"
min
 
j; q(Xj; q(t))
u
;
2j;q(Xj; q(t))
u2
!#1A
1=p
62−q;
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0; and
1X
q= q0
X
t 2 Tq
exp[−p=(p−1)q (q(t))]<1:
Then, fPnj= 1 fj(Xj; t) : t 2Tg converges weakly.
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When we assume Lipschitz conditions, we have the following:
Corollary 1.16. With the above notation, let b> 0, suppose that
(i) For each t 2T , Pnj= 1 fj(Xj; t) converges in distribution.
(ii) For each > 0, there exists a nite partition  of T such that
lim sup
n!1
sup
t 2 T
jE[Sn(t; b)− Sn((t); b)]j6;
where Sn(t; b)=
Pn
j= 1 fj(Xj; t)IFj(Xj)6b and Fj(x)= supt 2 T jfj(x; t)j.
(iii) There exists a pseudometric d in T and a probability measure on T satisfying
Eqs. (1.11) and (1.12).
(iv) There are measurable functions gj(x) such that
sup
s 6= t
(d(s; t))−1jfj(x; s)− fj(x; t)j6gj(x)
and
1X
j= 1
E[gj(Xj) ^ g2j (Xj)]<1:
Then, fPnj= 1 fj(Xj; t) : t 2Tg converges weakly.
Another application of Theorem 1.15 is the following:
Corollary 1.17. Let fjg1j= 1 be a sequence of independent symmetric r.v.s. Let
fXjg1j= 1 be a sequence of i.i.d.r.v.s with values in N, independent of the sequence
fjg1j= 1. Suppose that:
(i)
P1
j= 1 E[
2
j ^ 1]<1.
(ii)
P1
j= 1(PrfX1 = jg)1=2<1.
Then, fPnj= 1 jIXj 2C : C Ng converges weakly.
Observe that in previous corollary, condition (i) is best possible. By the three se-
ries theorem, the convergence in distribution of
P1
j= 1 j implies that
P1
j= 1 E[
2
j ^ 1]
<1.
2. Proofs
Proof of Theorem 1.1. By Corollary 2.6 in Arcones (1995), it suces to prove that
lim sup
q00!1
lim sup
n!1
Pr

sup
t 2 T

knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q00 (t)))
IFn; j(Xn; j)62−1b
>4

6;
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for each 14 >> 0, where fjg is a Rademacher sequence independent of the sequence
fXjg. Fix n, take q00>q0 such that
sup
t 2 T
1X
q= q00+2
2−qq(t)6

8
and
1X
q= q00+1
X
t 2 Tq
(q(t))−16

8
; (2.1)
and take q1>q00 such that
k1=2n 2
−q1 max
t 2 Tq1
q1 (t)6

2
and min
t 2 Tq1
q1 (t)>4: (2.2)
Let
(j)(t)= inffq>q00 : n; j; q(Xn; j; q(t))> 2−(q+1)q+1(t)(logq+1(t))−1g;
where the inmum of the empty set is innity. Then,
knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q00 (t)))IFn; j(Xn; j)62−1b
=
knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q00 (t)))I(j)(t) = q00 ; Fn; j(Xn; j)62−1b
+
knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q1 (t)))I(j)(t)>q1 ; Fn; j(Xn; j)62−1b
+
knX
j= 1
q1−1X
q= q00+1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q(t)))I(j)(t) = q; Fn; j(Xn; j)62−1b
+
knX
j= 1
q1X
q= q00+1
j(fn; j(Xn; j; q(t))− fn; j(Xn; j; q−1(t)))I(j)(t)>q; Fn; j(Xn; j)62−1b
= : U (1)n (t) + U
(2)
n (t) + U
(3)
n (t) + U
(4)
n (t): (2.3)
If ( j)(t)= q00, then
2−(q
0
0+1)(logq00+1(t))
−162−(q
0
0+1)q00+1(t)(log q00+1(t))
−1
<n; j; q00 (Xn; j; q00 (t))62Fn; j(Xn; j):
So,
Pr

sup
t 2 T
jU (1)n (t)j>

6
knX
j= 1
Pr

Fn; j(Xn; j)>2−(q
0
0+2) min
t 2 Tq0
0
(log q00+1(t))
−1

6

4
;
for n large enough.
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We have that
sup
t 2 T
jU (2)n (t)j6 sup
t 2 T
knX
j= 1
n; j; q1 (Xn; j; q1 (t)) In; j; q1 (Xn; j ;q1 (t))62−q1 q1 (t)(logq1 (t))−1
6 sup
t 2 T
kn2−q1q1 (t)6=2:
So,
Pr

sup
t 2 T
jU (2)n (t)j>

=0:
As to the third term in Eq. (2.3),
Pr

sup
t 2 T
jU (3)n (t)j>

6Prfthere exists q00 + 16q6q1 and t 2Tq such that
knX
j= 1
n; j;q(Xn; j; qt)I(j)(t) = q; Fn; j(Xn; j)62−1b>2
2−qq+1(t)g
6
q1X
q= q00+1
X
t 2 Tq
Pr
8<
:
knX
j= 1
n; j; q(Xn; j; qt)I(j)(t) = q;n; j; q(Xn; j ;q(t))6b>2
2−qq+1(t)
9=
; :
We have that
knX
j= 1
E[n; j; q(Xn; j; q(t))I(j)(t) = q; n; j; q(Xn; j ;q(t))6b]
6
knX
j= 1
E[n; j;q(Xn; j; qt)I2−q−1q+1(t)(logq+1(t))−16n; j;q(Xn; j ;q(t))6b]62
−q−1q+1(t)
and
knX
j= 1
E[2n; j;q(Xn; j; q(t))I(j) = q;n; j; q(Xn; j ;q(t))6b]
6
knX
j= 1
E[2n; j;q(Xn; j; q(t))I2−q−1q+1(t)(logq+1(t))−16n; j;q(Xn; j ;q(t))6(2−qq(t)(logq(t))−1)^b]
62−q−1q+1(t)2−qq(t)(log q(t))−1:
So, from this and the Bernstein's inequality
Pr

sup
t 2 T
jU (3)n (t)j>

6
q1X
q= q00+1
X
t 2 Tq
Pr
8<
:
knX
j= 1
(n; j; q(Xn; j; q(t))I(j)(t) = q;n; j; q(Xn; j ;q(t))6b
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−E[n; j; q(Xn; j; qt)I(j)(t) = q;n; j; q(Xn; j ;q(t))6b])>7  2−q−1q+1(t)
)
6
q1X
q= q00+1
X
t 2 Tq
2(q(t))−16

4
:
We also have that
jfn; j(Xn; j; qt)− fn; j(Xn; j; q−1t)jI(j)(t)>q;Fn; j(Xn; j)6b
6n; j; q−1(Xn; j ;q−1(t))In; j; q−1 (Xn; j ;q−1(t))62−qq(t)(logq(t))−1 ;Fn; j(Xn; j)6b
62−qq(t)(logq(t))−1
and
knX
j= 1
E[jfn; j(Xn; j; q(t))− fn; j(Xn; j; q−1(t))j2I(j)(t)>q;Fn; j(Xn; j)6b]
6
knX
j= 1
E[jfn; j(Xn; j; q(t))− fn; j(Xn; j; q−1t)j2
Ijfn; j (Xn; j; q(t))− fn; j(Xn; j; q−1t)j62−qq(t)(logq(t))−1; Fn; j(Xn; j)6b]
62−2qq+1(t)(logq(t))−1:
From this and the Bernstein inequality
Prfsup
t 2 T
jU (4)n (t)j>g
6
q1X
q= q00+1
X
t 2 Tq
Pr

knX
j= 1
j(fn; j(Xn; j; q(t))
−fn; j(Xn; j; q−1(t))))I(j)(t)>q;Fn; j(Xn; j)6b
>22−qq+1(t)

6
q1X
q= q00+1
X
t 2 Tq
2(q(t))−16

4
and the claim follows.
Proof of Theorem 1.2. We apply Theorem 1.1. The existence of a majorizing measure
implies that for each positive integer q, there exists a nite partition q of T a function
q : T ! (0;1), such that
q(q(t))= q(t); q−1(q(t))= q−1(t); d(t; q(t))62−q−1;
q(q(t))= q(t); −12 6q(t)6
−1
1 2
q; q(t)6q+1(t);
lim
k!1
sup
t 2 T
1X
q= k
2−qq(t)= 0 and
1X
q= q0
X
t 2 Tq
e−
2
q(t)<1:
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Take q(t)= e
2
q(t). Dene
n; j; q(x; q(t)) := sup
s:q(s) = q(t)
jfn; j(x; s)− fn; j(x; q(t))j:
This implies
sup
n>n0
knX
j= 1
E[n; j; q(Xn; j; q(t))Ib>n; j; q(Xn; j ;q(t))>2−q−1(q+1(t))−1 ]62
−q−1q+1(t);
since 12−2q−262−q−1(q+1(t))−1622−q−1. We have that
knX
j= 1
E[jfn; j(Xn; j; q(t))− fn; j(Xn; j; q−1(t))j2IFn; j(Xn; j)6b]
6d2(q(t); q−1(t))62−2q:
So, Theorem 1.1 applies.
Proof of Theorem 1.3. It follows directly from Theorem 1.2. Observe that fang reg-
ularly varying of order 12 and condition (i) imply that
na−1n E[F(X )IF(X )>an]! 0
(see Lemma 2.7 in Arcones, 1995). So, supt 2 T na
−1
n E[jf(X; t)jIF(X )>an]! 0.
The proof of Theorem 1.4 is similar to that of Theorem 1.1 and it is omitted.
Proof of Theorem 1.5. We apply Theorem 1.4. Let qT = ftq;1; : : : ; tq;Nqg. Given
jq0 ; : : : ; jq such that 16jk6Nk for each q06k6q, take (if possible), a t(jq0 ; : : : ; jq)
such that k(t)= tk; jk , for each q06k6q. Then, we dene q−1(t)= t(jq0 ; : : : ; jq), if
k(t)= tk;jk . Let
q−1(t)= max
0
B@
0
@ qX
k = q0
2k(kt)
1
A
1=2
; q
1
CA :
Then, q(t1)= q(t2) if q(t1)= q(t2),
lim
k!1
sup
t 2 T
1X
q= k
2−q q(t)= 0 and
1X
q= q0
X
t 2 Tq
e− 
2
q(t)<1:
Take
n; j; q−1(x; q−1(t))= 2

min
q06k6q
n; j; k(x; k(t)) ^ Fn; j(x)

:
Then, n; j; q(x; q(t))6 n; j;q−1(x; q−1(t)), for each q>q0 + 1 and each t 2T .
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Given t 2T , k( q−1(t))= k(t), for q06k6q. So,
jfn; j(x; q−1(t))− fn; j(x; k(t))j6n; j; k(x; k(t))
and
jfn; j(x; t)− fn; j(x; k(t))j6n; j; k(x; k(t)):
So,
jfn; j(x; t)− fn; j(x; q−1(t))j6 n; j; q−1(x; q−1(t)):
We also have that
sup
n>n0
knX
j= 1
E[(2q−1 n; j; q−1(Xn; j; q−1(t)))
^(22q−2 2n; j; q−1(Xn; j; q−1(t)))I n; j; q−1(Xn; j ; q−1(t))6b]61:
Therefore, the conditions in Theorem 1.4 are satised.
Lemma 2.1. Let X1; : : : ; Xn be independent symmetric B-valued r.v.s, then
Pn
j= 1 E[jXjjIjXjj>]
1 +
Pn
j= 1 PrfjXjj>g
62E
2
4

nX
j= 1
Xj

3
5 :
Proof. By Lemma 2.6 in Ledoux and Talagrand (1991) and the Levy inequality
2E
2
4

nX
j= 1
Xj

3
5> Z 1
0
Pr

max
16j6n
jXjj>t

dt>
Z 1
0
Pn
j= 1 PrfjXjj>tg
1 +
Pn
j= 1 PrfjXjj>tg
dt
>
Z 
0
Pn
j= 1 PrfjXjj>g
1 +
Pn
j= 1 PrfjXjj>g
dt +
Z 1

Pn
j= 1 PrfjXjj>tg
1 +
Pn
j= 1 PrfjXjj>g
dt
=
Pn
j= 1 E[jXjjIjXjj>]
1 +
Pn
j= 1 PrfjXjj>g
:
It follows from the previous lemma and Lemma 2.6 in Ledoux and Talagrand (1991)
that if PrfjPnj= 1 Xjj>g62−2, then
nX
j= 1
E[jXjjIjXjj>]64E
2
4

nX
j= 1
Xj

3
5 : (2.4)
224 M.A. Arcones / Stochastic Processes and their Applications 73 (1998) 195{231
Proof of Theorem 1.6. By the Homann{Jrgensen inequality (see for example Propo-
sition 6.8 in Ledoux and Talagrand, 1991) and the Levy inequality
nX
j= 1
E[X 2j IjXjj6]6 18E[ max16j6n
X 2j IjXjj6] + 18t
2
6 18E[ max
16j6n
jXjj] + 18t2636E
2
4

nX
j= 1
Xj

3
5+ 18t2:
By Eq. (2.4),
nX
j= 1
E[jXjjIjXjj>]64E
2
4

nX
j= 1
Xj

3
5 :
So,
nX
j= 1
E[(−1jXjj) ^ (−2X 2j )]640−1E
2
4

nX
j= 1
Xj

3
5+ 18−2t2;
i.e. Eq. (1.29) follows. We have that
E
2
4

nX
j= 1
Xj

3
56
0
@ nX
j= 1
E[X 2j IjXjj6K ]
1
A
1=2
+
nX
j= 1
E[jXjjIjXjj>K ]62K:
Taking =2433E[jPnj= 1 Xjj] and t=2332E[jPnj= 1 Xjj] in Eq. (1.29), we get that
nX
j= 1
E[(−1jXjj) ^ (−2X 2j )]61:
So, K62433E[jPnj= 1 Xjj].
Proof of Proposition 1.7. We apply Theorem 1.5. Without loss of generality, we may
assume that 0 = 0 and g(x; 0)=0. Let
M1(x) := sup
s 6= t;jsj;jtj60
js− tjjg(X; s)− g(X; t)j:
We have that
n Pr
(
sup
jtj6M
n−1=2anjg(X; a−1n t)j>
)
6n PrfM1(X )>n1=2g! 0:
So, condition (i) in Theorem 1.5 holds.
We have that
a2nE[g(X; a
−1
n s)g(X; a
−1
n t)In−1=2anjg(X; a−1n s)j61;n−1=2anjg(X; a−1n t)j61]
= a2nE[g(X; a
−1
n s)g(X; a
−1
n t)]
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−a2nE[g(X; a−1n s)g(X; a−1n t)In−1=2anjg(X; a−1n s)j61;n−1=2anjg(X; a−1n t)j> 1]
−a2nE[g(X; a−1n s)g(X; a−1n t)In−1=2anjg(X; a−1n s)j> 1; n−1=2anjg(X; a−1n t)j61]
−a2nE[g(X; a−1n s)g(X; a−1n t)In−1=2anjg(X; a−1n s)j> 1;n−1=2anjg(X;a−1n t)j> 1]
= : I + II + III + IV:
We have that I converges and II, III, IV ! 0, because
a2nE[(g(X; a
−1
n s))
2In−1=2anjg(X;a−1n s)j> 1]6E[M1(X )IjsjM1(X )>n−1=2 ]! 0:
Similarly,
anE[g(X; a−1n t)In−1anjg(X; a−1n t)j61]
= anE[g(X; a−1n t)]− anE[g(X; a−1n t)In−1=2anjg(X;a−1n t)j> 1]
converges. Therefore, condition (ii) In Theorem 1.5 follows.
If js− tj6, then
n−1=2anjg(X; a−1n t)− g(X; a−1n s)j6n−1=2M1(X ):
So, to get brackets of size 2−q, we just have to get hypercubes of diameter
2−q(E[M 21 (X )])
−1=2.
Proof of Proposition 1.8. We apply Theorem 1.5. Without loss of generality, we may
assume that 0 = 0 and g(x; 0)=0. c will denote a constant which may vary from
occurrence to occurrence. Let
r(x; )= g(x; )− 0(x; 0);
let
M2(x) := sup
jtj60
jtj−1j(x; t)− (x; 0)j
and let
M3(x) := sup
js−tj60
jsj;jtj60
js− tj−2jg(x; t)− g(x; s)− (s− t)0(x; s)j:
We have
sup
jtj6M
n−1=2anjg(X; a−1n t)j6Mn−1=2j(X; 0)j+M 2a−1n n−1=2M3(X ):
So, condition (i) in Theorem 1.5 holds.
We have that
n((n−1=2anjr(X; a−1n t)j) ^ (n−1a2njr(X; a−1n t)j2))6a2njr(X; a−1n t)j2
6a−2n jtj4M 23 (X )! 0
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and
n((n−1=2anjr(X; a−1n t)j) ^ (n−1a2njr(X; a−1n t)j2))6cM3(X ):
So, by the dominated convergence theorem,
nE[(n−1=2anjr(X; a−1n t)j) ^ (n−1a2njr(X; a−1n t)j2)]! 0: (2.5)
We also have that
a2nE[g(X; a
−1
n s)g(X; a
−1
n t)In−1=2anjg(X;a−1n s)j61; n−1=2anjg(X; a−1n t)j61]
= a2nE[g(X; a
−1
n s)g(X; a
−1
n t)In−1=2anjg(X; a−1n s)j61; n−1=2anjg(X;a−1n t)j61;n−1=2j(X;0)jj> 1]
+a2nE[r(X; a
−1
n s)r(X; a
−1
n t)In−1=2anjg(X; a−1n s)j61; n−1=2anjg(X;a−1n t)j61;n−1=2j(X;0)j61]
+a2nE[a
−1
n s
0(X; 0)r(X; a−1n t)In−1=2anjg(X; a−1n s)j61; n−1=2anjg(X; a−1n t)j61;n−1=2j(X;0)j61]
+a2nE[r(X; a
−1
n s)a
−1
n t
0(X )In−1=2anjg(X; a−1n s)j61; n−1=2anjg(X; a−1n t)j61; n−1=2j(X;0)j61]
+a2nE[a
−1
n s
0(X; 0)a−1n t
0(X; 0)In−1=2anjg(X; a−1n s)j61; n−1anjg(X; a−1n t)j61;n−1=2j(X;0)j61]
=: I + II + III + IV + V:
By (iii),
I6n Prfn−1=2j(X; 0)j>g! 0:
Eq. (2.5) implies that II, III, IV! 0. Now,
V=E[s0(X; 0)t0(X; 0)In−1=2j(X;0)j61] + o(1)!E[s0(X; 0)t0(X; 0)]:
We have that
jang(X; a−1n t)− (X; 0)j6a−1n jtj2M3(X )! 0
and
anjg(X; a−1n t)j6jtjj(X; 0)j+ a−1n jtj2M3(X ):
So, by the dominated convergence theorem,
anE[g(X; a−1n t)In−1=2anjg(X; a−1n t)j61]!E[t
0(X; 0)]:
Therefore, condition (ii) in Theorem 1.5 follows.
If js− tj6, then
n−1=2anjg(X; a−1n t)− g(X; a−1n s)j
6n−1=2anjg(X; a−1n t)− g(X; a−1n s)− a−1n (s− t)0(X; a−1n s)j
+n−1=2j(s− t)0((X; a−1n s)− (X; 0))j
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+n−1=2j(s− t)0(X; 0)j
6n−1=2a−1n 
2M3(X ) + n−1=2a−1n jsjM2(X ) + n−1=2j(X; 0)j:
So,
nE[ sup
js−tj6
jsj;jtj6M
2−qn−1=2anjg(x; a−1n t)− g(Xj; a−1n s)j
^ sup
js−tj6
jsj;jtj6M
2−2qn−1a2njg(x; a−1n t)− g(Xj; a−1n s)j2]
6c2−q2E[M3(X )] + c2−qE[M2(X )] + c2−2q2E[j(X; 0)j2]:
This implies condition (iii) in Theorem 1.5.
Proof of Theorem 1.10. By Theorem 2.9 in Arcones (1995), we have to prove that
lim
! 0
lim sup
n!1
Pr

sup
t 2 T
j
knX
j= 1
(fn; j(Xn; j; t)IFn; j(Xn; j)6
−E[fn; j(Xn; j; t)IFn; j(Xn; j)6])j>5

=0:
We proceed as in the proof of Theorem 1.1. Fix n, take q00 and q1 such that
sup
t 2 T
1X
k = q00+2
2−qq(t)6=8;
1X
q= q00+1
X
t 2 Tq
(q(t))−16

8
and
k1=2n 2
−q1 max
t 2 Tq1
q1(t)6=2:
Let
(j)(t) := minfq>q00 : n; j; q(x; q(t))> 2−q−1q+1(t)(log q+1(t))−1g:
We have that
Pr
8<
:supt 2 T j
knX
j= 1
(fn; j(Xn; j; t)IFn; j(Xn; j)6 − E[fn; j(Xn; j; t)IFn; j(Xn; j)6])j>5
9=
;
6Pr
8<
:supt 2 T j
knX
j= 1
(fn; j(Xn; j; q00 (t))IFn; j(Xn; j)6
−E[fn; j(Xn; j; q00 (t))IFn; j(Xn; j)6])j>
9=
;
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+Pr
8<
:supt 2 T j
knX
j= 1
fn; j(Xn; j; t)− fn; j(Xn; j; q00 (t))IFn; j(Xn; j)6 − E[(fn; j(Xn; j; t)
−fn; j(Xn; j; q00 (t))IFn; j(Xn; j)6])j>4
9=
; :
By condition (v),
lim
! 0
lim sup
n!1
Prfsup
t 2 T
j
knX
j= 1
(fn; j(Xn; j; q00 (t))IFn; j(Xn; j)6
−E[fn; j(Xn; j; q00 (t))IFn; j(Xn; j)6])j>g
6 lim
! 0
lim sup
n!1
−1#(q00 (T )) sup
t 2 q0
0
(T )
Var
0
@ knX
j= 1
fn; j(Xn; j; t)IFn; j(Xn; j)6
1
A =0:
Hence, it suces to show that
lim
! 0
lim sup
n!1
Pr

sup
t 2 T
j
knX
j= 1
j(fn; j(Xn; j; t)
−fn; j(Xn; j; q00 (t)))IFn; j(Xn; j)6j>4

64:
We have that
knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q00 (t)))IFn; j(Xn; j)6
=
knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q00 (t)))I(j)(t) = q00 ; Fn; j(Xn; j)6
+
knX
j= 1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q1 (t)))I(j)(t)>q1+1; Fn; j(Xn; j)6
+
knX
j= 1
q1X
q= q00+1
j(fn; j(Xn; j; t)− fn; j(Xn; j; q(t)))I(j)(t) = q; Fn; j(Xn; j)6
+
knX
j= 1
q1X
q= q00+1
j(fn; j(Xn; j; q(t))− fn; j(Xn; j; q−1(t)))I(j)(t)>q; Fn; j(Xn; j)6
=:U (1)n (t; ) + U
(2)
n (t; ) + U
(3)
n (t; ) + U
(4)
n (t; ):
The terms second, third and fourth can be treated as in the proof of Theorem 1.1.
By the usual arguments,
Pr

sup
t 2 T
jU (1)n (t; )j>

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6
X
t 2 Tq0
0
Pr
8<
:
knX
j= 1
n; j; q00 (Xn; j; q00 (t))I(j)(t) = q00 ; Fn; j(Xn; j)6>2
−q00q00+1(t)
9=
;
6
X
t 2 Tq0
0
Pr
 knX
j= 1
(n; j; q00 (Xn; j; q00 (t))I(j)(t) = q00 ; Fn; j(Xn; j)6
−E[n; j; q00 (Xn; j; q00 (t))I(j)(t) = q00 ; Fn; j(Xn; j)6])>2
−q00−1q00+1(t)

6
X
t 2 Tq0
0
exp
 
−
2−2q
0
0−22q00+1(t)
22−q
0
0−1q00+1(t) + (2=3)22
−q00−1q00+1(t)
!
6
X
t 2 Tq0
0
exp(−2−q00−3−1q00+1(t)):
So,
lim
! 0
lim sup
n!1
Prfsup
t 2 T
jU (1)n (t; )j>g=0
and the claim follows.
Corollary 1.12 follows directly from Theorem 1.10.
Proof of Corollary 1.13. It suces to show that there exists a positive constant c
depending only on the sequence fang such that for any r.v. ,
sup
n>n0
nE[(c−12qa−1n jj) ^ (c−222qa−2n 2)]61;
then
sup
n>n0
sup
2−q>u>2−q=(−1)
nuE[(u−1a−1n jj) ^ (u−2a−2n 2)]62−q: (2.6)
Take a positive integer k such that a−n a

n+16k. Let
c= min((2n0)−1=; inf
n>1
a−1nk an; k
−1=):
Let n>n0 and let 2−q>u>2−q=(−1). If anu6can02
−q, then
unE[a−2n u
−22Ijj6anu]6u
n6uann0a
−
n0 6c
n02−q62−q
and
unE[a−1n u
−1jjIjj>anu]
6unE[a−1n u
−1jjIcan0 2−q > jj>anu] + u
nE[a−1n u
−1jjIjj>can0 2−q ]
62u−1na−1n can02
−q62n0c2−q62−q:
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If cam2−q6anu<cam+12−q, for some m>n0, then
nuE[(u−1a−1n jj) ^ (u−2a−2n 2)]6nuE[(c−1a−1m 2qjj) ^ (c−2a−2m 22q2)]
6na−n c
am+12
−qm−16nkca−n a

m2
−qm−1:
If m6n, then
kna−n c
amm
−16kc61:
If n6m6nk, then
kna−n c
amm
−16kna−n c
ank(nk)
−161:
If nk6m, then
kna−n c
amm
−16kn2qum−161:
Eq. (2.6) follows from all these estimations.
Proof of Corollary 1.14. It is easy to see that the nite dimensional distributions of
a stable process, which can be represented as fn−1=Pnj= 1 jIXj 2C : C 2Cg converge
to those of fc
P1
j= 1 j 
−1=
j IXj 2C : C 2Cg, where c is certain constant (see Chapter
5 in Ledoux and Talagrand, 1991). So, (a) implies (b).
As to (b) imply (c). The stochastic process fP1j= 1 j −1=j IXj 2C : C 2Cg is an
stable process of order . So, by Proposition 5.6 in Ledoux and Talagrand (1991), we
have that
1>E
2
4 sup
C 2C

1X
j= 1
j 
−1=
j IXj 2C

3
5>2−1 1X
k = 1
E
2
4

1X
j= 1
j 
−1=
j IXj = k

3
5
>c
1X
k = 1
(PrfX = kg)1=:
(c) implies (d) follows using a similar estimation to the one in the proof of Propo-
sition 1 in Borisov (1983).
(d) implies (a) follows from Corollary 1.13.
Proof of Corollary 1.17. We apply Theorem 1.15. The three series theorem implies
(i). As to condition (ii) in Theorem 1.15. Given > 0, take m<1 such that
1X
j= 1
Prfjjj>gPrfX1>m+ 1g6:
Let (C)=C \ f1; : : : ; mg. Then,
1X
j= 1
Pr

sup
CN
jjIXj 2C − jIXj 2 (C)j>

6
1X
j= 1
Prfjjj>gPrfX1>m+ 1g6:
So, condition (ii) in Theorem 1.15 holds. Condition (iii) in Theorem 1.15 is satised
because j is symmetric for each j. As to condition (iv), by Proposition 1 in Borisov
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(1983), for each q>1, there are a positive integer Nq, and sets Cq; 1; : : : ; Cq; Nq N and
Dq;1; : : : ; Dq;NqN, such that
P1
q= 1 2
−q(logNq)1=2<1,
P1
j= 1E[
2
j Ijjj61]PrfX12Dq; kg
62−2q, for each 16k6Nq, and, for each C N, there exists 16k6Nq such that
Cq; k C Cq; k [ Dq; k . Let q(C)=Cq; k , where j is the minimal 16k6Nq such that
Cq; k C Cq; k [ Dq; k . Then, j; q(j; Xj; q(C))6jjjIXj 2Dq; k : So,
1X
j= 1
E[22q2j; q(j; Xj; q(C))Ij; q(j ;Xj ;q(C))61]
622q
1X
j= 1
E[2j Ijjj61]PrfX1 2Dq; kg61:
So, condition (iv) holds for p=2.
References
Andersen, N.T., Gine, E., Ossiander, M., Zinn, J., 1988a. The central limit theorem and the law of iterated
logarithm for empirical processes under local conditions. Prob. Theory Rel. Fields 77, 271{305.
Andersen, N.T., Gine, E., Zinn, J., 1988b. The central limit theorem for empirical processes under local
conditions: the case of Radon innitely divisible limits without Gaussian components. Trans. Amer. Math.
Soc. 308, 603{635.
Arcones M.A., 1995 Weak convergence of the row sums of a triangular array of empirical processes In:
Eberlein, E., Hahn, M., Talagrand, M., (Eds.), Proc. in High Dimensional Probability, Oberwolfach, 1996,
to appear.
Arcones, M.A., 1996. M-estimators converging to a stable limit. Preprint.
Bingham, N.H., Goldie, C.M., Teugels, J.L., 1987. Regular Variation. Cambridge University Press,
Cambridge, UK.
Borisov,, I.S., 1983. Problem of the accuracy of approximation in the central limit theorem for empirical
measures. Siber. Math. J 24, 833{843.
Dudley, R.M., 1984. A course on empirical processes. Lecture Notes in Math. 1097, 1{142. Springer,
New York.
Durst, M., Dudley, R.M., 1980. Empirical processes, Vapnik{Chervonenkis classes and Poisson processes.
Probab. Math. Statist. 1, 109{115.
Gnedenko, B.V., Kolmogorov, A.N., 1968. Limit Distributions for Sums of Independent Random Variables
Addison-Wesley, Reading, MA.
Homann{Jorgensen, J., 1991. Stochastic Processes on Polish Spaces. Aarhus Univ. Mat. Inst. Various
Publications Series, No. 39, Aarhus, Denmark.
Jain, N.R., Marcus, M.B., 1975. Central limit theorems for C(S)-valued random variables. J. Funct. Anal.
19, 216{231.
Jukneviciene, D., 1986. Central limit theorem in the space C(S) and majorizing measures. Lithuan. Math.
J 26, 186{193.
Klass, M.J., 1980. Precision bounds for the relative error in the approximation of EjSnj and extensions. Ann.
Probab 8, 350{367.
Ledoux, M., Talagrand, M., 1991. Probability in Banach Spaces. Springer, New York.
Marcus, M.B., Pisier, G., 1984. Some results on the continuity of stable processes and the domain of
attraction of continuous stable processes. Ann. Inst. Henri Poincare 20, 177{199.
Ossiander, M., 1987. A central limit theorem under metric entropy with L2-bracketing. Ann. Probab 15,
897{919.
Talagrand, M., 1987a. Donsker classes and random entropy. Ann. Probab 15, 1327{1338.
Talagrand, M., 1987b. Regularity of Gaussian processes. Act. Mathem 159, 99{149.
Talagrand, M., 1988. Necessary conditions for sample boundedness of p-stable processes. Ann. Probab 16,
1584{1595.
