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MOTIVIC CLASSES OF SOME CLASSIFYING STACKS
DANIEL BERGH
Abstract. We prove that the class of the classifying stack BPGLn is the
multiplicative inverse of the class of the projective linear group PGLn in the
Grothendieck ring of stacks K0(Stackk) for n = 2 and n = 3 under mild
conditions on the base field k. In particular, although it is known that the
multiplicativity relation {T} = {S} · {PGLn} does not hold for all PGLn-
torsors T → S, it holds for the universal PGLn-torsors for said n.
Introduction
Recall that the Grothendieck ring of varieties over a field k is defined as the free
group on isomorphism classes {X} of varieties X subject to the scissors relations
{X} = {X \ Z} + {Z} for closed subvarieties Z ⊂ X . We denote this ring by
K0(Vark). Its multiplicative structure is induced by {X} · {Y } = {X × Y } for
varieties X and Y .
A fundamental question regarding K0(Vark) is for which groups G the multi-
plicativity relation {T } = {G} · {S} holds for all G-torsors T → S. If G is special,
in the sense of Serre and Grothendieck, this relation always holds. However, it was
shown by Ekedahl that if G is a non-special connected linear group, then there
exists a G-torsor T → S for which {T } 6= {G} · {S} in the ring K0(VarC) and its
completion K̂0(VarC) [12, Theorem 2.2].
One can also construct a Grothendieck ring K0(Stackk) for the larger 2-category
of algebraic stacks. We will recall its precise definition in Section 2. This ring was
studied by Ekedahl in a series of preprint [12, 13, 14]. Similar constructions have
also been studied independently by other authors [3, 18, 24].
The ring K0(Stackk) is the localisation of the ring K0(Vark) in the class L of the
affine line and in all cyclotomic polynomials in L. In particular, the canonical map
from the Grothendieck of varieties to its completion factors through K0(Stackk),
so the results regarding the multiplicativity relations for torsors stated above hold
also in K0(Stackk). When considering stacks, the universal torsor Spec k → BG
for a given group G is of particular interest. Here BG denotes the classifying
stack for the group G. This torsor is universal in the sense that every other torsor
may be obtained as a base change of it. Since the class of the base Spec k is the
multiplicative identity in K0(Stackk), the multiplicativity relation for the universal
torsor implies that the class of BG is the inverse of the class of the group G itself.
In this article, we study the multiplicativity relation for the universal PGLn-torsors
for some small n. We state the main result.
Theorem A. Let n = 2 or n = 3, and let k be any field in which n! is invertible,
and which contains all n-th roots of unity. Then we have {BPGLn} = {PGLn}−1
in K0(Stackk).
Note that the groups PGLn are non-special for n > 1. In particular, it follows that
the multiplicativity relation for a universal G-torsor does not imply the multiplica-
tivity relation for arbitrary G-torsors. This gives a negative answer to the question
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raised in [3, Remark 3.3]. Other counter-examples to this is given in the recent
paper [10], where the motivic classes of the classifying stack for orthogonal linear
groups are computed.
The techniques for computing the classes involves finding suitable linear repre-
sentations for the groups and then stratifying the spaces corresponding to these
representations into orbits in a similar way as demonstrated in [13, Section 4]. In
the case n = 3, we use the natural action of PGL3 on the space of plane curves of
degree 3. The computations make use of the simple classification of such curves.
It should be emphasised that this method does not scale well with n. Presumably,
already the case n = 4 would be well out of reach.
In the process of computing the class of the classifying stacks BPGLn, we will
also compute the corresponding classes for several other groups. Most notably, the
subgroup PNn of monomial matrices in PGLn shows up, both in the case n = 2 and
n = 3. Since this group is not connected, one should not expect the class of BPNn
to be the inverse of the class of PNn. Instead the expected class is L
n(n−1)/{PGLn}.
We prove that for small n this is the actual class.
Theorem B. Let n = 2 or n = 3, and let PNn denote the subgroup of monomial
matrices in PGLn. Then we have the relation {BPNn} = L
n(n−1)/{PGLn} in
K0(Stackk) for any field k.
By expected in this context, we mean that given that BPNn is a rational function
in L, it has to be this class. To prove that the class actually is rational in L, we use
the fact that BPNn can be identified with the classifying stack for a torus relative
to the base BΣn. Here Σn denotes the symmetric group of n symbols. For small n
the dual of this torus is stably rational in a relative sense which we make precise in
Section 3. But this is exceptional for small n and is known to be false for large n.
Hence the method of proof does not generalise. In fact, the failure of the torus of
being stably rational might even be taken as an indication that the class of BPNn
might not be the expected for large n.
Outline. In Section 1, some preliminaries are given in order to give references and
establish notation and conventions. Section 2 summaries some basic results from
[13] on the Grothendieck ring of stacks. In Section 3, we study certain universal
tori and compute their classes as well as the classes of their classifying stacks in
K0(Stackk). This generalises and applies results from a non-stacky context by
Ro¨kaeus [23]. In the following section, we use this to get a proof of Theorem B.
The rest of the sections are dedicated to the proof of Theorem A. We relate the
problem to computing the class of the moduli space of plane degree 3 curves up to
projective equivalence in Section 5, as well as computing the class of the subspace
of singular curves. Here we use some information regarding stabilisers of plane
degree 3 curves, which are summarised in Appendix A.
Finally, we compute the class of the open locus of smooth curves. This is done
by describing the locus as the classifying stack of the 3-torsion subgroup of the
universal curve over the moduli stack of elliptic curves. This moduli description is
established in Section 6, and the actual computation of the class is done in Section 7.
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1. Preliminaries
By default, our schemes, algebraic spaces and algebraic stacks will be of finite
presentation over a field. We will also assume that our stacks have affine, but not
necessarily finite, stabilisers. In particular, this ensures that our algebraic spaces
have open dense schematic loci [19, Proposition II.6.7], and that they admit finite
stratifications into locally closed subspaces which are schemes. Furthermore, the
conditions on algebraic stacks imply that they admit finite stratifications into locally
closed substacks which are global quotients of schemes by general linear groups [21,
Proposition 3.5.9].
We will often use the functor of points perspective, and will frequently identify
schemes and varieties with their functor of points. When talking about sheaves, we
will, by default, work over the site of schemes over a given base, and we will use the
fppf topology. The symbols ∅ and ∗ are used for the initial and terminal objects in
the associated sheaf category. We will usually refer to sheaves of groups simply as
groups.
Torsors will play an important role in this work. The canonical reference for
torsors is Giraud’s book on non-abelian cohomology [15]. A shorter and more basic
introduction is given in Milne’s book on e´tale cohomology [22, Section III.4]. Recall
that a pseudo-torsor for a group G is a sheaf of G-sets T on which G acts freely
and transitively. If G is non-commutative, we will usually assume that G acts on
T from the right. By free and transitive, we mean that the map T ×G → T × T
given by (t, g) 7→ (t, t · g) is an isomorphism. If in addition the map T → ∗ is a
local epimorphism, we call T a torsor. The torsors for a group G are classified by
the classifying stack BG. When we want to be explicit about the base S, which in
general will be a stack, we use the notation BSG.
Given a G-torsor T and a left G-space F , we may form the contraction product
T ×G F . This is defined as the quotient of the product T × F by the equivalence
relation (t · g, x) ∼ (t, g · x) for any g ∈ G. The contraction product is locally
isomorphic to F , and we call it the F -fibration associated to the torsor T . The
torsor may be recovered by taking IsomG(T ×
G F, F ), giving an equivalence of
categories between F -fibrations with structure group G and G-torsors.
We recall some terminology and basic facts about groups of multiplicative type,
the standard reference being [9, Expose´ VIII–X]. A more elementary treatment in
the case where the base is affine is given in [27].
Given a group G, we may consider its Cartier dual, which we denote by G∨. This
is defined as the sheaf Homgr(G,Gm). By a diagonalisable group, we mean a finite
product of groups µn of n-th roots of unity and multiplicative groups Gm. These
are exactly the Cartier duals of finitely generated abelian groups. A group which
is diagonalisable after a finite e´tale base change is called a group of multiplicative
type. If no base change is needed, the group is said to be split. Note that these
definitions are less general than those given in [9]. In particular, all our groups of
multiplicative type are assumed to be isotrivial and of finite type.
A group T over a base S which locally is the Cartier dual of a lattice L is called
a torus. The torus T is determined by the lattice L together with a continuous
action of the e´tale fundamental group of S. The torus corresponding to the dual
lattice HomZ(L,Z) is called the dual torus, and we denote it by T
◦. A torus
is called quasi-split if it corresponds to a permutation representation of the e´tale
fundamental group of the base. Such a group can also be described as the Weil
restriction RS′/SGm of Gm along a finite e´tale morphism S
′ → S.
Finally, we recall some facts about special groups. These were studied by Serre
and Grothendieck [7], and they made a complete classification in the case of reduced
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groups over an algebraically closed field. We make a definition, which also works
when we are working with group objects over stacks.
Definition 1.1. Let S be an algebraic stack, and let G be an algebraic group over
S. We say that G is special provided that every G-torsor over any field K over S
is trivial.
Examples of special groups are GLn, SLn, Sp2n, Ga and Gm and extensions thereof,
whereas PGLn is not special. In particular, split tori are special since they are
products of Gm. Non-split tori need not be special in general, but quasi-split tori
are, also when considered over a general base.
Proposition 1.1. A quasi-split torus T over any base stack S is special.
Proof. We may assume that S = S is the spectrum of a field. First note that T is
isomorphic to the group of units of a locally free sheaf of OS-algebras A of finite
rank. Indeed, let S′ → S be a Galois extension splitting T with corresponding
Galois group Γ. Then, since T is quasi-trivial, it corresponds to the Γ-equivariant
sheaf of groups O×S′ × · · · × O
×
S′ where Γ acts by permuting the factors. This is
on the other hand the group of units in the Γ-equivariant sheaf of OS′ -algebras
OS′ × · · · ×OS′ with the corresponding permutation action. This sheaf of algebras
descends to our desired A on S.
By flat descent for quasi-coherent sheaves, the fibred category of sheaves of A -
modules is a stack for the fppf topology. The A ×-torsors classify the rank 1 locally
free sheaves for A . Such sheaves trivialise Zariski-locally on SpecA , and since
SpecA is finite over S, the sheaves trivialise Zariski locally also over S. It follows
that the A ×-torsors trivialise over S, which concludes the proof. 
2. The Grothendieck group of stacks
In this section, we define the Grothendieck ring of stacks and summarise some
of its basic properties. Most of the results in this section are already described in
[13] or are simple consequences of results described there.
Since it is sometimes convenient to work with the relative Grothendieck ring,
we state the results in this generality. Let S be an algebraic stack. We let StackS
denote the 2-category of finitely presented algebraic stacks over S. The subcategory
of stacks which are representable by algebraic spaces over S is denoted by SpaceS .
Although many of the definitions and results would make sense in a more general
setting, we will, for simplicity, assume that the base S is of finite presentation over
a field.
Definition 2.1. Let S be an algebraic stack. The Grothendieck ring of algebraic
stacks over S is denoted by K0(StackS). As a group it is presented by generators
{X}, being equivalence classes of objects X in Stackk, subject to the relations
GS1 {X} = {Z}+ {X \ Z} if Z is a closed substack of X ,
GS2 {E} = {An ×X} if E → X is a vector bundle of constant rank n.
This group is endowed with a natural ring structure, with multiplication defined by
{X} · {Y} := {X ×S Y}. The multiplicative identity is given by the class 1 := {∗}
of the base S, and the additive identity is given by the class 0 := {∅} of the empty
space. The class {A1S} of the affine line relative to S is called the Lefschetz class
and is denoted by L. The axiom GS1 is sometimes called the scissors relation. The
Grothendieck ring of algebraic spaces, denoted by K0(SpaceS), is defined similarly,
but with the category SpaceS taken as the underlying category.
Note that if we work over a a field k, we have natural inclusions Vark → Schk →
Spacek of categories, where Vark denotes the category of varieties over k and Schk
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denotes the category of finite type schemes over k. These inclusions induce ring
homomorphisms
K0(Vark)→ K0(Schk)→ K0(Spacek),
on the corresponding Grothendieck rings, which are all isomorphisms. Also, in this
case the relation GS2 is redundant, as we will see from Proposition 2.1 whose proof
does not use this relation. In particular, the ring K0(Spacek) is identical to the
usual Grothendieck ring of varieties.
Next, we describe how the relative Grothendieck rings over different bases are
related to each other. Let f : S ′ → S be a morphism of algebraic stacks. We get a
natural map f∗ : K0(StackS)→ K0(StackS′) induced by pulling back stacks along
f . This is easily seen to be a ring homomorphism taking L in K0(StackS) to L in
K0(StackS′). Since, by our assumptions, the morphism f is of finite presentation,
we also have a map f∗ : K0(StackS′)→ K0(StackS) in the other direction. This is
induced by post-composition with f . This is a homomorphism of the underlying
groups, and we have a projection formula
f∗
(
f∗(a) · b
)
= a · f∗(b), a ∈ K0(StackS), b ∈ K0(StackS′),
making f∗ a K0(StackS)-module homomorphism. Of course, similar formulae hold
if we instead work with K0(SpaceS′) and K0(SpaceS), but for f∗ to be defined, the
morphism f has to be representable by algebraic spaces.
2.1. Classes of fibrations. We need several results regarding relations associated
to fibrations in the Grothendieck rings. For convenience, we also include most of
the proofs.
Proposition 2.1. Let E → S be a fibration of algebraic spaces with fibre F . As-
sume that the fibration is associated to a torsor for a special group. Then {E} = {F}
in K0(SpaceS).
Proof. We may without loss of generality assume that E and S are reduced. By our
standard assumptions on algebraic spaces, the schematic locus of S is non-trivial.
Since the fibration is associated to a special group G, there is a generic point in the
schematic locus of S over which the fibration is trivial. Hence there is an open set U
over which EU → U is isomorphic to U × F → U . It follows that {EU} = {F}{U}
in K0(SpaceS). If we let Z be the reduced closed subscheme of S with complement
U , then also EZ → Z is associated to a G-torsor. Under the hypothesis that
{EZ} = {F}{Z}, we may therefore conclude that indeed {E} = {F}{S} since
{E} = {EU}+{EZ} and {S} = {U}+{Z} by the scissors relation. Hence the result
follows by noetherian induction on S, the statement for S = ∅ being trivial. 
Note that if S in the proposition above is of finite presentation over S0 and F
defined over S0, then the projection formula gives the relation {E} = {F}{S} in
K0(SpaceS0). Note also that Axiom GS2 is not used in the proof. Since GS2 is
actually a consequence of the proposition, we see that the axiom is redundant in
this situation.
Proposition 2.2. Let n be a natural number and T → S be a GLn-torsor of
algebraic stacks. Then we have the relation {T } = {GLn}{S} with {GLn} =∏n−1
i=0 (L
n − Li) in K0(Stackk). In particular, since ∗ → BGLn is a GLn-torsor,
we have that 1 = {GLn}{BGLn}, so {GLn} is invertible in K0(Stackk).
Proof. Let E → S be the vector bundle associated to the GLn-torsor T → S. For
1 ≤ i ≤ n, consider the map E i →
∧i E from the i-th fibre power to the i-th
exterior power over S taking an i-tuple of sections to their exterior product. Define
the stack Fi to be the complement of the pullback of the zero section along this
map in E i. Informally, we may think of this as the stack of i-tuples of linearly
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independent vectors in E . In particular F0 ≃ S and Fn, being the frame bundle of
E , is isomorphic to T as GLn-torsors over S.
The stack E ×S Fi is a rank n vector bundle over Fi. The map E ×S Fi →∧i+1 E ×S Fi defined by (v, v1, . . . , vi) 7→ (v ∧ v1 ∧ · · · ∧ vi, (v1, . . . , vi)) may be
viewed as a morphism of OFi-modules. Its kernel is a rank i vector bundle over
Fi whose complement in E ×S Fi is Fi+1. Hence the class of Fi+1 in K0(Stackk)
is (Ln − Li) · {Fi}, as seen by using Axiom GS1 once and Axiom GS2 twice. By
induction on i, we therefore get the relation
{T } =
n−1∏
i=0
(Ln − Li){S}.
The statement about the class of GLn follows from the special case where T = GLn
and S = ∗. The statement about a general GLn-torsor follows by substituting this
back into the displayed equation. 
Let Φ denote the set of cyclotomic polynomials in the indeterminate L and ΦL
denote the set Φ∪{L}. Note that inverting the classes of GLn for all natural num-
bers n in K0(SpaceS) is the same thing as forming the localisation Φ
−1
L K0(SpaceS).
Proposition 2.2 implies that we have a canonical factorisation
K0(SpaceS) Φ
−1
L K0(SpaceS)
K0(StackS)
η
of the natural map K0(SpaceS)→ K0(StackS). As shown in [13, Theorem 1.2], the
map η in the diagram above is an isomorphism.
Proposition 2.3. Let X → S be a morphism of stacks, and let C be a fixed element
in K0(Stackk). Assume that for each morphism S → S with S a scheme, we have
the relation {XS} = C · {S}. Then we also have the relation {X} = C · {S}.
Proof. If Z is a closed substack of S with complement U , it is enough to give a
proof for XZ → Z and XU → U separately. Indeed, Axiom GS1 gives us the
relations {X} = {XZ}+ {XU} and {S} = {Z}+ {U} which then would give us the
desired result. It follows by noetherian induction that it is enough to prove that the
proposition holds over a non-empty open subset of S. Hence we may assume that
S is a global quotient [S/GLn] with S a scheme. Consider the 2-cartesian square
XS X
S S.
The horizontal arrows are GLn-torsors, so by Lemma 2.2, we get the identities
{S} = {GLn}{S} and {XS} = {GLn}{X}. Combining these relations with the
hypothesis about pullbacks to schemes gives {GLn}{X} = C · {GLn}{S}. Since
the factor {GLn} is invertible, we may cancel it to get the desired result. 
Corollary 2.4. Let G be a special group and let T → S be a G-torsor of algebraic
stacks. Then we have the relation {T } = {G}{S} in K0(Stackk). In particular,
since ∗ → BG is a G-torsor, we have that 1 = {G}{BG}, so {G} is invertible in
K0(Stackk). Furthermore, if F is an algebraic G-space and E → S is an F -fibration
associated to a torsor as above, then {E} = {F}{S}.
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Proof. This is a direct application of Proposition 2.3 to Proposition 2.1. 
Corollary 2.5. Let G→ H be a homomorphism of algebraic groups with H special,
and let F be an algebraic G-space with its G-action factoring through H. Assume
that X → S is an F -fibration of stacks associated to a G-torsor. Then {X} =
{F}{S} in K0(Stackk).
Proof. Denote the G-torsor by T → S. Since the action of G on F factors through
H , we may view F as an H-space, which we denote HF . Then we get a natural
identification F ∼= GHH ×H HF , where GHH is just the group H regarded as
a (G,H)-space. The fibration X is obtained by taking the contraction product
T ×G (GHH ×H HF ). Associativity of the contraction product gives that X is
equivalent to the HF -fibration associated to the H-torsor T ×G GHH . Since H is
special, the result follows from Corollary 2.4. 
2.2. Expected classes. By taking Euler characteristics with compact support,
one can get a heuristic assessment of what a class in K0(SpaceS) or K0(StackS)
ought to be. In [13, Section 2], Ekedahl uses a generalised Euler characteristics
taking values in the Grothendieck ring K0(Cohk) of mixed Galois representations.
This yields a ring homomorphism χc : K0(Spacek) → K0(Cohk). We also get an
induced ring homomorphism χc : K0(Stackk) → Φ
−1
L K0(Cohk), which we denote
by the same symbol. We also use the symbol L for the image of L in K0(Cohk).
Since the ring K0(Cohk) contains the polynomial ring Z[L], it follows the same
holds for K0(Spacek). Given a stack S, we can take a point ξ : Spec k → S. The
existence of the homomorphism ξ∗ : K0(SpaceS) → K0(Spacek) shows that also
K0(SpaceS) contains Z[L], and, by localising, that K0(StackS) contains Φ
−1
L Z[L].
Let X be an object in Stackk. Given that χc(a) lies in the subring Φ
−1
L Z[L]
of Φ−1L K0(Cohk), we call the corresponding class in K0(Stackk) the expected class
of X . As mentioned in the introduction, the actual class sometimes differs from
the expected class. Indeed, for a connected group G, we always have χc(T ) =
χc(G)χc(S) for G-torsors T → S, whereas the corresponding relation in K0(Stackk)
does not necessarily hold for non-special G. For a finite group G, we always have
χc(BG) = 1 (see [14, Proposition 3.1]). For symmetric groups, the expected value
is always assumed [14, Theorem 4.3].
Proposition 2.6 (Ekedahl). For each field k and each symmetric group Σn, we
have {BΣn} = 1 in K0(Stackk).
Ekedahl also gives examples of finite groups for which the class of the classifying
stack does not assume the expected value. For instance, we have {BZ/47Z} 6= 1 in
K0(StackQ) (see [14, Corollary 5.8]). However, for many smaller cyclic groups, the
class is the expected one (see [14, Section 3]).
Proposition 2.7 (Ekedahl). Let k be an arbitrary field, and p a prime number
from the set {2, 3, 5, 7, 11}. Then {BZ/pZ} = 1 in K0(Stackk).
2.3. Computing the class of a classifying stack. section which frequently will
be used in actual computations. We also make some sample computations.
Proposition 2.8. Let G be an affine group over a field k acting linearly on an
n-dimensional k-vector space V . Then we have the relations
{BG} = {[V/G]} · L−n = {[P(V )/G]} ·
L− 1
Ln − 1
in K0(Stackk).
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Proof. For the first equality, we apply Corollary 2.5, with GLn as our special group,
the space V as our fibre and the 1-morphism [V/G] → BG as our V -fibration
associated to the G-torsor ∗ → BG. For the second equality, we instead have the
fibre P(V ) and the P(V )-fibration [P(V )/G] → BG associated to the same torsor
as above. 
It should be stressed that it is crucial that the action of G on P(V ) comes from
a linear action on V in the proposition above.
Proposition 2.9. Let 1 → G → E → K → 1 be an exact sequence of algebraic
space groups, flat over an algebraic stack S, with E special. Then we have the
relation
{BSG} = {K}/{E}
in K0(StackS).
Proof. The action of E on K by left translation gives an E-torsor K → [K/E], so
{K} = {E}{[K/E]} by Corollary 2.4. By the same corollary, we know that the
class {E} is invertible. Hence the result follows follows from the fact that the stack
[K/E] is equivalent to BSG. 
Remark. Note that since E is special, it has affine fibres. This property is stable
under taking closed subgroups, so the same is true for G. Since G is assumed to
be flat, and also of finite presentation by our default assumption, over S, it follows
that its classifying stack is algebraic with affine stabilisers. Hence the statement
above makes sense.
As a direct application of Proposition 2.9, we compute the class of the classifying
stack of the group of n-th roots of unity.
Proposition 2.10. The class of the classifying stack Bµn for the group of n-th
roots of unity is trivial in K0(Stackk) for any field k.
Proof. Consider the Kummer sequence 1 → µn → Gm → Gm → 1. Since Gm is
special, the statement follows from Proposition 2.9. 
For more complicated groups G, it is harder to compute the class of the classi-
fying stack BG. Our strategy will be to find a linear representation V and invoke
Corollary 2.8. This reduces the problem to computing the class of the stack [V/G].
Stratifying V into locally closed G-invariant subschemes allows us to reduce the
problem further.
We end the section by working out some examples using the techniques described
in this section. The results will be used in the next section.
Proposition 2.11. Consider the group G = Gm ⋊ Σ2, with Σ2 acting as the
automorphism group of Gm. If 2 is invertible in the field k, then {BG} = L(L2 −
1)−1 in K0(Stackk).
Proof. To see this, consider the following action of G on P1. The subgroup Gm acts
by multiplication on the first homogeneous coordinate and by multiplication with
the inverse on the second. The subgroup Σ2 acts by permuting the homogeneous
coordinates. This action obviously comes from a linear action, so we may apply
Proposition 2.8 and get {BG} = {[P1/G]}(L+ 1)−1.
The G-space P1 has two orbits. A closed orbit containing the point (1 : 0)
and an open orbit containing (1 : 1). The stabilisers of these points are Gm and
µ2 × Σ2 respectively. Stratifying the stack [P1/G] according to these orbits gives
the relation {[P1/G]} = {BGm} + {B(µ2 × Σ2)}. Since Gm is special, we have
{BGm} = (L−1)−1. Furthermore µ2×Σ2 = µ2×µ2 under our assumptions on the
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base field, so B(µ2 × Σ2) is isomorphic to Bµ2 × Bµ2 which has class 1 according
to Proposition 2.10. Combining these relations gives the desired result. 
Proposition 2.12. Consider the subgroup G = µn⋊Σ2 of the group Gm⋊Σ2 from
the previous proposition. Assume that 2 is invertible in the field k and that 4 does
not divide n. Then {BG} = 1 in K0(Stackk).
Proof. If n = 2q, with q odd, then we have an isomorphism G ≃ µ2 × (µq ⋊ Σ2)
which gives BG ≃ Bµ2 × B(µq ⋊ Σ2). This reduces the problem to the case when
n is odd.
By using the same representation of G on P1 as in the proof of the previous
proposition, we get the relation {BG} = {[P1/G]}(L+1)−1. As before, we may also
isolate the closed orbit {0,∞} to get the relation {[P1/G]} = {Bµn} + {[U/G]} =
1 + {[U/G]}, where U denotes the complement. Since the subgroup µn acts freely
on U , we have an isomorphism [U/G] ∼= [(U/µn)/Σ2]. Here U/µn ∼= Gm on which
Σ2 acts as the automorphism group of Gm. This action has two fixed points,
namely ±1. The quotient Gm/Σ2 is isomorphic to A1. Therefore, the quotient
(Gm\{±1})/Σ2 is isomorphic to A1 minus two points. Hence the usual stratification
argument gives {[Gm/Σ2]} = 2{BΣ2}+L−2 = L. The result follows by combining
the relations. 
3. Universal tori
In this section, we investigate certain quasi-split tori over stacks. We will also
look at a larger class of tori, which we call stably rational in analogy with the
situation where we work over a field.
Definition 3.1. Let G be a finite group and E a finite G-set. The torus
R[E/G]/BGGm
obtained as the Weil restriction of Gm along the natural map [E/G]→ BG is called
the universal quasi-split torus associated to the G-set E. In the special case when
E is the Σn-set [n], which makes [E/G] isomorphic to BΣn−1, we simply call the
associated torus RBΣn−1/BΣnGm the universal quasi-split torus of rank n.
The universal quasi-split torus of rank n can also be described as the stack-quotient
[Gnm/Σn], where Σn acts on G
n
m by permuting the factors. It is universal in the
sense that any rank n quasi-split torus can be obtained from it via base change.
Indeed, for any finite, e´tale morphism S′ → S of degree n, we may consider the
configuration space Confn S′/S. This is, by definition, the n-fold fibre-product of
S′ over S with the big diagonal removed. The space Confn S′/S is a Σn-torsor over
S, and therefore corresponds to a morphism S → BΣn to the classifying stack for
Σn. The torus RS′/SGm is isomorphic to the pull-back of of the rank n universal
quasi-split torus RBΣn−1/BΣnGm along this morphism.
A torus T over a field is called stably rational if there exists a split torus Gnm such
that T ×Gnm is a rational variety. Due to a theorem by Voskresenski˘ı [25], a torus
over a field is stably rational if and only if it fits into an exact sequence of tori
1→ T1 → T2 → T → 1
with T1 and T2 quasi-split. This motivates the following definition.
Definition 3.2. A torus T over an arbitrary base S is called stably rational if it
fits into an exact sequence of tori
1→ T1 → T2 → T → 1
with T1 and T2 quasi-split over S.
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Since quasi-split tori are special, we can easily express the classes of their clas-
sifying stacks in terms of the classes of the tori themselves.
Proposition 3.1. Let T be a stably rational torus over a base S, which might be
an algebraic stack, fitting into the exact sequence
1→ T1 → T2 → T → 1,
with T1 and T2 quasi-split. Then {T } = {T2}/{T1} and {BT ◦} = {T1}/{T2} in the
ring K0(StackS). Here T
◦ denotes the torus with character lattice dual to that of
T .
Proof. The first statement follows by Corollary 2.4 since T2 → T is a T1-torsor and
T1 is special. The second statement follows by dualising the sequence and applying
Proposition 2.9, using the fact that quasi-split tori are self dual. 
It is possible to compute the class of a quasi-split torus in the Grothendieck ring
of algebraic spaces explicitly. This has been done by in [23] for tori over fields and
in [4] in the relative setting. The class of a quasi-split torus may be expressed in
terms of classes in the Burnside ring. A standard reference regarding Burnside
rings, the ring of super central functions and their lambda ring structures is [19].
We briefly recall the theory we need below.
Let G be a finite group. The Burnside ring A(G) is the Grothendieck ring
associated to the category of finite G-sets. The ring A(G) has a natural structure
of pre-lambda ring induced by symmetric powers as follows. The class of the i-th
symmetric power of a G-set E in A(G) is denoted by σi(E), and we define the
power series σs(E) =
∑
i≥0 σ
i(E)si. The operation σs extends to a pre-lambda
ring structure on A(G). The dual operator is denoted by λs and is defined by the
relation λ−sσs = 1.
Let k be a field and G be a finite group. Then there is a natural ring homomor-
phism A(G) → K(SpaceBG) from the Burnside ring to the relative Grothendieck
group over the classifying stack BkG. The homomorphism takes the class of a
G-set E to the class of the stack quotient [E/G] → BG. We will also consider
the extension A(G)[ℓ] → K(SpaceBG) of the map to the polynomial ring A(G)[ℓ]
where ℓ maps to the class of LBG → BG. We state the theorem about the explicit
expression for the class of a quasi-split torus in this setting.
Proposition 3.2. Let G be a finite group and E a finite G-set with n elements.
Then the class of the universal quasi-split torus R[E/G]/BGGm in K(SpaceBG) is
the image of the element
(ℓ − 1)E :=
n∑
i=0
(−1)iλi(E)ℓn−i
in A(G)[ℓ] under the ring homomorphism A(G)[ℓ] → K(SpaceBG) described in the
paragraph preceding the proposition.
Here we treat (ℓ−1)E just as short hand notation for the right hand side. If G acts
trivially, we have the equality (ℓ − 1)E = (ℓ − 1)|E|, which motivates the notation.
The original theorem regarding the class of the torus L× for a degree n sepa-
rable algebra extension L/k is recovered by letting f : Spec k → BΣn be the map
corresponding to the BΣn-torsor Conf
n L/k and applying the ring homomorphism
f∗ : K0(SpaceBΣn) → K0(Vark), which respects the pre-lambda structure, to the
class of the rank n universal torus.
Computations in the Burnside ring can often be made very explicit with the
use of the ring SCF(G) of super central functions for G. The elements of SCF(G)
are integer valued class functions on the set of subgroups of G. That is, functions
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which are constant on conjugacy classes. Addition and multiplication is defined
elementwise. Given a G-set E, and a subgroup H ⊂ G, the H-mark of E is defined
as the number of fixed points of E under the natural H-action on E obtained by
restriction. Since the number of fixed points only depends on the conjugacy class
of H , taking marks for all subgroups of G gives a super central function. This
induces a map A(G) → SCF(G), which turns out to be a ring homomorphism.
By a classical result by Burnside [6, §180], this homomorphism is injective. The
pre-lambda ring structure on A(G) extends to SCF(G) in natural way. We also get
an injective function A(G)[ℓ] → SCF(G)[ℓ] of polynomials. Using this, we get a
more explicit description of the expression (ℓ − 1)E in terms of marks.
Proposition 3.3. Let G be a finite group and E a finite G-set. Let H ⊂ G be
a subgroup and let w1, . . . , wr be the length of the orbits of E under the natural
H-action. Then the H-mark of (ℓ − 1)E is given by the polynomial
(ℓw1 − 1) · · · (ℓwr − 1)
in Z[ℓ].
Proof. Since the pre-lambda ring structure is functorial with respect to restriction,
it is enough to consider the case when H = G. First we prove that the G-marks of
σs(E) is given by the power series
1
(1− sw1) · · · (1− swr)
.
By the relation σs(E + F ) = σs(E)σs(F ) for G-sets E and F , it is enough to
consider the case when G acts transitively on E. Denote the cardinality of E by
w. An unordered tuple (x1, . . . , xn) ∈ Symmn(E) is a fixed point if and only if
each element of E occurs in the tuple an equal number of times. Hence we have
one fixed point if w|n and zero fixed points otherwise. This gives us the G-mark
1/(1− sw) as desired.
Since λ−s(E)σs(E) = 1, it follows that
|E|∑
i=0
(−1)iλi(E)si = (1− sw1) · · · (1− swr).
Substituting ℓ for s−1 and multiplying with ℓ|E| gives the desired identity. 
Since we also want to use the Burnside ring to compute the classes of stably
rational tori in K0(StackBG), we need to invert the classes of the form (ℓ− 1)E . It
turns out that it is enough to invert the set Φ ⊂ A(G)[ℓ] of cyclotomic polynomials
in the variable ℓ.
Proposition 3.4. Let G be a finite group and E a finite G-set. Then the class
(ℓ − 1)E :=
n∑
i=0
(−1)iλi(E)ℓn−i
in A(G)[ℓ] is invertible in Φ−1A(G)[ℓ].
Proof. It is enough to prove that given an element (ℓ−1)S = f = a0+a1ℓ+· · ·+asℓs,
there exists an element g = b0 + b1ℓ + · · · + brℓr in A(G)[ℓ] and a cyclotomic
polynomial h = c0 + c1ℓ + · · · + cr+sℓ
r+s such that fg = h. We first consider the
elements f , g and h as elements in SCF(G)[ℓ]. Due to the explicit description in
Proposition 3, the polynomial fH ∈ Z[ℓ] is cyclotomic for all subgroups H ⊂ G.
Let h be the least common multiple of all fH where we let H range over a set of
representatives for the conjugacy classes of the subgroups of G. Now choose g such
that gH = h/fh for all subsets H of G. We need to prove that g actually comes
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from an element of A(G)[ℓ]. But this follows from the relations ci =
∑
i=j+k ajbk.
Indeed, since a0 is invertible in A(G), we can solve for bi, and thus express bi in
terms of elements which lie in A(G) by induction on i. 
4. Groups of monomial matrices
A monomial matrix is a square matrix with exactly one non-zero element in
each row and each column. Fix a positive integer n. We denote the subgroup of
monomial matrices in GLn by Nn. By taking the quotient by the scalar matrices,
we get a corresponding subgroup PNn of PGLn. The groups PNn and Nn are the
normalisers of the groups of diagonal matrices in PGLn and GLn respectively.
Proposition 4.1. Let Nn be the subgroup of monomial matrices in GLn and let
Xn be the space GLn /Nn. Then {Xn} = Ln(n−1) and {BNn} = {Xn}/{GLn} in
K0(Stackk) for an arbitrary field k.
Proof. Since the space Xn is a GLn-torsor over BNn the two statements in the
proposition are equivalent. Consider the usual linear action of Nn on V = k
n. The
action has n+ 1 orbits Vi, 0 ≤ i ≤ n, with Vi being the subvariety of V consisting
of points with exactly i of the coordinates vanishing. This gives a stratification
of the stack [V/Nn] in locally closed substacks [Vk/Nn] for 0 ≤ i ≤ n. Since
the stabiliser of a point in Vi is isomorphic to Ni×Σn−i, we have isomorphisms
[Vi/Nn] ≃ BNi×BΣn−i. By applying Proposition 2.8, we get the recurrence rela-
tion
{BNn}L
n = {BN0}{BΣn}+ {BN1}{BΣn−1}+ · · ·+ {BNn}{BΣ0}.
By Proposition 2.6, we have {BΣi} = 1 for all i. Solving the equation above, using
the recurrence relation {GLi+1} = (Li+1 − 1)Li{GLi} for the class of the general
linear group, yields the desired expression for {BNn} in K0(Stackk). 
The quotient space Xn = GLn /Nn is the configuration space of n unordered
points in general position in Pn−1. This space can also be described as the quotient
PGLn /PNn, making it a PGLn-torsor over BPNn. Hence the expected class of
BPNn in K0(Stackk) is L
n(n−1)/{PGLn}. However, to determine whether this
really is the actual class, seems to be much harder than computing the class of
{BNn}. For the case n = 2, we have already done it in the previous section, since
PN2 is isomorphic to Gm ⋊ Σ2. In general, the problem is related to determining
the class of the classifying stack of a stably rational torus.
We first describe the problem from a slightly more general perspective. Let N
be an algebraic group and G a finite group acting on N by group isomorphisms.
Then we have a split exact sequence 1 → N → N ⋊G → G→ 1, which induces a
2-cartesian square
BN BN ⋊G
∗ BG.
of classifying stacks. From this, we see that the map f : BN ⋊G→ BG is a gerbe,
which is neutral since the exact sequence of groups is split. In fact, the gerbe can
be viewed as the classifying stack BBG[N/G] associated to the group object [N/G]
over BG.
Applying this to the group Nn of monomial matrices in GLn, we see that BNn
is isomorphic to the classifying stack of RBΣn−1/BΣnGm over BΣn. Similarly, the
classifying stack for the group PNn is isomorphic to the classifying stack of the
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quotient (RBΣn−1/BΣnGm)/Gm over BΣn. This allows us to use the methods from
the previous section to compute class of BPNn for all n for which the dual of the
group (RBΣn−1/BΣnGm)/Gm is stably rational.
Proof of Theorem B. Assume that n = 2 or n = 3. According to the discussion
above, the stack BPNn is the classifying stack of a (n− 1)-dimensional torus over
BΣn. The dual of this torus is stably rational, since all tori of dimension less or equal
than 2 are stably rational [26, §4.9]. Now we apply Proposition 3.1, 3.2 and 3.4.
It follows that its classifying stack has a class of the form f/g in K0(StackBkΣn),
where f is a polynomial in L with coefficients in the image of A(Σn), and g is a
product of cyclotomic polynomials. Since 1/g is defined in K0(Stackk), the push
forward of the class f/g along BkΣn → Spec k can also be described as f/g in
K0(Stackk) by the projection formula. By the assumption on n, we have {BH} = 1
in K0(Stackk) for each subgroup H ⊂ Σn according to Proposition 2.6 and 2.7.
Hence f has integer coefficients in K0(Stackk), so the quotient f/g is rational in L.
As discussed in Section 2.2, it follows that the class must coincide with the expected
class, which we have seen is Ln(n−1)/{PGLn}, and Theorem B follows. 
The method in the proof fails already for n = 4. Indeed, let V be the Klein four
group, and consider the dual of (R∗/BV Gm)/Gm. This torus is not stably rational
by [26, §4.10]. Hence also the dual of (RBΣ3/BΣ4Gm)/Gm fails to be stably rational,
since the former torus can be obtained as a base change of the latter.
5. Projective linear groups
In this section, we start our investigation of the classes of BPGLn in the Gro-
thendieck group K0(Stackk). The direct approach described here is only feasible
for n = 2, 3. We start by outlining the general approach.
Let V be an n-dimensional vector space and denote by Hd,n := P
(
(SdV )∨
)
the
space of degree d hypersurfaces in P(V ). Since PGLn is the automorphism group of
P(V ), we get an induced action by PGLn on H
d,n. In the cases when d is a power
of n, this action comes from a linear representation of PGLn. Indeed, assume that
d = ns and consider the action of GL(V ) on the space (SdV )∨ of d-forms given by
α · f = v 7→ (detα)sf(α−1(v)), α ∈ GL(V ), f ∈ (SdV )∨.
Since the centre of GL(V ) acts trivially, we get a linear representation of PGLn on
the space (SdV )∨, and Hd,n is its projectivisation.
The fact that the PGLn-action on H
n := Hn,n is induced by a linear represen-
tation allows us to apply Proposition 2.8, which gives
{BPGLn} = {[H
n/PGLn]}
L− 1
Lr − 1
, r =
(
2n− 1
n
)
This reduces the problem of computing the class of BPGLn to computing the class
of the stack quotient [Hn/PGLn].
Denote by Hnsing the closed subspace of H
n of singular hypersurfaces and let Hnns
denote its complement. Since smoothness is invariant under projective equivalence,
this gives a stratification of [Hn/PGLn] into corresponding substacks [H
n
ns/PGLn]
and [Hnsing/PGLn].
5.1. The class of BPGL2. Now we prove Theorem A in the case n = 2. In this
case, the space H2 parametrises hypersurfaces of degree 2 in P1. In order to avoid
non-reduced stabilisers, we assume that 2 is invertible in the base field k.
The spaces H2ns and H
2
sing consist of one orbit each. Let xy and x
2 be represen-
tatives for these orbits and let Gxy and Gx2 denote the corresponding stabilisers.
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We prove that the group Gx2 is isomorphic to Ga ⋊ Gm. This follows if we
prove that the stabiliser of the corresponding action of GL2 is the subgroup of lower
triangular matrices. This is easily seen to be true on geometric points. Furthermore,
a general element I + ε(aij) of LieGL2 takes the form x
2 to x2+2xε(a11x+ a12y).
Since we are in characteristic 6= 2, this forces a12 = 0 for an element of the stabiliser
of x2. Hence the dimensions of the Lie algebra and the group coincides. This proves
that the stabiliser is smooth and so is determined by its points.
The stabiliser of xy in GL2 is the subgroup N2 of monomial matrices. As in the
previous case, this is first verified on points. A similar Lie-algebra computation
as above, gives that the stabiliser is smooth regardless of the characteristic of the
field. Taking the quotient with the scalar matrices gives Gxy = PN2.
The group Gx2 = Ga⋊Gm is special, so the class of its classifying stack is simply
the inverse (L(L − 1))−1 of the class of the group by Corollary 2.4. The class of
BPN2 is L(L
2 − 1)−1 by Theorem B. Combining these results gives the expression(
1
L(L− 1)
+
L
L2 − 1
)
L− 1
L3 − 1
=
1
L(L2 − 1)
for the class of BPGL2. This is indeed the inverse of the class of PGL2.
5.2. The classes corresponding to singular plane cubics. In this section we
compute the class of [H3sing/PGL3]. In order to avoid reduced stabilisers, we assume
that 6 is invertible in the base field k. The orbits of H3sing correspond to the eight
singular cubics in P2 listed in Appendix A. This gives a stratification of the stack
quotient [H3sing/PGL3] into eight locally closed subspaces. Since each orbit of H
3
sing
contains a rational point, the strata of [H3sing/PGL3] are isomorphic to classifying
stacks of the stabilisers of the respective points. Again, according to the appendix,
these stabiliser groups are
a) G2a ⋊GL2, b) G
2
a ⋊G
2
m, c) G
2
a ⋊G, d) PN3,
e) PN2, f) Ga ⋊Gm, g) Gm, h) µ3 ⋊ Σ2
and we will compute the classes of their classifying stacks to
a) L−3(L+ 1)−1(L− 1)−2 b) L−2(L− 1)−2 c) L−2(L− 1)−1
d) L3(L2 − 1)−1(L3 − 1)−1 e) L(L2 − 1)−1 f) L−1(L− 1)−1
g) (L− 1)−1 h) 1.
Among these classes, all but the class in case c have already been treated. Indeed,
the groups in the cases a, b, f and g are special, so the classes of their classifying
stacks are inverses to the classes of the groups themselves. The classes in the cases
e and d were computed in the previous section and h was given by Proposition 2.12.
In case c, we have the group G2a ⋊ G, where G is the subgroup Gm ⋊ Σ3 of
GL2 generated by its centre and the embedding of Σ3 induced by its irreducible
2-dimensional representation. The inclusions G →֒ GL2 and G
2
a ⋊G →֒ G
2
a ⋊GL2
both give rise to the same quotient space. Since both groups on the right hand side
of these arrows are special, we get the relation
{BG}{GL2} = {B(G
2
a ⋊G)}{G
2
a ⋊GL2}
by Proposition 2.9. This reduces the problem of computing {B(G2a ⋊G)} to com-
puting {BG}. But G is isomorphic to Gm × Σ3, so {BG} = (L− 1)
−1. Hence, the
class of B(G2a ⋊G) is L
−2(L− 1)−1.
6. The gerbe of plane smooth cubics
Recall that Hns denotes the space of smooth degree 3 hypersurfaces in P
2. In the
last section, we saw how the class of BPGL3 was related to the class of the stack
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[Hns/PGL3]. We shall now study the stack quotient [Hns/PGL3] more closely. It
may be worth noting that in this section we will not need any restrictions on the
base we are working over. The results hold over SpecZ.
Since all degree 3 hypersurfaces in P2 are smooth genus 1 curves, it seems natural
to assume that [Hns/PGL3] is somehow related to the moduli stackM1,1 of elliptic
curves. The main result of this section is that [Hns/PGL3] is equivalent to the
neutral gerbe BM1,1E [3] overM1,1 associated to the 3-torsion subgroup E [3] of the
universal elliptic curve E . We do this by first establishing an equivalence to the
moduli stackM1,(3) of genus 1 curves polarised in degree 3, which we define in the
next section.
6.1. Moduli of polarised genus 1 curves. Consider a smooth genus 1 curve
C → S over a scheme. Recall that we have an exact sequence 1 → Pic0C/S →
PicC/S → Z → 1, where PicC/S is the Picard sheaf and the map to Z is the
degree map. The group PicC/S may therefore be written as a disjoint union of
sheaves PicdC/S which are pre-images of the integers d in Z. By a polarisation
of C in degree d, we mean a global section of the sheaf PicdC/S . Since for any
morphism S′ → S there is a natural identification of PicC/S ×S S
′ with PicCS′/S′ ,
we may pull back polarisations on C → S to CS′ → S′. This allows us to define
the fibred category M1,(d) of genus one curves polarised in degree d. The objects
are genus 1 curves together with degree d polarisations, and the morphisms are
cartesian squares respecting these polarisations. That M1,(d) is a stack follows
from the sheaf property of PicdC/S .
We want to establish an equivalence between the stack quotient [Hns/PGL3] and
M1,(3). First we give an explicit description of the pre-stack quotient as a category
fibred in groupoids over the category of schemes. Its object are the same as the
objects of Hns, i.e., smooth genus 1 curves embedded in P
2
T over some scheme T .
Now let f : T ′ → T be a morphism of schemes and let ι′ : C′ →֒ P2T ′ and ι : C →֒ P
2
T
be objects over T ′ and T respectively. A morphism from ι′ to ι over f is then given
by a pair (σ, α), where α is an automorphism of P2T ′ and σ : C
′ → C is a morphism
such that the diagram
C′ P2T ′
C P2T
σ P2(f)
α ◦ ι′
ι
is cartesian. Now we define a 1-morphism f : [Hns/PGL3] →M1,(3) of stacks. By
the universal property of stackification, it is enough to define it on the pre-stack
quotient, which we denote by [Hns/PGL3]
pre. It takes objects ι : C →֒ P2T to pairs
(C → T, [ι∗O(1)]) and morphisms (σ, α) to σ. Note that f is well-defined on objects
since smooth degree 3 hypersurfaces of P2 are smooth genus 1 curves and well-
defined on morphisms since the automorphism α does not affect the isomorphism
class of the pulled back line bundle.
Proposition 6.1. The 1-morphism f : [Hns/PGL3]→M1,(3) defined in the para-
graph above is an equivalence of stacks.
Proof. Let ι : C → P2T be an object of the pre-stack quotient [Hns/PGL3]
pre over
a scheme T , and denote the structure maps to T by q : C → T and p : P2T → T
respectively. We also use the shorthand notation L for the invertible sheaf ι∗O(1).
In order to prove that f is fully faithful, it is enough to prove that it induces an
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isomorphism between the automorphism group of ι : C → P2T in [Hns/PGL3] and
the automorphism group of (q : C → T, [L ]) in M1,(3).
First we will prove that the OT -module homomorphism p∗O(1) → q∗L corre-
sponding to the embedding as described in [11, §4.2] is an isomorphism. Since this
may be verified locally, we may assume that we have a short exact sequence of
quasi-coherent OP2 -modules
(6.1) 0→ O(−3)→ O → ι∗OC → 0.
Tensoring with the fundamental sheaf O(1) and using the projection formula on
the last term gives a new short exact sequence
0→ O(−2)→ O(1)→ ι∗L → 0.
Pushing this forward to T gives rise to the exact sequence
0→ p∗O(−2)→ p∗O(1)→ q∗L → R
1p∗O(−2).
The map in the middle is the canonical map mentioned above, and it is an isomor-
phism since both the first and last terms vanish [16, Thm. III.5.1]. This allows us to
assume that P2T = P(q∗L ) and that the embedding ι corresponds to the canonical
map ε : q∗q∗L → L .
The functor f is faithful. To prove this, it is enough to show that for any
automorphism of ι : C → P(q∗L ) of the form (idC , α), the P(q∗L )-automorphism
α is the identity. This may be verified locally. Hence we may assume that the
automorphism α is of the form P(β), where β is an OT -module automorphism of
q∗L . The criterion that α fixes the embedding ι is that there exists an OC -module
automorphism γ of L such that the diagram
q∗q∗L L
q∗q∗L L
q∗β γ
commutes. By using the adjunction property of the pair (q∗, q∗), we see that β
must be of the form q∗γ. The automorphism γ may be viewed as a global section
of O×C . If we apply p∗ to the exact sequence (6.1), we get the exact sequence
0→ p∗O(−3)→ p∗O → q∗OC → R
1p∗O(−3).
Since both p∗O(−3) and R1p∗O(−3) vanish, we see that q∗OC ∼= p∗O, with the
latter sheaf being isomorphic to OT . Hence q∗γ is a global section of O
×
T . It follows
that the automorphism α is the identity.
The functor f is full. To prove this, we need to verify that the map on auto-
morphisms is surjective. Let σ be a T -automorphism of C such that [σ∗L ] = [L ]
in PicC/T (T ). It is enough to show that σ locally is given by an automorphism
of P(q∗L ), so we may assume that σ
∗L ≃ L . The new embedding ι ◦ σ then
corresponds to the automorphism α : q∗L → q∗L given by s 7→ σ∗(s). It follows
that P(α) : P(q∗L )→ P(q∗L ) is our sought automorphism.
The functor f is essentially surjective. This may also be checked fppf-locally.
Hence, given an object (q : C → T, λ) ofM1,(3), we may assume that λ comes from
a line bundle L of degree 3 on C. The push forward q∗L is locally free of rank 3,
and we get an embedding of C into the projective bundle P(q∗L ). This is classic in
the case where the base is a field, and follows from a cohomology and base change
argument in the relative case. By extending the base further if necessary, we may
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assume that this bundle is P2T , so our object (q : C → T, λ) comes from an object
of [Hns/PGL3]
pre. 
6.2. An interlude on torsors. If A is a sheaf of abelian groups, the contraction
product of two A-torsors gives a new torsor. In particular, we may form contraction
powers T i of a torsor T . We may also take the inverse T−1 := IsomA(T,A), giving
the set H1(S,A) of isomorphism classes of torsors a group structure and the stack
BA the structure of a Picard stack. In the abelian case, the stack BA is isomorphic
to the stack Ext1(Z, A) of extensions of Z by A. The S-points of this stack are
short exact sequences
0→ AS → E → ZS → 0
of sheaves over S with morphisms of such sequences being isomorphisms of com-
plexes. Given such a short exact sequence, we get a corresponding torsor by taking
the elements in E mapping to 1. Conversely, given a torsor TS over S, we may form
the exact sequence
0→ AS →
∐
i∈Z
T iS → ZS → 0.
A more detailed account on this equivalence is given in [1, Expose´ VII]. It is interest-
ing to note that the decategorification of this functor induces the usual isomorphism
H1(S,A)→ Ext1(Z, A).
In order to describe M1,(3) as a classifying stack, we would like to reinterpret
polarisations in terms of torsors. It turns out that much of this may be worked out
in the general theory for torsors for abelian sheaves over an arbitrary site C. Hence
we make a short interlude, working in this generality.
Let A be a fixed sheaf of abelian groups on C. Given an A-torsor T and a
positive integer n, we have a map nT : T → T n taking a local section t of T to its
n-fold contraction power (t, . . . , t). In particular, nA : A → A is the map taking a
generalised point a to its n-fold product an using the group law. The kernel of this
map is the n-torsion subgroup of A, which we denote by A[n]. If A is an n-torsion
group, there is a canonical identification of T n with A for each A-torsor T .
Lemma 6.2. Let A be a sheaf of abelian groups on a site C and T an A-torsor. If
A is an n-torsion group, then the torsor T n has a canonical global section κ.
Proof. Fix an object S ∈ C such that T (S) is non-empty and let x, y ∈ T (S). Then
y = a · x for some group element a ∈ A(S). We have yn = (a · x)n = an · xn = xn,
since A is an n-torsion group. It follows that T n has a canonical S-point κS = x
n.
Taking a covering Si such that T (Si) has sections, the canonical local sections κSi
glue together to the global section κ. 
We define the category BnA, fibred over C, as the category of pairs (T →
S, λ : S → T n), where T → S is an A-torsor over some object S in C and λ is
a global section of T n. Morphisms are pullbacks of sheaves respecting the global
sections. Recall that the inclusion A[n]→ A induces a morphism BA[n]→ BA tak-
ing an A[n]-torsor T to the A-torsor T ′ = A×A[n] T . The canonical global section
κ of T n allows us to define a canonical global section (1, κ) of (T ′)n ∼= A×A[n] T n.
Hence we get a natural map
BA[n]→ BnA
through which BA[n]→ BA factors. This is not an equivalence in general, but we
have the following result.
Proposition 6.3. Let A be a sheaf of abelian groups, and assume that the map
nA : A→ A is surjective. Then the natural map BA[n]→ BnA is an equivalence of
stacks.
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Proof. We prove the equivalence by constructing a 2-inverse explicitly. Given an
object (T → S, λ), we may define the subsheaf Tλ ⊂ T over S as the pullback of
nT : T → T n along the map λ : S → T n. On S′-points, this may be described as
Tλ(S
′) := {x ∈ T (S′) | xn = λ in T n(S′)}.
From this description it is straightforward to verify that the A-action on T restricts
to a well-defined A[n]-action on Tλ. This is free and transitive, making Tλ a pseudo-
torsor for A[n]. Locally, the morphism nT is just nA, so nT is surjective. Hence
the same holds for the structure map Tλ → S, which proves that Tλ actually is a
torsor.
Given objects (T, λ) and T ′ in BnA and BA[n] respectively, we have natural
maps
η(T,λ) : A×
A[n] Tλ → T, εT ′ : T
′ → (A×A[n] T ′)(1,κ)
given on generalised points by (a, t) 7→ at and t 7→ (1, t) respectively. The reader
may verify that these are isomorphisms in the categories BnA and BA[n] respec-
tively. 
6.3. The stack of polarised genus 1 curves as a gerbe. Now we apply the
results from the previous subsection to our situation with the stackM1,(n) to show
that it is a gerbe over M1,1. However, we cannot use the result directly, since the
baseM1,1 is a stack rather than a scheme. Proposition 6.3 could be generalised to
this situation, but we shall instead just give the explicit description in this special
case. Since it should be easy to fill in the details, we shall allow ourselves to be
somewhat sketchy.
The fibred category BM1,1E [n] over schemes has pairs
(E → S, T → S),
as objects, where E → S is an elliptic curve and T → S is an E[n]-torsor. We will
use the rest of the section to prove the following proposition:
Proposition 6.4. The stack M1,(n) is equivalent to BM1,1E [n].
Consider the fibred category (Bn)M1,1E over schemes whose objects are triples
(E → S, T → S, λ : S → T n),
where E → S is an elliptic curve and T → S is an E-torsor. Now let (C →
S, λ : S → PicnC/S) be an object of M1,(n). Since the Picard sheaf PicC/S is an
extension of ZS by Pic
0
C/S , the component Pic
1
C/S is a Pic
0
C/S-torsor and Pic
n
C/S
is canonically isomorphic to its n-th contraction power. The group Pic0C/S is an
elliptic curve, being the Jacobian of a genus 1 curve. Hence we get a well-defined
1-morphism M1,(n) → (Bn)M1,1E over M1,1 taking the object to
(Pic0C/S ,Pic
1
C/S , λ : S → Pic
n
C/S).
Note that since C → S is a smooth genus 1 curve, there is a canonical isomorphism
C → Pic1C/S , so this 1-morphism has an obvious 2-inverse.
Now we consider the functor f : BM1,1E [n]→ (Bn)M1,1E . This is defined analo-
gously with the equivalence in the previous section by taking (E → S, T → S) to
(E → S,E ×E[n] T, (1, κ)). For an arbitrary scheme S and a morphism S →M1,1,
corresponding to an elliptic curve E → S, the functor above pulls back to the
functor fS : BSE[n]→ (Bn)SE. Since nE : E → E is an isogeny, and in particular
surjective on the underlying sheaves, we are now in the situation where we can
apply Proposition 6.3. Therefore fS , and hence also f , is an equivalence, and we
are done.
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Remark. Let k be a field and E/k an elliptic curve. Then the moduli interpretations
of the stacks BM1,1E [n], [Hns/PGL3] and M1,(n) respectively give the following
descriptions of equivalence classes of k-points mapping to E : Spec k →M1,1:
a) The set of isomorphism classes of E[3]-torsors over k.
b) The set of equivalence classes of embeddings C →֒ S, where C is an E-torsor
and S a 2-dimensional Brauer–Severi variety over k.
c) The set of equivalence classes of pairs (C, λ) where C is an E-torsor and λ
is a divisor class on C of degree 3.
Thus we recover three different more or less well-known interpretations of the coho-
mology groupH1(k,E[3]). For further discussion of these and other interpretations,
see [8, §1]).
7. Groups of 3-torsion points of elliptic curves
Fix an arbitrary prime ℓ and let S be a scheme over a field k. By a rank n
local system for Fℓ over a scheme S, we mean a sheaf V which is locally isomorphic
to an n-dimensional Fℓ-vector space considered as a constant sheaf. A symplectic
local system is a pair (V, ω), where V is a local system and ω : V × V → Fℓ is a
non-degenerate symplectic form.
Such local systems arise in the study of ℓ-torsion of elliptic curves E/S. In
general, the ℓ-torsion subgroup E[ℓ] of E is a degree ℓ2 finite flat group scheme
over S. If ℓ is invertible in k, then E[ℓ] is e´tale and becomes a local system for Fℓ.
The Weil pairing ω : E[ℓ]×E[ℓ]→ µℓ is a twisted symplectic form on E[ℓ], making
E[ℓ] self-dual. If k contains all ℓ-th roots of unity, then µℓ = Fℓ and (E[ℓ], ω) is a
symplectic local system of rank 2. We compute the class of BE[ℓ] in the case ℓ = 3
under these hypotheses on k.
Proposition 7.1. Let S be a scheme and let (V, ω) be a rank 2 symplectic local
system for F3 over S. Then the class {BSV
∨} = 1 in K0(StackS).
Proof. Since the question is Zariski local on S, we may assume that S is connected.
We first assume that ℓ is any prime.
Let Γ = π1(S, ξ) denote the e´tale fundamental group of S with respect to some
geometric point ξ ∈ S. Then the pair (V, ω) corresponds to a pair consisting of
a 2-dimensional Γ-representation over Fℓ and a Γ-invariant symplectic form. By
abuse of notation, we denote this pair by (V, ω) as well.
Let V0 ⊂ V denote the Γ-invariant subset where the origin in V has been re-
moved. Then the free abelian group Z[V0] on V0 has a natural structure of Γ-module
and we have a natural Γ-equivariant map Z[V0]→ V , which takes a formal sum of
elements of V0 to an actual sum in V . This gives rise to an exact sequence
0→ K → Z[V0]→ V → 0
of Γ-modules.
Denote the set of lines through the origin in V by P(V ). Then we have a
surjection V0 → P(V ) of Γ-sets inducing a surjection Z[V0]→ Z[P(V )] of Γ-modules.
If we restrict to the case when ℓ is odd, then the map K → Z[P(V )] given by
composition is also a surjection. Indeed, each standard basis element (µ : λ) of
Z[P(V )] lifts to 2(µ, λ)− (2µ, 2λ) in K.
The symplectic form ω allows us to define an endomorphism ϕ on Z[V0] by
[v] 7→
∑
ω(v,u)=1
[u], v, u ∈ V0.
This is Γ-equivariant since ω is Γ-invariant. The image of ϕ lies in K. This can be
seen by choosing v′ such that ω(v, v′) = 1 and letting W be the subspace of vectors
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u such that ω(v, u) = 0. Then v maps to #W · v′ +
∑
u∈W u in V , which indeed is
zero.
The endomorphism ϕ descends to a corresponding endomorphism ϕ′ on Z[P(V )]
given by
[P ] 7→
∑
ω(P,Q) 6=0
[Q], P,Q ∈ P(V ).
Since P(V ) has ℓ + 1 points, this endomorphism is described by an ℓ + 1 by ℓ + 1
matrix with respect to the standard basis. All the elements of this matrix are one,
except for the elements on the main diagonal which are zero. Since such a matrix
has determinant −ℓ, it follows that ϕ′ is injective with cokernel of order ℓ.
Now assume that ℓ = 3. A straightforward computation gives detϕ = −33. In
particular, the map ϕ is injective. We summarise the situation in the following
diagram with exact rows and columns:
0 0 0
0 K ′′ K ′ A 0
0 Z[V0] K B 0
0 Z[P(V )] Z[P(V )] Z/ℓZ 0
0 0 0
ϕ
ϕ′
Since K has index ℓ2 in Z[V0], it follows that B has order ℓ, which forces A = 0 by
exactness of the last column.
Next we take the Cartier dual of the diagram. The maps Z[V0]
∨ → K ′′∨ and
K∨ → K ′∨ are both Z[P(V )]∨-torsors. Since the torus Z[P(V )]∨ is quasi-split,
and therefore special, we get the equalities {Z[P(V )]∨}{K ′′∨} = {Z[V0]∨} and
{Z[P(V )]∨}{K ′∨} = {K∨}. Since we have seen that K ′ ≃ K ′′, it follows that
{Z[V0]∨} = {K∨}.
But Z[V0]
∨ is also a quasi-split torus. Hence the result follows by applying
Proposition 2.9 to the exact sequence
0→ V ∨ → Z[V0]
∨ → K∨ → 0.

Remark. The proof fails for ℓ > 3 since in this case A in the above diagram does
not vanish. Experiments suggest that the determinant of ϕ is given by detϕ =
(−1)
ℓ−1
2 ℓ(
ℓ
2).
Corollary 7.2. Let k be a field of characteristic not equal to 3 containing all third
roots of unity. Then {BSE[3]} = {S} in K0(Stackk) for all elliptic curves E/S
with S ∈ Stackk. In particular {M1,(3)} = {M1,1}.
Proof. The case when S is a scheme follows directly from Proposition 7.1 and the
remarks preceding it. The case with S an arbitrary stack follows by applying
Proposition 2.3 with C = 1. The identity {M1,(3)} = {M1,1} follows from the
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special case S = M1,1 together with the identification M1,(3) ≃ BM1,1E [3] from
Proposition 6.4. 
Proposition 7.3. Let k be a field in which 6 is invertible. Then {M1,1} = L in
K0(Stackk).
Proof. For ease of notation, we denote M1,1 by M. There is a map j : M→ A1 =
Spec k[t] to the coarse moduli space induced by the classical j-invariant. Consider
the closed points {0} and {1728} in A1, and denote their complement by U . This
induces a stratification of M into the closed substacks (M)0 and (M)1728 and the
open complement MU .
The stack MU is equivalent to BUΣ2 over U . Indeed, the inertia ofMU → U is
the automorphism group of the universal elliptic curve EU →MU , which is Σ2 since
we removed the curves with j-invariants 0 or 1728. In particular, the inertia stack
is faithfully flat of finite presentation over MU , so MU → U is a gerbe. Moreover,
we see that it is the neutral gerbe since MU → U has a section. This section is
induced by the elliptic curve E defined by the equation
y2z + xyz = x3 −
36
t− 1728
xz2 −
1
t− 1728
z3
over U . It is a straightforward computation to check that E → U is an elliptic
curve whose fibres Et have j-invariant t over closed points t ∈ U .
It is of course easy to construct elliptic curves with j-invariants 0 and 1728 over k,
so both the stacks (M)0 and (M)1728 are neutral gerbes over k. Since we assume
that 6 is invertible in the base field, the automorphism groups of elliptic curves
with j-invariants 0 and 1728 are µ6 and µ4 respectively [17, 3.4]. It follows that
(M)0 ≃ Bµ6 and (M)1728 ≃ Bµ4.
Now it follows by Proposition 2.10 and the scissors relations that the class ofM
equals
{BUΣ2}+ {Bµ6}+ {Bµ4} = L− 2 + 1 + 1 = L
in K0(Stackk). 
As a corollary we get the final piece of information we need in order to prove
Theorem A.
Corollary 7.4. Let k be a field of characteristic in which 6 is invertible containing
all third roots of unity. Then [Hns/PGL3] = L in K0(Stackk).
Proof. This follows from Proposition 7.3 combined with Corollary 7.2 and the equiv-
alence [H3ns/PGL3] ≃M1,(3) established in Proposition 6.1. 
The corollary, together with the classes of the strata corresponding to singular
curves computed in Section 5.2, shows that the class of BPGL3 lies in Φ
−1
L Z[L],
and hence must coincide with the expected class, which is the inverse of {PGL3}.
Of course, since we actually have computed the classes of all strata of [H3/PGL3]
explicitly, we can also get the result by just taking the sum of the classes.
Appendix A. Singular plane cubics and stabilisers
Throughout the appendix, we let k be a field in which 6 is invertible. It is a
classical result that there exist eight singular cubic curves in P2k up to projective
equivalence (see, for instance, [20, I.7]). These correspond to orbits in the space of
singular cubics in P2 under the natural action of PGL3 by change of coordinates.
In this appendix, we will determine the stabiliser groups corresponding to these
orbits up to isomorphism. The result is described in the table below.
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Description Standard Form Stabiliser
a) Triple line x3 G2a ⋊GL2
b) Double and single line x2y G2a ⋊G
2
m
c) Three lines through a point x2y + xy2 G2a ⋊G
d) Three general lines xyz PN3
e) Conic and general line xyz + z3 Gm ⋊ Σ2
f) Conic and tangent line y2z + x2y Ga ⋊Gm
g) Cuspidal cubic x2z + y3 Gm
h) Nodal cubic xyz + x3 + y3 µ3 ⋊ Σ2
Remark. We avoid characteristic 2 or 3 since some of the stabiliser groups are non-
reduced in these cases. In characteristic 3, there will also be two different orbits
corresponding to cuspidal cubics. See [2] for a short discussion on this.
Remark. The author recently learned that similar computations, but with the group
acting being GL3, has been done in [5].
The table lists the type of singular curve, the equation for a prototypical curve, and
the stabiliser group up to isomorphism. The symbol PN3 denotes the normaliser of
the maximal torus in PGL3. Explicitly, this group may be described as the group
of monomial 3 × 3 matrices up to multiplication by a scalar. The group denoted
by G is the subgroup of GL2 generated by the scalar matrices and the embedding
of Σ3 in GL2 induced by the 2-dimensional irreducible representation.
In characteristic zero, the stabiliser groups are determined by the points of the
underlying topological space. In positive characteristic however, we must also ac-
count for the possibility of the stabilisers not being reduced. Our assumption on
the base field asserts that this situation does not occur. This may be verified by
determining the dimension of the Lie algebra for the stabiliser. We will go through
these arguments in detail for the first computations only and leave the rest for the
reader to verify.
When using coordinates in our arguments, we use the convention that PGL3 acts
by standard transformation of coordinates on P2 from the left. This means that
the action on forms is dual and hence is a right action. We will frequently represent
elements in PGL3 as 3 × 3-matrices. When doing so, taking the quotient by the
scalar matrices is implicit. The corresponding convention applies when we discuss
the Lie algebra of PGL3.
A.1. Three Lines. First we treat the case when the form defining the curve is a
product of three linear forms. There are four different configurations to consider.
(a) A triple line. We choose our prototypical curve such that it is defined by the
form x3. On points, this is the same as the stabiliser of the line x = 0. This consists
of the matrices (aij) such that a12 = a13 = 0. By normalising the coordinates by
setting a11 = 1, we get that this group is isomorphic to G
2
a ⋊GL2.
Now let A = I + ε(aij) be a general element of the Lie algebra of PGL3, i.e. a
k[ε]-point mapping to the identity. Then x3 ·A is
x3 + 3εx2(a11x+ a12y + a13z).
This gives the condition 3a12 = 3a13 = 0. Since we assume that 3 is invertible,
we get a12 = a13 = 0. We conclude that both the Lie-algebra and the group have
the same dimension, so the stabiliser is smooth and therefore reduced. Therefore
PGL3x3 ≃ G
2
a ⋊GL2.
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(b) A double and a single line. This time we choose x2y as our standard represen-
tative. An element (aij) of the stabiliser must preserve both the line x = 0 as well
as the line y = 0. This forces a12 = a13 = a21 = a23 = 0. By normalising a33 = 1,
we see that the reduced stabiliser is G2a ⋊G
2
m.
Now we consider a general element A = I + ε(aij) of the Lie-algebra in the same
way as in the previous case. Then we get that x2y ·A equals
x2y + ε(2xy(a11x+ a12y + a13z) + x
2(a21x+ a22y + a23z)).
Since 2 is invertible, this gives the conditions a12 = a13 = a21 = a23 = 0. Again we
see that the dimension is right, so we get PGL3x2y ≃ G
2
a ⋊G
2
m.
(c) Three lines intersecting at a single point. Let x2y + xy2 be our standard form.
An element (aij) of the stabiliser must preserve the intersection point (0 : 0 : 1) of
the three lines. This forces a13 = a23 = 0. By normalising a33 = 1, we see that the
stabiliser is a subgroup of G2a ⋊GL2.
Next we determine the stabiliser of our standard form under the action of the
subgroup GL2. This corresponds to the problem of finding the stabiliser of an
unordered triple of distinct points in P1 under the standard action of GL2. Since the
corresponding action of PGL2 is simply 3-transitive, the stabiliser is an extension of
Σ3 by Gm. One verifies that this is the subgroup G as described in the introduction
of this section. Since the subgroup G2a clearly stabilises our standard form, we get
that the reduced stabiliser is G2a ⋊G.
The corresponding calculation for the Lie-algebra for PGL3x2y+xy2 as in the pre-
vious cases leads to the relations a11 = a22 and a12 = a13 = a21 = a23 = 0. This
shows that the dimension is right regardless of the characteristic, so PGL3x2y+xy2 ≃
G
2
a ⋊G.
(d) Three lines in general position. Choose xyz as standard form. The stabiliser
has to preserve the lines x, y and z up to permutation. If we impose an ordering on
the lines, the stabiliser consists of the diagonal matrices. Since we may reorder the
lines by using permutation matrices, the group PGL3xyz is generated by the diagonal
and the permutation matrices. One verifies that also in this case the stabiliser is
smooth regardless of characteristic. Thus the stabiliser PGL3xyz is the group PN3
described in the introduction of the appendix.
A.2. A smooth conic and a line. There are two types of cubic curves consisting
of a smooth conic and a line. The line is either tangent to the cubic or intersects it
at two distinct points.
(e) Smooth conic and non-tangent line. The intersection between the curves deter-
mine an unordered pair of points P1, P2. The tangents to the conic at these points
are distinct by Be´zout’s Theorem. Hence they intersect in a third point Q.
Chose xyz+z3 as the standard form defining our cubic. For this curve, the points
P1, P2 and Q as defined above have coordinates (1 : 0 : 0), (0 : 1 : 0) and (0 : 0 : 1)
respectively. Any element of the stabiliser PGL3xyz+z3 must preserve these points,
so the stabiliser is contained in the group generated by the diagonal matrices and
the permutation matrix switching the first two coordinates.
The subgroup of the diagonal matrices diag(a :b :c) stabilising the form xyz+ z3
is defined by the equation abc = c3. Hence it is isomorphic to Gm, as seen by the
parametrisation t 7→ diag(t : t−1 : 1). It follows that the stabiliser is isomorphic to
Gm ⋊ Σ2, where Σ2 acts non-trivially on Gm.
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(f) Smooth conic and tangent line. In this case, we let y2z + x2y be the standard
form defining our curve. The stabiliser PGL3y2z+x2y must preserve the intersection
point (0 : 0 : 1) between the conic and the tangent line, as well as the tangent line
y = 0 itself. Hence it must be a subgroup of the group of projective matrices of the
following form: 
 a11 a12 00 a22 0
a31 a32 a33


The additional requirement that it also should preserve the conic yz+ x2 gives the
equations
a211 = a22a33, a
2
12 + a22a32 = 0, a22a31 + 2a11a12 = 0.
This resulting subgroup is isomorphic to Ga⋊Gm, which may be seen by using the
parametrisation described below.(
a 0
b 1
)
7→

 a −ab 00 a2 0
2b −b2 1


A.3. An integral cubic. There are two types of integral singular cubics, both
having exactly one singularity. The singularity is either a node or a cusp.
(g) Cuspidal cubic. A cuspidal cubic has exactly one singularity and one inflection
point. We denote these points by P1 and P2 respectively. Consider the reduced line
associated to the tangent cone at P1 and the tangent line at P2. As a consequence
of Be´zout’s Theorem, these lines are distinct. Hence they have a unique intersection
point P3, which does not lie on the line between P1 and P2.
We choose the standard cuspidal cubic x2z + y3. In this case, the coordinates
of the points P1, P2 and P3 as described above are (0 : 0 : 1), (1 : 0 : 0) and
(0 : 1 : 0) respectively. Since the stabiliser PGL3x2z+y3 preserves these points, it
must be a subgroup of the group of diagonal matrices. Introducing coordinates
diag(a : b : c) for these matrices, we see that the stabiliser is the subgroup defined
by the equations a2c = b3. This group is isomorphic to Gm via the parametrisation
t 7→ diag(t3 : t2 :1).
(h) Nodal cubic. The standard nodal cubic xyz + x3 + y3 has the tangent cone
xy = 0 at the singularity. All its three inflection points are distinct and lie at the
line z = 0 at infinity. Hence the stabiliser group PGL3xyz+x3+y3 must preserve the
forms xy and z. It is therefore a subgroup of the group generated by the diagonal
matrices and the permutation matrix exchanging the x- and y-coordinates. The
diagonal matrices diag(a : b : c) which preserve the form xyz + x3 + y3 are those
satisfying the equations abc = a3 = b3. These matrices form a group isomorphic
to µ3 through the parametrisation ζ 7→ diag(ζ : ζ2 : 1), where ζ3 = 1. We conclude
that PGL3xyz+x3+y3 is isomorphic to µ3 ⋊ Σ2.
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