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 GLOSARIO 
 
 
Algoritmo: Es un conjunto de instrucciones o reglas bien definidas, ordenadas y 
finitas que permite realizar una actividad mediante pasos sucesivos. 
 
Algoritmo Constructivo: Es un algoritmo que consiste en ir adicionando paso a 
paso componentes individuales de una solución hasta encontrar una solución 
factible. 
 
Algoritmo de Johnson: Es un algoritmo que va construyendo la secuencia de 
tareas a ser procesadas, paso a paso, teniendo en cuenta para el orden las tareas 
de menor tiempo. 
 
Buffers: Son inventarios de producto en proceso entre las máquinas en la línea de 
flujo. 
 
Flow-Shop: Problema de secuenciación de tareas en sistemas de producción 
lineal que consiste en programar la secuencia de procesamiento de N tareas en M 
máquinas de tal forma que se optimice alguna medida de efectividad como por 
ejemplo minimizar el tiempo total requerido para terminar todas las tareas 
(makespan). El caso más general de este problema considera que todas las tareas 
deben ser procesadas en el mismo orden en cada máquina. 
 
Flow-Shop Flexible: Problema de secuenciación de tareas en líneas de flujo con 
máquinas en paralelo que consiste en programar los trabajos en líneas de flujo de 
varias etapas de procesamiento en serie y cada etapa tiene una o más máquinas 
paralelas idénticas. La línea produce varios tipos de productos diferentes y cada 
producto debe ser procesado en una máquina en cada etapa, la secuencia de los 
trabajos debe ser la misma para todo el proceso, en una misma etapa se pueden 
procesar varias tareas simultáneamente pero se debe tener en cuenta la 
secuencia, el tiempo de procesamiento de cada tarea depende de la etapa, no se 
considera espera pero se debe respetar la secuencia, el procesamiento de un 
trabajo en una máquina no puede ser interrumpido. 
 
Flow-Shop Híbrido: Problema de secuenciación de tareas en líneas de flujo con 
máquinas en paralelo. Es la programación de trabajos en líneas de flujo de varias 
etapas en series con múltiples máquinas en paralelo que no son idénticas, en la 
cual los trabajos pueden saltar etapas, pero no pueden volver a una etapa ya 
visitada y los tiempos de preparación son dependientes de la secuencia. 
 
Función Objetivo: La función objetivo define la medida de efectividad del sistema 
como una función matemática de las variables de decisión. La solución óptima 
será aquella que produzca el mejor valor de la función objetivo. 
 
Heurísticas: Son algoritmos que encuentran soluciones de buena calidad para 
problemas combinatoriales complejos con esfuerzos computacionales 
relativamente pequeños, pero que desde el punto de vista teórico renuncian a 
encontrar la solución global del problema. 
 
Investigación de Operaciones: Es la disciplina basada en técnicas y 
metodologías matemáticas empleada para guiar a los analistas en la toma de 
decisiones. 
 
Makespan: Tiempo total requerido para terminar todas las tareas (). 
 
Metaheurísticas: Conjunto de técnicas de la rama de la programación matemática 
y ciencias de la computación empleadas para dar solución a una categoría de 
problemas que son definidos como de difícil solución a través de la exploración 
eficiente del espacio de soluciones. 
 
Optimización: O programación matemática es una rama de las matemáticas que 
intenta dar respuesta a un tipo general de problemas donde se desea establecer la 
mejor solución para un función objetivo en un espacio de soluciones. 
 
Parámetros de Decisión Los parámetros son los valores conocidos que 
relacionan las variables de decisión con las restricciones y función objetivo. 
 
Programación de Tareas: Es la asignación secuencial de trabajos a un conjunto 
de máquinas. Las tareas pueden seguir un orden o no dentro del grupo de 
máquinas. 
 
Programación lineal: Es una técnica de programación matemática la cual se 
caracteriza porque tanto el espacio de soluciones como la función objetivo tienen 
un comportamiento lineal. 
 
Restricciones: En programación matemática son las limitaciones tecnológicas, 
económicas y otras del sistema, y las cuales deben ser representadas en el 
modelo matemático para restringir las variables de decisión a un rango de valores 
factibles. 
 
Tiempo de Flujo: Es el tiempo del trabajo i, que transcurre desde el inicio del 
primer trabajo en la primera máquina hasta que el trabajo i sale del sistema. En 
este tiempo se incluye el tiempo de espera. 
 
Variables de Decisión: Son las incógnitas en el proceso de optimización las 
cuales deben determinarse resolviendo el modelo matemático. A partir de estas se 
establece el conjunto de decisiones que se deben ejecutar para optimizar el 
problema. 
 
 
 
  
 ABSTRACT 
 
 
The tasks scheduling problem on linear production systems, Flow-Shop, has been 
a topic of great importance in the operations research which seeks to establish 
optimal job scheduling in machines within a production process in an industry in 
general. For this setting has been used different techniques and strategies of 
optimization, which is intended to determine the order of processing them optimally 
and to support decision making at the operational level. 
 
The Flexible Flow-Shop (FFS), object of this research, consists of programming 
tasks of serial stages, where each stage will be composed by identical parallel 
machines. Some characteristics of the problem are: the work sequence is the 
same for the all process; each stage is composed of a set of machines, multiple 
tasks can be processed at same stage, the set tasks have to be processed at each 
stage in only a machine, the work may not be interrupted and the sequence which 
must be the same for the entire process must be respected. 
 
Taking into account the problem particularities and to take advantage about 
combinatorial features of the problem to obtain in an agile way some solution 
technique to solve a suitable computational time and optimally, is proposed the 
development and implementation of the Genetic Algorithm Chu-Beasley, 
considering the optimization effectiveness measure of the total time required to 
complete all tasks or makespan (C	
 ). 
 
In order to validate the methodology proposed and implemented, will be evaluated 
9 test cases of the specialized literature from which the computational efficiency as 
the pressure of the algorithm can be measured to obtain precise results. Such 
validation is performed facing the algorithm to problems of low, medium and high 
complexity, this referring to the size of the test cases. 
 
 
  
 RESUMEN 
 
 
El problema de secuenciación de tareas en sistemas de producción lineal, Flow-
Shop, ha sido un tema de gran importancia en la investigación de operaciones 
donde se busca establecer la programación óptima de trabajos en máquinas 
dentro de un proceso de producción en una industria en general. Para esta 
programación se han empleado diferentes técnicas y estrategias de optimización, 
con las cuales se pretende determinar el orden de procesamiento de las mismas 
de forma óptima y que apoyen la toma de decisiones a nivel operativo. 
 
El Flow-Shop Flexible (FFS Flexible Flow-Shop), objeto de esta investigación, 
consiste en la programación de  tareas en  etapas en serie, donde cada etapa 
está compuesta por  máquinas idénticas en paralelo. Algunas de las 
características del problema son: la secuencia de los trabajos es la misma para 
todo el proceso; cada etapa está compuesta por un conjunto de máquinas, en una 
misma etapa se pueden procesar varias tareas, el conjunto de tareas tiene que ser 
procesado en cada etapa en sólo una máquina, los trabajos no pueden ser 
interrumpidos y se debe respetar la secuencia la cual debe ser la misma para todo 
el proceso. 
 
Teniendo en cuenta las particularidades del problema y con el fin de aprovechar 
las características combinatoriales del mismo para adaptarlas de forma ágil a 
alguna técnica de solución para resolverlo en un tiempo computacional adecuado 
y de forma óptima, se propone el desarrollo e implementación del Algoritmo 
Genético de Chu-Beasley, considerando como medida de efectividad la 
optimización del tiempo total requerido para terminar todas las tareas o Makespan (C	
 ). 
 
Con el fin de validar la metodología propuesta e implementada se evalúan 9 casos 
de prueba de la literatura especializada a partir de los cuales se puede medir tanto 
la eficiencia computacional como la precisión del algoritmo para obtener los 
resultados. Dicha validación se realiza enfrentando el algoritmo a problemas de 
baja, media y alta complejidad, refiriéndose esto al tamaño de los casos de 
prueba. 
 
  
 1. INTRODUCCIÓN 
 
 
Actualmente las empresas tienen que ser muy competitivas para poder perdurar 
en el mercado, por tal razón estas deben ser flexibles, tener una buena aceptación 
al cambio y aplicar nuevas herramientas con el propósito de volver sus procesos 
productivos más eficientes, logrando de esta manera satisfacer todas las 
necesidades del mercado que cada día es más exigente. Esta situación conlleva a 
que las empresas, especialmente las de producción, indaguen sobre la manera 
óptima de programar las tareas de tal forma que se reduzcan los tiempos de 
fabricación y se logre una mayor utilización de los recursos. 
 
Una forma de brindar solución a esta problemática, seria con la implementación de 
una nueva metodología que permita optimizar el mínimo tiempo total requerido 
para el procesamiento de todas sus tareas, situación que influye directamente en 
la asignación del precio final del producto, por ende, esta sería una ventaja 
competitiva frente a la competencia; además de permitir que la organización este a 
la vanguardia en el uso de herramientas que le facilitarán la gestión continua, toma 
de decisiones efectivas y de forma rápida, puesto que la organización necesita 
decidir entre numerosas alternativas que conllevan un riesgo importante, en un 
tiempo reducido. Esto implica utilizar herramientas con las cuales se puedan dar 
respuestas inmediatas. 
 
En la actualidad, las organizaciones y principalmente las relacionadas con el área 
de producción buscan constantemente el mejoramiento continuo, razón por la cual 
día tras día deben ser más eficientes en la utilización de los recursos, a través de 
la optimización de sus procesos lo cual se logra en la medida en que se realicen 
una serie de estrategias entre ellas una adecuada programación de la producción. 
 
El proceso de la planeación o programación de la producción está compuesto 
básicamente por tres fases, como se muestra en la Figura 1. Estas fases son 
conocidas como: Planeamiento Estratégico, Planeamiento Táctico y Programación 
de la Producción (Planeamiento Operativo). 
 
 
 
 
Figura 1. Proceso de Planteamiento 
 
Fuente: Ramón A. Gallego, Antonio Escobar, Eliana M. Toro. “Técnicas Metaheurísticas de 
Optimización”. Texto Universitario Universidad Tecnológica de Pereira. Segunda Edición. 2008. 
 
El planeamiento estratégico se compone del plan de ventas a largo plazo, el cual 
parte de los objetivos estratégicos y de la previsión de la demanda a largo plazo. A 
partir de éste se obtiene el plan de producción que indicará el volumen de la 
producción, en el horizonte de tiempo que establezca o requiera la organización. 
Con estos dos planes se obtendrán las necesidades de recursos y los ingresos 
previstos por ventas que formaran el plan financiero a largo plazo. 
 
El planeamiento táctico o de medio plazo consiste en concretar el plan de 
producción a largo plazo, estableciendo las principales variables productivas, 
teniendo en cuenta la capacidad disponible y buscando alcanzar el plan de 
producción al menor costo posible. 
 
La programación de la producción consiste en la fijación de planes y horarios de 
producción, de acuerdo a la prioridad del trabajo a realizar, determinando el inicio 
y fin para cada uno de ellos, con el propósito de ser más eficiente. 
 
Los problemas de Planeamiento Estratégico usualmente se resuelven a través de 
programación lineal, ya que la naturaleza del problema así lo permite; los 
problemas de Planeamiento Táctico se resuelven a través de técnicas exactas 
como el Branch and Bound, Balas, entre otros, debido a que el modelo 
matemático asociado contiene variables de decisión enteras y continuas. Los 
problemas de Planeación de la Producción se resuelven empleando técnicas 
heurísticas o metaheurísticas debido a que la naturaleza misma del problema 
genera una explosión combinatorial en el espacio de soluciones [1]. 
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El proceso de planeamiento está compuesto por varios componentes funcionales, 
los cuales contienen múltiples planes de soporte. El modelo típico de planificación 
se basa en pronósticos, plan maestro de producción, plan de materiales, plan de 
producción y programa de operaciones, como se especifica en la Figura 2. 
 
Figura 2. Modelo Típico de Planificación 
 
Fuente: Ramón A. Gallego, Antonio Escobar, Eliana M. Toro. “Técnicas Metaheurísticas de 
Optimización”. Texto Universitario Universidad Tecnológica de Pereira. Segunda Edición. 2008. 
 
Teniendo en cuenta lo anterior, se puede notar que la planeación y la 
programación de la producción son de vital importancia en las empresas, pues se 
refieren a las actividades día a día que tienen que ser resueltas de forma 
inmediata. 
 
Dentro de estas actividades se pueden encontrar una serie de problemas de 
planificación de los recursos como el problema de Flow-Shop o problema de 
secuenciación de tareas de producción lineal, el cual se caracteriza por que todos 
los trabajos que van a ser programados siguen el mismo flujo de producción y los 
tiempos de ejecución varían en cada una de las etapas. Este problema al igual 
que muchos otros en el campo de secuenciación de tareas es de difícil solución. 
Esta característica hace que el problema sea permutacional, es decir, cada una de 
las combinatorias que pueden formarse deben contener las  tareas a procesar y 
una permutación se diferencia de otra únicamente en el orden de colocación de 
los elementos, obteniéndose de esta manera que el número de permutaciones 
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posibles es !. En la literatura especializada los problemas combinatoriales están 
catalogados como NP- difícil, dado que no se cuentan con algoritmos de orden 
polinomial a partir de los cuales se pueda resolver el problema de forma óptima y 
en el menor tiempo posible. Se dice que un problema es NP-difícil cuando se 
demuestra que cualquier algoritmo de solución tiene un tiempo de ejecución que 
aumenta, en el peor de los casos, exponencialmente con el tamaño del problema 
[2]. 
 
El problema del Flow-Shop, puede ser estudiado considerando múltiples 
características y de acuerdo a estas el problema se clasificará como Flow-Shop 
Flexible, Flow-Shop Híbrido, Flow-Shop Permutacional, entre otros. El objeto de 
estudio de esta investigación es el problema de la programación del Flow-Shop 
Flexible ó problema de secuenciación de tareas en líneas de flujo con máquinas 
en paralelo, para el cual se propone la aplicación de una técnica Metaheurística de 
optimización con la que se pretende establecer la secuencia de tareas y a la vez 
optimizar una medida de efectividad, en este caso minimizar el tiempo total 
requerido para la terminación de todas las tareas (makespan ó ). 
 
Teniendo en cuenta lo anterior, esta investigación hace un aporte tanto en el 
ámbito práctico, ya que permitirá dar solución eficiente a los problemas de interés 
de las empresas involucrando varias áreas de la misma, como en el ámbito 
académico, pues servirá como punto de partida para trabajos futuros, como la 
comparación de efectividad computacional de diferentes técnicas para solucionar 
el mismo problema. Debido a que en la revisión del estado del arte no se ha 
encontrado un trabajo similar al que se propone. 
 
 
El desarrollo de este trabajo será dividido en los siguientes capítulos: 
 
Inicialmente se realizará una descripción del problema del Flow Shop Flexible en 
el capítulo 2, donde se darán los conceptos básicos y la fundamentación teórica 
con la cual se podrá tener una mejor comprensión en la medida en que se va 
profundizando en el desarrollo del trabajo. 
 
Posteriormente, con el fin de conocer la evolución histórica del problema y las 
diferentes metodologías que se han utilizado para darle solución, en el capítulo 3 
se hará una revisión exhaustiva del estado del arte, donde se presentara una 
descripción general para cada uno de los diferentes problemas planteados en la 
literatura. 
Dado que los problemas presentados en el capítulo 3 fueron abordados de forma 
diferente o en algunos casos se mejoraron metodologías propuestas en 
planteamientos anteriores, en el capítulo 4 se profundizará en la metodología 
empleada por cada uno de los autores descritos y se realizará una descripción de 
las estrategias de solución utilizadas para resolver el problema. 
 
Teniendo claros los conceptos, la fundamentación y basados en las experiencias 
descritas en los artículos analizados, en el capítulo 5 se propondrá una alternativa 
de codificación para el problema de Flow-Shop Flexible que permita cuantificar el 
valor de la función objetivo y una estrategia basada en el Algoritmo Genético de 
Chu-Beasley que permita la adaptación de los operadores de la técnica. 
 
Con el propósito de validar la metodología frente a casos de la literatura 
especializada, en el capítulo 6 se dará la descripción de los casos de prueba 
empleados, se procesaran los resultados y se realizará un análisis de los mismos. 
 
Finalmente se dispondrá de un capítulo donde se presenten las conclusiones, 
experiencias y propuestas respecto al desarrollo del trabajo que permitan seguir 
con la línea de investigación. 
 
  
 2. FUNDAMENTACIÓN TEÓRICA 
 
 
2.1 INTRODUCCIÓN 
 
 
En la sociedad contemporánea las organizaciones cada día se ven enfrentadas a 
innumerables retos: tecnológicos, buena administración del talento humano, 
aumento de las ventas, implementación de estrategias efectivas de marketing, 
programación de tareas, minimización de los tiempos de fabricación, reducción de 
costos, entre otras, con el objetivo de ser más competitivas en el mercado. 
 
Uno de los retos que persiguen a diario las empresas es la reducción de costos, 
principalmente en el área de producción, puesto que con el logro de este objetivo, 
la empresa se hace más eficaz en la utilización de los recursos y podrá ser más 
competitiva en el mercado en cuanto al precio final, ya que los costos representan 
un alto porcentaje del precio de venta que paga el consumidor. La manera de 
lograr éste objetivo depende directamente de la adecuada y efectiva programación 
de tareas. 
 
Para la programación de tareas en líneas de producción se han empleado 
diferentes técnicas, con las cuales se pretende determinar el orden de 
procesamiento de las mismas de forma óptima y que apoyen la toma de 
decisiones a nivel operativo. Según sea el tipo de problema a la hora de 
programar las tareas se encuentran diferentes características a tener en cuenta 
como la cantidad de máquinas, máquinas paralelas, número de tareas a ser 
programadas, sistemas con y sin buffer intermedios, y el objetivo que se busca, ya 
sea minimizar el makespan, la tardanza total, el número de trabajos tardíos, el 
tiempo de flujo total de la línea, el tiempo de flujo total ponderado, en fin. De 
acuerdo a las características, el problema se clasificara como un problema de 
Flow-Shop, Flow-Shop Flexible, Flow-Shop Híbrido, Flow-Shop Permutacional, 
entre otros. 
 
Teniendo en cuenta que el mercado es cada vez más exigente y el poder 
adquisitivo de las personas es mayor, se requiere que los productos tengan 
diferenciación y calidad frente a otros, razón por la cual las empresas han migrado 
del método de producción por lotes al método de órdenes de producción. Este 
último se hace más eficiente empleando múltiples máquinas por etapa, 
característica principal del Flow-Shop Flexible. 
 
En este capítulo se hará una descripción del problema del Flow-Shop Flexible y de 
la medida de efectividad empleada (makespan ó ). 
 
 
2.2 DESCRIPCIÓN DEL PROBLEMA 
 
El problema del Flow-Shop Permutacional o problema de secuenciación de tareas 
de producción lineal consiste en programar de forma óptima un conjunto de N 
tareas en M máquinas, considerando que todas las tareas tienen el mismo orden 
de procesamiento, los tiempos de ejecución varían según la etapa que sea 
visitada, no se consideran tiempos de ajuste de las máquinas entre un trabajo y 
otro, los trabajos no pueden ser interrumpidos. Este problema al igual que muchos 
otros en el campo de secuenciación de tareas es de difícil solución y en la 
literatura especializada están catalogados como NP- difícil, dado que no se 
cuentan con algoritmos de orden polinomial a partir de los cuales se pueda 
resolver el problema de forma óptima y en el menor tiempo posible. Se dice que 
un problema es NP-difícil cuando se demuestra que cualquier algoritmo de 
solución tiene un tiempo de ejecución que aumenta, en el peor de los casos, 
exponencialmente con el tamaño del problema. El que un problema esté 
catalogado en esta categoría no significa que no puede resolverse, sino que se 
deben proponer algoritmos de solución que aprovechen de forma eficiente su 
misma estructura matemática para que se encuentren soluciones a la mayoría de 
las instancias del problema, en tiempos de ejecución relativamente pequeños. [1]. 
 
El problema clásico del Flow-Shop de una máquina por etapa tiene varias 
generalizaciones, Flow-Shop Híbrido, Flow-Shop con Múltiples Procesadores, 
Flow-Shop Flexible, entre otros. Es importante resaltar que en estos dos últimos 
problemas se dispone de máquinas idénticas en paralelo por cada etapa. 
 
De acuerdo al ambiente de las máquinas se puede dar que el problema tenga una 
sola máquina, máquinas en paralelo, talleres de producción continua, producción 
intermitente y talleres abiertos [2]. 
 
El problema de secuenciación de tareas en sistemas de producción lineal, con una 
sola máquina por etapa o Flow-Shop consiste en programar la secuencia de 
procesamiento de N tareas en M máquinas de tal forma que se optimice alguna 
medida de efectividad como por ejemplo minimizar el tiempo total requerido para 
terminar todas las tareas (makespan). El caso más general de este problema 
considera que todas las tareas deben ser procesadas en el mismo orden en cada 
máquina, como se puede observar en la Figura 3. 
 
Figura 3. Esquema Flow-Shop 
 
 
El problema de secuenciación de tareas en líneas de flujo con máquinas en 
paralelo o Flow-Shop Flexible, contiene más de una máquina por etapa. Este 
consiste en programar los trabajos en líneas de flujo de varias etapas de 
procesamiento en serie y cada etapa tiene una o más máquinas paralelas 
idénticas. La línea de flujo procesa varios tipos de productos diferentes y cada 
producto debe ser procesado en una máquina en cada etapa. En la Figura 4, se 
puede observar el esquema del Flow-Shop Flexible 
 
Figura 4. Esquema Flow-Shop Flexible 
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2.2.1 MEDIDAS DE DESEMPEÑO DEL FLOW-SHOP 
 
 
Para medir la eficiencia en cualquier tipo de problema de Flow-Shop, se busca la 
optimización de medidas de desempeño o métricas de efectividad, estas según el 
problema pueden ser: 
 
• Makespan ().Tiempo total requerido para terminar todas las tareas. 
 
• Tiempo de Procesamiento (Tiempo de Flujo). Es el tiempo del trabajo , que 
transcurre desde el inicio del primer trabajo en la primera máquina hasta que el 
trabajo  sale del sistema. En este tiempo se incluye el tiempo de espera. 
 
• Tiempo de Flujo Total. Es la sumatoria del tiempo de flujo de todos los trabajos. 
 
• Tiempo de Flujo Ponderado. Este es igual a  
 
Donde:  Es el tiempo de proceso del trabajo   Es el peso o valor del trabajo  
 
• Número de Trabajos Tardíos: Cantidad de trabajos retrasados. 
 
• Número Ponderado de Trabajos Tardíos: Cuando los trabajos no tienen la 
misma importancia se les asigna un peso determinado a cada uno de ellos, 
para tratar de minimizar el peso total de los trabajos tardíos teniendo en cuenta 
la diferenciación de cada uno en cuanto a su importancia. 
 
• Tardanza Total . La tardanza es la diferencia positiva entre el tiempo de 
terminación y la fecha de entrega de un trabajo. La tardanza total es la 
sumatoria de las tardanzas de todos los trabajos. 
 
• Tardanza Máxima (): Corresponde al trabajo más retrasado. 
 
 
 
2.2.2 FLOW-SHOP FLEXIBLE 
 
 
Como se mencionó anteriormente, una de las generalizaciones del problema de 
Flow-Shop es el Flow-Shop Flexible (FFS Flexible Flow-Shop). Este problema 
consiste en la programación de  tareas en  etapas en serie, donde cada etapa 
esta compuesta por  máquinas idénticas en paralelo. El número de etapas y el 
número de máquinas por etapa varían según el tamaño de la empresa y el tamaño 
del centro de producción respectivamente. La secuencia de los trabajos es la 
misma para todo el proceso, iniciando en la etapa 1 y finalizando en la etapa .  
 
En el problema del Flow-Shop Flexible se deben tener en cuenta las siguientes 
consideraciones: 
 
 Las máquinas en cada etapa son idénticas. 
 Cada etapa  esta compuesta por un conjunto de  =  {1, … , !} máquinas. 
 El conjunto de  tareas ( =  {1, … , }) tiene que ser procesado en cada etapa ( =  {1, … , #}) en sólo una máquina. 
 Una máquina puede procesar sólo un trabajo a la vez. 
 El procesamiento de un trabajo en una máquina no puede ser interrumpido. 
 La secuencia de los trabajos debe ser la misma para todo el proceso. 
 En una misma etapa se pueden procesar varias tareas simultáneamente, pero 
siempre teniendo en cuenta la secuencia. 
 El tiempo de procesamiento de cada tarea depende de la etapa. 
 No se considera espera, sin embargo se debe respetar la secuencia. 
 
 
Para resolver este tipo de problemas en la literatura especializada se han utilizado 
diferentes técnicas y metodologías con el fin de encontrar la secuencia óptima de 
las tareas que van a ser programadas. En el problema del Flow-Shop Flexible la 
eficiencia será medida a través de la optimización del tiempo total requerido para 
terminar todas las tareas o Makespan (	
 ), y para lograrlo se utilizará una 
técnica metaheurística, ya que esta es una herramienta que aprovecha la 
característica combinatorial del problema. 
 
 
 
 
2.2.3 CÁLCULO DEL MAKESPAN 
 
 
Para explicar e ilustrar el cálculo del makespan a continuación se plantea un 
problema de Flow-Shop Flexible, el cual tiene como objetivo la minimización del 
Makespan. 
 
 Se asumen 4 tareas que tienen que ser procesadas en 3 etapas. Cada 
etapa con un número de máquinas y tiempos de procesamiento diferentes, 
los cuales se presentan a continuación: 
 
Figura 5. Número de máquinas por etapa 
 
 
Tabla 1. Tiempos de procesamiento de las tareas en cada una de las etapas 
Etapa 
Tarea 
1 2 3 
1 10 8 5 
2 5 10 10 
3 5 5 8 
4 8 6 8 
 
Asumiendo una secuencia S = 3  2  4  1 
 
En el tiempo inicial $ = 0 todas las máquinas están disponibles, por tanto se 
pueden asignar los trabajos necesarios para operar las máquinas disponibles, 
considerando la secuencia.  
 
La etapa 1 cuenta con tres máquinas: !&&, !&',  !&( a las cuales se le asignaran 
las tareas 3 2 y 4 respectivamente de acuerdo a la secuencia, como se muestra en 
la Figura 6. 
 
 
 
Figura 6. Fase 1 Cálculo Makespan 
 
 
Las tareas 3 y 4 que se encuentran en las máquinas !&& )  !&' de la etapa 1 
terminan su procesamiento en $ = 5, e inmediatamente pasan a la etapa 2, pues 
las máquinas se encuentran disponibles, quedando desocupada la máquina m&& 
en la que se asigna la tarea 1, y la máquina m&', como se ilustra en la Figura 7. 
 
Figura 7. Fase 2 Cálculo Makespan 
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La tarea 3 termina su procesamiento en la máquina !'& de la etapa 2 en $ = 10 y 
pasa a la máquina !(& de la etapa 3 y como la máquina !'&queda disponible, la 
tarea 4 pasa a la etapa 2, como se muestra en la Figura 8. 
 
Figura 8. Fase 3 Cálculo Makespan 
 
 
La tarea 3 termina su procesamiento en la máquina !(& de la etapa 3 en t=18, e 
inmediatamente la tarea 2 que estaba en la máquina !'' pasa a la etapa 3, por lo 
tanto la tarea 1 pasa a la etapa 2 en la máquina !'', como se ilustra en la Figura 
9. 
Figura 9. Fase 4 Cálculo Makespan
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Como solo hay una máquina en la etapa 3, solo hasta que la tarea 2 termine de 
ser procesada en la máquina !(& la tarea 4 podrá pasar a la etapa 3. Esto se da 
en $ = 28, como se muestra en la Figura 10. 
 
Figura 10. Fase 5 Cálculo Makespan 
 
 
 
Una vez finalice el procesamiento de la tarea 4 en la máquina !(& de la etapa 3, la 
tarea 1 pasara a esta etapa, como se ilustra en la Figura 11. 
 
Figura 11. Fase 6 Cálculo Makespan 
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 Finalmente, el valor del makespan que se obtiene es de  = 41. 
 
 
Dadas las características mencionadas del problema Flow Shop-Flexible, en la 
literatura especializada se han abordado diversas estrategias y técnicas de 
solución para resolverlo, las cuales serán analizadas en el capítulo 2. 
 
 
RESUMEN 
 
 
En el capítulo realizó la descripción del problema objeto de la investigación (Flow-
Shop Flexible), teniendo como punto de partida el problema clásico el Flow-Shop, 
del cual se derivan varias generalizaciones: Flow-Shop Híbrido, Flow-Shop con 
Múltiples Procesadores, Flow-Shop Flexible, entre otros.  
Además de la descripción del problema, se ilustró mediante un ejemplo el cálculo 
del Makespan, métrica con la que es medida la efectividad del algoritmo y el cual 
hace referencia al tiempo total requerido para terminar todas las tareas. 
 
  
 3 REVISIÓN DEL ESTADO DEL ARTE 
 
 
3.1 INTRODUCCIÓN 
 
 
El problema de secuenciación de tareas en sistemas de producción lineal, Flow-
Shop, ha sido un tema de gran importancia en la investigación de operaciones 
para determinar la programación óptima de los trabajos en las máquinas en el 
proceso de producción en una industria en general. 
 
El problema de Flow-Shop consiste en programar la secuencia de procesamiento 
de  tareas en  máquinas de tal forma que se optimice alguna medida de 
efectividad como por ejemplo minimizar el tiempo total requerido para terminar 
todas las tareas (makespan). El caso más general de este problema considera que 
todas las tareas deben ser procesadas en el mismo orden en cada máquina. 
 
El cálculo del makespan , corresponde al tiempo completo del último trabajo 
en la última máquina de acuerdo con el orden de procesamiento de las tareas y la 
matriz de tiempos de procesamientos de cada tarea en cada máquina. Este valor 
se obtiene contabilizando el tiempo acumulado que toman en ser procesados los  trabajos en todas las  máquinas.  
 
Desde que el problema fue abordado por primera vez, a mediados de los años 50, 
múltiples investigadores han intentado desarrollar modelos y estrategias para darle 
solución. Tanto las estrategias como los modelos han evolucionado a través del 
tiempo, convirtiéndose en la actualidad en un reto para las técnicas 
computacionales, dado que no se cuentan con algoritmos de orden polinomial a 
partir de los cuales se pueda resolver el problema de forma óptima y en el menor 
tiempo posible, por lo cual es catalogado como NP-difícil. Se dice que un problema 
es NP-difícil cuando se demuestra que cualquier algoritmo de solución tiene un 
tiempo de ejecución que aumenta, en el peor de los casos, exponencialmente con 
el tamaño del problema [1]. 
 
Para resolver el problema se han propuesto diferentes técnicas y metodologías 
con el objetivo de encontrar la secuencia de fabricación que optimice ciertos 
objetivos, como el tiempo total de producción, la reducción del tiempo ocioso de 
las máquinas, la anulación de retrasos, entre otros, y además teniendo en cuenta 
las restricciones propias del problema. 
 
En este capítulo se realiza un recuento histórico o revisión del estado del arte del 
problema de la programación del Flow-Shop, en el cual se describe la categoría 
del problema de Flow-Shop y la técnica o estrategia de solución empleada. 
 
 
3.2 ESTADO DEL ARTE 
 
 
En 1953 el autor S. M. Johnson [3] plantea el problema de programación óptima 
de la producción con dos y tres máquinas y tiempos de ajuste incluidos. Para la 
programación de la producción en dos máquinas se considera el problema típico 
multi-etapa, el cual consta de tareas que pasan por la primera etapa de 
producción o máquina y luego por la segunda. Esta programación consiste en 
formar una lista con los tiempos de procesamiento / y 0 en dos columnas, de las 
cuales se selecciona el mínimo valor que si pertenece a la columna / se asigna la 
tarea que corresponde de primera, si pertenece a la columna 0 se programa de 
último, este procedimiento se realiza desde ambos extremos hacia el centro hasta 
que todas las tareas estén programadas. Para la programación de la producción 
en tres máquinas se considera que cada trabajo debe pasar al menos por cada 
máquina, para esta programación se debe cumplir la siguiente restricción  / ≥á3 0 o   ≥ á3 0, siendo / , 0,  tiempos de procesamiento de la tarea  
en la máquina /, 0 ) . Para la aplicación de este algoritmo se tienen 3 máquinas 
y lo que se hace es construir dos máquinas artificiales /4 ) 04cuyos tiempos de 
procesamiento serán /4 = / + 0 ) 04 = 0 + . La secuencia encontrada 
utilizando las máquinas artificiales será la solución para el problema de las 3 
etapas. S. M. Johnson fue el primero en estudiar el tema y por lo tanto es el punto 
de partida para tratar el problema. 
 
 
En 1995 el autor Colin R. Reeves [4] estudia el problema para la secuenciación de 
Flow-Shop Permutacional en el que  trabajos tienen que ser procesados en ! 
máquinas en un mismo orden. El objetivo es encontrar la permutación de los 
trabajos que minimiza el .Con el fin de lograr dicho objetivo los autores 
proponen un Algoritmo Genético, el cual está basado en el Algoritmo Genético 
Clásico. A partir de una población de individuos, que representan diversas 
secuencias para la programación de los trabajos, se toman dos vectores padres 
que serán cruzados para generar hijos con características deseables. Los 
operadores genéticos utilizados en el algoritmo son la recombinación, en donde se 
intercambian las secciones de los cromosomas de los padres y la mutación donde 
se modifican aleatoriamente dichos cromosomas. 
 
 
En 1997 Chandrasekharan Rajendran y Hans Ziegler [5], proponen un algoritmo 
heurístico eficiente para la programación de !máquinas en el problema de Flow-
Shop, en el cual se pretende minimizar el tiempo de flujo total ponderado de los 
trabajos. Para resolver este problema se asume una línea de flujo estática, con 
todos los trabajos disponibles en el inicio del período de programación. Dentro de 
la metodología de solución se propone una heurística que genera varias 
alternativas de secuencias de trabajos para posteriormente aplicar un plan de 
mejora a la alternativa de mejor solución. 
 
 
En 1998 Christos Koulamas [6] propone una nueva heurística constructiva llamada 
Heurística de Programación de Flow-Shop con  como función objetivo 
denotada como HFC (Heuristic Flow-Shop Constructive), donde se hace uso 
extensivo de la Regla de Johnson [3]. En la implementación de la heurística se 
plantean dos fases, en la primera se produce una secuencia de permutación y en 
la segunda se produce una programación no permutacional. Respecto a los 
resultados obtenidos, la Heurística HFC presenta muy buen rendimiento, sin 
embargo para un caso de estudio particular al aplicar la fase II se obtiene un mejor 
resultado para el . 
 
 
Nuevamente en 1998 los autores M.C. Portmann, A. Vignier, D. Dardilhac, D. 
Dezalay [7] proponen una mejora al Algoritmo de Ramificación y Acotamiento 
(Branch and Bound BB) propuesto por Brahman y Hunsucker en 1991, el cual 
presentaba tiempos computacionales poco eficientes. Con esta propuesta 
pretenden dar solución al problema del Flow-Shop Híbrido el cual consiste en 6 
etapas cada una con varias máquinas en paralelo disponibles para realizar la 
misma tarea. La propuesta permite controlar los límites para el Algoritmo Branch 
and Bound a partir de la aplicación de algunas estrategias, la primera a través de 
varias heurísticas para calcular el límite superior inicial y la segunda a través de 
Algoritmos Genéticos (Genetic Algorithms GA) [1] para mejorar la búsqueda de 
acuerdo al valor del límite superior. 
 
 También en 1998 los autores Eugeniusz Nowickiy Czeslaw Smutnicki [8] proponen 
un algoritmo para dar solución al problema de Flow-Shop con Máquinas Paralelas 
basado en la técnica de Búsqueda Tabú (Tabu Search TS) [1]con una definición 
específica de vecindad que emplea las nociones de una ruta crítica en un gráfico y 
un bloque de trabajos. El problema de Flow-Shop con Máquinas Paralelas (Flow 
Shop with Parallel Machines FSPM) consiste en un conjunto de trabajos y un 
conjunto de centros de procesamiento donde cada uno de ellos tiene un conjunto 
de máquinas paralelas idénticas. Un trabajo consiste de una secuencia de 
operaciones procesadas sucesivamente en los centros y todos los trabajos pasan 
por los centros en el mismo orden. Para cuantificar el tiempo de procesamiento en 
este problema se emplea el . 
 
 
En 2000 T. Sawik [9] propone nuevas formulaciones basadas en programación 
entera mixta para la programación del Flow-Shop Flexible con capacidad finita de 
buffers. El Flow-Shop Flexible consta de varias etapas de procesamiento en serie 
separados por buffers intermedios finitos, los cuales corresponden a inventarios de 
producto en proceso entre las máquinas en la línea de flujo. Cada etapa tiene una 
o más máquinas paralelas idénticas La línea produce varios tipos de productos 
diferentes y cada producto debe ser procesado en una máquina en cada etapa. Un 
producto que ha terminado el proceso en una máquina en algún momento se 
transfiere directamente a una máquina disponible en la siguiente etapa o a un 
buffer antes de esa etapa. Cuando no hay buffer de almacenamiento intermedio 
disponible, el producto permanece en la máquina bloqueándola hasta que una 
máquina de la siguiente etapa esté disponible, este bloqueo impide que otro 
producto pueda ser procesado en la máquina. El objetivo es determinar un 
programa de producción para todos los productos con el fin de completarlos en un 
tiempo mínimo. La línea de flujo flexible con buffers intermedios ilimitado también 
se ha llamado Flow-Shop Híbrido. 
 
 
En 2001 los autores Meral Azizoglu, Ergin Cakmak y Suna Kondakci [10] proponen 
un Algoritmo de Branch and Bound para encontrar una solución óptima al 
problema del Flow-Shop Flexible, teniendo como objetivo minimizar el tiempo de 
flujo total. El Flow-Shop Flexible consta de  trabajos en 7  etapas en serie, cada 
etapa incluye varias máquinas idénticas en paralelo y un trabajo puede ser 
procesado en cualquier máquina en paralelo en cada etapa. Para resolver este 
problema se asumen máquinas paralelas idénticas que están constantemente 
disponibles en cada etapa, el procesamiento de un trabajo en una máquina no 
puede ser interrumpido. De acuerdo con la estrategia de solución, el programa 
óptimo no necesita ser un programa de permutación ya que el límite inferior y la 
regla de dominancia desarrollados reduce considerablemente el tamaño del árbol 
de Branch and Bound. 
 
 
Nuevamente en 2001 en [11], los autores JiyinLiu y Colin R Reeves proponen un 
nuevo procedimiento heurístico constructivo con el fin de solucionar el problema 
de programación del Flow-Shop Permutacional con función objetivo minimizar el 
tiempo de flujo total. Este procedimiento es flexible en los esfuerzos de cálculo 
requeridos (tiempos computacionales) y puede ser ajustado a los requerimientos 
del problema. Para el desarrollo del mismo, este se combina con métodos de 
búsqueda local, que también pueden ser seleccionados para los diferentes 
esfuerzos de cálculos y la eficiencia y efectividad de las diferentes formas de 
establecer técnicas de solución compuestas. Los resultados muestran que esta 
heurística funciona mucho mejor que otras y combinando las heurísticas de 
búsqueda y las constructivas no solo se mejora la calidad de la solución sino que 
también ahorran tiempos de cálculo. 
 
 
En 2002 los autores Vincent T’kindt, Nicolas Monmarché, Fabrice Tercinet y Daniel 
Laugt [12]proponen la técnica de Optimización por Colonia de Hormigas (Ant 
Colony Optimization ACO) [1]para dar solución al problema de programación del 
Flow-Shop (82 ∥ :#3(, ∑ )) con el objetivo de minimizar tanto el tiempo de 
terminación total como el criterio del makespan. En este método cada hormiga 
construye un programa factible utilizando un procedimiento constructivo, el cual 
utiliza una memoria compartida por la colonia que recoge las formas de generar un 
programa factible de buena calidad. Dicha memoria es llamada matriz de 
feromonas. La técnica propuesta utiliza una función de búsqueda similar a la del 
recocido simulado y se basa en algoritmos de búsqueda local. Respecto a los dos 
objetivos que se buscan cumplir, se establece que el criterio del es 
optimizado antes de minimizar el tiempo de terminación total. 
 
 
También en 2002 los autores Edward F. Stafford Jr. y Fan T. Tseng [13] proponen 
dos modelos de programación lineal entera mixta (MILP), el primero, modelo de 
Flow-Shop WST Un Enfoque de Asignación de Posición y el segundo, modelo de 
Flow-Shop SGST Un Enfoque de Restricciones Disyuntivas, ambos para resolver 
una familia de cuatro de problemas de secuenciación de Flow-Shop de M 
(máquinas) y N (trabajos): Flow-Shop regular, Flow-Shop sin espera o colas 
intermedias (NIQ), Flow-Shop con tiempos de preparación dependientes de la 
secuencia (SDST), Flow-Shop SDST/NIQ. Se comparan estos modelos sobre la 
base del tamaño del problema y los tiempos de solución para cada uno de los 
cuatro problemas de Flow-Shop de esta familia. Cualquiera de estos modelos 
puede ser adaptado para resolver de forma óptima alguno de estos problemas. 
 
 
En 2003 los autores Xi Sun, Kazuko Morizawa y Hiroyuki Nagasawa [14] estudian 
el problema de programación de Flow-Shop Montaje-Tipo (Assembly-type Flow-
Shop Scheduling AFS) divido en dos  casos, “fijo” y “no fijo”. En el caso fijo, cada 
componente debe ser mecanizado en una máquina especificada individualmente 
por adelantado y en el caso no fijo, cualquier componente puede ser mecanizado 
en cualquier máquina en la primera etapa. Los autores se enfocan principalmente 
en el problema AFS caso fijo con 3 máquinas, para lo que proponen heurísticas de 
gran alcance con el objetivo de minimizar el en dicho problema, tomando 
como base la idea del algoritmo de Johnson [3]. 
 
 
En 2003 el autor Andreas Fink [15] aborda el problema de encontrar una 
permutación de trabajos que sean procesados secuencialmente en una serie de 
máquinas bajo la restricción de que el procesamiento de cada trabajo tiene que 
ser continuo con respecto al objetivo de minimizar el tiempo de procesamiento 
(tiempo de flujo). En la literatura técnica este problema es considerado NP-difícil, 
por lo que las heurísticas son la principal forma de abordar el problema, aunque en 
la práctica implican unir características distintas y el desarrollo de una heurística 
implica un algoritmo costoso en cuanto a tiempos computacionales. Teniendo en 
cuenta lo anterior, el autor propone resolver el problema a través de técnicas 
metaheurísticas [1] que son estrategias de búsqueda, guiadas por algún proceso. 
 
 
En 2004 los autores Bagas Wardono y Yahya Fathi [16] estudiaron el problema de 
programación de N trabajos en máquinas paralelas en L etapas sucesivas con 
capacidad de buffers limitada entre las etapas. El objetivo principal es encontrar un 
programa que minimice el makespan, para lo que los autores desarrollan un 
Algoritmo de Búsqueda Tabú [1] en el que se limita la búsqueda al espacio de los 
vectores de permutación de tamaño N. Este vector representa la secuencia u 
orden en el que el conjunto determinado de trabajos se llevan a cabo en la primera 
etapa, y se propone un procedimiento para construir un programa completo 
asociado a cada vector de permutación. 
 
 
También en 2004 en [17] los autores S. Bertel y J.-C. Billaut estudian el problema 
de Flow-Shop Multiprocesador de tres etapas, con máquinas paralelas uniformes 
en cada etapa y la particularidad de que los trabajos pueden volver a entrar en 
etapas ya visitadas, este aspecto del problema es llamado “recirculación”. El 
objetivo es minimizar el número ponderado de trabajos tardíos para lo que los 
autores proponen una formulación de Programación Lineal Entera, un Algoritmo 
Goloso y un Algoritmo Genético [1] para el proceso de búsqueda y generación de 
los programas o secuencias propuestas. 
 
 
Nuevamente en 2004 los autores Chandrasekharan Rajendran y Hans Ziegler [18] 
abordan el problema de programación de Flow-Shop de Permutación, donde 
utilizan el Algoritmo Colonia de Hormigas (ACO) considerando dos objetivos, el 
primero minimizar el makespan y el segundo minimizar la suma del tiempo de flujo 
total de los trabajos. Para la solución del problema se analizan dos algoritmos de 
optimización por colonia de hormigas, el primer algoritmo llamado M-MMAS es 
una extensión de las ideas del Algoritmo Colonia de Hormigas propuesto por 
Stuetzle, llamado Sistema Hormigas Máximo y Mínimo (MMAS), el cual incorpora 
el concepto de regla de adición, una modificación con respecto a la selección del 
trabajo que se añadirá a la secuencia parcial de hormigas, y una nueva técnica de 
búsqueda local en el MMAS. En el segundo algoritmo también basado en Colonia 
Hormigas llamado PACO, se obtiene la secuencia semilla de forma similar que en 
el algoritmo M-MMAS aplicando el procedimiento de búsqueda local de Job-index-
based en la solución dada por la heurística NEH si el objetivo es minimizar el 
makespan o en la solución dada por la heurística Rajendran [5]si el objetivo es 
minimizar el tiempo de flujo total de los trabajos. La heurística NEH propuesta por 
los autores Newas, Enscore y Han, consiste en calcular el tiempo total de proceso 
de la tarea  en las máquinas <, estos tiempos totales de proceso se ordenan de 
mayor a menor, se toma la tarea número uno del ordenamiento anterior para 
construir una secuencia parcial. Si la secuencia parcial está formada por las 
primeras 6 tareas, se toma la tarea 6 + 1 y se calcula el  colocando esta 
última tarea en las 6 + 1 posiciones posibles, luego se inserta la tarea en la 
posición donde se minimiza el  y se hace que 6 tome un nuevo valor igual a 6 + 1. Si todas las tareas están en la secuencia actual finaliza el proceso, de lo 
contrario se vuelve al proceso donde se toma la tarea 6 + 1 y se calcula el  
repitiéndose el mismo proceso hasta que todas las tareas estén en la secuencia. 
Estos dos objetivos son alcanzados de manera independiente cumpliendo primero 
con el objetivo de minimizar el makespan y posteriormente el objetivo de minimizar 
el tiempo de flujo total de los trabajos. 
 
 
En 2004 los autores Mary E. Kurz y Ronald G. Askin [19] estudian la programación 
de trabajos para minimizar el en líneas de flujo de varias etapas en series con 
múltiples máquinas en paralelo, en la cual los trabajos pueden saltar etapas, pero 
no pueden volver a una etapa ya visitada. Los tiempos de preparación son 
dependientes de la secuencia. Esta estructura también es denominada línea de 
flujo híbrida. Para esto, los autores proponen la formulación a través de 
Programación Entera, donde se puedan incorporar los aspectos del problema 
mencionados, y además se desarrollan varias heurísticas basadas en métodos 
golosos, métodos de línea de flujo, heurística de inserción similar a la del 
problema del agente viajero y estrategias del Algoritmo Genético. Las heurísticas 
propuestas son cuatro: Heurística SPT Cyclic (SPTCH), que asigna los trabajos a 
las máquinas de manera golosa, Heurística de inserción de tiempo de flujo múltiple 
(FTMIH), que busca minimizar la suma del tiempo de flujo en cada etapa, Regla de 
Johnson =/2 o una extensión de la regla de Johnson para tener en cuenta los 
tiempos de preparación y Claves al azar del Algoritmo Genético (RKGA), el cual 
difiere de los algoritmos genéticos tradicionales en la representación de la 
solución, en este caso, para la representación de la solución de la primera etapa a 
cada trabajo se le asigna un número real cuya parte entera es el número de la 
máquina a la que el trabajo se le asigna y cuya parte fraccionaria se utiliza para 
ordenar los trabajos asignados a cada máquina. Finalmente para la asignación de 
los trabajos a las máquinas en las etapas posteriores se utiliza el método SPTCH 
y la regla de Johnson, donde cada trabajo es asignado a la máquina que permite 
que se complete el menor tiempo medido de manera golosa. 
 
 
En 2004 los autores Can Akkan y SelcukKarabatı [20]abordan el problema de 
programación de Flow-Shop de  trabajos en dos máquinas, donde todos los 
trabajos están disponibles en el tiempo cero y necesitan ser procesados primero 
en la máquina 1 y después en la máquina 2, buscando el objetivo de minimizar la 
suma de los tiempos de terminación de los trabajos. Para resolver este problema 
los autores presentan el algoritmo de Branch and Bound con la característica de 
un nuevo esquema para el cálculo de límite inferior que se basa en la formulación 
del problema de flujo en la red de costo mínimo. Cuando se integra este esquema 
al algoritmo de Branch and Bound que utiliza el criterio de dominancia establecido 
en la literatura, se pueden resolver problemas con hasta 60 trabajos cuando el 
tiempo de procesamiento esta uniformemente distribuido en un rango entre 1 y 
100. 
 
 
En 2005 los autores Rubén Ruiz y Concepción Maroto [21] abordan el problema 
de la programación del Flow-Shop de un conjunto de  trabajos para ser 
procesados en un conjunto de ! máquinas en el mismo orden, primero en la 
máquina 1 después en la máquina 2 y así sucesivamente hasta la máquina !. El 
objetivo es encontrar una secuencia para el procesamiento de los trabajos en las 
máquinas y optimizar el criterio del makespan. Con el fin de lograr dicho objetivo, 
los autores presentan una revisión y evaluación comparativa de 18 heurísticas y 7 
metaheurísticas para el problema de Flow-Shop Permutacional. La comparación 
consiste en calcular una medida de rendimiento para cada una de los métodos en 
la resolución de 12 problemas de diversos tamaños y se crea una tabla del 
promedio de porcentaje de incremento sobre la mejor solución conocida para los 
algoritmos, se grafican los intervalos medios LSD y los efectos que los números de 
máquinas tienen sobre todos los algoritmos, finalmente se destacan los factores  
y !. Del estudio comparativo se encuentra que la heurística de mejor rendimiento 
es NEH y dentro de las metaheurísticas el algoritmo Iterativo de Búsqueda Local, 
el Búsqueda Tabú, el Recocido Simulado y los Algoritmos Genéticos [1]son los 
que resultan más adecuados para resolver este problema. 
 
 
También en 2005 los autores T.K. Varadharajan y Chandrasekharan Rajendran 
[22] consideran el problema de la programación del Flow-Shop con los objetivos 
de minimizar el y el tiempo de flujo total de los trabajos, para lo que plantean 
desarrollar un algoritmo de Recocido Simulado [1] multi-objetivo (MOSA). Este 
algoritmo trata de obtener soluciones no dominadas a través de la implementación 
de una función de probabilidad simple que ayuda a generar soluciones en el frente 
de pareto. Por otro lado la función de probabilidad es muy variada de tal forma que 
todo el espacio de la función objetivo este cubierto de manera uniforme con el fin 
de obtener el mayor número de soluciones no dominadas y soluciones diversas 
como sea posible. 
 
 
En 2005 los autores José Elías Claudio Arroyo y Vinícius Amaral Armentano [23] 
estudian el problema de la programación del Flow-Shop con múltiples criterios de 
desempeño, para lo que proponen un Algoritmo Genético[1]de búsqueda local con 
características como elitismo, uso del concepto de dominancia de Pareto para 
asignar valores fitness adecuados para las soluciones con el fin de preservar la 
dispersión de la población y el uso de una búsqueda local paralela multi-objetivo a 
fin de intensificar la búsqueda en distintas regiones. El algoritmo se aplica al 
problema de programación de líneas de flujo para los siguientes dos pares de 
objetivos: primero, el makespan y el retraso máximo(, ), y segundo, el 
makespan y el retraso total (, ), en otras palabras los autores adoptan un 
enfoque posteriori (la elección de una de todas las soluciones eficientes 
presentadas) para el problema de la programación del Flow-Shop multi-criterio con 
el fin de obtener soluciones eficientes aproximadas para los pares de objetivos. La 
secuencia de los trabajos procesados en cada máquina es la misma, 
caracterización del Flow-Shop Permutacional. 
 
 
En 2005 los autores Rubén Ruiz, Concepción Maroto y Javier Alcaraz [24] 
abordan el problema de la programación del Flow-Shop con secuencia 
dependiente de los tiempos de preparación, comúnmente conocido como Flow-
Shop SDST (Sequence Dependent Setup Times). En este problema se considera 
como criterio de optimización la minimización del makespan o . Los autores 
proponen como solución al problema dos Algoritmos Genéticos Avanzados (GA) 
[1]. El primer GA incluye el conocimiento de dominio específico del problema, 
algunos procedimientos originales y operadores diseñados, el segundo GA aplica 
una búsqueda local basada en la inserción de vecindario en una fase de 
mejoramiento. 
 
 
En 2006 los autores Rubén Ruiz y Concepción Maroto [25] proponen la adaptación 
del Algoritmo Genético [1] de buenos resultados en el Flow-Shop Regular a una 
versión del problema donde la secuencia es dependiente de los tiempos de 
preparación y las máquinas paralelas no están relacionadas en cada etapa de 
producción. Problemas con estas características son conocidos como Flow-Shop 
Híbrido y dado que no todos los productos pueden ser procesados en todas las 
máquinas disponibles, se tiene lo que se llama la elegibilidad de la máquina. El 
problema del Flow-Shop Híbrido es muy común en la industria, especialmente en 
la producción de baldosas de cerámicas, textiles y pinturas sintéticas. La 
propuesta de los autores es un Algoritmo Genético que incorpora nuevas 
características y cuatro nuevos operadores de recombinación. El criterio para la 
programación de la secuencia es la minimización del . 
  
En 2007 los autores M. Fatih Tasgetiren, Yun-Chia Liang, Mehmet Sevkli y Gunes 
Gencyilmaz [26] abordan el problema de secuenciación del Flow-Shop 
Permutacional (Permutation Flow-Shop Sequencing Problem PFSP) en el cual se 
determina el orden de procesamiento de los trabajos en más de una máquina para 
optimizar cierto criterio cuando todos los trabajos tienen la misma secuencia en la 
máquina, este problema es estudiado con el objetivo de minimizar el criterio del  y el tiempo de flujo total de los trabajos, para lo que los autores proponen el 
Algoritmo de Optimización Cúmulo de Partículas (Particle Swarm Optimization 
PSO) [1]. Este algoritmo es un método de optimización evolutiva inspirado en la 
naturaleza, como la interacción de los peces, de las aves y demás especies que 
habitan en cardumen y difiere de los demás métodos de tipo evolutivo en que no 
utilizan operadores de filtración (recombinación y/o mutación) y los miembros de la 
población son guiados a través del proceso de búsqueda compartiendo la 
información entre todos para dirigir el proceso hacia la mejor posición en el 
espacio de búsqueda. Se desarrollan dos variantes para el algoritmo, en la 
primera PSO con vecindarios locales, cada partícula se mueve hacia la mejor 
posición en la vecindad restringida y en la segunda PSO con vecindarios globales, 
cada partícula se mueve hacia la mejor posición en todo el cúmulo. 
 
 
En 2009 los autores M. Zandieh, E. Mozaffari y M. Gholami [27] estudian el 
problema de Líneas de Flujo Flexibles Híbridas (Hybrid Flexible Flow Line HFFL). 
Este término se utiliza para indicar líneas de flujo con la presencia de múltiples y 
distintas máquinas independientes en paralelo en alguna o todas las etapas, sin 
embargo todavía hay trabajos que requieren un procesamiento exactamente en 
una máquina por etapa. Para que el problema sea considerado una línea de flujo 
flexible híbrida, por lo menos un trabajo no necesita ser procesado en todas las 
máquinas en al menos una etapa. Un trabajo no puede volver a una etapa que ya 
ha visitado. Cada etapa debe tener más de una máquina. Teniendo en cuenta 
estas características, los autores se enfocan en un conjunto de  trabajos con 
múltiples operaciones disponibles para el procesamiento en el tiempo cero. Cada 
trabajo < requiere =? operaciones y cada operación requiere de una máquina 
diferente. Las descripciones de los trabajos son conocidas. Los trabajos no tienen 
asociados valores de prioridad y siempre son procesados sin error. Existen buffer 
infinitos entre las estaciones, antes y después de la primera y la última etapa, las 
máquinas no pueden ser bloqueadas por el trabajo actual, las máquinas están 
disponibles todo el tiempo sin fallas o mantenimiento programado. Una 
característica fundamental de propiedad en el tema de investigación es que los 
tiempos de preparación existentes son dependientes de la secuencia. Para 
solucionar el problema los autores proponen un Algoritmo Genético [1] con el fin 
de lograr un programa que minimice el para el problema HFFL. 
 
 
 
RESUMEN 
 
 
En este capítulo se realizó un estudio exhaustivo del estado del arte del problema 
de la programación del Flow-Shop, en donde se analizaron 25 artículos, el 
recuento histórico se realiza desde 1995 hasta el 2009, pero a lo largo del análisis 
se encontró la necesidad de estudiar el Algoritmo de Johnson propuesto por el 
autor S. M. Johnson en 1953, ya que este es el punto de partida o referencia y es 
uno de los más utilizados como inicializador para otros métodos más elaborados. 
 
Para cada uno de los artículos analizados se identificó, la categoría del problema 
de Flow-Shop estudiado, la técnica o estrategia de solución empleada para darle 
solución al mismo y la métrica o medida de efectividad del algoritmo. 
 
 
 
  
 4 ESTRATEGIAS DE SOLUCIÓN EMPLEADAS 
 
 
4.1 INTRODUCCIÓN 
 
 
La estrategia de solución que se plantee es clave para resolver de forma exitosa el 
problema de Flow-Shop, razón por la cual es importante hacer una recopilación y 
estudio de las diversas propuestas planteadas desde la primera vez que el 
problema fue formulado, hasta las más recientes. 
 
En la literatura especializada, diversos autores han empleado múltiples estrategias 
de solución para resolver el problema de Flow-Shop en cada una de sus 
categorías. Estas estrategias son planteadas partiendo de la técnica de solución 
adoptada y la codificación empleada para describir el problema. 
 
El problema de Flow-Shop es catalogado como de difícil solución o NP-difícil, ya 
que no se cuenta con algoritmos de orden polinomial a partir de los cuales se 
pueda resolver el problema de forma óptima y en el menor tiempo posible, por lo 
que se hace necesario desarrollar estrategias de solución con las que se puedan 
aprovechar las características combinatoriales del problema y adaptarlas de forma 
ágil a alguna técnica de solución para resolverlo en un tiempo computacional 
adecuado y de forma óptima. 
 
En este capítulo se hará la descripción de las estrategias de solución empleadas 
desde el año 1953 hasta el año 2009, donde se mostrarán las diferentes técnicas 
de solución empleadas, tanto heurísticas como metaheurísticas. 
 
 
4.2 ESTRATEGIAS DESCRITAS EN LA LITERATURA 
 
 
En el algoritmo propuesto por S. M. Johnson [3] en 1953 para la programación de 
la producción en dos etapas o máquinas se considera que la secuencia de 
producción en cualquier máquina puede ser hecha de igual forma que en otra 
máquina sin pérdida de tiempo. Este algoritmo consiste en formar la lista / y 0 en 
dos columnas verticales, como se muestra en la Tabla 2. 
Tabla 2.Listas Ai y Bi Algoritmo Johnson Tarea  /  0  1 /& 0& 2 . . 3 . . 4 . .  /E 0E 
 
NOTA. Fuente: S. M. Johnson. “Optimal Two and Three Stage Production Schedules with Setup 
Times Included”. The Rand Corporation, pp 402 (1 a t10), 1953. 
 
Teniendo estas listas, se analizan todos los tiempos de los periodos y se 
selecciona el tiempo más corto; si este valor pertenece a la primera máquina (/), 
la tarea que corresponde a este se programa de primera, si el valor pertenece a la 
segunda máquina (0), la tarea se programa de última, se tachan ambos tiempos, 
se repite este procedimiento hasta que todas las tareas sean programadas, 
trabajando desde ambos extremos hacia el centro. En caso de empate, se 
asignara primero en el orden la tarea con el subíndice más pequeño y en caso de 
empate entre / y 0, el orden de la tarea será de acuerdo a /. 
 
Este método por ser el punto de referencia y uno de los más utilizados como 
inicializador para otros métodos más elaborados, amerita ser ilustrado mediante 
un ejemplo, la matriz de tiempos se presenta en la Tabla 3. 
 
Tabla 3.Matriz de tiempos de procesamiento Tarea  /  0  
1 4 5 
2 4 1 
3 30 4 
4 6 30 
5 2 3 
 
 
La secuencia de las tareas que se obtiene del ejemplo se construye tomando la 
tarea que muestre menor tiempo de la columna /, en este caso 5 y se asigna de 
primera, luego se toma la tarea que muestre menor tiempo de la columna 0, en 
este caso 2 y se asigna de última, este procedimiento se realiza hasta asignar 
todas las tareas y la secuencia final que se obtiene es (5 1 4 3 2). Para esta 
secuencia el tiempo total transcurrido es de 47 unidades, mientras que si se 
calcula el tiempo total transcurrido conservando la secuencia original seria de 78 
unidades. 
 
Para aplicar el algoritmo para la programación de la producción en tres etapas se 
debe cumplir la restricción: 
  / ≥ á3 0 ó   ≥ á3 0 
 
Donde:  
 / , 0,  Son los tiempos de procesamiento de la tarea  en la máquina /, 0 ) . 
 
Para el caso de 3 máquinas, se deben construir dos máquinas artificiales /4 ) 04 , 
es decir el problema se transformará en uno de dos máquinas para resolverlo 
utilizando el método expuesto anteriormente.  
 
Los tiempos de procesamiento se calculan como: 
 /4 = / + 0 y 04 = 0 +  
 
La secuencia encontrada al aplicar el algoritmo de Johnson en las dos máquinas 
artificiales será la solución para el problema de las 3 máquinas. 
 
 
 
El algoritmo genético propuesto en 1994 por Colin R. Reeves[4]para la 
secuenciación del Flow-Shop está basado en el algoritmo genético clásico, cuya 
representación de los cromosomas se hace por medio de vectores que indican la 
secuencia y el resultado de aplicar algún operador genético sigue siendo un 
cromosoma valido. Los cromosomas se representan de la siguiente forma: 
 
Tabla 4.Representación Cromosomas 
2 1 3 4 5 6 7 
 
 
Donde la posición representa el orden y el valor de cada posición el trabajo que se 
va a realizar. 
 
El mecanismo de selección se realiza a través de una distribución de probabilidad 
que tiene en cuenta la posición del cromosoma de acuerdo al ordenamiento 
descendente, donde el primero presenta mejor función objetivo, y un factor que le 
da un nivel de aceptación a aquellos que estén por encima del valor medio de la 
población. La distribución de probabilidad está definida por la siguiente expresión: 
 
F(G6H) = 26( + 1) 
 
Donde 6 es la posición del cromosoma en orden ascendente y  es el valor medio 
de la población. 
 
El operador de mutación es utilizado para reducir la convergencia prematura, y es 
implementado a través de un cambio en una de las posiciones del vector de 
secuencia seleccionado de forma aleatoria.  
 
La población inicial generalmente es elegida de forma aleatoria, sin embargo se 
obtiene una mejor solución mediante la aplicación de heurísticas constructivas, 
especialmente la heurística NEH, ya que esta ha presentado mejores resultados 
que las demás heurísticas. 
 
 
 
Chandrasekharan Rajendran y Hans Ziegler [5] en 1997, consideran una línea de 
flujo estática donde todos los trabajos están disponibles al comienzo del periodo 
de programación, para solucionar el problema de Flow-Shop con el objetivo de 
minimizar el tiempo de flujo total ponderado de los trabajos. 
 
La formulación del problema es la siguiente: 
 
Los parámetros dados son: 
 $ ? Tiempo de procesamiento del trabajo i en la máquina j $ GH? Tiempo de procesamiento del trabajo ubicado en la i-ésima posición de la 
secuencia de la máquina j ℎ  Costo del trabajo i por unidad de tiempo  Número total de trabajos a ser programados ! Número total de máquinas en la línea de flujo 
J Conjunto ordenado de trabajos ya programados K Conjunto de trabajos no programados L(J, <) Tiempo de terminación de la secuencia parcial σ en la máquina j M Secuencia completa de n trabajos 
 
La función objetivo de minimizar el tiempo de flujo total ponderado de un programa 
de permutación completa Σ, es: 
 
Minimizar   =  ∑ NEO&  
 
El tiempo de flujo ponderado o el costo de mantener el trabajo i, esta dado por: 
 N = L(J, !) ∙ ℎ 
 
El tiempo de terminación del J (donde el trabajo  se añade a la secuencia parcial 
σ) en la máquina <, puede ser expresado por: 
 L(J, <) = !Q3{L(J, <); L(J, <  1} + $? 
 
El desarrollo del modelo propuesto implica la implementación de las siguientes 
fases: 
 
1. Desarrollo de la Secuencia de las Semillas 
 
En esta fase se considera el objetivo de minimizar el tiempo de flujo total 
ponderado, para lo cual se presenta una matriz inicial con los tiempos de 
procesamientos de las tareas  en las máquinas <, de acuerdo a los tiempos de 
procesamientos ponderados más cortos (SWPT) se extiende el principio de 
programación de tareas para el problema de una sola máquina; los trabajos 
también podrían ser ordenados de acuerdo al tiempo de procesamiento total 
ponderado (SWTPT) para el problema de ! máquinas. 
Aplicando la regla SWTPT se genera un vector secuencia de las tareas. Se 
presentan en una matriz los tiempos de terminación de las tareas en las máquinas 
y se calcula el tiempo de flujo total ponderado para esta secuencia. Se genera otro 
vector con la secuencia de las tareas, se presentan nuevamente en una matriz el 
tiempo de terminación de los trabajos en las máquinas y calcula el tiempo de flujo 
total ponderado para esta nueva secuencia y finalmente se analizan los valores 
encontrados del tiempo de flujo total ponderado. 
 2. Mejoramiento de la Fase 
 
El esquema de mejoramiento está basado en la transposición secuencial de cada 
trabajo de la secuencia semilla, en cada posición diferente, donde se insertará 
cada trabajo  en la posición 1 y los demás trabajos serán trocados, luego se 
calcula el tiempo de flujo total ponderado y finalmente se elige la secuencia que 
genere menor tiempo de flujo total ponderado. 
 
 
 
En 1998 en la heurística de programación de Flow-Shop propuesta por Christos 
Koulamas [6] con el objetivo de minimizar tiempo de terminación (makespan) 
en un estado determinístico en el entorno del Flow-Shop se utiliza la siguiente 
notación triple: (S / T / U) donde: 
 S Describe el entorno de la máquina T Denota las características especiales del trabajo U Se refiere al objetivo de programación 
 8 / /  Problema de Flow-Shop de una máquina con función objetivo 
makespan. 82 / /  Problema para dos máquinas con función objetivo makespan. 83 / /  Problema para tres máquinas con función objetivo makespan. 
 
La heurística de programación de Flow-Shop con de objetivo (HFC) se 
presenta en dos fases: 
 
Fase I: Produce una secuencia de permutación J que es la entrada de la fase II. 
Esta secuencia se genera a partir de una búsqueda ordenada de los tiempos de 
procesamiento de cada uno de los trabajos en cada máquina. A partir de los 
tiempos de procesamiento ordenados de menor a mayor se genera la secuencia 
de trabajos que representa ese ordenamiento. 
 
Fase II: Se produce una programación no permutacional. En esta fase se toma un 
par de trabajos de la secuencia generada de la fase anterior de forma ordenada, 
se truecan y se cuantifica el ; si este se mejora se guarda la solución 
encontrada, de lo contrario se toma una nuevo par de trabajos. 
 
  
La estrategia de solución propuesta en 1998 por M.C. Portmann, A. Vignier, D. 
Dardilhac, D. Dezalay [7] consiste en dos fases: en la primera se generan las 
propuestas para la secuencia de los trabajos basados en la estrategia planteada 
en el algoritmo de Johnson; en la segunda se utilizan las secuencias generadas 
para construir subsecuencias de trabajo en las diferentes máquinas. 
 
El planteamiento de la técnica de Branch and Bound se soporta en el hecho de 
que es una técnica exacta y que el único inconveniente que presenta para resolver 
el problema de Flow-Shop es el control de los límites inferior y superior. Para 
realizar dicho control son involucrados algunas técnicas heurísticas y algoritmos 
genéticos en el proceso de optimización. 
 
A continuación se describen las técnicas empleadas en la propuesta que hacen 
los autores. 
 
1. Mejoramiento del Límite Inferior 
 
El mejoramiento del límite inferior consiste en relajar el problema, permitiendo que 
las variables enteras puedan obtener cualquier valor real. Una vez obtenida la 
solución relajada se agregan las restricciones para acotar las variables, lo cual de 
forma grafica se representa a través de las ramificaciones del método Branch and 
Bound. Luego a partir de una estrategia se cuantifican los dos límites inferiores, 
LBM basado en máquinas, y LBJ basado en los trabajos, ambos propuestos por 
Brah and Hunsucker, se determina el mejor valor para asignar el límite. 
 
2. Calculo del Límite Superior 
 
Este cálculo está basado en la implementación de tres etapas. En primer lugar una 
secuencia es determinada de acuerdo a una regla de secuenciación particular. En 
segundo lugar los trabajos son asignados tan pronto como sea posible en la 
máquina en todas las etapas utilizando para la primera etapa la regla de prioridad 
dada por el orden de la secuencia y en tercer lugar, el resto de las etapas estarán 
ordenadas de acuerdo al tiempo de terminación de la etapa anterior. 
 
De acuerdo a lo anterior, la secuencia utilizada en la primera etapa es importante, 
ya que ha sido obtenida de la primera heurística eligiendo al azar una de las ! 
permutaciones de los trabajos. En la segunda heurística, la secuencia es dada por 
la regla del tiempo de procesamiento más corto (SPT) aplicada a los tiempos de 
procesamiento de la primera etapa y finalmente en la tercera heurística, la 
secuencia es dada por la regla del tiempo de procesamiento más largo (LPT) 
aplicada a los tiempos de procesamiento de la primera etapa. De esta manera el 
límite superior inicial será igual al valor de mejor criterio obtenido por las tres 
heurísticas. 
 
La siguiente modificación que se realiza al cálculo del límite superior consiste en 
mejorar el valor de dicho límite durante la búsqueda, involucrando algoritmos 
genéticos (GA) en el Branch and Bound (BB). El enfoque del GA es buscar entre 
los sub-árboles descendientes del nodo actual, una solución de mejor calidad que 
la última encontrada. El GA procede en el orden de superar la mejor solución 
encontrada hasta el momento, y una vez determinada se pueden retirar algunos 
nodos reduciendo el tamaño del árbol de búsqueda. 
 
 
 
Nuevamente en 1998 en el algoritmo para dar solución al problema de Flow-Shop 
con máquinas paralelas basado en la técnica de Búsqueda Tabú propuesto por 
Eugeniusz Nowicki y Czeslaw Smutnicki [8], la solución inicial se obtiene a partir 
de la implementación de alguna técnica constructiva, posteriormente se hace la 
búsqueda de la mejor solución a través del esquema clásico de la búsqueda tabú 
(TS) 
 
Los parámetros que hacen parte de la metodología son: 
 : Lista de memoria a largo plazo. KOrden de procesamiento. Lista tabú asociada con K. VW#VX$ Contador que indica el número actual de los movimientos realizados 
de K en la búsqueda. Y (K) Conjunto reducido de movimientos ya realizados de VW#NVX$ 
provenientes de K. Z[ El tiempo del mejor makespan hasta el momento. Q3V$\$#] Iteraciones que han sido realizadas. ^ Se refiere a los mejores resultados. 
 
El proceso del algoritmo de búsqueda tabú consiste en inicializar el conjunto K de 
orden de procesamiento y calcular el valor del mejor makespan, luego buscar un 
conjunto de movimientos y un conjunto de candidatos para ser evaluados 
nuevamente. Se calcula el mejor movimiento representativo de acuerdo con la 
estrategia de búsqueda, se actualiza el mejor makespan, se modifica la lista tabú. 
Se chequea la cantidad de movimientos sin que se haya presentado un cambio en 
el mejor makespan y de acuerdo con los parámetros preestablecidos se para o se 
continua con la búsqueda.  
 
Los Parámetros Q3\$#],Q3V$\$#], Q3VW#VX$,:#=$ℎ y :#=ℎ$: se 
eligen de forma experimental. Los contadores V$_$#] y \$#]cuantifican el número 
total de iteraciones y el número de iteraciones realizadas sin mejorar el makespan, 
respectivamente. 
 
Para generar la lista tabú que almacena los atributos de las configuraciones que 
se consideran prohibidas, se determinan dos fronteras, de tal manera que un 
movimiento no es tabú si y sólo siesta contenido entre las dos fronteras. 
 
Debido a que el cálculo del makespan para los vecinos consume casi el 100% del 
tiempo de funcionamiento total de la Búsqueda Tabú y es crucial para la velocidad 
del algoritmo. Se propone un método que mejora el cálculo del problema, este 
consiste en definir primero las nociones básicas y las relaciones asociadas con los 
caminos para algunos trabajos de acuerdo al orden de procesamiento, se 
proporciona un método especial para encontrar el makespan para un solo 
movimiento y un procedimiento algorítmico para encontrar el makespan para el 
resto de los movimientos 
 
 
 
El objetivo de la Programación Entera Mixta PEM propuesto en 2000 por T. Sawik 
[9]para la programación del Flow-Shop con bloqueo es determinar una asignación 
de trabajos a las máquinas en cada etapa, de tal modo que todos los productos 
sean terminados en un tiempo mínimo, es decir minimizar el makespan =!Q3` a b (N`), donde N` denota tiempo de terminación del producto 6 en la 
ultima etapa ! 
 
El Flow-Shop sin buffer intermedios representa un tipo especial de Flow-Shop, 
donde solo hay una máquina en cada etapa y todos los productos visitan todas las 
máquinas. En ocasiones el producto se queda en la máquina bloqueándola hasta 
que esté disponible la máquina de la siguiente etapa. 
 
La propuesta contiene cuatro modelos PEM para cuatro variaciones del problema 
de Flow-Shop con bloqueo. 
 
El primer modelo de programación de Flow-Shop con bloqueo basado en la 
programación entera mixta FO se describe a continuación: 
 
Función objetivo minimizar makespan. 
Restricción para asegurar que cada producto es procesado en la etapa 1. 
Restricción para garantizar que los productos también son procesados en las 
etapas posteriores. 
Restricción para asegurar que dos trabajos no sean procesados simultáneamente 
en una misma máquina. 
Restricción para indicar que el procesamiento de cada producto en cada etapa 
comienza inmediatamente después de su salida de la etapa anterior. 
Restricción para asegurar que cada producto sale del sistema tan pronto como se 
completa en la última etapa. 
Restricción para delimitar el tiempo máximo de terminación. 
Restricción para imponer un límite inferior al . 
Restricciones de no negatividad de las variables de decisión. 
 
El modelo FO puede ser aplicado al caso de Flow-Shop con un solo buffer 
intermedio, donde el buffer está entre máquinas sucesivas y es modelado como 
máquinas adicionales con tiempo de procesamiento cero y bloqueo. 
 
El segundo modelo para el problema general de la programación de Flow-Shop 
Flexible con bloqueo FF se puede modelar como un PEM, y se describe a 
continuación: 
 
Función objetivo minimizar makespan. 
Restricción para asegurar que a cada producto se le asigne exactamente un 
procesador. 
Restricción para igualar cada etapa de la carga de trabajo asignada a cada 
procesador en paralelo. 
Restricción para asegurar que cada producto es procesado en la primera etapa. 
Restricción para garantizar que los productos también se procesan en todas las 
etapas posteriores.  
Restricción para asegurar que dos trabajos no sean procesados simultáneamente 
en una misma máquina, tanto para un solo procesador como para procesadores 
en paralelo. 
Restricción para indicar que el procesamiento de cada producto en cada etapa 
comienza inmediatamente después de su salida de la etapa anterior. 
Restricción para asegurar que cada producto sale del sistema tan pronto como se 
completa en la última etapa. 
Restricción para delimitar el tiempo máximo de terminación. 
Restricción para imponer un límite inferior al . 
Restricciones de no negatividad de las variables de decisión. 
 
En el tercer modelo para la programación con rutas alternativas FOR, la 
flexibilidad de la toma de decisiones aumenta al permitir el procesamiento de rutas 
alternativas, donde se define una ruta a una sucesión de etapas de procesamiento 
que un producto debe visitar para ser completado. Se asume que el 
procesamiento de rutas alternativas está disponible para cada producto. El modelo 
se describe a continuación: 
 
Función objetivo minimizar makespan. 
Restricción para asegurar que cada producto es procesado en la primera etapa de 
su ruta seleccionada. 
Restricción para garantizar que los productos también se procesan en todas las 
fases posteriores.  
Restricción para asegurar que dos trabajos no sean procesados simultáneamente 
en una misma máquina. 
Restricción para garantizar que no haya dos productos para realizar en el mismo 
procesador al mismo tiempo. 
Restricción para indicar que el procesamiento de cada producto en cada etapa 
comienza inmediatamente después de su salida de la etapa anterior de la ruta 
seleccionada. 
Restricción para delimitar el tiempo máximo de terminación. 
Restricción para imponer un límite inferior al . 
Restricción para asegurar que cada producto sale del sistema tan pronto como se 
completa en la última etapa de su ruta de procesamiento. 
Restricción para asegurar que exactamente una ruta de procesamiento es 
seleccionado para cada producto. 
 
El último modelo propuesto para la programación del Flow-Shop flexible con 
buffers intermedios limitados y rutas alternativas FFR se describe a continuación: 
 
Función objetivo minimizar makespan. 
Restricción para garantizar que en cada etapa con procesadores en paralelo cada 
producto se le asigna exactamente un procesador, si la etapa está en la ruta de 
procesamiento seleccionado, o de otra manera que el producto no está asignado a 
esta etapa. 
Restricción para igualar en cada etapa la carga de trabajo asignada a cada 
procesador en paralelo. 
Restricción para garantizar que cada producto es procesado en la primera etapa 
de su ruta seleccionada. 
Restricción para garantizar que también se procesa en todas las fases posteriores. 
Restricción para asegurar que dos trabajos no sean procesados simultáneamente 
en una misma máquina, tanto para un solo procesador como para procesadores 
en paralelo. 
Restricción para indicar que el tratamiento de cada producto en cada etapa 
comienza inmediatamente después de su salida de la etapa anterior de la ruta 
seleccionada. 
Restricción para delimitar el tiempo máximo de terminación. 
Restricción para imponer un límite inferior al . 
Restricción para garantizar que cada producto sale del sistema tan pronto como se 
completa en la última etapa de la ruta seleccionada. 
Restricción para asegurar que exactamente una ruta de procesamiento se ha 
seleccionado para cada producto. 
 
 
 
La notación que se emplea para solucionar el problema propuesto en 2001 por 
MeralAzizoglu, et al [10] se define de la siguiente manera: 
 7 Denota el número de etapas.   Número de trabajos. !? Número de máquinas en la etapa <. F? Tiempo de procesamiento del trabajo  en la etapa <. ? Tiempo de terminación del trabajo  en la etapa <. c(^) Tiempo de terminación del trabajo  en programa ^. ^∗ Programa que minimiza el tiempo total de flujo. 
 
e c(^∗) = [af ge c(^) h 
 
Donde K es el conjunto de programas factibles. 
 
Es común que el enfoque del problema de Flow-Shop use un programa de 
permutación que preserve el mismo orden de asignación en cada etapa, en este 
problema se hace uso de la misma lista en la que los trabajos son asignados a la 
primera máquina disponible en cada etapa. 
 
Los autores resuelven el Algoritmo de Branch and Bound para la primera etapa del 
problema de Flow-Shop Flexible. Los nodos finales corresponden a soluciones 
completas y se ordenan en forma ascendente respecto a los valores del tiempo de 
flujo. A partir del primer nodo de la lista, se aplica el procedimiento de Branch and 
Bound de la segunda etapa. El tiempo de terminación de los trabajos de la etapa 1 
son los tiempos de preparación de la etapa 2. Similarmente los nodos finales de la 
etapa 6 proporcionan los tiempos de preparación de la etapa 6 + 1. Una solución 
completa es obtenida cuando se alcanza la solución del Branch and Bound en la 
etapa 7. 
 
Para encontrar la solución inicial del Algoritmo de Branch and Bound se proponen 
tres heurísticas: 
 
Heurística 1: Las etapas son consideradas por separado. El problema para cada 
etapa busca minimizar el tiempo de terminación total en las máquinas paralelas, y 
es resuelto óptimamente utilizando la regla SPT. La secuencia que se encuentra 
se impone sobre todas las etapas. La secuencia que da el mínimo tiempo total de 
flujo es elegida. 
 
Heurística 2: El procedimiento es el mismo de la heurística 1 excepto que la 
secuencia de los trabajos encontrada es solo usada en la primera etapa de la 
asignación de los trabajos. Para las otras etapas, el primer tiempo de 
procesamiento más corto de los trabajos pendientes es asignado a la primera 
máquina disponible. 
 
Heurística 3: Rajendran and Chaudhuri (1991) proponen un procedimiento 
heurístico para minimizar el tiempo de flujo total en Flow-Shop Permutacional 
puro. Forman una secuencia mediante el ordenamiento de los trabajos de acuerdo 
al orden ascendente del valor ∑ (7 − < + 1)F?c?O& . Los autores extienden esta 
heurística para el problema del Flow-Shop Flexible mediante la asignación del 
primer trabajo de esta secuencia a la primera máquina disponible en cada etapa. 
 
Se corren las tres heurísticas y se usa la mejor solución obtenida como un límite 
superior inicial. Se elimina una solución parcial al considerar el teorema de 
dominancia, el cual se define a continuación. 
 J Lista parcial. J6 Lista parcial, donde el trabajo 6 es añadido a J. ? Tiempo en el que la máquina < esta disponible cuando los trabajos en J son 
programados. ] Primera máquina disponible cuando los trabajos en J son programados, j = ?? 
 
Teorema. Si Q3kj , ?l&m + F? ≤ `?l&, donde  ≠ 6 y , 6 ∉ J, luego la lista 
parcial J domina J6. 
 
Con el teorema se elimina una secuencia parcial J si existe otra secuencia parcial J< que satisface la condición del teorema. Las máquinas pueden permanecer 
inactivas siempre y cuando el tiempo de inactividad no sea suficiente para 
procesar otros trabajos que están disponibles.  
Se calcula el límite inferior para cada solución parcial, donde ? es el tiempo de 
terminación total del problema en máquinas paralelas idénticas con tiempos de 
procesamiento F&?,F'?, … , FE?, tiempos de preparación &?l&,'?l&, … , E?l& y :? es 
una solución óptima para ?. El espacio de soluciones óptimas se explora teniendo 
en cuenta dos límites inferiores. El primer límite inferior LB1 es el tiempo de 
terminación total de la lista de los tiempos de procesamiento más cortos SPT, 
donde los trabajos no inician antes de !k,?l&m, y el segundo límite inferior LB2 
es el tiempo de terminación total, donde los trabajos tienen un tiempo de 
procesamiento F? !?⁄  en una sola máquina programados mediante la regla de los 
tiempos de procesamientos restantes mas cortos SRPT. 
 
 
 
Para la solución del problema propuesto por Jiyin Liu y Colin R Reeves [11] 
también en 2001 se propone una nueva heurística y posteriormente la combinan 
con métodos de búsqueda local. 
 
La notación empleada en del desarrollo del problema se describe a continuación. 
 
 ∕∕ ∑  Denota el problema de programación del Flow-Shop Permutacional con 
el criterio del tiempo de flujo total.  Cantidad de trabajos {s&, s', … , sE} ! Cantidad de máquinas {&, ', … , } $(, <) Tiempo de procesamiento del trabajo s en la máquina ? 
 
El problema es encontrar una secuencia que minimice la suma de los tiempos de 
flujo de los  trabajos, que puede ser calculado con: 
 
tu = e (, !)EO&  
 
Dada una secuencia de permutación de los trabajos, sG&H, sG'H, … . , sGEH, el tiempo de 
terminación de los trabajos en las máquinas se puede calcular con: 
 (GH, <) = !Q3{(G − 1H, <), (GH, < − 1)} + $(GH, <),  = 2, … , ; < = 2, … , ! 
 
La notación empleada para la nueva heurística propuesta es la siguiente: 
 ^ Secuencia parcial que contiene los trabajos ya programados. w Conjunto de trabajos no programados. 
 
Para el cálculo del tiempo de terminación de los trabajos es evidente que el primer 
trabajo de la secuencia no necesita esperar la máquina, ya que al inicio todas 
están disponibles. La primera máquina no podrá tener tiempo ocioso hasta que 
finalice el procesamiento del último trabajo. Al seleccionar un trabajo  en w para 
anexarlo a ^, la decisión afecta el tiempo ocioso de otras máquinas entre el 
procesamiento del último trabajo en ^ y el trabajo , esto también afecta el tiempo 
de inicio de los otros trabajos en w. 
De acuerdo al análisis anterior los autores diseñan la función de índice para incluir 
dos partes, la primera para considerar el tiempo ocioso de la máquina y la 
segunda para considerar los efectos en el tiempo de terminación de trabajos 
posteriores. Estas se presentan a continuación. 
 
1. Tiempo ocioso total ponderado de la máquina: Considerando cualquier 
procedimiento heurístico con una secuencia parcial ^ con 6 trabajos, el 
tiempo ocioso de la máquina total ponderado se define como: 
 
\` = e 7?` !Q3{(, < − 1) − (G6H, <), 0}?O'  
 
Donde: 
 7?` =  ?x`(l?)/(El') Son los pesos 
 !Q3{(, < − 1) − (G6H, <), 0} Es el tiempo ocioso de la máquina <. 
 
2. Tiempo de flujo total artificial: Considerando anexar un trabajo  a ^ con 6 
trabajos, se calcula el tiempo de procesamiento promedio de todos los 
trabajos en w en cada máquina y este será el tiempo de procesamiento de 
un trabajo artificial F. 
 $(F, <) = e $(L, <)/( − 6 − 1)yazy{
 
 
Se calcula el tiempo de terminación del trabajo  y el tiempo de terminación del 
trabajo artificial F como si fuera programado después del trabajo  
 
El tiempo de flujo total artificial /` es definido como la suma de los tiempos de 
terminación de los 2 trabajos: 
 
Se combinan las dos partes de la función de índices, eligiendo un trabajo  en wy 
anexándolo a ^ con 6 trabajos. 
 
El procedimiento de la heurística consta de tres pasos: 
 
1. Se clasifican los trabajos de acuerdo al orden ascendente del valor de |} (Se 
rompen los lazos de acuerdo al orden ascendente del valor \}) 
2. Se utiliza el primer trabajo clasificado 3 como el primer trabajo en ^ y se 
construye una secuencia de trabajos, seleccionando uno por uno usando la 
función de índice para anexarlo a ^ 
3. Se toma la secuencia con el mínimo tu como solución final. 
 
En la combinación de la heurística con los métodos de búsqueda local, se puede 
ver que ambos trabajan en la secuencia de izquierda a derecha, en este sentido 
hay algunas similitudes estructurales. En la selección de un trabajo de una 
posición en la secuencia, el procedimiento heurístico ya ha comparado el trabajo 
con otros trabajos a su derecha. Cuando se aplica la búsqueda local que también 
verifica los intercambios de izquierda a derecha, se conjetura que el potencial de 
mejora es probable que sea limitado. Para verificar esta conjetura, se considera 
una versión invertida del esquema de búsqueda local que verifica los intercambios 
de los trabajos de derecha a izquierda. 
 
 
 
La estrategia de solución planteada por Vincent T’kindt, et. al. [12] en 2002 está 
basada en la técnica de Optimización por Colonia de Hormigas (ACO). La notación 
utilizada es la siguiente: 
 Q Tiempo de procesamiento del trabajo  en la primera máquina. ~ Tiempo de procesamiento del trabajo  en la segunda máquina.  Tiempo de terminación del trabajo  en la máquina 2 donde  = 1, … ,   Criterio del makespan, definido como el tiempo de la terminación máximo de 
los trabajos en la máquina 2. ∑ Criterio del tiempo de terminación total, definido como la suma del tiempo de 
terminación de los trabajos en la máquina 2. 82 ∥ :#3(, ∑ ) Notación para el problema Flow-Shop con 2 máquinas y dos 
criterios. 
 
La propuesta de los autores es una técnica de optimización de colonia de 
hormigas (ACO) para dar solución al problema 82 ∥ :#3(, ∑ ), se conoce 
como SACO. En esta técnica cada hormiga construye un programa factible 
utilizando un procedimiento constructivo, este procedimiento utiliza una memoria 
compartida por la colonia que recoge las formas de construir un programa factible 
bueno. Esta memoria es llamada matriz de feromonas.  
 
De acuerdo a lo anterior se hace necesario establecer los siguientes parámetros: 
  Matriz de feromonas. ,?Rastro de feromonas. F} Probabilidad de selección de estar en el modo intensificación o al modo de 
diversificación. J Serán los primeros < − 1 trabajos programados. 
 
A partir de la posición 1 a la posición , el trabajo más adecuado para la posición <, se elige de acuerdo al modo de intensificación o al modo de diversificación.  
En el modo de intensificación, una hormiga elige como el trabajo más adecuado 
para la posición <, el que tiene el valor mas alto de ,?, de tal manera que exista 
por lo menos un programa optimo para el makespan comenzando con J 
En el modo de diversificación, una hormiga utiliza un proceso de rueda para 
seleccionar el trabajo más adecuado, este procedimiento es el mismo que en los 
algoritmos genéticos clásicos excepto que solo un trabajo satisfactorio verifica el 
makespan y puede ser elegido. Cuando una hormiga ha construido un programa 
completo, se aplica la búsqueda local. 
Después de todos los programas que han sido construidos por las hormigas, el 
mejor es guardado y la matriz de feromonas se actualiza con los procesos de 
evaporación y deposito; los rastros de feromona se intensifican en la dirección de 
la mejor solución encontrada y se evapora en las demás direcciones. El método 
termina si el número de iteraciones excede el número total de iteraciones 
permitidas. 
 
El uso de un algoritmo de búsqueda local dentro del método ACO hace hincapié 
en la convergencia del algoritmo, ya que pocos programas diferentes pueden ser 
considerados al final de cada iteración. Para regular el uso de la diversificación y 
la intensificación de los procesos, se modifica el esquema del método ACO clásico 
y se considera que la diversificación es preferida al principio de la resolución 
mientras que la intensificación se prefiere en la final. Este principio es equivalente 
a la probabilidad de aceptación de control en la búsqueda del recocido simulado. 
Para el método propuesto, significa que la probabilidad de selección F} ya no se 
fija a lo largo de la resolución. 
 
 
 
Basados en la programación matemática, los autores Edward F. Stafford Jr. y Fan 
T. Tseng [13] desarrollan en 2002 dos modelos, cada uno capaz de modelar 
cualquiera de los problemas de Flow-Shop: Flow-shop Regular, Flow-Shop sin 
espera o colas intermedias (NIQ), Flow-Shop con tiempos de preparación 
dependientes de la secuencia (SDST), Flow-Shop SDST/NIQ. Estos modelos se 
presentan a continuación: 
 
1. Modelo de Flow-Shop WST: Un enfoque de asignación de posición. 
 
Al primer modelo se le realizan una serie de adecuaciones para resolver cada uno 
de los problemas mencionados. 
 
1.1 Modelo de Flow-Shop WST/ SGST. 
 
Parámetros: 
 
Tiempo de procesamiento del trabajo  en la máquina ]. 
Tiempo de preparación para el trabajo 6 en la máquina ] cuando el trabajo  
precede el trabajo 6 en la secuencia. 
Tiempo de preparación inicial en la máquina ] cuando el trabajo  es el primer 
trabajo en la secuencia. 
 
Variables de decisión: 
 
Tiempo ocioso de la máquina ] antes de iniciar el trabajo en la posición < de la 
secuencia. 
Tiempo ocioso, trabajo en la posición secuencia de < después de terminar el 
procesamiento en la máquina ], ] = 1, … ,  − 1 
Tiempo de terminación del trabajo en la posición < de la secuencia en la máquina . 
 
De acuerdo a los parámetros y variables de decisión definidos anteriormente, el 
modelo WST/ SGST se describe: 
 
Función objetivo: minimizar el makespan 
Restricciones para asegurar que cada trabajo se asigna sólo a una posición de la 
secuencia; y que cada posición de la secuencia se llena sólo por un trabajo. 
Restricciones para enlazar el SDST a los trabajos y posiciones de la secuencia. 
Restricción que representa intervalos de tiempo en las máquinas adyacentes para 
todos los trabajo en la secuencia. 
Restricción para considerar los segmentos de tiempo similar en las máquinas 
adyacentes para el inicio del trabajo en una secuencia. 
Restricción para la medida de los tiempos de terminación de los trabajos en cada 
posición de la secuencia en la última máquina en la línea de procesamiento. 
Restricción para representar el makespan del conjunto de trabajo completo. 
 
En este modelo a parte de cumplir con la función objetivo, se pueden minimizar los 
siguientes objetivos: tiempo de terminación medio de los trabajos, tiempo ocioso 
total del trabajo, tiempo ocioso total de todas las máquinas y el tiempo ocioso total 
de la máquina dentro de la secuencia de los trabajos. 
 
1.2 Modelo de Flow-Shop WST/ SGST/NIQ 
 
El modelo de Flow-Shop WST/ SGST puede ser convertido en Flow-Shop SDST 
con NIQ permitido (SDST/NIQ), modificando la restricción que representa 
intervalos de tiempo en las máquinas adyacentes para todos los trabajos en la 
secuencia y la restricción para considerar los segmentos de tiempo similar en las 
máquinas adyacentes para el inicio del trabajo en una secuencia. Con este modelo 
se pueden minimizar los objetivos como: el makespan, el tiempo de terminación 
medio de los trabajos, el tiempo ocioso total de todas las máquinas y el tiempo 
ocioso total de la máquina dentro de la secuencia de los trabajos. 
 
 
1.3 Modelo de Flow-Shop WST/Regular 
 
En el modelo de Flow-Shop, los tiempos de preparación de las máquinas se 
asumen independientes de la posición de la secuencia para que puedan ser 
incorporados en los tiempos de procesamiento de los trabajos. Teniendo en 
cuenta lo anterior, se modifican las siguientes restricciones: la restricción que 
representa intervalos de tiempo en las máquinas adyacentes para todos los 
trabajo en la secuencia, la restricción con la que se consideran los segmentos de 
tiempo similar en las máquinas adyacentes para el inicio del trabajo en una 
secuencia, la restricción para la medida de los tiempos de terminación de los 
trabajos en cada posición de la secuencia en la última máquina en la línea de 
procesamiento y la restricción para representar el makespan del conjunto de 
trabajo completo. Con este modelo se pueden minimizar los objetivos: makespan, 
tiempo de terminación medio de los trabajos, tiempo ocioso total del trabajo, 
tiempo ocioso total de todas las máquinas y el tiempo ocioso total de la máquina 
dentro de la secuencia de los trabajos. 
 
1.4 Modelo de Flow-Shop WST/NIQ 
 
El modelo del Flow-Shop regular WST puede ser convertido al modelo de Flow-
Shop NIQ, mediante una modificación en las restricciones que representan 
intervalos de tiempo en las máquinas adyacentes para todos los trabajos en la 
secuencia y en donde se consideran los segmentos de tiempo similar en las 
máquinas adyacentes para el inicio del trabajo en una secuencia del modelo 
WST/Regular. Con este modelo se pueden minimizar los objetivos: makespan, 
tiempo de terminación medio de los trabajos, tiempo ocioso total de todas las 
máquinas y el tiempo ocioso total de la máquina dentro de la secuencia de los 
trabajos. 
 
2 Modelo de Flow-Shop SGST: Un enfoque de restricciones disyuntivas 
 
A este modelo también se le realizan algunas adecuaciones para resolver cada 
uno de los problemas mencionados. 
 
2.1 Modelo de Flow-Shop SGST/SDST 
 
Parámetros: 
 
Tiempo de procesamiento del trabajo  en la máquina ] 
Tiempo de preparación para el trabajo 6 en la máquina ] cuando el trabajo  
precede el trabajo 6 en la secuencia 
 
Variables de decisión: 
 
Ultimo tiempo de terminación del trabajo  en la máquina ] 
Primer tiempo de terminación del último trabajo en la máquina  
 
Basados en los parámetros y variables de decisión definidas, el modelo 
SGST/SDST se define: 
 
Función objetivo: minimizar el makespan 
Restricción para asegurar que el tiempo de terminación de cada trabajo en la 
máquina 1 no se produce antes que la duración del tiempo de procesamiento de 
un trabajo en la máquina 1. 
Restricción para asegurar que el tiempo de terminación de un trabajo en la 
máquina <, < = 2 hasta , no será menor que el tiempo de terminación de un 
trabajo en la máquina anterior más el tiempo de procesamiento del trabajo en la 
máquina . 
Restricciones disyuntivas que aseguran que el trabajo < precede o sigue el trabajo 6, pero no ambos. 
 
2.2 Modelo de Flow-Shop SGST/SDST/NIQ 
 
El modelo de SGST/SDST puede ser convertido al modelo SDST/NIQ modificando 
la restricción que asegura que el tiempo de terminación de un trabajo en la 
máquina <, < = 2 hasta , no será menor que el tiempo de terminación de un 
trabajo en la máquina anterior más el tiempo de procesamiento del trabajo en la 
máquina .Con este modelo se puede minimizar el makespan o el tiempo de flujo 
medio. 
 
2.3 Modelo de Flow-Shop regular 
 
De la versión SGST del modelo de Flow-Shop regular se deriva el modelo 
SGST/SDST modificando las restricciones disyuntivas que aseguran que el trabajo < precede o sigue el trabajo 6, pero no ambos.Con este modelo se puede 
minimizar el makespan o el tiempo de flujo medio. 
 
2.4 Modelo de Flow-Shop NIQ 
 
La conversión del modelo de Flow-Shop SGST/Regular al modelo NIQ se lleva a 
cabo modificando la restricción para asegurar que el tiempo de terminación de un 
trabajo en la máquina <, < = 2 hasta , no será menor que el tiempo de terminación 
de un trabajo en la máquina anterior más el tiempo de procesamiento del trabajo 
en la máquina .Con este modelo se puede minimizar el makespan o el tiempo de 
flujo medio. 
 
 
 
Los autores Xi Sun, et al [14] en 2003 para el modelo de programación en el 
problema de Flow-Shop montaje-tipo fijo (AFS) para 3 máquinas, tienen en cuenta 
las siguientes consideraciones: 
 
1.  trabajos son fabricados en las máquinas  y de la primera etapa, y luego 
montados en la 'de la segunda etapa. 
2. Cualquier operación de montaje no pueden comenzar hasta que todos los 
componentes de la fabricación hayan sido finalizados. 
3. Tiempos de procesamientos del trabajo s,  = 1, … , , se dan como constantes 
como  ,  y ' en las máquinas  ,  y ' respectivamente. 
4. Ningún trabajo se puede dividir o invalidarse. 
5. Ninguna máquina puede procesar más de una operación a la vez. 
6. Todas las máquinas están disponibles en el comienzo y nunca se 
descomponen durante el periodo de programación. 
7. El tiempo de preparación es independiente de la secuencia de trabajo y se 
incluye en cada tiempo de procesamiento. 
8. El proceso de inventario entre las dos etapas es permitido e ilimitado. 
 
Los autores proponen 14 heurísticas. A partir del primer planteamiento se hacen 
ajustes sucesivos y en cada etapa se va generando una heurística diferente hasta 
obtener una estrategia general que resuelva el problema. La descripción de la 
heurística base es la siguiente: 
 
Algoritmo heurístico  
 
Inicialmente se toma el vector de trabajos, no se tiene en consideración ninguna 
secuencia y los contadores para los tiempos de procesamiento son iguales a cero, 
luego se calculan los máximos tiempos de procesamientos de cada una de las 
tareas que se tienen en el vector de trabajos, para posteriormente determinar la 
tarea con mínimo tiempo de procesamiento. Con esta primera tarea se empieza a 
construir la secuencia, y se van acumulando los tiempos de procesamiento para 
obtener el tiempo total del proceso. Finalmente se procede de manera iterativa 
hasta completar todos los trabajos. 
 
La estrategia planteada no siempre provee soluciones óptimas, por lo cual los 
autores proponen hacer una serie de modificaciones, a partir de lo cual se 
plantean 14 heurísticas, cada una con mejores cualidades que la anterior.  
 
 
 
La estrategia de solución planteada por Andreas Fink [15] también en 2003 
consiste en solucionar el problema de programación del Flow-Shop Continuo a 
través de técnicas metaheurísticas. 
 
El problema de programación del Flow-Shop Continuo se define por un conjunto 
de  trabajos, donde cada trabajo tiene que ser procesado en un orden idéntico en 
un número determinado de ! máquinas. Cada máquina puede procesar solo un 
trabajo a la vez y el procesamiento de cada trabajo tiene que ser continuo, lo que 
significa que no debe haber ningún tiempo de espera entre el procesamiento de 
las tareas consecutivas de este proceso. 
 $? , 1 ≤  ≤ , 1 ≤ < ≤ ! Denota el tiempo de procesamiento del trabajo  en la 
máquina <. 
`, 1 ≤  ≤ , 1 ≤ 6 ≤ ,  ≠ 6 Retraso inevitable entre la primera máquina y el 
inicio tanto del trabajo  como del trabajo 6, cuando el trabajo 6 es procesado 
directamente después del trabajo . 
 
El retraso puede ser calculado así: 
 
` =  !Q31 ≤ < ≤ ! e $
?
O& − e $`,l&
?
O'  
 
Este problema puede ser entendido como un problema de Flow-Shop 
Permutacional con la característica de que el orden de las máquinas es el mismo 
para todos los trabajos. 
 
Para la solución del problema el autor se centra en metaheurísticas basadas en el 
paradigma de la búsqueda local, es decir, dada una solución inicial factible, esta 
podrá ser cambiada sucesivamente mediante la realización de movimientos que 
alteran las soluciones locales.  
 
Antes de mencionar las metaheurísticas que el autor propone es importante tener 
en cuenta la metodología que estas emplean: 
 
Vecindarios: Se refiere a los movimientos que conducen a ciertos vecinos, los 
cuales deben ser evaluados por alguna medida para guiar la búsqueda. Para el 
problema que es objeto de estudio se utiliza el cambio implícito del valor de la 
función objetivo que proporciona información razonable sobre movimientos locales 
que proveen más ventajas. La búsqueda se detiene en una solución óptima local 
sin ninguna otra solución vecina mejor. Como la calidad de la solución es 
insatisfactoria, se considera la aplicación de metaheurísticas con el objetivo de 
guiar la búsqueda de superar la optimalidad local. 
 
Metaheurística de Recocido Simulado: En el algoritmo básico del recocido 
simulado un movimiento candidato es seleccionado al azar, este movimiento es 
aceptado si conlleva a una solución con un mejor valor de la función objetivo que 
la solución actual. Este movimiento es aceptado con una probabilidad que 
depende del deterioro del valor de la función objetivo y se usa la temperatura 
como parámetro de control. 
 
Metaheurística de Búsqueda Tabú: Esta procede seleccionando en cada 
iteración el mejor movimiento admisible. Un vecino corresponde a un movimiento y 
es llamado “admisible”, si no es un tabú o si un criterio de aspiración se ha 
cumplido. El criterio de aspiración puede anular un estado de tabú posiblemente 
inadecuado, en el problema objeto de estudio es utilizado para permitir todos los 
movimientos que conducen a un vecino con un mejor valor de la función objetivo 
encontrado hasta ahora. 
 
Para la implementación de los métodos que se describieron anteriormente se 
utiliza HOTFRAME una heurística de optimización que proporciona un marco de 
búsqueda local que puede ser especializado seleccionando por ejemplo diferentes 
reglas de selección de vecino resultando métodos como Descenso más 
Rápido(SD) o Descenso más Rápido Iterado(ISD). De igual forma el recocido 
simulado personalizado y los métodos de búsqueda tabú pueden ser generados 
por la explotación de los componentes respectivos. 
 
 
 
El Algoritmo de Búsqueda Tabú propuesto en 2004por Bagas Wardono y Yahya 
Fathi [16] para resolver el problema FSPM/~emplea la siguiente notación para la 
solución del problema: 
 : Estaciones de procesamiento. !ℓ Máquinas paralelas idénticas disponibles en la etapa  ℓ. ℓ$ℎ Área del buffer entre las etapas ℓ y ℓ + 1. ~ℓ Capacidad del área del buffer ℓ$ℎ. F?ℓ Tiempo de procesamiento del trabajo < en la estaciónℓ. 8^ Problema con capacidad de buffers ilimitada. 8^/~Problema con capacidad de buffers limitada. ^ Vector de permutación que representa el orden en el que un conjunto 
determinado de trabajos son procesados en la primera etapa. !& Máquinas paralelas en la primera etapa. $ Tiempo de terminación. 
 
En este estudio los autores diseñan e implementan un algoritmo de búsqueda 
tabú. Para representar una solución, en el contexto del algoritmo de búsqueda 
tabú hay dos formatos: Matriz de representación y vector de representación. En el 
desarrollo del problema FSPM/~se utilizala matriz de representación, donde la 
solución es representada por un par de matrices \ y  de tamaño 3:, cuyos 
componentes se definen como: 
 \?ℓ Número de máquinas que el trabajo < asigna a la etapa ℓ ?ℓ Posición del trabajo < dentro de la secuencia de trabajos que se asignan a la 
máquina \?ℓ en la etapa ℓ 
 
El procedimiento que se emplea para construir un programa completo para el 
problema 8^/ ~ esta asociado a cualquier vector ^ de permutación. De acuerdo 
a este procedimiento, para cualquier permutación dada, el programa de trabajo 
correspondiente a la primera etapa se obtiene utilizando la regla de la primera 
máquina disponible (FAM). Para cada una de las etapas siguientes, los tiempos de 
terminación de la etapa previa se deben ordenar en forma creciente y estos 
valores que serán asignados a las máquinas en la etapa actual de acuerdo a la 
regla de FAM formaran la primera secuencia de los trabajos. 
 
Para que la construcción del programa para el problema FSPM/~ sea factible, se 
simula la operación de los trabajos a través de las máquinas en todas las etapas, 
el proceso de simulación inicia a partir de los trabajos en la secuencia ^ de las 
primeras máquinas paralelas en la primera etapa !&. Ya que se conoce el tiempo 
de procesamiento de cada trabajo, se puede determinar el tiempo de terminación 
correspondiente a !& de los trabajos de la primera etapa. Los valores de la 
secuencia de los tiempos de terminación en orden creciente formaran la lista inicial 
de eventos , donde un evento corresponde siempre al tiempo de terminación del 
trabajo en una etapa. 
 
Teniendo en cuenta lo anterior se presentan los siguientes casos: 
 
Caso (a): Si la etapa ℓ es la última etapa del trabajo < (ℓ = <), se mueve el trabajo  < a la lista de trabajos terminados  y se cambia el estado de la máquina 
correspondiente en la etapa ℓ a vacio, este evento desencadena un conjunto de 
actividades posteriores, como se describe en el caso (b). 
 
Caso (b): Si la etapa ℓ no es la última etapa del trabajo < y elárea del buffer no 
está llena, se mueve el trabajo < a este buffer y se cambia el estado de la máquina 
correspondiente en la etapa ℓ a vacio. Similar al caso (a), este evento también 
desencadena un conjunto de actividades posteriores, como se describe en el caso 
(c). 
 Caso (c): Si la etapa ℓ no es la última etapa del trabajo < y el área del buffer esta 
llena, se cambia el estado del trabajo < y la máquina correspondiente a la etapa ℓ 
a bloqueado, este evento no activa ninguna de las actividades posteriores y se 
mueve el próximo evento en la lista de eventos . 
 
Para la solución del problema 8^/ ~ se emplea el esquema clásico del 
Algoritmo de Búsqueda Tabú, en el cual se considera la estructura de vecindad, la 
estrategia de búsqueda, la lista tabú y el criterio de aspiración. La estructura de 
vecindad se obtiene a partir de la eliminación de un trabajo de la posición actual y 
su inserción en otra posición diferente a la que estaba. La estrategia de búsqueda 
adoptada consiste en que para cada trabajo seleccionado se considera una 
posición de inserción, esta posición es elegida aleatoriamente. Si la solución 
obtenida es mejor que la solución actual, se cambia la incumbente, sino se sigue 
explorando en otra dirección de la vecindad. La lista tabú sirve como la memoria a 
corto plazo para el algoritmo y el criterio de aspiración es el criterio utilizado para 
anular el estado de tabú de un movimiento. 
 
 
 
También en 2004 la estrategia de solución planteada por S. Bertel y J.-C. Billaut 
[17] consiste en proponer una formulación de Programación Lineal Entera, un 
Algoritmo Goloso y un Algoritmo Genético para el proceso de búsqueda y 
generación de los programas o secuencias propuesta, con el fin de solucionar el 
problema de programación de Flow-Shop multiprocesador con recirculación. 
 
Modelo de Programación Lineal 
 
Parámetros: 
 
Número de trabajos. 
Número de máquinas. 
Número de operaciones de cada trabajo. 
Tiempo de preparación para el trabajo   (1 ≤  ≤ ). 
Tiempo de terminación para el trabajo   (1 ≤  ≤ ). 
Costo asociado al trabajo   (1 ≤  ≤ ). 
Etapa donde la operación ,? de cada trabajo  se lleva a cabo (1 ≤ < ≤ ). 
Tiempo de procesamiento de la operación ,? en el recurso `(1 ≤  ≤ , 1 ≤ < ≤ , ` ^$(<)). 
 
Variables: 
 
Tiempo de inicio de la operación ,?. 
Variable binaria igual a 1 si la operación ,? es realizada en el recurso `, de lo 
contrario será igual a 0. 
Variable binaria igual a 1 si el trabajo  es tardío, de lo contrario 0. 
Variable binaria igual a 1 si , precede ,, de lo contrario 0. 
 
Función Objetivo: Minimizar los costos de los trabajos tardíos 
Restricción para que la operación ,?sea realizada por un solo recurso. 
Restricción para que el trabajo  no inicie antes de su fecha de lanzamiento. 
Restricción para que la operación ,? inicie después del tiempo de terminación de 
la operación ,?l&. 
Restricción disyuntiva para el uso de los recursos 
Restricción para controlar el valor de la variable binariaw 
 
Límite Inferior (LB) 
 
Para cada trabajo en la operación < en la ruta, se agrega la operación anterior (< − 1)con el fin de obtener una fecha de lanzamiento aproximada de la operación ,?, y la operación ( − < + 1) para obtener una fecha de vencimiento 
aproximada de la operación ,?. En la etapa ^$(<) la solución del problema es 
denotada por |]| ∑ 7wy conduce a un limite inferior global. 
 
El algoritmo para calcular el valor del límite inferior se describe de la siguiente 
forma: 
 
Primero se inicializa el valor del límite inferior LB en un valor cercano a −∞. Luego 
para cada trabajo  en la operación < se actualiza el tiempo de preparación 
sumándole el tiempo de procesamiento, y se actualiza además el tiempo de 
terminación para el siguiente trabajo. Luego a partir de estos tiempos calculados 
se cuantifica un valor relajado para la función objetivo. Finalmente se calcula el 
límite inferior como el valor máximo entre el límite inferior anterior y el valor 
relajado de la función objetivo. Esta operación se hace iterativamente hasta 
completar todos los trabajos en todas las máquinas 
 Algoritmo Goloso 
 
Este es el primer algoritmo heurístico propuesto llamado (List Algorithm) “LA”, 
basado en las reglas de prioridad de envió y de asignación. 
 
La descripción del algoritmo goloso es la siguiente: 
 
Primero se ordenan los trabajos en orden ascendente de acuerdo al valor del 
tiempo de procesamiento respecto a la regla de prioridad seleccionada, luego para 
cada una de las operaciones se introduce el trabajo en la secuencia de 
programación a la máquina que complete el trabajo anterior. Se ordenan 
nuevamente los trabajos en orden ascendente de acuerdo a la regla de prioridad 
seleccionada. 
 
 
Algoritmo Genético 
 
Este es el segundo algoritmo heurístico propuesto, la notación es la siguiente: 
  Número de la población  FVFt Tamaño de la población ~# Número de generaciones W` Cromosoma W′` Cromosoma expedido a partir de W` después de la mutación ]QV! Números generados aleatoriamente Fjt ) Fu Parámetros de probabilidad del algoritmo genético 
 
La descripción del algoritmo genético propuesto se muestra a continuación:  
 
El algoritmo comienza con la generación de la población inicial. Se realiza un 
proceso iterativo para un número de generaciones dado. Dentro de este se ejecuta 
el esquema clásico del algoritmo genético; se seleccionan aleatoriamente dos 
cromosomas y si se cumple un primer criterio se ejecuta la fase de recombinación. 
Luego a partir de un segundo criterio se decide si se ejecuta o no la fase de 
mutación. Finalmente después de estas dos fases se implementa el criterio de 
selección para actualizar la población total. Este proceso se repite hasta cumplir 
con el número de generaciones establecidas. 
 
  
Nuevamente en 2004 la estrategia de solución planteada por Chandrasekharan 
Rajendran y Hans Ziegler [18] para el problema de Flow-Shop Permutacional 
considerando dos objetivos, minimizar el makespan y minimizar la suma del 
tiempo de flujo total de los trabajos se basa en el Algoritmo Colonia de Hormigas 
(ACO). 
 
Para el cálculo de los tiempos de inicio y terminación de los trabajos en las 
máquinas en el problema de Flow-Shop Permutacional, se debe inicializar el 
tiempo de terminación del trabajo  en la máquina 0L(J, 0)en cero. Este tiempo 
indica el tiempo de disponibilidad del trabajo en la línea de flujo y es igual a 0 para 
todos los trabajos en caso de línea de flujo estática. El tiempo de flujo del trabajo  
es igual al tiempo de terminación del trabajo  en la máquina < cuando se agrega el 
trabajo a la secuencia parcial J. Cuando todos los trabajos son programados, el 
tiempo total de flujo es igual a la suma de los tiempos de flujo de cada trabajo y el 
makespan es el máximo tiempo de flujo. 
 
La estructura general del algoritmo ACO se describe: 
 
Paso 1: Inicializar el rastro de feromonas y los parámetros. 
Paso 2: Mientras la condición de terminación no se cumple se debe hacer lo 
siguiente: construir una solución; mejorar la solución de búsqueda local; actualizar 
el rastro de feromona o la intensidad del camino. 
Paso 3: Volver a la mejor solución encontrada. 
 
El primer Algoritmo de Colonia de Hormigas propuesto por los autores es llamado 
M-MMAS ya que es una extensión del Algoritmo de Colonia de Hormigas de 
Stuetzle (1998) llamado MMAS. La modificación consiste en la incorporación de la 
regla de adición y la modificación del procedimiento para la selección del trabajo 
que se añadirá a la secuencia parcial de hormigas. El algoritmo M-MMAS utiliza 
una nueva técnica de búsqueda llamado índice de trabajo basado en búsqueda 
local (job-index-based local search). 
 
Para generar la secuencia inicial se utiliza la heurística NEH si el objetivo es 
minimizar el makespan y la heurística de Rajendran si el objetivo es minimizar el 
tiempo de flujo total de los trabajos en el Flow-Shop Permutacional. En la 
implementación de estas heurísticas el resultado depende de la función objetivo 
sujeto a la técnica de búsqueda local. La secuencia final obtenida es la secuencia 
inicial para M-MMAS. 
 
En la construcción de la secuencia de una hormiga y el mejoramiento mediante el 
esquema de búsqueda local, una hormiga inicia la construcción de la secuencia 
mediante la elección de un trabajo para la primera posición, la elección de un 
trabajo para la segunda posición y así sucesivamente. La construcción de la 
secuencia parcial inicia cuando una hormiga introduce un trabajo ficticio 0 en el 
conjunto inicial. En el caso de M-MMAS el procedimiento utilizado para elegir un 
trabajo no programado se basa en la intensidad del rastro de feromona y se 
calcula la suma de los aportes de cada hormiga `. 
Luego de los primeros cinco trabajos no programados que presenten la mejor 
secuencia obtenida hasta el momento, se elige el trabajo con el máximo valor de `, sino el trabajo  para la posición k, se puede encontrar por medio de una 
distribución de probabilidad a partir de los mismos cinco trabajos seleccionados. 
 
El esquema de la actualización de la intensidad de la semilla se hace a través de 
una tasa de evaporación y de acuerdo a la información suministrada por la 
incumbente. La idea es que la intensidad de la feromona aumente en las 
posiciones que ofrezcan mejor función objetivo. 
 
El otro algoritmo propuesto por los autores, también basado en Colonia de 
Hormigas, es llamado PACO (proposed ant-colony algorithm).En este, la 
secuencia inicial del algoritmo es obtenida de forma similar a la del algoritmo M-
MMAS y se basan en la heurística NEH y la heurística Rajendran. La ventaja de 
este algoritmo respecto al anterior radica en la obtención de una buena secuencia 
inicial. 
 
La construcción de la secuencia de una hormiga y el mejoramiento mediante el 
esquema de búsqueda local para el algoritmo PACO se realiza igual que el 
procedimiento de M-MMAS, con la diferencia que se establecen dos límites que 
hacen más exclusiva y de mejor calidad la secuencia. 
 
El esquema de la actualización de la intensidad de la semilla es basado en la 
secuencia resultante obtenida después de la aplicación del procedimiento de 
búsqueda local job-index-based y la aplicación de la distancia relativa entre una 
posición dada y la posición del trabajo  en la secuencia resultante. Esta secuencia 
resultante se basa en la premisa de que la intensidad del rastro de tales 
posiciones cerca de la posición del trabajo , puede ser actualizada de la misma 
manera. El diferencial de ajuste es dependiente del tamaño del problema de Flow-
Shop, determinado por el número de trabajos. 
 
La diferencia de los dos algoritmos (M-MMAS y PACO) radica en el uso del 
diferencial inicial de ajuste y el diferencial de cesión de la intensidad del rastro en 
el algoritmo de PACO, ya que es este quien presenta mejores resultados para 
problemas de Flow-Shop Permutacional relativamente grandes y relativamente 
pequeños. 
 
 
 
Las heurísticas propuestas en 2004 por Mary E. Kurz y Ronald G. Askin[19] son:  
 
• Heurística SPT Cyclic (SPTCH), la cual asigna los trabajos a las máquinas de 
manera golosa. 
 
• Heurística de inserción de tiempo de flujo múltiple (FTMIH), busca minimizar la 
suma del tiempo de flujo en cada etapa. 
• Regla de Johnson =/2 o extensión de la regla de Johnson para tener en cuenta 
los tiempos de preparación. 
• Claves al azar del Algoritmo Genético (RKGA), que difiere de los algoritmos 
genéticos tradicionales en la representación de la solución. 
 
Modelo de programación entera 
 
Variables: 
 
Número de trabajos a ser programados. 
Número de etapas en serie. 
Última etapa visitada por el trabajo <. 
Número de máquinas en la etapa $. 
Tiempo de procesamiento del trabajo  en la etapa $. 
Tiempo de preparación de los trabajos  y < en la etapa $. 
Conjunto de etapas visitadas por el trabajo <. 
Conjunto de trabajos que visitan la etapa $=Tiempo de procesamiento del trabajo i 
en la etapa t>0. 
Tiempo de terminación del trabajo  en la etapa $. 
1 si el trabajo  es programado inmediatamente antes del trabajo < en la estación $ 
y de otro modo 0. 
 
De acuerdo a las variables el modelo se define: 
 
Función objetivo, Minimizar el makespan. 
Restricción para asegurar que las máquinas son programadas en cada etapa. 
Restricciones para asegurar que cada trabajo es programado en una y solo una 
máquina en cada etapa 
Restricción para obligar el trabajo < a seguir el trabajo  por lo menos el tiempo de 
procesamiento ′ mas el tiempo de preparación de  a <, si  esta inmediatamente 
antes de <. 
Restricción para obligar el trabajo < en la etapa $ a ser completado después de 
finalizar la etapa $ − 1, más su tiempo de procesamiento en la etapa $, más el 
tiempo de preparación de su predecesor a <. 
Restricciones para garantizar que el trabajo no puede empezar la preparación 
hasta que este disponible. 
Restricción para asegurar que los trabajos que no visitan una etapa no están 
asignados a esa etapa. 
Restricciones para asegurar que el tiempo de terminación de un trabajo en la 
etapa $, que no visita la etapa $, es un conjunto de los tiempos de terminación de 
los trabajos en la etapa $ − 1. 
Restricción para enlazar las variables de decisión N? )  
Restricciones para proporcionar límites en las variables de decisión. 
 
1. Heurística SPT cyclic (SPTCH): Esta heurística asigna trabajos a las 
máquinas de manera golosa, los trabajos son ordenados en la etapa 1en orden 
creciente respecto a los tiempos de procesamiento modificadosF&. En las 
etapas posteriores los trabajos son asignados de acuerdo al orden del tiempo 
de preparación. 
 
El procedimiento de la heurística consiste en: 
 
Crear los tiempos de procesamiento modificados F& y seguido ordenar los trabajos 
en orden creciente (SPT) de F&. 
En cada etapa $ = 1, … , =, se asigna el trabajo cero a cada máquina. Luego se 
inicializa ~#$!N = 1. Se recorre cada tareapara los  trabajos que pertenecen el 
conjunto de trabajos que visitan la etapa $. Mientras se recorren las máquinas de 
la etapa, asignando cada trabajo a la máquina que genere menor tiempo. 
 
Este procedimiento se ejecuta para las etapas posteriores en donde el tiempo 
inicial es el tiempo de la etapa previa. 
 
2. Heurística de inserción múltiple de tiempo de flujo (FTMIH Flow time 
Multiple Insertion Heuristic): Es una heurística de inserción múltiple para 
minimizar la suma del tiempo de flujo en cada etapa, esta puede ser realizada 
usando los tiempos de procesamiento modificados en cada etapa.  
 
Los pasos para el FTMIH son los siguientes: 
 
Se crean los tiempos de procesamiento modificados F& y se ordenan los trabajos 
en orden creciente (LPT) de F&. 
Se recorre cada tarea  para los  trabajos que pertenecen el conjunto de trabajos 
que visitan la etapa $. 
Se inserta el trabajo  dentro de cada posición en cada máquina. 
Se calcula la suma real de los tiempos de flujo utilizando los tiempos de 
preparación real. 
Se ubica el trabajo  en la posición en la máquina con el menor tiempo de flujo 
resultante. 
Se actualizan los tiempos de preparación en la etapa $ + 1 para que sean los 
tiempos de terminación en la etapa $. 
 
3. /  , Regla de Johnson / : Esta es la extensión de la regla de Johnson 
para tener en cuenta los tiempos de preparación. La primera media agregada 
de las etapas y la última media agregada de la etapas son consideradas para 
crear la orden de asignación en la etapa 1. 
 
Los pasos utilizados en esta regla son: 
 
Se generan los tiempos de procesamiento modificados F& y F 
Se forman los conjuntos U con los trabajos con menor tiempo de procesamiento 
para la etapa 1 que para la etapa g, y V con los trabajos con mayor tiempo de 
procesamiento para la etapa 1 que para la etapa g. 
Organizar los trabajos en U en orden creciente y los trabajos en V en orden 
decreciente para luego presentarlas en una sola lista con U antes de V. 
En cada etapa $ = 1, … , =, se asigna el trabajo cero a cada máquina. Se recorre 
cada tarea  para los  trabajos que pertenecen el conjunto de trabajos que visitan 
la etapa $. Mientras se recorren las máquinas de la etapa asignando cada trabajo  
a la máquina !. Si se obtiene el menor tiempo de realización del trabajo  se 
asigna este a la máquina <. 
 
Este procedimiento se ejecuta de igual forma para las etapas posteriores teniendo 
que el tiempo inicial para la etapa siguiente es el tiempo de la etapa previa. 
 
4. Algoritmo Genético de Claves Aleatorias (RKGA Random Keys Genetic 
Algorithm): RKGA difiere de los tradicionales algoritmos genéticos sobre todo 
en la representación de la solución. Los números aleatorios sirven como claves 
de ordenación con el fin de descifrar la solución. La solución descifrada se 
evalúa con una función de aptitud que sea apropiada para el problema en 
cuestión. 
 
Para la representación de la solución en un problema de múltiples máquinas 
idénticas en la primera etapa, a cada trabajo se le asigna un número real cuya 
parte entera es el número de la máquina a la que el trabajo se le asigna y cuya 
parte fraccionaria se utiliza para ordenar los trabajos asignados a cada máquina. 
Después de que los trabajos son asignados y el orden en cada máquina es 
encontrado a través de la codificación, se puede construir un programa 
incorporando factores adicionales tales como los tiempos de preparación no-cero y 
tiempos de preparación dependientes de la secuencia. Para la asignación de los 
trabajos a las máquinas en las etapas posteriores se utiliza el método SPTCH y la 
regla de Johnson, donde cada trabajo es asignado a la máquina que permite que 
se complete el menor tiempo medido de manera golosa. 
En esta investigación cada generación tiene una población de 100 cromosomas, la 
población inicial se general aleatoriamente, para la reproducción se utiliza una 
estrategia elitista, cada cromosoma es decodificado y el programa resultante se 
evalúa para el . 
 
Los cromosomas con mejor  son los más deseables, por lo que el 20% de los 
cromosomas con  más bajo automáticamente pasan a la siguiente 
generación. Para seleccionar el 79% restante de los cromosomas, se seleccionan 
de la generación actual dos cromosomas al azar. Para cada trabajo se genera un 
número aleatorio, este valor se compara con un valor previamente establecido y si 
este es inferior, el valor del primer cromosoma es copiado al nuevo cromosoma, 
de lo contrario se selecciona el valor del segundo cromosoma. El 1% restante se 
completa a través de la inmigración, en donde los nuevos cromosomas son 
seleccionados aleatoriamente. Este proceso se realiza hasta que la población se 
encuentre en una buena ubicación en el espacio de búsqueda. 
 
 
 
La estrategia de solución planteada en 2004 por los autores Can Akkan y 
SelcukKarabatı [20] para el problema de programación de Flow-Shop de  
trabajos en dos máquinas con el objetivo de minimizar la suma de los tiempos de 
terminación, consiste en un Algoritmo de Branch and Bound con la característica 
de un nuevo esquema para el cálculo de límite inferior que se basa en la 
formulación del problema de flujo en la red de costo mínimo. 
 
Los autores contribuyen principalmente en el artículo con un esquema nuevo para 
el cálculo del límite inferior que será integrado con el algoritmo de Branch and 
Bound. 
 
Programación Entera Mixta (MIP) 
 
Función Objetivo: minimizar la suma de los tiempos de terminación de las tareas, 
teniendo en cuenta que en la primera máquina no habrá tiempo ocioso. 
Restricción para asignar retrasos de tal manera que no haya dos trabajos que se 
superpongan en cada máquina. 
Restricciones para establecer la secuencia del trabajo. 
Restricciones de no negatividad de las variables. 
 
El modelo se plantea como un problema de programación entera mixta, ya que se 
involucran variables de decisiones continuas y binarias. 
 
Variables: 
 ?,` Sera 1, si el trabajo < es programado en la posición 6, de lo contrario será 0 :t`  Tiempo de espera del trabajo programado en la posición 6 antes de iniciar su 
procesamiento en la segunda máquina 
 
Cálculo del Límite Inferior 
 
Este cálculo es basado en el flujo de red de costo mínimo de la formulación del 
problema. Resolver la relajación de la programación lineal de esta formulación 
genera un estrecho límite inferior en el nodo raíz del árbol de Branch and Bound. 
 
El diseño de la red es basado en una observación importante con respecto a la 
mínima cantidad de información necesaria para calcular el costo de la 
programación de un trabajo en un determinado nivel. A partir de la formulación del 
problema de esta manera se puede determinar finalmente una ruta dentro del 
árbol la cual genera el mínimo costo. Este cálculo es posible realizarlo a partir de 
la información que caracteriza cada problema del Flow-Shop, el cual se refiere a 
los tiempos de procesamiento de cada tarea en cada máquina. 
 
Algoritmo de Branch and Bound 
 
En el Algoritmo de Branch and Bound implementado, cada nodo para cada nivel 
corresponde a una secuencia parcial.  
 
Las secuencias completas que son generadas mediante el enfoque de 
delimitación se utilizan para actualizar el límite superior en cada nodo del árbol de 
búsqueda. 
 
Un límite inferior en un nodo estaría dado por la suma del coste de los arcos en el 
camino y el valor de la función objetivo, después de remover todos los arcos que 
corresponden a los trabajos ya seleccionados en la secuencia parcial de la red. 
 
 
 
En 2005 los autores Rubén Ruiz y Concepción Maroto[21] realizaron un estudio 
recopilatorio de las estrategias empleadas para resolver el problema de 
programación del Flow-Shop de un conjunto de  trabajos para ser procesados en 
un conjunto de ! máquinas en el mismo orden, primero en la máquina 1 después 
en la máquina 2 y así sucesivamente hasta la máquina !, con el objetivo de 
minimizar el makespan, se hace un análisis comparativo con el fin de establecer 
cuál de las técnicas heurísticas y metaheurísticas presentan mejor rendimiento 
para la solución del problema. 
 
De acuerdo al problema planteado, se realiza una revisión de 18 heurísticas y 7 
metaheurísticas para posteriormente ser comparadas. 
 
Heurísticas para el problema de la programación del Flow-shop 
Permutacional. 
 
Dentro de las heurísticas que se analizaron las que han sido codificadas son las 
que se presentan en la Tabla 5. 
 
Año Autor Acrónimo 
1954 Johnson Johns 
1961 Page Page 
1965 Palmer Palme 
1970 Campbell et al CDS 
1971 Gupta Gupta 
1977 Dannenbring RA, RACS, RAES 
1983 Nawas et al. NEH 
1988 Hundal and 
Rajgopal 
HunRa 
1988 Koulamas Koula 
1991 Ho and Chang HoCha 
2000 Suliman Sulim 
2001 DavoudPour Pour 
 
Tabla 5.Heurísticas Codificadas 
 
NOTA. Fuente: Rubén Ruiz, Concepción Maroto. “A Comprehensive Review and Evaluation of 
Permutation Flow-Shop Heuristics”.European Journal of Operational Research 165, pp 479–494, 
2005. 
 
Del estudio realizado se pudo concluir que la heurística que presenta un mejor 
rendimiento para la solución del problema de Flow-Shop Permutacional es la 
Heurística NEH. 
 
Metaheurísticas para el Problema de la Programación del Flow-Shop 
Permutacional. 
 
Las metaheurísticas implementadas se presentan en la Tabla 6. 
 
Año Autor Acrónimo Tipo 
1989 Osman and Potts 
Widmer and Hertz 
SAOP 
Spirit 
Recocido Simulado 
Búsqueda Tabú 
1995 Chen et al. GAChen Algoritmo Genético 
Reeves GAReev Algoritmo Genético 
1996 Murata et al. GAMIT Híbrido 
1998 Stutzle ILS Otro 
2001 Ponnambalam et al. GAPAC Algoritmo Genético 
 
Tabla 6.Metaheurísticas Implementadas para  el Flow-Shop Permutacional 
 
NOTA. Fuente: Rubén Ruiz, Concepción Maroto. “A Comprehensive Review and Evaluation of 
Permutation Flow-Shop Heuristics”.European Journal of Operational Research 165, pp 479–494, 
2005. 
 
Evaluación comparativa de las heurísticas y metaheurísticas. 
 
Para esta comparación se evalúan un total de 25 heurísticas y metaheurísticas, 
siendo ellas:  
 
Heurísticas: RAND, FCFS, SPT, LPT, Johns, Page, Palme, CDS, Gupta, RA, 
RACS, RAES, NEH, HunRa, HoCha, Koula, Sulim, Pour. 
 
Metaheurísticas: SAOP, Spirit, GAChen, GAReev, GAMIT, ILS, GAPAC. 
 
Se tienen categorías de problemas con 20, 50, 100, 200 y 500 trabajos y 5, 10 o 
20 máquinas, obteniéndose un total de 12 conjuntos que son: 20x5, 20x10, 20x20, 
50x5, 50x10, 50x20, 100x5, 100x10, 100x20, 200x10, 200x20 y 500x20. 
 
En este caso, para evaluar el desempeño de las metaheurísticas al resolver los 
problemas mencionados se trabaja con una medida de rendimiento que relaciona 
la diferencia entre la solución obtenida por cada heurística y la solución obtenida 
por la metaheurísticas con la solución obtenida por la metaheurísticas, y 
presentada en porcentaje. 
 
Esta medida de rendimiento se calcula para cada una de las heurísticas y 
metaheurísticas asociadas a los 12 conjuntos de problemas mencionados creando 
una tabla del promedio del porcentaje de incremento sobre la mejor solución 
conocida para los algoritmos heurísticos y metaheurísticas. 
 
Después se grafican los valores medios y los intervalos LSD (con un nivel de 
confianza del 95 %) para los diferentes algoritmos, a partir de lo cual se puede 
concluir que no hay diferencias estadísticas significativas entre ellos. 
 
Con el propósito de analizar la influencia del número de trabajos () en el número 
de máquinas (!) para todos los algoritmos teniendo en cuenta la eficacia, se 
grafican los efectos que los números de máquinas tienen sobre todos los 
algoritmos, en donde se puede observar que a mayor número de máquinas, 
solucionar el problema es más complejo.  
 
Dado que no se observó una tendencia clara para , se muestran algunas 
interacciones entre los diferentes algoritmos y , con lo cual se puede concluir que 
la Heurística NEH funciona muy bien independientemente del número de trabajos, 
mientras que la regla de Johnson y la heurística de Palmer son sensibles a la 
cantidad de los mismos. La situación es muy similar para la interacción entre el 
número de máquinas (!) y los diferentes algoritmos. 
 
Finalmente se destaca la interacción entre los factores  y !, y se observa que los 
casos más difíciles son los de 50 trabajos y 20 máquinas y el de 100 trabajos y 20 
máquinas. 
 
De las metaheurísticas evaluadas las más adecuadas para solucionar este tipo de 
problemas son el algoritmo Iterativo de Búsqueda Local, la Búsqueda Tabú, el 
Recocido Simulado y los Algoritmos Genéticos [1], aunque en este último para 
lograr el rendimiento adecuado se requiere una adecuada inicialización de la 
población. 
 
 
 
En el problema de programación del Flow-Shop con los objetivos de minimizar el y el tiempo de flujo total de los trabajos, los autores T.K. Varadharajan, 
Chandrasekharan Rajendran [22] en 2005 proponen un Algoritmo de Recocido 
Simulado multi-objetivo MOSA (Multi-Objective Simulated-Annealing), en el cual se 
obtienen soluciones no dominadas a través de la implementación de una función 
de probabilidad simple que ayuda a generar soluciones no dominadas en el frente 
de Pareto. La función de probabilidad selecciona probabilísticamente cada 
objetivo, ya sea el de minimizar el  o minimizar el tiempo de flujo total de los 
trabajos, considerando que el algoritmo encuentra soluciones no dominadas. La 
función de probabilidad es muy variada, de tal manera que todo el espacio de 
solución sea cubierto de manera uniforme, con el fin de obtener la mayor cantidad 
de soluciones optimas-Pareto como sea posible. 
 
Descripción del Algoritmo MOSA: 
 Fase 1: En esta fase, inicialmente se considera la minimización del , donde 
se obtiene la secuencia mediante la implementación de la heurística NEH. La 
secuencia se mejora, con respecto al  mediante la implementación del 
esquema de inserción Job-Index-Based JIBIS (Job-Index-Based Insertion 
Scheme), en el cual se considera cada trabajo en el orden dado por el índice, para 
realizar la inserción en todas las posiciones posibles. Luego se elige la mejor 
posición obtenida de la inserción y se evalúa que la nueva secuencia sea mejor 
que la secuencia anterior, finalmente esta es reemplazada. 
 
Seguido, mediante la implementación del esquema de inserción Overall-Seed 
Sequence-Based OSSBIS (Overall-Seed Sequence-Based Insertion Scheme), 
donde se considera cada trabajo en el orden de la presencia de los trabajos en la 
secuencia original de la semilla de OSSBIS, para realizar la inserción en todas las 
posiciones y se elige la mejor posición de la inserción y se reemplaza la secuencia 
de la semilla actual por la secuencia correspondiente a la mejor posición de 
inserción, sólo si esta última secuencia es mejor que la anterior. 
 
Y el esquema de intercambio Job-Index-Based JIBSS (Job-Index-Based Swap 
Scheme), en el cual se considera cada trabajo en el orden de los valores de índice 
de los trabajos para realizar el intercambio de los trabajos en otras posiciones, se 
elige el mejor intercambio de trabajo y se reemplaza la secuencia de la semilla 
actual por la secuencia correspondiente al mejor intercambio de trabajo, si esta 
última secuencia es mejor que la anterior. Cabe señalar que estos esquemas de 
mejoramiento son usados solo para el mejoramiento de la secuencia inicial 
obtenida mediante la implementación de la heurística NEH y Rajendran, de 
acuerdo al objetivo que se esté trabajando. 
 
La secuencia resultante se toma como la secuencia semilla con respecto a todas 
las direcciones de la búsqueda en la fase 1 del algoritmo MOSA. La dirección de 
búsqueda se controla mediante dos parámetros que corresponden al  y al 
tiempo de flujo total, que son usados en la función de probabilidad. 
 
Teniendo un número aleatorio uniforme en el rango [0 1], se emplea el esquema 
de perturbación (usado en la técnica de recocido simulado) y se compara la 
secuencia obtenida mediante este esquema y la secuencia inicial respecto al 
objetivo del tiempo de flujo total y respecto al objetivo del . 
 
Fase 2: En esta fase se considera la minimización del tiempo de flujo total, y se 
obtiene la secuencia mediante la implementación de la heurística Rajendran. La 
secuencia es mejorada, con respecto al tiempo de flujo total, mediante la 
implementación del JIBIS, seguido de la implementación del OSSBIS y del JIBSS. 
 
La secuencia resultante se toma como la secuencia semilla con respecto a todas 
las direcciones de la búsqueda en la fase 2 del algoritmo MOSA. 
 
Teniendo un número aleatorio uniforme en el rango [0 1], se emplea el esquema 
de perturbación mencionado para obtener una secuencia y posteriormente se 
compara con la secuencia inicial respecto al objetivo del  y respecto al 
objetivo del tiempo de flujo total. 
 
 
 
En el problema de la programación del Flow-Shop con múltiples criterios de 
desempeño los autores José Elias Claudio Arroyo y Vinícius Amaral Armentano 
[23] en 2005 proponen un Algoritmo Genético de búsqueda local multi-objetivo 
(MOGLS Multi-Objective Genetic Local Search).Este trabaja dos pares de 
objetivos: primero el makespan y el retraso máximo(, ), y segundo el 
makespan y el retraso total (, ). 
 
El algoritmo MOGLS tiene las siguientes características: 
 
• Elitismo: un subconjunto del conjunto actual de soluciones no dominadas se 
incluye en la población. 
 
• El uso del concepto de dominancia de Pareto con el fin de clasificar los 
elementos de la población y un mecanismo para asignar valores fitness 
adecuados con el fin de preservar la dispersión de la población. 
 
• El uso de una búsqueda local paralela multi-objetivo, basada en el concepto de 
dominancia de Pareto a fin de intensificar la búsqueda en distintas regiones. 
 
Elitismo 
Un conjunto  con ¡ soluciones son seleccionadas para un conjunto de 
soluciones actuales no dominadas ¢ en la iteración $ y es incluido en la 
población x&.En la iteración $ + 1 se obtiene la población total de x& ∪ . 
 
Clasificación de la población 
En la clasificación de la población se utiliza la técnica “Clasificación no dominada”, 
la cual ordena la población entre 6 sub-poblaciones o fronteras, 8& , 8', … , 8` , de 
acuerdo a la relación de dominancia entre las soluciones. El conjunto 8&  
corresponde a un conjunto de soluciones no dominadas. El conjunto 8,  =2, … , 6contiene soluciones no dominadas cuando el conjunto 8& , … , 8l& se 
eliminan de la población total. 
 
Este problema tiene una complejidad computacional (]'), donde ] es el 
número de objetivos y  el tamaño de la población. 
 
Asignación del valor fitness 
Después de la clasificación de la población se puede asignar un valor fitness a la 
solución de cada conjunto. Los valores fitness asignados a la solución en 8`  son 
basados en la técnica “Clasificación no dominada”, que trata de mantener la 
dispersión de la población  ∪ l&. 
Para cada punto  ∈ |(8` ), se determina una estimación de los puntos que se 
encuentran alrededor de , esta estimación esta dada por la distancia de 
desplazamiento respecto a su valor fitness. 
 
Búsqueda local multi-objetivo 
El algoritmo MOGLS se propone con el objetivo de mejorar un conjunto de 
soluciones no dominadas. El método se basa en el concepto de dominancia de 
Pareto y explora varias regiones del espacio de solución en paralelo. Se inicia con 
un primer conjunto ^de soluciones no dominadas y cada solución 3 ∈ ^ 
generándose un vecindario (3), ya continuación se construye un subconjunto ^4 
de w∈[(3) donde ^4 contiene el conjunto de soluciones de vecindarios que son 
no dominados por las soluciones de ^. 
 
Implementación del Algoritmo MOGLS 
La implementación del Algoritmo MOGLS para el problema de programación de 
Flow-Shop, donde  trabajos deben ser procesados en ! máquinas, tiene las 
siguientes características: 
 
En la representación de la solución, la secuencia de  trabajos es representada 
por un vector de  elementos. 
 
La población inicial de tamaño  es generada mediante una heurística de 
enumeración parcial que construye un conjunto de ℎ soluciones no dominadas. 
 
La función fitness se define como un vector que denota la función objetivo de cada 
par de objetivos, que para el caso son el makespan y el retraso 
máximo(, ), y el makespan y el retraso total (, ). 
 
El proceso de selección se ejecuta a través de ruleta, donde la probabilidad de 
cada alternativa de solución está dada por el valor fitness y por la distancia entre 
el par de objetivos que representan dicha alternativa. Las propuestas con mayor 
probabilidad son aquellas en las que la distancia entre los dos objetivos es menor, 
ya que estas representan soluciones de buena calidad para ambos objetivos. 
 
Los operadores de recombinación que se prueban para el problema de Flow-shop 
permutacional son: orden de recombinación (OX Order crossover), recombinación 
de dos puntos (2PXTwo-point crossover) y recombinación de cruce de extremos 
(ER Edge recombination). 
 
Para el proceso de mutación se emplea el operador de inserción, que selecciona 
un trabajo en la secuencia y lo inserta aleatoriamente en una posición de la 
secuencia. 
 
En la búsqueda local se identifican las soluciones no dominadas de la nueva 
población obtenida mediante la aplicación de algoritmos genéticos. En la 
estrategia de reducción del vecindario se realizan movimientos controlados de la 
permutación de los trabajos. 
 
En el criterio de parada se adopta un criterio que es adecuado para comparar 
algoritmos distintos, que consiste en el número de soluciones evaluadas. 
 
 
 
Para solucionar el problema de programación del Flow-shop permutacional en 
donde la secuencia es dependiente de los tiempos de preparación, comúnmente 
conocido como Flow-shop SDST (Sequence Dependent Setup Times) los autores 
Rubén Ruiz, Concepción Maroto y Javier Alcaraz [24] en 2005 proponen dos 
Algoritmos Genéticos Avanzados (GA). El primer GA incluye el conocimiento de 
dominio específico del problema, algunos procedimientos originales y operadores 
diseñados; el segundo GA aplica una búsqueda local basada en la inserción de 
vecindario en una fase de mejoramiento. 
 
En el Algoritmo Genético propuesto por los autores hay un conjunto de soluciones 
que forman la población y estas soluciones son codificadas en los cromosomas. 
Cada individuo en la población es evaluado y se le asigna un valor fitness, cuanto 
mayor sea este valor mejor será la solución. 
 
Para la inicialización de la población se utiliza el algoritmo heurístico NEH el cual 
consiste en calcular el tiempo de procesamiento total de los trabajos en las 
máquinas, de acuerdo a este tiempo se ordenan los trabajos de forma 
descendente, se toman los dos primeros trabajos y se evalúan los dos posibles 
programas que los contienen, finalmente se toman los trabajos posteriores y se 
encuentra el mejor programa haciendo todas las combinaciones posibles en la 
secuencia de los trabajos.  
 
El proceso de selección se hace de la forma clásica a través de ruleta o torneo. 
 
Para el proceso de recombinación se plantean cuatro operadores diferentes, 
basados, en general, en el principio de esquemas, donde la recombinación se 
hace a partir de bloques similares que contengan los padres. Estos operadores 
son: Recombinación del orden de trabajos similares (SJOX SimilarJob Order 
Crossover), Recombinación del orden de bloques similares (SBOX Similar 
BlockOrder Crossover), Recombinación del orden de 2 puntos de trabajos 
similares (SJ2OX Similar Job 2-PointOrder Crossover) y Recombinación del orden 
de 2 puntos de bloques similares (SB2OX Similar Block2-Point Order Crossover), 
los resultados de este último operador son superiores a todos los operadores 
considerados y consiste en seleccionar ambos padres y examinarlos posición por 
posición, se consideran bloques de al menos dos trabajos idénticos consecutivos y 
solo los bloques idénticos en ambos padres se copian directamente a los hijos. 
Luego se cortan dos puntos aleatoriamente y la selección entre estos dos puntos 
se copia directamente a los hijos. Por último, los elementos que faltan de cada 
descendiente se copian en el orden relativo del otro padre. 
 
En el proceso se plantea también el operador de mutación para evitar la 
convergencia en óptimos locales y el cual consiste en seleccionar dos posiciones 
al azar y trocarlas. 
 
Finalmente se ejecuta un proceso donde se reinicia el esquema justo cuando se 
tiene una baja diversidad de la población, esto con el fin de evitar estancamientos 
en la evolución de la población. 
 
 
 
En 2006 los autores Rubén Ruiz y Concepción Maroto[25] plantean como 
estrategia de solución para el problema del Flow-Shop híbrido un Algoritmo 
Genético (GA), el cual se diferencia de las demás metaheurísticas en el hecho de 
que trabaja con un conjunto de soluciones iníciales para el problema, llamado 
población. 
Cada solución o cromosoma en la población se evalúa y se le asigna un valor 
fitness. La idea es que los mejores individuos sean los más aptos. En GA la 
población evoluciona de generación en generación hasta alcanzar un criterio de 
parada. 
 
Una generación comienza con el mecanismo de selección que elige 
aleatoriamente a algunos miembros de la población. El cromosoma más apto tiene 
una mayor probabilidad de ser seleccionado. Luego, se realiza un proceso de 
recombinación a los individuos con el fin de generar nuevos individuos, que a 
menudo son llamados hijos. Seguido, algunos descendientes podrían someterse a 
un nuevo proceso llamado mutación en el que algunas de las partes de los 
cromosomas o genes pueden cambiar al igual que la mutación en las especies 
naturales. 
 
La efectividad de GA depende de la elección de los operadores y los parámetros 
como: codificación, selección, tamaño de la población, recombinación, mutación y 
la tasa de mutación, etc. 
 
En la codificación, evaluación e inicialización de la población, para el Flow-Shop 
regular, una permutación simple de los trabajos constituye la codificación más 
utilizada para los cromosomas. Normalmente para el problema de Flow-Shop 
híbrido se requiere una codificación distinta para reflejar la asignación de los 
trabajos a las máquinas en todas las etapas. Generalmente para obtener una 
secuencia, primero se asignan los trabajos a las máquinas en cada etapa 
mediante reglas de prioridad o teniendo en cuenta la primera máquina disponible. 
Para mantener una permutación simple de los trabajos indicando el orden en que 
los trabajos son procesados en cada etapa, la asignación de los trabajos a las 
máquinas se realiza en función de la evaluación de los cromosomas, es decir, el 
valor fitness de las individuos que son representados por un  que se calcula 
teniendo en cuenta la asignación y no solo la secuencia de los trabajos. 
 
La población se inicializa utilizando la nueva versión de la heurística NEH que se 
conoce como NEHH; esta heurística proporciona una factible y buena inicialización 
individual de la población. 
 
Para la selección se utilizan dos esquemas muy conocidos que son la ruleta y la 
selección por torneo binario estocástico. 
 
El operador de recombinación genera nuevas secuencias llamadas hijos mediante 
el cruce de dos secuencias llamadas padres. El objetivo es generar nuevas 
soluciones con mejores valores de  después del cruce. 
 
Los autores proponen cuatro nuevos operadores de recombinación, que dieron 
lugar a una mejor eficacia del Algoritmo Genético, estos son: Recombinación del 
orden de trabajos similares (SJOX Similar Job Order Crossover), Recombinación 
del orden de bloques similares (SBOX Similar Block Order Crossover), 
Recombinación del orden de 2 puntos de trabajos similares (SJ2OX Similar Job 2-
PointOrder Crossover) y Recombinación del orden de 2 puntos de bloques 
similares (SB2OX Similar Block2-Point Order Crossover). Estos operadores 
identifican y mantienen construyendo bloques en la recombinación, considerando 
la construcción de bloques de trabajos similares en ambos padres. 
 
El operador SJOX procede de la siguiente manera: En primer lugar ambos padres 
son examinados posición por posición y la construcción de los bloques de los 
trabajos están directamente copiados a la descendencia. Luego, aleatoriamente se 
corta en un punto y la selección después del punto es directamente copiada a la 
descendencia. Por último, los elementos que faltan de cada descendencia se 
copian en el orden relativo de la otra parte a fin de mantener la viabilidad en la 
permutación. 
En SBOX el primer paso de SJOX es modificado por los bloques de por lo menos 
dos trabajos consecutivos idénticos y solo los bloques de dos trabajos en ambos 
padres son directamente copiados a la descendencia. SJ2OX y SB2OX son muy 
similares a SJOX y SBOX respectivamente, la diferencia se encuentra en el 
segundo paso, aleatoriamente se cortan dos puntos y la selección entre estos dos 
puntos son directamente copiados a la descendencia. 
 
La mayoría de los algoritmos genéticos incorporan un operador de mutación para 
evitar la convergencia a un óptimo local en la población y para la recuperación de 
material genético perdido. En el algoritmo genético propuesto se usa la mutación 
SHIFT, donde aleatoriamente se elige una posición en la secuencia y se traslada a 
otra posición aleatoria y los dos trabajos entre esas dos posiciones se mueven a lo 
largo. Por ejemplo, si se quita el trabajo en la posición 3 de la secuencia y se 
quiere insertar en la posición 7, los trabajos en las posiciones 4 y 7 ocupan las 
posiciones 3 y 6. 
 
 
 
La estrategia de solución planteada por los autores M. Fatih Tasgetiren, et al [26] 
en 2007 para el problema de secuenciación del Flow-Shop permutacional 
(Permutation Flow-Shop Sequencing Problem PFSP) consiste en un Algoritmo de 
Optimización Cúmulo de Partículas (Particle Swarm Optimization PSO) [20]. 
 
Este algoritmo es un método de optimización evolutiva inspirado en la naturaleza, 
como la interacción de los peces, de las aves y demás especies que habitan en 
cardúmenes y difiere de los demás métodos de tipo evolutivo en que no utilizan 
operadores de filtración (recombinación y/o mutación) y los miembros de la 
población son guiados a través del proceso de búsqueda compartiendo la 
información entre todos para dirigir el proceso hacia la mejor posición en el 
espacio de búsqueda. Se desarrollan dos variantes para el algoritmo, en la 
primera PSO con vecindarios locales, cada partícula se mueve hacia la mejor 
posición en la vecindad restringida y en la segunda PSO con vecindarios globales, 
cada partícula se mueve hacia la mejor posición en todo el cúmulo. 
 
En el algoritmo PSO para el problema PFSP los parámetros son inicializados y la 
población inicial es generada aleatoriamente, la evaluación de cada partícula en el 
cúmulo requiere la determinación de la permutación de los trabajos para PFSP, 
para lo que se aplica la regla de la posición de menor valor (SPV smallest position 
value) para cada partícula con el fin de encontrar la permutación correspondiente. 
Por lo tanto cada partícula puede ser evaluada de acuerdo a la permutación 
obtenida, para calcular el valor de la función fitness, después de esta evaluación, 
el algoritmo PSO repite los siguientes pasos iterativamente: 
 
Teniendo la posición, velocidad y el valor fitness, cada partícula actualizará su 
mejor marca personal (mejor valor de cada individuo hasta el momento) si se 
encuentra un mejor valor fitness. La mejor partícula de todo el cúmulo con su 
posición y el valor fitness es usada para actualizar la mejor solución global. La 
posición de la partícula se determina considerando la velocidad anterior de la 
partícula, la mejor solución encontrada de una de las partículas del cúmulo y la 
mejor solución global. La permutación es determinada a través de la regla SPV, 
por lo que la evaluación se realiza de nuevo para calcular el valor fitness de todas 
las partículas en el cúmulo. 
 
Una búsqueda local o mutación puede ser aplicada a determinado grupo de 
partículas en el cúmulo, con el fin de mejorar la exploración del espacio de 
búsqueda. El proceso termina cuando se establece un criterio de parada. 
 
De manera general el algoritmo PSO para el problema PFSP se describe como: 
 
Se inicializan los parámetros 
Se inicializa la población 
Se encuentra la permutación 
Se evalúa 
Se realizan los siguientes pasos de forma iterativa. 
Se encuentra la mejor función objetivo para una partícula determinada 
Se encuentra la mejor solución global 
Se actualiza la velocidad 
Se actualiza la posición 
Se encuentra la permutación 
Se evalúa 
Se aplica la búsqueda local o mutación (opcional) 
Se evalúa el criterio de parada. 
 
 
 
La estrategia de solución planteada por M. Zandieh, E. Mozaffari y M. Gholami [27] 
en 2009 consiste en un Algoritmo Genético que minimice el  para el problema 
de líneas de flujo híbridas (Hybrid Flexible Flow Line HFFL). 
 
La descripción del modelo de programación entera mixta (MIP) para resolver el 
problema de HFFL es: 
 
Variables de Decisión 
 
Tiempo de terminación del trabajo < en la etapa  
Máximo tiempo de terminación 
 
Descripción del Modelo: 
 
Función Objetivo, minimizar el  
Restricción para asegurar que el trabajo ficticio 0 es completado en el tiempo 0 en 
todas las etapas 
Restricción para determinar el tiempo de terminación de los trabajos en la primera 
etapa que inicia el procesamiento considerando todas las máquinas elegibles. 
Restricción para el tiempo de terminación en las etapas posteriores. 
Restricción para definir el máximo tiempo de terminación. 
Restricciones para definir solo las variables. 
 
El Algoritmo Genético propuesto por los autores que está adaptado para el 
problema de HFFL es aplicado para todos los trabajos en la primera etapa; la 
asignación de los trabajos a las máquinas en las etapas posteriores se realiza 
mediante el método SPT, donde cada trabajo es asignado a la máquina que le 
permite completar en el menor tiempo medido de manera golosa. 
 
El esquema de codificación para el problema de HFFL se realiza mediante la 
representación cromosómica la cual determina la máquina en la que cada trabajo 
debe ser procesado y la secuencia de trabajos que deben ser procesados en las 
máquinas, esta se aplica solo a los trabajos en la primera etapa. 
Cada cromosoma contiene  posiciones (gen), donde a cada gen se le asigna un 
número real el cual la parte entera representa la máquina en la que el trabajo 
puede ser procesado y la parte fraccionaria es utilizada para determinar la 
secuencia de los trabajos en las máquinas. 
El valor fitness se define como el inverso de la función  de cada secuencia 
propuesta. 
 
A cada cromosoma se le asocia un valor de probabilidad que se utilizara en la 
estrategia de solución. 
 
El valor de probabilidad depende del valor fitness y se calcula como el valor 
ponderado delvalor fitness para cada secuencia propuesta. 
 
El proceso de selección se realiza a través de ruleta. 
 
Previo al proceso de recombinación dos cromosomas de la población actual son 
seleccionados al azar para formar los cromosomas padres, luego para cada 
trabajo se genera un número aleatorio y se compara con un valor previamente 
establecido y si este valor es inferior, el valor del gen del primer cromosoma 
asociado al trabajo pasa al nuevo cromosoma hijo, de lo contrario pasa el valor del 
gen del segundo cromosoma. 
 
En cuanto al proceso de mutación como operador genético, este es utilizado para 
mantener la diversidad genética de la población de cromosomas entre una 
generación y la siguiente, para este proceso los autores proponen que una parte 
de la próxima generación sea completada a través de la inmigración en la que los 
cromosomas nuevos son generados aleatoriamente. 
 
Finalmente se identifican los parámetros de ajuste para que el algoritmo funcione 
de forma eficiente y estos son establecidos para tres problemas de tamaños 
diferentes: pequeño, mediano y grande para el problema de HFFL.  
 
De manera general el procedimiento que se sigue en el Algoritmo Genético es: 
 
1. Inicialización 
1.1. Conjunto de parámetros (población-tamaño, generación-número, 
porcentaje-recombinación, porcentaje-mutación) 
1.2. Generación de la población inicial (aleatoriamente) 
2. Se evalúa el valor fitness para cada solución. 
3. Se forma la nueva generación. 
3.1. Se seleccionan los individuos. 
3.2. Se aplican los operadores genéticos (recombinación, mutación y 
reproducción) basados en la estrategia de selección. 
3.3. Se sustituye la población actual con la nueva generación. 
4. Parar si los criterios se cumplen, de lo contrario se realiza nuevamente el 
proceso a partir del punto 2. 
 
 
 
 
 
 
 
 
 RESUMEN 
 
 
En este capítulo se abordaron cada una de las técnicas de solución empleadas en 
los artículos analizados para el problema del Flow-Shop y sus generalizaciones, 
realizando una descripción detallada de la metodología y haciendo énfasis en la 
estrategia de solución con el fin de establecer cuáles son las más utilizadas y las 
que presentan mayores bondades.  
 
  
 5 ESTRATEGIA DE SOLUCIÓN 
 
 
5.1 INTRODUCCIÓN 
 
 
Con el propósito de establecer el método o la combinación de métodos más 
apropiados para resolver el problema Flow-Shop Flexible, es necesario tener 
presentes las experiencias expuestas en la literatura especializada y además 
analizar el problema de acuerdo a sus características, con el fin de conocer si este 
puede ser resuelto integrando sub-soluciones encontradas o si la complejidad 
misma del problema requiere de una solución integral. Esta característica es la 
diferencia entre una heurística y una metaheurística. 
 
Dependiendo de la rigurosidad con la cual se clasifiquen los problemas y las 
estrategias empleadas, surgen diversas alternativas de solución y si se analizan 
con cuidado los problemas y los métodos con los cuales fueron resueltos, se 
podrán emplear muchas de las cosas aprendidas en la solución para problemas 
similares. 
 
Basados en dichas experiencias las cuales fueron presentadas en capítulos 
anteriores y en el conocimiento del problema, se establece que uno de los 
métodos de solución más apropiado para este tipo de problemas es contenido 
dentro de las Técnicas Metaheurísticas de Optimización, aprovechando las 
características combinatoriales del problema. Dentro de estas técnicas 
metaheurísticas el Algoritmo Genético de Chu - Beasley (AGCB) es el que 
presenta mayores ventajas dado su facilidad para la adaptación e implementación 
del problema y a los buenos resultados obtenidos en problemas similares. 
 
 
5.2 DESCRIPCIÓN GENERAL DEL AGCB 
 
El Algoritmo Genético de Chu - Beasley (AGCB) está basado en la teoría 
fundamental de los algoritmos genéticos, pero presenta algunas diferencias que lo 
hacen muy competitivo para evaluar problemas de gran tamaño y complejidad [1]. 
Estos algoritmos son empleados esencialmente para resolver problemas en donde 
las técnicas exactas no son aplicables.  
El AGCB es una versión modificada del algoritmo genético básico, pero que su 
proceso evolutivo es altamente eficiente. Algunas de las características 
fundamentales de este algoritmo en comparación con el genético básico son: 
• En cada ciclo generacional solo se reemplaza un individuo de la población a 
la vez. 
• Dado que un individuo de la población es reemplazado solo si se cumple 
que este tiene una función objetivo de mejor calidad, este algoritmo es 
considerado elitista. 
• Considera fuertemente la diversidad de la población, lo cual evita caer en 
soluciones locales sub-optimas. 
• Tiene en cuenta un criterio de aspiración o aceptación, el cual consiste en 
que el nuevo individuo entra a la población aunque no cumpla los criterios 
de diversidad, pero solo si es mejor que la mejor solución encontrada hasta 
el momento (incumbente). 
• Puede incluir una etapa de mejoramiento. 
 
El proceso evolutivo del AGCB se desarrolla de la forma clásica a través de los 
procesos de selección, recombinación y mutación, y adicionalmente se emplea 
una etapa de aceptación en la cual el nuevo individuo ingresara a la población, 
siempre y cuando se cumplan algunos criterios que serán definidos 
posteriormente. 
 
En la Figura 12 se muestra el diagrama de flujo que describe el proceso del 
Algoritmo Genético de Chu – Beasley implementado para resolver el problema. 
 
El primer paso del algoritmo consiste en realizar el procesamiento de la base de 
datos del problema, es decir, obtener la matriz de tiempos de procesamiento de 
cada una de las tareas en cada una de las etapas, calculándose en este punto los 
parámetros como: tamaño del vector de tareas que definirá el tamaño de la 
secuencia y la cantidad de etapas del problema; adicionalmente se establece la 
cantidad de máquinas por etapa que tiene el problema. En este primer paso 
también se establecen los parámetros generales del problema como son: semilla, 
tamaño de la población, número de generaciones a ejecutar el proceso, tasa de 
mutación y tasa de aceptación. 
 
El segundo paso consiste en la generación de la población inicial; para este 
proceso se tienen dos alternativas, la primera inicializar la población inicial 
empleando la Heurística NEH y la segunda empleando una población totalmente 
aleatoria. 
 El tercer paso se encuentra inmerso dentro del proceso evolutivo del algoritmo. En 
este paso se calcula cual es el mejor individuo de la población (el de menor ) 
el cual corresponde a la incumbente, y el peor individuo de dicha población. 
 
El cuarto paso corresponde al proceso de selección. Este proceso se efectúa a 
través de dos torneos, a partir de los cuales se establecen los padres, quienes 
podrán pasar sus genes a la siguiente generación. 
 
El quinto paso hace referencia al proceso de Recombinación, el cual se realiza 
utilizando un caso especial denominado Recombinación Parcialmente Compatible 
(PMX Partially Matched Crossover), en donde se realizan dos puntos de corte, el 
hijo es producto de los valores del padre contenidos dentro del corte y los demás 
de la madre. 
 
El sexto paso se refiere al proceso de Mutación, para el cual se emplea una tasa 
que es ajustable dentro de los parámetros generales del algoritmo. Si se cumple el 
criterio para realizar mutación esta se ejecuta realizando un trueque (Swap) entre 
los genes de forma aleatoria. 
 
Finalmente se tiene el proceso de Aspiración el cual utiliza dos criterios de 
aceptación. Si el nuevo individuo tiene una mejor función objetivo que el individuo 
de peor calidad este se reemplaza directamente, sino se emplea una tasa de 
aceptación en la que se le da una oportunidad de pasar a la siguiente generación. 
En esta última etapa se chequea la diversidad, aunque para el problema de Flow-
Shop Flexible siempre se tendrá diversidad en por lo menos dos genes debido a la 
característica permutacional del problema. 
 
El proceso finaliza cuando se cumple alguno de los dos criterios de convergencia. 
El primer criterio consiste en alcanzar una solución previamente establecida y el 
segundo criterio se basa en un número de iteraciones máximo dado por el número 
de generaciones determinado dentro de los parámetros iníciales. 
 
Una vez se alcanza la convergencia se determina el mejor individuo que 
corresponde a la mejor solución encontrada y se grafica la incumbente de manera 
que se pueda visualizar la evolución del algoritmo. 
 
 
 
Figura 12. Diagrama de Flujo AGCB 
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5.3 METODOLOGÍA DE SOLUCIÓN 
 
 
Dentro de la descripción de metodología de solución desarrollada se hará una 
descripción de la codificación empleada, la forma y la estrategia para calcular la 
función objetivo y se profundizara como se implementaron cada uno de los 
operadores genéticos. 
 
 
5.3.1 CODIFICACIÓN 
 
La codificación es un factor clave en la solución de cualquier problema ya que con 
una adecuada selección de la codificación se pueden eliminar muchas de las 
restricciones planteadas en el modelo matemático o en la descripción del 
problema, además de hacer un mejor control sobre la factibilidad, refiriéndose a 
esta última como el control que se hace para evitar la repetición de tareas en una 
secuencia. 
 
Teniendo presente las experiencias expuestas en la literatura especializada y que 
fueron descritas en capítulos anteriores, muchos autores han adoptado una 
codificación entera, dadas las características del problema, ya que se trata de un 
problema puramente permutacional, y teniendo en cuenta la técnica empleada 
para su solución o la estrategia implementada. 
 
De acuerdo a lo anterior y después de haber analizado las ventajas y desventajas 
que se presentarían al emplear una u otra codificación (binaria, entera) se opto por 
emplear una codificación entera, la cual de acuerdo a la técnica de solución 
(Algoritmo Genético de Chu – Beasley) facilitaría la implementación de los 
operadores genéticos además del control de la factibilidad. 
 
Figura 13. Esquema Codificación 
 
 
Estapa 3 Tareas
S =  1 4 5 3 2 Secuencia
Orden de ejecución de las tareas
5.3.2 CÁLCULO DE LA FUNCIÓN OBJETIVO 
 
 
Como se ha definido en el capítulo 2, existen múltiples formas de medir el 
desempeño o la efectividad del Flow-Shop y del Flow-Shop Flexible 
particularmente. 
 
Una de las métricas más utilizadas en la literatura especializada ha sido el 
Makespan () el cual calcula el tiempo total requerido para terminar todas las 
tareas. De esta métrica se puede decir que es una medida bastante conservadora 
dentro de la evaluación de la efectividad del Flow-Shop Flexible, ya que el tiempo 
medido es mayor que el calculado con otras métricas, pues contiene el tiempo de 
procesamiento de cada tarea, tiempo de flujo total y además a partir de este se 
podría calcular un tiempo de flujo ponderado. 
 
En el capítulo 2 se dio el fundamento teórico para el cálculo del Makespan (), 
en este se hará la descripción del algoritmo implementado. 
 
Los insumos para el cálculo del makespan o datos de entrada son la matriz de 
tiempos de procesamiento de cada tarea en cada etapa, la cantidad de máquinas 
por cada etapa y la secuencia propuesta del orden de ejecución de las tareas para 
todo el proceso. 
 
El primer paso del proceso del cálculo del makespan consiste en hacer un 
reordenamiento de la matriz de tiempos de procesamiento de acuerdo con la 
secuencia propuesta, es decir, ordenar la matriz de tiempos de acuerdo al orden 
de las tareas dado por la secuencia; posteriormente inicializar la matriz de tiempo 
de terminación la cual tendrá tamaño de número de máquinas por número de 
tareas [M x T]. 
 
Una vez teniendo ordenada la matriz de tiempos y creada la matriz de tiempos de 
terminación se procede a hacer el cálculo de los tiempos de terminación de cada 
tarea en cada máquina de cada etapa. Este cálculo inicia con la asignación de 
cada tarea en cada máquina de la primera etapa y calcular el tiempo que tarda 
cada tarea para pasar la siguiente etapa. Este proceso se hace iterativamente 
hasta completar todas las etapas. En este proceso se debe garantizar siempre que 
el orden de las tareas sea respetado y que la máquina que vaya a ser asignada ya 
se encuentre desocupada, por lo cual es necesario verificar si en cada etapa 
quedan tareas pendientes por ejecutar. 
 El diagrama de flujo que explica el cálculo del makespan se observa en la Figura 
14. 
 
Figura 14. Diagrama de Flujo Cálculo Makespan 
 
 
Finalmente el valor del  corresponderá al tiempo de terminación de la última 
tarea dada por la secuencia en la última máquina de la última etapa, este valor 
también corresponde al valor mayor de la matriz de tiempos de terminación de las 
tareas. 
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5.3.3 POBLACIÓN INICIAL 
 
 
Como se mencionó anteriormente, para el cálculo de la población inicial se tienen 
dos alternativas, una empleando la Heurística NEH para introducir dentro de la 
población inicial un individuo de muy buena calidad y la segunda generando una 
población netamente aleatoria. En ambos casos siempre se controla la diversidad 
de la población chequeando principalmente que no haya individuos idénticos. 
 
El proceso del cálculo de la población inicial empieza chequeando si se empleará 
o no la Heurística NEH para inicializar la población, como se observa en la Figura 
15. 
 
Figura 15. Diagrama de Flujo Cálculo Población Inicial 
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HEURISTICA NEH 
 
En capítulos anteriores se había mencionado la Heurística NEH desarrollada por 
Newaz, Enscore y Ham de quienes toma su nombre (NEH). Esta es una de las 
metodologías más empleadas en la literatura especializada para resolver el 
problema de Flow – Shop. Para el caso del Flow – Shop Flexible fue necesario 
implementar una estrategia que tuviera en cuenta las particularidades de éste 
problema (múltiples máquinas por etapa, única secuencia para todo el proceso) de 
tal forma que fuera posible emplear esta heurística para la inicialización de la 
población. Estas adecuaciones consisten básicamente en implementar una 
estrategia para la construcción de secuencias parciales, además de posibilitar la 
evaluación del  para dichas secuencias parciales. 
 
El algoritmo de la Heurística NEH consiste en un proceso iterativo como el 
mostrado en la primera rama de la Figura 15. Primero se calculan los tiempos de 
procesamiento de las tareas en todas las etapas para saber cuáles toman mayor 
tiempo, luego se ordenan dichas tareas de forma descendiente de tal manera que 
la tarea con mayor tiempo de procesamiento quede en primer lugar y la de menor 
tiempo en último lugar. A partir de este vector secuencia de tareas ordenado se 
toman la primera y segunda tarea, se construyen las secuencias posibles y se 
evalúa una a una para obtener la de menor . Habiendo determinado la mejor 
secuencia parcial se toma la siguiente tarea de la secuencia ordenada y se 
construyen todas las secuencias posibles como se observa en la Figura 16 y se 
evalúan nuevamente una a una para establecer la de menor . Este proceso 
se repite iterativamente hasta completar el número total de tareas dado en la 
secuencia ordenada. 
 
 
Figura 16. Ilustración Heurística NEH 
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Una vez obtenida la secuencia parcial mediante la utilización de la heurística NEH 
se procede a generar la población inicial con individuos creados de forma 
aleatoria. 
 
El proceso de crear la población inicial con individuos netamente aleatorios 
consiste en generar un vector de tamaño igual al número de tareas, de valores 
enteros aleatorios no repetidos que representan una secuencia; a este vector se le 
calcula la función objetivo. La forma de construir cada uno de los individuos de la 
población se hace de igual manera hasta completar el tamaño de la población 
definido dentro de los parámetros ajustables del algoritmo. Al finalizar este 
proceso se obtiene una matriz de individuos donde cada fila representa una 
secuencia alternativa de solución, y un vector con valores de  correspondiente 
para cada secuencia. 
 
Si se selecciona la opción de no utilizar la heurística NEH para inicializar la 
población se sigue el proceso mostrado en la segunda rama de la Figura 3, 
saltándose el proceso de obtener la secuencia a través de la heurística NEH y 
haciendo la construcción de la población inicial netamente aleatoria tal como se 
describió anteriormente. 
 
 
5.3.4 OPERADORES GENÉTICOS DEL AGCB 
 
 
A continuación se hará una descripción detallada de cada uno de los operadores 
genéticos del AGCB ilustrando además como estos fueron implementados en la 
metodología programada. 
 
 
5.3.4.1 PROCESO DE SELECCIÓN 
 
 
El proceso de selección se ejecuta de la forma clásica empleando la metodología 
de selección por torneo. Esta metodología consiste básicamente en que se 
seleccionan de forma aleatoria dos individuos de la población inicial y se ponen a 
competir en un primer torneo, luego se selecciona otra pareja de individuos para 
un segundo torneo. Los ganadores de cada torneo podrán pasar sus genes al 
nuevo individuo que entrara a formar parte de la población. 
 
El algoritmo implementado es mostrado en el diagrama de flujo de la Figura 17. 
Como se mencionó anteriormente se toman dos individuos de la población y se 
comparan sus funciones objetivo, si la FO del primer individuo es mejor que la del 
individuo dos entonces este será llamado Padre 1, sino el Padre 1 será el segundo 
individuo. Para determinar el Padre 2 se procede de igual forma. 
 
Figura 17. Diagrama de Flujo Proceso de Selección. 
 
 
Finalmente el Padre 1 y el Padre 2 serán cruzados a partir del proceso de 
recombinación para generar un nuevo individuo. 
 
 
5.3.4.2 PROCESO DE RECOMBINACIÓN 
 
 
Para el proceso de recombinación en este problema se encuentra que no es 
eficiente emplear algunos de los operadores clásicos de recombinación como el 
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Padre2 = PobInicial(Ind2)
Padre 1
Padre 2
SI NO
de uno o múltiples puntos debido a la codificación empleada y a la naturaleza del 
problema que no permite que se repita algún número de la secuencia. 
 
Teniendo en cuenta lo anterior, para este proceso se utiliza un caso especial de 
recombinación denominado Recombinación Parcialmente Compatible (PMX 
Partially Matched Crossover). En el diagrama de flujo de la Figura 18 se muestra 
la implementación de este operador genético. 
 
Figura 18. Diagrama de Flujo Proceso Recombinación 
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Este proceso inicia con la selección de dos puntos de recombinación de forma 
aleatoria (p y q). El individuo descendiente toma los valores del Padre 1 
comprendidos entre los dos puntos de recombinación p y q y el resto de valores 
serán tomados del Padre 2. Para esto se sigue un proceso iterativo en el cual se 
toma uno a uno los valores del Padre 2 desde i = 1 hasta i = p, teniendo en cuenta 
que si el valor del Padre 2 ya fue asignado del Padre 1 se toma el siguiente valor. 
Este proceso se continúa hasta completar el vector descendiente. 
 
 
5.3.4.3 PROCESO DE MUTACIÓN 
 
 
Una vez obtenido el descendiente se lanza un número aleatorio entre 0 y 1 y se 
compara con una tasa de mutación previamente establecida en los parámetros 
ajustables del algoritmo. Si el número aleatorio es menor que la tasa de mutación 
entonces se ejecuta el proceso de mutación, sino el descendiente pasa sin 
modificaciones. 
 
El proceso de mutación se ilustra en el diagrama de la Figura 19. Este se ejecuta 
de la forma clásica a través de una metodología de trueque o swap en la cual se 
seleccionan dos puntos aleatorios (genes) y se cambia uno por el otro. 
 
 
 
Figura 19. Diagrama de Flujo Proceso Mutación. 
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5.3.4.4 PROCESO DE ASPIRACIÓN 
 
 
En el proceso de Aspiración se utiliza una metodología de aceptación o rechazo 
del individuo descendiente para pasar a hacer parte de la población. Este proceso 
inicia validando la diversidad de la población. Para este problema se evalúa la 
diversidad chequeando únicamente que no haya individuos idénticos entre la 
población y el individuo descendiente, ya que dadas las características del 
problema y a la codificación empleada el valor de diversidad entre un individuo y 
otro siempre será mayor a dos siempre y cuando los individuos no sean iguales. 
 
Si se cumple el criterio de diversidad se chequean básicamente dos criterios: el 
primero consiste en que si el nuevo individuo tiene una mejor función objetivo que 
el individuo de peor calidad, este reemplaza directamente al individuo de peor 
calidad de la población, sino se compara un valor aleatorio con la tasa de 
aceptación y si este es menor se le da la oportunidad de pasar a la siguiente 
generación, en caso contrario no se le permite entrar en la población y entonces 
se dice que se pierde un ciclo generacional.  
 
En el diagrama mostrado en la Figura 20 se observa el proceso descrito 
anteriormente. 
 
Figura 20. Diagrama de Flujo Proceso Aspiración. 
 
 
 
 
actp = rand (0 y 1)
Diversidad = 1
descendiente = PobInicial
SI
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SI
SI
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NO
RESUMEN 
 
 
En este capítulo se realizó una descripción de la estrategia de solución 
implementada, Algoritmo Genético de Chu-Beasley, especificando la metodología 
desarrollada, detallando la codificación utilizada, el cálculo de la función objetivo, 
generación de la población inicial y se profundizó en la implementación de cada 
uno de los operadores genéticos: proceso de selección, recombinación, mutación 
y aspiración. 
 
 
  
 6 ANÁLISIS DE RESULTADOS 
 
 
6.1 INTRODUCCIÓN 
 
 
Con el fin de validar la metodología propuesta e implementada es necesario 
evaluar casos de prueba de la literatura especializada a partir de los cuales se 
pueda medir tanto la eficiencia computacional como la precisión del algoritmo para 
obtener los resultados. 
 
Dicha validación se hará enfrentando el algoritmo a problemas de baja, media y 
alta complejidad refiriéndose esto al tamaño de los casos de prueba. 
 
 
6.2 DESCRIPCIÓN DE LOS CASOS DE PRUEBA 
 
 
Los casos de prueba fueron tomados de la página de la Koç University [28] en 
Estambul, Turquía. 
 
La validación de la metodología desarrollada frente a los casos de la literatura 
especializada se realizo teniendo en cuenta diferentes casos de prueba, donde se 
evaluaron problemas con 5, 20 y 100 tareas, teniendo en cuenta casos en los que 
existieran 2, 5 y 8 etapas. A continuación se realiza una descripción de cada una 
de las bases de datos tomada para la validación. 
 
• Problema de 5 tareas en 2 etapas renombrado “BDJ5E2”, tomado de la 
base de datos P5S2T05, la cual presenta los siguientes datos: 
 
Tareas: 5 
Etapas: 2 
ME: 5 1 
Matriz de tiempos de procesamiento:  
28 85 38 80 38  
21 23 95  3 97 
 
• Problema de 20 tareas en 2 etapas renombrado “BDJ20E2”, tomado de la 
base de datos P20S2T09, la cual presenta los siguientes datos: 
 
Tareas: 20 
Etapas: 2 
ME: 15 
Matriz de tiempos de procesamiento:  
68 85 89 74 74 44 72 39 71 24 77 16 86 80 99 56 64 23 59 87  
45 21  1 32 88 30 76 89 42 96 95 40 38 58 70 35 48 95 58 39 
 
• Problema de 101 tareas en 2 etapas renombrado “BDJ101E2”, tomado de 
la base de datos PH1S2T04, la cual presenta los siguientes datos: 
 
Tareas: 100 
Etapas: 2 
ME: 1 2 
Matriz de tiempos de procesamiento:  
74 61 87 41 77 55 66 22 33 23 75 17 64 38 22 32 83 95 55 23 53 86 
100 10 7 86 14 53 39 12 69 70 97 45 22 31 66 99 59 42 47 2 20 87 
34 57 88 21 41 5 73 92 59 3 100 49 40 78 35 84 21 30 22 72 11 67 6 
21 20 97 48 17 14 77 35 61 60 75 87 72 75 70 17 47 14 42 9 94 46 
53 64 25 50 78 4 75 59 10 45 17  
88 63 10 8 15 74 96 42 71 5 83 75 40 67 69 10 70 67 35 37 31 79 41 
46 77 20 49 57 21 25 93 55 33 52 91 74 22 85 28 5 58 63 90 4 63 64 
8 89 86 50 66 69 78 36 9 31 66 94 96 59 54 27 57 20 50 85 18 63 59 
7 30 34 68 95 86 21 96 67 11 25 10 85 96 55 48 80 64 94 58 38 91 
36 44 60 64 11 14 98 49 11 
 
• Problema de 5 tareas en 5 etapas renombrado “BDJ5E5”, tomado de la 
base de datos P5S5T06, la cual presenta los siguientes datos: 
 
Tareas: 5 
Etapas: 5 
ME: 5 4 3 2 3 
Matriz de tiempos de procesamiento:  
45 68 37 57 51  
45 72 81 20 44  
85  9 23 25 16  
25 79 68  7 52  
69 82 60 61 80  
 • Problema de 20 tareas en 5 etapas renombrado “BDJ20E5”, tomado de la 
base de datos P20S5T06, la cual presenta los siguientes datos: 
 
Tareas: 20 
Etapas: 5 
ME: 2 1 5 4 3 
Matriz de tiempos de procesamiento:  
95 98 88  35 75 92 74 33  3 28 55 80 76 85 81 73 91 99  5 45 
98 31 70 100 71 49  6 30 47 13 98 37 88 30 24 64  9 86 71 76 
65 44 88  45 42 54 39 40 99 28 76 75 35 35 23 35 17 84 33  3 
53 14 17  55 79 23 80 67 95 65 83 87 12  2 49 99  6 12 31 53 
67 43 31  50 33 96 68 33 49 72 59 34 22 98 70 56 82 62 24 69 
 
• Problema de 100 tareas en 5 etapas renombrado “BDJ100E5”, tomado de 
la base de datos P1HS5T05, la cual presenta los siguientes datos: 
 
Tareas: 100 
Etapas: 5 
ME: 4 2 1 5 4 
Matriz de tiempos de procesamiento:  
69 57 1 40 21 52 10 18 68 16 17 5 57 48 30 42 42 55 19 91 27 90 55 
72 45 12 68 85 6 60 57 33 15 10 23 89 31 66 96 21 2 81 55 87 99 42 
80 62 98 23 56 22 98 18 93 68 47 22 45 70 48 15 10 43 15 48 6 51 
34 71 33 5 45 47 59 49 23 58 55 61 78 59 57 74 59 3 31 50 69 96 15 
100 10 2 11 66 24 31 52 36  
90 40 45 48 79 7 84 72 67 16 100 49 38 80 90 15 9 76 50 67 86 67 
80 11 30 80 60 86 95 2 43 67 18 55 96 96 76 75 100 28 5 24 83 76 2 
68 52 55 92 63 21 70 3 95 26 25 63 64 61 35 79 57 87 40 96 78 93 
17 75 10 36 31 6 80 86 78 70 80 36 81 84 6 48 19 65 21 75 3 57 21 
22 83 66 26 67 56 60 31 98 64  
54 67 93 47 42 86 7 5 33 28 67 16 90 23 92 25 10 17 11 44 3 75 60 
13 50 18 31 93 77 82 51 62 87 25 87 45 89 92 53 62 85 31 36 5 5 5 
96 50 39 77 82 20 70 96 38 30 56 8 13 40 74 78 92 57 27 39 48 11 
55 62 53 30 95 78 84 35 93 100 92 14 6 63 4 45 74 71 62 7 10 25 99 
28 4 79 43 16 33 91 64 38  
77 10 15 63 68 97 38 26 55 67 40 90 77 34 17 79 14 62 12 93 78 25 
63 40 83 38 70 40 42 41 4 44 96 26 27 54 45 22 51 67 49 93 65 9 42 
14 46 90 29 33 22 78 58 99 92 22 64 56 69 1 20 68 90 9 81 56 20 71 
84 85 66 24 75 53 70 63 3 77 42 1 24 17 18 54 54 98 12 60 38 2 42 
18 39 75 20 51 94 57 40 72  
27 89 1 9 40 32 95 50 28 83 26 87 59 18 55 59 66 90 40 19 16 55 31 
37 17 57 49 47 68 91 87 19 22 24 58 93 85 55 69 52 51 23 36 94 11 
68 46 38 70 94 72 92 32 74 91 96 48 26 95 4 16 11 92 11 29 26 68 
60 75 99 91 80 73 10 29 26 18 35 32 65 79 57 13 52 11 56 48 85 84 
80 59 94 23 85 64 59 20 21 41 43  
 
• Problema de 5 tareas en 8 etapas renombrado “BDJ5E8”, tomado de la 
base de datos P5S8T02, la cual presenta los siguientes datos: 
 
Tareas: 5 
Etapas: 8 
ME: 3 4 1 2 3 5 4 5 
Matriz de tiempos de procesamiento:  
75 91 32 49 21  
43 12 14  2 27  
16 38 52 25 84  
51 64 21 42 59  
67 63 62 35 11  
80 47  6 59 89  
86 85 46 83 71  
95 84 44 32 48 
 
• Problema de 20 tareas en 8 etapas renombrado “BDJ20E8”, tomado de la 
base de datos P20S8T09, la cual presenta los siguientes datos: 
 
Tareas: 20 
Etapas: 8 
ME: 1 5 4 2 5 1 5 3 
Matriz de tiempos de procesamiento:  
33 83 21 51 94 61 46 88 60 71 65 67 71  2 6 62 94 95 86 91  
19 11 10  9 98 54 65 66 93 82 41 84 81 70 63 40 18 52 7 17  
74  3 51 88 97 60 87  9 77 32 27 18 17 27 25 14 39  3 9 80  
100 37 15 91 43  8 16 82 37 82 45 45 60 14 68 37 97 37 63 31  
27 79 50 65 59 38 73 85 61 82 16 34 96 24 95 76 3 19 99 37  
26 53 80 27 39 55 22 23 15 48 29 19 24 21 38 73 9 41 85 29  
95 14 80 24 3 62 92  6 52 14 10 71 42 13  6 37 48 49 28 13  
89 84 97 51 2 41 32 79 47 72 95 59 58 92 85 71 59 84 39 39 
 
• Problema de 100 tareas en 8 etapas renombrado “BDJ100E8”, tomado de 
la base de datos PH1S8T03, la cual presenta los siguientes datos: 
 Tareas: 100 
Etapas: 8 
ME: 2 1 2 3 2 2 5 4  
Matriz de tiempos de procesamiento:  
63 25 22 14 11 2 49 60 21 31 35 35 25 34 75 37 13 12 13 96 37 98 4 
41 85 44 25 56 24 16 72 95 80 49 35 91 15 82 50 3 6 51 58 55 55 13 
78 14 39 99 2 25 45 9 11 28 31 17 28 95 44 24 78 82 73 48 5 34 20 
45 65 55 26 54 87 6 57 95 45 15 25 34 12 41 57 67 21 74 61 52 31 
83 3 72 36 85 6 60 63 23  
2 1 13 32 79 84 80 31 40 78 86 74 75 6 61 93 87 41 42 75 15 77 23 
2 73 62 93 94 74 99 29 96 89 79 22 33 47 48 54 53 86 87 35 75 50 
100 52 1 36 48 92 71 63 64 41 30 80 16 30 13 40 37 38 25 35 93 25 
33 69 34 76 53 38 90 92 39 33 11 22 51 79 85 61 4 97 52 98 32 90 
80 19 58 72 39 8 57 42 13 21 68  
10 96 18 55 17 46 97 19 80 87 19 29 26 40 58 10 48 21 44 77 71 91 
57 76 75 34 49 53 2 44 37 42 93 76 76 21 47 85 90 39 77 13 62 29 
51 32 63 16 32 91 46 42 3 98 75 21 78 20 99 76 22 42 22 27 51 89 
37 21 4 53 70 39 63 28 1 41 35 52 76 69 75 24 50 24 7 43 66 94 5 
83 68 33 28 53 83 70 61 66 41 45  
63 99 2 90 34 10 39 88 71 80 17 11 12 8 100 46 68 57 37 76 56 15 
28 14 91 71 86 67 7 27 9 8 61 66 44 90 93 1 15 59 36 50 90 84 11 
80 53 27 71 96 5 61 23 85 33 76 51 70 30 92 46 1 9 27 79 64 59 84 
26 65 23 79 14 18 92 79 81 23 9 12 23 46 49 44 5 18 65 77 21 1 29 
32 60 65 67 5 20 30 35 64  
45 30 64 94 45 64 29 69 83 83 14 31 66 99 80 88 19 65 17 16 32 49 
29 35 49 69 32 22 10 29 77 90 3 60 86 5 99 63 73 73 94 81 50 96 85 
95 3 15 55 40 70 39 47 7 55 13 86 57 64 85 2 11 99 85 20 67 69 68 
64 33 69 1 70 12 87 62 18 12 15 81 7 95 41 68 83 64 76 52 33 46 57 
35 48 28 3 27 23 85 63 3  
35 64 64 25 26 96 55 14 53 75 28 74 31 17 92 99 37 17 50 15 1 6 37 
70 71 25 34 91 87 28 3 94 71 26 37 6 94 92 12 81 60 14 74 71 13 74 
61 66 22 55 64 54 10 78 74 78 85 16 22 3 20 16 12 47 3 50 66 2 65 
19 2 4 28 18 94 1 58 77 70 1 66 90 51 93 17 68 79 79 23 60 89 39 
80 33 84 71 91 34 69 48  
88 100 79 17 49 14 17 59 58 64 91 85 38 58 72 99 75 20 97 59 89 20 
67 70 85 44 47 39 92 5 26 78 36 82 4 63 82 87 63 16 36 18 40 36 21 
68 55 26 99 18 31 69 34 18 13 30 21 95 74 3 89 49 39 5 97 62 88 84 
69 33 18 97 81 99 68 78 48 96 97 82 28 57 81 99 100 63 45 3 62 25 
95 80 81 56 94 3 7 16 88 39  
65 8 56 4 61 36 61 31 34 44 64 92 36 1 7 96 55 37 55 12 39 23 90 
92 47 96 41 44 100 97 48 80 40 34 19 41 86 23 77 32 87 27 80 22 63 
59 87 12 75 1 53 71 9 79 22 54 60 38 73 67 87 42 3 74 54 64 32 12 
1 33 31 64 77 53 20 8 85 62 18 57 67 69 92 70 85 15 2 5 93 4 97 6 
43 70 50 67 57 26 42 69  
 
 
6.3 RESULTADOS DE LA VALIDACIÓN DE LA METODOLOGÍA 
 
 
La metodología se validó inicialmente con una población generada totalmente 
aleatoria y posteriormente se realizó la validación inicializando la población 
utilizando la heurística NEH y completándola de manera aleatoria. 
 
En cada uno de los casos se vario la semilla y según el tamaño del problema se 
vario el tamaño de la población. 
 
Cada caso se corrió varias veces con el fin de ajustar los parámetros y de 
encontrar la mejor función objetivo, posteriormente se corrió cada uno de los 
casos 10 veces hasta alcanzar la función objetivo definida previamente. 
 
 Generando la población totalmente aleatoria, se obtuvieron los siguientes 
resultados: 
 
Caso BDJ5E2 
 
Los resultados obtenidos en las corridas iníciales de prueba se presentan en la 
Tabla 7. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
Tabla 7.Pruebas caso BDJ5E2 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1      1     3     2     5     4 267    35.1314 
Prueba 2      1     5     4     3     2 267   142.1481 
Prueba 3      1     3     5     4     2 267   374.1060 
Posterior a las corridas de prueba en donde se encuentra una función objetivo o de 267, se realizan 10 corridas para verificar la eficiencia computacional y 
evolución del algoritmo, obteniéndose los resultados que se presentan en la Tabla 
8. 
 
Tabla 8.Corridas Caso BDJ5E2 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1      1     5     3     2     4 267     0.3432 
Corrida 2      1     5     3     2     4 267     0.3744 
Corrida 3      1     5     4     2     3 267     0.2496 
Corrida 4      1     5     3     2     4 267     0.2652 
Corrida 5      1     3     5     2     4 267     0.2808 
Corrida 6      1     5     2     3     4 267     0.2808 
Corrida 7      1     3     2     5     4 267     0.2652 
Corrida 8      1     5     3     2     4 267     0.3432 
Corrida 9      1     5     4     2     3 267     0.3120 
Corrida 10      1     5     3     2     4 267     0.3120 
 
De los resultados encontrados se puede observar que el tiempo final de ejecución 
toma un tiempo promedio de 0.30264 seg, alcanzándose en cada una de las 
evaluaciones la misma función objetivo. 
 
 
Caso BDJ20E2 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se presentan en la 
Tabla 9. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
 
Tabla 9.Pruebas caso BDJ20E2 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    15     9     7     5    17     8    14    19     6    18    
13    10    12    16    20    11     2     1     4     3 
1288    69.7636 
Prueba 2 
    15     9     7     5    17     8    14    19     6    18    
13    10    12    16    20    11     2     1     4     3 
1288   222.2078 
Prueba 3 
    16    19     1    13     2     7    12    17     5    18    
10    15    11    20     8    14     4     9     6     3 
1288   492.8072 
 
 
Después de encontrar una función objetivo o de 1288, los resultados que se 
obtienen en las corridas se muestran en la Tabla 10. 
 
 
Tabla 10.Corridas Caso BDJ20E2 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
    19    10    14     8     1     5     4    11     2    12     
7    18    17     6    16    15    20     9    13     3 
1288     0.2028 
Corrida 2 
    15     5    11     1     8    14    18    10    12     9     
4    19    13    20     2    16     6    17     7     3 
1288     0.2964 
Corrida 3 
     8    10     6    15     7    11     2     4     9    12     
5    14    18    13    16    20     1    17    19     3 
1288     1.2636 
Corrida 4 
    11    16     5    14    20     6     9    12    17     4    
13     7     8    15    10     1     2    18    19     3 
1288     0.7020 
Corrida 5 
     2    14    18    20     7     9     4    11    12     6    
10     8    17    15    19     5     1    13    16     3 
1288     0.5460 
Corrida 6 
    14    17     4    12    16    20     5    18     1     8     
9    10     6    13     7     2    15    19    11     3 
1288     0.6864 
Corrida 7 
    12     8    19     6     4    11    18     2     7    20    
10     9    16     5    15    17    13     1    14     3 
1288     0.4992 
Corrida 8 
    20     4    18    14     2     5     6    13     1    12    
17    10    11     9     7    19     8    15    16     3 
1288     0.2964 
Corrida 9 
     8     9     7     5    15    17    19     6    18    13    
10    14    12    16    20    11     2     1     4     3 
1288     0.2496 
Corrida 10 
     7    18    13     1     6    14     2     4     5    12     
9    11     8    20    16    19    10    15    17     3 
1288     0.2808 
 
El tiempo final de ejecución toma un tiempo promedio de 0.50232 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
Es de notar que el costo computacional es levemente mayor dado que 
corresponde a un problema con una complejidad un poco mayor. 
 
 
Caso BDJ101E2 
 
 
Utilizando los siguientes parámetros los resultados obtenidos en las corridas 
iníciales de prueba se presentan en la Tabla 11. 
 
Tamaño Población: 20 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 11.Pruebas caso BDJ101E2 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    49    62    67     5    39    79    24    33    18    46    28    
85    87    20    37    31    88    71    69    29    76    25    98     
2    94    77    65    40    91    41    10    34    55   100     7    
99    89    63    53    50    58    51    97    11    15    22    23    
80    82    38    59     6    32    61    48    66    64    96     4    
78    13    86    84    54    36    93    60    45    47    73    83    
72    17     8    56    30    68     3    52    90    74    43    27    
35    75    26    92    70    12    14    95     9    19    42   101    
57    16     1    21    81    44 
4911   781.8458 
Prueba 2 
    74    16    40    80     4    18    67    69     3    61    64    
34    47    20    78    24    58    95     2    37    77 
    62    96    33     6    32    27    83    76    75    14    54    
51    26    21    86    28    43    84    81    59    65    41    73    
88    25    79    99    15    90    89    93    38    92    10    91    
42    60    46     8    94    30    53   100    98    36   101     7    
71    13    31    45    56    50    82     5    35    49    68    70    
17    12    63    39      1    66    97    11    19    52    87    72    
23    22    57    29    55    85    48     9    44 
4911 1586.00 
 
 
 Se encontró una función objetivo o de 4911 y los resultados obtenidos en las 
10 corridas se muestran en la Tabla 12. 
 
 
Tabla 12.Corridas Caso BDJ101E2 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
     5    49    78     6    33    10    88    92    42    58    96    27    
87    53    38    71     9    16    56    41    69    43    74    13    
15     1    40    75    23    85    25    30    63    32    95    76    
26     7    62    37    94    77    67    82    45    55    99    86    
35    72    39    14    70    47    66    19    98    36    91    84    
59    31    11     89    51    57    21    60     8    29    64    24     
3   100    20    90    93    83    73     4    12    17    54    28     
68    22   101     2    52    48    79    80    46    81    18    50    
65    97    34    61    44 
4911     0.9672 
Corrida 2 
    84    52    20    54    67    27    86    16    41    87    14    
85    69    50     1    89    24    47    70    92    68 
    23    71    48    61    31    62     5    35     3    57    45    73    
90    18    77    39    66    97    43    93    10 
     4    74     9    94    11    80    32    51    58    63    82    38    
22    36    64    37    59    75    99    19    78 
     6    79    65    88    60    83     7    13    21    98    28    72   
100    25    26    29    34    49    96    42    81 
    46    33    56    95    55    53     8    40    30    12    76    15   
101    17    91     2    44 
4911   358.8335 
Corrida 3 
    98     8    96    28    38    71    48    24    16    25    90    95    
51    30    49    61    45    85    18    27    88 
     2    74    37    77    56    76    75    29     3    15     9    78    
66    70    20    52    53    65    93    72    35 
    87    34    64    81    41    22    83    91    86    82    63    
32    55    17    33    73     7     4    46    50    68 
    23    92   100    94    69    12     6     1    47    54    43    39    
84    97    10    40    62    31     5    13    21 
    11    89    42    80    19    57    67    59    36    26    99    
58    79    14    60   101    44 
4911   287.5098 
Corrida 4 
    78    54    38    18    73    50    56    40    17     7    75     5    
12    16    59    60    74    52   100    72    87 
    94    83    25    88    45    96    29    53    43    62    51    
35    79    55     9    24    91    92    49    68    76 
    99    28    46    95    58    20    70     4    27     6    85     8    
19    93    37    41    64     2    39    32    15 
4911   553.9908 
   101    66    71     1    67    82    48    34     3    98    42    81    
21    86    13    26    57    89    77    80    84 
    36    22    23    11    31    90    65    33    63    10    69    
61    97    30    14    47    44 
Corrida 5 
    93    17    31    78    99    50    29    49     6    83    38    47    
71    79    35    52    56    12    53    58    13 
    10    96    92    91     4     5    11     2    22    82    34    59    
55    23     9    30    98    48    88    18    19 
   101    94   100    39    25    28     3    57    15    45     8    
65    89    24    68    70    40    16    73    72    76     37    43    
54    36    46    77    97    20    60    61    74    32    63    81    
21    64    51    95    69    42    66     27    26    86     1    85    
67    90    80    75    84    41    33    62     7    87    14    44 
4911   232.9563 
Corrida 6 
32    86    42    82    88    81    89    46    65    38    51    93     
6    99    43    73     9    58     1    22     7 
    78    28    67    23    34   100    75    64    33    57    54    
74    59    94    90    31    96   101    84    11     3     97    68     
2    41    19    52    18    45    71    85    69    50    98    40    
30    25    62    77     4    24    36     26    61    16    17    83    
10    21     5    80    14    55    53     8    95    76    27    15    
12    35    29    13     70    87    92    37    47    60    63    49    
48    39    79    91    56    20    66    72    44 
4911   284.5146 
Corrida 7 
        49    62    54     5    39    79    24    33    18    46    28    
85    87    20    97    37    31    88    71    69    29     76    25    
98     2    94    77    65    40    91    41    10    34    55   100     
7    99    53    63    50    58    51     11    15    22    23     6    
32    80    82    61    48    66    64    96     4    78    13    86    
84    56    30    38     59    67    93    45    47    73    83    72    
17     8    68     3    52    90    74    36    60    89    43    27    
35     75    26    92    70    12    14    95     9    19    42   101    
57    16     1    21    81    44 
4911   196.1401 
Corrida 8 
    21    45    66    23    19    51    73     6    11     7    22   101    
38   100    69    25    79    75    35    50    32     76    83    94    
77    27    37    91    86    12     4    60    65    74    55    40    
16    70    78    33    98    92     96     1    43    36    49    59     
9    99    47    82    14    34    10    61    89    64    84    39    
41     5    29     13    72     2    54    31    28    68    15    30    
52     8    81    63    58    18    57    26    80    85    46    24     
53    88    90    56    97    17    93    42    67    62    48    20     
3    95    71    87    44 
4911    21.9337 
Corrida 9 
    49    62    54     5    39    79    24    33    18    46    28    85    
87    20    97    37    31    88    71    69    29 
    76    25    98     2    94    77    65    40    91    41    10    34    
55   100     7    99    53    63    50    58    51 
4911   187.9188 
    11    15    22    23     6    32    80    82    61    48    66    64    
96     4    78    13    86    84    56    30    38 
    59    67    93    45    47    73    83    72    17     8    68     3    
52    90    74    36    60    89    43    27    35 
    75    26    92    70    12    14    95     9    19    42   101    
57    16     1    21    81    44 
Corrida 10 
    39    53    97    90    15    43     6    32    96    72    63    21    
58    64    46    48    74    29    19    81    25 
    76    24    37     5    18    95    83    56     4    78    50    34    
87    20    54    62    38    52    60     2    55 
    30    80    89    65    51    93    82    77    11    88    22    
13     1    91    28    99    94    26    61    79    75 
    86    41    84    85    59    45     7     8     9    98    71    31     
3    47    70    40    92    49    23    36    12 
    66    69    73    68   100    57    27    17    35    16    33    
10    42   101    67    14    44 
4911    80.5589 
 
 
De los resultados encontrados se puede observar que el tiempo final de ejecución 
toma un tiempo promedio de 220,5324 seg, alcanzándose en cada una de las 
evaluaciones la misma función objetivo. 
 
Dada la alta complejidad de este caso de prueba era de esperarse que el costo 
computacional aumentara de manera significativa, sin sacrificarse la calidad de la 
solución encontrada. 
 
 
Caso BDJ5E5 
 
 
Los resultados de las corridas iníciales de prueba se muestran en Tabla 13. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
 
Tabla 13.Pruebas caso BDJ5E5 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1      3     5     1     2     4 304    42.4479 
Prueba 2      3     5     1     2     4 304   157.5142 
Prueba 3      3     5     1     2     4 304 397.5529 
 
 
Al realizar  las corridas de iníciales de prueba se encuentra una función objetivo o de 304, posteriormente se realizan 10 corridas en donde se obtienen los 
resultados que se presentan en la Tabla 14. 
 
 
Tabla 14.Corridas Caso BDJ5E5 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1      3     5     1     2     4 304     0.3432 
Corrida 2      3     5     1     2     4 304     0.4836 
Corrida 3      3     5     1     2     4 304     0.2652 
Corrida 4      3     5     1     2     4 304     0.4524 
Corrida 5      3     5     1     2     4 304     0.2964 
Corrida 6      3     5     1     2     4 304     0.2652 
Corrida 7      3     5     1     2     4 304     0.3432 
Corrida 8      3     5     1     2     4 304     0.2964 
Corrida 9      3     5     1     2     4 304     0.2652 
Corrida 10      3     5     1     2     4 304     0.3276 
 
 
El tiempo promedio obtenido de los resultados encontrados es de 0.33384 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ20E5 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se presentan en la 
Tabla 15. 
 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
Tabla 15.Pruebas caso BDJ20E5 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
     9    20    12     6     8     3     5    14     4     7    
18     2     1    15    16    10    19    17    11    13 
1170    88.5306 
Prueba 2 
     9    20    12     6    14     4     5     8     7    18     
1    11    16     3     2    15    10    19    17    13 
1170   246.9184 
Prueba 3 
     9    20    12     3     6     8     5     7    18    11     
1    15    16    10     2    14    17     4    19    13 
1170 532.0882 
 
 
Al encontrar una función objetivo o de 1170, los resultados que se obtienen 
en las corridas se muestran en la Tabla 16. 
 
Tabla 16.Corridas Caso BDJ20E5 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
     9    20     3    18    14     5    16    11    10     7    
19    17    12     8     6     1     2     4    15    13 
1170     0.3588 
Corrida 2 
     9    20    17     4     1     3     6     7    16    11    
10     8    15    12    18    19     2     5    14    13 
1170     2.3868 
Corrida 3 
     9     4     3     6    12    15     8    17     1    14     
7    19    11     2    16    10     5    18    20    13 
1170     0.8736 
Corrida 4 
     9     4     3     6    12    15     8    17     1    14     
7    19    11     2    16    10     5    18    20    13 
1170 1.0608 
Corrida 5 
     9    20     1     2    12    14    19     6    17     5    
11    18     8    15    16    10     4     3     7    13 
1170     0.5616 
Corrida 6 
     9     4     3    17     7    20    15     6     5    11    
10    14    19    16     8     1    18     2    12    13 
1170     1.0920 
Corrida 7 
     9     4    11    18     7    17    12     1    15     2    
19     5    16    14     3    10    20     8     6    13 
1170     0.5304 
Corrida 8 
     9    20    12     3     6     8     5     4     7    18     2    
14     1    15    16    10    19    17    11    13 
1170 1.0608 
Corrida 9 
     9    20    12     3     6     8     5     4     7    18     2    
14     1    15    16    10    19    17    11    13 
1170 1.0920 
Corrida 10 
     9     8     5    11     2    15     4    10     1     6    
16    20    12    19    14    17    18     3     7    13 
1170 2.8236 
 
 
El tiempo final de ejecución toma un tiempo promedio de 1.18404 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ100E5 
 
 
Los resultados obtenidos en las corridas iníciales de prueba son presentados en la 
Tabla 17. 
 
Tamaño Población: 20 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
Tabla 17.Pruebas caso BDJ100E5 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    41    10    40    94    54    49    52    37    62    86    
90    84     6    21    13    55    42    32    44    74    46 
    71     9    15    28    29    76    14    43    73    20    
50    96    95    30    45     1    81    66    61    77    16 
    93    85    75    39    17    64    92    38    98     7    
35    36    47    18    23     5    72    26    24    70    63 
    78    57    65    31    99   100    83    79    56    22    
82    88    68    97    34     8    12    87    19    53    33    
51    48    11    58    91     3    59     4    25    27    69     
2    89    67    80    60 
4985 876.9596 
Prueba 2 
    41    33    71    19    43    83    87    31    45    64    
14    21    10    65     6    78    95    22    63    34    59 
    85    38    72    96    15    62    74    48     1    49    
80    23    46    42     2    84    77    92    90    91    86 
    93    39    25     8    26   100    32    76    20    75    
16    50    29    51    66    56    99    52    12    69    
36      9    97    37    44    24    57    98    54    94    
70    58    79    81    88    68    61     5    17    30    73    
4985 1858.6000 
82     3    18    11     7    53     4    28    67    35    47    
40    89    55    27    13    60 
 
 
De las corridas iníciales de prueba se encontró una función objetivo o  de 
4985 y los resultados obtenidos en las 10 corridas se muestran en la Tabla 18. 
 
Tabla 18.Corridas Caso BDJ100E5 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
    41    73    74    54    27    47     6    22    29     4    63    
61    17    72    67    94    43    26    65     3    87 
    35    19    77    92    97    15    49    57    34    48    
32    39    51    96    89     9    99    58    78    79    12 
     1    91    85    38    44    30    80    14    36    52    42    
56    18   100    62    40    33    95    31    45     2 
    50    59    83    11    88    66    84    55    68     5    10    
70     7    75    16    76    86    20    81    69    64 
    23    24    37    71    53    90    98    25    21    13    
93    46    28    82     8    60 
4985   876.2576 
Corrida 2 
    41    10    40    94    54    49    52    37    62    86    
90    84     6    99    13    55    42    93    44    74    46 
    71     9    15    28    29    76    14    43    73    20    50    
96    95    30    45     1    81    66    61    16    32 
    85    75    39    17    64    92    38    98     7    35    77    
70    36    47    18    23     5    72    63    26    24 
    78    57    65    31    21   100    83    79    56    22    
82    88    68    97    34     8    12    87    19    53    33    
51    48    11    58    91     3    59     4    25    27    69     
2    89    67    80    60 
4985   515.2713 
Corrida 3 
    41    10    40    94    54    49    52    37    62    86    
90    84     6    99    13    55    42    93    44    74    46 
    71     9    15    28    29    76    14    43    73    20    50    
96    95    30    45     1    81    66    61    16    32 
    85    75    39    17    64    92    38    98     7    35    77    
70    36    47    18    23     5    72    63    26    24 
    78    57    65    31    21   100    83    79    56    22    
82    88    68    97    34     8    12    87    19    53    33     
51    48    11    58    91     3    59     4    25    27    69     
2    89    67    80    60 
4985 537.3454 
Corrida 4 
    41    86    81    40    10    93    94    96    69    85    
57     7    29    79    45    58    64    16    25    54     2 
    28    30    48    87    82    34    83    72    66    80    
4985    46.2075 
68    18     3    17    44    50    26     6    31    63    75 
    22    37    84    76    24     4    65    23    35     9    33    
47    70    32    74    53    15    20    14    99    38 
    46    49    39    61    59     8    88    91    78    62    89    
71    36    13    27    12    42    92    11   100    77    56    
97    21    73    51    19    67    90    43    95    98     5     
1    52    55    60 
Corrida 5 
    41    10    40    94    54    49    52    37    62    86    
90    84     6    99    13    55    42    93    44    74    46 
    71     9    15    28    29    76    14    43    73    20    50    
96    95    30    45     1    81    66    61    16    32 
    85    75    39    17    64    92    38    98     7    35    77    
70    36    47    18    23     5    72    63    26    24 
    78    57    65    31    21   100    83    79    56    22    
82    88    68    97    34     8    12    87    19    53    33     
51    48    11    58    91     3    59     4    25    27    69     
2    89    67    80    60 
4985 516.9873 
Corrida 6 
    41    94    58     2    39    98    32    79     3    84    26    
25    62    69    20     5    80    64     4    23    57 
    70    12    85     7    51     1    49    73    56    33    15    
67    87    89    43    46    48    21    77     6    13 
    88    55    19    45    66    42    18    90    35    68    
47    52    83    53    59    37    50    91    10    96    36   
76    72    28    30    82    61   100    54    71    16    17    
24    34    44    74    14    75    22    40    86    27     29    
63    65    95    99    92    11    97    81     9    31    38    
78     8    93    60 
4985 296.0743 
Corrida 7 
    41    33    38    58    47     2    15    12    42    90    82    
83    30    57    36    59     9    88     7    43    19 
    67    89    39    32    86    92    53    61    91    21     4    
69    76    44    24    11    63    78    80    98    55 
    94    65    26    46    73     3    95    48    35    50    52    
66    37    71    70    27    13    25    51     1    40 
    79    16     6    97    99    29   100    81    20     5    77    
93    28    72    85    18    31    45    68    56     8 
    74    54    62    14    10    22    34    84    49    96    
87    64    17    75    23    60 
4985 151.6018 
Corrida 8 
    41     6    12    70    14   100    95    77    79    34    
36    63    61    54    26    38    55    85    72    16    27    
50    31    64    22    45     3    58    25    89    74    19    
28    44    40    88    90    17    92    20    91    68    80    
81    37    10    11    62    23    71    52    48    59    65    
96    33     2    76    98     4    75    32     9    73    21    
13    78    29    86    53    15    99    67    49    42    83    
4985 391.9213 
69    24    94    46    18    57     8     5    84    47     7    
39     1    30    35    51    87    66    82    43    97    56    
93    60 
Corrida 9 
    41    68    51    84    72    15    98     5     3    77    94    
67    62    24    59     6     4    70    40    57    61 
    91    32    65     2    22    38    87    81    21    95    86    
66    56    83    27    14    99    44    13    85    78 
    63    47    28    88    18    53    97    54     7    48    34    
35    42    80    74    73    26    96    49    69     1 
    92    16    93    46    76    52    31    43    71    39    
37    20    12    17    36   100    19     9    58    79    10      
30    75    11    55    33    45     8    90    25    82    64    
29    50    23    89    60 
4985 699.6645 
Corrida 10 
    41    10    40    94    54    49    52    37    62    86    
90    84     6    99    13    55    42    93    44    74    46 
    71     9    15    28    29    76    14    43    73    20    50    
96    95    30    45     1    81    66    61    16    32 
    85    75    39    17    64    92    38    98     7    35    77    
70    36    47    18    23     5    72    63    26    24 
    78    57    65    31    21   100    83    79    56    22    
82    88    68    97    34     8    12    87    19    53    33    
51    48    11    58    91     3    59     4    25    27    69     
2    89    67    80    60 
4985 521.0745 
 
 
El tiempo final de ejecución toma un tiempo promedio de 455.24055 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ5E8 
 
 
En las corridas iníciales de prueba los resultados obtenidos se presentan en la 
Tabla 19. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 Tabla 19.Pruebas caso BDJ5E8 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1      4     5     1     2     3 445 472.995 
Prueba 2      4     5     1     2     3 445 1.726.931 
Prueba 3      4     5     1     2     3 445 4.197.675 
 
 
Al realizar las corridas de iníciales de prueba se encuentra una función objetivo o de 445, posteriormente se realizan 10 corridas en donde se obtienen los 
resultados presentados en la Tabla 20. 
 
 
Tabla 20.Corridas Caso BDJ5E8 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1      4     5     1     2     3 445     0.3276 
Corrida 2      4     5     2     1     3 445     0.2808 
Corrida 3      4     5     1     2     3 445     0.3120 
Corrida 4      4     5     1     2     3 445     0.2964 
Corrida 5      4     5     1     2     3 445     0.2808 
Corrida 6      4     5     1     2     3 445     0.2652 
Corrida 7      4     5     1     2     3 445     0.2964 
Corrida 8      4     5     1     2     3 445     0.2808 
Corrida 9      4     5     2     1     3 445     0.3120 
 
 
El tiempo promedio obtenido de los resultados encontrados es de 0.30732 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ20E8 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se muestran en la 
Tabla 21. 
 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 21.Pruebas caso BDJ20E8 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    14     4     3     6    13    16    10    19     
8     7     9    17     1     5    12    15     2    
11    18    20 
1493 113.6779 
Prueba 2 
    15    11    19    17     3     2    14     1     
6    10     7    12     8     9     4     5    13    
18    16    20 
1493 309.8024 
Prueba 3 
     4    12     2     5    16    19    13    11    
15    14    17    18     7     3    10     9     8     
6     1    20 
1493 733.3763 
 
 
Al encontrar una función objetivo o  de 1493, los resultados que se obtienen 
en las corridas se presentan en la Tabla 22. 
 
Tabla 22.Corridas Caso BDJ20E8 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
     8     7     5    13    18    12     4     3    16    11     
9    14     6    19    10     2    15    17     1    20 
1493 1.1700 
Corrida 2 
     8    16    15     1    13    12    19    11     3    10     
6     5    14     9     2    17     4     7    18    20 
1493 1.6848 
Corrida 3 
    16     5     2    18     9    10     4     8    12     7     
3    15     1    14    13    19    17    11     6    20 
1493     0.3588 
Corrida 4 
    19    11    13     5     2     9     7    12     6    14     
3    18    10     4     8    15    17    16     1    20 
1493     0.3588 
Corrida 5 
    16     5     2    18     9    10     4     8    12     7     
3    15     1    14    13    19    17    11     6    20 
1493     0.3744 
Corrida 6 
    13    11    18    10    16     8     1     5     3     4    
19    12    14    15     9    17     7     6     2    20 
1493 1.1232 
Corrida 7 
    16     5     2    18     9    10     4     8    12     7     
3    15     1    14    13    19    17    11     6    20 
1493     0.3744 
Corrida 8 
    15     8     7    10     3    19     5    12     4     1     
2     6    17    13     9    11    16    14    18    20 
1493     0.3276 
Corrida 9 
    16     5     2    18     9    10     4     8    12     7     
3    15     1    14    13    19    17    11     6    20 
1493     0.3900 
Corrida 10 
     8     7    16    19    14     6    11     3    15     5    
13     4     1    12    17     9    10     2    18    20 
1493     0.4524 
 
 
El tiempo final de ejecución toma un tiempo promedio de 0,66144 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ100E8 
 
Los resultados obtenidos en las corridas iníciales de prueba son presentados en la 
Tabla 23. 
 
Tamaño Población: 20 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
Tabla 23.Pruebas caso BDJ100E8 – Población Inicial Aleatoria 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
     6    82    27    93    98    77     8    86    58     9    
79    37    71    28    38    72    70    51    10    16    
35    26    74    13    92    44    83    73    45    39    
59    89    91    31    23    47    90    40    94    56    
11    41     30    81     4    14    49    17    65    18    
50    88    46    15    48     7    64    95    68     1    
69    61    55     62    99    67     5    42    76    96    
84    78    54    52    97    21    85    66    53 
5449 1057.7000 
Prueba 2 
51    87    82    98    40    52     7    80    36    20    
71    24    99    95    30    72    29    73    62    78    
88    25    44    77    11    18    93    38    59    81    
58    15    68     3    42    86     2    28    50    19    
85     5    48    83     6    96    90    57    12    26    
67    34    56    46    47    70    13    76    65     9     
5449 2182.9000 
1    74    54    91    14    43    89    32    21    17   
100    60    39    22    49    64    69    31    94     
8    35     4    16    61    37    75    27    84    55    
33    10    45    63    79    41    92    97    23    66    
53 
 
 
De las corridas iníciales de prueba se encontró una función objetivo o de 
5449 y los resultados obtenidos en las 10 corridas se muestran en la Tabla 24. 
 
 
Tabla 24.Corridas Caso BDJ100E8 – Población Inicial Aleatoria 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
        51    58    13    90    61    66    65    14    99    96    
32    24    94    44    19    73    88     3    36    81    68     
47    12    77    79    64    60    48    28    74    34    30    
56    21    69    41    26    22    46    33    82     1     89    
93    72    17    57    75    67    85    83    23    54    38     
5     7    52    91    43    76    11    39    84     98    40    
87    95    29    27    37    50     6    59    45    97   100    
49    86    78    25    62     2    16    80     63    92     4    
15    31    55     8    18    35    10    42    70     9    71    
20    53 
5449 321.0345 
Corrida 2 
    51    87    82    98    40    52     7    80    36    20    71    
24    99    95    30    72    29    73    62    78    88 
    25    44    77    11    18    93    38    59    81    58    
15    68     3    42    86     2    28    50    19    85     5 
    48    83     6    96    90    57    12    26    67    34    56    
46    47    70    13    76    65     9     1    74    54 
    91    14    43    89    32    21    17   100    60    39    
22    49    64    69    31    94     8    35     4    16    61 
    37    75    27    84    55    33    10    45    63    79    
41    92    97    23    66    53 
5449 192.0372 
Corrida 3 
    51    79    37     6    89    93    83    12     2    62    63    
77    70    14    57    45    94    90    58    75    41 
    24    64    56    23    22    69    19    13    39    27    
81    10     4    36    35    73    32    26    33    87    71 
    95    11    49     9    97    84     5    82    99    54    72    
30    29    25    28    38    15    31    18    52    34 
    88    67    65    76    98    46    20    59    85    44    
17    96    40    43    21    42    91     7    50    16     8 
5449 177.685 
    48    55     3     1    86    60    80    78    61    92    66   
100    68    74    47    53 
Corrida 4 
    51    19     5    87    52    44    25    49    84    18    80    
66    92    13    11    67    27    54    20    93    97 
    73     6    57     3    68    82    24    58    70    17    16     
9    50    69    46    63    65    47     8    29    21 
    12     7    61    45    83    38    75    30    43    98    86    
88    55    94    72    59    78    15    91    35     2 
     4    74    96    85     1    56    36    37    99    40    77    
31    71    48    23    62    33    26    81    90    14 
    39    76    89    10    22    64    79    28    60   100    
95    41    32    42    34    53 
5449 251.4892 
Corrida 5 
    51    10    92    94    74    97    58    95    25    34    
36    64    84    87    28     6    26    99    29    32    15 
    52    46    76    57    50    83    14    37    38    44     5    
59    81    85    33    67    66    96    63    41     9 
    16    35    18    19    12   100    43    90    68    23    
17    75     8    40    73    70    88    21    82    48    20     
49    31     1    77    86    55    22    39    62    80    98     
2    91    93    30     7    27    42    78    72    11     79    
69    65    24    71    60    61    56     4    47    54    45     
3    89    13    53 
5449 93.8658 
Corrida 6 
     6    94    41    83    34    19    62    66    40    26    22    
80    88    44    49    97    12    46    95    92    42 
    70    51    18    71    23     5    91     9    31    15    20    
28    50    76     7    14    58    43    73    16    47 
    72    29    32    48    85     8    75    96    21    33    64    
25    11    82    45    65    81    39    61    60     3 
     98    54    90    38    99    59    13    78    35     4    17    
68    93    56    86    55    74    36     2    24    57 
    87    63     1    10   100    79    37    52    30    77    
84    27    69    89    67    53 
5449     0.8424 
Corrida 7 
51    66    24   100    63    10    40    60    30     3    14    
86    83    77    56    84    90    61    52    21    59     81     
7    50    22    98    89    68    95    25    47     8    39    
96    73    62    37    79    42    27    54    15     17    76    
87    88    11    35    41    71    99    48    65    94    75    
69    55     1    16    78    49    26     5     20    74    93    
23     6    44    18    82    97     4    58    57    92    33    
80    72    34    67     9    36    46     32    43    13     2    
29    70    91    64    12    28    19    31    38    85    45    
53 
5449   121.6964 
Corrida 8 
    51    55    89    98    78    64     5     8    92   100    74    
13    91    56    97    37    23    58    11    33    69 
5449 80.8397 
    87    88    90    34     7    31    85    81    12    67    68    
30    40    20    39    79    43    21    47    16    54 
    27    57     3    60     2     9    17    15    75    46    62    
44    95    71    93    99    26    35    36    29    49 
    72    84    63    52    38    83    41    28    18    14    
70     4    45    73    19    25    61    80    24    10    50 
    77    48    22    66    76    42    59    32    65    86     6    
94    82     1    96    53 
Corrida 9 
     6    67    14    26    31    24    34    16    19    12    81    
32    13    92    59    27    56    80    45     5     1 
    84    41    21    48    86    70    44    52    78    75    
58    29    54    68    88    15    18    90     4    63    33 
    49    60    22    66    47     7    51     8    89    91    87    
25    69    10    55    94    72    62    39    43    96 
     2    74    85    98     9    42     3    64    46    76    73    
17    57    99    83    77    38    97   100    50    11 
    95    71    79    65    35    82    36    30    93    61    
40    20    37    23    28    53 
5449 133.2561 
Corrida 10 
    51    28     5    88    44    77    37    24    84    14    38    
50    21    63    22    27    81    59    39    30    19 
    35    15    33    25    42    69    12    66   100    55    
41    95    31     6    32     4    78    62    48    10    13 
     1    34    98    29    65    99    90    73    18    68    82    
16    56    43    80    57    79    91    94    46    45 
    58    83    23     3    85    36    20    75    47    26    49     
8    72    97    11    87    60    89    86    76    40 
    96    61     9    74    71    54     2    67    64     7    93    
92    52    70    17    53 
5449 180.0564 
 
El tiempo final de ejecución toma un tiempo promedio de 155.28027 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
 Inicializando la población con la heurística NEH, se obtuvieron los 
siguientes resultados: 
 
 
Caso BDJ5E2 
 
Los resultados obtenidos en las corridas iníciales de prueba son presentados en la 
Tabla 25. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
Tabla 25.Pruebas caso BDJ5E2 – Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1      1     3     4     5     2 267    39.3123 
Prueba 2      1     3     5     4     2 267   161.5078 
Prueba 3      1     3     2     4     5 267   402.1706 
 
Función objetivo o  de 267. 
Los resultados de las corridas se presentan en la Tabla 26 
 
Tabla 26.Corridas Caso BDJ5E2– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1      1     3     4     2     5 267     0.2964 
Corrida 2      1     3     4     2     5 267     0.2652 
Corrida 3      1     3     4     2     5 267     0.2496 
Corrida 4      1     3     4     2     5 267     0.2808 
Corrida 5      1     3     4     2     5 267     0.2808 
Corrida 6      1     3     4     2     5 267     0.2652 
Corrida 7      1     3     4     2     5 267     0.2652 
Corrida 8      1     3     4     2     5 267     0.2808 
Corrida 9      1     3     4     2     5 267     0.2652 
Corrida 10      1     3     4     2     5 267     0.2652 
 
El tiempo final de ejecución toma un tiempo promedio de 0.27144 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ20E2 
 
Los resultados obtenidos en las corridas iníciales de prueba son presentados en la 
Tabla 27 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
Tabla 27. Pruebas Caso BDJ20E2– Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    12    16     4     8    17     9     1    19    18    10    
14     7     6     5    11    15    20    13     2     3 
1288    68.7340 
Prueba 2 
    12    16     6    17    14     4     1    19    18    10     
8     7    11    15     9    20     5    13     2     3 
1288   212.4734 
Prueba 3 
    12     6    16    17    19     9    18     7    15    11     
1    13     5    20    10     4     2    14     8     3 
1288   503.5712 
 
 
Función objetivo o de 1288. 
Los resultados de las corridas se presentan en la Tabla 28 
 
 
Tabla 28. Corridas Caso BDJ20E2– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2808 
Corrida 2 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2652 
Corrida 3 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2964 
Corrida 4 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2964 
Corrida 5 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2964 
Corrida 6 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2964 
Corrida 7     12     6    16     4    17     9     1    19    18    10     8     1288     0.2808 
7     5    11    15    14    20    13     2     3 
Corrida 8 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2808 
Corrida 9 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2964 
Corrida 10 
    12     6    16     4    17     9     1    19    18    10     8     
7     5    11    15    14    20    13     2     3 
1288     0.2808 
 
 
El tiempo final de ejecución toma un tiempo promedio de 0.28704 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ101E2 
 
 
Utilizando los siguientes parámetros los resultados obtenidos en las corridas 
iníciales de prueba se muestran en la Tabla 29. 
 
Tamaño Población: 20 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 29.Pruebas Caso BDJ101E2– Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    55    68   101    10    60    16    40    73    29    20    66    
58    65     7    53    63    86     8    42    98    88 
    72    70    64    74    69    21    82    97    49    37    19    
48    15    12     5    50    89    35     6    27     3 
    67    39    81    25    77    45    83    54    47    80    85   
100    33    30    71    95    24    75    34    93    96     62    
59    56    17    32    61    91    94    51    90    13     9    41    
36    14    99    43    28    84    57    46     87    18    76    
92     2    79    52     4    78    11    31     1    22    38    23    
26    44 
4911   769.3189 
Prueba 2 
60    73    56     4    24    26    61    29    40    68    93    66    
86    27    42    96    62    64    77    51    57    81    48    
38    43   101     8    72    12    94    99     3    34    15    45     
5    16    58    50    46    35    67    85    23    32    84     7    
98    74    21    82    97    59    49    39    37    91    65   
100    80    90    36    14    28    76    87     2     6    33    
95    79    52    17    83    78    31    19    30    69    41    
25    13    70    20    11    88     9    54    47    92     1    22    
75    89    53    63    55    10    71    18    44 
4911   1631.1003 
 
 
Función objetivo o  de 4911. 
Los resultados de las corridas se presentan en la Tabla 30. 
 
 
Tabla 30. Corridas Caso BDJ101E2– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.3540 
Corrida 2 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50     48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14     99    43    28    
84    35    57    76    46    87     2    32     6    33    58    95    
79    52    67    17    92    83     78    11    31     7     1    22    
75    89    38    53    18    61    23    56    26    71    44 
4911     3.2136 
Corrida 3 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.3072 
Corrida 4 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50     48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.4164 
Corrida 5 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.2604 
Corrida 6 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.3540 
Corrida 7 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.2604 
Corrida 8 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911 3.3228 
Corrida 9 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.2448 
Corrida 10 
    55    68   101    10    30    60    16    40     4    73    24    
63    29    20    93    66    86    27     8    42    96 
    51    98    88    62    72    70    64    77    74    69    25    
21    82    97    59    49    39    37    19    91    50    48    
15    65    12     5   100    94    54    47    81    45    34     3    
80    85    90    13     9    41    36    14    99    43    28    84    
35    57    76    46    87     2    32     6    33    58    95    79    
52    67    17    92    83    78    11    31     7     1    22    75    
89    38    53    18    61    23    56    26    71    44 
4911     3.2760 
 
 
 
El tiempo final de ejecución toma un tiempo promedio de 3.30096 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ5E5 
 
Los resultados obtenidos en las corridas iníciales de prueba se presentan en la 
Tabla 31. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 31. Pruebas Caso BDJ5E5– Población Inicializada Heurística NEH 
Resultados 
/ Pruebas  
Sfinal Fofinal Tf 
Prueba 1      3     5     1     2     4 304    42.1983 
Prueba 2      3     5     1     2     4 304   171.2735 
Prueba 3      3     5     1     2     4 304   420.8439 
 
 
Función objetivo o de 304. 
Los resultados de las corridas se muestran en la Tabla 32. 
 
 
Tabla 32.Corridas Caso BDJ5E5– Población Inicializada Heurística NEH 
Resultados 
/ Corridas 
Sfinal Fofinal Tf 
Corrida 1      3     5     1     2     4 304     0.2964 
Corrida 2      3     5     1     2     4 304     0.2964 
Corrida 3      3     5     1     2     4 304     0.2808 
Corrida 4      3     5     1     2     4 304     0.2808 
Corrida 5      3     5     1     2     4 304     0.2964 
Corrida 6      3     5     1     2     4 304     0.3120 
Corrida 7      3     5     1     2     4 304     0.3276 
Corrida 8      3     5     1     2     4 304     0.3432 
Corrida 9      3     5     1     2     4 304     0.4368 
Corrida 10      3     5     1     2     4 304     0.2808 
 
 
El tiempo final de ejecución toma un tiempo promedio de 0.31512 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ20E5 
 
 
Los resultados obtenidos en las corridas iníciales de prueba son presentados en la 
Tabla 33 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 33. Pruebas Caso BDJ20E5– Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
     9    19    10    15     5     8     4     6    11    14     
2    16     7    12    17     1    18     3    20    13 
1170    89.8566 
Prueba 2 
     9    19     8    10     4     6    11     7    17    16    
18     2    15    12     1     3     5    14    20    13 
1170   266.1221 
Prueba 3 
     9    19    12    10     4     2    15     7    11     8     
6    17    20     5     3     1    16    18    14    13 
1170   554.9736 
 
 
Función objetivo o  de 1170. 
Los resultados de las corridas se muestran en la Tabla 34. 
 
 
Tabla 34. Corridas Caso BDJ20E5– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3276 
Corrida 2 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3120 
Corrida 3 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3276 
Corrida 4 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3276 
Corrida 5 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3276 
Corrida 6 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3432 
Corrida 7 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3432 
Corrida 8 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3276 
Corrida 9 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3120 
Corrida 10 
     9    19     8    10     4     2    15     7    11    12     
6    17    16     1    18     5     3    14    20    13 
1170     0.3432 
 
 
El tiempo final de ejecución toma un tiempo promedio de 0.32916 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ100E5 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se muestran en la 
Tabla 35. 
 
Tamaño Población: 20 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 35. Pruebas Caso BDJ100E5– Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
41    72    83    45    86     8    82    95    14    93    10    
68    21    16    25    90    62    87    97    91    67 
    56    84    12    28    96     5    11    80    79    85     6    
30    57    71    59    50    35    18    47    64    75 
    94    15    74    61    20    43    33    66    54    24    
34    77    73    76    44    46    51     4    23     9    70 
     1    49    36    98    92    38     2    89    99    19    31    
52    13    26     7    22    39    42     3    48    65 
    55    40    32    29    53    88    81    63    58   100    
27    69    37    78    17    60 
4985   905.1334 
Prueba 2 
        41    72    83    62    38    46    95    88    14    26    
68    16    25    90    80    20    54    91    86    19    82    
73    51    93    81    58     4    50    45    94    98    59    
31    69    36    57   100    21    70    99    76    34     8    
32    39    74    47    43    10    13    37    18    53    96    
28    84    11    22     1    92    33    23    77    79    27    
55    12    17    44    15     5    24    87    40    97     7    
67    56    65    66    42     9    89     2    85     6    30    
71    29    52    35    48    63    75    49    78    61    64     
3    60 
4985 1820.5000 
 
 
Función objetivo o  de 4985. 
Los resultados de las corridas se presentan en la Tabla 36 
 
 
Tabla 36. Corridas Caso BDJ100E5– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.6284 
Corrida 2 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.6128 
Corrida 3 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.6128 
Corrida 4 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.5972 
Corrida 5 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985 8.1745 
Corrida 6 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
4985     7.5504 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
Corrida 7 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.6908 
Corrida 8 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.6284 
Corrida 9 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
4985     7.5972 
Corrida 10 
    41    34    93    72    24    83    58    17    45    86    19     
8    82    46    95    88     4    14    26    10    68 
    21    16    25    90    80    32    62    87    40    98    97     
7    91    67    33    56    84    31    12    94    96 
    65    66     5    11    42    76     9   100    51    79    53    
89     2    85    73     6    44    43    81    30    57 
    27    71    59    29    52    23    50    35    70    48    99    
18    47    20     1    13    69    92    37    63    75 
4985     7.6596 
    55    49    78    54    36    39    28    22    38    15    74    
61    77    64     3    60 
 
 
El tiempo final de ejecución toma un tiempo promedio de 7.67521 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ5E8 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se presentan en la 
Tabla 37. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 37. Pruebas Caso BDJ5E8– Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1      4     5     1     2     3 445    48.9531 
Prueba 2      4     5     2     1     3 445   436.4908 
Prueba 3      4     5     1     2     3 445 445.2581 
 
 
Función objetivo o  de 445. 
Los resultados de las corridas se muestran en la Tabla 38 
 
 
Tabla 38. Corridas Caso BDJ5E8– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1      4     5     2     1     3 445     0.3276 
Corrida 2      4     5     1     2     3 445     0.2964 
Corrida 3      4     5     2     1     3 445     0.3433 
Corrida 4      4     5     2     1     3 445     0.2808 
Corrida 5      4     5     2     1     3 445     0.3120 
Corrida 6      4     5     1     2     3 445     0.3588 
Corrida 7      4     5     2     1     3 445     0.2652 
Corrida 8      4     5     1     2     3 445     0.2808 
Corrida 9      4     5     2     1     3 445     0.3588 
Corrida 10      4     5     2     1     3 445     0.2964 
 
 
El tiempo promedio obtenido de los resultados encontrados es de 0.31201 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ20E8 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se muestran en la 
Tabla 39. 
 
Parámetros 
 
Tamaño Población: 10 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 
 
Tabla 39. Pruebas Caso BDJ20E8– Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
    16     9     2    18    15    12     3     4    19     7     
1     8    10     5    14    13    17    11     6    20 
1493   115.6435 
Prueba 2 
    18    10     9     8    14    16     4    17     5    19     
1     3     6    12    15    13     2     7    11    20 
1493 306.6512 
Prueba 3 
    16     9     2    12    19    18     7    10    15     1     
5     8     3     4    13    14     6    11    17    20 
1493 626.4844 
 
 
Función objetivo o de 1493. 
Los resultados de las corridas se presentan en la Tabla 40. 
 Tabla 40. Corridas Caso BDJ20E8 – Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
    14     2     8    15    18     3     4    16    19    11     
7    12     1     5     9    13     6    10    17    20 
1493     0.4836 
Corrida 2 
    14    13    12     4    15     2     5    16    17    10     
9     7     3     1     6    19    11     8    18    20 
1493     0.3432 
Corrida 3 
     4    12     7     8    18     6    10    19    13     3    
16    11    15     2    14     9     1     5    17    20 
1493     0.3744 
Corrida 4 
    14     2    17    18    15    12     3     4    19     7     
1     8     6    13     5    16    10     9    11    20 
1493     0.3900 
Corrida 5 
    14     2    17     6    18    15    12     3     4    16    
10     9     7     5    19     1    13     8    11    20 
1493     0.4056 
Corrida 6 
    14     2    17    18    15    12     3     4    19     7     
1     8     6    13     5    16    10     9    11    20 
1493     0.4212 
Corrida 7 
     2    11     8    17    15    12     3     4    16    19     
7     1     9    10    14     5    13    18     6    20 
1493     0.3900 
Corrida 8 
    14     2    17    18    15    12     3     4    19     7     
1     8     6    13     5    16    10     9    11    20 
1493     0.3900 
Corrida 9 
     6     5    10    14    11    13     3     1    16     7    
15     8    17    18     9    19     4    12     2    20 
1493     0.4368 
Corrida 10 
    14     2    15     3     4    17     5    12    18     7    
13    10     6    16    19     1     9     8    11    20 
1493     0.3900 
 
 
El tiempo final de ejecución toma un tiempo promedio de 0,40248 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
Caso BDJ100E8 
 
 
Los resultados obtenidos en las corridas iníciales de prueba se muestran en la 
Tabla 41. 
 
Tamaño Población: 20 
Tasa de Mutación: 0.35 
Tasa de Aceptación: 0.10 
 Tabla 41. Pruebas Caso BDJ100E8 – Población Inicializada Heurística NEH 
Resultados / 
Pruebas  
Sfinal Fofinal Tf 
Prueba 1 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    30    45    61 
    90    36    79    51    71    11    19    40   100    93    
80    92    81     1    74     8    67    64    86    96    72 
    29    24    17    27    65    41    77    94    88    59    
99     2     7    49    78    12    23    68    21    73    95 
    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66    10 
    52    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 1050.7000 
Prueba 2 
     6    14    18    97    13    76    70    69     5    35    50    
26    55    63    75     9    49    58    98    21    30 
    45    61    89    68    85    27    60    90    36    79    
51    71    11    19    40   100    93    80    92    81     1    
74     8    67    64    86    96    72    29    73    24    17    
65    41    77    94    88    59    56     4    23    78    12    
52    39    83    54    84    87    47     3    48    34    91    
95    37    99     2     7    28    44    46    43    57    82    
66    10    16    25    15    32    38    33    20    22    42    
62    31    53 
5449 2094.5000 
 
 
Función objetivo o de 5449. 
Los resultados de las corridas se presentan en la Tabla 42. 
 
 
Tabla 42. Corridas Caso BDJ100E8– Población Inicializada Heurística NEH 
Resultados / 
Corridas 
Sfinal Fofinal Tf 
Corrida 1 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
5449    12.2305 
89    22    42    62    31    53 
Corrida 2 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449    11.9029 
Corrida 3 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 12.2149 
Corrida 4 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449    12.0433 
Corrida 5 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 12.1369 
Corrida 6 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 12.0745 
Corrida 7 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 12.0901 
Corrida 8 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 12.1057 
Corrida 9 
     6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 12.0745 
Corrida 10 
6    48    14    18    63    97    13    76    70    69     3     
5    35    55    58    98    56     4    23    68    21 
    30    45    61    90    36    79    51    71    11    19    
40   100    93    80    92    81     1    74     8    67    64 
    86    96    72    29    73    24    17    27    65    41    
77    94    88    59    99     2    95     7    49    78    12 
    52    39    60    83    54     9    84    26    87    50    47    
28    44    34    46    91    43    57    82    37    66 
    10    16    25    15    32    75    38    33    85    20    
89    22    42    62    31    53 
5449 11.9653 
 
 
El tiempo final de ejecución toma un tiempo promedio de 12.08386 seg, 
alcanzándose en cada una de las evaluaciones la misma función objetivo. 
 
 
6.3.1 TABLA RESUMEN RESULTADOS VALIDACIÓN DE LA METODOLOGÍA 
 
 
El resumen de los resultados de la validación de la metodología se puede 
observan en la Tabla 43 
 
 
Tabla 43. Resumen Validación Metodología 
 
Generando la población totalmente 
Aleatoria 
  Inicializando la población con la 
Heurística NEH   
              
Caso Fo Encontrada T Promedio   Caso Fo Encontrada T Promedio 
BDJ5E2 267 0,30264   BDJ5E2 267 0,27144 
BDJ20E2 1288 0,50232   BDJ20E2 1288 0,28704 
BDJ101E2 4911 220,53237   BDJ101E2 4911 3,30096 
BDJ5E5 304 0,33384   BDJ5E5 304 0,31512 
BDJ20E5 1170 1,18404   BDJ20E5 1170 0,32916 
BDJ100E5 4985 455,24055   BDJ100E5 4985 7,67521 
BDJ5E8 445 0,30732   BDJ5E8 445 0,31201 
BDJ20E8 1493 0,66144   BDJ20E8 1493 0,40248 
BDJ100E8 5449 155,28027   BDJ100E8 5449 12,08386 
 
De los resultados encontrados se observa que se encuentra la misma función 
objetivo o  en cada uno de los casos de prueba evaluados. Al comparar los 
resultados obtenidos en el tiempo promedio de ejecución se puede notar que al 
inicializar la población con la Heurística NEH se obtienen mejores resultados en  
los tiempos de ejecución, ya que la Heurística genera una secuencia de muy 
calidad y muy cercana al óptimo del problema, por tanto el tiempo computacional 
disminuye. 
 
Teniendo en cuenta lo anterior se puede concluir que aunque no se tenga certeza 
de que la solución encontrada sea la solución optima, se tiene una solución de 
muy buena calidad y alcanzada con un costo computacional razonable. 
 
Adicionalmente se puede observar que aunque la función objetivo final es la 
misma esta se obtiene para secuencias levemente diferentes, lo que lleva a 
concluir que dada la naturaleza del problema se tienen múltiples soluciones con el 
mismo valor de la función objetivo. 
 
 
RESUMEN 
 
 
En este capítulo se realizó la validación de la metodología evaluando 9 casos de la 
literatura especializada, en donde se enfrentó el algoritmo a problemas de baja, 
media y alta complejidad refiriéndose esto al tamaño de los casos de prueba. 
Cada uno de los casos se corrió inicialmente con un gran número de generaciones 
con el fin de establecer la mejor función objetivo alcanzada, posteriormente se 
realizaron las corridas de validación, encontrando en cada corrida la misma 
función objetivo. 
 
 
  
 7 CONCLUSIONES Y RECOMENDACIONES 
 
 
7.1 CONCLUSIONES 
 
 
 Se desarrolló una metodología basada en la técnica Metaheurística AGCB 
(Algoritm Genetic Chu-Beasly) para dar solución al problema del Flow-Shop 
Flexible, teniendo en cuenta como medida de efectividad la optimización del 
tiempo total requerido para terminar todas las tareas (Makespan ). 
 
 
 Esta investigación hace un aporte tanto en el ámbito práctico, ya que 
permitirá dar solución eficiente a los problemas de interés de las empresas 
involucrando varias áreas de la misma, como en el ámbito académico, pues 
servirá como punto de partida para trabajos futuros tales como la 
comparación de la eficiencia computacional de diferentes técnicas para 
solucionar el mismo problema; debido a que en la revisión del estado del 
arte no se ha encontrado un trabajo similar al desarrollado. 
 
 
 Teniendo en cuenta las experiencias expuestas en la literatura 
especializada y dadas las características del problema, ya que se trata de 
un problema permutacional, y después de haber analizado las ventajas y 
desventajas que se presentarían al emplear una u otra codificación (binaria, 
entera) se opto por emplear una codificación entera, la cual de acuerdo a la 
técnica de solución (Algoritmo Genético de Chu – Beasley) facilita la 
implementación de los operadores genéticos además del control de la 
factibilidad. 
 
 
 Utilizar la heurística NEH en los casos de alta complejidad presenta 
grandes ventajas, ya que reduce el costo computacional del AGCB al 
generar una secuencia muy cercana a la solución. Por otro lado, para los 
casos de baja o mediana complejidad no se justifica la evaluación 
exhaustiva de la heurística. Adicionalmente, al evaluar la heurística NEH, 
no importa el orden de la secuencia inicial ordenada siempre se va a llegar 
a la misma secuencia. 
 
 
7.2 RECOMENDACIONES 
 
 
 Aplicar el modelo y la metodología desarrollada en un caso real como una 
industria donde se tengan procesos de flujo lineal. 
 
 
 Realizar el estudio del tema utilizando otra técnica Metaheurística de 
optimización como el Recocido Simulado con el fin de validar y comparar la 
eficiencia computacional de distintas técnicas. 
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 9 ANEXOS 
 
 
La implementación del código se realizó en el lenguaje de programación de 
MATLAB, y los casos de prueba fueron corridos en un computador con procesador 
Intel(R) Pentium(R) CPU P6200 - 2.13 GHz, memoria instalada (RAM) 2,0 GB 
(1,87 GB utilizable) y un sistema operativo de 32 bits 
 
 
Anexo 1. CÓDIGO IMPLEMENTADO AGCB 
%************************************************************************
**%             ALGORITMO GENÉTICO MODIFICADO DE CHU Y BEASLEY              
*%               APLICADO AL PROBLEMA DE FLOW-SHOP FLEXIBLE                
*%                  Por: Ángela Patricia Jiménez Morales                   
*%***********************************************************************
*** 
clc 
clear all 
To=cputime; 
tic 
%************************************************************************
* 
%CARGA DE LA INFORMACIÓN DE ENTRADA 
run('BDJ5E8') 
  
%************************************************************************
* 
%      INICIO DEL ALGORITMO GENÉTICO MODIFICADO DE CHU Y BEASLEY 
%************************************************************************
* 
 %Parámetros del Proceso del AGCB 
rand('state',902345463); %Semilla 465897 78456 
NPob=10; %Número de individuos de la población inicial 
NG=100000; %Número de Generaciones (Iteraciones) 
tMut=0.35; %Tasa de Mutación 
tAcpt=0.10; %Tasa de Aceptación 
  
%************************************************************************
* 
%                  GENERACIÓN DE LA POBLACIÓN INICIAL 
%Se usa Heuristica NEH? Si=1, No=0 
Heuristica=1; 
ini=1; 
if Heuristica==1 
    [Scand,Fmin]=HeuristicaNEH(mT,mE); 
    Pob(ini,:)=Scand; 
    Fobj(ini)=Fmin; 
    ini=ini+1; 
end 
for i=ini:NPob 
    Pob(i,1:T)=zeros; 
    j=1; 
    while j<T+1 
        g=round((T-1)*rand+1); 
        ver=sum(Pob(i,:)==g); 
        if ver==0 
            Pob(i,j)=g; 
            j=j+1; 
        end 
    end 
    Scand=Pob(i,:); 
    [Cmax]=Makespan(mT,mE,Scand); 
    Fobj(i,1)=Cmax; 
end 
Pob %Población Inicial (matriz) 
Fobj %Cálculo de la función objetivo de la población inicial (vector) 
  
%************************************************************************
*%                          PROCESO EVOLUTIVO 
FOMejor=445; 
k=1; 
FMejor=min(Fobj); 
Incumb(k)=FMejor; 
while FMejor>FOMejor & k<=NG 
    FMejor=min(Fobj); 
    indMejor=find(Fobj==FMejor); 
    indMejor=indMejor(1); 
    FPeor=max(Fobj); 
    indPeor=find(Fobj==FPeor); 
    indPeor=indPeor(1); 
    Incumb(k)=FMejor; 
     
    
%********************************************************************* 
    %                    Proceso de Selección 
    %Selección por Torneo 
    %Primer Torneo 
    ind1=round((NPob-1)*rand+1); 
    ind2=round((NPob-1)*rand+1); 
    F1=Fobj(ind1); 
    F2=Fobj(ind2); 
    if F1<=F2 
        FG1=F1; 
        indG1=Pob(ind1,:); %Ganador del Torneo 1 
    else 
        FG1=F2; 
        indG1=Pob(ind2,:); %Ganador del Torneo 1 
    end 
    %Segundo Torneo 
    ind1=round((NPob-1)*rand+1); 
    ind2=round((NPob-1)*rand+1); 
    F1=Fobj(ind1); 
    F2=Fobj(ind2); 
    if F1<=F2 
        FG2=F1; 
        indG2=Pob(ind1,:); %Ganador del Torneo 2 
    else 
        FG2=F2; 
        indG2=Pob(ind2,:); %Ganador del Torneo 2 
    end 
     
    
%********************************************************************* 
    %                     Proceso de Recombinación 
    %Recombinación Parcialmente Compatible (PMX Partially Matched 
Crossover) 
    clear Desend 
    Desend(1,T)=zeros; 
    r1=round((T-1)*rand+1); 
    r2=round((T-1)*rand+1); 
    while r1==r2 
        r2=round((T-1)*rand+1); 
    end 
    if r1<r2 
        p=r1; 
        q=r2; 
    else 
        p=r2; 
        q=r1; 
    end 
    Desend(p+1:q)=indG1(p+1:q); 
    for i=1:T 
        if (i<p+1) | (i>q) 
            j=1; 
            while Desend(i)==0 
                gi=indG2(j); 
                vrf=gi==Desend; 
                if sum(vrf)==0 
                    Desend(i)=gi; 
                end 
                j=j+1; 
            end 
        end 
    end 
     
    
%********************************************************************* 
    %                        Proceso de Mutación 
    %Mutación por Swap o Trueque 
    mtc=rand; 
    if mtc<tMut 
        r1=round((T-1)*rand+1); 
        r2=round((T-1)*rand+1); 
        gm1=Desend(r1); 
        gm2=Desend(r2); 
        Desend(r1)=gm2; 
        Desend(r2)=gm1; 
    end 
     
    FDesend=Makespan(mT,mE,Desend); 
%     FDesend=Cmax; 
 
%********************************************************************* 
    %                            Aceptación 
    acpt=rand; 
    %Verificación de Diversidad (se controla que no hayan gemelos) 
    Div=1; 
    j=1; 
    while Div~=0 & j<=NPob 
        vrfD=sum(Desend~=Pob(j,:)); 
        if vrfD==0 
            Div=0; 
        end 
        j=j+1; 
    end 
     
    if Div==1 
        if FDesend<FPeor 
            Pob(indPeor,:)=Desend; 
            Fobj(indPeor)=FDesend; 
        else if acpt<tAcpt 
                Pob(indPeor,:)=Desend; 
                Fobj(indPeor)=FDesend; 
            end 
        end 
    end 
   k=k+1;  
end 
FMejor=min(Fobj); 
indMejor=find(Fobj==FMejor); 
indMejor=indMejor(1); 
Sfinal=Pob(indMejor,:) 
FOfinal=FMejor 
plot(Incumb) 
xlabel('Iteraciones') 
ylabel('Función Objetivo') 
toc 
Tf=cputime-To 
 
 
Anexo 2. CÓDIGO IMPLEMENTADO CÁLCULO DEL MAKESPAN PARA EL 
AGCB 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%                 ALGORITMO PARA EL CÁLCULO DEL MAKESPAN                  
%%                  EN EL PROBLEMA DE FLOW-SHOP FLEXIBLE                   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
function[Cmax]=Makespan(mT,mE,S) 
  
[E T]=size(mT); %Número de Etepas y Número de Tareas 
M=sum(mE); %Número de Máquinas 
  
%REORDENAMIENTO DE LA MATRIZ DE TIEMPOS DE ACUERDO CON LA SECUENCIA 
mTO=mT(:,S); %Matriz de Tiempos Ordenada 
T=length(S); %El vector de tareas es de tamaño S 
  
%INICIALIZACIÓN DE LA MATRIZ DE TIEMPOS DE TERMINACIÓN 
mTT=zeros(M,T); 
  
%CÁLCULO DE LOS TIEMPOS DE TERMINACIÓN DE LAS TAREAS 
nmEa=0; 
for et=1:E 
    nmE=mE(et); %Número de máquinas en la etapa et 
    tT=mTO(et,:); %Tiempos de las tareas para la etapa et 
    t=0; 
    for m=1:nmE 
        t=t+1; 
        if m<=T 
            %Se verifica si es mayor el tiempo de la tarea o de la 
máquina 
            mTF=max(mTT(m+nmEa,:)); %Tiempo en que se desocupa la máquina 
            mTC=max(mTT(:,t)); %Tiempo en que termina la tarea 
            tTa=max(mTF,mTC); %Se selecciona la mayor entre las dos 
anteriores 
            %Al tiempo de ejecución se suma el tiempo acumulado de la 
tarea 
            mTT(m+nmEa,t)=tT(t)+tTa; 
        end 
    end 
    %Se verifica si quedan tareas pendientes por ejecutar 
    nTF=T-t; 
    for m=1:nTF 
        for ms=1:nmE 
            if t<T %Se ejecutan solo las tareas pendientes 
                t=t+1; 
                %Se verifica si es mayor el tiempo de la tarea o de la 
máquina 
                mTF=max(mTT(ms+nmEa,:)); %Tiempo en que se desocupa la 
máquina 
                mTC=max(mTT(:,t)); %Tiempo en que termina la tarea 
                tTa=max(mTF,mTC); %Se selecciona la mayor entre las dos 
anteriores 
                %Al tiempo de ejecución se suma el tiempo acumulado de la 
tarea 
                mTT(ms+nmEa,t)=tT(t)+tTa; 
            end 
        end 
    end 
    nmEa=nmEa+nmE; 
end 
%Cálculo del Cmax el cual es el mayor valor de la matriz de tiempos de 
%terminación de las tareas correspondiente al tiempo de terminación de la 
%última tarea en la última máquina 
CMF=max(mTT(end,:)); 
CMC=max(mTT(:,end)); 
Cmax=max(CMF,CMC); 
end 
 
 
Anexo 3. CÓDIGO IMPLEMENTADO HEURÍSTICA NEH PARA INICIALIZAR LA 
POBLACIÓN EN EL AGCB 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%               HEURISTICA NEH PARA INICIALIZAR LA POBLACIÓN              
%%                  EN EL PROBLEMA DE FLOW-SHOP FLEXIBLE                   
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
function[Scand,Fmin]=HeuristicaNEH(mT,mE) 
  
[E T]=size(mT); %Número de Etepas y Número de Tareas 
sTt=sum(mT); %Suma de los Tiempo de las Tareas en todas las Etapas 
Ord=sort(sTt,'descend'); %ordenamiento de mayor a menor Tiempo 
i=1; 
%Construccion de la secuencia ordenada 
while i<=T 
    Si=find(Ord(i)==sTt); 
    for k=1:length(Si) 
        So(i)=Si(k); 
        i=i+1; 
    end 
end 
  
Sp=So(1); %Secuencia parcial inicial 
for i=2:T 
    Sp(i)=So(i); %Actualizacion de la secuencia parcial 
    Tp=length(Sp); %Tamaño de la secuencia parcial 
    Mp=zeros(Tp,Tp); 
    for j=Tp:-1:1 
        Mp(j,:)=Sp; 
        if j>1 
            Sp1=Sp(j); 
            Sp2=Sp(j-1); 
            Sp(j)=Sp2; 
            Sp(j-1)=Sp1; 
        end 
        Spr=Mp(j,:); 
        [Cmax]=Makespan(mT,mE,Spr); %Evaluacion de la FO de las sec. 
parciales 
        Fmin(j,1)=Cmax; 
    end 
    FmejorSp=min(Fmin); %Mejor secuancia parcial 
    Sp=Mp(find(Fmin==FmejorSp),:); 
    Sp=Sp(1,:); 
end 
Scand=Sp; 
Fmin=FmejorSp; 
  
end 
 
 
