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ABSTRACT 
It is shown that recent perturbation theorems for the joint spectrum of commut- 
ing matrices, which have been proved using Clifford-algebra tools, can be obtained 
and improved by classical means, as used in the case of the standard eigenvalue 
problem. 
1. INTRODUCTION 
The effect of a perturbation of a matrix on its spectrum has been 
investigated for a long time and is now well understood. See e.g. the 
monographs [2, 81. In contrast, study of the behavior of joint eigenvalues of 
m-tuples of commuting matrices has started only recently. 
We consider an m-tuple A = (A,, . . . , A,) of complex n-by-n matrices 
Ai. A joint eigenvalue of A is a vector A E @“, h = (A,, . . . , A,jT, such that 
there exists a nonzero vector x E Cc” with Ajx = hjx, j = 1,. . . , m. If the 
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Ai are commuting, then there is at least one joint eigenvalue. x is called a 
joint eigenvector, and the collection of the joint eigenvalues is called the joint 
spectrum and is denoted by Sp( A); see [3, 5-71. 
The question studied here is how sensitive Sp( A) is to perturbations in A. 
The first results in this direction were obtained by Pryde [7], in the case that 
the unperturbed m-tuple B = (B,, . . . , I?,) has a basis of joint eigenvectors, 
i.e., all Bi can be simultaneously diagonalized. He uses the approach of [5] 
and [6], representing B by the Clifford operator Cliff(B) acting on a larger 
space. The results obtained are formally very similar to the Bauer-Fike 
theorem, where the norm of the perturbation is replaced by the norm of the 
representing Clifford operator. In the same vein, Bhatia and Bhattacharyya 
[3] proved a perturbation result generalizing a bound given by Henrici [4]. 
After introducing the relevant definitions of the Clifford operator, the 
underlying spaces, and the connection between the joint spectrum of A and 
the spectrum of Cliff(A) in Section 2, we outline the above-mentioned 
results in Sections 3 and 4. 
After establishing bounds on /Cliff(A)]] in Section 5, we derive our main 
results in Sections 6 and 7. We show that one can obtain stronger results with 
elementary tools. Some assumptions of [3] and [7] can be weakened consider- 
ably. 
2. CLIFFORD ALGEBRAS 
AN m-TUPLE 
AND THE CLIFFORD OPERATOR OF 
In 15, 61 Cl’ff d lg b 1 or a e ras were used as a tool to study joint spectra. We 
denote by R,,,,, the Clifford algebra generated by R”. This is an algebra in 
which R”’ can be imbedded. It is generated by elements e,, . . . , e,, with 
relations eiej = - ejei, i # j, ez = - 1, i, j = 1, . . . , m. Define e, = 1, 
and for SC{1 ,..., m}, S={s ,,..., sk}, s,<s,< *.. <sk define es= 
esles2 -0. esk. Observe that for i E (I, . . . , m} one has eti) = ei. Then R,,,, = 
CC, h,e, : A, E LQ} forms an associative algebra if we define the product of 
the 2,’ basis elements in the canonical way using the generating relations, i.e. 
where S + T is the symmetric sum 
s + T := (S u T)/(S n T) 
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The tensor product 
is a Hilbert space if one defines an inner product (x, y) = (Es xs 8 
es, c S ys 8 eS> = CS(xS, y,), where xs, ys E @” and (x,, ys> is the usual 
inner product in C”, and the norm by IlC, xs B esJ( = (Es (last/‘. 
Let M, denote the space of n-by-n complex matrices. Then M, Q R,,, 
= {C, A, @ es, A, E M,} is also an algebra, a subalgebra of the space 
L(cn Q R,,,,), of linear mappings of C” @ R,,, into itself, if one defines 
CA,@e, xxT@eeT = xAsx,@ese,. 
s )( T S,T 
We denote by I& A, @ es/l the operator norm of CA, 8 es considered as 
an endomorphism of the Hilbert space @” @ R,,,. It is easy to see that for 
A = CA, 8 es the adjoint operator A*, defined by the relation (Ax, y) = 
(x, A*y) for all x, y E @” 8 R,,,, is given by 
where 2, = _+e,; the sign is chosen to get e,Z, = 1. In particular Ei = -e,. 
For an m-tuple A = (A,, . . . , A,) of not necessarily commuting matrices 
Ai E M,, define its Clifford operator Cliff(A) E M, @ R,,, by 
Cliff( A) = i E Aj 63 ej. 
j=l 
The connection between the concept of joint eigenvalues of an m-tuple of 
commuting matrices and the Clifford operator is given by the follkving result 
[5, 71. 
LEMMA 2.1. ZfA = (A, ,..., A,), where the Aj’s are commuting with 
real spectra, then a vector A E R” is a joint eigenualue of A i# 0 is an 
eigenualue of 
Cliff( A - hZ) = i z ( Aj - AjZ) @ ej. 
j=l 
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3. BAUER-FIKE THEOREMS 
A classical result due to Bauer and Fike [l] is the following: 
THEOREM 3.1. Let A, B E M,,, with spectra a(A), o(B) = 
{CL 1, . . . , k,}. Let B be diagonalizable, i.e., 
B = S diag( pi) S-l 
for some nonsingular matrix S. Then for any A E a( A) 
Here and in the following (1 (1 is the spectral norm (or operator norm). 
Using Lemma 2.1, Pryde obtained two analogous results for commuting 
m-tuples (see [7]). I n contrast to the classical Bauer-Fike theorem, it is 
necessary to distinguish the cases of real and complex spectrum. 
THEOREM 3.2. Let A = (A,, . . . , A,,), B = (B,, . . . , I?,,) be m-tuples of 
commuting matrices in M, with real spectra. Let the Bj’s be simultaneously 
diagonalized by S. Then for any joint eigenvalue h of A there exists a joint 
eigenvalue p of B such that 
IIA - dl < IlSll llS-lIll[Cliff( A - B) 11. 
Here ()h - 1_~ll is the Euclidean norm in R’“. 
For describing the result in the case of complex spectra we have to 
introduce the concept of a partition of A. One can decompose A. = AIj + 
iAzj so that rr( A) = (A,,, . . . , A,,, A,,, . . . , A,,) is a 2m-tuple of commut- 
ing matrices with real spectra. rr( A) is called a partition of A. If the B]‘s can 
be simultaneously diagonalized, there is exactly one partition rr( B) of B such 
that the matrices Bij, i = 1,2, j = 1,. . . , m, can be simultaneously diagonal- 
ized. This r(B) is called the semisimple partition of B. By applying Theorem 
3.2 to rr( A), 7~( B), Pryde [7] obtained the following result: 
THEOREM 3.3. Let A = (A,, . . . , A,,,), B = (B,, . . . , B,) be two m- 
tuples of commuting matrices in M,. 
be a partition of A, 7~( B) be th 
Let the Bj’s be diagonalizable. Let rr( A) 
e semisimple partition of B, and S a matrix 
simultaneously diagonalizing the components of r(B). Then for any joint 
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eigenvalue A of A there exists a joint eigenvalue w of B such that 
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/IA - ~11 ,< lISIIIl~-lll~~Cliff(~(A) - r(B))]]. 
Here JJh - ~11 is the Euclidean norm in C”, and IJCliff(r( A) - r(B)>// the 
operator nom in M, @ RczmJ. 
4. HENRICI-TYPE THEOREMS 
One version of the classical Henrici theorem on the perturbation of 
spectra is the following (see 141): 
THEOREM 4.1. Let A, B E M,, with spectra m(A), a(B) respectively. 
Then for any A E u(A) we have 
min lh - ~1 < S,(A(B),lIA - B/l) (4.1) 
/.LEU(B) 
Here, A(B) is the 1) Ii-departure from normality, as defined below, and 
S,(A, r) is the spectral radius p(C) of the nonnegative n-by-n matrix 
C(A, r): - 
&(A, r) = P(C(A, r)), C(A,r) = 
I 
0 A . . . 0 \ 
A 
0 
) (4.2) 
A 
\ r 
. . . r I 
A, r > 0. Another way to express S,(A, r) for r > 0, A > 0 is the following. 
If g = g,(A/r) is the unique positive solution of 
A 
g + g2 + .*. + g” = ,, (4.3) 
then 
A 
S,(A,r) = 
gtz(A/r) . 
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Any B E M, can be transformed to upper triangular form by a unitary 
similarity, i.e. 
U*BU = diag( pi) + N, (4.4) 
N strictly upper triangular and U unitary. Then 
A(B) = min(llNIl}, 
where the min is taken over all N appearing in a decomposition like (4.4). 
Now consider m-tuples of commuting matrices A = (A,, . . . , A,). It is 
well known that they can be simultaneously triangularized by a unitary 
transformation 
U*AjU = Aj + NJ, j=l ,.-.,m, (4.5) 
where Nj is strictly upper triangular. Define N = (N,, . . . , N,), and 
A( A) = min{ 11 Cliff( N ) [I}, (4.6) 
where again the minimum is taken over all such N’s. Bhatia and Bhat- 
tacharyya obtained the following results: 
THEOREM 4.2. Let A = (A, ,..., A,,) and B = (B, ,..., B,,) be two 
commuting m-tuples of matrices in M, with real spectra. For any joint 
eigenvalue h of A there exists a joint eigenvalue p of B such that 
Ilh - pll G S,(A( B), I(Cliff( A - B) II). (4.7) 
THEOREM 4.3. Let A = (A,, . . . , A,), B = (B,, . . . , B,) be two 
commuting m-tuples of matrices in M, with partitions T(A), T(B). For any 
joint eigenvalue h of A there exists a joint eigenvalue of B such that 
l\A - ~11 f S,(A(rr(B)),/jCliff(m( A) - ~(B))ll). (4.8) 
5. BOUNDS FOR THE CLIFFORD OPERATOR 
One disadvantage of the previous theorems is the occurrence of the 
quantity llCliff(C,, C,, . . . , C,)ll, which has been determined as a simple 
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function of the C,‘s only for m = 2 [7]. Pryde showed 
I)Cliff(C,, C,) 11 = max(llC, + iC,Il, IIC, - icall). 
We will give here some computable bounds. 
Let A = (A,,..., A,) be an m-tuple of n-by-n matrices. We may also 
identify A with an operator 
/ 
A,x 
42x 
x-+ . 
\ 47,x 
\ 
A= 
I 
Al 
!:) . . AnI 
Then the operator norm of A is given by 
LEMMA 5.1. Let A = (A,, . . . , A,) be an m-tuple of n X n ,mutrices. 
Then 
(5.1) 
Proof. The lower bound can be found in [5, Proposition 3.51, where also 
an upper bound 
1) Chff( A) (I2 < + c 1) ATAk - A: AiII 
j<k 
is provided. But 
11 ALGAE - A: ~~11 G (1 A;A~ + A; ~~11, 
implying the upper bound in (5.1). n 
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Another upper bound is given by 
)I Cliff( A) I( < 5 II AjII> 
j=l 
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(5.2) 
but (5.1) and (5.2) seem not to be compatible. 
6. IMPROVING THE BAUER-FIKE THEOREMS 
In this section we generalize and improve Theorems 4.2 and 4.3. The 
I,-norm of x E @” is denoted and defined by 
where we suppress the dependence on the dimension n. The associated 
operator norm for an r-by-s matrix A is given by 
IIAII, = max(llAxllp, Ilxllp G I}. 
Note that IlA((1 = ((A(( = spectral norm. We will show 
THEOREM 6.1. Let A = (A,, . . . , A,,,), B = (B,, . . . , B,,) he two m- 
tuples of complex n-by-n matrices. Assume that the Bi can be simultaneously 
diagonalized by a nonsingular matrix S. 
Then for any joint eigenvalue h E Sp( A) there exists p E Sp( B) such 
that 
Ilh - /.Alp G Il~llplls~lllpllK - a,. (6.1) 
Note that the B,‘s are commuting, but the Ai’s need not be. In general, 
however, Sp( A) can be void, in which case the statement of Theorem 6.1 is 
trivially true. Recall that A, B’ are defined in Section 5. 
Proof. As X E a=“’ is a joint eigenvalue of A, and B,S = 
S diag( p(1), . . . , pf’>, i = 1,. . . , m, we have 
( Ai - Bi)x = (A,1 - Bi)x 
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for some x # 0, and with z = S-lx 
.!?‘(A, - Bi)Sz = [A,Z - diag( pf’)]z = wi (say), 
or in matrix terms 
IS-l 0 
SF’ 
SZ 
= 
I I x=w (say). (6.2) diag( A, - ~1~)) 
Then on the one side 
Ilwll,p = E 
i=l ) =j=l 5 lZjlP E IAj - /_Ly ( i=l 1 
2 Il.zllp” Min 2 lAi - pjji)lP = Il.zllp” Minl)A - @)I/;. 
.i i=l j 
[Observe here that p(j) = ( #), . . . , p$m))T is a joint eigenvalue of B.] 
On the other side 
llwllp G lISllpllS-llIplIA - ~1l,llzll,. 
These two inequalities imply (6.1). n 
REMARKS. In particular, for p = 2, one has 
min Ilh - PII < IISII IIS-‘II IIA - till, 
/.LLESP(B) 
(6.3) 
which, for real spectra, by (5.1) improves Theorem 3.2. If A = (A,, . . . , A,) 
E C” is a joint eigenvalue of A, we can also find 
r(A) = (A,,,..., A,,, A,,,..., A,,), Aj = Alj + iAzj, 
Ap = Ajx, Aljx = (Re Aj)x, A,,x = (Im Aj)x, j = l,...,m, 
92 LUDWIG ELSNER 
i.e., (Re h, Im h) is a joint eigenvalue of QT( A). Applying Theorem 6.1, now, 
to (r(A), r(B)), we get 
which again improves Theorem 3.3. 
It is however not clear whether the bound (6.3) is better than that 
provided by Theorem 3.3. For m = 1 this is true, as 
IICliff( A + %)[I = I(A + iBl( 6 max([[A + iB((, (IA - 811) 
= 1) Cliff( A, 
(6.5) 
7. IMPROVING THE HENRICI-TYPE THEOREMS 
Before we formulate the result, we have to define the concept of 
“departure from normality” used here. As already mentioned in Section 4, for 
a given m-tuple B = (B,,..., B,) of commuting n-by-n matrices, there 
exists a (not uniquely defined) unitary U such that 
U*B,U = Mi + IV,, i=l >***1 m, (7.1) 
with strictly upper triangular Ni and M, = diag( pi’, . . . , /A’,“‘). For the m- 
tuple N = (N,,..., N,,,) we define N as in Section 5 and 
A(B) = minllNI[, (7.2) 
where the minimum is taken over all such N’s. 
Observe that by Lemma 5.1 
A(B) <A(B). (7.3) 
THEOREM 7.1. Let A = (A,, . . . , A,,), B = (B,, . . . , B,) be two m- 
tuples of complex n-by-n matrices. Assume that the B,‘s are commuting. 
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Then for any joint eigenvalue of A there exists a joint eigenvalue p of B 
such that 
(IA - ~11 G S,,(h( B), I/k - ~?ll). (7.4) 
Note that the A,‘s need not be commuting; however, Sp( A) may be void. 
S,, has been defined in Section 4. 
Proof. Let (A,, . . . . &> be a joint eigenvalue of A, Aix = Ajx, i = 
1 , . . . , nz, x # 0. Then from (7.11, and z = U*x 
U*( Bl - A@ = ( Mj - hj’ + iI+ 
or 
4 -A1 
: ! B, 1 A, q = 
ZE (J 6 + iqz. (7.5) 
Observe that the columns of D are orthogonal and the ith column has the 
Euclidean length 
(yi = 
i 
2 lhj - &)I2 
j=l 1 
1’2 = ((A - p(i)((, (7.6) 
where the vector p(i) = (( #), . . . , film))?‘ is a joint eigenvalue of B. Hence 
we may write 5 = VD, where D = dia$q) and V is orthonormal, V*V = 
I,. Premultiplying (7.5) by V *, we get 
V*diag(U*,..., U*) (6 - A)& = (D + V*ti)z = (D + N)z. (7.7) 
Here N = %‘*I? is strictly upper triangular. If cq = 0 for some i, then by 
(7.6) there is nothing to prove; otherwise, we have C = D + N invertible and 
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from (7.7) 
I[v*diag(U*,..., u*) (ti - i)r;ll = l\B’ - All >,\((I3 + A’)-‘\[-’ (7.8) 
We now proceed as in the original proof of Henrici. As N” = 0, we have 
(D + N)-r 7 D-‘C”,I~ (ND-‘)” and hence with S = (ID-‘(I = I/mm cxi, 
1 * 
ll(D + N)_‘ll G ,JN,, u=l - c (IlAW)“. 
This, together with (7.81, gives 
from which we get S [INI] 2 g,(r), or 
Taking into account that (1 N([ = I[V*~(( = (1 g[( can be chosen as A< 13) and 
using minll h - ~(“‘11 = S- ‘, this last inequality yields (7.4). n 
REMARK. As noted by H. Schneider, we need only that the matrices Bi 
are simultaneously upper triangularizable. Then also (7.1) holds, and defines 
m-tuples /_L(~) = (w$i), . . . , /_L!~‘), i = 1,. . . , n. This 
(lCliff( A - 
B)]l, A(B) < A(B) [see (7.3)], we find that for real spectra the bound (7.4) is 
never worse than the bound (4.7). 
In the case of complex eigenvalues we find, by applying Theorem 7.1 to 
r(A) and r(B), that both 
llh - pII< S,,(~(B),lIA- $1) 
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and 
IIA - PII < S,(A(r( B)), IIA) - qFj/i) 
hold. 
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