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Abstract
We present a new vector field approach to almost-sharp decay for the wave equation
on spherically symmetric, stationary and asymptotically flat spacetimes. Specifically,
we derive a new hierarchy of higher-order weighted energy estimates by employing
appropriate commutator vector fields. In cases where an integrated local energy decay
estimate holds, like in the case of sub-extremal Reissner–Nordstro¨m black holes, this
hierarchy leads to almost-sharp global energy and pointwise time-decay estimates with
decay rates that go beyond those obtained by the traditional vector field method. Our
estimates play a fundamental role in our companion paper where precise late-time
asymptotics are obtained for linear scalar fields on such backgrounds.
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1 Introduction
1.1 Decay estimates for the wave equation: Overview
The study of the long-time behavior of solutions to the wave equation
gψ =
1√|detg|∂a
(√
|detg| · gab · ∂bψ
)
= 0, (1.1)
where g is a Lorentzian metric on a 4-dimensional Lorentzian manifoldM, is of fundamental
importance throughout mathematical physics. In particular, decay results for the wave
equation have applications to the following fundamental problems in general relativity:
A) long-time behavior of non-linear wave equations, including the Einstein equations (see
[48, 18, 42]), B) stability of black hole backgrounds (see [30, 1, 26]), C) propagation of
gravitational waves (see [58, 17]).
Traditional methods for rigorously establishing decay estimates for the wave equation
(1.1) include the use of 1) representation formulas and/or properties of the fundamental
solution (see [33, 71]), 2) the Fourier transform (see [43]), 3) the conformal compactification
and local theory (see [35, 16]), and 4) the vector field method (see [59, 46]).
The vector field method is very robust to non-linear perturbations and hence has been
successfully used in obtaining various remarkable results in hyperbolic PDE (see, for in-
stance, [18]). A novel energy approach to uniform decay results introduced by Dafermos–
Rodnianski [29], and generalized by Moschidis [62], extended the applicability of the vector
field method to a very general class of asymptotically flat spacetimes. One disadvantage,
however, of the known vector field techniques is that they provide relatively weak bounds
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on the decay rates : t−2 decay for the global energy flux, t−3/2 decay for the scalar field
and u−1/2 decay for the radiation field along null infinity (here t is a time coordinate and
u is a retarded time coordinate). On the other hand, an upper bound for the decay rate
for solutions ψ to the wave equation on Schwarzschild is suggested by Price’s heuristic
polynomial law (see [66]):
ψ(t, r0, θ, φ) ∼ t−3, (1.2)
asymptotically as t→∞ along constant r = r0 hypersurfaces. In fact [66] suggested that
if ψ` denotes the projection of ψ on the `
th angular frequency then the following late-time
polynomial law along constant r = r0 hypersurfaces holds:
ψ`(t, r0, θ, φ) ∼ t−2`−3. (1.3)
Subsequent work by Gundlach, Price and Pullin [39] suggested that the radiation field rψ
obeys the following polynomial law along the null infinity I
rψ |I (u, ·) ∼ u−2. (1.4)
There have been numerous rigorous works which proved upper bounds on solutions to
the wave equation which are consistent with the above heuristics and use in one way or
another explicit representation formulas. Kronthaler [49] obtained t−3 decay for spheri-
cally symmetric solutions to the (decoupled) wave equation on Schwarzschild under the
assumptions that the initial data are compactly supported and supported away from the
event horizon. Subsequently Donninger, Schlag and Soffer in [32] obtained `-dependent
decay rates for fixed angular frequencies. They proved at least t−2`−2 decay for general
initial data and faster t−2`−3 decay for static initial data. Subsequently, Metcalfe, Tataru
and Tohaneanu in [57] proved t−3 decay for a general class of nonstationary asymptotically
flat spacetimes based on properties of the fundamental solution for the constant coeffi-
cient d’Alembertian (see also [72] for stationary spacetimes). Finally, for upper bounds for
non-linear wave equations, we refer to the work of Dafermos and Rodnianski [27] on the
spherically symmetric Einstein–Maxwell-scalar field model.
The purpose of this paper is to present a new vector field approach to decay estimates
which yields almost-sharp t−5+ decay for the global energy flux, t−3+ decay for the scalar
field and u−2+ decay for the radiation field on spherically symmetric, stationary and
asymptotically flat spacetimes. One of the key new features of our method, which builds on
the Dafermos–Rodnianski method, is that it makes use of the conservation laws associated
to the limiting Newman–Penrose scalars on null infinity introduced in Section 3.2. Our
method plays a crucial role in our companion paper [6] where we derive the precise late-time
asymptotics for solutions to the wave equation which, in particular, enable us to obtain
the first rigorous proof of the Price’s polynomial law (1.2) as an upper and lower bound.
We provide a brief introduction to the classical vector field method in Section 1.1.1 and
the Dafermos–Rodnianski method in Section 1.1.2. An overview of the new approach is
presented in Section 1.2 and a summary of the main results is presented in Section 1.3.
Section 1.4 contains a detailed discussion on applications of our method and estimates.
1.1.1 The vector field method
One associates to a scalar field ψ the so-called energy-momentum tensor
Tab[ψ] = ∂aψ · ∂bψ − 1
2
gab∂
cψ · ∂cψ
3
which is a symmetric 2-tensor satisfying the following
T[ψ](N1, N2) ∼
∑
a
|∂aψ|2,
Div
(
T[ψ]
)
= gψ · dψ,
where N1, N2 are timelike vector fields (the constant in ∼ depends implicitly on the norms
of N1, N2). To obtain useful estimates one then considers energy currents J
V
a [Wψ] of the
form (
JV [Wψ]
)
a
= Tab[Wψ] · V b.
Here V and W are vector fields; in fact W can be taken to be a general differential operator.
The vector field V is traditionally called the vector field multiplier and the vector field L
is called the vector field commutator. The use of vector fields as multipliers goes back to
Morawetz [59], whereas the use of vector fields as commutators was initiated by Klainerman
[46, 47].
An immediate observation is that if the multiplier vector field V is a Killing field then
the energy current JVa [ψ] is divergence-free leading to the following divergence identity∫
Σ˜t
T[ψ](V, n
Σ˜t
) =
∫
Σ˜0
T[ψ](V, n
Σ˜0
),
where Σ˜t, Σ˜0 are Cauchy hypersurfaces and nΣ˜t , nΣ˜0 are their future-directed timelike unit
normals, respectively. An appropriate choice of V yields the boundedness of non-negative
quadratic expressions of the first-order derivatives of ψ in terms of the corresponding
expressions of the initial data. On the other hand, the use of appropriate commutator
vector fields allows for the control of higher-order quadratic expressions of ψ.
Minkowski spacetime has a wealth of (conformal) symmetries: 1) Translations T =
∂t, ∂xi , 2) Scaling S = t∂t + x
i∂xi , 3) Conformal Morawetz K = (t
2 + r2)∂t + 2tx
i∂xi , 4)
Rotations Ωab = x
a∂xb − xb∂xa . Here, (x0 = t, x1, x2, x3) is a rectilinear coordinate system
and r =
√
(x1)2 + (x2)2 + (x3)2 is the radius coordinate.
If we apply the time translation vector field T = ∂t as a multiplier, then we obtain∫
Σ˜t
T[ψ](T, T ) =
∫
Σ˜0
T[ψ](T, T ), (1.5)
where T[ψ](T, T ) ∼∑a |∂aψ|2.
The above identity provides a bound for the energy flux of ψ through the constant
t hypersurfaces Σ˜t; however it also shows that this energy flux does not decay in time.
In order to obtain decay estimates, one needs to 1) apply multiplier vector fields with
weights in t, and 2) restrict to appropriate regions, such as {r ≤ R}, with R > 0. Indeed,
applying the conformal Morawetz vector field K as a multiplier yields the boundedness of
the (appropriately modified) energy current JK [ψ] which in turn satisfies
JK [ψ] · nt ≥ CR · t2 ·T[ψ](T, T )
in Σ˜t ∩ {r ≤ R} with R > 0. This implies the boundedness of the flux∫
Σ˜t∩{r≤R}
t2 ·T[ψ](T, T )
4
Σ˜t′ = {t = t′}
Σ˜0 = {t = 0}
r
=
0
Figure 1: A foliation of Minkowski by hypersurfaces of constant t.
which immediately translates to decay for the flux of ψ through Σ˜t∩{r ≤ R}. This approach
yields the non-integrable 1t pointwise decay for ψ.
Morawetz [59] introduced the radial vector field M = ∂r (which points towards the
direction of spatial dispersion) as an alternative choice of multiplier vector field. The
vector field M is not symmetry-generating and, hence, the spacetime terms (which arise
from the divergence of the associated energy current QM[ψ]) are non-trivial. In fact, the
crucial observation is that these terms (modulo appropriate modifications of the energy
current) are positive-definite, which leads to an integrated local energy decay estimate of
the form ∫ t
0
∫
Σ˜t¯∩{r≤R}
T[ψ](T, T ) dt¯ ≤ C
∫
Σ˜0
T[ψ](T, T ). (1.6)
Another very important development is due to Klainerman, who initiated the use of
commutator vector fields and combined (1.5) with the commutator vector fields ∂t, ∂xa , S,Ωab
to deduce the boundedness of higher-order weighted quadratic expressions of ψ. In turn,
via appropriate generalizations of the Sobolev inequality, now known as the Klainerman–
Sobolev inequality, this yields
|ψ| ≤ C
√
E
1
(|t− r|+ 1)1/2
1
(|t+ r|+ 1) .
Here E is initial data higher-order weighted norm of ψ. The above estimate immediately
yields
|ψ| ≤ C(R)
√
E
1
t3/2
for r ≤ R. Note that the integrability in time of the upper bound using Klainerman’s
method plays a fundamental role in the study of non-linear wave equations.
1.1.2 The Dafermos–Rodnianski method
The above estimates for the flat wave equation do not extend immediately to more general
curved spacetimes, including black hole spacetimes; the main reason being the growth in
time of the error terms associated with the failure of either the multipliers or the commu-
tators to be Killing (see however [51, 52] for a modification of the above estimates that
does produce decay results in slowly rotating Kerr spacetimes). Dafermos and Rodnianski
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[29] introduced in 2008 a new approach which circumvents these difficulties very efficiently.
Their method 1) captures the radiative properties of waves in a natural way, 2) can be ap-
plied to a vast class of spacetimes, and 3) does not make use of multipliers or commutators
with weights growing in t along fixed r hypersurfaces.
wave zone
r
=
R
r
=
0
Σ˜0 = {t = 0}
Σ˜1 = {t = 1}
Σ˜t′ = {t = t′}
Figure 2: Spacelike hypersurfaces and the wave zone
A first important observation is that the constant t hypersurfaces Σ˜t are not suitable for
capturing the decay properties of waves. Indeed, for all t > 0, the spacelike hypersurface
Σ˜t intersects the wave zone bounded by the outgoing null hypersurfaces emanating from
{r = R} ∩ Σ˜0 and {r = R} ∩ Σ˜1, for some R > 0. Hence, the energy flux of Σ˜t will always
take into account the radiation propagated in this wave zone.
This leads to a new kind of spacelike-null hypersurfaces Στ given by
Στ =
{
Σ˜τ for r ≤ R
}
∪ {Nτ for r ≥ R}
where Nτ is the outgoing null hypersurface emanating from {r = R} ∩ Σ˜τ .
Nτ
N1
wave zone
r
=
R
r
=
0
Σ˜0 = {t = 0}
Σ˜1 = {t = 1}
Στ
N0
Figure 3: A foliation by spacelike-null hypersurfaces Στ .
Applying now the energy identity with T = ∂t as the multiplier vector field in the
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region bounded by the hypersurfaces Σ0 and Στ we obtain∫
Στ
T[ψ](T, nΣτ ) +
∫
I+τ
T[ψ](T, nI+τ ) =
∫
Σ0
T[ψ](T, nΣ0), (1.7)
where
∫
I+τ T[ψ](T, nI+τ ) denotes the flux through the future null infinity I+. Here, I+ is
the limiting hypersurface formed by the limit points of future null geodesics along which
r →∞.
Στ
Σ0
Σ˜0 = {t = 0}
r
=
R
r
=
0 I+
I+τNτ
N0
Figure 4: The hypersurfaces Στ and the future null-infinity I+
Hence the flux through Στ measures the part of the energy of the waves that has not
been radiated to null infinity up to retarded time τ . Clearly, decay for the energy flux
through the hypersurfaces Στ is equivalent to the statement that the total initial energy is
radiated through null infinity:
lim
τ→∞
∫
I+τ
T[ψ](T, nI+τ ) =
∫
Σ0
T[ψ](T, nΣ0).
The method of Dafermos and Rodnianski establishes a hierarchy of weighted estimates in
the “far away” region r ≥ R (foliated by the null hypersurfaces Nτ ) which are used in
conjunction with the ILED estimate (1.6) in the “near region” r ≤ R. Specifically, their
method uses the vector field rp · L as a multiplier, where the null vector field
L = ∂v
is normal to the null hypersurface Nτ . Here ∂v is to be considered with respect to the
null Eddington–Finkelstein coordinate system (u, v), where u is the retarded time and v
is the advanced time coordinate. The associated energy identities for 1 ≤ p ≤ 2 yield
(after removing various distracting terms1) the following schematic hierarchy of r-weighted
estimates ∫ τ2
τ1
∫
Nτ
T[ψ](T, nNτ ) ≤ C
∫
Nτ1
r · (L(rψ))2 drdω,∫ τ2
τ1
∫
Nτ
r · (L(rψ))2 drdω ≤ C
∫
Nτ1
r2 · (L(rψ))2 drdω,
(1.8)
1such as terms involving angular derivatives and higher-order fluxes originating from the trapping effect.
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The precise estimates include weighted positive-definite fluxes which for simplicity we have
also omitted here. Here dω denotes the area element over the spherical sections of Nτ . The
hierarchy (1.8) (coupled with (1.7) and (1.6)) yields the energy decay estimate∫
Στ
T[ψ](T, nΣτ ) ≤ C ·D0[ψ]
1
τ2
and the pointwise estimates
|ψ| ≤ C
√
D1[ψ]
1
τ
, |rψ| ≤ C
√
D2[ψ]
1√
τ
where D0, D1, D2 are suitable weighted norms of the initial data of ψ.
The decay rate for the scalar field ψ can be improved if one uses the vector fields L and
rL as commutator vector fields. This was first demonstrated in the work of Schlue [69] for
Schwarzschild spacetimes and then in the work of Moschidis [62] for a very general class
of asymptotically flat spacetimes with non-constant Bondi mass (for applications see also
[44, 60, 61, 73]). This method yields improved decay for the higher-order energy∫
Στ
T[Tψ](T, nΣτ ) ≤ C ·D3[ψ]
1
τ4
which can been turned into improved pointwise decay for the scalar field
|ψ| ≤ C
√
D4[ψ]
1
τ3/2
where D3, D4 are weighted norms of the initial data of ψ. This method is comparable to
commuting with the scaling vector field S, since the commutator vector fields have equal
weights in r.
1.2 Sketch of the new vector field approach
In this paper, we introduce a new vector field approach which allows us to obtain almost-
sharp decay rates for asymptotically flat backgrounds, going therefore beyond the decay
rates of the traditional vector field method. Specifically, for any  > 0, we obtain τ−5+
decay rate for the global energy flux through the hypersurfaces Στ (see Figure 4), τ
−3+
decay rate for the scalar field and τ−2+ decay rate for the radiation field, provided that the
initial data decay are sufficiently regular. In fact, we obtain a new hierarchy of estimates
which provides a correspondence between decay in space of the initial data and decay in
time of the scalar field.
The  loss (for, say, compactly supported smooth initial data) is removed in our com-
panion paper [6] where in fact we derive the precise late-time asymptotics of the scalar
field and hence, we obtain sharp upper and lower bounds. The lower bounds have not been
previously derived by either physical space or Fourier analytic methods. The hierarchy of
estimates derived in the present paper plays a fundamental role in [6].
In this paper we restrict to the class of spherically symmetric, stationary, asymptoti-
cally flat spacetimes, a class which includes the Reissner–Nordstro¨m family of black hole
backgrounds. This restriction is mostly for convenience and simplicity of the estimates. In
a future work we obtain improved decay estimates for a general class of asymptotically flat
backgrounds.
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We next present a brief schematic overview of the estimates and techniques. Our ap-
proach builds on the Dafermos–Rodnianski hierarchy (1.8). The idea is to obtain improved
decay directly for the energy flux2
∫
Nτ T[ψ](T, nNτ ), instead of deriving improved decay
for higher-order fluxes as in the method of Moschidis and Schlue. We will in fact obtain
decay for the r-weighted flux
∫
Nτ1
r2 · (L(rψ))2 drdω, which can then be translated into
decay for the standard energy flux via (1.8). Ideally, one would extend the hierarchy (1.8)
for values p > 2, however this is not possible. Instead, following Klainerman’s commutator
vector field method, we obtain an extended hierarchy in the “far away”region {r ≥ R} by
using commutator vector fields of the order of r2 · L.
The Hardy inequality on the null pieces Nτ∫
Nτ
f2 dvdω ≤ C ·
∫
Nτ
(
∂v(rf)
)2
dvdω, (1.9)
which holds if f = O(1/r) and f = 0 at r = R, applied to
f = r∂v(rψ)
yields schematically (modulo cut-off terms near r = R that can be bounded by the
Morawetz estimate-assuming that an integrated local energy decay estimate holds)∫
Nτ
(
r · (∂v(rψ)
)2
dvdω ≤ C
∫
Nτ
(
∂v
(
r2 · ∂v(rψ)
))2
dvdω.
We therefore need to show that the integral∫
Nτ
(
∂v
(
r2 · ∂v(rψ)
))2
dvdω,
decays in time. This naturally suggests that we need to commute with the vector field
r2∂v = r
2 · L.
Let us, for convenience, define the higher-order expressions
E(1)p (τ) =
∫
Nτ
rp−1 ·
(
∂v
(
r2 · ∂v(rψ)
))2
drdω.
We want to prove decay for E
(1)
1 (τ). We would ideally want to establish a hierarchy that
schematically looks like ∫ τ2
τ1
E(1)p [ψ](τ) dτ ≤ CE(1)p+1[ψ](τ1), (1.10)
for all 0 < p ≤ 3. However, this is not possible. First, in Section 6, we show that for
generic smooth compactly supported initial data we have∫ ∞
τ1
E
(1)
3 [ψ](τ) =∞.
Hence, we only hope that (1.10) holds for all p ∈ (0, 3). This is closely related to the  loss
of our decay rates. Note that if (1.10) holds for all p ∈ (0, 3) then
2That is, to obtain energy decay rates faster than τ−2.
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• p = 1 yields decay with rate τ−3 for the energy flux of ψ,
• 1 ≤ p ≤ 2 yields decay with rate τ−4 for the energy flux of ψ,
• 1 ≤ p ≤ 3−  yields decay with rate τ−5+ for the energy flux of ψ.
The main difficulty in proving the hierarchy (1.10) arises from the need to decompose ψ
in the spherically symmetric part and the non-spherically symmetric part:
ψ = ψ0 + ψ1 =
(
1
4pi
∫
S2
ψ
)
+
(
ψ − 1
pi
∫
S2
ψ
)
. (1.11)
The main obstructions appear for the term ψ1 = ψ −
∫
S2 ψ. In fact, for this term we can
only establish the hierarchy (1.10) for p ∈ (0, 2] (in fact, p ∈ (−4, 2], see Theorem 1.3
in Section 1.3). In order to derive further decay, we use the Hardy inequality (1.9) for
f = r∂v(r
2 · ∂v(rψ1)) allowing us to control E(1)3 [ψ1](τ) (which appears on the right hand
side of (1.10) for p = 2) in terms of the following r-weighted third-order energy flux:
E
(1)
3 [ψ1](τ) ≤ C
∫
Nτ
(
∂v
(
r2 · ∂v(r2 · ∂v(rψ1))
))2
dvdω.
This suggests that we need to commute with r2 ·L twice and obtain a hierarchy of estimates
that schematically looks like∫ τ2
τ1
E(2)p [ψ1](τ) dτ ≤ CE(2)p+1[ψ1](τ1), (1.12)
for all −6 < p < 1, where
E(2)p [ψ1](τ) =
∫
Nτ
rp−1 ·
(
∂v
(
r2 · ∂v
(
r2 · ∂v(rψ)
)))2
drdω.
See Theorem 1.4 in Section 1.3. In establishing the hierarchies (1.10) and (1.12) for ψ1, one
of the most problematic terms in the associated energy identities is a non-trivial flux term
on null infinity which has the wrong sign. A crucial point is that the coefficients of the
various terms are such that the dangerous term can be absorbed by using appropriate Hardy
and Poincare´ inequalities. Note that the Poincare´ inequality on the sphere is applicable
since we have removed the spherically symmetric part in ψ1. Here the asymptotically
flatness assumption and the structure of the wave equation plays a crucial role.
We next return to the spherically symmetric part ψ0. Recall that the Dafermos–
Rodnianski hierarchy holds for 0 < p ≤ 2 (which yields (1.8)). However, one observes
(see Theorem 1.1 in Section 1.3) that for spherically symmetric scalar fields ψ0 the hierar-
chy (1.8) in fact holds for all 0 < p < 3. The range of p can be further extended only if
the Newman–Penrose constant (see Section 3.2) along null infinity
I0[ψ0] = lim
v→∞ r
2 · ∂v(rψ0)
is zero. Indeed, as is shown in Section 6, if I0[ψ0] 6= 0 then∫ ∞
τ1
∫
Nτ¯
r2 · (∂v(rψ0))2 drdωdτ¯ =∞,
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which shows that the Dafermos–Rodnianski hierarchy does not hold in this case for p = 3.
If, on the other hand, I0[ψ0] = 0 then the hierarchy can be extended for 0 < p < 5 (Theorem
1.2 in Section 1.3). We also remark that in the proof of the hierarchy for 4 < p < 5 we
need to use the hierarchy for 0 < p ≤ 4 and the resulting improved energy and pointwise
decay for the scalar field in order to extend the range of p to the interval (4, 5).
It is evident from the above that the conservation law associated to the Newman–
Penrose constant I0 on null infinity
3 plays a fundamental role in our vector field approach
for decay.
The above extended hierarchies yield almost-sharp energy decay (see Theorems 1.5 in
Section 1.3) for both cases I0 = 0 and I0 6= 0. In particular, the decay estimates for
the case I0 6= 0 play a crucial role in our companion paper [6]. The hierarchies and the
associated decay estimates of the weighted norms E
(1)
p [ψ](τ), E
(2)
p [ψ](τ) yield pointwise
decay for both the scalar field (see Theorem 1.7) and the radiation field (see Theorem
1.6). The aforementioned hierarchies can be extended further for solutions of the form
T kψ (where T is the stationary Killing vector field) which in turn yields further energy
and pointwise decay for solutions of this form (See Theorems 1.8, 1.9 and 1.10 in Section
1.3). This improvement is useful for non-linear applications.
Remark 1.1. Our commutator vector field is at the same level in powers of r as the
conformal Killing vector field K for Minkowski space which is used as part of the conformal
compactification method. Note, however, that the latter approach yields (in Minkowski
space) energy identities with vanishing spacetime terms. On the other hand, our approach
establishes energy identities where the spacetime terms is positive and control the weighted
fluxes E
(1)
p , E
(2)
p . Furthermore, we do not need to assume that the spacetime admits a
regular conformal compactification.
Remark 1.2. The method is optimal in terms of the regularity required for the initial data.
We only need to commute twice with the vector field r2 · L to obtain the full hierarchy in
the “far away” region (see Theorem 1.4 in Section 1.3). This implies (see Theorem 1.5 in
Section 1.3) that to get the full energy decay τ−5+ requires the boundedness of a weighted
fifth-order norm of the initial data. Furthermore, the method is optimal in terms of the
decay required for the initial data. In particular, the assumed decay is consistent with the
bounds
|rψ| ≤ C(u), |∂u(rψ)| ≤ C(u), |∂v(rψ)| ≤ C(u)
r2
,
where (u, v) is the Eddington–Finkelstein coordinate system. Note that optimizing in terms
of the regularity and the decay of the initial data is of fundamental importance for appli-
cations to non-linear problems.
1.3 Summary of the main results
In this section, we will state the main theorems that are proved in this paper. We will
employ the notation that is introduced in Section 2. In Section 2 we will moreover introduce
the precise spacetime backgrounds to which the theorems apply, which are equipped with
metrics of the form
g = −D(r)du2 − 2drdu+ r2(dθ2 + sin2 θdϕ2),
3We refer the reader to [10] for more on conservation laws on characteristic hypersurfaces.
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in Bondi coordinates (u, r, θ, ϕ), where the function D depends only on r and satisfies the
properties outlined in Section 2. In Section 2 we will moreover introduce the alternative
coordinate charts (τ, r, θ, ϕ) and (τ˜ , ρ, θ, ϕ) used in the theorems below.
The vector field T is the Killing vector field corresponding to time-translation. We will
also consider the angular momentum operators Ωi, with i = 1, 2, 3 (see Section 2.5 for a
definition) and
Ωk = Ωk11 Ω
k2
2 Ω
k3
3 ,
where k = (k1, k2, k3) ∈ N30. We will frequently use /∇ to denote the restriction of the
covariant derivative to the round spheres that foliate the spacetime.
We use ψ to denote solutions to (1.1) arising from the initial value problem in Theo-
rem 2.1, and we denote with φ = rψ the corresponding Friedlander radiation fields. See
Section 2.5 for details regarding the spherical decomposition in angular frequencies, and in
particular, the decomposition
ψ = ψ0 + ψ1.
The first Newman–Penrose constant is denoted by
I0[ψ] = lim
r→∞
∫
S2
r2∂rφ|u=0(r, θ, ϕ) sin θdθdϕ.
See Section 3.2 for more details regarding the first Newman–Penrose constant.
All our theorems apply to the Schwarzschild metric and more generally to the sub-
extremal Reissner–Nordstro¨m metric. See [28] for a proof of the integrated local energy
decay estimate for such metrics. Our rp-weighted hierarchies in the far away region apply to
the extremal Reissner–Nordstro¨m metric as well (see [7] for the derivation of a degenerate
Morawetz estimate on such backgrounds).
1.3.1 New hierarchies of rp-weighted estimates
A key result in this paper is the discovery of new hierarchies of rp-weighted estimates.
For spherically symmetric solutions ψ, we extend the hierarchy of Dafermos–Rodnianski
(see Section 2.6) and we distinguish between the cases where the initial data satisfies
I0[ψ] 6= 0 and I0[ψ] = 0.
We obtain the following hierarchies of estimates:
Theorem 1.1 (rp-weighted estimates for ψ0 with I0 6= 0). Let ψ be a spherically symmetric
solution to (1.1) emanating from initial data given as in Theorem 2.1 in the region A =
{r ≥ R} with I0[ψ] 6= 0, and take p ∈ (0, 3). Then there exists an R > 0 such that for
any 0 ≤ u1 < u2∫
Nu2
rp(∂rφ)
2 dωdr + p
∫
Au2u1
rp−1(∂rφ)2 dωdrdu ≤ C
∫
Nu1
rp(∂rφ)
2 dωdr
+ C
∫
Σu1
JT [ψ] · nu1 dµu1 ,
(1.13)
where C = C(D,R) > 0 is a constant.
Theorem 1.2 (rp-weighted estimates for ψ0 with I0 = 0). Let ψ be a spherically symmetric
solution to (1.1) emanating from initial data as in Theorem 2.1 in the region A = {r ≥ R}
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with I0[ψ] = 0, and take p ∈ (0, 4). Then there exists an R > 0 such that for any
0 ≤ u1 < u2∫
Nu2
rp(∂rφ)
2dr + p
∫
Au2u1
rp−1(∂rφ)2 drdu ≤ C
(4− p)2
∫
Nu1
rp(∂rφ)
2dr
+
C
(4− p)2
∫
Σu1
JT [ψ] · nu1dµu1 ,
where C = C(D,R) > 0.
Moreover, for p ∈ [4, 5) we have that∫
Nu2
rp(∂rφ)
2dr + p
∫
Au2u1
rp−1(∂rφ)2 drdu ≤ C
∫
Nu1
rp(∂rφ)
2dr
+ C
∫
Σu1
JT [ψ] · nu1dµu1 + C
Eδ0;aux[ψ]
(1 + u1)1−2δ
,
for any δ > 0, with
Eδ0;aux[ψ] =
∑
l≤4
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
l≤3
∫
N0
r4−l−δ(∂rT lφ)2 dωdr <∞,
where C = C(D,R, δ) > 0 is a constant.
Theorem 1.1 is proved in Section 5.1 and Theorem 1.2 is proved in Section 5.2.
For the remaining part of the solution ψ1 = ψ−ψ0 we instead construct a new hierarchy
for the variable
Φ
.
= r2∂rφ = r
2∂r(rψ).
That is to say, we commute once with r2∂r.
We obtain the following hierarchy of estimates for r2∂r(rψ1).
Theorem 1.3 (rp-weighted estimates for r2∂r(rψ1)). Let ψ be a solution to (1.1) emanat-
ing from initial data given as in Theorem 2.1 in the region A = {r ≥ R}. We assume that
ψ is supported on angular frequencies ` ≥ 1.
Take p ∈ (−4, 2] and assume that∑
|k|≤2
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞,
and
lim
r→∞
∑
|k|≤2
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∫
S2
Φ2 dω
∣∣
u′=0 <∞.
Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rΦ)
2 dωdr +
∫
Au2u1
(p+ 4)rp−1(∂rΦ)2 + (2− p)rp−1| /∇Φ|2 dωdrdu
≤ C
∫
Nu1
rp(∂rΦ)
2 dωdr + C
∑
l≤1
∫
Σu1
JT [T lψ] · nu1 dµΣu1 ,
where C
.
= C(D,R) > 0 is a constant.
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By commuting once more with r2∂r and considering the variable
Φ(2)
.
= r2∂rΦ = r
2∂r(r
2∂r(rψ)),
we obtain and additional hierarchy of rp-weighted estimates.
Theorem 1.4 (rp-weighted estimates for (r2∂r)
2(rψ1)). Let ψ be a solution to (1.1) em-
anating from initial data given as in Theorem 2.1 in the region A = {r ≥ R}. We assume
that ψ is supported on angular frequencies ` ≥ 1.
Take p ∈ (−6, 1) and assume that∑
|k|≤4
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞
and
lim
r→∞
∑
|k|≤4
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|k|≤2
∫
S2
(ΩkΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞ r
−1
∫
S2
Φ2(2) dω
∣∣
u′=0 <∞.
Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rΦ(2))
2 dωdr +
∫
Au2u1
rp−1(∂rΦ(2))2 + (2− p)rp−1| /∇Φ(2)|2 dωdrdu
≤ C(p+ 6)−1(p− 1)−2
∫
Nu1
rp(∂rΦ(2))
2 dωdr + C(p+ 6)−1
∑
k≤2
∫
Σu1
JT [T kψ] · nΣu1 ,
where C
.
= C(D,R) > 0 is a constant.
Theorem 1.3 and Theorem 1.4 are proved in Section 4.1.
1.3.2 Decay statements
We apply the hierachies from Section 1.3.1 to obtain almost-sharp energy decay estimates
and pointwise decay estimates.
Let  > 0. We introduce the following initial energy norms for the spherical mean ψ0
on the hypersurface Σ0.
E0,I0 6=0[ψ]
.
=
3∑
l=0
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∫
N0
r3−(∂rφ)2 dωdr +
∫
N0
r2(∂r(Tφ))
2 dωdr
+
∫
N0
r(∂r(T
2φ))2 dωdr,
E0,I0=0[ψ]
.
=
5∑
l=0
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∫
N0
r5−(∂rφ)2 dωdr +
∫
N0
r4−(∂r(Tφ))2 dωdr
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+∫
N0
r3−(∂r(T 2φ))2 dωdr +
∫
N0
r2(∂r(T
3φ))2 dωdr +
∫
N0
r(∂r(T
4φ))2 dωdr.
For each  > 0 we also introduce the following weighted initial energy norms for ψ1 =
ψ − ψ0:
E1[ψ]
.
=
∑
l≤5
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
l≤3
∫
N0
r2(∂rT
lφ)2 + r(∂rT
l+1φ)2 dωdr
+
∫
N0
r2−(∂rΦ)2 dωdr +
∫
N0
r2−(∂rTΦ)2 + r1−(∂rT 2Φ)2 dωdr +
∫
N0
r1−(∂rΦ(2))2 dωdr.
Theorem 1.5 (Energy decay for ψ). Let ψ be a solution to (1.1) emanating from initial
data given as in Theorem 2.1 in the region A = {r ≥ R}. Assume moreover that
lim
r→∞
∑
|l|≤4
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∫
S2
r−1
(
Φ(2)
)2
dω
∣∣
u′=0 <∞.
(i) Assume that initially we have that I0[ψ] 6= 0 and E0,I0 6=0[ψ0] + E1[ψ1] <∞.
Then, for all  > 0, there exists a constant C
.
= C(D,R, ) such that for all u ≥ 0∫
Σu
JN [ψ] · nudµΣu ≤ C
E0,I0 6=0[ψ0] + E

1[ψ1]
(1 + u)3−
. (1.14)
(ii) Assume that initially we have that I0[ψ] = 0 and E

0,I0=0
[ψ0] + E

1[ψ1] <∞.
Then, for all  > 0, there exists a constant C
.
= C(D,R, ) such that for all u ≥ 0∫
Σu
JN [ψ] · nudµΣu ≤ C
E0,I0=0[ψ0] + E

1[ψ1]
(1 + u)5−
. (1.15)
Theorem 1.5 is proved in Section 7.
The above energy decay statements can be used to obtain pointwise decay statements
for the radiation field φ.
Theorem 1.6 (L∞-decay of rψ). Let ψ be a solution to (1.1) emanating from initial data
given as in Theorem 2.1 in the region A = {r ≥ R}. Assume moreover that
lim
r→∞
∑
|l|≤6
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤4
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞.
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Assume further that either E0,I0 6=0[ψ0] <∞, or E0,I0=0[ψ0] <∞, and also that
∑
|l|≤2E

1[Ω
lψ1] <
∞. Then, for all  > 0 and for R > 0 suitably large there exists a constant C =
C(D,R, ) > 0 such that for all τ˜ ≥ 0
|rψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0 6=0[ψ0] +
∑
|α|≤2
E1[Ω
αψ1](1 + τ˜)
−1+ if I0[ψ] 6= 0,
|rψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0=0[ψ0] +
∑
|α|≤2
E1[Ω
αψ1](1 + τ˜)
−2+ if I0[ψ] = 0.
Theorem 1.6 is proved in Section 8.3.
In order to prove almost-sharp pointwise decay for ψ itself, we will need to assume
that D′(r+) = 0 on top of the assumptions in Section 2, and we will need to introduce
additional higher-order energies.
Let  > 0 and k ∈ N0. We introduce the following higher-order initial energy norms for
the spherical mean ψ0 on the hypersurface Σ0.
E0,I0 6=0;k[ψ]
.
=
∑
l≤3+3k
∫
Σ0
JN [T lψ] · n0 dµΣ0 (1.16)
+
∑
l≤2k
∫
N0
r3−(∂rT lφ)2 dωdr + r2(∂rT l+1φ)2 + r(∂rT 2+lφ)2 dωdr
+
∑
m≤k
l≤2k−2m+min{k,1}
∫
N0
r2+2m−(∂1+mr T
lφ)2 dωdr
+
∫
N0
r3+2k−(∂1+kr φ)
2 dωdr,
E0,I0=0;k[ψ]
.
=
∑
l≤5+3k
∫
Σ0
JN [T lψ] · n0 dµΣ0 (1.17)
+
∑
l≤2k
∫
N0
r5−(∂rT lφ)2 + r4−(∂rT 1+lφ)2 + r3−(∂rT 2+lφ)2 dωdr
+ r2(∂rT
3+lφ)2 + r(∂rT
4+lφ)2 dωdr
+
∑
m≤k
l≤2k−2m+min{k,1}
∫
N0
r4+2m−(∂1+mr T
lφ)2 dωdr
+
∫
N0
r5+2k−(∂1+kr φ)
2 dωdr.
For each  > 0 and k ∈ N0 we also introduce the following higher-order weighted initial
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energy norms for ψ1:
E1;k[ψ]
.
=
∑
|α|≤k
l+|α|≤5+3k
∫
Σ0
JN [T lΩαψ] · n0 dµΣ0
+
∑
l≤3+2k
∫
N0
r2(∂rT
lφ)2 + r(∂rT
1+lφ)2 dωdr
+
∑
l≤2k+1
∫
N0
r2−(∂rT lΦ)2 + r1−(∂rT l+1Φ)2 dωdr
+
∑
|α|≤k
l+|α|≤2k
∫
N0
r1−(∂rT lΩαΦ(2))2 dωdr
+
∑
|α|≤max{0,k−1}
m≤max{k−1,0}
l+|α|≤k−2m+min{k,1}
∫
N0
r1+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∑
|α|≤max{0,k−1},m≤k
l+|α|≤2k−2m+1
∫
N0
r2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∫
N0
r1+2k−(∂1+kr Φ(2))
2 dωdr.
(1.18)
Theorem 1.7 (L∞-decay of ψ). Let ψ be a solution to (1.1) emanating from initial data
given as in Theorem 2.1 in the region A = {r ≥ R}.
Assume moreover that
lim
r→∞
∑
|l|≤8
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤6
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤4
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2
∫
S2
r3
(
∂rΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞.
Assume further that E0,I0 6=0;1[ψ0] <∞, or E0,I0=0;1[ψ0] <∞, and also that
∑
|l|≤2E

1;1[Ω
lψ1] <
∞.
Then, for all  > 0 there exists a constant C = C(D,R, ) > 0 such that for all τ˜ ≥ 0
|ψ|(τ˜ , ρ, θ, ϕ) ≤ C(1 + τ˜)−2+
√E0,I0 6=0;1[ψ0] + ∑
|α|≤2
√
E1;1[Ω
αψ1]
 if I0[ψ] 6= 0,
|ψ|(τ˜ , ρ, θ, ϕ) ≤ C(1 + τ˜)−3+
√E0,I0=0;1[ψ0] + ∑
|α|≤2
√
E1;1[Ω
αψ1]
 if I0[ψ] = 0.
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Theorem 1.7 is proved in Section 8.2.
1.3.3 Higher-order pointwise decay statements
The rp-weighted hierarchies introduced in this paper can be extended (see Section 4.2 and
5.4) to obtain also the almost-sharp energy and pointwise decay statements for solutions
of the form T kψ, with k ∈ N.
Theorem 1.8 (Energy decay for T kψ). Let ψ be a solution to (1.1) emanating from
initial data given as in Theorem 2.1 in the region A = {r ≥ R}. Let n ∈ N and assume
additionally that D(r) = 1− 2Mr−1 +On+2(r−1−β) for some β > 0.
Assume further that
lim
r→∞
∑
|l|≤4+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n.
Then the following statements hold:
(i) Assume that initially we have that I0[ψ] 6= 0 and E0,I0 6=0;k[ψ0]+E1;k[ψ1] <∞, Then,
for all  > 0 and all k ≤ n, there exists a constant C .= C(D,R, , n) such that for
all u ≥ 0 ∫
Σu
JN [T kψ] · nudµΣu ≤ C
E0,I0 6=0;k[ψ0] + E

1;k[ψ1]
(1 + u)2k+3−
.
(ii) Assume that initially we have that I0[ψ] = 0 and E

0,I0=0;k
[ψ0] + E

1;k[ψ1] <∞.
Then, for all  > 0, there exists a constant C
.
= C(D,R, ) such that for all u ≥ 0∫
Σu
JN [T kψ] · nudµΣu ≤ C
E0,I0=0;k[ψ0] + E

1;k[ψ1]
(1 + u)2k+5−
.
Theorem 1.8 is proved in Section 7.
We can use the above higher-order energy decay statements to obtain also pointwise
decay statements for T -derivatives of the radiation field φ:
Theorem 1.9 (L∞-decay of rT kψ). Let ψ be a solution to (1.1) emanating from initial
data given as in Theorem 2.1 in the region A = {r ≥ R}. Assume that D(r) = 1−2Mr−1+
On+2(r
−1−β) for some n ∈ N and β > 0. Assume moreover that
lim
r→∞
∑
|l|≤6+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
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lim
r→∞
∑
|l|≤4+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2+2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n. Theorem 1.9 is proved in Section 8.4.
Assume further that either E0,I0 6=0;n[ψ0] < ∞, or E0,I0=0;n[ψ0] < ∞, and also that∑
|l|≤2E

1;n[Ω
lψ1] <∞.
Then, for all  > 0 and for R > 0 suitably large there exists a constant C = C(D,R, , n) >
0 such that for all k ≤ n and τ˜ ≥ 0
|rT kψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0 6=0;k[ψ0] +
∑
|α|≤2
E1;k[Ω
αψ1]τ˜
−1−k+ if I0[ψ] 6= 0,
|rT kψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0=0;k[ψ0] +
∑
|α|≤2
E1;k[Ω
αψ1]τ˜
−2−k+ if I0[ψ] = 0.
Finally, we also obtain higher-order pointwise decay statements for ψ, again.
Theorem 1.10 (L∞-decay of T kψ). Let ψ be a solution to (1.1) emanating from initial
data given as in Theorem 2.1 in the region A = {r ≥ R}. Assume that D(r) = 1−2Mr−1+
On+2(r
−1−β) for some n ∈ N and β > 0. Assume moreover that
lim
r→∞
∑
|l|≤8+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤6+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤4+2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2+2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n.
Assume further that either E0,I0 6=0;n+1[ψ0] <∞, or E0,I0=0;n+1[ψ0] <∞, and also that∑
|l|≤2E

1;n+1[Ω
lψ1] <∞.
For all  > 0 there exists a constant C = C(D,R, , n) > 0 such that for all 0 ≤ k ≤ n
and τ˜ ≥ 0
|T kψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0 6=0;k+1[ψ0] +
∑
|α|≤2
E1;k+1[Ω
αψ1]τ˜
−2−k+ if I0[ψ] 6= 0,
|T kψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0=0;k+1[ψ0] +
∑
|α|≤2
E1;k+1[Ω
αψ1]τ˜
−3−k+ if I0[ψ] = 0.
Theorem 1.10 is proved in Section 8.2.
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1.4 Applications
We next present applications of our method in various topics in general relativity.
1.4.1 General asymptotically flat spacetimes
The method can be applied to a general class of asymptotically flat spacetimes without any
symmetries assumptions (including, of course, the full Kerr–Newman family of black holes).
One still needs to use the decomposition (1.11). However, the main observation is that
the coupled weighted estimates for ψ0 and ψ1 close and all error terms can be controlled
leading to hierarchies similar to those presented in this paper. This will be demonstrated
in an upcoming work.
1.4.2 Late time asymptotics of scalar fields
The estimates and techniques presented in this paper play a fundamental role in our com-
panion paper [6] where the exact late time asymptotics of general solutions to the wave
equation on spherically symmetric backgrounds are derived. These asymptotics yield in
particular sharp upper and lower bounds for the scalar fields. Our work provides a first
rigorous proof of Price’s heuristics (see [66]) regarding the τ−3 and τ−2 power-laws for
the asymptotic lower tail bounds for scalar and radiation fields, respectively, arising from
smooth compactly supported initial data on sub-extremal backgrounds.
In a future work, we will investigate the relevance of our method to the study of late
time asymptotics for the Teukolsky equation, and, more generally, the linearized Einstein
equations.
1.4.3 Non-linear applications
Due to the extensive range of applications of the vector field method to non-linear wave
equations, we expect that the new approach for establishing improved decay rates will be
useful for studying non-linear wave equations and, in particular, the Einstein equations. In
an upcoming work we show that the new approach to decay can be used to yield improved
(in fact sharp) decay rates for non-linear wave equations satisfying the null condition (in
particular, our method applies for the wave map problem). See also the relevant Remark
1.1. We expect that this method will be relevant to the non-linear stability problem of the
Kerr family.
1.4.4 Interior of black holes and strong cosmic censorship
A precise quantitative understanding of the decay behaviour of solutions to (1.1) in the
exterior of black hole spacetimes is central to understanding the extendibility of solutions
beyond the Cauchy horizon in the black hole interior. Boundedness and blow-up statements
for solutions to (1.1) in black hole interiors rely heavily on upper and lower bounds for
solutions along the event horizon. See [23, 24, 25, 55, 56, 31, 40, 34, 53, 54] for works in
the interior of sub-extremal black holes.
In the interior of extremal black hole spacetimes, the regularity of solutions to (1.1) at
the inner horizon depends delicately on the precise asymptotics of the solutions along the
(outer) event horizon. In particular, in [37] the third author showed that C1 extendibility
of spherically symmetric solutions in the interior of extremal Reissner–Nordstro¨m requires
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sharp decay rates along the event horizon. Analogous results have also been obtained in
the interior of extremal Kerr–Newman black holes [36].
In the cosmological setting, in sub-extremal Reissner–Nordstro¨m-de Sitter spacetimes,
the sharp decay rate of solutions to (1.1) is expected to be exponential. Interestingly, also
in this case, the precise exponents in the decay rates of solutions along the event horizon
play an important role in the regularity properties of solutions at the Cauchy horizon; see
[21, 22, 20, 41, 19].
1.4.5 Exterior of extremal black holes
The quantitative decay behaviour of solutions to (1.1) on extremal black holes differs
dramatically from the decay behaviour on sub-extremal black holes. A mathematical study
of the wave equation on extremal Reissner–Nordstro¨m and extremal Kerr was initiated by
the second author in [7, 8, 9, 13, 11, 12] establishing in particular the existence of conserved
quantities along the event horizon that form an obstruction to decay estimates. It was
shown that due to the existence of conserved constants, transversal derivatives of solutions
along the event horizon generically do not decay and higher-order transversal derivatives
blow up asymptotically in proper time.
Furthermore, the existence of conserved quantities along the event horizon of extremal
Reissner–Nordstro¨m is related to a type of “stable” trapping of null geodesics along the
event horizon, which forms an obstruction to integrated decay estimates (cf. in contrast,
the trapping of null geodesics at the photon sphere in (sub)-extremal Reissner–Nordstro¨m
can be considered “unstable”); see [4] for more information.
Subsequent work [50, 65, 70] in the physics literature provided a modified weaker power-
law of solutions to (1.1) on extremal Reissner–Nordstro¨m. For work on tails on extremal
Kerr we refer to the very interesting recent works [15, 38].
The new approach applies to extremal black hole backgrounds, in contrast to previous
physical space or Fourier analytic techniques for decay for the wave equation. Indeed,
in an upcoming work [3] we derive the late time asymptotics of scalar fields on extremal
Reissner–Nordstro¨m and establish the precise influence of conserved quantities along the
event horizon and null infinity on the decay rate.
Furthermore, improved decay rates for scalar fields on extremal Reissner–Nordstro¨m
obtained by the new approach are an essential ingredient even for showing global well-
posedness for non-linear wave equations satisfying the null condition on such backgrounds.
This is accomplished in an upcoming work. See also [2, 5].
1.4.6 Higher-order limits on null infinity
The traditional vector field method yields (see [62]) bounds of the Friedlander radiation
field φ on null infinity for general asymptotically flat spacetimes. In a future work we
will show that the new approach can be used to derive limiting bounds of higher-order
derivatives
r2L(φ)
and more generally (
r2L
)k
(φ),
for k ≥ 1, on null infinity. Note that this implies that the higher-order Newman–Penrose
constants associated to higher spherical harmonic parameters are well-defined on general
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asymptotically flat spacetimes.
1.5 Outline
In Section 2 we present the assumptions for the relevant spacetimes. In Section 3 we present
basic properties of the Newman–Penrose constants and other important limiting quantities
on null infinity. The hierarchy of r-weighted estimates for ψ1 = ψ −
∫
S2 ψ is derived in
Section 4 and for the spherically symmetric mean in Section 5. In section 6 we show that
the range of our weighted hierarchies is sharp, that is they cannot be further extended for
solutions arising from generic smooth compactly supported initial data (on spacetimes with
strictly positive mass M > 0). Finally, in Section 7 and 8 we obtain almost-sharp energy
and pointwise decay rates for the scalar field, the radiation field and their T k derivatives
for all k ≥ 1.
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2 Preliminaries
We next introduce the class of spacetimes to which our theorems apply moreover set the
notation for the remaining sections of the paper.
2.1 Assumptions on the geometry of the near infinity region r ≥ R
Let R > 0 and consider the manifold-with-boundary A′ = R× [R,∞)× S2, equipped with
a Lorentzian metric
g = −D(r)du2 − 2dudr + r2(dθ2 + sin2 θdϕ), (2.1)
where u ∈ R, r ∈ [R,∞), θ ∈ (0, pi), ϕ ∈ (0, 2pi) and D : [R,∞)→ R is a smooth function.
Let us refer to the (u, r, θ, ϕ) coordinates as Bondi coordinates; modulo standard de-
generations of the (θ, ϕ) coordinates on S2, they cover A′ globally. We refer to A′ as the
far-away region.
We will assume the following asymptotics for the function D:
D(r) = 1− 2M
r
+O3(r
−1−β), (2.2)
for M ∈ R, such that M ≥ 0, and β > 0. Here, we have applied “big O” notation, i.e. the
term Ok(r
−l) consists of functions f : [R,∞)→ R that satisfy the following property: for
all 0 ≤ j ≤ k, there exist uniform constants Cj > 0, such that∣∣∣∣djfdrj
∣∣∣∣ ≤ Cjr−l−j .
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The asymptotics in (2.2) are consistent with the assumption that A′ can be foliated by
asymptotically flat hypersurfaces, such that M is the ADM mass corresponding to these
hypersurfaces. By assumption, the vector field T
.
= ∂u is a timelike Killing vector field.
We can define a smooth function v : A′ → R such that v = u+ 2r∗, where r∗ : A′ → R
is defined as follows:
r∗(R) =R,
dr
dr∗
=D(r).
In the coordinate chart (v, r, θ, ϕ) the metric can be expressed as follows:
g = −D(r)dv2 + 2dvdr + r2(dθ2 + sin2 θdϕ). (2.3)
These coordinates are called ingoing Eddington–Finkelstein coordinates.
2.2 Assumptions on the global geometry
Let us now define M, the manifolds(-with-boundary) of interest. We will consider two
cases.
As a first case, let us extend D to a function D : (r+,∞)→ R, with 0 < r+ < R, such
that D(r) > 0 for r ∈ (r+,∞) and D(r+) = 0. We define the manifold-with-boundary
M+:
M+ = R× [r+,∞)× S2,
such that M+ is covered by the coordinate chart (v, r, θ, ϕ), with v ∈ R, r ∈ [r+∞),
θ ∈ (0, pi), ϕ ∈ (0, 2pi). We equipM+ with the metric g given by the expression (2.3). The
boundary H+ = {(v, r, θ, ϕ) : r = r+} is a null hypersurface, which from now on we will
call the future event horizon of the spacetime.
From the assumption on D above, we can moreover define the manifold-with-boundary
M− by
M− = R× [r+,∞)× S2,
such that M− is covered by the coordinate chart (u, r, θ, ϕ), with u ∈ R, r ∈ [r+∞),
θ ∈ (0, pi), ϕ ∈ (0, 2pi). We equipM− with the metric g given by the expression (2.1). The
boundary H− = {(u, r, θ, ϕ) : r = r+} is a null hypersurface. We will refer to H− as the
past event horizon of the spacetime.
We will denote
M =M+ ∪M− =M+ ∪H− =M− ∪H−.
See Figure 7 for the corresponding Penrose diagram. The minimum value of r on M is
denoted as rmin, so rmin = r+ in this case. In this paper, we will only be dealing with the
extension M+.
The domains of outer communication of Reissner–Nordstro¨m black hole spacetimes, for
which
D(r) = 1− 2M
r
+
e2
r2
,
where |e| ≤ M is a constant, are examples of a spacetime region satisfying the above
assumptions on M in the case where rmin = r+ > 0.
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As a second case, we extend D to D : [0,∞) → R, such that D(r) ≥ dD, for some
constant dD > 0. We now consider the manifold M = R× R3, and the submanifold
M˚ =M\ {R× {0}} = R× (0,∞)× S2,
which is covered by the coordinate chart (v, r, θ, ϕ), with v ∈ R, r ∈ (0,∞), θ ∈ (0, pi),
ϕ ∈ (0, 2pi).
We equip M˚ with the metric g given by the expression (2.3). Note that g can be
extended to the entire manifoldM after a suitable change of coordinates. Clearly rmin = 0
in this case, where rmin = 0 denotes the infimum of r on M˚. The Penrose diagram of such
spacetimes is depicted in Figure 6.
The case D(r) = 1 corresponds to the Minkowski spacetime which clearly is an example
of a spacetime satisfying the above assumptions.
2.3 Foliations
Let Σ˜ be an asymptotically flat spacelike hypersurface in M interesecting H+ such that
Σ˜ ∩H+ is isometric to a round sphere.
Consider the outgoing null hypersurface Nu′ = {(u, r, θ, ϕ) : u = u′, r ≥ R}. Now,
define the following spacetime regions contained in A′:
Au2u1 =
⋃
u∈[u1,u2]
Nu
and the extended region
A =
⋃
u∈[0,∞)
Nu.
By shifting the coordinate u by a constant, we can assume without loss of generality
that Σ˜ ∩ {r = R} = {u = 0} ∩ {r = R}. Denote N = N0 and consider the spacelike-null
hypersurface
Σ
.
= Σ˜ ∩ {r ≤ R} ∪ N
and let τ be a smooth function on J+(Σ), such that τ |Σ = 0, and T (τ) = 1. Note that in
A it holds that τ = u.
Let Iv′(τ1, τ2) .= {v = v′, τ1 ≤ u ≤ τ2} denote ingoing null segments in Aτ2τ1 . Finally,
we denote the main spacetime region on interest in this paper by R, where
R = J+(Σ) =
⋃
τ∈[0,∞)
Στ .
See Figure 5 for an illustration of the above foliation.
It will also be convenient to introduce a foliation with leaves that are hyperboloidal
spacelike hypersurface which terminate at null infinity. In order to construct the hyper-
boloidal foliation, we will first consider a vector field
Y = ∂r + h(r)∂v,
with h : [rmin,∞)→ R a smooth function, such that:
1
maxrmin ≤r≤RD(r)
≤ h(r) < 2
D(r)
if r ≤ R,
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Figure 5: The Penrose diagram of the far-away spacetime region A′ = {r ≥ R} embedded
in a larger spacetime.
0 <
2
D(r)
− h(r) = O1(r−1−η) if r > R,
for some η > 0. Note that by construction Y is spacelike, i.e.
g(Y, Y ) = h(r)(2− h(r)D(r)) > 0
for all r ∈ [rrmin,∞).
We will construct the hyperboloidal leaves by considering the integral curves γY ⊂M
of Y . By considering as a parameter the function r, we have that γY : [rmin,∞)→ R, with
γY (r) = (vY (r), r, θ0, ϕ0),
in (v, r, θ, ϕ) coordinates, where we keep θ0, ϕ0 fixed, we have that
dvY
dr = h(r) and moreover
vY (R) = v0. By choosing v0 sufficiently large, we can guarantee that γY (R) ∈ R as v
increases in the future direction along r = R.
We first restrict to the region R \ A′. There, vY is given by
vY (r) = v0 −
∫ R
r
h(r′) dr′.
By choosing v0 suitably large depending on R and h, we can ensure that vY (r˜) is larger
than v(Σ∩{r = r˜}) for all rmin ≤ r˜ ≤ R. This implies that γY (r) ∈ R for all rmin ≤ r ≤ R.
Now, consider the region A′. Using that u = v − 2r∗, we can express γY in (u, r, θ, ϕ)
coordinates. We obtain:
γY (r) = (uY (r) = vY (r)− 2r∗(r), r, θ0, ϕ0),
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with duYdr = h − 2D . By the assumptions on h above, we therefore have that duYdr < 0 and
moreover
|uY (r)− uY (R)| =
∣∣∣∣∫ r
R
h(r′)− 2
D(r′)
dr′
∣∣∣∣
≤ CY (R−η − r−η) ≤ CYR−η,
where CY > 0 is a constant that depends on the choice of h. In particular, we observe that
for v0 suitably large (depending on CY and R) uY satisfies the in equality uY (r) > 0, and
hence we can conclude that also γY (r) ∈ R for all r ≥ R.
We define the spacelike hyperboloidal hypersurface S as
S = {(v, r, θ, ϕ) : v = vY (r), r ∈ [rmin,∞)}.
By construction, we have that S ⊂ R.
We can now construct a hyperboloidal foliation of a subset of R, by taking as our leaves
the spacelike hypersurfaces Sτ˜ ′ = {τ˜ = τ˜ ′}, where τ˜ : R ∩ J+(S) → [0,∞) is the function
defined by: τ˜ |S = 0 and T (τ˜) = 1. Then,
J+(S) =
⋃
τ˜∈[0,∞)
Sτ˜ .
It will also be useful to introduce coordinates on R ∩ J+(S), corresponding to the
hyperboloidal foliation. We consider the coordinate chart (τ˜ , ρ, θ, ϕ), with ρ = r|S0 and
∂ρ = Y . By construction, we can estimate
τ − τ0 ≤ τ˜ ≤ τ + τ0, (2.4)
for some τ0 = τ0(D,R,S0,Σ) > 0.
2.3.1 Additional notational conventions
In this section, we will introduce several notational conventions that will be used throughout
the paper. First of all, we write
f . A,
for a positive function f and a constant A, when there exists a uniform constant C > 0,
depending only on the geometry of (R, g), such that
f ≤ C ·A.
We also write
f ∼ A
when there exist two uniform constants C > c > 0 such that
c ·A ≤ f ≤ C ·A.
The induced volume form on the spacelike-null hypersurfaces Στ will be denoted by
dµΣτ and the induced volume form on the hyperboloidal hypersurfaces Sτ˜ will be denoted
by dµSτ˜ . Here, where we let dµΣτ |Nτ = r2dωdr along Nτ . Moreover, L will denote the
ingoing null vector field satisfying L(u) = 1 and L the outgoing null vector field satisfying
L(v) = 1.
We will additionally denote the future-directed normal along Στ by nΣτ , with the
shorthand form nτ . We moreover let nτ |Nτ = L. Furthermore, we will denote the future-
directed normal along Sτ˜ by nSτ˜ and nτ˜ .
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RFigure 6: A Penrose diagram of M in the case rmin = 0.
R
H+
H−
Στ
Σ N
Nτ
r = R
Figure 7: Penrose diagram of M in the case rmin = r+.
2.4 Assumptions for the wave equation
We consider the spacetime region (R, g) defined in Section 2.3 and formulate a global
existence and uniqueness statement for the linear wave equation (1.1) with smooth mixed
Cauchy and characteristic initial data on Σ.4
Theorem 2.1. Let Ψ ∈ C∞(Σ), Ψ′ ∈ C∞(Σ \ N ). Then there exists a unique smooth
4For convenience, we formulated a global existence and uniqueness statement for smooth initial data.
Instead, we could have taken our data to be less regular, i.e. Ψ ∈W k+1,2loc or Ψ′ ∈W k,2loc for k ≥ 0.
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function ψ : R → R satisfying
gψ = 0,
ψ|Σ = Ψ,
n
Σ˜
(ψ)|
Σ˜\Σ′ = Ψ
′.
We will moreover always assume that Ψ→ 0 as r →∞.
We denote the stress-energy tensor corresponding a function f : R → R by T[f ]. The
stress-energy tensor T[f ] is a symmetric 2-tensor, with components
Tαβ[f ] = ∂αf∂βf − 1
2
gαβ(g
−1)κλ∂κf∂λf,
with respect to a coordinate basis. Note that div T[ψ] = 0 for solutions ψ to (1.1).
We define the energy current JV [f ] with respect to a function f and a vector field V
on R as the following contraction:
JV [f ]
.
= T(V, ·).
Let W be another vector field on R. We will make use of the following notation:
JV [ψ] ·W .= T(V,W ).
It will be convenient to split
div JV [f ] = KV [f ] + EV [f ],
where
KV [f ]
.
= Tαβ∇αVβ, (2.5)
EV [f ] .= V (f)gf. (2.6)
Note that in particular, EV [ψ] = 0 for solutions ψ to (1.1).
2.4.1 Energy boundedness for scalar waves
Let N be a strictly timelike vector field N , such that N = T in A. In the rmin = 0 case,
we can take N = T , whereas in the rmin = r+ > 0 case, we can construct N such that
N = T − Y for r+ ≤ r ≤ r0 and N = T for r ≥ r1, with r+ < r0 < r1, by employing a
smooth cut-off function.
We will assume the following energy boundedness statement for the wave equation as
a “black-box”: assume that ∫
Σ
JN [ψ] · nΣ dµΣ <∞.
Then there exists a uniform constant C > 0, such that for all v∫
Στ
JN [ψ] · nτ dµΣτ +
∫
Iv(0,τ)
JN [ψ] · L r2dωdu ≤ C
∫
Σ
JN [ψ] · nΣ dµΣ. (2.7)
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Remark 2.1. Note that the geometric assumptions in Section 2.1 and 2.2 together with the
energy boundedness assumption above do not fix the behaviour of D in the spacetime region
R \ A. A spacetime satisfying only these assumptions allows in particular for complicated
trapping behaviour of null geodesics; see [60, 45, 4]. In [60, 45], in particular, it is shown
that trapping can be the source of time-decay for ψ with merely a logarithmic rate. We
will, however, consider only spacetimes where the behaviour of ψ in R \ A does not form
an obstruction to decay estimates. Quantitatively, this amounts to making an additional
assumption of suitable Morawetz estimates, or integrated local energy decay statements in
the assumption below.
2.4.2 Morawetz estimates for scalar waves
We assume that the region R \ A does not form an obstruction to decay by imposing the
following Morawetz estimate as another black-box: there exists a uniform constant C > 0,
such that for all 0 < τ1 < τ2∫ τ2
τ1
(∫
Στ\Nτ
JN [ψ] · nτ dµΣτ
)
dτ ≤ C
∫
Στ1
JN [ψ] · nτ1 + JN [Tψ] · nτ1 dµΣτ1 . (2.8)
We will moreover assume local Morawetz estimates in A without a loss of derivatives for
higher-order derivatives of ψ :∫ τ2
τ1
(∫
Nτ∩{R˜≤r≤R˜+1}
JT [∂αψ] · nτ dµΣτ
)
dτ ≤ Cα
∑
k≤|α|
∫
Στ1
JN [T kψ] · nτ1 , (2.9)
for |α| ≥ 0 and R˜ ≥ R, where Cα > 0 depends on R˜ and the choice of α.
The Morawetz estimates above have in particular been obtained for sub-extremal
Reissner–Nordstro¨m spacetimes (see, for instance, [28, 14]). The left hand side of 2.8
has been shown to blow up for generic smooth, compactly supported data on Σ in extremal
Reissner–Nordstro¨m, which are therefore not included in the class of spacetimes studied
in this paper. However, a degenerate Morawetz estimate still holds in the extremal case
(see [7]). This allows us to appropriately adapt the methods developed in this paper to the
extremal case separately ([3]).
Remark 2.2. Whenever a spacetime contains trapped null geodesics, one cannot arrive
at a Morawetz estimate like (2.8) without “losing derivatives” on the right-hand side; see
[68, 67]. However, the trapping of null geodesics in example Schwarzschild and Kerr (away
from the event horizon) is a high-angular frequency phenomenon; that is to say, if we
restrict ψ to a fixed angular mode ψ`, we can remove the loss of derivatives in (2.8), at
the expense of replacing the uniform constant on the right-hand side with a constant that
grows polynomially in `. Note that we can also relax the assumption (2.8) to allow for the
loss of any finite number of derivatives on the right-hand side.
2.5 Spherical decompositions and Hardy and Poincare´ inequalities
In this section, we review some standard inequalities that play a central role in our proofs.
Lemma 2.2 (Hardy inequalities). Let q ∈ R and f : [r0,∞)→ R a C1 function. Then,∫ ∞
r0
rqf2(r) dr ≤ 4
(q + 1)2
∫ ∞
r0
rq+2(∂rf)
2(r) dr (2.10)
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for q 6= −1, if f(r0) = 0 and lim
r→∞ r
q+1f2(r) = 0,∫ ∞
r0
f2(r) dr ≤ 4
∫ ∞
r0
(r − r0)2(∂rf)2(r) dr if lim
r→∞ rf
2(r) = 0. (2.11)
Proof. Let q 6= −1. We integrate ∂r(rq+1f2) and use the boundary conditions on f to
obtain:
0 =
∫ ∞
r0
∂r(r
q+1f2) dr = (q + 1)
∫ ∞
r0
rqf2 dr + 2
∫ ∞
r0
rq+1f∂rf dr.
By applying a (weighted) Cauchy–Schwarz inequality, we can further estimate
2
∫ ∞
r0
rq+1|f ||∂rf | dr ≤ 2
√∫ ∞
r0
rqf2 dr
√∫ ∞
r0
rq+2(∂rf)2 dr.
We therefore obtain the inequality∫ ∞
r0
rqf2 dr ≤ 2
q + 1
√∫ ∞
r0
rqf2 dr
√∫ ∞
r0
rq+2(∂rf)2 dr.
We arrive at (2.10) by dividing both sides of the above inequality by
√∫∞
r0
rqf2 dr and
then squaring both sides of the resulting inequality.
The estimate (2.11) follows by considering ∂r((r − r0)f2) and repeating the argument
above.
We can decompose any C2 function f : R → R into spherical harmonic modes, i.e.
f =
∞∑
`′=0
f`=`′ ,
such that moreover, with respect to the coordinates (v, r, θ, ϕ) on R:
f`=`′(v, r, θ, ϕ) =
`′∑
m=−`′
f`′m(u, v)Y`′m(θ, ϕ),
where Y`m are the spherical harmonics, which constitute a complete basis on L
2(S2) of
eigenfunctions for the spherical Laplacian /∆S2 with eigenvalues −`(` + 1) and f`′m are
functions of only v and r. In particular,
/∆f`=L = r
−2 /∆S2f`=L = −r−2L(L+ 1)f`=L.
Furthermore, let `, `′ ≥ 0, then∫
S2
ψ`=Lψ`=L˜ dω =
4pi
2L+ 1
δLL˜
L∑
m=−L
|ψLm|2.
We denote for L ≥ 1
ψ`≥L
.
= ψ −
L−1∑
`′=0
ψ`=`′ .
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From the assumptions on the metric g in Section 2.1, it follows that for all L ≥ 0
gψ`=L = 0,
so each spherical harmonic mode ψ`=`′ and moreover each sum ψ`≥L are solutions to (1.1).
The following lemma is a standard result corresponding to the spherical harmonic
decomposition.
Lemma 2.3 (Poincare´ inequality on S2). Let L ≥ 1. Then∫
S2
ψ2`≥L dω ≤
1
L(L+ 1)
r−2
∫
S2
| /∇ψ`≥L|2 dω. (2.12)
In the case ψ is supported on a single harmonic mode the inequality becomes an equality:∫
S2
ψ2`=L dω =
1
L(L+ 1)
r−2
∫
S2
| /∇ψ`=L|2 dω. (2.13)
Furthermore, ∫
S2
r2| /∇ψ|2 dω ≤
∫
S2
( /∆S2ψ)
2 dω. (2.14)
We denote the three spacelike Killing vector asssociated to the spherical symmetry of
the spacetime by Ωi, with i = 1, 2, 3. They can be expressed in spherical coordinates as
follows:
Ω1 = sinϕ∂θ + cot θ cosϕ∂ϕ,
Ω2 = − cosϕ∂θ + cot θ sinϕ∂ϕ,
Ω3 = ∂ϕ.
We will make frequent use of the following shorthand notation:
Ωk = Ωk11 Ω
k2
2 Ω
k3
3 ,
where k = (k1, k2, k3) ∈ N0.
Lemma 2.4. There exists a numerical constant C > 0 such that∫
S2
| /∇f |2 dω ≤ Cr−2
∑
|k|=1
∫
S2
(Ωkf)2 dω. (2.15)
Furthermore, ∫
S2
( /∆f)2 dω ≤ Cr−2
∑
|k|=1
∫
S2
| /∇Ωkf |2 dω. (2.16)
By combing a standard Sobolev inequality, together with Lemma 2.4, we obtain the
following Sobolev inequality on S2.
Lemma 2.5. There exists a numerical constant C > 0 such that
sup
ω∈S2
f2(ω) ≤ C
∑
|k|≤2
∫
S2
(Ωkf)2(ω) dω. (2.17)
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Lemma 2.6 (Interpolation inequality). Let f : R+ × [R,∞)→ R be a function such that
the following inequalities hold:∫ ∞
R
rp−f2(τ, r) dr ≤D1(1 + τ)−q, (2.18)∫ ∞
R
rp+1−f2(τ, r) dr ≤D2(1 + τ)−q+1, (2.19)
for some τ -independent constants D1, D2 > 0, q ∈ R and  ∈ (0, 1).
Then ∫ ∞
R
rpf2(τ, r) dr . max{D1, D2}(1 + τ)−q+. (2.20)
Proof. We split∫ ∞
R
rpf2(τ, r) dr =
∫ τ+R
R
rpf2(τ, r) dr +
∫ ∞
τ+R
rpf2(τ, r) dr.
We use (2.18) to estimate∫ τ+R
R
rpf2(τ, r) dr =
∫ τ+R
R
rrp−f2(τ, r) dr ≤ (τ +R)
∫ τ+R
R
rp−f2(τ, r) dr
≤ CD1(1 + τ)−q+.
We use (2.19) to estimate∫ ∞
τ+R
rpf2(τ, r) dr =
∫ ∞
τ+R
r−1+rp+1−f2(τ, r) dr ≤ (τ +R)−1+
∫ ∞
τ+R
rp+1−f2(τ, r) dr
≤ CD2(1 + τ)−q+.
We obtain (2.20) by adding the above two inequalities.
2.6 The Dafermos–Rodnianski hierarchy and applications
We state here precisely the rp-hierarchies obtained by Dafermos and Rodnianski in [29].
Proposition 2.7 (The Dafermos–Rodnianski rp-weighted estimates). Let ψ be a
solution to (1.1) corresponding to initial data from Theorem 2.1 on (R, g). Denote φ = rψ.
Let p ∈ (0, 2]. Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rφ)
2 dωdr +
∫
Au2u1
prp−1(∂rφ)2 + (2− p)rp−1| /∇φ|2 dωdrdu
+
∫
I+
rp| /∇φ|2 dωdu ≤
≤ C
∫
Nu1
rp(∂rφ)
2 dωdr + C
∫
Σu1
JT [ψ] · nΣu1 dµu1 ,
(2.21)
where C = C(D,R) > 0 is a constant.
As an application of the above rp-weighted inequalities, one can obtain the following
decay estimates for rψ and r1/2ψ.
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Proposition 2.8. Let ψ be a solution to (1.1) corresponding to initial data from Theorem
2.1 on (R, g). Then there exists a constant C = C(D,R) > 0 such that for all u ≥ 0 we
have that: ∫
Σu
JN [ψ] · nΣudµΣu ≤ C(1 + u)−2Edr[ψ], (2.22)
with
Edr[ψ]
.
=
∑
k≤2
∫
Σ0
JN [T kψ] · nΣ0dµΣ0 +
∫
N0
r(∂r(Tφ))
2dωdr +
∫
N0
r2(∂rφ)
2dωdr.
and moreover
sup
Στ
r
1
2 |ψ| ≤ C(1 + τ)−1
∑
|α|≤2
√
Edr[Ωαψ],
sup
Στ
|rψ| ≤ C(1 + τ)− 12
∑
|α|≤2
√
Edr[Ωαψ].
3 Limits at null infinity
In this section we will derive time-dependent estimates for the radiation field φ
.
= rψ and
its naturally r-weighted higher-order derivatives that will be applied in the subsequent
sections. We will use these to derive the asymptotic behaviour at I+ of rψ and its r-
weighted derivatives in the r-variable.
Note that in this section we can relax it is sufficient to consider (R, g) that only satisfy
the assumptions in Section 2.1. That is to say, we do not need to invoke the energy
boundedness assumption and the Morawetz estimates from Section 2.4.
3.1 Commuting g with r-weighted vector fields
We first derive the appropriate equations for rψ and its derivatives. We denote the ingoing
and outgoing null vector fields by L and L, respectively, which in double null coordinates
(u, v, θ, ϕ) are given by L = ∂u and L = ∂v, whereas in Bondi coordinates (u, r, θ, ϕ) we
have that
L = ∂u − 1
2
D∂r,
L =
1
2
D∂r.
In (u, r, θ, ϕ) coordinates, the equation (1.1) becomes:
gψ = −2∂u∂rψ +D∂2rψ − 2r−1∂uψ + (D′ + 2r−1D)∂rψ + /∆ψ = 0.
See (A.6) in Appendix A.1 for a derivation.
Lemma 3.1. Let ψ be a solution to (1.1) emanating from initial data given as in Theorem
2.1 on (R, g). Then φ = rψ satisfies the following equation:
gφ = −2r−1∂uφ+ 2Dr−1∂rφ+D′r−1φ. (3.1)
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Furthermore,
2∂u∂rφ = ∂r(D∂rφ)−D′r−1φ+ /∆φ, (3.2)
which is equivalent to
2L(∂rφ) = D
′∂rφ−D′r−1φ− /∆φ. (3.3)
Proof. See Appendix A.1.
It will be necessary to additionally consider two types of first-order radiation fields:
Φ
.
= r2∂r(rψ),
Φ˜
.
= r(r −M)∂r(rψ).
Using that gψ = 0, we can similarly derive equations for Φ and Φ˜.
Lemma 3.2. Let ψ be a solution to (1.1) emanating from initial data given as in Theorem
2.1 on (R, g).
Then Φ = r2∂rφ and Φ˜ = r(r −M)∂rφ satisfy the following equations:
(i)
gΦ = r−1
[
4D −D′r] ∂rΦ− 2r−1∂uΦ + r−1[−D′′r + 3D′ − 2Dr−1]Φ
+ r[D′′ +D′r−1]φ,
(3.4)
and moreover
−2∂u∂rΦ = −D∂2rΦ + r−1
[
2D − 2D′r] ∂rΦ− /∆Φ
+ r−1[−D′′r + 3D′ − 2Dr−1]Φ + r[D′′ +D′r−1]φ, (3.5)
which is equivalent to
2L(∂rΦ) = −r−1
[
2D − 2D′r] ∂rΦ + /∆Φ− r−1[−D′′r + 3D′ − 2Dr−1]Φ
− r[D′′ +D′r−1]φ. (3.6)
(ii)
gΦ˜ = r−1(4D −D′r +MD(r −M)−1)∂rΦ˜− 2r−1∂uΦ˜−M /∆φ
+ r−1[−D′′r + 3D′ − 2Dr−1 −MD(r −M)−2
+M(r −M)−1(D′ −Dr−1)]Φ˜ + [(r −M)D′′ +D′]φ,
(3.7)
and moreover
−2∂u∂rΦ˜ = −D∂2r Φ˜ + r−1
[
2D − 2D′r +MD(r −M)−1] ∂rΦ˜−M /∆φ− /∆Φ˜
+ r−1[−D′′r + 3D′ − 2Dr−1 −MD(r −M)−2
+M(r −M)−1(D′ −Dr−1)]Φ˜ + [(r −M)D′′ +D′]φ.
(3.8)
Proof. See Appendix A.1.
Finally, we consider a second-order radiation field, which we denote by Φ(2) and it is
given by
Φ(2) = (r
2∂r)
2(rψ).
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Lemma 3.3. Let ψ be a solution to (1.1) emanating from initial data given as in Theorem
2.1 on (R, g). Then Φ(2) = r2∂rΦ satisfies the following equation:
gΦ(2) = r−1[6D − 2D′r]∂rΦ(2) − 2r−1∂uΦ(2) + r−1[−6Dr−1 − 3D′′r + 7D′]Φ(2)
+ r[−D′′′r + 2D′′ + 2D′r−1]Φ + r3[D′′′ + 4D′′r−1 + 2D′r−2]φ (3.9)
and moreover
2∂u∂rΦ(2) =D∂
2
rΦ(2) − [4Dr−1 +D′]∂rΦ(2) + /∆Φ(2) − r−1[−6Dr−1 − 3D′′r + 7D′]Φ(2)
− r[−D′′′r + 2D′′ + 2D′r−1]Φ− r3[D′′′ + 4D′′r−1 + 2D′r−2]φ,
(3.10)
which is equivalent to
2L(∂rΦ(2)) = − [4Dr−1 +D′]∂rΦ(2) + /∆Φ(2) − r−1[−6Dr−1 − 3D′′r + 7D′]Φ(2)
− r[−D′′′r + 2D′′ + 2D′r−1]Φ− r3[D′′′ + 4D′′r−1 + 2D′r−2]φ. (3.11)
Proof. See Appendix A.1.
We can apply the above lemmas together with the energy boundedness assumption of
Section 2.4 to obtain u-dependent estimates for the radiation field and its higher-order
derivatives.
Proposition 3.4. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
(i) If we assume that ∫
Σ
JT [ψ] · nΣ dµΣ <∞ (3.12)
and
lim
r→∞
∫
S2
φ2 dω
∣∣
u′=0 <∞, (3.13)
then for all u ≥ 0, we have along each Nu that∫
S2
φ2 dω
∣∣
u′=u ≤ C0(u), (3.14)
with a u-dependent constant C0(u) > 0.
(ii) If we additionally assume that∑
|k|≤2
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞,
and
lim
r→∞
∑
|k|≤2
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞, (3.15)
lim
r→∞
∫
S2
Φ2 dω
∣∣
u′=0 <∞, (3.16)
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then we also have that
lim
r→∞
∫
S2
φ2 dω
∣∣
u′=u <∞
and ∫
S2
Φ2 dω
∣∣
u′=u ≤ C1(u), (3.17)
lim
r→∞
∫
S2
Φ2 dω
∣∣
u′=u <∞, (3.18)
with a u-dependent constant C1(u) > 0.
(iii) If we moreover assume that∑
|k|≤4
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞
and
lim
r→∞
∑
|k|≤4
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞, (3.19)
lim
r→∞
∑
|k|≤2
∫
S2
(ΩkΦ)2 dω
∣∣
u′=0 <∞, (3.20)
lim
r→∞
∫
S2
(
r−nΦ(2)
)2
dω
∣∣
u′=0 <∞, (3.21)
for some 0 ≤ n ≤ 2, then we additionally have that∫
S2
(
r−nΦ(2)
)2
dω
∣∣
u′=u ≤ C2(u), (3.22)
lim
r→∞
∫
S2
(
r−nΦ(2)
)2
dω
∣∣
u′=u <∞, (3.23)
with a u-dependent constant C2(u) > 0.
Proof. It will be convenient to work in (u, v, θ, ϕ) coordinates. By the fundamental theorem
of calculus and Cauchy–Schwarz, we can estimate
|ψ|2(u, v, θ, ϕ) ≤ |ψ|2(0, v, θ, ϕ) +
∫ u
0
du′ ·
∫ u
0
(Lψ)2(u′, v, θ, ϕ) du′.
After integrating over S2 and using (A.2), we therefore obtain∫
S2
ψ2(u, v, θ, ϕ) dω ≤
∫
S2
ψ2(0, v, θ, ϕ) dω + u
∫
Iv(0,u)
JT [ψ] · Lr2dωdu.
Boundedness of the energy on the right-hand side follows by application of the diver-
gence theorem together with the Killing property of T and assumption (3.12).
Similarly, we can apply the fundamental theorem of calculus to obtain
φ(u, v, θ, ϕ) = φ(0, v, θ, ϕ) +
∫ u
0
L(rψ)(u′, v, θ, ϕ) du′. (3.24)
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We can further estimate by Cauchy–Schwarz∫
S2
(∫ u
0
|L(rψ)| du′
)2
dω ≤ u
∫
Iv(0,u)
JT [ψ] · Lr2dωdu+
∫
S2
(∫ u
0
D|ψ| du′
)2
dω.
After applying the Sobolev inequality (2.5), the estimate for ψ above and the assumptions
on the initial data imply that there exists a constant C0(u) > 0, such that∫
S2
φ2(u, v, θ, ϕ) dω ≤ C0(u)
for all u ≥ 0.
We apply the fundamental theorem of calculus again to obtain
∂rφ(u, v, θ, ϕ) = ∂rφ(0, v, θ, ϕ) +
∫ u
0
L(∂rφ)(u
′, v, θ, ϕ) du′, (3.25)
where ∂r = 2D
−1∂v. By (3.3) we can estimate
|L(∂rφ)| ≤ CMr−2|∂rφ|+ Cr−3|φ|+ Cr−2| /∆S2φ|.
Consequently,
L
(∫
S2
(∂rφ)
2 dω
)
≤ C
∫
S2
r−2(∂rφ)2 dω +
∫
S2
r−4φ2 + r−2( /∆S2φ)2 dω.
We use (2.15) and (2.16) to estimate the ( /∆S2φ)
2 integral by using the above estimates
for ψ applied also to Ωψ and Ω2ψ. We then apply a standard Gro¨nwall inequality to obtain∫
S2
(∂rφ)
2 dω
∣∣
u′=u ≤ C
(
1 +
∫
S2
(∂rφ)
2 dω
∣∣
u′=0
)
.
Subsequently, we can conclude that
lim
v→∞L(∂rφ)(u, v, θ, ϕ) = 0
for all u ≥ 0 and therefore, by the bounded convergence theorem applied to (3.25),
lim
r→∞
∫
S2
(∂rφ)
2(u, v, θ, ϕ) dω = 0.
More generally, we have that
L(rn∂rφ) =
1
2
(−nr−1D +D′) rn∂rφ− 1
2
D′rn−1φ− 1
2
rn−2 /∆S2φ, (3.26)
for 0 ≤ n ≤ 2. By similar arguments we can therefore similarly conclude that∫
S2
r2n(∂rφ)
2 dω
∣∣
u′=u ≤ C
(
1 +
∫
S2
r2n(∂rφ)
2 dω
∣∣
u′=0
)
. (3.27)
for n ≤ 2.
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We moreover have that ∂rφ is integrable in r for k ≤ 2 by applying (3.27) with n = 2.
Hence,
lim
r→∞
∫
S2
φ2(u, v, θ, ϕ) dω <∞.
The above limit and (3.27) for n ≤ 2 allow us to apply the bounded convergence theorem
once more and conclude that
lim
r→∞
∫
S2
r4(∂rφ)
2 dω
∣∣
u′=u <∞.
In order to prove (3.22), we proceed similarly by using the fundamental theorem of
calculus together with (3.6) and the results above. We obtain (3.23) by applying the
bounded convergence theorem, as above.
Proposition 3.5. Let ψ be a solution to (1.1) as in Proposition 3.4. Fix n ≥ 1 and
0 ≤ k ≤ 2. If we assume that ∑
|l|≤4+2n
∫
Σ
JT [Ωlψ] · nΣ dµΣ <∞,
and
lim
r→∞
∑
|l|≤4+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2n
∫
S2
(
r−kΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and additionally
lim
r→∞
∑
|l|≤2n−2s
∫
S2
(
rm∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n and 0 ≤ m ≤ s+ 1− k, then we have that
lim
r→∞
∑
|l|≤2n−2s
∫
S2
(
rm∂srΩ
lΦ(2)
)2
dω
∣∣
u′=u ≤ C3;s(u),
lim
r→∞
∑
|l|≤2n−2s
∫
S2
(
rm∂srΩ
lΦ(2)
)2
dω
∣∣
u′=u <∞,
for each 1 ≤ s ≤ n and 0 ≤ m ≤ s+ 1− k, with C3;s(u) > 0 a u-dependent constant.
Proof. The proof proceeds analogously to the proof of Proposition 3.4 by considering
g(r2−k∂rΦ(2)) and g(∂s−1r (r2−k∂rΦ(2))).
Remark 3.1. Proposition 3.4 and Proposition 3.5 should be thought of as “preliminary”
pointwise estimates for the radiation fields at infinity. In particular, we will obtain in
Section 8.3 far more refined estimates for φ that are uniform in u and even provide u-
decay for φ.
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3.2 The first Newman–Penrose constant
Next, we can consider the quantity
r2∂r(rψ0)
∣∣
I+(u)
.
= lim
r→∞ r
2∂r(rψ0)(u, r) for ψ0 =
1
4pi
∫
S2 ψ dω, (3.28)
which is known as the first Newman–Penrose quantity (see [63, 64]). By Proposition 3.4, it
is well-defined for suitably decaying data. In the proposition below, we show that the first
Newman–Penrose quantity is actually a constant, i.e. it is independent of u and determined
by initial data on Σ.
Proposition 3.6. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on a spacetime (R, g). Then the first Newman–Penrose quantity defined in
(3.28) is independent of u.
Proof. By the results of Lemma 3.4 together with (3.26) with n = 2, we have that
|L(r2∂rφ0)| ≤ C(u) for r ≥ R,
lim
r→∞L(r
2∂rφ0)(u, r) = 0 for allu ≥ 0.
The above equality holds because the only non-trivial term on the right-hand side of (3.26)
as r →∞ is /∆S2φ which vanishes since ψ is assumed to be spherically symmetric. By the
bounded convergence theorem, we therefore have that
r2∂r(rψ0)
∣∣
I+(u) = limr→∞ r
2∂rφ0(u, r) = lim
r→∞ r
2∂rφ0(0, r) = r
2∂r(rψ0)
∣∣
I+(0),
for all u ≥ 0.
Let us now define
I0[ψ]
.
= lim
r→∞ r
2∂r(rψ0)
∣∣∣
Σ
.
Then, in light of Proposition 3.28, we have that
r2∂r(rψ0)
∣∣
I+(u) = I0[ψ]
for all u ≥ 0. We therefore refer to I0[ψ] as the first Newman–Penrose constant.
We conclude this section by stating an auxiliary result that can be applied to solutions
ψ = ψ0 to (1.1) that emanate from data for which I0[ψ] = 0.
Proposition 3.7. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g). Let 0 ≤ n ≤ 3 and assume additionally that
|rn∂r(rψ0)|N ≤ C, (3.29)
for some constant C <∞ where ψ0 =
∫
S2 ψ, then we have that
|rn∂r(rψ0)|Nu ≤ K(u), (3.30)
for all 0 ≤ u <∞, where K(u) <∞.
Proof. The estimate (3.30) follows analogously to the results in Lemma 3.4. We apply the
results of Lemma 3.4 together with (3.26) with 0 ≤ n ≤ 3. Here, it is critical that the term
rn−2 /∆S2φ that appears on the right-hand side of (3.26) vanishes for spherically symmetric
ψ. The estimate (3.30) then follows from the fundamental theorem of calculus together
with a Gro¨nwall inequality.
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4 Commutator estimates for ψ1 = ψ − 14pi
∫
S2 ψ
In this section, we will derive new hierarchies of rp-weighted estimates for ψ1 = ψ −
1
4pi
∫
S2 ψ dω, improving upon the Dafermos–Rodnianski hierarchy from Section 2.6 and also
the hierarchies obtained in [69, 62]. Unless specifically stated otherwise, we will
denote ψ1 by ψ in this section.
4.1 The hierarchy of estimates for ψ1
In this section, we will use the vector field r2∂r as a commutation vector field to derive an
additional hierarchy of rp-weighted estimates for r2∂r(rψ1) and for (r
2∂r)
2(rψ1).
Proposition 4.1 (rp-weighted estimates for r2∂r(rψ1)). Let ψ be a solution to (1.1)
emanating from initial data given as in Theorem 2.1 on (R, g).
Take p ∈ (−4, 2]. Denote
Φ = r2∂rφ = r
2∂r(rψ)
and assume that ∑
|k|≤2
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞,
and
lim
r→∞
∑
|k|≤2
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∫
S2
Φ2 dω
∣∣
u′=0 <∞.
Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rΦ)
2 dωdr +
∫
Au2u1
(p+ 4)rp−1(∂rΦ)2 + (2− p)rp−1| /∇Φ|2 dωdrdu
≤ C
∫
Nu1
rp(∂rΦ)
2 dωdr + C
∑
l≤1
∫
Σu1
JT [T lψ] · nu1 dµΣu1 ,
(4.1)
where C
.
= C(D,R) > 0 is a constant and we can take R = (p + 4)−1R0(D) > 0, with
R0(D) > 0 a constant.
Proof. Let χ : (0,∞)→ R be a smooth cut-off function, such that
χ(r) = 0 for r ≤ R,
χ(r) = 1 for r ≥ R+ 1.
Consequently χΦ(R) = 0, and χΦ(r) = Φ(r) for r ≥ R + 1. Consider the vector field
multiplier V = rp−2∂r. We apply the divergence theorem in the region Au2u1 on χΦ to
obtain ∫
Nu2
JV [χΦ] · Lr2dωdr +
∫
I+
JV [χΦ] · Lr2dωdu+
∫
Au2u1
divJV [χΦ] r2dωdrdu
=
∫
Nu1
JV [χΦ] · Lr2dωdr,
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where we used that the boundary term along the hypersurface {r = R} vanishes due to
the choice of cut-off χ. In Appendix A.1 it is shown that
r2JV [χΦ] · L = rpD2(∂r(χΦ))2,
r2JV [χΦ] · L∣∣I+ = rp| /∇Φ|2.
We split
divJV [χΦ] = KV [χΦ] + EV [χΦ].
Recall from Appendix A.1 that we have
KV [χΦ] =
1
2
rp−3
[
D(p− 4)−D′r] (∂r(χΦ))2 + 2rp−3∂r(χΦ)∂u(χΦ). (4.2)
We also have that
EV [χΦ] = V (χΦ)g(χΦ) = V (χΦ)g(χΦ).
From (3.4) it therefore follows that
EV [χΦ] = rp−3 [4D −D′r] (∂r(χΦ))2 − 2rp−3∂u(χΦ)∂r(χΦ)
+ rp−3[−D′′r + 3D′ − 2Dr−1]χΦ∂r(χΦ) + rp−1[D′′ +D′r−1]χφ∂r(χΦ)
+
∑
|α1|+|α2|≤1
Rχ[∂α1Φ · ∂α2Φ],
where we use the notation Rχ[f ] to denote all terms that are linear in f , multiplied by
factors depending non-trivially on the derivatives χ′ or χ′′.
Hence,
divJV [χΦ] =
1
2
rp−3
[
(p+ 4)D − 3D′r] (∂r(χΦ))2 + 1
2
(2− p)rp−3| /∇(χΦ)|2
+ rp−3[−D′′r + 3D′ − 2Dr−1]χΦ∂r(χΦ) + rp−1[D′′ +D′r−1]χφ∂r(χΦ)
+
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ · ∂α2Φ].
We can write
r2divJV [χΦ] = J0 + J1 + J2 +
∑
|α1|+|α2|≤1
Rχ[∂α1Φ · ∂α2Φ],
with
J0[χΦ]
.
=
1
2
rp−1
[
(p+ 4)D − 3D′r] (∂r(χΦ))2 + 1
2
rp−3(2− p)r2| /∇(χΦ)|2,
J1[χΦ]
.
= rp−1[−D′′r + 3D′ − 2Dr−1]χΦ∂r(χΦ),
J2[χΦ]
.
= rp+1[D′′ +D′r−1]χφ∂r(χΦ).
As χ(k) is supported in the region R ≤ r ≤ R+ 1 for k ≥ 1, Rχ[∂α1Φ · ∂α2Φ] must also
only be supported in the region R ≤ r ≤ R + 1. By the Morawetz estimate (2.9), we can
therefore estimate∫
Au2u1
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ · ∂α2Φ] dωdrdu ≤ C
∑
|α|≤2
∫
Au2u1∩{r≤R+1}
(∂αψ)2 dωdrdu
≤ C
∑
l≤1
∫
Σu1
JT [T lψ] · nΣu1 dµΣu1 .
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Note that J0 has a positive (good) sign if −4 < p ≤ 2 and R ≥ (p + 4)−1R0(D), for
R0(D) > 0 a suitably large constant. Moreover,
D = 1− 2M
r
+O3(r
−1−β),
D′ =
2M
r2
+O2(r
−1−β),
D′′ = −4M
r3
+O1(r
−3−β).
The leading order term of J1 is therefore −2rp−2χΦ∂r(χΦ). We integrate by parts to
obtain
−
∫
Au2u1
2rp−2χΦ∂r(χΦ) dωdrdu =−
∫
I+∩{u1≤u≤u2}
rp−2(χΦ)2 dωdu
+ (p− 2)
∫
Au2u1
rp−3(χΦ)2 dωdudr.
(4.3)
Recall also that∫
I+
JV [χΦ] · Lr2dωdu = 1
2
∫
I+
rp−2| /∇(χΦ)|2dωdu.
By the Poincare´ inequality (2.12), we can further estimate
1
2
∫
I+
rp| /∇(χΦ`≥L)|2dωdu ≤ 1
2
L(L+ 1)
∫
I+
rp−2(χΦ`≥L)2 dωdu.
Hence, for ψ = ψ`≥1 the boundary term in (4.3) gets absorbed by the flux term along I+.
Moreover, if ψ = ψ`=1 an exact cancellation occurs!
We can also apply the Poincare´ inequality to the bulk term in (4.3) to show that it gets
absorbed by the /∇(χΦ) term in J0 if p ≤ 2. If ψ = ψ`=1, an exact cancellation also occurs
for the bulk term.
The remaining terms can be estimated by applying a Cauchy–Schwarz inequality:∫
Au2u1
O(rp−3)χΦ∂r(χΦ) dωdudr ≤ 
∫
Au2u1
rp−1(p+ 4)(∂r(χΦ))2 dωdudr
+ C(p+ 4)
−1
∫
Au2u1
rp−5(χΦ)2 dωdudr,
where the first term on the right-hand side can be absorbed into J0 and the second term
can be estimated by applying the Hardy inequality (2.10):
(p+ 4)−1
∫
Au2u1
rp−5(χΦ)2 dωdudr ≤ C(p− 4)−2(p+ 4)−2
∫
Au2u1
(p+ 4)rp−3(∂r(χΦ))2 dωdudr,
(4.4)
for p < 4, using that Proposition 3.4 implies that limr→∞ rp−4
∫
S2 Φ
2(u, r, θ, ϕ) dω = 0 if
we use the assumptions on the initial data in the statement of the current proposition.
The right-hand side of (4.4) can be absorbed into J0 if R > (p+ 4)
−1(p− 4)−1R0, with
R0 = R0(D) > 0 suitably large.
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We are left with estimating J2. We can write
J2[χΦ] = (−2Mrp−2 +O(rp−2−β))χφ∂r(χΦ).
First, note that the integral of O(rp−2−β)χφ∂r(χΦ) can be easily estimated via Cauchy–
Schwarz and (2.10) and absorbed into J0.
We integrate the leading-order term in J2 by parts to obtain∫
Au2u1
− 2Mrp−2χφ∂r(χΦ) dωdrdu = −2M
∫
I+
rp−2φΦ dωdu
− 2M(2− p)
∫
Au2u1
rp−3χφχΦ dωdrdu+
∫
Au2u1
2Mrp−2∂r(χφ)χΦ dωdrdu
= − 2M
∫
I+
rp−2φΦ dωdu− 2M(2− p)
∫
Au2u1
rp−3χφχΦ dωdrdu
+
∫
Au2u1
2Mrp−4(χΦ)2 dωdrdu
+
∫
Au2u1
Rχ[φ · ∂rφ] dωdrdu.
(4.5)
The third term on the very right-hand side of (4.5) has a good sign and the fourth term
can be estimated using (2.9). In order to estimate the remaining terms, we will use that
there exists a unique smooth function f on S2 such that /∆S2f = Φ since
∫
S2 Φ dω = 0.
Therefore, we can integrate by parts on S2 to obtain∫
S2
φ · Φ dω =
∫
S2
/∆S2φ · f dω. (4.6)
Now we use
r2 /∆φ = 2LΦ + (2Dr−1 −D′)Φ1 +D′rφ, (4.7)
where L = ∂u − D2 ∂r is the ingoing null generator (i.e. ∂u in double null Eddington–
Finkelstein coordinates).
Using that φ, r2 /∆φ, Φ and Lφ have a well-defined limit on I+ by Proposition 3.4, it
follows that
r2 /∆φ|I+ = 2LΦ|I+ .
Hence, we can use (4.6) and (4.7) to obtain
−2M
∫
I+
rp−2φΦ dωdu =− 4M
∫
I+
rp−2L( /∆S2f)f dωdu
=2M
∫
I+
L(rp−2r2| /∇f |2) dωdu− (2− p)2M
∫
I+
rp−3r2| /∇f |2 dωdu
=2M lim
r→∞
∫
S2
rp−2r2| /∇f |2(u2, r, θ, ϕ) dω
− 2M lim
r→∞
∫
S2
rp−2r2| /∇f |2(u1, r, θ, ϕ) dω
− (2− p)2M
∫
I+
rp−3r2| /∇f |2 dωdu.
43
The first term on the very right-hand side has the correct sign and the third term has
to vanish for p < 3 because Φ is finite at I+. To estimate the second term, we apply the
Poincare´ inequality (2.14) followed by the fundamental theorem of calculus together with
Cauchy–Schwarz:
2M lim
r→∞
∫
S2
rp−2χ2r2| /∇f |2(u1, r, θ, ϕ) dω ≤M lim
r→∞
∫
S2
rp−2χ2Φ2(u1, r, θ, ϕ) dω
=M
∫
Nu1
∂r(r
p−2χ2Φ2) dωdr
≤M
2
∫
Nu1
rp(∂r(χΦ))
2 dωdr +
M
2
∫
Nu1
rp−4χ2Φ2 dωdr
−M(2− p)
∫
Nu1
rp−3χ2Φ2 dωdr
≤ C(3− p)−1
∫
Nu1
r2(∂r(χΦ))
2 dωdr −M(2− p)
∫
Nu1
rp−3χ2Φ2 dωdr,
(4.8)
where we applied (2.10) in the last inequality. The first term on the very right-hand side of
(4.8) is a constant multiple of a flux term that already appears in the divergence identity
for JV [Φ]. The second term has a good sign for p ≤ 2.
We can similarly estimate the second term on the very right-hand side of (4.5)
−2M(2− p)
∫
Au2u1
rp−3χ2φΦ dωdudr =− 2M(2− p)
∫
Au2u1
rp−3r2χ2 /∆φf dωdudr
=M(2− p)
∫
Au2u1
rp−3L(χr2| /∇f |2)) dωdudr
+M(2− p)
∫
Au2u1
(2Drp−4 −D′rp−3)χ2r2| /∇f |2 dωdudr
+M(2− p)
∫
Au2u1
rp−2D′χ2φf dωdudr
+
∑
|αi|≤1
∫
Au2u1
Rχ[∂α1φ · ∂α2φ] dωdrdu.
(4.9)
The second term on the right-hand side of (4.9) has a good sign if p ≤ 2. The third term
can be estimated using Cauchy–Schwarz, (2.12) and (2.14):∫
Au2u1
rp−2D′χ2φf dωdudr ≤ 
∫
Au2u1
rp−4χ2Φ2 dωdudr + C
∫
Au2u1
rp−4χ2φ2 dωdudr.
We absorb the Φ2 term into the second term on the right-hand side of (4.9) and estimate
the φ2 term by applying the Hardy inequality (2.10) twice.
By plugging all the estimates above into the divergence identity for Φ, we obtain∫
Nu2
rp(∂r(χΦ))
2 dωdr +
∫
Au2u1
(p+ 4)rp−1(∂r(χΦ))2 dωdrdu ≤ C
∫
Nu1
rp(∂r(χΦ))
2 dωdr
+ C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1 dµΣu1 .
(4.10)
44
Note that we can add the term (2 − p)rp−1| /∇χΦ|2 inside the spacetime integral on the
left-hand side. Indeed, for Φ`≥2 this term arises from J0, whereas for Φ`=1 we can apply
the equality (2.13) together with the Hardy inequality (2.10) to add rp−1| /∇χΦ`=1|2 to the
spacetime term.
In order to remove the cut-off χ in (4.10) we note that we can apply Hardy’s inequality
(2.10) to estimate the following∫ ∞
R
rp(∂r(χΦ))
2 dr
∣∣
u=u′ ≤ 2
∫ ∞
R
rpχ2(∂rΦ)
2 dr
∣∣
u=u′ + 2
∫ R+1
R
rpχ′2Φ2 dr
∣∣
u=u′
≤ 2
∫ ∞
R
rp(∂rΦ)
2 dr
∣∣
u=u′ + C
∫ ∞
R
ψ2 + (∂rψ)
2 + (∂2rψ)
2 dr
∣∣
u=u′ .
≤ 2
∫ ∞
R
rp(∂rΦ)
2 dr
∣∣
u=u′ + C
∑
l≤1
∫
Σu′
JT [∂lrψ] · nu′ dµu′ .
Note that we can replace the term JT [∂lrψ] above by J
T [T lψ] by applying a standard
elliptic estimate.
Similarly, we can estimate∫ ∞
R
rp(∂rΦ)
2 dr
∣∣
u=u′ =
∫ ∞
R+1
rp(∂r(χΦ))
2 dr
∣∣
u=u′ +
∫ R+1
R
rp(∂rΦ)
2 dr
∣∣
u=u′
≤
∫ ∞
R+1
rp(∂r(χΦ))
2 dr
∣∣
u=u′ + C
∑
l≤1
∫
Σu′
JT [∂lrψ] · nu′ dµu′ .
By considering the quantity Φ˜ = r(r −M)∂rφ instead of Φ = r2∂rφ and restricting to
the single angular mode ψ = ψ`=1, we can in fact extend the range of p to p ∈ (−4, 4).
Proposition 4.2 (Extended rp-weighted estimates for r(r−M)∂r(rψ`=1)). Let ψ be
a solution to (1.1) emanating from initial data given as in Theorem 2.1 on (R, g), which
is supported on the single angular mode with ` = 1.
Take p ∈ (−4, 4) and denote
Φ˜ = r(r −M)∂rφ = r(r −M)∂r(rψ)
and assume that ∫
Σ
JT [ψ] · nΣ dµΣ <∞,
and
lim
r→∞
∑
|k|≤2
∫
S2
φ2 dω
∣∣
u′=0 <∞,
lim
r→∞
∫
S2
Φ˜2 dω
∣∣
u′=0 <∞.
Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rΦ˜)
2 dωdr +
∫
Au2u1
(p+ 4)rp−1(∂rΦ˜)2 dωdrdu ≤ C
∫
Nu1
rp(∂rΦ˜)
2
+ C
∑
k≤1
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1 ,
(4.11)
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where C
.
= C(D,R) > 0 is a constant and we can take R = (p+ 4)−1(p− 4)−1R0(D) > 0,
with R0(D) > 0 a constant.
Proof. Let χ be the cut-off introduced in the proof of Proposition 4.1. Consider the vector
field multiplier V = rp−2∂r and apply the divergence theorem to the corresponding current
JV [χΦ˜]:∫
Nu2
JV [χΦ˜] · Lr2dωdr +
∫
I+
JV [χΦ˜] · Lr2dωdu+
∫
Au2u1
divJV [χΦ˜] r2dωdrdu
=
∫
Nu1
JV [χΦ˜] · Lr2dωdr,
From (3.7) it follows that
EV [χΦ˜] = rp−3(4D −D′r +MD(r −M)−1)(∂r(χΦ˜))2 − 2rp−3∂u(χΦ˜)∂r(χΦ˜)
−Mrp−2χ/∆φ∂r(χΦ˜) + rp−3[−D′′r + 3D′ − 2Dr−1 −MD(r −M)−2
+M(r −M)−1(D′ −Dr−1)]χΦ˜∂r(χΦ˜) + rp−2[(r −M)D′′ +D′]χφ∂r(χΦ˜)
+
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ˜ · ∂α2Φ˜].
Hence,
divJV [χΦ˜] =
1
2
rp−3
[
(p+ 4)D − 3D′r +MD(r −M)−1] (∂r(χΦ˜))2
+
1
2
(2− p)rp−3| /∇(χΦ˜)|2 + rp−3[−D′′r + 3D′ − 2Dr−1 −MD(r −M)−2
+M(r −M)−1(D′ −Dr−1)]χΦ˜∂r(χΦ˜)
+ rp−1[D′′ +D′r−1 −Mr−1D′′]χφ∂r(χΦ˜)−Mrp−2χ/∆φ∂r(χΦ˜)
+
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ˜ · ∂α2Φ˜].
We can write r2divJV [χΦ˜] = J0 + J1 + J2 +Rχ[∂α1Φ˜ · ∂α2Φ˜], with
J0[χΦ˜]
.
=
1
2
rp−1
[
(p+ 4) +O(r−1)
]
(∂r(χΦ˜))
2 +
1
2
rp−3(2− p)r2| /∇(χΦ˜)|2,
J1[χΦ˜]
.
= rp−1[−2r−1 +O(r−2)]χΦ˜∂r(χΦ˜),
J2[χΦ˜]
.
= rp+1[D′′ +D′r−1 +O(r−4)]χφ∂r(χΦ˜)−Mrpχ/∆φ∂r(χΦ˜).
We can estimate the spacetime integral of Rχ[∂α1Φ˜ ·∂α2Φ˜] in the same way as in the proof
of Proposition 4.1.
Moreover, we can improve the estimates of Ji, if we restrict to ψ = ψ1. The (∂r(χΦ˜))
2
term in J0 has the right sign for p > 0, if R ≥ (p + 4)−1R0, for R0 = R0(D) > 0 suitably
large. We use the Poincare´ inequality (2.13) to write the remaining term as follows:∫
Au2u1
1
2
rp−3(2− p)r2| /∇(χΦ˜1)|2 dωdrdu = (2− p)
∫
Au2u1
rp−3(χΦ˜1)2 dωdrdu. (4.12)
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Moreover, we apply integration by parts to rewrite the leading order term in J1:∫
Au2u1
−2rp−2χΦ˜1∂r(χΦ˜1) dωdudr =−
∫
I+
rp−2(χΦ˜1)2 dωdu
+
∫
Au2u1
(p− 2)rp−3χΦ˜1∂r(χΦ˜1) dωdudr.
(4.13)
Note that the second term on the right-hand of (4.13) cancels out exactly the term on the
right-hand side of (4.12). Similarly, the first term on the right-hand side of (4.13) cancels
out exactly the | /∇(χΦ˜)|2 term in the flux integral along I+ that appears in the divergence
identity for JV [χΦ˜].
We are left with estimating the higher-order terms in r−1 in J1; we apply Cauchy–
Schwarz:
rp−3χΦ˜∂r(χΦ˜) ≤ (p+ 4)rp−1(∂r(χΦ˜))2 + C(p+ 4)−1rp−5(χΦ˜)2
and absorb the spacetime integral of the first term on the right-hand side into J0, whereas
we apply a Hardy inequality to deal with the second term:
C(p+ 4)
−1
∫
Au2u1
rp−5(χΦ˜)2 dωdrdu ≤ C(p+ 4)−1(p− 4)−2
∫
Au2u1
rp−3(∂r(χΦ˜))2 dωdrdu,
where we require p < 4 and moreover, use that limr→∞ rp−4
∫
S2 Φ˜
2 dω = 0 for p < 4, by
Proposition 3.4. We can absorb the right-hand side above into J0 for suitably large R0 > 0.
Recall that,
D = 1− 2M
r
+O3(r
−1−β),
D′ =
2M
r2
+O2(r
−2−β),
D′′ = −4M
r3
+O1(r
−3−β),
so we can write
J2[χΦ˜] = r
p+1
(
−4M
r3
+
2M
r3
+O(r−4)
)
χφ1∂r(χΦ˜1)−Mrpχ/∆φ1∂r(χΦ˜1)
=O(rp−3)χφ1∂r(χΦ˜1).
The precise definition of Φ˜ and the restriction ψ = ψ1 are crucial for the above cancellation
of the leading order terms in r−1 in J2.
We apply Cauchy–Schwarz and Hardy to estimate∫
Au2u1
O(rp−3)χφ∂r(χΦ˜) dωdudr ≤ 
∫
Au2u1
(p+ 4)rp−1(∂r(χΦ˜))2 dωdudr
+ C(p+ 4)
−1
∫
Au2u1
rp−5χ2φ2 dωdudr
≤ 
∫
Au2u1
(p+ 4)rp−1(∂r(χΦ˜))2 dωdudr
+ C(p− 4)2(p+ 4)−1
∫
Au2u1
rp−3(∂r(χφ))2 dωdudr,
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for p < 4, where we used that limr→∞ rp−4
∫
S2 φ
2 dω = 0, by Proposition 3.4.
We can apply Hardy once more to obtain
(p− 4)2(p+ 4)−1
∫
Au2u1
rp−3(∂r(χφ))2 dωdudr ≤ C(p− 4)2(p+ 4)−1
∫
Au2u1
rp−3χ2(∂rφ)2 dωdudr
+
∫
Au2u1
Rχ[φ2] dωdudr
≤ C(p− 4)2(p− 6)−2(p+ 4)−1
∫
Au2u1
rp−5(∂r(χΦ˜))2 dωdudr
+
∫
Au2u1
Rχ[φ2] dωdudr,
using that limr→∞ rp−6Φ˜2 = 0 for p < 6. We can apply the above estimates to the
divergence identity to obtain the rp-weighted estimates in the proposition.
Remark 4.1. We need to require limr→∞ r2∂r(r(r −M)∂r(rψ`=1))(0, r, θ, ϕ) = 0 only if
we want to take p ≥ 3 in Proposition 4.2. For p < 3 it is enough to consider
lim
r→∞ r
2∂r(r(r −M)∂r(rψ`=1))(0, r, θ, ϕ) <∞. (4.14)
This limit, evaluated along Nτ , corresponds precisely to the second Newman–Penrose con-
stant I1[ψ], which one can show is conserved along I+. One can compare this with requiring
that I0[ψ] = 0 in order to be able to take p ≥ 3 in Proposition 5.2 for ψ0.
We can obtain additional rp-weighted estimates if we commute g once more with r2∂r.
First, we restrict to ψ`≥2
Proposition 4.3 (rp-weighted estimates for (r2∂r)
2(rψ`≥2)). Let ψ be a solution to
(1.1) emanating from initial data given as in Theorem 2.1 on (R, g).
Let ψ be supported on angular modes with ` ≥ 2 and take p ∈ (−8, 2). Denote
Φ(2) = r
2∂rΦ = r
2∂r(r
2∂r(rψ)).
and assume that ∑
|k|≤4
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞
and
lim
r→∞
∑
|k|≤4
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|k|≤2
∫
S2
(ΩkΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∫
S2
Φ2(2) dω
∣∣
u′=0 <∞,
Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rΦ(2))
2 dωdr +
∫
Au2u1
(p+ 8)rp−1(∂rΦ(2))2 + (2− p)rp−1| /∇Φ(2)|2 dωdrdu
≤ C
∫
Nu1
rp(∂rΦ(2))
2 dωdr + C
∑
k≤2
∫
Σu1
JT [T kψ] · nu1 dµΣu1 ,
(4.15)
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where C
.
= C(D,R) > 0 is a constant and we can take R = (p+ 8)−1(p− 2)−1R0(D) > 0,
with R0(D) > 0 a constant.
Proof. From (3.9) it follows that
EV [χΦ(2)] = rp−3[6D − 2D′r](∂r(χΦ(2)))2 − 2rp−3∂u(χΦ(2))∂r(χΦ(2))
+ rp−3[−6Dr−1 − 3D′′r + 7D′]χΦ(2)∂r(χΦ(2))
+ rp−1[−D′′′r + 2D′′ + 2D′r−1]χΦ∂r(χΦ(2))
+ rp+1[D′′′ + 4D′′r−1 + 2D′r−2]χφ∂r(χΦ(2)) +
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ(2) · ∂α2Φ(2)].
We obtain
divJV [χΦ(2)] =
1
2
rp−3
[
D(p+ 8)− 5D′r] (∂r(χΦ(2)))2 + 12rp−3(2− p)| /∇(χΦ(2))|2
+ rp−3[−6Dr−1 − 3D′′r + 7D′]χΦ(2)∂r(χΦ(2))
+ rp−1[−D′′′r + 2D′′ + 2D′r−1]χΦ∂r((χΦ(2)))
+ rp+1[D′′′ + 4D′′r−1 + 2D′r−2]χφ∂r((χΦ(2)) +
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ(2) · ∂α2Φ(2)].
We can write
r2divJV [χΦ(2)] =
3∑
k=0
Jk[χΦ(2)] +
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ(2) · ∂α2Φ(2)],
where
J0[χΦ(2)]
.
=
1
2
rp−1
[
D(p+ 8)− 5D′r] (∂r(χΦ(2)))2 + 12rp−3(2− p)r2| /∇(χΦ(2))|2,
J1[χΦ(2)]
.
= rp−1[−6Dr−1 − 3D′′r + 7D′]χΦ(2)∂r(χΦ(2)),
J2[χΦ(2)]
.
= rp+1[−D′′′r + 2D′′ + 2D′r−1]χΦ∂r(χΦ(2)),
J3[χΦ(2)]
.
= rp+3[D′′′ + 4D′′r−1 + 2D′r−2]χφ∂r(χΦ(2)).
By the Morawetz estimate (2.9), we can estimate
∫
Au2u1
∑
|α1|≤1, |α2|≤1
Rχ[∂α1Φ(2) · ∂α2Φ(2)] dωdrdu ≤ C
∑
|α|≤3
∫
{R≤r≤R+1}
(∂αψ)2 dωdrdu
≤ C
∑
k≤2
∫
Σu1
JT [T kψ] · nΣu1 dµΣu1 .
We have that
D = 1− 2M
r
+O3(r
−1−β),
D′ =
2M
r2
+O2(r
−2−β),
D′′ = −4M
r3
+O1(r
−3−β),
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D′′′ =
12M
r4
+O(r−4−β).
The terms in J0 are non-negative definite if −8 < p ≤ 2 and R ≥ (p + 8)−1R0,
with R0 = R0(D) > 0 suitably large. The leading-order term in J1 can be estimated by
integration by parts:
−
∫
Au2u1
6rp−2χΦ(2)∂r(χΦ(2)) dωdrdu =− 3
∫
I+
rp−2(χΦ(2))2 dωdu
+ 3(p− 2)
∫
Au2u1
3rp−3(χΦ(2))2 dωdrdu.
(4.16)
We can decompose into orthogonal parts ψ1 = ψ`=1 + ψ`≥2.
Suppose that ψ = ψ`≥2. Then we can estimate, using the Poincare´ inequality (2.13),
1
2
(2− p)
∫
Au2u1
rp−3r2| /∇(χΦ(2))|2 dωdrdu ≤ 3(2− p)
∫
A
rp−3(χΦ(2))2 dωdrdu,
where the inequality becomes an equality if ψ = ψ`=2. Hence, the bulk term on the
right-hand side of (4.16) gets absorbed (or exactly cancelled) by the /∇(χΦ(2)) term in J0.
Similarly, we can absorb the boundary integral on the right-hand side of (4.16) by the flux
integral of JV [χΦ(2)] · L at I+, where an exact cancellation occurs again if ψ = ψ`=2.
The remaining terms in J1 can be estimated by applying a Cauchy–Schwarz inequality:∫
Au2u1
O(rp−3)χΦ(2)∂r(χΦ(2)) dωdudr ≤ 
∫
Au2u1
(p+ 4)rp−1(∂r(χΦ(2)))2 dωdudr
+ C(p+ 4)
−1
∫
Au2u1
rp−1χ2(∂rΦ)2 dωdudr,
where the first term on the right-hand side can be absorbed into J0 for suitably large R0
and the second term can be estimated by applying (2.10) as follows:∫
Au2u1
rp−1χ2(∂rΦ)2 dωdudr ≤ C
∫
Au2u1
rp−3(∂r(χΦ(2)))2 dωdudr,
if p < 4, and absorbed into J0, where we used that limr→∞ rp−4
∫
S2 Φ
2
(2) dω = 0.
Consider now J2. We write
J2 = O(r
p−2)χΦ∂r(χΦ(2))
and apply Cauchy–Schwarz to estimate∫
Au2u1
O(rp−2)χΦ∂r(χΦ(2)) dωdrdu ≤ 
∫
Au2u1
(p+ 8)rp−1(∂r(χΦ(2)))2 dωdrdu
+ C(p+ 8)
−1
∫
Au2u1
rp−3(χΦ)2 dωdrdu.
The first term on the right-hand side can be absorbed into J0, whereas the second term
can be estimated by applying a (2.10):∫
Au2u1
rp−3(χΦ)2 dωdrdu ≤ C(p− 2)−2
∫
Au2u1
rp−1(∂r(χΦ))2 dωdrdu,
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if p < 2.
We can further estimate∫
Au2u1
rp−1(∂r(χΦ))2 dωdrdu ≤ C
∫
Au2u1
rp−1χ2(∂rΦ)2 dωdrdu+
∑
|α1|+|α2|≤1
Rχ[∂α1φ · ∂α2φ]
and apply another Hardy inequality to absorb the first term on the right-hand side into
J0, as above, now taking R ≥ (p+ 8)−1(p− 2)−1R0, with R0 = R0(D) > 0 suitably large.
Consider now J3. Observe that
D′′′ + 4D′′r−1 + 2D′r−2 = O(r−5).
Therefore,
J3 = O(r
p−2)χφ∂r(χΦ(2)),
and we can apply Cauchy–Schwarz to estimate∫
Au2u1
O(rp−2)χφ∂r(χΦ(2)) dωdrdu ≤ 
∫
Au2u1
(p+ 8)rp−1(∂r(χΦ(2)))2 dωdrdu
+ C(p+ 8)
−1
∫
Au2u1
rp−3(χφ)2 dωdrdu.
The first term on the right-hand side can be absorbed into J0, whereas the second term
can be estimated by applying a Hardy inequality:∫
Au2u1
rp−3(χφ)2 dωdrdu ≤ C(p− 2)2
∫
Au2u1
rp−1(∂r(χφ))2 dωdrdu,
if p < 2. Furthermore,∫
Au2u1
rp−1(∂r(χφ))2 dωdrdu ≤ C
∫
Au2u1
rp−1χ2(∂rφ)2 +Rχ[φ2] dωdrdu,
and the first term on the right-hand side can be absorbed into J0 after applying two more
Hardy inequalities, as above.
We now apply the divergence identity to JV to obtain∫
Nu2
rp(∂r(χΦ(2)))
2 dωdr +
∫
Au2u1
(p+ 8)rp−1(∂r(χΦ(2)))2 dωdrdu
≤ C
∫
Nu1
rp(∂r(χΦ(2)))
2 dωdr + C
∑
k≤2
∫
Σu1
JT [T kψ] · nu1 dµΣu1 ,
if R ≥ (p+ 8)−1(p− 2)−1R0 with R0 = R0(D) > 0 suitably large.
Note that we can add the term (2− p)rp−1| /∇χΦ(2)|2 to the bulk term integrand on the
left-hand side. Indeed, for (Φ(2))`≥3 this term appears with a good sign in J0 +J1, whereas
for (Φ(2))`=2 we can apply the equality (2.13) together with the Hardy inequality (2.10) to
add rp−1| /∇χΦ(2)|2 to the bulk term.
We can remove the cut-off χ from the above estimates as in Proposition 4.1.
Remark 4.2. By estimating J2 similarly to the proof of Proposition 4.1, we can in fact
increase the range of p to p ∈ (−8, 2] in Proposition 4.4.
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By combining Proposition 4.2 with Proposition 4.4, we obtain the following hierarchy
of estimates for ψ1.
Proposition 4.4 (rp-weighted estimates for (r2∂r)
2(rψ1)). Let ψ be a solution to (1.1)
emanating from initial data given as in Theorem 2.1 on (R, g).
Take p ∈ (−6, 1). Denote
Φ(2) = r
2∂rΦ = r
2∂r(r
2∂r(rψ))
and assume that ∑
|k|≤4
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞
and
lim
r→∞
∑
|k|≤4
∫
S2
(Ωkφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|k|≤2
∫
S2
(ΩkΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞ r
−1
∫
S2
Φ2(2) dω
∣∣
u′=0 <∞.
Then there exists an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂rΦ(2))
2 dωdr +
∫
Au2u1
rp−1(∂rΦ(2))2 + (2− p)rp−1| /∇Φ(2)|2 dωdrdu
≤ C(p+ 6)−1(p− 1)−2
∫
Nu1
rp(∂rΦ(2))
2 dωdr + C(p+ 6)−1
∑
k≤2
∫
Σu1
JT [T kψ] · nΣu1 ,
(4.17)
where C
.
= C(D,R) > 0 is a constant and we can take R = (p + 6)−1R0(D) > 0, with
R0(D) > 0 a constant.
Proof. The only difference with the proof of Proposition 4.3 occurs in the estimate of J1
for ψ = ψ`=1. In that case, we use Proposition 4.2 and Cauchy–Schwarz to estimate
−
∫
Au2u1
6rp−2χΦ(2)∂r(χΦ(2)) dωdrdu ≤ 
∫
Au2u1
rp−1(∂r(χΦ(2)))2 dωdrdu+ C
∫
Au2u1
rp−3(χΦ(2))2 dωdrdu
≤ 
∫
Au2u1
rp−1(p+ 8)(∂r(χΦ(2)))2 dωdrdu+ C(p+ 8)−1
∫
Au2u1
rp+1(∂r(χΦ˜))
2 dωdrdu
+ C(p+ 8)
−1
∫
Au2u1
Rχ[Φ˜2] dωdrdu
≤ 
∫
Au2u1
rp−1(p+ 8)(∂r(χΦ(2)))2 dωdrdu+ C(p+ 6)−1(p+ 8)−1
∫
Nu1
rp+2(∂r(χΦ˜))
2 dωdr
+ C(p+ 6)
−1(p+ 8)−1
∑
k≤1
∫
Σu1
JT [T kψ] · nΣu1 ,
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if p < 2 and R ≥ (p− 2)−1(p+ 6)−1R0, with R0 = R0(D) > 0 suitably large. If p < 1, we
can apply (2.10) to further estimate∫
Nu1
rp+2(∂r(χΦ˜))
2 dωdr ≤ C
∫
Nu1
rp+2χ2(∂rΦ)
2 + χ2rp−2Φ2 dωdr + C
∫
Σu1
JT [ψ] · nΣu1
≤ C(p− 1)−2
∫
Nu1
rp(∂r(χΦ(2))
2 dωdr,
for p < 1.
4.2 Extended hierarchies for ∂k+1r Φ(2) and ∂
k
rTΦ(2), k ≥ 0
In this section, we will obtain additional rp-weighted estimates for the quantity ∂krTΦ(2),
with k ≥ 0, using the rp-weighted estimates from the previous sections. As an intermediate
step, we will obtain rp-weighted estimates for the commuted quantities ∂krΦ(2).
Lemma 4.5. Let D = 1− 2Mr +On+2(r−1−β) for some n ∈ N. Then
g(∂krΦ(2)) =
[
6r−1 +O(r−2)
]
∂k+1r Φ(2) − 2r−1∂u∂krΦ(2) +
k∑
j=0
O(r−2−j)∂k−jr Φ(2)
+ 2kr−1 /∆(∂k−1r Φ(2)) +
max{k−2,0}∑
j=0
k(k − 1)O(r−2−j) /∆∂k−j−2r Φ(2)
+O(r−k−2)Φ +O(r−k−2)φ,
(4.18)
for all 0 ≤ k ≤ n.
Proof. See Appendix A.1.
Proposition 4.6. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Assume that D = 1− 2Mr +On+2(r−1−β) with n ∈ N. Assume also that∑
|l|≤4+2n
∫
Σ
JT [Ωlψ] · nΣ dµΣ <∞,
and moreover,
lim
r→∞
∑
|l|≤4+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and, if n ≥ 1,
lim
r→∞
∑
|l|≤2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
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for each 1 ≤ s ≤ n.
Let 0 ≤ k ≤ n and take p ∈ (−6 + 2k, 1 + 2k). Then there exists an R > 0 such that
for any 0 ≤ u1 < u2∫
Nu2
rp(∂k+1r Φ(2))
2 dωdr
+
∫
Au2u1
rp−1(∂k+1r Φ(2))
2 + rp−1| /∇∂krΦ(2)|2 dωdrdu
≤ C(p− 1− 2k)−2
∑
j≤k
∫
Nu1
rp−2j(∂k−j+1r Φ(2))
2 dωdr
+ C
∑
j≤k+2
∫
Σu1
JT [T jψ] · nΣu1 dµu1 ,
(4.19)
where C
.
= C(k,D,R) > 0 is a constant and we can take R = (p + 6 − 2k)−1(p − 1 −
2k)−1R0(D) > 0, with R0(k,D) > 0 a constant.
Proof. Let V = rp−2∂r. Then by (4.18):
r2EV [χ∂krΦ(2)] =
[
6rp−1 +O(r−2)
]
(∂r(χ∂
k
rΦ(2)))
2 − 2χrp−1∂u∂krΦ(2)∂r(χ∂krΦ(2))
+
k∑
j=0
O(rp−2−j)χ∂k−jr Φ(2)∂r(χ∂
k
rΦ(2))
+ 2krp−1 /∆(χ∂k−1r Φ(2))∂r(χ∂
k
rΦ(2))
+
max{k−1,0}∑
j=0
k(k − 1)O(rp−2−j) /∆(χ∂k−j−2r Φ(2))∂r(χ∂krΦ(2))
+O(rp−k−2)χΦ∂r(χ∂krΦ(2)) +O(r
p−k−1)χφ∂r(χ∂krΦ(2)),
so that:
r2divJV [χ∂krΦ(2)] =
1
2
[(p+ 8)rp−1 +O(rp−4)](∂r(χ∂krΦ(2)))
2 +
1
2
(2− p)rp−1| /∇χ∂krΦ(2)|2
+
k∑
j=0
O(rp−2−j)χ∂k−jr Φ(2)∂r(χ∂
k
rΦ(2))
+ 2krp−1 /∆(χ∂k−1r Φ(2))∂r(χ∂
k
rΦ(2))
+
max{k−1,0}∑
j=0
k(k − 1)O(rp−2−j) /∆(χ∂k−j−2r Φ(2))∂r(χ∂krΦ(2))
+O(rp−k−2)χΦ∂r(χ∂krΦ(2)) +O(r
p−k−1)χφ∂r(χ∂krΦ(2))
+
∑
|α1|,|α2|≤1
Rχ[∂α1∂krΦ(2) · ∂α2∂krΦ(2)]
=
k+2∑
i=0
Ji[χ∂
k
r Φ˜] +
∑
|α1|,|α2|≤1
Rχ[∂α1∂krΦ(2) · ∂α2∂krΦ(2)],
where
J0[χ∂
k
rΦ(2)]
.
=
1
2
[(p+ 8)rp−1 +O(rp−4)](∂r(χ∂krΦ(2)))
2 +
1
2
(2− p)rp−1| /∇χ∂krΦ(2)|2,
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J1[χ∂
k
rΦ(2)]
.
= 2krp−1 /∆(χ∂k−1r Φ(2))∂r(χ∂
k
rΦ(2)),
Ji+2[χ∂
k
rΦ(2)]
.
= χ
[
O(rp−2−i)∂k−ir Φ(2) + k(k − 1)O(rp−2−i) /∆∂k−i−2r Φ(2)
]
∂r(χ∂
k
rΦ(2))
for 0 ≤ i ≤ max{0, k − 2},
Jk+1[χ∂
k
rΦ(2)]
.
= kO(rp−2−i)χ∂rΦ(2)∂r(χ∂krΦ(2)),
Jk+2[χ∂
k
rΦ(2)]
.
=O(rp−2−k)χΦ(2)∂r(χ∂krΦ(2)),
Jk+3[χ∂
k
rΦ(2)]
.
=O(rp−k−2)χΦ∂r(χ∂krΦ(2)),
Jk+4[χ∂
k
rΦ(2)]
.
=O(rp−k−2)χφ∂r(χ∂krΦ(2)).
We will prove by induction that (4.19) holds for all 0 ≤ k ≤ n. First, (4.19) holds for k = 0
by Proposition 4.4. Let us suppose (4.19) holds for all 0 ≤ k ≤ n. We want to show that
then (4.19) also holds for k = n+ 1. We therefore fix k = n+ 1.
First of all, we can estimate by (2.9):∫
Au2u1
∑
|α1|≤1, |α2|≤1
Rχ[∂α1∂n+1r Φ(2) · ∂α2∂n+1r Φ(2)] dωdrdu ≤ C
∑
|α|≤n+4
∫
Au2u1∩{r≤R+1}
(∂αψ)2 dωdrdu
≤ C
∑
j≤n+3
∫
Σu1
JT [T jψ] · nΣu1 dωdr.
The first term in J0 is positive for all p ≥ −8 if we take R ≥ (p + 8)−1R0 with
R0 = R0(D) > 0 suitably large. The second term in J0 is negative if p > 2, so we will
estimate it by using J1. Consider J1 and integrate by parts in r and S2 to obtain:∫
Au2u1
2(n+ 1)rp−3 /∆S2(χ∂nr Φ(2))∂r(χ∂
n+1
r Φ(2)) dωdrdu
=
∫
I+(u1,u2)
2(n+ 1)rp−3 /∆S2(∂nr Φ(2))∂
n+1
r Φ(2) dωdu
−
∫
Au2u1
2(p− 3)(n+ 1)rp−4 /∆S2(χ∂nr Φ(2))χ∂n+1r Φ(2) dωdrdu
−
∫
Au2u1
2(n+ 1)rp−3 /∆S2(∂r(χ∂n+1r Φ(2)))χ∂
n+1
r Φ(2) dωdrdu
=
∫
I+(u1,u2)
2(n+ 1)rp−3 /∆S2(∂nr Φ(2)) · ∂n+1r Φ(2) dωdu
+
∫
Au2u1
2(p− 3)(n+ 1)rp−2 /∇(χ∂nr Φ(2)) · /∇(χ∂n+1r Φ(2)) dωdrdu
+
∫
Au2u1
2(n+ 1)rp−1| /∇∂r(χ∂n+1r Φ(2))|2 dωdrdu.
(4.20)
The integral along I+ vanishes by Proposition 3.4 and Proposition 3.5, using that the
assumptions on the initial data in this proposition (for n replaced by n+ 1) imply that
lim
r→∞
∫
S2
rp−4(∂nr /∆S2Φ(2))
2 + rp−2(∂n+1r Φ(2))
2 dω
∣∣
u′=u = 0
at each u ≥ 0 for p− 2 < 2(n+ 1) + 1.
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Moreover, the third term on the very right-hand side of (4.20) has a good sign, and if
we combine it with the second term of J0, we are left with
1
2
(2 + 4(n+ 1)− p)rp−1| /∇χ∂n+1r Φ(2)|2, (4.21)
which has a good sign if p < 2 + 4(n+ 1). We are left with controlling the second term on
the very very right-hand side of (4.20). We apply Cauchy–Schwarz to estimate this term
as follows:
rp−2 /∇(χ∂nr Φ(2)) · /∇(χ∂n+1r Φ(2)) ≤ (2 + 4(n+ 1)− p)rp−1| /∇χ∂n+1r Φ(2)|2
+ C(2 + 4(n+ 1)− p)−1rp−3| /∇χ∂nr Φ(2)|2,
where we absorb the first term on the right-hand side into (4.21) by choosing  suitably
small, and we can estimate the second term by employing (4.19) with k = n if we restrict
2n− 6 < p− 2 < 2n+ 1 and take R ≥ (p+ 6− 2(n+ 1))−1(p− 1− 2(n+ 1))−1R0.
To estimate Jk+1 and the first term in each Ji+2 for 0 ≤ i ≤ max{n − 1, 0}, we first
apply a Cauchy–Schwarz inequality as follows:
|Ji+2| ≤ rp−1(∂r(χ∂n+1r Φ(2)))2 + Crp−2i−3(∂n+1−ir Φ(2))2.
We can estimate the second term by applying (2.12) and (4.19) with k = n− i, if 2k− 6 <
p − 2 − 2i < 1 + 2k or equivalently, 2(n + 1) − 6 < p < 1 + 2(n + 1) and moreover
R ≥ (p+ 6− 2(n+ 1))−1(p− 1− 2(n+ 1))−1R0.
We estimate the second term in each Ji+2 by first integrating by parts:∫
Au2u1
O(rp−2−i) /∆χ∂n+1−i−2r Φ(2)∂r(χ∂
n+1
r Φ(2)) dωdrdu
=
∫
I+(u1,u2)
O(rp−2−i) /∆∂n+1−i−2r Φ(2)∂
n+1
r Φ(2) dωdu
+
∫
Au2u1
O(rp−3−i)( /∆χ∂n+1−i−2r Φ(2))χ∂
n+1
r Φ(2) dωdrdu
+
∫
Au2u1
O(rp−2−i)( /∆∂r(χ∂k−i−2r ))χ∂
n+1
r Φ(2) dωdrdu
=
∫
I+(u1,u2)
O(rp−4−i) /∆S2(∂n+1−i−2r Φ(2))∂
n+1
r Φ(2) dωdu
+
∫
Au2u1
O(rp−3−i) /∇(∂n+1−i−2r Φ(2)) · /∇(χ∂n+1r Φ(2)) dωdrdu
+
∫
Au2u1
O(rp−2−i) /∇(∂r(χ∂n+1−i−2r Φ(2))) · /∇(χ∂n+1r Φ(2)) dωdrdu.
Again, once can easily see that the integral along I+ vanishes by Proposition 3.5 once we
split
O(rp−4−i) /∆S2(∂n+1−i−2r Φ(2))∂
n+1
r Φ(2) ≤ O(rp−2)(∂n+1r Φ(2))2+O(rp−6−2i)( /∆S2(∂n−1−ir Φ(2)))2
and restrict p − 2 < 2(n + 1) + 1. Now, we estimate the remaining terms by applying
Cauchy–Schwarz:
O(rp−3−i) /∇(χ∂n+1−i−2r Φ(2)) · /∇(χ∂n+1r Φ(2)) ≤ (2 + 4(n+ 1)− p)rp−1| /∇χ∂n+1r Φ(2)|2
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+ C(2 + 4(n+ 1)− p)−1rp−5−2i| /∇χ∂n+1−i−2r Φ(2)|2,
O(rp−2−i) /∇(χ∂nr Φ(2)) · /∇(χ∂n+1r Φ(2)) ≤ (2 + 4(n+ 1)− p)rp−1| /∇χ∂n+1r Φ(2)|2
+ C(2 + 4(n+ 1)− p)−1rp−3−2i| /∇∂r(χ∂n+1−i−2r Φ(2))|2,
where we absorb the terms with a factor  in front and we use (4.19) with 0 ≤ k ≤ n − 1
to estimate the remaining terms. These estimates are certainly valid under the restrictions
2(n+ 1)− 6 < p < 1 + 2(n+ 1) and R ≥ (p+ 6− 2(n+ 1))−1(p− 1− 2(n+ 1))−1R0.
We are left with the terms Jn+2, Jn+3 and Jn+4. Jn+2 can be estimated exactly as
above. To estimate Jn+3 and Jn+4 we apply again Cauchy–Schwarz:
O(rp−n−3)χΦ∂r(χ∂n+1r Φ(2)) ≤ rp−1(∂r(χ∂n+1r Φ(2)))2 + Crp−2n−5(χΦ)2,
O(rp−n−3)χΦ∂r(χ∂nr Φ) ≤ rp−1(∂r(χ∂n+1r Φ(2)))2 + Crp−2n−5(χφ)2.
By (2.10), we have that∫
Au2u1
rp−2n−5(χΦ)2 dωdrdu ≤ C
∫
Au2u1
rp−2n−3(∂r(χΦ))2 dωdrdu,
using that limr→∞
∫
S2 r
p−2n−4Φ2 dω = 0, for p < 2n+ 4 = 2(n+ 1) + 2.
We can apply (2.10) once more to estimate the right-hand side by Proposition 4.4 with
p replaced by p−2(n+1). We apply (2.10) three times to estimate the spacetime integral of
rp−2n−5(χφ)2 and then Proposition 4.4, where we need that limr→∞
∫
S2 r
p−2n−4φ2 dω = 0,
and limr→∞
∫
S2 r
p−2n−4Φ2 dω = 0, which holds for p < 2(n+ 1) + 2.
Finally, we put the above estimates together and apply the divergence theorem on
divJV [χ∂n+1r Φ(2)] to conclude that (4.19) also holds for k = n+ 1.
Proposition 4.7. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Assume that D = 1− 2Mr +On+2(r−1−β) with n ∈ N, n ≥ 1. Assume also that∑
|l|≤4+2n
∫
Σ
JT [Ωlψ] · nΣ dµΣ <∞,
and moreover,
lim
r→∞
∑
|l|≤4+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n.
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Let 1 ≤ k ≤ n and take p ∈ (−6 + 2k, 2k + 1). Then there exists an R > 0 such that
for any 0 ≤ u1 < u2∫
Au2u1
rp−1(∂krTΦ(2))
2 dωdrdu
≤ C(p+ 6− 2k)−3(p− 1− 2k)−1
∫
Nu1
rp(∂k+1r Φ(2))
2 dωdr
+ C(p+ 6− 2k)−3(p− 1− 2k)−1
∑
|α|≤1
j≤k−1
∫
Nu1
rp−2−2j(∂k−jr Ω
αΦ(2))
2 dωdr
+ C(p+ 6− 2k)−3
∑
|α|≤1
j+|α|≤k+2
∫
Σu1
JT [T jΩαψ] · nΣu1 dµu1 ,
(4.22)
where C
.
= C(k,D,R) > 0 is a constant and we can take R = (p + 6 − 2k)−1(p − 1 −
2k)−1R0(D) > 0, with R0(k,D) > 0 a constant.
Proof. Let D = 1 − 2Mr + Ok+2(r−1−β), with k ∈ N. We can commute (3.8) with ∂kr and
T , with k ∈ N, to arrive at
∂krTΦ(2) = [1 +O(r
−1)]∂k+1r Φ(2) +
k−1∑
j=0
O(r−j) /∆(∂k−1−jr Φ(2)) +
k∑
j=0
O(r−j−1)∂k−jr Φ(2)
+O(r−k−2)Φ +O(r−k−1)φ.
(4.23)
We square both sides of (4.23) and integrate the resulting quadratic terms, after mul-
tiplying them with a factor rp−1. We insert moreover the cut-off χ to obtain:∫
Au2u1
rp−1(∂r(χT∂k−1r Φ(2)))
2, dωdrdu
≤ C
∫
Au2u1
χ2rp−1(∂k+1r Φ(2))
2 dωdrdu
+
∫
Au2u1
χ2
k−1∑
j=0
O(rp−2j−5)
(
/∆S2(∂
k−1−j
r Φ(2))
)2
dωdrdu,
+ C
k∑
j=0
∫
Au2u1
rp−3−2jχ2(∂k−jr Φ(2))
2 dωdrdu
+ C
∫
Au2u1
χ2rp−5−2kΦ2 + χ2rp−3−2kφ2 dωdrdu
+ C
∑
0≤j≤k+1
∫
Au2u1
(χ′)2(T jΦ(2))2 dωdrdu.
We can apply (2.10) (multiple times) to absorb the χ2(T l−1φ)2, χ2(T l−1Φ)2 and χ2(T l−1Φ(2))2
terms into the remaining terms, as long as p < 2k + 2.
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Furthermore, we estimate∫
Au2u1
χ2
k−1∑
j=0
O(rp−2j−5)
(
/∆S2(∂
k−1−j
r Φ(2))
)2
dωdrdu
≤
∫
Au2u1
χ2
∑
|α|≤1
k−1∑
j=0
O(rp−2j−3)| /∇
(
∂k−1−jr Ω
αΦ(2)
)
|2 dωdrdu
We can therefore obtain (7.19) by applying (4.19) with −6 < p < 2k + 1 to φ and∑
|α|=1 Ω
αφ.
5 Commutator estimates for ψ0 =
1
4pi
∫
S2 ψ
In this section our goal is to prove rp-weighted estimates for the spherically symmetric
part ψ0 of ψ. Unless specifically stated otherwise, we will denote ψ0 by ψ in this
section.
5.1 The restricted hierarchy
First we assume that the first Newman–Penrose constant of the linear wave ψ that we are
dealing with is non-zero, i.e. we assume that initially we have that I0[ψ] 6= 0, for I0[ψ]
given as in (3.28). In that case we can establish the following hierarchy of estimates.
Proposition 5.1 (rp-weighted estimates for ψ0 with I0[ψ] 6= 0). Let ψ be a solution
to (1.1) emanating from initial data given as in Theorem 2.1 on (R, g).
Assume that I0[ψ] 6= 0 and take p ∈ (0, 3). Then there exists an R > 0 such that for
any 0 ≤ u1 < u2∫
Nu2
rp(∂rφ)
2 dωdr + p
∫
Au2u1
rp−1(∂rφ)2 dωdrdu ≤ C
∫
Nu1
rp(∂rφ)
2 dωdr
+ C
∫
Σu1
JT [ψ] · nu1 dµu1 ,
(5.1)
where C = C(D,R) > 0 is a constant and we can take R = p−1R0 with R0 = R0(D) > 0
a constant.
Proof. Let χ be the cut-off function introduced in the proof of Proposition 4.1. Consider
the vector field multiplier V = rp−2∂r. We apply the divergence theorem in the region Au2u1
on χφ to obtain∫
Nu2
JV [χφ] · Lr2dr +
∫
I+
JV [χφ] · Lr2du+
∫
Au2u1
divJV [χφ] r2drdu
=
∫
Nu1
JV [χφ] · Lr2dr,
(5.2)
where we used that the boundary term along the hypersurface {r = R} vanishes due to
the choice of cut-off χ. Recall from Appendix A.1 that we have
KV [χφ] =
1
2
rp−3
[
D(p− 4)−D′r] (∂r(χφ))2 + 2rp−3∂r(χφ)∂u(χφ). (5.3)
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By (3.1) we also have that
EV [χφ] = 2Drp−3(∂r(χφ))2 − 2rp−3∂u(χφ) · ∂r(χφ) +D′rp−3(χφ) · ∂r(χφ)
+
∑
|α1|≤1,|α2|≤1
Rχ[∂α1φ · ∂α2φ]. (5.4)
We add (5.3) and (5.4) to obtain
div JV [φ] =
1
2
rp−3
[
pD −D′r] (∂r(χφ))2 +D′rp−3(χφ) · ∂r(χφ)
+
∑
|α1|≤1,|α2|≤1
Rχ[∂α1φ · ∂α2φ].
We further write
r2 · divJV [χφ] = J0[χφ] + J1[χφ] +
∑
|α1|≤1,|α2|≤1
Rχ[∂α1φ · ∂α2φ],
where
J0[χφ]
.
=
1
2
rp−1
[
pD −D′r] (∂r(χφ))2,
J1[χφ]
.
= D′rp−1(χφ) · ∂r(χφ).
If R is chosen suitably large we can apply the Morawetz estimate (2.9) to estimate∑
|α1|≤1,|α2|≤1
∫
Au2u1
Rχ[∂α1φ · ∂α2φ] r2drdu ≤ C
∫
Σu1
JT [ψ] · nu1 dµu1 ,
where C > 0 depends in particular on R > 0 and the choice of cut-off function χ. We
immediately obtain that J0 is positive-definite for 0 < p < 3 and R > 0 suitably large.
Indeed, we can expand in the following way for any β > 0
D = 1− 2M
r
+O(r−1−β),
D′ =
2M
r2
+O(r−2−β).
The leading order term in J1 can be estimated by integrating by parts:∫
Au2u1
rp−3(χφ) · ∂r(χφ) drdu = 1
2
∫
Au2u1
∂r(r
p−3(χφ)2) drdu− 1
2
(p− 3)
∫
Au2u1
rp−4(χφ)2 drdu
=
1
2
∫
I+
rp−3(χφ)2 du+
1
2
(3− p)
∫
Au2u1
rp−4(χφ)2 drdu.
Both terms above have a good sign if p < 3. The lower-order terms in J1 can be absorbed
into the right-hand side above if R > 0 is suitably large. We put the above estimates into
(5.2) to estimate ∫
Nu2
rp(∂r(χφ))
2 dr +
∫
Au2u1
rp−1(∂r(χφ))2drdu
≤
∫
Nu1
rp(∂r(χφ))
2 dr + C
∫
Σu1
JT [ψ] · nu1 dµu1 ,
which is the estimate that we want but for χφ instead of φ. We can remove the cut-off χ
in the above estimate as in the proof of Proposition 4.1.
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5.2 The full hierarchy
We can extend the range of the power p in Proposition 5.1, if we assume additionally that
the first Newman–Penrose constant I0[ψ] vanishes.
Proposition 5.2 (rp-weighted estimates for ψ0 with I0[ψ] = 0). Let ψ be a solution
to (1.1) emanating from initial data given as in Theorem 2.1 on (R, g).
Assume that I0[ψ] = 0 and take p ∈ (0, 4). Then there exists an R > 0 such that for
any 0 ≤ u1 < u2∫
Nu2
rp(∂rφ)
2dr + p
∫
Au2u1
rp−1(∂rφ)2 drdu ≤ C
(4− p)2
∫
Nu1
rp(∂rφ)
2dr
+
C
(4− p)2
∫
Σu1
JT [ψ] · nu1dµu1 ,
(5.5)
where C = C(D,R) > 0 is a constant and we can take R = p−1R0 with R0 = R0(D) > 0
a constant.
Moreover, for p ∈ [4, 5) we have that∫
Nu2
rp(∂rφ)
2dr + p
∫
Au2u1
rp−1(∂rφ)2 drdu ≤ C
∫
Nu1
rp(∂rφ)
2dr
+ C
∫
Σu1
JT [ψ] · nu1dµu1 + C
Eδ0;aux[ψ]
(1 + u1)1−2δ
,
(5.6)
for any δ > 0 and
Eδ0;aux[ψ] =
∑
l≤4
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
l≤3
∫
N0
r4−l−δ(∂rT lφ)2 dωdr <∞, (5.7)
with C = C(D,R, δ) > 0 is a constant and we can take R = p−1R0 with R0 = R0(D) > 0
a constant.
Proof of (5.5). We have that
r2divJV [χφ] = J0[χφ] + J1[χφ] +
∑
|α1|≤1,|α2|≤1
Rχ[∂α1φ∂α2φ],
where
J0[χφ]
.
=
1
2
rp−1
[
pD −D′r] (∂r(χφ))2,
J1[χφ]
.
= D′rp−1χφ∂r(χφ).
First, let us restrict to the case p ∈ (0, 4). Instead of estimating the term J1 by
integrating by parts as in the proof of Proposition 2.7, we apply an r-weighted Cauchy–
Schwarz inequality, with  > 0 suitably small, to obtain
|J1| ≤ rp−1p(∂r(χφ))2 + Cp−1rp−5(χφ)2,
where C > 0 is a constant that depends only on  > 0. Therefore,∫
Au2u1
J1 drdu ≤ 
∫
Au2u1
prp−1(∂r(χφ))2 drdu+ Cp−1
∫
Au2u1
rp−5(χφ)2 drdu.
61
The first term on the right-hand side can be absorbed into J0. The second term can be
estimated using the Hardy inequality (2.10)∫
Au2u1
rp−5(χφ)2 drdu ≤ 4
(4− p)2
∫
Au2u1
rp−3(∂r(χφ))2 drdu,
for p < 4 and the previous Dafermos–Rodnianski hierarchy. Observe that in order to apply
(2.10) we need that:
lim
r→∞ r
p−4φ2 = 0,
which follows from Proposition 3.4, for any 0 < p < 4 because in particular I0[ψ] <∞.
We can remove the cut-off working as in Proposition 2.7.
Let  > 0. Then we can use (5.5) to obtain the following pointwise decay estimate for
R > 0 suitably large (depending on )
|φ|(u, r) ≤ CE0;aux[ψ](1 + u)−
3
2
+ 
2 . (5.8)
See Lemma 8.5 for a derivation. Using estimate (5.8) we can now alter the estimate (5.5)
to extend the range of p to p ∈ (0, 5).
Proof of (5.6). We now estimate the term J1 by applying a Cauchy–Schwarz inequality
with weights in r and weights in u
|J1| ≤ ′rpu−1−η(∂r(χφ))2 + Crp−6u1+η(χφ)2,
where we can take η > 0 and ′ > 0 arbitrarily small. We estimate the first term as follows∫
Au2u1
u−1−ηrp(∂r(χφ))2 drdu ≤ u−η1 sup
u1≤u≤u2
∫
Nu
rp(∂r(χφ))
2 dr.
By using (5.8), we have that∫
Au2u1
u1+ηrp−6(χφ)2 drdu ≤ CEδ0;aux[ψ]
∫
Au2u1
u−2+η+δrp−6 drdu ≤ C E0;aux[ψ]
(1 + u1)1−2δ
,
for p < 5, for a constant C depending on R > 0, and for η = δ.
We use the above estimates for J1 when applying the divergence theorem with respect
to the current JV , with V = rp−2∂r, but we ignore the spacetime terms with a good sign
in order to obtain∫
Nu2
rp(∂r(χφ))
2dr ≤ ′ sup
u1≤u≤u2
∫
Nu
rp(∂r(χφ))
2 dr + C
∫
Nu1
rp(∂r(χφ))
2 dr+
+C
∫
Σu1
JT [ψ] · nu1dµu1 + C
Eδ0;aux[ψ]
(1 + u1)1−2δ
.
We can replace the term on the left-hand side by supu1≤u≤u2
∫
Nu r
p(∂r(χφ))
2 dr, without
changing the estimate, and absorb the term with a factor ′ into the left-hand side. Finally,
we apply the divergence theorem once more, but now we include the spacetime integral on
the left-hand side. We are left with
p
∫
Au2u1
rp−1(∂r(χφ))2drdu+ sup
u1≤u≤u2
∫
Nu
rp(∂r(χφ))
2dr ≤ C
∫
Nu1
rp(∂r(χφ))
2 dr
+ C
∫
Σu1
JT [ψ] · nu1dµu1 + C
E0;aux[ψ]
(1 + u1)1−2δ
,
for p < 5. The cut-off is removed in the same way as before.
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5.3 Aside: a hierarchy for r2∂r(rψ0) with I0[ψ] = 0
Below we provide some additional estimates for a spherically symmetric wave ψ with van-
ishing first Newman–Penrose I0[ψ] = 0 after commuting g with r2∂r and using again
the multiplier vector field rp−2∂r. The estimates in this section will not be needed for the
remainder of the paper.
Proposition 5.3 (rp-weighted estimates for r2∂r(rψ0) with I0[ψ0] = 0). Let ψ be a
solution to (1.1) emanating from initial data given as in Theorem 2.1 on (R, g).
Assume that I0[ψ] = 0 and denote
Φ = r2 · ∂rφ = r2 · ∂rφ0.
Then, for p = 2 we have that∫
Nu2
rp(∂rΦ)
2 dr +
∫
Au2u1
rp−1(∂rΦ)2 drdu ≤ C
∫
Nu1
rp(∂rΦ)
2dr
+ C
∑
k≤1
∫
Σu1
JT [T kψ] · nΣu1dµu1 .
(5.9)
Furthermore, if
lim
r→∞ r
1
2 Φ(0, r) <∞, (5.10)
we have for p ∈ [2, 3) that∫
Nu2
rp(∂rΦ)
2 dr +
∫
Au2u1
rp−1(∂rΦ)2 drdu
≤ C
∫
Nu1
rp(∂rΦ)
2dr + C
∑
k≤1
∫
Σu1
JT [T kψ] · nΣu1dµu1 + C
E0,comm[ψ]
(1 + u1)1−δ
,
(5.11)
for any δ > 0, with
E0;comm[ψ] =
∑
k≤4
∫
Σ0
JT [T kψ] · n0 dµΣ0 +
∑
l≤2
∫
N0
r3−l(∂r(T lφ))2 dr
+
∫
N0
r2(∂rΦ)
2 dr,
C = C(D,R, δ) > 0 a constant and R = p−1R0 with R0 = R0(D) > 0 a constant.
Proof. According to the computations in Appendix A.1 we obtain
r2 · divJV [χΦ] = J0 + J1 + J2 +
∑
|α1|≤1,|α2|≤2
Rχ[∂α1Φ · ∂α2Φ],
with
J0[χΦ]
.
=
1
2
rp−1
[
pD − 3D′r] (∂r(χΦ))2,
J1[χΦ]
.
= rp−1[−D′′r + 3D′ − 2Dr−1](χΦ) · ∂r(χΦ),
J2[χΦ]
.
= rp+1[D′′ +D′r−1](χφ) · ∂r(χΦ),
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for χ the same cut-off that we used in the previous propositions. First we note that for the
term Rχ by using the Morawetz estimate (2.9) we have that∑
|α1|≤1,|α2|≤1
∫
Au2u1
Rχ[∂α1Φ · ∂α2Φ] drdu ≤ C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1 dµu1 ,
where C > 0 depends in particular on R > 0 and the choice of cut-off function χ.
We note that J0 is positive definite for p > 0. For the term J1 we notice that its leading
order term is
−2rp−2(χΦ) · ∂r(χΦ).
We have that
−2
∫
Au2u1
rp−2(χΦ)·∂r(χΦ)drdu = −
∫
I+
rp−2(χΦ)2du+(p−2)
∫
Au2u1
rp−3(χΦ)2drdu. (5.12)
For p < 3 the term at null infinity is zero by Proposition 3.7 (which can be applied due to
assumption (5.10)). Moreover, for p ∈ [2, 3) the spacetime term in the right hand side of
(5.12) has the right sign.
For J2 the leading order term in r
−1 is
−2Mrp−2 · (χφ) · ∂r(χΦ).
For p = 2 we integrate by parts and we have that
−
∫
Au2u1
2M(χφ) · ∂r(χΦ) drdu = −
∫
I+
2M(χφ) · (χΦ) du+
∫
Au2u1
2Mχ2r2(∂rφ)
2 drdu+
+
∫
Au2u1
2Mχ′r2(χφ) · ∂rφdrdu.
The first term vanishes again by Proposition 3.7, the second term has a good sign, and the
third one can be estimated by (2.9). We can therefore arrive at the estimate (5.9).
We can use (5.9) to arrive at a result that is analogous to (ii) of Lemma 7.2, but with
E0;aux replaced by E0;comm and r
4−(∂rφ)2 replaced by r2(∂rΦ)2. A proof of this statement
is straightforward and is omitted from this paper.
Then, via arguments similar to those in Lemma 8.3, we can arrive at the following
pointwise bound
|φ|(u, r) ≤ C ·
√
E0;comm[ψ]
(1 + u)3/2−δ/2
for any δ > 0. (5.13)
Now for p ∈ [2, 3) we apply a u-weighted Cauchy–Schwarz inequality and we have that
for η > 0 and ′ > 0
−2Mrp−2 · (χφ) · ∂r(χΦ) ≤ ′ · u1+η · rp−4(χφ)2 + Cu−1−η · rp (∂r(χΦ))2 .
We estimate the second term of the last expression as follows∫
Au2u1
u−1−ηrp(∂r(χΦ))2 drdu ≤ u−η1 sup
u1≤u≤u2
∫
Nu
rp(∂r(χΦ))
2 dr.
64
By using (5.13), we have that∫
Au2u1
u1+ηrp−4(χφ)2 drdu ≤ CE0
∫
Au2u1
u−3+η+rp−4 drdu ≤ C E0;comm
(1 + u1)1−δ
,
for 2 < p < 3, for a constant C depending on R > 0, and for δ = + η.
We use the above estimates for J2 when applying the divergence theorem with respect
to the current JV , with V = rp−2∂r, and we ignore the spacetime terms with a good sign
in order to obtain∫
Nu2
rp(∂r(χΦ))
2dr ≤ ′ sup
u1≤u≤u2
∫
Nu
rp(∂r(χΦ))
2 dr + C
∫
Nu1
rp(∂r(χΦ))
2 dr+
+C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1dµu1 + C
E0;comm[ψ]
(1 + u1)1−δ
.
We can replace the term on the left-hand side by supu1≤u≤u2
∫
Nu r
p(∂r(χΦ))
2 dr, with-
out changing the estimate, and absorb the term with a factor ′ into the left-hand side.
Finally, we apply the divergence theorem once more, but now we include the spacetime
integral on the left-hand side. We are left with
(p− 2)
∫
Au2u1
rp+1(χ∂rφ)
2drdu+
∫
Au2u1
rp−1(∂r(χΦ))2drdu+ sup
u1≤u≤u2
∫
Nu
rp(∂r(χΦ))
2dr ≤
≤ C
∫
Nu1
rp(∂r(χΦ))
2 dr + C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1dµu1 + C
E0;comm[ψ]
(1 + u1)1−δ
,
for 2 < p < 3. The cut-off can be removed similarly as before after noticing that∫
Nu
rp(∂r(χΦ))
2dr ≤ C
∫
Nu
rp(∂rΦ)
2dr + C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1dµu1 ,
and ∫
Nu
rp(∂rΦ)
2dr ≤ C
∫
Nu
rp(∂r(χΦ))
2dr + C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1dµu1 .
Remark 5.1. It should be noted that the r-weighted energies on the right-hand sides of
(5.9) and (5.11) can be finite even if I0[ψ] is non-vanishing (of course, we need to in
particular use the pointwise condition I0[ψ] = 0 to prove Proposition 5.3 in the first place).
This is in contrast to Proposition 5.2 where the r-weighted energies on the right-hand sides
of (5.5) and (5.5) are not finite if I0[ψ] is non-vanishing. This makes Proposition 5.3
more useful for nonlinear applications, where the Newman–Penrose quantity need to be
conserved.
5.4 The extended hierarchy for ∂k+1r ψ0 and ∂
k
rTψ, k ≥ 0
In this section we will prove some additional estimates for ∂k+1r ψ0 and ∂
k
rTψ0, with k ∈ N0.
Note that we always have I0[T
kψ] = 0 (even when I0[ψ] 6= 0) so the estimates provided
by Proposition 5.2 can directly be applied to T kψ. We will however prove alternative
hierarchies in this section.
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Lemma 5.4. Let ψ be a solution to (1.1) emanating from initial data given as in Theorem
2.1 on (R, g). Then we have that for any k ∈ N
g(∂krφ) =
(
2
r
+O(r−2)
)
· ∂k+1r φ+
k∑
m=0
O(r−m−3) · ∂k−mr φ−
2
r
∂u∂
k
rφ. (5.14)
Proof. See Appendix A.1.
Proposition 5.5. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Let n ∈ N0 and assume that D = 1− 2Mr +On+2(r−1−β).
(i) Assume that I0[ψ] = 0. Let 0 ≤ k ≤ n and take p ∈ (2k, 4 + 2k). Then there exists
an R > 0 such that for any 0 ≤ u1 < u2∫
Nu2
rp(∂k+1r φ)
2 dr +
∫
Au2u1
prp−1(∂k+1r φ)
2 drdu
≤ C(p− 4− 2k)−1
k∑
j=0
∫
Nu1
rp−2j(∂k−j+1r φ)
2 dr
+ C(p− 4− 2k)−1
∑
j≤k
∫
Σu1
JT [T jψ] · nΣu1 dµΣu1 ,
(5.15)
where C
.
= C(k,D,R) > 0 is a constant and we can take R = p−1(p−4−2k)−1R0(D) >
0, with R0(k,D) > 0 a constant.
Furthermore, take p ∈ [2k + 4, 5 + 2k), then there exists an R > 0 such that for any
0 ≤ u1 < u2 and any δ ∈ (0, 1)∫
Nu2
rp(∂k+1r φ)
2 dr +
∫
Au2u1
prp−1(∂k+1r φ)
2 drdu ≤ C
k∑
j=0
∫
Nu1
rp−2j(∂k−j+1r φ)
2 dr
+ C
∑
j≤k
∫
Σu1
JT [T jψ] · nΣu1 dµΣu1 + CEδ0,aux[ψ](1 + u1)−1−δ,
(5.16)
where C
.
= C(k,D,R) > 0 is a constant and we can take R = p−1R0(D) > 0, with
R0(k,D) > 0 a constant.
(ii) Assume that I0[ψ] 6= 0. Then (5.15) holds with the restricted range p ∈ (2k, 2k+ 3).
Proof. Let V = rp−2∂r. We have that
KV [χ∂krφ] =
1
2
rp−3
[
D(p− 4)−D′r] (∂r(χ∂krφ))2 + 2rp−3∂r(χ∂krφ) · ∂u(χ∂krφ),
and using (5.14), we moreover have that
EV [χ∂krφ] = rp−2∂r(χ∂krφ)g(χ∂krφ)
= −2rp−3∂u(χ∂krφ) · ∂r(χ∂krφ) + rp−2
(
2
r
+O(r−2)
)(
∂r(χ∂
k
rφ)
)2
+
+
k∑
m=0
rp−2O(r−m−3)(χ∂k−mr φ) · ∂r(χ∂krφ) +
∑
|α1|≤1,|α2|≤1
Rχ[∂α1∂krφ · ∂α2∂krφ].
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Therefore,
r2divJV [χ∂krφ] = J0[χ∂
k
rφ] +
k+1∑
m=1
Jm[χ∂
k
rφ] +
∑
|α1|≤1,|α2|≤1
Rχ[∂α1∂krφ · ∂α2∂krφ],
where
J0[χ∂
k
rφ]
.
=
1
2
rp−1
[
p+O(r−1)
] (
∂r(χ∂
k
rφ)
)2
,
Jl+1[χ∂
k
rφ]
.
=O(rp−3−l)(χ∂k−lr φ) · ∂r(χ∂krφ), for 0 ≤ l ≤ max{k − 1, 0},
Jk+1[χ∂
k
rφ]
.
=O(rp−4−k)χφ · ∂r(χ∂krφ).
We will first prove by induction that (5.15) holds for all 0 ≤ k ≤ n. First of all, (5.15)
holds for k = 0 by Proposition 5.2 . Let us now suppose (5.15) holds for all 0 ≤ k ≤ n. We
want to show that then (5.15) also holds for k = n+ 1. We therefore fix k = n+ 1.
First of all, we can estimate by (2.9):∑
|α1|≤1, |α2|≤1
∫
Au2u1
Rχ[∂α1∂n+1r φ · ∂α2∂n+1r φ] drdu ≤ C
∑
|α|≤n+2
∫
Au2u1∩{r≤R+1}
(∂αψ)2 dωdrdu
≤ C
∑
j≤n+1
∫
Σu1
JT [T jψ] · nΣu1 dµΣu1 .
The term in J0 is positive for all p > 0 if we take R ≥ p−1R0, with R0 = R0(D,n) > 0
suitably large. We estimate Jl+1 with 1 ≤ l ≤ n by applying a Cauchy–Schwarz inequality:
|Jl+1| ≤ rp−1p
(
∂r(χ∂
n+1
r φ)
)2
+ Cp
−1rp−5−2l(χ∂n+1−lr φ)
2
The first term on the right-hand side can be absorbed into J0 for suitably small . We
estimate the second term as follows:
Cp
−1rp−5−2l(χ∂n+1−mr φ)
2 ≤ Cprp−3−2l(χ∂n+1−mr φ)2,
if we take R ≥ p−1R0. We can estimate the right-hand side by applying (5.15) with
k = n + 1 − l if 2k < p − 2 − 2m < 4 + 2k, or equivalently, 2(n + 1) < p < 4 + 2(n + 1),
provided we take R ≥ p−1(p− 4− 2(n+ 1))−1R0.
We are left with estimating Jn+2. We apply once again Cauchy–Schwarz to estimate
|Jn+2| ≤ rp−1p
(
∂r(χ∂
n+1
r φ)
)2
+ Cp
−1rp−7−2(n+1)(χφ)2,
and we estimate further
Cp
−1rp−7−2(n+1)(χφ)2 ≤ Cprp−5−2(n+1)(χφ)2,
by taking R ≥ p−1R0. Now, we apply (2.10) to estimate the spacetime integral of the
right-hand side as follows:∫
Au2u1
prp−5−2(n+1)(χφ)2 drdu ≤ C(p− 2− 2m)−1
∫
Au2u1
prp−3−2(n+1)(∂r(χφ))2 drdu
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where we use that p < 4 + 2(n+ 1). The term on the right-hand side can be estimated by
applying Proposition 5.2.
Finally, we put the above estimates together and apply the divergence theorem on
divJV [χ∂n+1r φ] to conclude that (5.15) also holds for k = n+ 1. We easily obtain part (ii)
of the proposition by restricting the range of p to p < 3 + 2k.
In order to prove (5.16) we repeat the arguments above, with the only difference being
the estimate of Jn+2. Here, we apply a u-weighted Cauchy–Schwarz inquality
|Jn+2| ≤ rpu−1−η
(
∂r(χ∂
n+1
r φ)
)2
+ Cu
1+ηrp−9−2(n+1)(χφ)2
and use the pointwise bound (5.8), as in the proof of Proposition 5.2, to extend the range
of p to 2(n+ 1) < p < 5 + 2(n+ 1) for k = n+ 1.
We will use Proposition 5.5 in order to present an augmented hierarchy of rp–weighted
estimates for T kψ with k ≥ 1, where ψ is spherically symmetric.
Proposition 5.6. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Let n ∈ N0 and assume that D = 1− 2Mr +On+2(r−1−β).
(i) Assume that I0[ψ] = 0. Let 1 ≤ k ≤ n and take p ∈ (2k, 4 + 2k). Then there exists
an R > 0 such that for any 0 ≤ u1 < u2∫
Au2u1
prp−1(∂krTφ)
2 drdu ≤ C(p− 4− 2k)−1
k∑
j=0
∫
Nu1
rp−2j(∂k−j+1r φ)
2 dr
+ C(p− 4− 2k)−1
∑
j≤k
∫
Σu1
JT [T jψ] · nΣu1 dµΣu1 ,
(5.17)
where C
.
= C(k,D,R) > 0 is a constant and we can take R = p−1(p−4−2k)−1R0(D) >
0, with R0(k,D) > 0 a constant.
(ii) Assume that I0[ψ] 6= 0. Then (5.17) holds with the restricted range p ∈ (2k, 2k+ 3).
Proof. Let D = 1− 2Mr +Ok+2(r−1−β), with k ∈ N. We can commute (3.2) with ∂kr , with
k ∈ N, k ≥ 1, to arrive at
∂krTφ = [1 +O(r
−1)]∂k+1r φ+
k∑
m=0
O(r−m−2)∂k−mr φ.
We therefore obtain∫
Au2u1
prp−1(χ∂krTφ)
2 drdu ≤ C
∫
Au2u1
prp−1(∂r(χ∂kφ)2 drdu
+ C
k−1∑
m=0
∫
Au2u1
prp−1−2m−4χ2(∂k−mr φ)
2 drdu
+ C
∫
Au2u1
prp−1−2k−4χ2φ2 drdu
+
∫
Au2u1
χ′2(∂krφ)
2 drdu.
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We apply Proposition 5.5 with k = n to estimate the first term on the right-hand side and
Proposition 5.5 with k replaced by k−m and 2(k−m) < p−2m < 4+2(k−m) to estimate
the next k terms. In order to estimate the term with a factor φ2 we apply (2.10) (using
that p < 4 + 2k), followed by Proposition 5.2 with p replaced by p − 2k. The final term
with a factor χ′2 can be estimated by applying (2.9) as usual.
6 Sharpness of the hierarchy for ψ0
In this section we will show that the range of p is sharp in Proposition 5.1 and 5.2.
Proposition 6.1. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Assume that I0[ψ] 6= 0. Then the range of p in estimate (5.1) is sharp, i.e. for any
fixed 0 ≤ u0 <∞ it holds that ∫
A∞u0
r2(∂rφ)
2 drdu =∞. (6.1)
Proof. From the estimates in Section 3 and the assumption that I0[ψ] 6= 0, we can estimate
r4(∂rφ)
2(u0, r) ≥ 1
2
I20 [ψ],
for r ≥ R˜(u0), with R˜(u0) > 0 suitably large.
From the above, it follows that∫
Nu0
r3(∂rφ)
2 dr =∞. (6.2)
By applying the divergence theorem as in Proposition 5.1 with p = 3 but instead in the
region A¯Vu0
.
= A∞u0 ∩ {v ≤ V } for any fixed u0 ≥ 0 and for any V ≥ V0(u0, R) (with χ a
cut-off as in the previous propositions), we obtain:∫
A¯Vu0
r2(3D−D′r)(∂r(χφ))2 drdu+
∫
A¯Vu0
r2D′(χφ)·(∂r(χφ)) drdu =
∫
Nu0∩{v≤V }
r3(∂rφ)
2 dr ⇒
I + II + III =
∫
Nu0∩{r≤V }
r3(∂rφ)
2 dr, (6.3)
where
I =
∫
A¯Vu0
r23D(∂r(χφ))
2 drdu ≥ c(u0)
∫
A¯Vu0
r2(∂r(χφ))
2,
for some constant c(u0) > 0, and for all V >∞
II = −
∫
A¯Vu0
D′r3(∂r(χφ))2 drdu = −
∫
A¯Vu0
(
2Mr +O(r1−β)
)
(∂r(χφ))
2 drdu ≤ C(u0),
for some constant C(u0) > 0, by Proposition 5.1 with p = 2.
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Furthermore, we have that for 0 < η < 1 and for all V∞
III =
∫
A¯Vu0
r2D′(χφ) · (∂r(χφ)) drdu ≤ C
∫
A¯Vu0
1
r2−η
(χφ)2 drdu+ C
∫
A¯Vu0
r2−η(∂r(χφ))2 drdu
≤ C
∫
A¯Vu0
rη(∂r(χφ))
2 drdu+ C
∫
A¯Vu0
r2−η(∂r(χφ))2 drdu
≤ C(u0),
for some constant C(u0) > 0, , by Proposition 5.1 with p = 3 − η and an application of
(2.10).
We note that by taking V → ∞ the right-hand side of (6.3) becomes infinite due to
(6.2). Since II + III → ∞, the term I of the left-hand side of of (6.3) therefore goes to
infinity as V →∞.
The statement of the proposition then follows after removing the cut-off χ, by estimating
the terms involving χ′ with Cauchy–Schwarz and the Morawetz estimate (2.9).
We consider now the case of vanishing first Newman–Penrose constant. For this we will
need the following auxiliary lemma.
Lemma 6.2. If M 6= 0, there exists spherically symmetric initial data for a solution ψ to
(1.1) such that
ψ|N0 = 0, (6.4)
and moreover, ψ = T ψ˜, where
r2∂r(rψ˜)(0, r) = I0[ψ˜] +O3(r
−α)
and
∂v(rψ˜)|N0(v) = 2I0[ψ˜]v−2 +O3(v−2−α).
with I0[ψ˜] 6= 0.
Proof. We want to construct a spherically symmetric function ψ˜0 on N such that T ψ˜ = 0.
Since ψ˜ is a solution to (1.1), condition (6.4) implies that
D∂2r ψ˜ + (D
′ + 2r−1D)∂rψ˜ = 0
on N ; see (A.6).
We multiply both sides by r2 and rearrange terms to obtain
∂r(Dr
2∂rψ˜)(u, r) = 0.
for r ≥ R. In particular, we require
Dr2∂rψ˜(0, r) = C0
for r ≥ R and C0 ∈ R. Let limr→∞ ψ˜(0, r) = 0, then we can integrate to obtain
ψ˜(0, r) = −C0
∫ ∞
r
D−1(r′)r′−2 dr′.
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By our assumptions on D we have that for any β > 0
D−1 = 1 +
2M
r
+O3(r
−1−β),
and hence
ψ˜(0, r) = −C0r−1 − C0Mr−2 +O3(r−2−β).
In particular,
rψ˜(0, r) =− C0 − C0Mr−1 +O3(r−1−β),
r2∂r(rψ˜)(0, r) = C0M +O3(r
−β).
We have that I0[ψ˜] = limr→∞ r2∂r(rψ˜)(0, r) = C0M , so we can take I0[ψ] 6= 0 if and only
if M 6= 0. By the assumptions on the metric g from Section 2.1, we have that ∂vr = 12D
and v|N = 2r∗(r), where
r∗(r) = r − 2M log
( r
R
)
+O3(r
−β) +O3(R−β).
So we can estimate
v2∂v(rψ˜)|N0(v) = 2I0[ψ˜] +O3(v−β).
Remark 6.1. In our companion paper [6], the construction of ψ˜0 such that T ψ˜0 = ψ0 in
Lemma 6.2 is carried out for more general initial data for ψ and the constant C0 ∈ R is
expressed explicitly in terms of this initial data.
Proposition 6.3. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Assume that I0[ψ] = 0. Then the range of p in estimate (5.1) is generically sharp,
i.e. for any fixed 0 ≤ u0 <∞ it holds that∫
A∞u0
r4(∂rφ)
2 drdu =∞ (6.5)
for ψ arising from generic, compactly supported initial data on Σ.
Proof. We consider the set of solutions constructed in Lemma 6.2, i.e. we look at T ψ˜ for
a spherically symmetric linear wave ψ˜ with I0[ψ˜] 6= 0 and we denote φ˜ = rψ˜. We consider
the region A¯Vu0 that was introduced in the proof of Proposition 6.1, and we have for p = 5
that∫
A¯Vu0
r4(∂r(T φ˜))
2 drdu =
∫
A¯Vu0
r4
(
(∂r(D∂rφ˜))
2 +
(D′)2
r2
φ˜2 − 2D
′
r
∂r(D∂rφ˜) · φ˜
)
drdu
= I + II + III,
and it can be easily checked that II + III <∞. We then have that
I =
∫
A¯Vu0
r4(∂r(D∂rφ˜))
2 drdu =
∫
A¯Vu0
r4
(
D2(∂2r φ˜)
2 + (D′)2(∂rφ˜)2 + 2DD′(∂2r φ˜) · (∂rφ˜)
)
drdu
= IV + V + V I,
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and it can be easily checked again that V +V I <∞, while for IV , by the Hardy inequality
(2.10), there exists a constant C > 0 such that
IV ≥ C
∫
A¯Vu0
r2(∂rφ˜)
2 drdu =∞,
where in the last step we used the previous result of Proposition 6.1, as I0[ψ˜] 6= 0.
Now consider a general solution ψ to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g). By linearity of (1.1), the function
ψ = ψ + T ψ˜
is then also a solution (1.1) and for  > 0 suitably small, the initial data of ψ on Σ lies
arbitrarily close to the initial data for ψ on Σ with respect to any (weighted) initial data
norm on Σ, as the initial data of T ψ˜ is compactly supported. Therefore, solutions to (1.1)
emanating from generic initial data (with respect to any weighted energy norm) satisfy
(6.5).
7 Energy decay estimates
In this section we obtain energy decay estimates for solutions ψ to (1.1) with respect to
the timelike vector field N as an application of the hierarchies of rp-weighted estimates
developed in Section 4 and Section 5.
Additionally, we show how improved energy decay estimates for solutions of the form
T kψ, with k ∈ N0, follow naturally in this formalism from the additional hierarchies of
rp-weighted estimates for ∂k+1r (rψ) and ∂
k
rT (rψ).
We split ψ = ψ0 +ψ1 and prove energy decay estimates for ψ0 in Section 7.1 and energy
decay estimates of ψ1 in Section 7.3.
7.1 Energy decay for ψ0
We first establish polynomial decay for the N -energy of spherically symmetric solutions
ψ0. We distinguish the cases where I0[ψ] 6= 0 and I0[ψ] = 0.
Proposition 7.1 (Energy decay for ψ0). Let ψ be a spherically symmetric solution to
(1.1) emanating from initial data given as in Theorem 2.1 on (R, g).
(i) Assume that initially we have that I0[ψ] 6= 0 and E0,I0 6=0[ψ] <∞, with
E0,I0 6=0[ψ] =
3∑
l=0
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∫
N0
r3−(∂rφ)2 dr +
∫
N0
r2(∂r(Tφ))
2 dr
+
∫
N0
r(∂r(T
2φ))2 dr.
Then, for all  > 0, there exists a constant C
.
= C(D,R, ) such that for all u ≥ 0∫
Σu
JN [ψ] · nudµΣu ≤ C
E0,I0 6=0[ψ]
(1 + u)3−
. (7.1)
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(ii) Assume that initially we have that I0[ψ] = 0 and E

0,I0=0
[ψ] <∞, with
E0,I0=0[ψ] =
5∑
l=0
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∫
N0
r5−(∂rφ)2 dr +
∫
N0
r4−(∂r(Tφ))2 dr
+
∫
N0
r3−(∂r(T 2φ))2 dr +
∫
N0
r2(∂r(T
3φ))2 dr +
∫
N0
r(∂r(T
4φ))2 dr.
Then, for all  > 0, there exists a constant C
.
= C(D,R, ) such that for all u ≥ 0∫
Σu
JN [ψ] · nudµΣu ≤ C
E0,I0=0[ψ]
(1 + u)5−
. (7.2)
Proof. (i) I0[ψ] 6= 0. By Proposition 2.8, we can estimate∫
Σu
JN [ψ]·nudµΣu ≤ C(1+u)−2
[∑
l≤2
∫
Σu
JN [T lψ]·n0 dµΣ0+
∫
N0
r2(∂rφ)
2 dr+
∫
N0
r(∂rTφ)
2 dr
]
,
for any u ≥ 0, for a constant C .= C(D,R).
We apply the estimate of Proposition 5.1 with p = 3 −  and the pigeonhole principle
(the mean value theorem on dyadic intervals) to obtain∫
Nu
r2−(∂rφ)2 dr ≤ C(1 + u)−2
[∑
l≤2
∫
Σu
JN [T lψ] · n0 dµΣ0 +
∫
N0
r2(∂rφ)
2 dr
+
∫
N0
r(∂rTφ)
2 dr
]
+ C(1 + u)−1
∫
N0
r3−(∂rφ)2 dr.
and subsequently, we apply Proposition 5.1 with p = 2 − , the pigeonhole principle and
Lemma 2.6 with p = 1 and q = 2 to obtain∫
Nu
r(∂rφ)
2 dr ≤ C(1 + u)−2+
[∑
l≤2
∫
Σu
JN [T lψ] · n0 dµΣ0 +
∫
N0
r2(∂rφ)
2 dr
+
∫
N0
r(∂rTφ)
2 dr
]
+ C(1 + u)−2+
∫
N0
r3−(∂rφ)2 dr.
Now, we combine Proposition 5.1 with p = 1−  together with (2.8) to estimate∫ u2
u1
∫
Σu
JN [ψ]·nudµΣudu ≤ C
∑
l≤1
∫
Σu1
JN [T lψ]·nu1dµΣu+C(1 + u)−2+
∫
N0
r3−(∂rφ)2 dr.
The energy decay estimate (7.1) now follows after applying once more the pigeonhole
principle, using Proposition 2.8 for T lψ with l ≤ 1 together with energy boundedness
(2.7).
(ii) I0[ψ] = 0. In the case I0[ψ] = 0 we can add two additional estimate in the hierarchy
of estimates. We consider the cases p = 4−  and p = 5−  from Proposition 5.2. We can
therefore improve the decay above by applying as above (multiple times) the pigeonhole
principle and then Lemma 2.6 to estimate the flux integral of r(∂rφ)
2 by r1−(∂rφ)2 as
above, followed by (2.8) together with the already established N -energy decay estimate
(for ψ and Tψ).
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The following lemma concerns decay estimates of certain rp-weighted energy fluxes that
will be necessary when deriving pointwise estimates for the radiation field. The lemma
contains in particular a sub-optimal decay result that is used to increase the range of p in
(5.1) from p ∈ (0, 4) to p ∈ (0, 5).
Lemma 7.2. Let ψ = ψ0 be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
(i) Assume that I0[ψ] 6= 0, and
E0;I0 6=0[ψ] <∞.
Then we can estimate∫
Nu
r2(∂rφ)
2 dωdr ≤ C(1 + u)−1+
(
Edr[ψ] +
∫
N0
r3−(∂r(rψ))2 dr
)
, (7.3)∫
Nu
(∂rφ)
2 dr ≤ C(1 + u)−3+E0;I0 6=0[ψ], (7.4)
for C = C(D,R, ) > 0.
(ii) Assume that I0[ψ] = 0 and limr→∞ Tψ(0, r) <∞, and moreover assume that
E0;aux[ψ] =
∑
l≤4
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
l≤3
∫
N0
r4−l−(∂rT lφ)2 dr <∞.
Then we can estimate for all  > 0∫
Nu
r2(∂rφ)
2 dr ≤ C(1 + u)−2+
(
Edr[ψ] +
∫
N0
r4−(∂r(rψ))2 dr
)
, (7.5)∫
Nu
(∂rφ)
2 dr ≤ C(1 + u)−4+E0;aux[ψ], (7.6)
for C = C(D,R, ) > 0.
(iii) Assume that I0[ψ] = 0, limr→∞ Tψ(0, r) <∞, limr→∞ T 2ψ(0, r) <∞ and moreover
E0;I0=0[ψ] <∞.
Then we can estimate∫
Nu
r2(∂rφ)
2 dr ≤ C(1 + u)−3+
(
E0;I0 6=0[ψ] +
∫
N0
r5−(∂r(rψ))2 dr
)
, (7.7)∫
Nu
(∂rφ)
2 dr ≤ C(1 + u)−5+E0;I0=0[ψ], (7.8)
for C = C(D,R, ) > 0.
Proof. The estimates (7.3), (7.4), (7.5) and (7.4) appear in the proof of Proposition 7.1
(after using Lemma 2.6 to transfer r-degeneracy into u-degeneracy). Moreover, both the
estimates (7.5) and (7.6) appear in the proof of Proposition 7.1 as intermediate results
obtained by using the hierarchy of (5.1) only up to p = 4− .
The energy E0,aux[ψ] will appear in the pointwise decay estimate required to extend
the range of p in Proposition 5.2 from p ∈ (0, 4) to p ∈ (0, 5); see Lemma 8.3.
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7.2 Energy decay for T kψ0
In this section, we obtain improved energy decay estimates for T kψ0, using the r
p-weighted
estimates from Section 5.4.
Proposition 7.3 (Energy decay for T kψ0). Let ψ be a spherically symmetric solution
to (1.1) emanating from initial data given as in Theorem 2.1 on (R, g).
Let n ∈ N and assume additionally that D(r) = 1 − 2Mr−1 + On+2(r−1−β) for some
β > 0.
(i) Assume that initially we have that I0[ψ] 6= 0 and E0,I0 6=0;k[ψ] <∞, with
E0,I0 6=0;k[ψ]
.
=
∑
l≤3+3k
∫
Σ0
JN [T lψ] · n0 dµΣ0
+
∑
l≤2k
∫
N0
r3−(∂rT lφ)2 dr + r2(∂rT l+1φ)2 + r(∂rT 2+lφ)2 dr
+
∑
m≤k
l≤2k−2m+min{k,1}
∫
N0
r2+2m−(∂1+mr T
lφ)2 dr
+
∫
N0
r3+2k−(∂1+kr φ)
2 dr.
Then, for all  > 0 and all k ≤ n, there exists a constant C .= C(D,R, , n) such that
for all u ≥ 0 ∫
Σu
JN [T kψ] · nudµΣu ≤ C
E0,I0 6=0;k[ψ]
(1 + u)2k+3−
. (7.9)
(ii) Assume that initially we have that I0[ψ] = 0 and E

0,I0=0;k
[ψ] <∞, with
E0,I0=0;k[ψ]
.
=
∑
l≤5+3k
∫
Σ0
JN [T lψ] · n0 dµΣ0
+
∑
l≤2k
∫
N0
r5−(∂rT lφ)2 + r4−(∂rT 1+lφ)2 + r3−(∂rT 2+lφ)2
+ r2(∂rT
3+lφ)2 + r(∂rT
4+lφ)2 dr
+
∑
m≤k
l≤2k−2m+min{k,1}
∫
N0
r4+2m−(∂1+mr T
lφ)2 dr
+
∫
N0
r5+2k−(∂1+kr φ)
2 dr.
Then, for all  > 0, there exists a constant C
.
= C(D,R, ) such that for all u ≥ 0∫
Σu
JN [T kψ] · nudµΣu ≤ C
E0,I0=0;k[ψ]
(1 + u)2k+5−
. (7.10)
Proof. We will only prove (ii). The estimate in (i) can be proven analogously by restricting
everywhere the range of p.
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We will prove (7.10) by induction. The case k = 0 follows from (7.2). Now suppose
(7.10) holds for all k ≤ n. Then (7.10) also holds for ψ replaced by Tψ.
By (5.17) with p = 4 + 2(n + 1) −  we have an additional estimate for Tn+1ψ in our
hierarchy of estimates compared to the hierarchy of estimates for Tnψ: indeed, for all
0 ≤ u1 < u2,∫
Au2u1
r5+2n−(∂1+nr Tφ)
2 drdu ≤ C
∑
m≤n+1
∫
Nu1
r6+2n−−2m(∂2+n−mr φ)
2 dr
+
∑
l≤n+1
∫
Σu1
JN [T lψ] · nu1 dµΣu1 .
As a consequence, analogous to the arguments in Proposition 7.1, we can improve the decay
rate in (7.10) with k = n applied to Tψ by one power to obtain
∫
Σu
JN [Tn+1ψ] · nu dµΣu ≤ C(1 + u)2n+6−
[ ∑
l≤7+3n
∫
Σ0
JN [T lψ] · nΣ0 dµΣ0
+
∑
l≤2n+1
∫
N0
r5−(∂rT 1+lφ)2 + r4−(∂rT 2+lφ)2 + r3−(∂rT 3+lφ)2
+ r2(∂rT
4+lφ)2 + r(∂rT
5+lφ)2 dr
+
∑
m≤k
l≤2k−2m+2
∫
N0
r4+2m−(∂1+mr T
lφ)2 dr
+
∑
l≤1
∫
N0
r5+2k−(∂1+kr T
lφ)2 dr
]
+ C(1 + u)2n+6−
∑
m≤n+1
∫
N0
r6+2n−−2m(∂2+n−mr φ)
2 dr.
We can add another estimate to our hierarchy by applying (5.16) with p = 5 + 2(n+ 1)− :∫
Au2u1
r6+2n−2m−(∂2+n−mr φ)
2 drdu ≤ C
∑
m≤n+1
∫
Nu1
r7+2n−−2m(∂2+n−mr φ)
2 dr
+
∑
l≤n+1
∫
Σu1
JN [T lψ] · nτ1 dµΣu1 + CE0;aux[ψ].
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We can now improve the energy decay rate by one more power:∫
Σu
JN [Tn+1ψ] · nudµΣu ≤ C(1 + u)2n+7−
[ ∑
l≤8+3n
∫
Σ0
JN [T lψ] · n0
+
∑
l≤2n+2
∫
N0
r5−(∂rT 1+lφ)2 + r4−(∂rT 2+lφ)2 + r3−(∂rT 3+lφ)2
+ r2(∂rT
4+lφ)2 + r(∂rT
5+lφ)2 dr
+
∑
m≤k
l≤2k−2m+3
∫
N0
r4+2m−(∂1+mr T
lφ)2 dr
+
∑
l≤2
∫
N0
r5+2k−(∂1+kr T
lφ)2 dr
]
+ C(1 + u)2n+7−
∑
m≤n+1, l≤1
∫
N0
r6+2n−−2m(∂2+n−mr T
lφ)2 dr
+ C(1 + u)2n+7−
∑
m≤n+1
∫
N0
r7+2n−−2m(∂2+n−mr φ)
2 dr.
By rearranging the above terms, we arrive at (7.10) with k = n + 1 which completes the
proof.
We easily obtain the following decay estimates for r-weighted integrals of T kψ, in
analogy with Lemma 7.2.
Lemma 7.4. Let ψ be a spherically symmetric solution to (1.1) emanating from initial
data given as in Theorem 2.1 on (R, g). Let n ∈ N and assume additionally that D(r) =
1− 2Mr−1 +On+2(r−1−β) for some β > 0 and I0[ψ] = 0.
Then we can estimate for all  > 0 and k ≤ n∫
Nu
r2(∂rT
kφ)2 dr ≤ C E

0,I0 6=0;k[ψ]
(1 + u)1+2k−
, (7.11)∫
Nu
(∂rT
kφ)2 dr ≤ C E

0,I0 6=0;k[ψ]
(1 + u)3+2k−
, (7.12)
for C = C(D,R, , n) > 0 if the energy norms on the right-hand side are finite, and
moreover, if we assume I0[ψ] = 0, then∫
Nu
r2(∂rT
kφ)2 dr ≤ C E

0,I0=0;k
[ψ]
(1 + u)3+2k−
, (7.13)∫
Nu
(∂rT
kφ)2 dr ≤ C E

0,I0=0;k
[ψ]
(1 + u)5+2k−
, (7.14)
if the energy norms on the right-hand side are finite.
7.3 Energy decay for ψ1
In this section we establish polynomial decay for the N -energy of ψ1.
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Proposition 7.5 (Energy decay for ψ1). Let ψ be a solution to (1.1) with
∫
S2 ψ dω = 0
emanating from initial data given as in Theorem 2.1 on (R, g).
Assume that E1[ψ] <∞, with
E1[ψ]
.
=
∑
l≤5
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
l≤3
∫
N0
r2(∂rT
lφ)2 + r(∂rT
l+1φ)2 dωdr
+
∫
N0
r2−(∂rΦ)2 dωdr +
∫
N0
r2−(∂rTΦ)2 + r1−(∂rT 2Φ)2 dωdr +
∫
N0
r1−(∂rΦ(2))2 dωdr
and moreover
lim
r→∞
∑
|l|≤4
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∫
S2
r−1
(
Φ(2)
)2
dω
∣∣
u′=0 <∞.
Then, for all  > 0 there exists a constant C = C(D,R, ) > 0 such that for all u ≥ 0∫
Σu
JN [ψ] · nu dµΣu ≤ CE1[ψ](1 + u)−5+. (7.15)
Proof. Note first of all that the assumption∑
|k|≤4
∫
Σ
JT [Ωkψ] · nΣ dµΣ <∞
in Proposition 4.4 follows from∑
|k|≤4
∫
Σ
JT [T kψ] · nΣ dµΣ <∞,
after applying standard elliptic estimates, which in turn follows from E1[ψ] <∞. Moreover,
the assumption
lim
r→∞ r
−1
∫
S2
Φ2(2) dω <∞
also follows from E1[ψ] <∞, after applying the fundamental theorem of calculus in the r
variable.
By Proposition 2.8 we have that
∫
Σu
JN [ψ]·nu dµΣu ≤ C(1+u)−2
∑
|l|≤2
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
|l|≤1
∫
N0
r2−l(∂rT lφ)2 dωdr
 .
By applying (4.1) with p = 1−  we moreover have that for all 0 ≤ u1 < u2∫
Au2u1
r−(∂r(χΦ))2 dωdrdu ≤ C
∫
Nu1
r1−(∂rΦ)2 dωdr + C
∑
k≤1
∫
Σu1
JT [T kψ] · nu1 dµΣu1 ,
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for R = R(D) > 0 suitably large.
We can apply the Hardy inequality (2.10) to estimate∫
Au2u1
χ2r2−(∂rφ)2 dωdrdu ≤ C
∫
Au2u1
r−(∂r(χΦ))2 dωdrdu,
where use use that limr→∞ r−1−Φ2 = 0.
Together with (4.1) for p = 1− and p = 2− we therefore obtain a hierarchy consisting
of three estimates. In particular, we apply the pigeonhole principle to infer that there exists
a dyadic sequence {uj} such that
∫
Nuj
r2−(∂rφ)2 dωdr ≤ C(1 + uj)−1
∫
N0
r1−(∂rΦ)2 dωdr +
∑
|l|≤1
∫
Σ0
JN [T lψ] · n0 dµΣ0
 ,
∫
Nuj
r1−(∂rφ)2 dωdr ≤ C(1 + uj)−2
∫
N0
r1−(∂rΦ)2 dωdr +
∑
l≤1
∫
Σ0
JN [T lψ] · n0 dµΣ0

+ C(1 + uj)
−1
∫
Σuj−1
JN [ψ] · nuj−1 dµΣuj−1 .
By Lemma 2.6 we can interchange the r degeneracy on the left-hand side of the second
inequality for an -loss in the decay rate on the right-hand side to obtain
∫
Nuj
r(∂rφ)
2 dωdr ≤ C(1 + uj)−2+
∫
N0
r1−(∂rΦ)2 dωdr +
∑
|l|≤1
∫
Σ0
JN [T lψ] · n0 dµΣ0

+ C(1 + uj)
−3+
∑
|l|≤2
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
|l|≤1
∫
N0
r2−l(∂rT lφ)2 dωdr
 .
(2.22)
Together with the Morawetz estimates (2.8) and (2.9), (4.1) with p = 1 and (2.7) we
therefore obtain for all u ≥ 0 the estimate:∫
Σu
JN [ψ] · nu dµu ≤ C(1 + u)−3+
[∑
|l|≤3
∫
Σ0
JN [T lψ] · n0 dµΣ0 +
∑
|l|≤1
∫
N0
r2−l(∂rT lφ)2 + r(∂rT l+1φ)2 dωdr
+
∫
N0
r1−(∂rΦ)2 dωdr
]
.
We can further apply (4.1) with p = 2−  to obtain a fourth estimate in our hierarchy
and repeat the arguments above to obtain∫
Σu
JN [ψ] · nτ dµu ≤ C(1 + u)−4+
[∑
|l|≤4
∫
Σ0
JN [T lψ] · nΣ0 dµ0 +
∑
|l|≤2
∫
N0
r2(∂rT
lφ)2 + r(∂rT
l+1φ)2 dωdr
+
∫
N0
r2−(∂rΦ)2 + r1−(∂rTΦ)2 dωdr
]
.
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We apply (2.10) once more to estimate∫
Aτ2τ1
χ2r2−(∂rΦ)2 dωdrdu ≤ C
∫
Aτ2τ1
r−(∂r(χΦ(2)))2 dωdrdu,
where we used that limr→∞ r−1−Φ2(2) = 0.
We can now apply (4.17) with p = 1− to obtain an additional estimate in our hierarchy
and arrive at (7.15).
Remark 7.1. Instead of using the rp-weighted estimate from Proposition 4.4 in the proof
of Proposition 7.5, we can instead split ψ1 = ψ`=1 + ψ`≥2 and use Proposition 4.2 and
4.3. In this way we arrive in particular at a version of Proposition 7.5, where we can take
 = 0, but where we require the second Newman–Penrose constant I1[ψ] to vanish; see also
Remark 4.1.
The following lemma concerns decay estimates of certain rp-weighted energy fluxes
that will be necessary when deriving pointwise estimates for the radiation field. It contains
estimates that appear in the proof of Proposition 7.5, after additional application of Lemma
2.6. We will omit the proof here.
Lemma 7.6. Let ψ be a solution to (1.1) with
∫
S2 ψ dω = 0 emanating from initial data
given as in Theorem 2.1 on (R, g).
Then, for all  > 0 there exists a suitably large R > 0 and a constant C = C(D,R, ) > 0
such that for all u ≥ 0 ∫
Nu
r2(∂rT
kφ)2 dr ≤ C E

1[ψ]
(1 + u)3−
, (7.16)∫
Nu
(∂rT
kφ)2 dr ≤ C E

1[ψ]
(1 + u)5−
, (7.17)
if the energy norms on the right-hand side are assumed to be finite.
7.4 Energy decay for T kψ1
In this section, we obtain improved energy decay estimates for T kψ1, using the r
p-weighted
estimates from Section 4.2.
Proposition 7.7 (Energy decay for T kψ1). Let ψ be a solution to (1.1) with
∫
S2 ψ dω = 0
emanating from initial data given as in Theorem 2.1 on (R, g).
Let n ∈ N and assume additionally that D(r) = 1 − 2Mr−1 + On+2(r−1−β) for some
β > 0.
Assume further that
lim
r→∞
∑
|l|≤4+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
80
and
lim
r→∞
∑
|l|≤2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n.
Assume moreover that E1;k[ψ] <∞, with
E1;k[ψ]
.
=
∑
|α|≤k
l+|α|≤5+3k
∫
Σ0
JN [T lΩαψ] · n0 dµΣ0
+
∑
l≤3+2k
∫
N0
r2(∂rT
lφ)2 + r(∂rT
1+lφ)2 dωdr
+
∑
l≤2k+1
∫
N0
r2−(∂rT lΦ)2 + r1−(∂rT l+1Φ)2 dωdr
+
∑
|α|≤k
l+|α|≤2k
∫
N0
r1−(∂rT lΩαΦ(2))2 dωdr
+
∑
|α|≤max{0,k−1}
m≤max{k−1,0}
l+|α|≤k−2m+min{k,1}
∫
N0
r1+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∑
|α|≤max{0,k−1},m≤k
l+|α|≤2k−2m+1
∫
N0
r2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∫
N0
r1+2k−(∂1+kr Φ(2))
2 dωdr.
Then, for all  > 0 there exists a constant C = C(D,R, , n) > 0 such that for all k ≤ n
and u ≥ 0 ∫
Στ
JN [T kψ] · nu dµΣu ≤ CE1;k[ψ](1 + τ)−5−2k+. (7.18)
Proof. We will prove (7.18) by induction. The case k = 0 follows from (7.15). Now suppose
(7.18) holds for k ≤ n. Then (7.18) also holds for ψ replaced by Tψ.
By Proposition 4.7 with p = 2(n+ 1)−  we have an additional estimate for Tn+1ψ in
our hierarchy of estimates compared to the hierarchy of estimates for Tnψ: indeed, for all
0 ≤ u1 < u2, ∫
Au2u1
r1+2n−(∂n+1r TΦ(2))
2 dωdrdu
≤ C
∫
Nu1
r2+2n−(∂n+2r Φ(2))
2 dωdr
+ C
∑
|α|≤1,j+|α|≤n
∫
Nu1
r2n−2j−(∂n+1−jr Ω
αΦ(2))
2 dωdr
+ C
∑
|α|≤1,j+|α|≤n+3
JT [T jΩαψ] · nΣu1 dµΣu1 .
(7.19)
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We also apply (4.19) with p = 1 + 2m−  to estimate∑
|α|≤max{0,n−1},m≤n
l+|α|≤2n−2m+1
∫
Au2u1
r2m−(∂1+mr Ω
αT l+1Φ(2))
2 dωdr
≤ C
∑
|α|≤max{0,n−1},m≤n
l+|α|≤2n−2m+1
∫
Nu1
r1+2m−(∂1+mr Ω
αT l+1Φ(2))
2 dωdr
+ C
∑
|α|≤max{0,n−1},j+|α|≤n+2
JT [T jΩαψ] · nΣu1 dµΣu1 .
As a consequence, analogous to the arguments in Proposition 7.5, we can improve the
decay rate in (7.18) with k = n applied to Tψ by one power to obtain∫
Σu
JN [Tn+1ψ] · nΣu dµu ≤ C(1 + u)−6−2n+
[ ∑
|α|≤n
l+|α|≤7+3n
∫
Σ0
JN [T lΩαψ] · n0 dµΣ0
+
∑
l≤3+2n+1
∫
N0
r2(∂rT
lφ)2 + r(∂rT
1+lφ)2 dωdr
+
∑
l≤2n+2
∫
N0
r2−(∂rT lΦ)2 + r1−(∂rT 1+lΦ)2 dωdr
+
∑
|α|≤n
l+|α|≤2n+1
∫
N0
r1−(∂rT lΩαΦ(2))2 dωdr
+
∑
|α|≤max{n−1,0}
m≤max{n−1,0}
l+|α|≤2n−2m+1
∫
N0
r1+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∑
|α|≤n,m≤n
l+|α|≤2n−2m+2
∫
N0
r2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∑
l≤1
∫
N0
r1+2n−(∂1+nr T
lΦ(2))
2 dωdr
]
+ C(1 + u)−6−2n+
∑
|α|≤max{n−1,0},m≤n
l+|α|≤2n−2m+2
∫
N0
r1+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+ C(1 + u)−6−2n+
∫
N0
r2+2n−(∂n+2r Φ(2))
2 dωdr.
We apply Proposition 4.7 and (4.19) once more to obtain another estimate in our hierarchy.
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Therefore, we can gain one more power in (1 + u)−1:∫
Σu
JN [Tn+1ψ] · nu dµΣu ≤ C(1 + u)−7−2n+
[ ∑
l≤8+3n
∫
Σ0
JN [T lψ] · n0 dµΣ0
+
∑
l≤3+2n+2
∫
N0
r2(∂rT
lφ)2 + r(∂rT
1+lφ)2 dωdr
+
∑
l≤2n+3
∫
N0
r2−(∂rT lΦ)2 + r1−(∂rT 1+lΦ)2 dωdr
+
∑
|α|≤n
l+|α|≤2n+2
∫
N0
r1−(∂rT lΩαΦ(2))2 dωdr
+
∑
|α|≤n
m≤n
l+|α|≤2n−2m+2
∫
N0
r1+2m−(∂1+mr Ω
αT lΦ(2))
2 dωdr
+
∑
|α|≤n,m≤n+1
l+|α|≤2n−2m+3
∫
N0
r2m−(∂1+mr Ω
αT l+1Φ(2))
2 dωdr
+
∑
l≤2
∫
N0
r2+2n−(∂n+2r T
lΦ(2))
2 dωdr
]
+ C(1 + u)−7−2n+
∑
j≤n+2
∫
N0
r3+2n−−2j(∂n+2−jr Φ(2))
2 dωdr.
The right-hand side above is equal to the right-hand side of (7.18) with k = n+ 1.
Lemma 7.8. Let ψ be a solution to (1.1) with
∫
S2 ψ dω = 0 emanating from initial data
given as in Theorem 2.1 on (R, g). Let n ∈ N and assume additionally that D(r) =
1− 2Mr−1 +On+2(r−1−β) for some β > 0.
Then, for all  > 0 there exists a suitably large R > 0 and a constant C = C(D,R, , n) >
0 such that for all k ≤ n and u ≥ 0∫
Nu
r2(∂rT
kφ)2 dr ≤ C E

1;k[ψ]
(1 + u)3+2k−
, (7.20)∫
Nu
(∂rT
kφ)2 dr ≤ C E

1;k[ψ]
(1 + u)5+2k−
. (7.21)
7.5 Elliptic estimates
In this section, we derive an elliptic estimate for ψ that we we will subsequently use to
extend the decay estimates for the energy fluxes with respect to JN [T k+1ψ] from Section
7.2 and Section 7.4 to the energy fluxes with respect to D2JN [Y T kψ].
In contrast with the previous sections, we will require the additional as-
sumption D′(r+) > 0 in the r = r+ case in this section. In other words, we consider
only black hole spacetimes (R, g) such that the surface gravity of the future event horizon
H+ is positive. This property is in particular satisfied in sub-extremal Reissner–Nordstro¨m
black holes (and in fact, this is precisely the property that characterises sub-extremality).
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Lemma 7.9 (A degenerate elliptic estimate for ψ). Let ψ be a solution to (1.1) on
(R, g), such that D′(r+) > 0 in the rmin = r+ case. Assume moreover that
lim
ρ→∞ r
1/2Tψ =0,
lim
ρ→∞ r
1/2∂rψ =0.
Then we can estimate with respect to (ρ, θ, ϕ) coordinates:∫ ∞
rmin
∫
S2
D2r2(∂2ρψ)
2 +Dr2| /∇∂ρψ|2 + r2| /∇2ψ|2 dωdρ
∣∣∣
τ˜=τ˜ ′
≤ C(D)
∫ ∞
rmin
∫
S2
r2(∂ρTψ)
2 +O(r−2η)(T 2ψ)2 dωdρ
∣∣∣
τ˜=τ˜ ′
,
(7.22)
for all τ˜ ′ ∈ [0,∞).
Proof. By (1.1), we have that
r−2∂r(Dr2∂rψ) + /∆ψ = −2∂r∂vψ − 2r−1∂vψ. (7.23)
We can rewrite in terms of ρ derivatives:
r−2∂ρ(Dr2∂ρψ) = r−2∂r(Dr2∂rψ) + 2hD∂ρTψ −Dh2T 2ψ + r−2∂r(Dr2h)Tψ,
where we used that ∂ρ = Y = ∂r + h(r)T .
Hence,
r−2∂ρ(Dr2∂ρψ) + /∆ψ = (2hD − 2)∂ρTψ + (2h−Dh2)T 2ψ
+ (r−2∂r(Dr2h)− 2r−1)Tψ
= (2 +O(r−1−η))∂ρTψ +O(r−1−η)T 2ψ + (2r−1 +O(r−2−η))Tψ,
(7.24)
where we used the properties of h from Section 2.3 to arrive at the second equality of
(7.24).
By (7.24), we have that∫ ∞
rmin
∫
S2
r−4(∂ρ(Dr2∂ρψ))2r2 + r−2( /∆S2ψ)2 + 2r−2∂ρ(Dr2∂ρψ) /∆S2ψ dωdρ
≤ C
∫ ∞
rmin
∫
S2
r2(∂ρTψ)
2 +O(r−2η)(T 2ψ)2 + (Tψ)2 dωdρ.
(7.25)
We can apply (2.11) to estimate∫ ∞
rmin
(Tψ)2 dρ ≤ 4
∫ ∞
rmin
(r − rmin)2(∂ρTψ)2 dρ,
so that∫ ∞
rmin
∫
S2
r−4(∂ρ(Dr2∂ρψ))2r2 + r−2( /∆S2ψ)2 + 2r−2∂ρ(Dr2∂ρψ) /∆S2ψ dωdρ
≤ C
∫ ∞
rmin
∫
S2
r2(∂ρTψ)
2 +O(r−2η)(T 2ψ)2 dωdρ.
(7.26)
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We first consider the mixed derivative term on the left-hand side of (7.26). We integrate
over S2 and integrate by parts in ρ and on S2:∫ ∞
rmin
∫
S2
2r−2∂ρ(Dr2∂ρψ) /∆S2ψ dωdρ =
∫ ∞
rmin
∫
S2
4r−1D∂ρψ /∆S2ψ − 2D∂ρψ /∆S2∂ρψ dωdρ
=
∫ ∞
rmin
∫
S2
4r−1D∂ρψ /∆S2ψ + 2D| /∇S2∂ρψ|2 dωdρ,
(7.27)
where we used that all resulting boundary terms vanish by Proposition 3.4: indeed, if
rmin = r+, we use that D(r+) = 0 and if rmin = 0, we use that limr→0 /∆S2f = 0 for any
function f that is suitably regular at the centre of symmetry {r = 0}.
We now apply Cauchy–Schwarz and (2.12) to estimate the first term inside the integral
on the very right-hand side above (more precisely, we apply (2.12) to the ψ1 part of ψ,
using orthogonality property of ψ`):∫ ∞
rmin
∫
S2
∣∣4r−1D∂ρψ /∆S2ψ∣∣ dωdρ ≤ ∫ ∞
rmin
4D(∂ρψ)
2 + r−2D( /∆S2ψ)2 dωdρ
≤
∫ ∞
rmin
2D| /∇S2∂ρψ|2 + r−2D( /∆S2ψ)2 dωdρ
We use the above estimates together with (7.25) to estimate:∫ ∞
rmin
∫
S2
r−2(∂ρ(Dr2∂ρψ))2 + r−2(1− |D|)( /∆S2ψ)2 dωdρ
≤ C
∫ ∞
rmin
(∂ρTψ)
2r2 + h(r)2r2(T 2ψ)2 dωdρ.
(7.28)
Since we assumed |D| ≤ 1, we can now use the above estimate together with (7.26) to
estimate ∫ ∞
rmin
∫
S2
r−2(∂ρ(Dr2∂ρψ))2 + r2( /∆ψ)2 +Dr2| /∇∂ρψ|2 dωdρ
≤ C
∫ ∞
rmin
∫
S2
(∂ρTψ)
2r2 + r2h(r)2(T 2ψ)2 dωdρ.
(7.29)
Furthermore, we can decompose
r−2(∂ρ(Dr2∂ρψ))2 = r−2
[
Dr2∂ρ∂ρψ + ∂r(Dr
2)∂ρψ
]2
= r2D2(∂2ρψ)
2 + r−2(∂r(Dr2))2(∂ρψ)2 + 2D∂r(Dr2)∂ρψ∂2ρψ.
We integrate the mixed term by parts:∫ ∞
rmin
2D∂r(Dr
2)∂ρψ∂
2
ρψ dρ =
∫ ∞
rmin
D∂r(Dr
2)∂ρ((∂ρψ)
2) dρ
= −D∂r(Dr2)(∂ρψ)2|ρ=rmin −
∫ ∞
rmin
∂r(D∂r(Dr
2))(∂ρψ)
2 dρ,
where we used that limρ→∞D∂r(Dr2)(∂ρψ)2 = 0.
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Since moreover D∂r(Dr
2)(∂ρψ)
2|ρ=rmin = 0 if rmin = r+ or rmin = 0, we are left with:∫ ∞
rmin
r2D2(∂2ρψ)
2 dρ =
∫ ∞
rmin
r−2(∂ρ(Dr2∂ρψ))2 dρ
+
∫ ∞
rmin
[−r−2(∂r(Dr2))2 + ∂r(D∂r(Dr2))] (∂ρψ)2 dρ.
We can further write,
∂r(D∂r(Dr
2)) = r−2∂r(Dr2∂r(Dr2))− 2r−1D∂r(Dr2)
= r−2(∂r(Dr2))2 +D∂2r (Dr
2)− 2r−1D∂r(Dr2).
Hence,∫ ∞
rmin
∫
S2
D2r2(∂2ρψ)
2 + r−2( /∆S2ψ)2 dωdρ ≤ C(D)
∫ ∞
rmin
∫
S2
r2(∂ρTψ)
2 + o(r−2η)(T 2ψ)2 dωdρ
−
∫ ∞
rmin
∫
S2
F (r,D)(∂ρψ)
2 dωdρ,
(7.30)
with
F (D, r) = D(2r−1∂r(Dr2)− ∂2r (Dr2)).
As D = 1− 2Mr−1 +O(r−1−β), we find that there exists a R > 0 suitably large, such that
F (D, r) ≥ 0 for all r ≥ R.
Suppose now that rmin = r+. For all  > 0, there exists a δ > 0, such that for |r−r+| < δ
|F (D, r)| ≤ .
As a consequence, we can apply (2.11) to estimate∫ r++δ
r+
|F (D, r)|(∂ρψ)2 dρ ≤ 4
∫ ∞
rmin
(r − r+)2(∂2ρψ)2 dρ
≤C
∫ ∞
rmin
D2r2(∂2ρψ)
2 dρ,
where we used in the last inequality that D has a simple zero at r = r+, as D
′(r+) > 0 by
assumption. For  = 0(D) suitably small, we can absorb the very right-hand side of the
above equation into the left-hand side of (7.30), if we take δ = δ0(D) > 0 suitably small.
We are left with the region {r+ + δ0 ≤ r ≤ R}. Here, we can simply apply (2.10) as
follows: ∫ R
r++δ0
|F (D, r)|(∂rψ)2 dρ ≤ C(D, δ0, R)
∫ ∞
r+
r−4(Dr2∂ρψ)2 dρ
≤ C(D, δ0, R)
∫ ∞
r+
r−2(∂ρ(Dr2∂ρψ))2 dρ.
We estimate the right-hand side by applying (7.28).
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Now, take rmin = 0. Then D is uniformly bounded away from 0, so we can directly
apply a Hardy inequality as above:∫ R
0
|F (D, r)|(∂ρψ0)2 dρ ≤ C(D,R)
∫ ∞
0
r−4(Dr2∂ρψ)2 dρ
≤ C(D,R)
∫ ∞
0
r−2(∂ρ(Dr2∂ρψ))2 dρ.
The estimate (7.22) now follows.
8 Pointwise decay estimates
Pointwise decay estimates for ψ and rψ follow from the energy decay estimates from Section
7 together with a suitable application of the fundamental theorem of calculus and the
Sobolev inequality (2.17). In order to obtain an almost-sharp (with  loss) pointwise decay
rate for ψ, we additionally require the elliptic estimate from Section 7.5.
8.1 Pointwise decay for ψ
In this section we prove polynomial pointwise time-decay for ψ.
Proposition 8.1. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g), such that D′(r+) > 0 in the rmin = r+ case.
Assume further that E0,I0 6=0;1[ψ] < ∞, E0,I0=0;1[ψ] < ∞ and
∑
|l|≤2E

1;1[Ω
lψ] < ∞,
where these energies are defined in Proposition 7.3 and 7.7. Assume also that
lim
r→∞
∑
|l|≤8
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤6
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤4
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2
∫
S2
r3
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
Then, for all  > 0 there exists a constant C = C(D,R, ) > 0 such that for all τ˜ ≥ 0
|ψ|(τ˜ , ρ, θ, ϕ) ≤ C(1 + τ˜)−2+
√E0,I0 6=0;1[ψ] + ∑
|α|≤2
√
E1;1[Ω
αψ]
 if I0[ψ] 6= 0,
(8.1)
|ψ|(τ˜ , ρ, θ, ϕ) ≤ C(1 + τ˜)−3+
∑
l≤1
√
E0,I0=0;1[ψ] +
∑
|α|≤2
√
E1;1[Ω
αψ]
 if I0[ψ] = 0,
(8.2)
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Proof. We apply the fundamental theorem of calculus to ψ2 in the ρ-direction and integrate
over S2 to obtain∫
S2
ψ2(τ˜ , ρ, θ, ϕ) dω = 2
∫ ∞
ρ
∫
S2
ψ∂ρψ dωdρ
∣∣∣
τ˜ ′=τ˜
≤ 2
√∫ ∞
ρ
∫
S2
ψ2 dωdρ ·
√∫ ∞
ρ
∫
S2
(∂ρψ)2 dωdρ
∣∣∣
τ˜ ′=τ˜
≤ C
√∫ ∞
rmin
∫
S2
D2r2(∂ρψ)2 dωdρ ·
√∫ ∞
rmin
∫
S2
r2D2(∂2ρψ)
2 dωdρ
∣∣∣
τ˜ ′=τ˜
.
By the above equation together with (7.22) and (A.3) we can conclude that∫
S2
ψ2(τ˜ , ρ, θ, ϕ) dω ≤
√∫
Sτ˜
JT [ψ] · nτ˜ dµSτ˜ ·
√∫
Sτ˜
JT [Tψ] · nτ˜ dµSτ˜ .
The estimates (8.1) and (8.2) now follow by applying Lemma 2.5 and commuting g with
Ωα and T k and using the energy decay from Proposition 7.1 and 7.3 for the ψ0 part of ψ
and Proposition 7.5 and 7.7 for the ψ1 part. We use moreover that τ˜ ∼ τ .
8.2 Pointwise decay for T kψ
We moreover obtain improved decay estimates if we consider T kψ with k ≥ 1 instead of ψ.
Proposition 8.2. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g), such that D′(r+) > 0 in the rmin = r+ case. Let n ∈ N0 and
assume moreover that D(r) = 1− 2Mr−1 +On+2(r−1−β), with β > 0.
Assume further that E0,I0 6=0;n+1[ψ] <∞, E0,I0=0;n+1[ψ] <∞ and
∑
|l|≤2E

1;n+1[Ω
lψ] <
∞, where these energies are defined in Proposition 7.3 and 7.7. Assume also that
lim
r→∞
∑
|l|≤8+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤6+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤4+2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2+2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n.
For all  > 0 there exists a constant C = C(D,R, , n) > 0 such that for all 0 ≤ k ≤ n
and τ˜ ≥ 0
|T kψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0 6=0;k+1[ψ] +
∑
|α|≤2
E1;k+1[Ω
αψ](1 + τ˜)−2−k+ if I0[ψ] 6= 0,
(8.3)
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|T kψ|(τ˜ , ρ, θ, ϕ) ≤ C
√
E0,I0=0;k+1[ψ] +
∑
|α|≤2
E1;k+1[Ω
αψ](1 + τ˜)−3−k+ if I0[ψ] = 0.
(8.4)
Proof. We proceed as in the proof of Proposition 8.2, using the energy decay estimates for
T kψ from Proposition 7.3 and 7.7.
8.3 Pointwise decay for the radiation field rψ
Before we obtain the optimal (with loss in ) pointwise decay rate for rψ, we first prove an
intermediate decay result for ψ0.
Lemma 8.3. Let ψ be a spherically symmetric solution to (1.1) emanating from initial
data given as in Theorem 2.1 on (R, g).
For all  > 0 and for R > 0 suitably large there exists a constant C = C(D,R, ) > 0
such that for all u ≥ 0 and r ≥ R+ 1:
|rψ|(u, r, θ, ϕ) ≤ C
√
E0;aux[ψ](1 + u)
− 3
2
+ if I0[ψ] = 0, (8.5)
where the energy E0;aux[ψ] is defined in Lemma 7.2.
Proof. Let r ≥ R+ 1. We apply the fundamental theorem of calculus to (χφ)2 to obtain
φ2(u, r) = 2
∫ ∞
r
χφ∂r(χφ) dr
′
∣∣∣
u′=u
≤ 2
√∫ ∞
r
r−2(χφ)2 dr′ ·
√∫ ∞
r
r2(∂r(χφ))2 dr′
∣∣∣
u′=u
,
where we applied a Cauchy–Schwarz inequality. Now we can apply (2.10) to obtain
φ2(τ, r) ≤ C
√∫ ∞
r
(∂r(χφ))2 dr′ ·
√∫ ∞
r
r2(∂r(χφ))2 dr′
∣∣∣
u′=u
. (8.6)
By (ii) of Lemma 7.2, we have that∫ ∞
R
(∂r(χT
kφ))2 dr
∣∣∣
u′=u
≤ CE0,aux[ψ](1 + u)−4+ if I0[ψ] = 0,∫ ∞
R
r2(∂r(χT
kφ))2 dr
∣∣∣
u′=u
≤ CE0,aux[ψ](1 + u)−2+ if I0[ψ] = 0.
The estimates (8.5) now follows from the above estimates.
Proposition 8.4. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g).
Assume further that E0,I0 6=0[ψ] < ∞, E0,I0=0[ψ] < ∞ and
∑
|l|≤2E

1[Ω
lψ] < ∞, where
these energies are defined in Proposition 7.1 and 7.5, and also:
lim
r→∞
∑
|l|≤6
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
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lim
r→∞
∑
|l|≤4
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞.
Then, for all  > 0 and for R > 0 suitably large there exists a constant C = C(D,R, ) >
0 such that for all τ˜ ≥ 0
|rψ|(τ˜ , r, θ, ϕ) ≤ C
√
E0,I0 6=0[ψ] +
∑
|α|≤2
E1[Ω
αψ](1 + τ˜)−1+ if I0[ψ] 6= 0, (8.7)
|rψ|(τ˜ , r, θ, ϕ) ≤ C
√
E0,I0=0[ψ] +
∑
|α|≤2
E1[Ω
αψ](1 + τ˜)−2+ if I0[ψ] = 0. (8.8)
Proof. Let r ≥ R + 1. We apply the fundamental theorem of calculus to (χφ)2 at fixed
(θ, ϕ) and integrate over S2 to obtain∫
S2
φ2(τ, r, θ, ϕ) dω = 2
∫ ∞
r
∫
S2
χφ∂r(χφ) dωdr
′
∣∣∣
u=τ
≤ 2
√∫ ∞
r
∫
S2
r−2(χφ)2 dωdr′ ·
√∫ ∞
r
∫
S2
r2(∂r(χφ))2 dωdr′
∣∣∣
u=τ
,
where we applied a Cauchy–Schwarz inequality. Now we can apply (2.10) to obtain∫
S2
φ2(τ, r, θ, ϕ) dω ≤ C
√∫ ∞
r
∫
S2
(∂r(χφ))2 dωdr′·
√∫ ∞
r
∫
S2
r2(∂r(χφ))2 dωdr′
∣∣∣
u=τ
. (8.9)
By (i) and (iii) of Lemma 7.2 and Lemma 7.6, we have that∫ ∞
R
∫
S2
(∂r(χφ))
2 dωdr
∣∣∣
u=τ
≤ C(E0;I0 6=0[ψ] + E1[ψ])(1 + τ)−3+ if I0[ψ] 6= 0,∫ ∞
R
∫
S2
(∂r(χφ))
2 dωdr
∣∣∣
u=τ
≤ C(E0;I0 6=0[ψ] + E1[ψ])(1 + τ)−5+ if I0[ψ] = 0.
Moreover, by (i) and (iii) of Lemma 7.2 and Lemma 7.6, we have that∫ ∞
R
∫
S2
r2(∂r(χφ))
2 dωdr
∣∣∣
u=τ
≤ C(E0;I0=0[ψ] + E1[ψ])(1 + τ)−1+ if I0[ψ] 6= 0,∫ ∞
R
∫
S2
r2(∂r(χφ))
2 dωdr
∣∣∣
u=τ
≤ C(E0;I0=0[ψ] + E1[ψ])(1 + τ)−3+ if I0[ψ] = 0.
The estimates (8.7) and (8.7) for r ≥ R+ 1 now follow from the above estimates together
with the Sobolev inequality on S2 in Lemma 2.5 and (2.4).
In order to extend (8.7) and (8.7) to r < R + 1, we instead apply the fundamental
theorem of calculus to ψ along Sτ˜ , together with Cauchy–Schwarz, to obtain
|ψ|(τ˜ , ρ, θ, ϕ) ≤
∫ ∞
ρ
|∂ρψ| dρ′
∣∣∣
τ˜ ′=τ˜
≤
√∫ ∞
ρ
ρ′−2 dρ′
√∫ ∞
ρ
(∂rψ)2ρ2 dρ′
∣∣∣
τ˜ ′=τ˜
.
90
Hence,
r
∫
S2
ψ2(τ˜ , ρ, θ, ϕ) ≤
∫
Sτ˜
JT [ψ] · nτ˜ dµSτ˜ .
By the Sobolev inequality on S2 in Lemma 2.5 together with Proposition 7.1 and 7.5, the
estimates (8.7) and (8.8) therefore also hold for r < R+ 1.
8.4 Pointwise decay for T k(rψ)
We can moreover obtain improved decay estimates for the radiation fields T k(rψ).
Proposition 8.5. Let ψ be a solution to (1.1) emanating from initial data given as in
Theorem 2.1 on (R, g). Let n ∈ N0 and assume that D(r) = 1 − 2Mr−1 + On+2(r−1−β),
with β > 0.
Assume further that E0,I0 6=0;n[ψ] <∞, E0,I0=0;n[ψ] <∞ and
∑
|l|≤2E

1;n[Ω
lψ] <∞ are
defined in Proposition 7.3 and 7.7. Assume also that:
lim
r→∞
∑
|l|≤6+2n
∫
S2
(Ωlφ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤4+2n
∫
S2
(ΩlΦ)2 dω
∣∣
u′=0 <∞,
lim
r→∞
∑
|l|≤2+2n
∫
S2
r−1
(
ΩlΦ(2)
)2
dω
∣∣
u′=0 <∞,
and
lim
r→∞
∑
|l|≤2+2n−2s
∫
S2
r2s+1
(
∂srΩ
lΦ(2)
)2
dω
∣∣
u′=0 <∞,
for each 1 ≤ s ≤ n.
Then, for all  > 0 and for R > 0 suitably large there exists a constant C = C(D,R, , n) >
0 such that for all k ≤ n and τ˜ ≥ 0
|rT kψ|(τ˜ , r, θ, ϕ) ≤ C
√
E0,I0 6=0;k[ψ] +
∑
|α|≤2
E1;k[Ω
αψ]τ˜−1−k+ if I0[ψ] 6= 0, (8.10)
|rT kψ|(τ˜ , r, θ, ϕ) ≤ C
√
E0,I0=0;k[ψ] +
∑
|α|≤2
E1;k[Ω
αψ]τ˜−2−k+ if I0[ψ] = 0. (8.11)
Proof. The proof proceeds almost identically to the proof of Proposition 8.4, with ψ re-
placed by T kψ, using the L2 decay estimates from Section 7.2 and 7.4.
A Useful Calculations
A.1 Commutation vector fields and vector field multipliers
Consider the stress-energy tensor Tαβ[f ] = ∂αf∂βf − 12gαβ(g−1)δγ∂δf∂γf . In (u, r, θ, ϕ)
coordinates, we have that
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Tuu[f ] = (∂uf)
2 +
D
2
[
D(∂rf)
2 − 2∂rf∂uf + | /∇f |2
]
,
Trr[f ] = (∂rf)
2,
Tur[f ] =
1
2
D(∂rf)
2 +
1
2
| /∇f |2,
TAB[f ] = ∂Af∂Bf − 1
2
/gAB
[
D(∂rf)
2 − 2∂rf∂uf + | /∇f |2
]
,
TAA[f ] = 2∂rf∂uf −D(∂rf)2.
First, we consider the energy currents along null hypersurfaces.
Proposition A.1. The corresponding energy currents with respect to the Killing vector
field T = ∂u are given by
JT [f ] · L = 1
4
D2(∂rf)
2 +
1
4
D| /∇f |2 = (Lf)2 + 1
4
D| /∇f |2, (A.1)
JT [f ] · L = (∂uf − 1
2
D∂rf)
2 +
D
4
| /∇f |2 = (Lf)2 + D
4
| /∇f |2. (A.2)
Furthermore, let us denote with gS the induced metric on S, with nS the corresponding
normal vector field. Then we have that√
det gSJT [f ] · nS =
[
1
2
h(2− hD)(Tf)2 + 1
2
D(Y f)2 + | /∇f |2
]
r2 sin θ. (A.3)
and also that√
det gSJN [f ] · nS ∼
[
(2− hD)(Tf)2 + (Y f)2 + | /∇f |2] r2 sin θ. (A.4)
Proof. The expressions (A.1) and (A.1) follow easily after using that, in (u, r, θ, ϕ) coordi-
nates,
L =
1
2
D∂r,
L = T − L = ∂u − 1
2
D∂r.
We are left with proving (A.3). We can express S = {v − vY (r) = 0}, where dvYdr = h.
Therefore, the corresponding induced metric gS is given by
gS = h(2− hD)dr2 + r2(dθ2 + sin2 θdϕ2).
Consequently, √
det gS =
√
h(2− hD)r2 sin θ.
We can express the vector field Y tangential to S in (u, r, θ, ϕ) coordinates:
Y = − 2
D
L+ hT = − 2
D
(T − L) + hT = ∂r −
(
2
D
− h
)
∂u.
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Now, let us introduce the vector field X = ∂r + k(r)∂u, where k : [rmin,∞) → ∞ is
defined by requiring g(X,Y ) = 0, i.e.
0 = g(∂r + k∂u, ∂r −
(
2D−1 − h) ∂u) = (2D−1 − h) + k(2− hD − 1).
Hence
k(r) =
2D−1 − h
hD − 1
and moreover,
g(X,X) = −2k −Dk2 = − k(2 +Dk)
= − 2D
−1 − h
hD − 1
(
2− hD
hD − 1 + 2
)
=− h(2− hD)
(hD − 1)2 .
Therefore,
nS =
X√−g(X,X) = 1√h(2− hD) [(hD − 1)∂r + (2D−1 − h)∂u].
From the above, we obtain√
det gSJT [f ] · nS =
[
(hD − 1)Tur[f ] + (2D−1 − h)Tuu[f ]
]
r2 sin θ
We can express in terms of T and Y derivatives:
Tuu[f ] = (∂uf)
2 +
D
2
[
D(∂rf)
2 − 2∂rf∂uf + | /∇f |2
]
= (Tf)2 +
D
2
[
D(Y f)2 − (2− hD)h(Tf)2 + 2(1− hD)Tf · Y f + | /∇f |2]
and
Tur[f ] =
1
2
D(∂rf)
2 +
1
2
| /∇f |2
=
1
2
D(Y f)2 + (2− hD)Y f · Tf + 1
2
(2− hD)(2D−1 − h)(Tf)2 + 1
2
| /∇f |2.
After adding the above expressions in
√
det gSJT [f ] · nS it follows that the Y f · Tf terms
cancel and we are left with√
det gSJT [f ] · nS =
[
1
2
h(2− hD)(Tf)2 + 1
2
D(Y f)2 + | /∇f |2
]
r2 sin θ.
Note that in the rmin = r+ case, we can consider the energy flux with respect to N =
T + 2DL, rather than T in a region {r+ ≤ r ≤ r1}, with |r1 − r+| suitably small. Since
N is timelike in {r+ ≤ r ≤ r1}, (A.4) follows in {r ≤ r1}. In the remaining region, (A.4)
follows from (A.3).
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Let V denote the vector field multiplier V = rp−2∂r in (u, r, θ, ϕ) coordinates, with
p ∈ R. We have that
JV [f ] · L = 1
2
Drp−2(∂rf)2,
JV [f ] · L = 1
2
rp−2| /∇f |2.
Now, we consider the spacetime currents that appear in the divergence theorem. We have
that KT [f ] = 0 and ET [ψ] = 0 if gψ = 0.
Furthermore,
KV [φ] = Tαβ(∇αV )β = Tαβ(∇α(rp−2∂r))β,
where KV [f ] is defined in (2.5) and the connection coefficients ∇∂α∂β are given by
∇∂u∂u = −
1
2
D′∂u +
1
2
DD′∂r,
∇∂r∂r = 0,
∇∂u∂r =
1
2
D′∂r,
(∇∂A∂r)B = r−1δBA , whereA,B = θ, ϕ.
Consequently,
KV [f ] = (p− 2)rp−3Trr + rp−2Tαβ(∇α∂r)β
= Trr(p− 2)rp−3 +
1
2
D′rp−2Tur + r
p−3TAA,
= (grrTrr + g
urTur)(p− 2)rp−3 + 1
2
D′rp−2gurTrr + rp−3TAA
= D(p− 2)rp−3(∂rf)2 + (2− p)rp−3
[
1
2
D(∂rf)
2 +
1
2
| /∇f |2
]
− 1
2
D′rp−2(∂rf)2 − rp−3D(∂rf)2 + 2rp−3∂rf∂uf
=
1
2
rp−3
[
D(p− 4)−D′r] (∂rf)2 + 2rp−3∂rf∂uf + 1
2
(2− p)rp−3| /∇f |2.
(A.5)
Consider moreover the commutation vector fields r2∂r and r(r −M)∂r. In the remainder
of this section we prove Lemma 3.1–3.3 and 4.5.
Proof of Lemma 3.1. We first need to express gψ in (u, r, θ, ϕ) coordinates.
gψ = (−det g)− 12∂α((− det g) 12 gαβ∂βψ)
= ∂u(g
ur∂rψ) + r
−2∂r(r2grr∂rψ + r2gur∂uψ)
= −2∂u∂rψ +D∂2rψ − 2r−1∂uψ +R∂rψ + /∆ψ,
(A.6)
where R := r−2(Dr2)′ = D′ + 2r−1D.
Therefore,
gφ = g(rψ) = −2∂u∂r(rψ) +D∂2r (rψ)− 2r−1∂u(rψ) +R∂r(rψ) + /∆(rψ)
= rgψ − 2∂uψ + 2D∂rψ +Rψ
= rgψ − 2r−1∂uφ+ 2D∂r(r−1φ) +Rr−1φ
= rgψ − 2r−1∂uφ+ 2Dr−1∂rφ+
[
Rr−1 − 2Dr−2]φ
= −2r−1∂uφ+ 2Dr−1∂rφ+D′r−1φ,
(A.7)
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where we used that gψ = 0 in the last equality.
In particular, by rearranging the terms above, we obtain
/∆φ = 2∂u∂rφ− ∂r(D∂rφ) +D′r−1φ.
We rearrange the above terms to obtain (3.3).
Proof of Lemma 3.2. For any function f we have that
[∂r,g]f = −g(∂rf)− ∂r(2∂u∂rf +D∂2rf − 2r−1∂uf + (D′ + 2r−1D)∂rf + /∆f)
= D′∂2rf + 2r
−2∂uf + (D′′ + 2D′r−1 − 2Dr−2)∂rf − 2r−1 /∆f.
(A.8)
Moreover, by differentiating (A.7) in r, it follows that
∂r(gφ) = ∂r(−2r−1∂uφ+ 2Dr−1∂rφ+D′r−1φ)
= 2r−2∂uφ− 2r−1∂u∂rφ+ 2r−1(D′ −Dr−1)∂rφ+ 2Dr−1∂2rφ+ r−1(D′′ − r−1D′)φ
+D′r−1∂rφ.
Putting the above two estimates together, we therefore obtain
g(∂rφ) = −2r−1∂u∂rφ+ (2Dr−1 −D′)∂2rφ+
(
D′r−1 −D′′) ∂rφ+ 2r−1 /∆φ
+ r−1(D′′ −D′r−1)φ.
Now let Φ = rq∂rφ. We have that
gΦ = g(rq∂rφ) = −2∂u∂r(rq∂rφ) +D∂2r (rq∂rφ)− 2r−1∂u(rq∂rφ) +R∂r(rq∂rφ) + /∆(rq∂rφ)
= rqg(∂rφ)− 2qrq−1∂u∂rφ+ 2qDrq−1∂2rφ+ q(q − 1)Drq−2∂rφ+ qRrq−1∂rφ
= rq−1
[
2(q + 1)D −D′r] ∂2rφ− 2(q + 1)rq−1∂u∂rφ+ 2rq−1 /∆φ
+ rq−1
[−D′′r + qR+D′ + q(q − 1)Dr−1] ∂rφ+ rq−1[D′′ −D′r−1]φ.
Note that we can write
∂rΦ = ∂r(r
q∂rφ) = r
q∂2rφ+ qr
q−1∂rφ.
We fill in the above relation to obtain
gΦ = r−1
[
2(q + 1)D −D′r] ∂rΦ− 2(q + 1)r−1∂uΦ + 2rq−1 /∆φ
+ r−1[D′′r + qR+ q(q − 1)Dr−1 − 2q(q + 1)Dr−1 +D′q]Φ + rq−1(D′′ −D′r−1)φ
+ rq−1[D′′ −D′r−1]φ
= r−1
[
2(q + 1)D −D′r] ∂rΦ− 2(q + 1)r−1∂uΦ + 2rq−1 /∆φ
+ r−1[−D′′r + (2q + 1)D′ − q(q + 1)Dr−1]Φ + rq−1[D′′ −D′r−1]φ.
(A.9)
Furthermore, we use (3.3) to express
−2qr−1∂uΦ = −2qrq−1∂u∂rφ = −qrq−1 /∆φ− qDrq−1∂2rφ− qD′rq−1∂rφ+ qD′rq−2φ
= −qrq−1 /∆φ− qDr−1∂rΦ + (qDr−2 −D′r−1)qΦ + qD′rq−2φ.
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We finally obtain,
gΦ = r−1
[
(2 + q)D −D′r] ∂rΦ− 2r−1∂uΦ + (2− q)rq−1 /∆φ
+ r−1[−D′′r + (q + 1)D′ − qDr−1]Φ + rq−1[D′′ + (q − 1)D′r−1]φ. (A.10)
Since moreover,
gΦ = −2∂u∂rΦ +D∂2rΦ− 2r−1∂uΦ + (D′ + 2Dr−1)∂rΦ + /∆Φ,
we have that Φ satisfies the equation
−2∂u∂rΦ = −D∂2rΦ + r−1
[
qD − 2D′r] ∂rΦ + (2− q)rq−1 /∆φ− /∆Φ
+ r−1[−D′′r + (q + 1)D′ − qDr−1]Φ + rq−1[D′′ + (q − 1)D′r−1]φ (A.11)
We obtain (3.6) by rearranging the above terms.
Now consider Φ˜ = r(r −M)∂rφ. Then we can use (A.10) with q = 2 and q = 1 to
obtain
gΦ˜ =g(r2∂rφ−Mr∂rφ)
= r−1(4D −D′r)∂rΦ˜ +DMr−1∂r(r∂rφ)− 2r−1∂uΦ˜−M /∆φ
+ r−1[−D′′r + 3D′ − 2Dr−1]Φ˜ + (D′r−1 −Dr−2)Mr∂rφ+ [rD′′ +D′ −MD′′]φ.
We rewrite
DMr−1∂r(r∂rφ) =DMr−1∂r(r(r −M)(r −M)−1∂rφ)
=MDr−1(r −M)−1∂rΦ˜−DMr−1(r −M)−2Φ˜,
(D′r−1 −Dr−2)Mr∂rφ =M(r −M)−1(D′r−1 −Dr−2)Φ˜.
Now we obtain the final expression for gΦ˜:
gΦ˜ = r−1(4D −D′r +MD(r −M)−1)∂rΦ˜− 2r−1∂uΦ˜−M /∆φ
+ r−1[−D′′r + 3D′ − 2Dr−1 −MD(r −M)−2 +M(r −M)−1(D′ −Dr−1)]Φ˜
+ [(r −M)D′′ +D′]φ.
Similarly, we use (A.11) with q = 2 and q = 1 to obtain
−2∂u∂rΦ˜ = = −2∂u∂r(r2∂rφ−Mr∂rφ)
= −D∂2r Φ˜ + r−1
[
2D − 2D′r] ∂rΦ˜ +MDr−1∂r(r∂rφ)−M /∆φ− /∆Φ˜
+ r−1[−D′′r + 3D′ − 2Dr−1]Φ˜ + (D′r−1 −Dr−2)Mr∂rφ+ [rD′′ +D′ −MD′′]φ
= −D∂2r Φ˜ + r−1
[
2D − 2D′r +MD(r −M)−1] ∂rΦ˜−M /∆φ− /∆Φ˜
+ r−1[−D′′r + 3D′ − 2Dr−1 −MD(r −M)−2 +M(r −M)−1(D′ −Dr−1)]Φ˜
+ [(r −M)D′′ +D′]φ.
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Proof of Lemma 3.3. Recall from Lemma 3.2 that,
gΦ = r−1
[
4D −D′r] ∂rΦ− 2r−1∂uΦ
+ r−1[−D′′r + 3D′ − 2Dr−1]Φ + r[D′′ +D′r−1]φ.
We have that
[g, ∂r]Φ = −D′∂2rΦ− 2r−2∂uΦ− (D′′ + 2D′r−1 − 2Dr−2)∂rΦ + 2r−1 /∆Φ.
and
∂r(gΦ) = r−1[4D −D′r]∂2rΦ− 2r−1∂u∂rΦ
+ r−1[−D′′r + 3D′ − 2Dr−1]∂rΦ + r[D′′ +D′r−1]∂rφ
+ r−1[4D′ −D′′r −D′ − r−14D +D′]∂rΦ
+ 2r−2∂uΦ
+ r−1[−D′′′r −D′′ + 3D′′ − 2D′r−1 + 2Dr−2 +D′′ − 3r−1D′ + 2Dr−2]Φ
+ r[D′′′ +D′′r−1 −D′r−2 + r−1D′′ +D′r−2]φ
= r−1[4D −D′r]∂2rΦ− 2r−1∂u∂rΦ
+ r−1[−2D′′r + 7D′ − 6Dr−1]∂rΦ + 2r−2∂uΦ
+ r−1[−D′′′r + 4D′′ − 4r−1D′ + 4Dr−2]Φ
+ r[D′′′ + 2D′′r−2]φ.
Hence,
g(∂rΦ) = [g, ∂r]Φ + ∂r(gΦ)
= r−1[4D − 2D′r]∂2rΦ− 2r−1∂u∂rΦ + 2r−1 /∆Φ
+ r−1[−3D′′r + 5D′ − 4Dr−1]∂rΦ
+ r−1[−D′′′r + 4D′′ − 4r−1D′ + 4Dr−2]Φ
+ r[D′′′ + 2D′′r−1]φ.
We define Φ(2) = r
2∂rΦ and obtain
gΦ(2) = g(r2∂rΦ) = −2∂u∂r(r2∂rΦ) +D∂2r (r2∂rΦ)− 2r−1∂u(r2∂rΦ)
+ (2Dr−1 +D′)∂r(r2∂rΦ) + /∆(r2∂rΦ)
= r2g(∂rΦ)− 4r∂u∂rΦ + 4Dr∂2rΦ + 2D∂rΦ + 2(2Dr−1 +D′)r∂rΦ
= r[8D − 2D′r]∂2rΦ− 6r∂u∂rΦ + 2r /∆Φ + r[2Dr−1 − 3D′′r + 7D′]∂rΦ
+ r[−D′′′r + 4D′′ − 4r−1D′ + 4Dr−2]Φ + r3[D′′′ + 2D′′r−1]φ.
By (3.5) we have that
−4r∂u∂rΦ = −2rD∂2rΦ + 2
[
2D − 2D′r] ∂rΦ− 2r /∆Φ
+ 2[−D′′r + 3D′ − 2Dr−1]Φ + 2r2[D′′ +D′r−1]φ.
Hence,
gΦ(2) = r[6D − 2D′r]∂2rΦ− 2r∂u∂rΦ + r[6Dr−1 − 3D′′r + 3D′]∂rΦ
+ r[−D′′′r + 2D′′ + 2D′r−1]Φ + r3[D′′′ + 4D′′r−1 + 2D′r−2]φ.
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Finally, we use that r∂2rΦ = r
−1∂rΦ(2) − 2r−2Φ(2) to obtain
gΦ(2) = r−1[6D − 2D′r]∂rΦ(2) − 2r−1∂uΦ(2) + r−1[−6Dr−1 − 3D′′r + 7D′]Φ(2)
+ r[−D′′′r + 2D′′ + 2D′r−1]Φ + r3[D′′′ + 4D′′r−1 + 2D′r−2]φ.
Since moreover, by definition of the wave operator g, we have that
gΦ(2) = −2∂u∂rΦ(2) +D∂2rΦ(2) − 2r−1∂uΦ(2) + (D′ + 2Dr−1)∂rΦ(2) + /∆Φ(2),
we obtain the following equation for Φ(2):
2∂u∂rΦ(2) =D∂
2
rΦ(2) − [4Dr−1 +D′]∂rΦ(2) + /∆Φ(2) − r−1[−6Dr−1 − 3D′′r + 7D′]Φ(2)
− r[−D′′′r + 2D′′ + 2D′r−1]Φ− r3[D′′′ + 4D′′r−1 + 2D′r−2]φ.
We obtain (3.11) by rearranging the above terms.
Proof of Lemma 4.5. We will prove the lemma by induction. If D = 1− 2Mr +O2(r−1−β),
then (4.18) holds for k = 0, by Lemma 3.3. Now suppose D = 1− 2Mr +On+3(r−1−β) and
moreover (4.18) holds for k ≤ n. We have that
g(∂n+1r Φ(2)) = ∂r(g(∂nr Φ(2))) + [g, ∂r](∂nr Φ(2)).
By (A.8), we have that
[g, ∂r](∂nr Φ(2)) = −D′∂n+2r Φ(2)−2r−2∂u∂nr Φ(2)−(D′′+2D′r−1−2Dr−2)∂n+1r Φ(2)+2r−1 /∆∂nr Φ(2).
Furthermore,
∂r(g(∂nr Φ(2))) =
[
6r−1 +O(r−2)
]
∂n+2r Φ(2) +O(r
−2)∂n+1r Φ(2) − 2r−1∂u∂n+1r Φ(2) + 2r−2∂u∂nr Φ(2)
+
n∑
j=0
O(r−j−2)∂n+1−jr Φ(2) +
n∑
j=0
O(r−j−3)∂n−jr Φ(2)
+ 2nr−1 /∆(∂nr Φ(2))− 4nr−2 /∆(∂n−1r Φ(2))
+
max{n−2,0}∑
j=0
n(n− 1)O(r−2−j) /∆∂n−j−1r Φ(2)
+
max{n−2,0}∑
j=0
n(n− 1)O(r−3−j) /∆∂n−j−2r Φ(2)
+O(r−n−4)Φ(2) +O(r−n−3)Φ +O(r−n−3)φ.
We conclude that
g(∂n+1r Φ(2)) =
[
6r−1 +O(r−2)
]
∂n+2r Φ(2) − 2r−1∂u∂nr Φ(2) +
n+1∑
j=0
O(r−j−2)∂n+1−jr Φ(2)
+ 2(n+ 1)r−1 /∆(∂nr Φ(2)) +
max{n−1,0}∑
j=0
nO(r−2−j) /∆∂n+1−j−2r Φ(2)
+O(r−n−3)Φ +O(r−n−3)φ.
98
Proof of Lemma 5.4. We will prove this by induction. For k = 1 from Appendix A.1 we
have that
g(∂rφ) =
(
2D
r
−D′
)
∂2rφ+
(
D′
r
−D′′
)
∂rφ+
(
D′′
r
− D
′
r2
)
φ,
which is of the form (5.14). Now we assume that (5.14) holds for some k ∈ N. Then we
have that
g(∂k+1r φ) = [g, ∂r](∂krφ) + ∂r
(
g(∂krφ)
)
.
From (A.8) from the appendix A.1 we have that
[g, ∂r](∂krφ) = −D′∂k+2r φ+
(
2D
r2
− 2D
′
r
−D′′
)
∂k+1r φ−
2
r2
∂u∂
k
rφ.
On the other hand by using the inductive hypothesis we have that
∂r
(
g(∂krφ)
)
=
(
2
r
+O(r−2)
)
∂k+2r φ+
(
− 2
r2
+O(r−3)
)
∂k+1r φ+
+
k+1∑
m=0
O(r−m−3)∂k+1−mr φ−
2
r
∂u∂
k+1
r φ+
2
r2
∂u∂
k
rφ.
Now the result follows by adding the two last expression where we notice that the O(r−2)
of ∂k+1r φ cancel out as well as the terms involving ∂u∂
k
rφ, and because D
(m) = O(r−m).
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