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We study the equation
−u(x, y) + ν(x, y)u(x, y) = 0
when the potential ν has the following expression
ν(r, θ) = A(θ)
r2
where (r, θ) are the polar coordinates in R2 and A is a 2π-periodic function of class Ck
with k  1. We obtain series representations for solutions in a full neighborhood of the
singular point and we also give representations in terms of pseudoanalytic formal powers
in sectors having the singular point as a vertex. The results are obtained with the aid of
the reduction of the stationary Schrödinger equation to a Vekua equation of a special form
and by using recent developments in pseudoanalytic function theory.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
This paper deals with the Schrödinger equation in two dimensions, with zero energy, and whose potential has a singular
point. More precisely, we study the equation
−u(x, y) + ν(x, y)u(x, y) = 0 (1.1)
when the potential ν has the following expression
ν(r, θ) = A(θ)
r2
(1.2)
where (r, θ) are the polar coordinates in R2 and A is a 2π -periodic function of class Ck with k 1. It should be noted that
there are a number of papers that deal with the Schrödinger equation with singular points when the potential depends only
on r (see for example [5–8,15,16]) and that very little is known when ν depends effectively on θ . It is worth mentioning
that similar equations with the same kind of singular coeﬃcients but with the Bitsadze instead of the Laplace operator
are studied in [1] and [2]. Our approach to study Eq. (1.1) is to reduce it to a Vekua type equation. This is done in [9,10]
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such particular solutions do not exist. If however, we allow the particular solution to have isolated zeros, then a reduction
can be achieved with the resulting Vekua equation having a singular point of the type studied in [13] and [14]. We use
the results about the singular Vekua equation to give a complete characterization of the solutions of (1.1). We obtain series
representations in a full neighborhood of the singular point and we also give representations in terms of pseudo-analytic
functions in sectors having the singular point as a vertex.
The paper is organized as follows. In Section 2, we show how to reduce Eq. (2.2) into a ﬁrst-order equation. In Section 3,
we give series representations in a full neighborhood of the singular point. We use the series representation to give a
necessary and suﬃcient condition for the solvability of the Dirichlet problem in the disk. In Section 4, we show how to
represent solutions of (1.1) in terms of associated pseudo-analytic functions.
2. Existence of solutions and reduction to a singular Vekua equation
First we make the following observation about the type of singularity considered here. Starting with an arbitrary equa-
tion (1.1), if a C2 solution f (x, y) exists such that f has an isolated zero at (x0, y0), then the potential ν has a quadratic
singularity at (x0, y0). More precisely, we have
Proposition 1. Suppose that f (x, y) is of class C2 , solves Eq. (1.1) and has an isolated zero at (x0, y0), then the potential ν has the
form
ν(x, y) = ν1(x, y)
(x− x0)2 + (y − y0)2 (2.1)
with ν1 a bounded function.
Proof. We use polar coordinates centered at (x0, y0) (x = x0 + r cos θ , y = y0 + r sin θ ) to write f as f (r, θ) = rm f 1(r, θ)
with m 1 and f 1(0, θ) = 0 for every θ . The potential is therefore
ν(r, θ) =  f
f
= ν1(r, θ)
r2
,
with
ν1(r, θ) =m2 + (2m + 1) f
1
r (r, θ)
f 1(r, θ)
+ r2 f
1
rr(r, θ)
f 1(r, θ)
+ f
1
θθ (r, θ)
f 1(r, θ)
.
This proves the proposition 
Now we prove the existence of solutions of (1.1) when the potential ν is given by (1.2).
Theorem 2. Eq. (1.1) has inﬁnitely many solutions of the form rτm(θ) with τ ∈ R and m(θ) a 2π -periodic function.
Proof. With respect to the polar coordinates (r, θ), Eq. (1.1) has the form
−urr − 1
r
ur − 1
r2
uθθ + A(θ)
r2
u = 0. (2.2)
For a function u = rτm(θ) to satisfy (2.1), the pair τ ,m needs to solve the periodic Sturm–Liouville problem
m′′(θ) + (τ − A(θ))m(θ) = 0.
We know from the classical sturmian theory that such an equation has inﬁnitely many solutions. 
From now on we assume that
f (r, θ) = rσ p(θ) (2.3)
is a particular solution of (1.1) with σ ∈ R and p(θ) is a 2π -periodic function with p(θ) > 0 for every θ ∈ [0,2π ]. The
reduction of (1.1) to a ﬁrst-order equation is realized through such a function f . Recall that ∂
∂z denotes the CR operator
given in rectangular and polar coordinates by
∂
∂z
= 1
2
(
∂
∂x
+ i ∂
∂ y
)
= e
iθ
2
(
∂
∂r
+ i
r
∂
∂θ
)
.
The following theorem for a non-singular potential ν and a non-vanishing particular solution f was obtained in [10]
(see also [9]). Here we slightly adapt its formulation to the situation under consideration.
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exists a solution w of the Vekua equation
∂w
∂z
= f z(x, y)
f (x, y)
w (2.4)
such that u = Re(w). Conversely, if w solves Eq. (2.4) in Ω\{r = 0} then its real part u = Re(w) solves Eq. (1.1).
We refer the reader to [9] for the proof and for the explicit formula for constructing w for a given u.
Remark 4. The imaginary part of a solution w of (2.4) solves a Schrödinger equation of the form (1.1) but with another
potential ν1 = −ν + 2(∇ ff )2 instead of ν (see [9, Section 3.2]). It is easy to see that for f given by (2.3) the potential ν1
takes the form
ν1(r, θ) = 1
r2
(
2
(
σ 2 + ((log p(θ))′)2)− A(θ)).
That is it has a singularity of the same order as ν does. Moreover a simple calculation shows that ν ≡ ν1 if and only if
A(θ) = σ 2((σ − 1)2θ2 + 1). Taking into account that A must be a periodic function of θ we arrive at the fact that the
only possibility for this consists in choosing σ = 1 and A ≡ 1. In this case the particular solution (2.3) takes the form
f (r) = r and the Vekua equation (2.4) becomes ∂w
∂z = z2r2 w or which is the same as ∂w∂z = 12z w . Thus, both the real and the
imaginary parts of any solution of this Vekua equation satisfy the same Schrödinger equation −u(x, y) + 1
r2
u(x, y) = 0.
3. Series representation
In this section we prove a series representation for the general solution of (1.1). First recall the following theorem for
the singular Vekua equation
∂w
∂z
= c(θ)
r
w. (3.1)
Theorem 5. (See [14].) Let c(θ) ∈ Ck(R;C) be 2π -periodic and k  2. There exist a sequence of real numbers λ±j and a sequence of
2π -periodic functions ψ±j ∈ Ck+1(R;C) such that, for every j ∈ Z the functions
w±j (r, θ) = rλ
±
j ψ±j (θ) (3.2)
solve Eq. (3.1). Moreover, the sequence (λ±j ) satisﬁes
· · · < λ−−1  λ+−1 < λ−0  λ+0 < λ−1  λ+1 < · · · , (3.3)
with
lim
j→−∞
λ±j = −∞, limj→∞λ
±
j = ∞; (3.4)
and
2π∫
0
arg
(
ψ±j (θ)
)
dθ = 2π j.
Remark 6. It is proved in [13,14] that the system {ψ±j } j∈Z is complete in the space L2([0,2π ],C) equipped with the inner
product
〈 f , g〉 =
2π∫
0
Re
(
f (θ)g(θ)
)
dθ.
Thus for every φ ∈ L2([0,2π ],C) we have
φ(θ) =
∑ 〈φ(θ),ψ−j (θ)〉
〈ψ−j (θ),ψ−j (θ)〉
ψ−j (θ) +
〈φ(θ),ψ+j (θ)〉
〈ψ+j (θ),ψ+j (θ)〉
ψ+j (θ).
j∈Z
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〈φ(θ),ψ±j (θ)〉
〈ψ±j (θ),ψ±j (θ)〉
= O
(
1
| j|k+1
)
.
The general solution of (3.1) has series representation in terms of the basic solutions given in Theorem 5. We have the
following
Theorem 7. (See [14].) Let w be a bounded solution of (3.1) in a disk D(0, R) then
w(r, θ) =
∑
λ±j 0
(
c−j r
λ−j ψ−j (θ) + c+j rλ
+
j ψ+j (θ)
)
(3.5)
with c±j ∈ R.
For a particular solution f of Eq. (1.1) of the form (2.3), the corresponding Vekua equation has the form
∂w
∂z
= e
iθ (σ + i(log p(θ))′)
2r
w. (3.6)
This is precisely an equation of the type (3.1). Thanks to Theorems 3 and 5, we get immediately the following series
representation for the solutions of (1.1).
Theorem 8. Let f (r, θ) = rσ p(θ) be a solution of (1.1) in a disk D(0, R) with p a 2π -periodic and non-vanishing Ck function with
k  2. Let λ±j be the spectral values of the associated Vekua equation (3.6) and ψ
±
j (θ) be their corresponding eigenfunctions. Then
every bounded solution u of (1.1) has the series representation
u(r, θ) =
∑
λ±j 0
[
c−j r
λ−j Re
(
ψ−j (θ)
)+ c+j rλ+j Re(ψ+j (θ))] (3.7)
with c±j ∈ R.
Remark 9. The value λ = 0 is in general not a spectral value of the system. Furthermore, when λ = 0 is a spectral value, it
is unstable. For almost all perturbation A(θ) + P(θ) of A(θ), λ = 0 is not a spectral value. This together with Theorem 8
imply that for almost all potentials ν of the form (1.2), the bounded solutions of (1.1) are continuous.
This representation given in Theorem 8 can be used to study the Dirichlet problem in the disk{−u + ν(r, θ)u = 0, (r, θ) ∈ D(0,1);
u(1, θ) = g(θ), (1, θ) ∈ ∂D(0,1). (3.8)
We have the following theorem.
Theorem 10. Let g(θ) be a C1 and 2π -periodic function. Then the Dirichlet problem (3.8) has a bounded solution u if and only if〈
g,ψ±j
〉= 0, whenever λ±j < 0. (3.9)
Proof. First note that the Dirichlet problem (3.8) has at most one solution (since it is elliptic outside 0). Let
c±j =
〈g,ψ±j 〉
〈ψ±j ,ψ±j 〉
.
It follows from Theorem 7 that the formal solution of (3.8) is given by
u(r, θ) =
∑
j∈Z
c−j r
λ−j Re
(
ψ−j (θ)
)+ c+j rλ+j Re(ψ+j (θ)).
In order for such a series to deﬁne a bounded function near r = 0, it is necessary that the momenta of g satisfy (3.9). In
this case the series converges uniformly in r  1 (see Remark 6) and its boundary values are given by the function g . 
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We show that the method of pseudoanalytic formal powers used in [9,10] for the non-singular Schrödinger equation can
again be used in the presence of an isolated singularity. However, this method is valid only in simply connected domains
not containing the singular point. We will use it in particular, in a sector with vertex at the singular point.
Recall from the general theory of pseudoanalytic functions (see [3,4,9]) that a generating pair (F ,G), in a domain Ω , of
a Vekua equation
∂w
∂z
= a(z)w + b(z)w (4.1)
is Hölder continuous solutions that satisfy Im(F G) > 0. This condition implies that every complex function W deﬁned in
a subdomain of Ω admits the unique representation W = φF + ψG where the functions φ and ψ are real-valued. The
following expressions are known as characteristic coeﬃcients of the pair (F ,G)
a(F ,G) = − F Gz − FzG
FG − F G , b(F ,G) =
F Gz − FzG
FG − F G ,
A(F ,G) = − F Gz − FzG
FG − F G , B(F ,G) =
F Gz − FzG
FG − F G .
If (F ,G) is a generating pair of a Vekua equation (4.1) then a(F ,G) = a and b(F ,G) = b. The other two characteristic
coeﬃcients are related to the concept of a derivative [3]. The (F ,G)-derivative W˙ = d(F ,G)Wdz of a continuously differentiable
function W exists and has the form
W˙ = Wz − A(F ,G)W − B(F ,G)W (4.2)
if and only if
Wz = a(F ,G)W + b(F ,G)W .
Solutions of this equation are called (F ,G)-pseudoanalytic functions.
Contrary to analytic functions whose derivatives are again analytic, the (F ,G)-derivatives of pseudoanalytic functions are
in general solutions of another Vekua equation with the coeﬃcients given in the following deﬁnition.
Deﬁnition 11. Let (F ,G) and (F1,G1) be two generating pairs in Ω . (F1,G1) is called successor of (F ,G) and (F ,G) is
called predecessor of (F1,G1) if
a(F1,G1) = a(F ,G) and b(F1,G1) = −B(F ,G). (4.3)
If W is an (F ,G)-pseudoanalytic function and (F1,G1) is a successor of (F ,G) then W˙ is an (F1,G1)-pseudoanalytic
function. Obviously this procedure of construction of new Vekua equations associated with the previous ones via rela-
tions (4.3) can be continued and we arrive at the following deﬁnition.
Deﬁnition 12. A sequence of generating pairs {(Fm,Gm)}, m = 0,±1,±2, . . . , is called a generating sequence if (Fm+1,Gm+1)
is a successor of (Fm,Gm). If (F0,G0) = (F ,G), we say that (F ,G) is embedded in {(Fm,Gm)}.
We will need the following notation introduced by Bers. The (F ,G)-integral is deﬁned as follows∫
Γ
W d(F ,G)z = F (z1)Re
∫
Γ
G∗W dz + G(z1)Re
∫
Γ
F ∗W dz
where Γ is a rectiﬁable curve leading from z0 to z1 and (F ∗,G∗) is called the adjoint generating pair of (F ,G) and deﬁned
by the equalities
F ∗ = − 2F
F G − F G , G
∗ = 2G
FG − F G .
A generating sequence deﬁnes an inﬁnite sequence of Vekua equations. If for a given (original) Vekua equation we know
not only a corresponding generating pair but the whole generating sequence, that is a couple of exact and independent
solutions for each of the Vekua equations from the inﬁnite sequence of equations corresponding to the original one, we are
able to construct an inﬁnite system of solutions of the original Vekua equation as is shown in the next deﬁnition from [3].
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combination of the generators Fm , Gm with real constant coeﬃcients λ, μ chosen so that λFm(z0) + μGm(z0) = a. The
formal powers with exponents n = 1,2, . . . are deﬁned by the recursion formula
Z (n)m (a, z0; z) = n
z∫
z0
Z (n−1)m+1 (a, z0; ζ )d(Fm,Gm)ζ. (4.4)
This deﬁnition implies the following properties.
(1) Z (n)m (a, z0; z) is an (Fm,Gm)-pseudoanalytic function of z.
(2) If a′ and a′′ are real constants, then Z (n)m (a′ + ia′′, z0; z) = a′ Z (n)m (1, z0; z) + a′′ Z (n)m (i, z0; z).
(3) The formal powers satisfy the differential relations
d(Fm,Gm)Z
(n)
m (a, z0; z)
dz
= nZ (n−1)m+1 (a, z0; z).
(4) The asymptotic formulas
Z (n)m (a, z0; z) ∼ a(z − z0)n, z → z0 (4.5)
hold.
Moreover under quite general conditions an analogue of the Runge theorem is valid and hence the system of formal
powers corresponding to a certain Vekua equation is complete in the space of all solutions of the Vekua equation in the
sense that any solution can be approximated arbitrarily closely by formal polynomials (ﬁnite linear combinations of formal
powers) and the corresponding sequence of formal polynomials converges uniformly to the corresponding solution on any
compact subset of the domain of interest (more details can be found in [9]). This result together with Theorem 3 allows
one to construct complete systems of solutions for the stationary Schrödinger equation.
For the case under consideration in this paper, the sequence of formal powers Z (n)m can be easily set up by recursion.
Again we assume that f (r, θ) = rσ p(θ) is a particular solution of (1.1) with p(θ) a positive and 2π -periodic function. We
consider here Eq. (1.1) in a sector (r, θ) with r > 0 and θ ∈ [−θ0, θ0] with 0 < θ0 < π . The generating pair of the associated
Vekua equation (3.6) is
F0(r, θ) = rσ p(θ) and G0(r, θ) = i
rσ p(θ)
.
Theorem 77 of [9] gives the sequence of generating pairs (Fm,Gm) as:
Fm(r, θ) =
{
rσ p(θ)
zm ifm even;
p(θ)
rσ zm ifm odd;
Gm(r, θ) =
{ i
zmrσ p(θ) ifm even;
irσ
zmp(θ) ifm odd.
(4.6)
Since
Fm(r, θ)Gm(r, θ) − Fm(r, θ)Gm(r, θ) = −2i|z|2m ,
the adjoint pair (F ∗m,G∗m) is:
F ∗m(r, θ) =
{−izmrσ p(θ) ifm even;
−izm p(θ)rσ ifm odd;
G∗m(r, θ) =
⎧⎨
⎩
zm
rσ p(θ) ifm even;
zmrσ
p(θ) ifm odd.
(4.7)
The generating sequence {(Fm,Gm)}∞m=0 deﬁnes an inﬁnite sequence of Vekua equations of the form Wz = bmW where
as a simple calculation shows the characteristic coeﬃcient bm has the form
bm =
{
e−2imθb0 ifm even;
−2i(m−1)θe b1 ifm odd
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b0 = e
iθ (σ + i(log p(θ))′)
2r
and b1 = −b0.
Thus, all the Vekua equations generated by the main equation (3.6) are of the form (3.1).
Now we can deﬁne the formal powers Z (n)m (a,1, z) in the sector
S(θ0) =
{
(r, θ); r > 0, −θ0 < θ < θ0
}
.
Recall that if a = a1 + ia2 with a1,a2 ∈ R, then
Z (n)m (a,1, z) = a1 Z (n)m (1,1, z) + a2 Z (n)m (i,1, z)
and
Z (n)m (1,1, z) = n
z∫
1
Z (n−1)m+1 (1,1, ζ )d(Fm,Gm)ζ,
Z (n)m (i,1, z) = n
z∫
1
Z (n−1)m+1 (i,1, ζ )d(Fm,Gm)ζ. (4.8)
Now we show that these formal powers can easily be computed. Starting with
Z (0)m (1,1, z) = Fm(z) and Z (0)m (i,1, z) = Gm(z),
we use the path of integration Γ from 1 to z = reiθ in the sector S(θ0) which consists of C + L, where C and L are the arc
of circle and a line segment given by
C = {eit, 0 |t| θ} and L = {seiθ , min(1, r) smax(1, r)}.
It follows from the deﬁnition of the (F ,G)-integral, from the deﬁnition of the formal powers, and the choice of the path of
integration Γ = C + L that
Z (n)m (1,a, z) = nFm(z)Re
[
i
θ∫
0
Z (n−1)m+1
(
1,a,eiφ
)
G∗m
(
eiφ
)
eiφ dφ + eiθ
r∫
1
Z (n−1)m+1
(
1,a,ρeiθ
)
G∗m
(
ρeiθ
)
dρ
]
+ nGm(z)Re
[
i
θ∫
0
Z (n−1)m+1
(
1,a,eiφ
)
F ∗m
(
eiφ
)
eiφ dφ + eiθ
r∫
1
Z (n−1)m+1
(
1,a,ρeiθ
)
F ∗m
(
ρeiθ
)
dρ
]
.
Calculation of Z1m
• For m odd (m = 2k + 1), after substituting Z (0)2k+2(1,1, z) by rσ p(θ)/z2k+2 and using the explicit expressions of F2k+1,
G2k+1, F ∗2k+1, and G
∗
2k+1, we get for σ = 0
Z (1)2k+1(1,1, z) =
p(θ)
z2k+1
[
rσ − r−σ
2σ
+ irσ P2(θ)
p(θ)2
]
where P2(θ) =
∫ θ
0 p(φ)
2 dφ, and for σ = 0,
Z (1)2k+1(1,1, z) =
p(θ)
z2k+1
[
ln r + i P2(θ)
p(θ)2
]
.
The expressions for Z (1)2k+1(1, i, z) are
Z (1)2n+1(i,1, z) =
1
z2n+1p(θ)
[−1
rσ
p(θ)2P−2(θ) + i r
σ − r−σ
2σ
]
,
when σ = 0 and
Z (1)2n+1(i,1, z) =
1
2n+1
[−p(θ)2P−2(θ) + i ln r],z p(θ)
V.V. Kravchenko, A. Meziani / J. Math. Anal. Appl. 377 (2011) 420–427 427when σ = 0, with
P−2(θ) =
θ∫
0
dt
p(t)2
.
• For m even (m = 2k) we get
Z (1)2k (1,1, z) =
p(θ)
z2k
[
rσ − r−σ
2σ
+ i 1
rσ
P2(θ)
p(θ)2
]
for σ = 0;
Z (1)2k (1,1, z) =
p(θ)
z2k
[
ln r + i P2(θ)
p(θ)2
]
for σ = 0
and
Z (1)2k (i,1, z) =
1
z2k p(θ)
[
−rσ p(θ)2P−2(θ) + i r
σ − r−σ
2σ
]
for σ = 0;
Z (1)2k (i,1, z) =
1
z2k p(θ)
[−p(θ)2P−2(θ) + i ln r] for σ = 0.
Now the real parts of Z (1)0 (1,1, z) and Z
(1)
0 (i,1, z) give us new solutions of the Schrödinger equation (1.1) generated by f
of the form (2.3),
f1(r, θ) = Re Z (1)0 (1,1, z) =
{ 1
2σ f (r, θ)(1− r−2σ ) for σ = 0;
p(θ) ln r for σ = 0
and
f2(r, θ) = Re Z (1)0 (i,1, z) =
{− f (r, θ)P−2(θ) for σ = 0;
−p(θ)P−2(θ) for σ = 0.
The process of calculation of formal powers can be continued giving as a result a complete system of solutions of (1.1).
As was shown in [11,12] the constructed pseudoanalytic formal powers can be transformed into formal powers corre-
sponding to other related Vekua equations preserving the order of the formal power. This substantially enlarges the class of
explicitly solvable Vekua equations.
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