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  ABSTRACT  
 
With fast developing and ever growing use of computer based technologies, 
human-computer interaction (HCI) plays an increasingly pivotal role. In virtual reality 
(VR), HCI technologies provide not only a better understanding of three-dimensional 
shapes and spaces, but also sensory immersion and physical interaction. With the hand 
based HCI being a key HCI modality for object manipulation and gesture based 
communication, challenges are presented to provide users a natural, intuitive, effortless, 
precise, and real-time method for HCI based on dynamic hand gestures, due to the 
complexity of hand postures formed by multiple joints with high degrees-of-freedom, the 
speed of hand movements with highly variable trajectories and rapid direction changes, 
and the precision required for interaction between hands and objects in the virtual world.  
  
Presented in this thesis is the design and development of a novel real-time HCI system 
based on a unique combination of a pair of data gloves based on fibre-optic curvature 
sensors to acquire finger joint angles, a hybrid tracking system based on inertia and 
ultrasound to capture hand position and orientation, and a stereoscopic display system to 
provide an immersive visual feedback. The potential and effectiveness of the proposed 
system is demonstrated through a number of applications, namely, hand gesture based 
virtual object manipulation and visualisation, hand gesture based direct sign writing, and 
hand gesture based finger spelling. 
 
For virtual object manipulation and visualisation, the system is shown to allow a user 
to select, translate, rotate, scale, release and visualise virtual objects (presented using 
graphics and volume data) in three-dimensional space using natural hand gestures in 
real-time. For direct sign writing, the system is shown to be able to display immediately 
the corresponding SignWriting symbols signed by a user using three different signing 
sequences and a range of complex hand gestures, which consist of various combinations 
of hand postures (with each finger open, half-bent, closed, adduction and abduction), 
eight hand orientations in horizontal/vertical plans, three palm facing directions, and 
various hand movements (which can have eight directions in horizontal/vertical plans, 
and can be repetitive, straight/curve, clockwise/anti-clockwise). The development 
includes a special visual interface to give not only a stereoscopic view of hand gestures 
and movements, but also a structured visual feedback for each stage of the signing 
sequence. An excellent basis is therefore formed to develop a full HCI based on all human 
 gestures by integrating the proposed system with facial expression and body posture 
recognition methods. Furthermore, for finger spelling, the system is shown to be able to 
recognise five vowels signed by two hands using the British Sign Language in real-time. 
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1.1  INTRODUCTION TO THE RESEARCH 
 
Since the concept of human-computer interaction (HCI) emerged in the later 50’s, the 
ever growing development in the computer world enables HCI to play a crucial role in 
human’s daily life [1]. Nowadays, HCI is a discipline of designing, evaluating, and 
implementing interactive computer systems for human use and includes the study of 
major phenomena surrounding them [2]. Its applications are wide and cover the areas of 
computer graphics, software engineering, human factors, psychology, etc [1-4]. In 
addition, as described in [5, 6], for virtual reality (VR) or virtual immersive environment, 
HCI technologies provide a better understanding of three-dimensional (3D) shapes and 
spaces, and have enabled VR to be practically used in areas such as industrial design, data 
visualisation, training, and others. However, due to the high computational cost 
associated with 3D, the complexity of human and object dynamic behaviour in 4D, as 
well as the difficulty for precise interaction in the virtual world [6], challenges are 
presented to provide users a real-time, natural, intuitive, effortless, and precise method 
for HCI. 
 
 
Analysis of current hand based HCI techniques, particularly associated with VR, 
suggests that there are two dominant methods which can be classified as indirect and 
direct methods [7-10]. The former includes the use of keyboard based control, mouse 
based 3D widgets, and hand-held input devices like wireless 3D wands, to simulate the 
movement of the hand to control the virtual environment, which makes it awkward for 
HCI and has high cognitive load, because they are not natural and intuitive. In contrast, 
the latter is more intuitive and effective, which is based on the use of natural hand 
gestures, despite it faces challenges in terms of complexity of the hand configuration with 
27 degrees-of-freedom (DOF) for just one hand [11], as well as the computational cost for 
hand movement tracking, and therefore is adopted in this research. 
 
 
This research is concerned with the development of a real-time immersive HCI 
system based on dynamic hand gestures. Started with the literature review of currently 
available, especially the hand based, HCI techniques, presented in this thesis is the 
development of a novel HCI system based on tracking and recognition of dynamic hand 
gestures. Based on the constructed system platform, performance evaluation 
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demonstrated the system is able to track and recognise the dynamic hand gestures in 
real-time as well as to enable a user to visualise them in the stereoscopic mode. To 
evaluate the system’s usability performance, a graphic based virtual cube and a real CT 
(Computerised Tomography) medical image based volume object, have been created for 
immersive virtual object manipulation, and the system showed that the user can interact 
with them based on natural hand gestures directly. In terms of speed, the system can 
operate at 54 frames per second in the worst case with a latency time of approximately 94 
ms by using a PC with 3 GHz CPU (Central Processing Unit). Particularly, based on the 
built platform, algorithms has been developed in terms of dynamic hand gesture and 
movement recognition, enables it being a unique system to perform direct sign writing 
(DSW) and finger spelling. System performance has been evaluated both systematically 
and holistically, where results showed that the system is able to produce SignWriting 
(SW) symbols based on various dynamic hand gestures and movements, and to recognise 
five vowel-letters for the British fingerspelling signs. The work has led to two conference 
papers published and one journal paper accepted (see Appendix A). 
 
 
1.2  OBJECTIVES OF THE RESEARCH 
 
The main aim of this research project is to develop a real-time immersive HCI system 
based on tracking and recognition of dynamic hand gestures. The specific objectives of 
this research are: 
 
1)  To design and implement a HCI system to enable real-time tracking and 
recognition of dynamic hand gestures and movements in 3D.  
 
 
2) To design and construct an immersive and interactive VR environment for 
virtual object visualisation and manipulation based on hand gestures and 
positions.   
 
 
3) To design and develop a DSW system for sign input based on dynamic and 
complex hand gestures made using various combinations of hand postures, 
orientations and movements. 
4 
1.3 THESIS ORGANISATION 
 
The previous sections of this chapter gave a brief outline of the challenges in the direct 
hand based HCI, and the objectives of the research were stated.  
 
 
   Chapter 2 presents the literature reviews of the hand based HCI techniques. It starts 
with a review of various HCI techniques, and focuses on the hand modality for HCI. 
Furthermore, through a survey of the techniques for tracking and recognition of hand 
gestures and movements, the system prototype is proposed.   
 
 
   Chapter 3 presents the development of the system’s hardware and software. Starting 
with the investigation of each sub-system, it introduces the hardware integration of the 
sub-systems as well as the software development for the integrated system. Performance 
evaluation of the developed system is also presented.  
 
 
   Chapter 4 presents the development and implementation of virtual object manipulation 
in stereoscopic 3D space based on the system described in Chapter 3 as well as its 
evaluation results including the system’s usability and performance.   
 
 
   Chapter 5 contains the development of a novel DSW system. The DSW concept is 
introduced and the implementation details are presented. A number of tests are presented 
to demonstrate the functionality and capability of the system developed.   
 
 
   The final chapter highlights the original contributions of this research, and makes 
recommendations for future works in this field.  
 
  
 
 
 
 
 
 
Chapter 2   
                                                                                                           
LITERATURE REVIEW AND 
PROPOSED APPROACH 
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2.1 INTRODUCTION  
 
Presented in this chapter are the literature reviews of hand based HCI techniques. It starts 
with an overview of various HCI techniques in Section 2.2. With the hand modality for 
HCI as the research focus, the hand anatomy is introduced in Section 2.3. This is followed 
by a survey of the techniques for capture and recognition of hand postures in Sections 2.4 
and 2.5, as well as tracking and recognition of hand movements in Sections 2.6 and 2.7, 
respectively. Based on the literature reviews, an approach for this research is proposed in 
Section 2.8 with concluding remarks. 
 
  
 
 
 
2.2 HUMAN-COMPUTER INTERACTION TECHNIQUES  
 
With the ever increasing use of computerised machines in society, HCI has attracted 
tremendous interests in recent scientific studies, for it is a discipline concerned with the 
design, evaluation and implementation of interactive computing systems for human use, 
as well as their influence to each other [12-14]. Traditional HCI applications utilise 
indirect function-like metaphors such as keyboard based control, mouse based 3D 
widgets, or hand-held input devices like 3D wands. Compared to the normal human 
communication manner, these metaphors are non-ergonomic because they are not natural 
and intuitive. As the human forms the core of any HCI system, and thanks to the recent 
advances of technology, researches have attempted to capture and process possible 
physiological signals from every human body part directly to enable natural, intuitive, 
and immersive interaction for various applications. This section aims to give a brief 
review of current available techniques for direct HCI. 
 
 
   Early HCI techniques mainly use sight, sound and hand [13-15]. The use of sight for 
HCI includes gaze detection and tracking, with the gaze defined as the direction to which 
the eyes are pointing in space. One of the first eye based interaction attempts is a gaze 
based information display made in 1990, which replaces the mouse by tracking the gaze 
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direction as well as displaying its selected information [16]. Although this method of 
driving computers was unable to register button clicks, the dwell time was proposed as a 
possible solution, and it aroused a new dimension of HCI for handicapped users. In the 
same year, Starker and Bolt applied gaze-tracking to identify which item on the screen 
attracts the user most based on the eye movements and its fixation results in the identified 
item to be zoomed-in for a closer look [17]. Another gaze based HCI is eye-typing, which 
is normally implemented by placing a virtual keyboard on the screen, and by tracking the 
user’s gaze direction and behaviour to input the letter that the user is focusing on. The 
eye-typing technique could be used by the handicapped users, and the advances about it 
can be found in [18, 19]. Also, Tanriverdi and Jacob used gaze as a means of virtual 
object interaction [18, 19]. Compared to the hand based object interaction in virtual 
environments, eye based interaction has been claimed to be significantly faster but has 
greater difficulty to recall spatial information of the virtual objects with which it is 
interacting. More gaze based HCIs can also been found in [20-22]. Overall speaking, 
although gaze interaction has some advantages, such as faster pointing, it has difficulties 
in terms of low gaze measurement accuracy and drifting problem associated with the eye 
trackers due to fast eye movement, where the measured point of regard gradually falls off 
from the actual point of gaze [23].  
 
 
   Since sound or audio is one of the most natural modality methods for communication 
among human beings, it also plays a key role in the development of a natural interface to 
enhance human-machine communication. Its applications in HCI can mainly refer to 
speaker and speech recognition [18, 19, 24, 25]. The former is a process of automatically 
recognising who is speaking on the basis of individual utterances [26], thereby enabling 
the HCI system to verify their identities to provide control access [26-32]. The latter is a 
process of converting or interpreting a spoken speech into texts or symbols which the 
machine can understand, and has wide applications in HCI to make interaction more 
direct and intuitive [33, 34]. Example applications include virtual environment and object 
manipulation [35, 36], voice-activated remote machine operation [37], speech-driven 
menu for Directory Assistance Service (DAS) [34], and device control for handicapped 
persons [38]. Generally speaking, speech modality presents a natural and intuitive means 
for direct HCI. However, because of the complex phoneme articulation, large vocabulary, 
speaker’s timbre and manner variability, context dependence, background noise, etc., 
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speech recognition faces great challenges and attracts research of various processing 
methods such as, Dynamic time warping (DTW), hidden Markov model (HMM) 
networks, and neural networks. A more detailed review can be found in [39, 40].  
 
 
   Due to naturalness, intuitiveness and effectiveness, hand gestures form one of the most 
common and significant modes in object manipulation and human communication [41, 
42]. As described in [43, 44], hand gestures provide a vital means for interacting and 
manipulating daily objects as well as an expressive means for interactions among people. 
In the context of HCI, recognition of hand gestures has wide applications for design and 
manufacturing, information visualisation, robotics, art and entertainment, sign language 
understanding, medicine, and health care. Tremendous research has been conducted in 
the area of hand gestures for HCI during the past few decades, and further discussions of 
various developed techniques will be given in the next section.    
 
 
   Apart from these three HCI techniques, which are based on sight, sound and hand, 
other new modalities have also been explored recently to enrich HCI. Examples include 
facial expressions [45], body movements [21], electromyography (EMG) [46], 
electroencephalograph (EEG) [47], and even human emotion [48]. In particular, EEG is a 
new method for HCI which interfaces directly with the human brain. Through the sensor 
monitoring the brain physical processes that correspond to certain forms of thought, users 
explicitly manipulate their brain activity to produce signals for computer or device 
control. This may provide a fantastic dimension of HCI in the future. Furthermore, a new 
stream has been formed recently which combines multiple modalities together to 
empower more advanced HCI that is called multimodal HCI (MMHCI) [21]. In MMHCI, 
modalities are interconnected and interdependent with each other, which enable a robust 
and efficient interaction and it is likely to become a widespread research topic.  
 
 
   Although various HCI techniques are available, the hand based modality provides a 
more natural, intuitive and immersive interaction in several hand-orientated HCI 
applications such as virtual object manipulation and direct sign language recognition, 
which are the focuses of this research. Moreover, by maturing the hand based HCI, it 
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should provide a better basis for it to be included as a main modality in a large-scale 
MMHCI system in the future. 
 
 
 
 
 
2.3 HAND ANATOMY 
 
Due to the high DOF of the hand, tracking and recognition of hand gestures present a 
challenging task. As shown in Fig. 2-1a, the human hand consists of a broad palm 
(metacarpus) with 5 digits, attached to the forearm by the wrist joint (carpus) [49, 50]. 
The folding of the four fingers over the palm enables the grasping of objects. Starting 
from the one closest to the thumb, each finger has a colloquial name of: 
• Index finger, pointer finger, or forefinger;  
 
• Middle finger;  
 
• Ring finger; and  
 
• Little finger, small finger or pinky finger. 
Furthermore, the human hand has 27 bones, including eight bones for the carpus or wrist, 
five for the metacarpals or palm, and fourteen for the digital bones that are the fingers and 
thumb, as shown in Fig. 2-1b. In particular, the fourteen digital bones, also called 
phalanges, are distributed as two in the thumb (the thumb has no middle phalanx) and 
three in each of the four fingers. Start from the position of the nail, these are the distal 
phalanx, the middle phalanx, and the proximal phalanx. Moreover, the four proximal 
phalanges of the fingers, proximal phalanx and metacarpal bone of the thumb and can 
perform bending (pitch) and adduction/abduction (yaw), but other phalanges can only 
perform bending. According to the hand anatomy, Rehg and Kanade [51] proposed a 
hand kinematic structure which contains 27 DOF for just one hand, as shown in Fig. 2-2, 
where each finger has 4 DOF, the thumb has 5 DOF, and the wrist has 6 DOF for its rigid 
global hand motion [11, 51, 52].  
 
Therefore, due to the high DOF of the hand, challenges are presented for the hand 
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based HCI to track and recognise dynamic hand gestures, which include hand postures 
and their movements. A general review of the available techniques for capture and 
recognition of hand postures as well as tracking and recognition of hand movements are 
conducted in the following sections. 
 
 
Figure 2-1. (a) hand and (b) its anatomy (from [53]). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-2. Kinematic hand model with arrows illustrating the joint axes for 
each joint hinge in the chain (modified from [11, 51, 52]). 
 
 
 
 
 
 
(a) (b) 
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2.4 HAND POSTURE CAPTURE 
 
According to the literature review, the capture of hand posture data can be done by vision 
based and glove based approaches.   
 
 
 
 
2.4.1 Vision Based Hand Posture Capture 
 
Vision based posture capture is based on the use of video cameras to acquire hand images 
and processing of hand images to extract hand configuration data. Two approaches are 
presented in the following based on the number of video frames used to derive hand 
posture. The first one is vision based hand configuration extraction which uses the 
information contained in individual video frame only, and the second one is vision based 
hand posture tracking which uses the coherent information contained in neighbouring 
video frames.   
 
 
A. Vision based hand configuration extraction 
 
One of the most commonly used hand configuration data derived from a video frame 
containing hands is their silhouettes. However, there are some challenges to yield the 
hand silhouette from hand images [54]. Like other vision based methods, it has high 
computational cost due to a large number of image pixels to be processed, and the 
problem of self occlusion due to restricted camera views and complex hand gestures 
made by two hands with high DOF. A more specific problem in this method is hand image 
segmentation based on skin colour detection to extract the hand silhouette, because it 
requires no other skin-like objects and background, and the shape accuracy is susceptible 
to the lighting conditions [41, 55, 56].  
 
 
Some algorithms have been attempted to address the difficulty associated with  hand 
image segmentation, for example, in [57], Bretzner et al. developed an approach to 
combine silhouette and colour cues in a hierarchical object model for image segmentation, 
and used multiple scales of colour image features and particle filtering for recognition. 
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Although performing feature detection in colour space improves the robustness of the 
system when it operates in a poor contrast image, this approach was only demonstrated 
successfully with no other skin coloured objects present in the scene. In [58], it segments 
the hand silhouette based on the knowledge of its position in the image. However, the 
determination of the hand position is not necessary easy in many situations. Attempts 
have also been made to combine other available features to achieve a better hand 
segmentation. In [59], Coogan et al. proposed a unified system for segmentation and 
tracking of the face and hands, where skin detection is accomplished by combining 3 
features: colour, motion and position. No assessment of the tracking performance has 
been done according to this paper, but an obvious challenge associated with this method 
is the increased computational cost.       
 
 
To reduce the computational cost, other hand configuration data have been produced 
from hand images. One is the hand contour, which can be extracted easily from the 
silhouette of the segmented hand region. It simplifies the analysis of images by drastically 
reducing the amount of data to be processed and provides the useful structural 
information of hand boundaries [60]. In the sign language recognition system described 
in [61], Munib et al. proposed a contour detection method based on the ‘Canny edge 
detection’ technique [60], which uses an adaptive threshold with hysteresis to eliminate 
the streaking of edge contours and to handle images with different signal-to-noise ratios. 
From the results, this technique is shown to generate good edge detection performance for 
hand configuration extraction and the system is able to recognise American Sign 
Language (ASL) hand gestures with an accuracy around 98.5% for the training data and 
80% for the testing data. However, this system still faces difficulty in dealing with a 
non-uniformed background, and is not able to operate in real-time. To improve it, 
Eigenvector has also been applied in contour extraction, which is a small set of basis 
image feature vectors extracted from the high-dimensional (or high-ordered) contour 
points which are attained from the raw image, with the redundant feature vectors being 
discarded. One possibility is to adopt the PCA (principal component analysis) algorithm 
[54]. By seeking an orthogonal basis across a low-dimensional subspace, PCA yields the 
principal components, which contain most of the variances of the image. In reverse, the 
original image can be restored through a linear combination of the principal components 
or basis vectors, where the vector coefficients are the result of projecting the image onto 
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the respective basis vectors. Furthermore, the Fourier shape descriptor (FSD) has also 
been applied to represent the obtained contour, which is a closed boundary, via the 
frequency domain [62, 63]. By matching the features, which are the derived Fourier 
transform coefficients, with the stored feature templates, the hand shape can be identified. 
Although the FSD approach dramatically reduces the computational cost, the large 
gesture vocabulary (e.g. ASL) poses a problem for collecting an adequate training set to 
build the templates and may lose compactness in the subspace required for efficient 
processing [64]. Moreover, the attained templates may vary due to the different camera 
view angles from which they are taken. 
 
 
B. Vision based hand posture tracking 
 
Vision based hand posture tracking uses the relationship of hand configurations in 
neighbouring video frames to overcome unreliable hand segmentation and occlusion, and 
it can be categorised into two methods, the appearance based and hand model based 
methods [65].  
 
 
Appearance based tracking methods 
 
The appearance based tracking methods directly use hand configurations extracted from 
2D video images, to find the best matching regions of hand from consecutive frames and 
to establish coherent relations between frames. Compared to the hand model based 
methods, it has advantages in terms of algorithm complexity and computational cost [66]. 
However, due to the camera view angle and high degrees of freedom of the hand, the 
obtained hand images and hand configurations may be partially occluded. As a result, the 
hand configuration on the current video frame may be significantly different from the 
previous one or even incomplete causing a failure in the hand matching process. To 
address the occlusion problem, although different techniques have been proposed, such as 
region-based, active-contour based, feature-based and regression-based methods [67-70], 
none of them yields a satisfactory solution.  
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Hand model based tracking methods  
 
The severe occlusion problem associated with the appearance based tracking methods 
could be reduced to some extent by adopting the hand model based methods. These 
methods rely on the use of a 3D kinematic hand model with sufficiently high degrees of 
freedom, where the modelling of the hand is through finding the best match between the 
hand posture extracted from the image and the 2D posture appearances projected on to the 
image plane by the candidate 3D hand models. Compared to the appearance based 
method, with the constraints of hand model configuration, it has better pose-estimation 
performance for the occluded hand posture.  
 
 
The earliest model based hand tracking system is the DigitEyes system proposed by 
Rehg and Kanade in 1994 [50]. The algorithm consists of two steps: feature extraction 
and state estimation. Upon obtaining the model parameters from the previous video frame, 
the parameters are then tested against the current video frame, and are updated to decrease 
the mis-correspondence. Subsequently, the updated parameters are used as the initial 
parameters for the next video frame, and the whole procedure is repeated thereafter. The 
system was shown to be able to recover the state of a 27-DOF hand model from ordinary 
gray-scale video at a speed of 10 Hz. However, this system has several disadvantages that 
prevent it from practical use. Firstly, a rapid hand posture change results in loss of 
tracking. Secondly, the feature extraction and state estimation process is sensitive to noise. 
Finally, although self-occlusion is reduced compared to the appearance based method, it 
still exists. 
 
 
Another 3D hand model tracking method based on a deformable point distribution 
was proposed by Heap and Hogg in 1996 and is defined by a surface mesh which is built 
based on the statistical analysis of modelled hand examples [71]. The result shows that it 
provides a compact and accurate model for the range of legal hand shapes, together with 
real-time tracking performance. However, the inherent occlusion problem is still 
unresolved.  
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In 2001, Stenger et al. introduced a hand model built using 27-DOF truncated 
quadrics for tracking (see Fig. 2-3), which is used to yield a 2D hand contour for 
comparison with the hand image data [72]. The comparison employs an Unscented 
Kalman Filter (UKF) to estimate and update the current motion and configuration 
parameters of the hand model. This minimises the geometric error between the model 
profiles and hand image contours. By using a single camera, the result shows that the 
system is able to track 7-DOF of the hand motion, namely, the global hand motion 
(6-DOF) and thumb bending (1-DOF), with all other joints being kept fixed. The 
drawback is the computational complexity which grows linearly with the number of 
cameras, and is not suitable for real-time application.  
 
 
 
 
 
 
 
 
Figure 2-3. 27-DOF hand model constructed from 39 truncated quadrics: (a) front 
view and (b) exploded view (from [72]). 
 
In 2006, Stenger et al. proposed another model based hand tracker that combines 
hierarchical detection and Bayesian filtering [73]. The essence of the tracker is a 
tree-based filter, which approximates the optimal Bayesian filtering equations. This filter 
presents a tree-based posterior distribution, where the nodes of the tree correspond to 
templates generated from a 3D model and the leaves define a partition of the state space 
with piecewise constant density. The advantage of this distribution is that the regions with 
low probability template candidates are rapidly discarded in a hierarchical search, which 
accelerates the processing speed, and the distribution can be approximated to arbitrary 
precision. However, it has a problem that certain independent assumptions must be made 
prior to the probabilistic distribution, which makes it impractical. 
 
 
To summarise, hand model based tracking methods offer a way for complete 
modelling of all hand postures which reduced the occlusion problem of the appearance 
                
(a) (b) 
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based tracking to some degree [74]. However, it is subject to several problems including: 
• Susceptible to hand variation and deformation with model template re-calibration 
generally required for individuals; 
 
• High complexity for the hand model building process;  
 
• High computational cost due to a large hand model database to cover all hand shapes 
under different views; and 
 
• Inherent self-occlusion.  
 
 
 
 
2.4.2 Glove Based Hand Posture Capture 
 
From the previous section, it can be seen that the approach of vision based hand posture 
capture has some inherent difficulties. These difficulties can be overcome by wearing a 
pair of data gloves with sensors to capture finger and joint information at the expense of 
introducing a small inconvenience to the user [75, 76]. Furthermore, since the data gloves 
usually provide sufficient hand degrees of freedom data and high sampling rate, it has no 
occlusion problem and hand posture tracking can be done directly without posture 
estimation. Various gloves have been explored over the last few decades. An introduction 
to these gloves is given in the following roughly based on a chronological order.  
 
 
   The first data glove, Sayre glove, was introduced by Defanti and Sandin in 1977, at the 
University of Illinois, Chicago [77]. This inexpensive and light-weight glove monitors 
hand motions via the flexible tubes (not fibre optics) with a light source at one end and a 
photocell at the other. The amount of light passing between its source and the photocell 
decreases when the tube is bent by finger bending. By correlating the voltage from the 
photocell with finger bending, the hand finger movements are monitored.  
   In the early 1980s, researchers at the MIT Media Lab developed a LED-studded glove 
for a body tracking system [78]. A camera is used to track the movements of the LEDs to 
capture the movements of the hand fingers.  
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   In 1983, a glove designed by Grimes from Bell Telephone Laboratories was developed 
for translating discrete hand positions into electrical signals representing alpha-numeric 
characters [79]. Sensors were sewn on the glove to detect the bending of finger joints, 
contacts between various hand portions, movements of the hand with respect to the floor, 
as well as twisting and bending of the wrist. This glove is capable of recognising 80 
unique combinations of sensor readings to produce a subset of the 96 printable ASCII 
characters. Although the initial works demonstrate its potential, this glove was never 
commercialised. 
 
 
Another optical sensor based data glove was inspired by the invention of the optical 
flex sensor, which is a patent filed by Zimmerman in 1982 [80]. This optical sensor 
consists of a flexible tube with a reflective interior wall, a light source placed within one 
end of the flexible tube, and a photosensitive detector placed within the other end. The 
sensor detects a combination of direct light rays and reflected rays when the flexible tube 
is bent. Based on such sensor, in 1987, Zimmerman and his colleagues developed a glove 
that monitored 10 finger joints, with the optical fibres ran along the backs of each finger, 
and mounted on the user’s hand by a lightweight Lycra glove [81]. As the finger flexion 
bends the fibre, it results in attenuation of the light received by the sensor, and the joint 
angles are determined by a processor analysing the signal strength received from the 
fibre, based on the calibration for each user. A 3D magnetic tracker with 6-DOF is also 
attached to the back of the hand to track the position and orientation of the palm. This 
data glove was commercialised by VPL Research at a reasonable cost, which is called the 
VPL data glove. Despite its light-weight, real-time operation, and does not rely on 
line-of-sight observation, it suffers from low accuracy and insufficient capturing speed 
[82].  
 
 
Another commercialised glove developed in the 1980s is the Dexterous HandMaster 
(DHM) [76]. It is an exoskeleton-like device worn on the hand and fingers using 
Hall-effect sensors as potentiometers at the joints, by which the bending of the three 
joints of each finger and thumb as well as abductions are accurately measured. Its highly 
accurate sensors make it an excellent tool for fine work or clinical analysis, even though it 
is cumbersome to put on and take off. The drawback is it is unstable when the hand is 
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shaken or moves rapidly.  
 
 
Inspired by the VPL data glove, the Mattel toy company manufactured in 1989 a 
well-know glove peripheral with lower cost for the Nintendo video games, the Power 
Glove [76]. Resistive-ink flex sensors, embedded in the plastic on the back of the fingers, 
register overall bending of the thumb and fingers, with two bits of precision per finger. 
Mounted on the back of the hand are the acoustic trackers that locate the glove in space 
with respect to a companion unit mounted on the television monitor. However, this data 
glove is not accurate enough due to its limitation of the A/D converters used to convert 
the finger bending to digit signals Glove, and is no longer available on the market [76].  
  
 
   Kramer and Leifer developed the CyberGlove at Stanford University as part of their 
work to translate ASL into spoken English in 1989 [83]. This was then manufactured by 
the Immersion Corporation. It consists of a custom-made cloth glove with up to 22 thin 
foil strain gauges sewn into the fabric to sense finger and wrist bending. The glove 
performance is smooth and stable, having resolutions within a single degree of bending 
[76]. Moreover, it is comfortable and has an acceptable accuracy for complex gestural 
work or object manipulations. In addition to the CyberGlove, the Immersion Corporation 
also developed three other data glove products, which are considered as haptic data 
gloves [84]. They are the Cyber Touch, which provides vibration to each finger to 
simulate the touch sensation when it touches the virtual object; the CyberGrasp, which 
has a force feedback system enabling it to feel the size and shape of computer-generated 
3D objects in a simulated virtual world; and the CyberForce device, which is a force 
feedback armature that not only conveys realistic ground forces to the hand, but also 
provides 6-DOF position tracking with translations and rotations of the hand in 3D space. 
Along with the CyberGrasp system, the CyberForce system can realistically measure the 
user’s hand motion.  
 
 
In 2002, the Essential Reality Company developed the P5, a low-cost data glove [85]. 
It works by means of infrared sensors, where the receiver attached to the computer 
receives the signals from the hand and measures the hand movements in 3D space. The 
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glove is also able to interpret the bending of the finger by the optical sensors running 
along the back of the fingers. However, due to the lack of compatible software, the 
development has since then been discontinued.  
 
 
Recently, selections of data gloves with a broad range of features are available on the 
market. The pinch glove, developed by Fakespace, is based on the contact made by 
fingers, using conductive patches in the glove [86]. With the requirement of fingers 
touching each other to make an electrical contact, the recognisable gestures are not 
necessarily natural, and the number of identifiable gestures is limited. Other data gloves 
include the 5DT data glove and the DG5-Vhand, with the former having optical sensors 
attached along the fingers to generate finger-bend data, and the latter incorporating a 
three axes accelerometer to enable it to measure the hand acceleration in 3D. All of these 
data gloves suffer from the low accuracy problem [87, 88]. 
 
 
The most sophisticated and accurate data gloves at the present time are the 
CyberGlove II developed by Immersion, and the ShapeHand by Measurand [89-91]. 
They are wireless and capable of measuring finger bending and adduction. Moreover, 
they can be easily integrated with the full-body motion capture system. The CyberGlove 
II provides 22 high-accuracy joint-angle measurements by using a proprietary resistive 
bend-sensing technology to transform hand and finger motions into real-time digital 
joint-angle data. In contrast, the ShapeHand data glove is based on flexible tapes 
embedded with 40 fibre-optic curvature sensors arranged to sense bend and twist along 
the length of each tape. By attaching the tapes to run along each finger with one end at the 
finger tip and the other end fed to a small data acquisition box at wrist, the gesture 
movements of fingers introduce deformation of the tapes, the bend and twist measured at 
each sensor location with respect to the end of the tape at wrist enables relative positions 
and orientations of each finger joint to be determined. Furthermore, its ambidextrous and 
independent glove design enables the ShapeHand data glove to suit different hand sizes 
and easy to maintain, as shown in Fig. 2-4. 
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Figure 2-4. ShapeHand data gloves (modified from [89]). 
 
   Since the ShapeHand data glove is one of the most accurate data gloves at the present 
time, its performance has been accessed and evaluated (see Chapter 3), which proves such 
data glove is suitable for the purpose of this project, hence has been adopted in this 
project for the hand posture data capture.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Ambidextrous 
design 
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2.5 HAND POSTURE RECOGNITION  
 
From the hand posture captured, the useful hand features are extracted and classified to 
achieve hand posture recognition. Different hand feature extraction and classification 
techniques are available as discussed in the following.  
 
 
 
 
2.5.1 Hand Posture Feature Extraction 
 
A wide range of hand features has been derived from hand configuration data for hand 
posture recognition [92-94]. Lengths and widths of fingers, palm and hand have been 
considered in some research [95-97]. For example, in [95], it uses the lengths of finger 
and palm to correct the hand posture classification error, and in [97], it uses the lengths of 
finger, palm and hand from an obtained hand gesture image for recognition of digits made 
in sign languages. Although different attempts have been made to adopt the length and 
width measurements as hand gesture recognition features, they have been proved to be 
more suitable for the personal identification applications [98, 99].  
 
 
   Some research tried to use the fingertip positions as features for hand posture 
recognition. In [100], Hsiao et al. argues that the positions of fingertips and the centre of 
the palm are the most important hand posture features. They proposed an algorithm to 
estimate the position of each fingertip with respect to palm and to recognise hand postures 
based on finger-palm distance vectors. However, it seems that the posture recognition 
based on fingertip positions is more applicable for object manipulation and machine 
operation rather than for the communication purpose, such as, sign languages [101-104].  
 
 
   On the other hand, the hand joints angles and the angles between two fingers are more 
suitable for recognition of hand postures in sign languages [105-108]. A typical example 
is the DigitEyes hand tracking system, which considered the finger phalange lengths and 
joint angles as features for hand modelling [109]. The advantage of using the joint angle 
features is that it is more invariant to the size and position of the hand [94].      
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   Apart from these, most research works choose to consider the hand holistically, which 
use the appearance of the hand, such as the shape and contour, as features for hand 
posture recognition [110, 111]. The general concept of such approach is to find the best 
match between the input hand shape and the hand shape templates. The difficulty 
associated with this approach comes from the large variance of the hand sizes and 
orientations.  
 
 
 
 
2.5.2 Hand Posture Feature Classification 
 
Based on the literature review, there are three commonly used feature classification 
methods for hand posture recognition, Fuzzy systems, HMM networks and Neural 
Networks.  
 
 
 
  The Fuzzy theory was introduced by Zadeh in 1965 [112]. Since it deals with the 
ambiguous inputs adaptively and produces approximate results rather than exact ones,  it 
has been applied to the usually imprecise hand features [113]. Early attempts on the use of 
fuzzy systems for hand posture recognition were reported by Holden et al., where fuzzy 
expert systems were used to classify finger bending into three states, slightly bent, greatly 
bent and completely closed, for recognition of hand gestures in Australasian sign 
language [114, 115]. The system evaluation was conducted based on a dictionary of 21 
signs and the system performance was shown to be significantly better than the system 
without the fuzzy method. In [116], Su presented a fuzzy rule-based approach for 
spatio-temporal hand gesture recognition. For each posture input, it is tested by the fuzzy 
rules prior to the comparison with the hand posture templates, where the templates are 
selected based on the hyper-rectangular composite neural networks. The system has been 
tested against a database with 90 sign words consisting of 34 basic hand shapes as shown 
in Fig. 2-5, and the author declared a recognition rate of 94.1%. Another example is 
Bedregal’s hand gesture recognition system for Brazilian Sign Language, where the 
interval fuzzy rule based method is used to classify the hand joint data acquired from the 
data gloves [117]. Through these literatures, it can be seen that the Fuzzy system may be 
considered as a possible approach with good performance for hand posture recognition, 
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because it is capable to deal with the uncertainty in the hand measurement parameters. 
 
  
   Other feature classification methods for hand posture recognition are largely based on 
the HMM and Neural Networks, which matches the extracted features with the 
pre-modelled feature templates [92, 93, 118, 119]. Since these techniques are also applied 
widely for movement classification, they will be discussed together in the section of 
movement classification.      
 
 
 
 
Figure 2-5. Thirty-four hand shapes implemented in [116]. 
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2.6 HAND MOVEMENT TRACKING 
  
For hand movement tracking, it can also be done by vision based or sensor based 
approaches.  
 
 
2.6.1 Vision Based Hand Movement Tracking  
 
For the vision based hand movement tracking approach, video cameras are often used to 
capture a sequence of images containing hand movements over a period of time, and the 
hand trajectory is retrieved according to the hand positions obtained from each image. 
This approach can also be further divided into appearance based and model based 
methods. 
 
 
A.  Appearance based movement tracking  
 
For the appearance based movement tracking methods, the derivation of an object 
movement trajectory in a scene is through the analysis of the motion of the features or 
brightness patterns associated with the object in the image sequence [120, 121]. The 
simplest approach is to track the movement of the segmented object centre. A more 
sophisticated approach was proposed by Bobick and Davis. It computes the motion 
energy images through a series of low resolution images, wherein it tracks the centres of 
the human’s body parts and results in the spatial movement information of the body parts 
to be obtained [122]. This is then followed by matching the movement trajectory against 
stored action energy image models to recognise the movement. In some other articles of 
Bobick and Davis, they generated a binary motion-energy image to represent the place 
where the motion occurred, and a motion-history image that is a grey-scale image with 
the intensity proportional to the recentness of the movement. The human movement is 
determined through the comparison with the predefined temporal templates [123, 124]. 
The result showed that the system worked at a low speed of 9 Hz and failed when two 
people presented in one scene due to the occlusion from each other. Also, it cannot deal 
with non-specified body parts. In [125], Kolsh and Truk used a set of KLT (stands for the 
initials of the authors) feature trackers to track the motion of a hand. The features are 
taken from the bounded skin colour blob of the hand and its centre position is determined 
by the median feature. The system has achieved a detection rate of 92.23%. In [126], a 
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kernel-based tracking technique associated with a Kalman filter has been used to track 
objects in video images. By spatially masking a target with an isotropic kernel, the 
spatially smooth similarity function can be defined and localisation of the target is 
achieved by searching the basin of attraction of this function. Although the concept of 
tracking the centre of the segmented object is simple, it is sensitive to background noise. 
 
 
   In [127], Freeman et al. used the x-y image pixel movements and orientation 
histograms to extract human movement cues, and in [128], Polana and Nelson used a 
series of grid based tiles with movement features in each tile mapped into a vector to 
describe the state of movement at a time. However, both of them are subject to camera 
view variance. Regressive tracking methods have been investigated. For example, 
Heisele et al. presents an algorithm for tracking moving objects in a sequence of coloured 
images taken from a non-stationary camera [129]. For each image frame, an object is 
determined by a divisive clustering algorithm that specifies its colour and position. By 
adaptively renewing the clusters of the objects using a parallel k-means clustering 
algorithm, the centroids of the clusters are tracked.   
 
 
   Another attempt for appearance based movement tracking is based on computing the 
optical flow or the 2D field of instantaneous velocities of brightness values in the image 
plane [130-132]. Although this method is independent to camera motion, it is 
computational expensive, very sensitive to noise and lighting condition and requires the 
motion to be smooth and continuous thus implying a high rate of image acquisition. Still, 
it faces the challenge of tracking occlusion [67, 120, 130].   
 
 
   Therefore, although the appearance based movement tracking is conceptually simple, 
it has challenges in terms of computational load, sensitive to lighting, background noise, 
shadow and reflection, and different view perspectives. Moreover, the occlusion problem 
is extremely severe especially for movement tracking of multiple objects in a scene [133]. 
Users are often required to wear coloured suit or gloves to avoid these ambiguities [123, 
134]. 
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B.  Model based movement tracking  
 
To alleviate the problems associated with the appearance based movement tracking 
methods, especially occlusion and background noise, the other approach for vision based 
movement tracking is to use a 2D or 3D model.    
 
 
2D model based movement tracking  
 
For the 2D model based methods, the modelling is typically based on image projection of 
objects or parts of objects and the tracking is based on object position displacement. In the 
work of [135], Ju et al. defined a ‘cardboard person model’ based on parameterised 
models of optical flow, where a person’s limbs are represented by a set of connected 
planar patches. Although it is able to track the walking movement, the orientation of the 
walker is assumed to remain unchanged. Bregler et al. tested several 2D object modelling 
methods, and finally used the expectation-maximisation method to estimate and constrain 
the pose with simple kinematics [136]. The result showed that it could only recognise 
non-trivial gestures. Lu et al. proposed a layered deformable model to recover human 
body parts and their movements in gait analysis, where 22 parameters has been used to 
model the body parts, and are categorised as four layers to allow limb deformation [137]. 
The model has been tested on 10,005 frames from 285 gait sequences captured under 
various conditions with the mean-shift algorithm used for tracking, and yields an average 
error rate of 7% in recovering the parameters of human limbs from their extracted 
silhouettes for human body pose determination. Ronfard et al. tracked people in static 
video frames using learned models of both the appearance and geometry of body parts 
[138]. The learning of articulated body planes uses Relevance Vector Machines which is 
a SVM-like (Support Vector Machines) classifier and offers a well-founded probabilistic 
interpretation and improved sparsity for reduced computation. The drawback is that the 
video frames must be static and the detection rate varies from 36% to 85%.  
 
 
   Segmenting and tracking multiple humans are difficult in complex situations due to 
the extended occlusion, where a single blob may contain multiple subjects due to their 
proximity and/or the shadows and reflections produced by the moving objects. Zhao et al. 
proposed a 2D model based tracking method where the subject hypotheses are generated 
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using an elliptic shape model from multiple camera-views whereby its shadow models 
can be predicted [139]. These are then tracked by a Kalman filter. The results show that 
over 95% of human in the testing frames are correctly detected and tracked. Although the 
occlusion problem has been handled well, such a simple model cannot be casted in 
fine-grain objects, e.g., hands. Also, the multiple camera requirements make its 
implementation impractical. In their latter article [140], an attempt has been made to track 
multiple humans in a crowded scene using a single stationary camera. A Bayesian 
framework for multi-object tracking including a colour-based joint likelihood was used 
for simultaneous detection and tracking, and the MCMC-based (Markov Chain Monte 
Carlo) method was used to compute the optimal solution. Authors declared promising 
results, however, it did not solve the tracking difficulty among different object classes, 
and an assumption is made that the object shape under tracking must be relatively 
invariant. Incidentally, the paper points out another commonly used tracking filter, the 
particle filter, which scales poorly as the dimensionality increases because it keeps a 
non-parametric distribution of the joint state probability.   
 
 
   A difficulty associated with vision based motion tracking is that it is difficult to 
estimate body poses if the body movement and the camera viewing direction are 
coincident. In such views, the image variation caused by the motion is very small, 
typically much smaller than the image noise, which prevents it from successful tracking. 
To tackle this problem, generative modelling has been applied, which learns the model 
from the joint probability of both the inputs data and the estimated body pose, and then 
picks the most likely body pose estimation [141]. For example, the input data of the 
appearance configurations, e.g., appearances from different view angles, can be 
predicated by giving a body pose hypothesis from the subject model or calibrated camera 
to generate the joint probability [142, 143]. Jaeggli et al. proposed a generative model for 
the relationship between a body pose and its image appearance using a sparse kernel 
regressor, where they compare binary PCA and distance transforms to encode the 
appearance and this is followed by an estimation of the globally optimal trajectory 
through the entire sequence [142]. The tested movement is a combination of walking and 
running. Also in [143], Lee and Elgammal introduced a parameterised generative 
function where for an observed motion, contours of different body configurations, 
viewpoints, and shape styles have been generated. This is followed by the recovery of 3D 
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configuration which is achieved by searching for the best matching of the models 
according to visual observation. Although the generative modelling method yields good 
results in simple human motion tracking, it is difficult to handle complex human motions 
due to its high dimensionality. 
  
 
   To reduce the computational cost for articulated motion modelling with a large 
dimensionality, another attempt made in [144] is to analyse and model subparts locally 
with the constraints of different subparts reinforced by a Markov network, which is a 
generative model that characterises the dynamics and the image observations of each 
individual subparts as well as the motion constraints among different subparts. In the 
most challenging condition, a 10-part articulated body can only be tracked at 0.56 
frames/second. Moreover, the occlusion problem is very severe.  
 
 
   The temporal-flow 2D models are also used for motion tracking. Yacoob and Davis  
proposed a temporal-flow model which is presented as a set of orthogonal temporal-flow 
bases that are learned using PCA of instantaneous flow measurements [145]. Spatial 
constraints on the temporal-flow are also developed to model the motion of regions in 
rigid and articulated motion. The author claims the results are accurate, albeit tracking of 
some body parts failed.  
   
 
3D model based movement tracking  
 
Unlike the 2D methods, which are not able to recover the actual object position in 3D 
space, the 3D model based movement tracking methods aims to continuously recovering 
all 6-DOF data of an object, namely, the its position and orientation data [146]. 
 
 
Earlier attempts were made using a kinematic model for articulated body parts. Rehg 
and Kanade introduced a 3D hand kinematic model to predict occlusions, where the index 
and middle fingers are tracked using a 9-DOF kinematic model [147]. The weakness 
found through the results is that the tracking cannot be done in real-time. In [148], a 
hierarchical model has been proposed to track human body in monocular video sequences, 
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where the kinematics is encoded using Hierarchical PCA, and dynamics are encoded 
using HMM networks. Although the results show that it can recover 3D or 2D skeletons 
from 2D images, the error rate increases drastically with the increase of ambiguity degree 
of the front view. In the research by Sahheen et al., they defined that 3D model based 
tracking usually relies on filtering, local optimisation, or global optimisation, where the 
global optimisation can be further divided in to single hypothesis and multiple hypothesis 
optimisation [149]. They compared these underlying mathematical models and evaluated 
the performance of one representative algorithm for each class as well as comparing 
several likelihoods and parameter settings. A conclusion is made that multiple hypothesis 
optimisation performs better than single hypothesis optimisation and global optimisation 
is better than filtering or local optimisation for markerless human motion capture with 3D 
models. However, all of them suffer from low accuracy and low tracking rate.  
 
 
   Motion filters have been used in many 3D tracking methods to smooth the pose 
estimation and to provide predictions which improve the reliability of the tracker. 
Stochastic tracking frameworks such as CONDENSATION (Conditional Density 
Propagation) and particle filtering are applied to handle the condition of complex 
non-Gaussian probability density functions e.g., kinematic singularity and joint endstops 
[150]. However, these filters are ineffective because the number of required particles is 
exponentially proportional to the dimensionality and evaluation of the likelihood is 
computational expensive [121, 151]. Davison et al. addressed these problems by 
developing an Annealed Particle Filter (APF) which uses a weighting function to 
approximate the likelihood [152]. Despite it allows the use of larger particle distributions 
with less computational effort, which improves the tracking results, many particles are 
wasted in randomly generated configurations.  
 
 
   Hence, despite efforts of using various 3D modelling techniques to improve vision 
based tracking, particularly in the area of occlusion and background noise, they are not 
able to resolve these difficulties completely and also increase the computation expense in 
terms of the model construction.  
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2.6.2 Sensor Based Hand Movement Tracking  
 
Although vision based hand movement tracking is uncumbersome and unintrusive, it has 
disadvantages in terms of low accuracy, high computational load, and high sensitivity to 
various background noise and camera-view variance, as well as its inherent occlusion 
problem. The inherent weaknesses of the vision based approach, especially the image 
segmentation, camera-view variance and occlusion problems, can be reduced by the 
sensor based method to some degree, at the expense of introducing a little inconvenience 
for sensor mounting. While a large number of commercialised tracking sensors are 
available on the market, the research conducted in this report adopted the InterSense 
IS-900 tracking devices to track the hand and head movement of users due to its 
advantages in terms of resolution, accuracy, update frequency, latency, tracking range and 
cost. More details of such tracking devices will be given in Chapter 3.  
 
 
 
 
2.7 HAND MOVEMENT RECOGNITION  
 
Similar to hand posture recognition, hand movement recognition has also attracted 
substantial research due to its wide applications e.g., surveillance, medical studies and 
rehabilitation, robotics, video indexing, and animation for film and games [153]. The 
process also consists of feature extraction and classification, and they will be discussed as 
follows.    
 
 
 
 
2.7.1 Movement Feature Extraction 
 
Literature review reveals that movement feature extraction can be conducted based on the 
regularity features or spatio-temporal features. Compared to the latter, the feature 
extraction based on the movement regularity has advantages in terms of speed as well as 
robustness for its view and time invariance, and the commonly used methods are the 
Fourier analysis and autocorrelation techniques. 
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   Fourier analysis is a powerful tool which has been applied in multiple disciplines. In 
movement recognition, one of its techniques, the Fourier transform, has been explored for 
repetitive movement feature extraction [154-158]. A standard procedure for the Fourier 
transform applied in movement recognition starts with the removal of the DC (Direct 
Current) component and followed by the search for the fundamental frequency. With the 
fundamental frequency and the span length of the movement known, the movement 
feature of a repetitive movement, i.e., the number of peaks and valleys, can be easily 
extracted. Although Fourier analysis is simple and effective, its results only reveal the 
frequency of the repetitive movements, and it is not possible to retrieve the features 
without the knowledge of the movement length. Also, the repeating manner of the 
movement must behave in a very similar way; otherwise, multiple frequencies will appear. 
Furthermore, the sampling frequency must be at least double of the highest frequency of 
the periodic motion to avoid false results [159].  
 
 
   Fourier series has also been investigated for movement feature extraction. Since the 
Fourier series conventionally targets to the analysis of periodic waveform [160, 161], 
early attempts have been limited to the analysis of periodic movements, e.g., walking and 
running [162, 163]. However, Cosgriff [164] proposed that a closed shape contour, which 
is not necessary repetitive, can be recognised as a periodic waveform, since a starting 
point to count through the contour can also be considered as the starting point for the next 
counting-through process [165-167]. By mapping the contour pixels to complex 
coordinates and applying the Fourier analysis with the contour length normalised to 2π, 
the Fourier coefficients obtained are known as the Fourier descriptor and a shape contour 
can be uniquely identified according to the distribution of the Fourier coefficients. Due to 
its frequency characteristics, the Fourier descriptors have the following properties: 
•  Translation: the translation of a contour is equivalent to add a constant to its DC 
component with the DC component value indicating the centre position of the contour; 
 
•  Rotation: the rotation of a contour about its origin by angle θ in the complex plane is 
equivalent to multiply its Fourier descriptor by eiθ; and 
 
•  Scaling: the scaling of a contour is equivalent to multiply its Fourier descriptor by 
the same constant. 
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In practical applications, a movement trajectory is not necessary a close curve, where an 
alternative is to dilate the recorded movement trajectory first, and then extract its 
boundary to obtain its Fourier descriptor [168]. However, similar to the application for 
hand configuration extraction discussed in Section 2.4.1, although this approach has 
some advantages, it has drawbacks in losing fine-grain features and demanding a large 
trajectory templates for high precision movement classifications. Additionally, in [169], 
the authors use the Fourier descriptor to analysis the human’s gait by considering the 
human silhouette contour and gait as periodic.    
 
 
Although the FSD approach dramatically reduces the computational cost, the large 
gesture vocabulary (e.g. ASL) poses a problem for collecting an adequate training set to 
build the templates and may lose compactness in the subspace required for efficient 
processing [64]. Moreover, the attained templates may vary due to the different camera 
view angles they are taken from 
 
 
   Autocorrelation techniques have also been applied for movement feature extraction 
which is to find the cues of movement similarities, that is, its periodicity [157, 159, 170, 
171]. However, the drawback associating with this method is that it only yields good 
results for pure periodic movements.  
 
 
   Therefore, although the movement analysis approaches based on the regularity 
features are fast and robust in terms of view and time invariance, they are more applicable 
to periodic movement feature extraction and recognition, such as human walking gait, 
cycling movement, rotating and swinging [163, 172].  
 
 
   On the other hand, the movement analysis based on spatio-temporal features analyses 
the movement shape information over time, and the commonly extracted curve features 
are curvature, torsion, velocity and acceleration [173-177]. These features can be used to 
segment a movement into different intervals according to its significant changes in order 
to do further classification. In [174], Faria and Dias used the features of curvature and 
hand orientation to segment hand movements, histogram techniques to build movements 
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database and Bayesian techniques to classify the movements. In [175], Chen and Chang 
decomposed the whole object trajectory into sub-trajectories based on the features of 
acceleration, velocity and arclength, thereby enabling each sub-trajectory to be modelled 
and matched with templates respectively. The curvature is an important feature to 
describe a movement. In [178], the curvature is defined as the reciprocal of its radius and 
expressed as: 
            𝑘1 = 4 �𝑠(𝑠−𝑎)(𝑠−𝑏)(𝑠−𝑐)𝑎𝑏𝑐       (2.1) 
where 
       𝑠 = (𝑎+𝑏+𝑐)
2
       (2.2) 
and a, b and c denote the side lengths of the triangle linking three neighbouring points on 
the curve as shown in Fig. 2-6.  
 
 
 
 
Figure 2-6. Curvature based on triangle linking three points on a curve. 
 
 
   Although this method is simple, the curvature results depend on the distances between 
the three neighbouring points selected for computation.  
 
 
   Furthermore, two other commonly used 2D curvature computation methods have also 
been attempted for feature extraction which are shown in equations (2.3) [179, 180] and 
(2.4) [181]. 
             𝑘2 = 𝑥′(𝑡)𝑦′′(𝑡)−𝑥′′(𝑡)𝑦′(𝑡)(�𝑥′(𝑡)2+𝑦′(𝑡)2)3       (2.3) 
 𝑘3 = �𝑦′′(𝑡)2+𝑥′′(𝑡)2+(𝑥′(𝑡)𝑦′′(𝑡)−𝑥′′(𝑡)𝑦′(𝑡))2(�𝑥′(𝑡)2+𝑦′(𝑡)2+1)3    (2.4) 
a b 
c P1 
P2 
P3 
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where x’(t), y’(t) and x”(t), y”(t) are the first and second derivative of the displacement 
along the x and y axes denoted by x(t) and y(t). 
 
 
   These two methods can be extended to 3D, where the torsion feature on the third 
dimension can also be computed in a similar manner [173]. In general, these methods 
provide good results in terms of the changes in curvature. However, a drawback 
associated with them is that they are sensitive to the movement jitters due to the use of 
derivative. This problem could be solved by applying some low-pass or median filters. 
Through the literature review, it can be seen that although many movement features can 
be used for movement feature recognition, a thorough consideration should been taken to 
extract the suitable features for movement recognition and not to jeopardise the system’s 
real-time performance. In this project, some other simple movement features have been 
investigated for movement recognition, including movement length, height, etc., which 
will be discussed in the following chapters.  
 
 
 
 
2.7.2  Movement Feature Classification 
 
For hand movement feature classification, the common approach is to match the extracted 
features with the pre-modelled feature templates. Many techniques have been explored 
for template modelling. The HMM is one of the most broadly used techniques, which is a 
kind of stochastic machine that statistically generates a mixture model with the variables 
related through a Markov process rather than independent of each other [182]. The 
implementation generally starts with training of the model based on a sufficient number 
of observations gathered from identical movements. This is followed by classification to 
find the best match between the input candidate movement and the movement model. A 
variety of HMM models has been used for movement recognition [179, 183-189]. 
Another well-studied network model is the neural network, which can be self-trained 
through weight adjustment of the connections between neural states [190-192]. Bayesian 
networks have also been investigated to classify the hand motion trajectory from obtained 
observations [193-196]. However, overall speaking, although template modelling of the 
movements is more accurate and robust in movement recognition, it is a computational 
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expensive and time-consuming process due to the requirement of huge observations to 
train the network, the mathematic complexity for the state and variable computation, as 
well as the iteration requirement for network model evolution.  
 
 
   Another feature classification technique is the Dynamic Time Warping (DTW), which 
is a dynamic programming matching technique. It finds an optimal match between two 
sequences of feature vectors, i.e., the input and template movements, by stretching and 
compressing them. Therefore, a movement can be recognised according to its shape 
which is of most importance regardless of its size. Compare to the statistical network 
based method, this is better in flexibility, conceptual simplicity and time effectiveness [67, 
173, 197, 198]. However, it is sensitive to movement jitters. Similarly, some other curve 
fitting techniques, such as least square curve fitting [199, 200], B-spline curve fitting [201] 
and Bezier curve fitting [202], have been investigated and applied in movement 
characterisation, e.g., estimating the polynomial approximation of movements [203]. The 
drawback associated with these curve fitting techniques is that the inaccuracy in shape 
representation is inevitable. For example, if more than two data points are available, a 
curve polynomial may fit the data better than a line regardless whether these data are 
collinear.  
 
 
   Therefore, although different techniques have been attempted for hand movement 
feature classification, all of them have advantages and disadvantages compared to one 
another. A thoughtful consideration should be taken to find a suitable method of 
movement classification for this project to recognise the hand movements.  
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2.8  CONCLUDING REMARKS AND PROPOSED APPROACH  
 
This chapter presents the literature review of the current available techniques for HCI. 
With the hand based HCI being a key HCI modality which provides a natural, intuitive 
and immersive interaction in several hand-orientated HCI applications such as virtual 
object manipulation and direct sign language recognition, it becomes the focus of this 
project. Also, in order to avoid the potential problems associated with the vision based 
hand posture capture methods, e.g., high computational cost, low accuracy and 
self-occlusion, the glove based approach has been adopted for the system development, 
where the ShapeHand glove has been used due to its satisfied hand data capturing 
accuracy.  
 
   Since the ShapeHand data glove merely captures the relative positions and 
orientations of each finger joint with respect to the wrist by measuring the bend and twist 
at each sensor, an IS-900 wireless inertial and ultrasonic sensor based tracking system 
from InterSense [204, 205], is used to provide the required hand position and orientation 
data, as well as the head position and orientation data of the user in order to generate 
correct views, due to its advantages in terms of accuracy, computational load, 
performance in occluded situation, etc., compared with the vision based movement 
tracking systems. Furthermore, a large stereoscopic display screen with two stereoscopic 
back projections is used to create an immersive virtual environment for visual feedback.  
 
 
   As shown in Fig. 2-7, driven by a computer, the proposed system consists of a pair of 
the ShapeHand data gloves to be worn by the user for acquisition of hand posture data, a 
pair of InterSense hand trackers to be attached to the user wrists to collect the position and 
orientation data of hands in 3D, an InterSense head tracker to be worn by the user to 
collect the position and orientation data of head in 3D, and a large stereoscopic display 
system for immersive visualisation. Presented in the following chapters are the system 
and algorithm development to enable a user to perform virtual object manipulation and 
DSW through dynamic hand gestures in an immersive environment.  
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Figure 2-7. Illustration of the proposed system. 
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3.1 INTRODUCTION 
 
This chapter presents the work related to the hardware and software development of the 
proposed system. It begins with the investigation of each sub-system, namely, 
ShapeHand data glove system in Section 3.2, InterSense tracking system in Section 3.3 
and stereoscopic display system in Section 3.4. For each of them, the specification, 
principle of working, system setup and performance evaluation will be presented. This is 
followed by the hardware integration presented in Section 3.5 and software development 
presented in Section 3.6. Finally, Section 3.7 presents the performance evaluation of the 
developed system, and Section 3.8 gives some concluding remarks. 
 
 
 
 
 
3.2 SHAPEHAND DATA GLOVE SYSTEM 
 
3.2.1 Introduction of ShapeHand System  
 
As shown in Fig. 3-1, the ShapeHand data glove from the Measurand ShapeWrap system 
series is a portable, light weight and wireless hand motion capture system [206]. It is 
based on five flexible rubber tapes embedded with multiple fibre-optic curvature sensors 
arranged to sense bend and twist along the length of each tape. By wearing a leather glove 
to wrap the tapes to run along each finger with one end at the finger tip and the other end 
feeding to a small data acquisition box at wrist, the movements of fingers introduce 
deformation to the tapes. As a result, the bend and twist measured at each sensor location 
with respect to the end of the tape at the wrist enables relative position and orientation of 
each finger joint to be determined [207, 208]. 
 
 
 
 
 
 
Figure 3-1. ShapeHand data glove. 
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   To gain a better understanding of the ShapeHand data gloves, the specifications and 
the operation principle of the ShapeTape were investigated. The ShapeTape has a width 
of 1.0 cm and thickness of 0.1 cm with different lengths for each hand finger, where a thin 
array of fiber optic curvature sensors is laminated on a ribbon substrate. Each sensor 
provides a single output proportional to its curvature according to the light intensity 
passing through, and the curvature contains two degrees of freedom of bend (pitch and 
yaw angles) and one degrees of freedom of twist (roll angle) components. Since the 
sensor positions in each ribbon are known with respect to the ribbon starting location at 
the wrist, the resulting signals of the sensors enable the position and orientation 
information (6-DOF) to be obtained for any location along the ribbon. Since the spacing 
between two neighbouring sensors along the tape is not necessary uniform, interpolation 
is needed to enable equal distance curvature measurement to be computed at a fine 
resolution along the tape. Therefore, the ShapeTape measurement resolution is limited by 
the interpolation segment length. Furthermore, the error may accumulate along the length 
of the tape, because the light intensity sensed by the last sensor depends on the light 
passing through previous sensors [90].  
 
 
To assess the significance of the ShapeTape error, some engineering experiments have 
been conducted by others. A test reported by [209] compares the manual and the 
ShapeTape based position measurements of a point. Another test reported by [210] 
includes two assessments, where the former was based on the angular difference between 
the line going through the user’s eye to the real position of the point on a pre-calibrated 
grid and the line going through the user’s eye to the measured position of the ShapeTape 
tip that was held by the user and pointed to the point positioning on the grid (see Fig. 3-2); 
and the latter was based on recording the end segment position of the tape at the start, 
followed by projecting the points onto a 2D plane and verifying the movement by a 
Graffiti gesture recogniser [211]. The results from [209] showed that the ShapeTape has 
the position errors exceeding 6%, and the results from [210] showed that the angular 
pointing errors could be as high as 10o, but the ShapeTape demonstrated to be accurate 
enough for users to enter text using a Graffiti-based gesture recogniser. From these results, 
they suggest that the ShapeTape is not suitable for HCI requiring a high degree of 
accuracy. However, it is capable of reproducing the qualitative motion performed by the 
user, and thus could be used to support 3D gesture-based interaction where absolute 
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accuracy is of limited importance. Therefore, the ShapeTape-based data glove, 
ShapeHand, is considered as an appropriate tool for hand gesture based virtual object 
manipulation and the DSW in this project. 
 
 
Figure 3-2. ShapeTape angular pointing error measurement (modified from [210]). 
 
 
 
 
3.2.2 ShapeHand System Setup 
 
Fig. 3-3 illustrates the setup of the ShapeHand system. Driven by a computer, the system is 
an integration of three sub-modules, namely, the input module to collect the hand data from 
the ShapeHand data gloves, the data communication module to provide the link between the 
computer and the ShapeHand data gloves, and the data output module. For the input module, 
a pair of ShapeHand data gloves is used. Hand gestures formed by movements of fingers 
introduce deformation to the tapes, and the bend and twist measured at each sensor location 
with respect to the end of the tape at the wrist enable relative position and orientation of 
each finger joint to be determined. These measurements are sent to the computer through 
the data communication module. This module consists of a wireless router and a 
ShapeHand data concentrator which contains a wireless network card, 11 ports for data 
collection from the ShapeTapes and a port connecting to the computer for the setup 
initialisation. With all the raw hand data from the gloves gathered, they will be transmitted 
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via the wireless network card to the wireless router which is connected to an Ethernet port 
of the computer for processing. Finally, the processed data from the computer is sent to the 
data output module in a format compatible with the output device for display. 
 
 
Figure 3-3. ShapeHand system setup. 
 
 
 
 
3.2.3 ShapeHand System Performance Evaluation  
 
For evaluation of the ShapeHand system performance, the ShapeRecorder API interface 
provided by the Measurand Company has been used. ShapeRecorder is able to display, 
capture, and export motion capture data from all the ShapeWrap devices. It can also be 
used for viewing and saving data from individual ShapeTape. Some basic instructions for 
the ShapeHand system are listed in Table 3.1, which perform the system initialisation, 
communication link setting up, data collection and application termination, respectively. 
During the evaluation, the user is required to wear the ShapeHand system as shown in Fig. 
3-4, where two ShapeHand data gloves are worn on the user’s hands and the data 
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concentrator is attached onto the forebody of the user with the help of Thoracic Harness. 
Moreover, the system could operate in the wireless mode after setting up the connection 
between the data concentrator and computer, thereby enabling the user to wander around 
freely.  
 
Table 3.1: API commands for ShapeHand system 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-4. User equipped with ShapeHand system. 
 
   The outputs from ShapeHand are the position and orientation parameters of each 
finger joint. Two types of output are available from the ShapeRecorder software with one 
in numeric data formats (with file name extensions of ‘.C3D’,’.BVH’ and ‘.txt’), and the 
other one in a graphic format. As an example, a recorded ’.BVH’ file and a graphic output 
are presented in the following. 
 
 
   The ‘.BVH’ data file shown in Fig. 3-5 is decoded using a C/C++ program. From this 
Commands Functions 
Initialisation() ShapeHand data initialisation 
ConnectToDataCollector() Connect to the data concentrator 
GetPortInfo(SERIAL_DEVICE) Identify and setup link to the detected tape 
GetHandData() Collect the hand data from data gloves 
Shutdown() Terminate the application and free resources 
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figure, it is seen to contain five frames of hand motion data at the frame rate of 2.6 ms per 
frame. The output shows that the hand data have been recorded in a hierarchical structure 
which is based on the hand kinematic joint system [210]. Based on the hand joint 
structure and their offsets described in the ‘ROOT’ section (see Fig. 3-5(a)), which are the 
lengths of the hand phalanges, the ‘MOTION’ section (see Fig. 3-5(c)) records the 
position and rotation parameters of the joints corresponding to the channel IDs stated in 
the ‘ROOT’ section. For example, the first six data recorded in the ‘MOTION’ section in 
the line below the line of ‘Frame Time’ are corresponding to the channel IDs of 
‘Xposition’, ‘Yposition’, ‘Zposition’, ‘Zrotation’, ‘Xrotation’ and ‘Yrotation’ in the line 
above the line of ‘JOINT thumbA’ in the ‘ROOT’ section, respectively,. It can be seen that 
according to the channel and Joint IDs, the ‘MOTION’ data structure starts with the three 
position and three rotation data of the hand base at the recording time, where the position 
normally remains as zero for it is the centre of the hand local coordinate system. It is then 
followed by 5 x 3 (5 finger digits, where each digit has three joints) groups of 
three-parameter direction data for each hand joint starting from the proximal joint of the 
thumb to the distal joint of the little finger.  
 
 
   Based on the recorded ’.BVH’ file, the hand posture can be reconstructed as shown in 
Fig. 3-6, where the hand model has been rotated -900 with respect to the x-axis (denoted 
by XS) compared to the conventional right hand coordinate system in order to yield a 
frontal view. It can be seen that the x-axis is towards the side of the narrow flat tape (in the 
direction across the palm), the y-axis (denoted by YS) is perpendicular to the back of the 
narrow flat tape (perpendicular to the back of the palm), and the z-axis (denoted by ZS) 
runs along the length of the narrow flat tape (along each finger towards the finger tip), 
which forms a right hand coordinate. Furthermore, the origin is fixed at the bottom of the 
palm in the middle of the wrist. 
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(a) 
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(b) 
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(c) 
Figure 3-5. ‘.BVH’ file output from ShapeRecorder.  
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Figure 3-6. Kinematic hand model where T1, T2 and T3 correspond to JOINT thumbA, 
JOINT thumbB and JOINT thumbC in the ‘.BVH’ file. Similarly, I1, I2 and I3 to JOINT 
indexA, JOINT indexB and JOINT indexC; M1, M2 and M3 to JOINT middleA, JOINT 
middleB and JOINT middleC; R1, R2 and R3 to JOINT ringA, JOINT ringB and JOIINT 
ringC; S1, S2 and S3 to JOINT littleA, JOINT littleB and JOINT littleC. 
 
 
   Furthermore, the graphic output of ShapeRecorder provides an animated approach to 
display the user’s hand configuration. As illustrated in Fig. 3-7, although the 
ShapeRecorder graphic output follows the hand movements of both hands, it does not 
provide the global positions and orientations of the two wrists. Furthermore, it can be 
seen that it has a video update rate of 62.5 Hz and a data transfer rate of 65.2 Hz. 
Incidentally, to obtain good tracking results of the hand, a thorough pre-calibration and a 
suitable glove size for the user’s hand are required, and more information can be found in 
the documentation provided by Measurand [206]. 
 
 
Xs 
Ys 
Zs 
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Figure 3-7. ShapeRecorder output for two hand gestures shown in the photograph.  
 
 
   Further testing has also been conducted to evaluate the hand joint angle measurement. 
By making the hand postures of ‘Homing’, ‘Open’, ‘Fist’ and ‘Claw’, with the hand joint 
angles programmed to be shown on the tool bar (see Fig. 3-8), the accuracy of the data 
glove measurement can be assessed. From Fig. 3-8, for the ‘homing’ hand posture, all 
four finger joint angles are seen to be approximately zero degree; for the ‘Fist’ hand 
posture, the pitch angles of all four finger joints are around their maximum values with 
the angles of the proximal and intermediate phalanges close to 90 degrees and the distal 
phalanges close to 45 degrees; for the ‘open’ hand posture, the pitch angles of all four 
fingers are close to 0 degree and the yaw angles between the four figures are at least 7 
degrees; and for the ‘claw’ hand posture, the pitch angles are around the middle values 
between zero degree and their maximum values.  
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Figure 3-8. Joint angles for hand postures of (a) homing, (b) fist, (c) open, and (d) Claw, 
with the first 4x3 numbers on the data bar showing the pitch angles of each phalanx 
(starting from the proximal phalanx) on each finger (starting from the index finger) and 
the last three numbers showing the yaw angles between four fingers. 
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(d) (c) 
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3.3 INTERSENSE TRACKING SYSTEM 
 
3.3.1 Introduction of InterSense System  
 
Since the absolute hand position and orientation data in 3D space are not provided by the 
ShapeHand data gloves, sensors are therefore required to track hand wrists position. 
Available commercialised tracking sensors include magnetic sensors, optical sensors, 
acoustic sensors and mechanical sensors, and each of them comes with certain problems, 
e.g., susceptibility to interference, line-of-sight restrictions, jitter, latency, small range 
and high cost [212-214]. A better alternative is the inertial based tracking sensor which 
utilises the gyroscopes and accelerometers to measure the rotation and rate of 
acceleration, respectively, although it is unable to provide the global position and 
orientation tracking and introduced the tracking drifting problem. This sensor technology 
offers several potential advantages which include [212, 215]: 
• Immunity to all forms of interference; 
• No line-of-sight problem; 
• Good resolution/negligible jitter over entire range; 
• Low latency; and 
• Unrestricted range. 
One of the commercially available inertial sensors is the InertiaCube, which was 
developed by InterSense [204]. The InertiaCube is a monolithic part based on the MEMS 
(micro-electro-mechanical systems) technology involving no spinning wheels which 
might generate noise, inertial force and mechanical failures [216]. A typical InertiaCube 
is capable of simultaneously measuring nine physical properties, namely, angular rates 
measured by gyroscopes, linear accelerations measured by accelerometers and magnetic 
field components measured by compass, along all three axes. Furthermore, 
micro-miniature vibrating elements are normally employed to measure all the angular 
rate components and linear accelerations, with integral electronics and solid-state 
magnetometers. However, for a hybrid inertial tracker, which may be coupled with other 
alternative external sensing techniques, such as ultrasonic or optical technique, it does not 
necessary contain the magnetic measurement resulting in only six physical properties 
measured. A 6-DOF InertiaCube and its principal functional structure are illustrated in 
Fig. 3-9, where a gyroscope and a linear accelerometer are attached to each orthogonal 
axis of the sensor body.  
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For the gyroscope, Fig. 3-10 illustrates its underlying conventional physical principle, 
where the tines of the tuning fork may be driven by an electrostatic, electromagnetic or 
piezoelectric force to oscillate in the plane of the fork. When the entire fork is rotated 
about its axis, the tines experience a Coriolis force, vF ×= ω , resulting in the tines 
vibrating perpendicularly to the plane of the fork. The amplitude of this out-of-plane 
vibration is proportional to the input angular rate, and subsequently sensed by capacitive 
or inductive or piezoelectric means to measure the angular rate [217].  
 
 
 
Figure 3-9. (a) InertiaCube and (b) its principal functional structure (modified from 
[218]). 
 
 
 
Figure 3-10. Basic physical principle of a gyroscope (modified from [217]). 
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The processing flowchart of the InertiaCube is illustrated in Fig. 3-11. Through the 
Coriolis force F, the gyroscope determining the instantaneous orientation of the body. 
Together with the local body acceleration measured by the accelerometers, the 
acceleration in the earth coordinates, a, can be determined after the coordinate 
transformation. Followed by the subtraction of the gravitational acceleration to cancel the 
gravity effect to yield a’, the relative position of the InertiaCube in 3D is obtained by 
performing the integration of a’ twice [218]. 
 
 
 
 
 
 
 
 
 
 
Figure 3-11. InertiaCube processing flowchart (modified from [218]).  
 
Since the InertiaCube sensor can compute only the relative rotation and displacement 
information with respect to its initial position, a reference frame is required to obtain the 
absolute 6-DOF information. Additionally, the computation of the linear displacements, 
which is based on the double integration of the acceleration data, is inherently sensitive to 
any minor offset in the measured signals. Together with the gyroscope biases that are the 
undesired output produced by a gyroscope at rest, these lead to a significant drift in the 
computed positions and orientations. One method to overcome these problems is to 
periodically combine information from an additional position sensor, such as the 
ultrasonic or optical sensor, to establish the sensor’s initial position and orientation as 
well as to correct the drifting error. The ultrasonic sensor is a good choice to maintain the 
best features of both types of sensors, since the low-accuracy real-time measurements 
from the InertiaCube sensor may be coupled with a high-accuracy but relatively slow or 
intermittent measurements to reduce its drifting error.  
 
 
Currently, the InterSense Company produces an IS-900 sensor family which 
integrates the InertiaCube sensor technology with the ultrasonic sensing technology. For 
example, for the MiniTrax Hand Tracker shown in Fig. 3-12a, the angular rates measured 
by the gyroscope are used to obtain its relative or local orientation (yaw, pitch, and roll), 
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and the linear accelerations measured by the accelerometer are transformed into a 
reference coordinate frame and double integrated to keep tracking of the changes in its 
local position (x, y, and z). Furthermore, the absolute position of the hand tracker is 
computed from the ultrasonic range measurements which are made with respect to an 
array of the SoniDiscs (SoniStrips) positioned over the required tracking area (see Fig. 
3-12b). A command from the IS-900 Processor triggers a SoniDisc transmitter in the 
SoniStrips to send a 40k Hz ultrasonic pulse at a time with its unique trigger code. 
When the ultrasonic pulse and its trigger code is received by the microphones mounted 
on the tracker (see Fig. 3-12a), the time-of-flight measurement will be obtained. Thus, 
according to the speed of sound (which is calculated based on the measured ambient 
temperature), the range measurements of the tracker can be obtained. These 
measurements are then fed into an advanced Kalman filter to adjust the position 
predicted by the tracker’s inertial sensor and to prevent the position and orientation 
from drifting.   
 
 
Figure 3-12. (a) IS-900 MiniTrax Hand Tracker and (b) SoniStrips.  
 
To provide a comparison with other tracking sensors, some critical specifications of 
various position tracking sensors are listed in Table 3.2 [219-223]. From Table 3.2, the 
InterSense ultrasonic-inertial tracking sensor is seen to have advantages in terms of 
resolution, accuracy, update frequency, latency, tracking range and cost, despite of its 
inherent jitter/drift deficiency. For the work presented in this thesis, a pair of InterSense 
IS-900 MiniTrax Hand Tracker devices, which uses the combined ultrasonic and inertial 
sensing technique, is used to provide the required position and orientation data of both 
hand wrists. Furthermore, another IS-900 MiniTrax Head tracker device is used to 
provide the head position and orientation data in order to generate a correct view to the 
user.  
 
(a) (b) 
SoniStrips 
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Table 3.2: Specification comparison among different tracking sensors [219-223] 
 
 Magnetic Ultrasonic Optical Inertial Mechanical InterSense 
(Ultra-Inertial) 
DOF 6 6 3/6 3/6 6 6 
Resolution: 
Position 
0.5mm 
(30.5cm) 
±50cm (3m) 
0.5cm 0.2-7mm N.A. 0.5mm 0.75 mm 
(1.5mm wireless) 
Resolution: 
Orientation 
0.10 
(30.5cm) 
±170 (3m) 
50 0.010 0.020 0.10 
0.05º 
(0.10º Wireless) 
Accuracy: 
Position 1.8mm 5cm 0.4mm
 N.A. 1mm 
2.0-3.0 mm 
(3.0-5.0mm Wireless) 
Accuracy: 
Orientation 0.5
0 50 0.020 30 0.50 
0.25º-0.5º 
(0.5º-1ºWireless) 
Update 
Frequency 120Hz 20-50Hz 60-600Hz 1800-500Hz 70Hz 
180Hz 
(120 Hz Wireless) 
Latency 4-20ms 60ms 1-60ms 2ms 1ms 4ms 
Jitter low high low-medium low low-medium medium 
Range 3m 10m 0.5-3m 3600 all axes 1-2m 4-20m2 
Drift medium medium low high low-medium medium 
Cost £9780 £815 £1.6k-81.5k £1600 £2425-155k £1,805 
  
 
 
 
3.3.2 InterSense System Setup  
 
The setup of the InterSense tracking system is illustrated in Fig. 3-13. Similar to the 
ShapeHand system, the system is also an integration of three sub-modules driven by a 
computer. The sub-modules are the input module from InterSense tracker devices, the data 
communication module, and the data output module.  
 
 
For the input module, the IS-900 SoniStrips containing ultrasonic emitters are mounted on 
the ceiling, which transmit ultrasonic pulse upon receiving address signals from the IS-900 
processor. The InterSense tracker devices, e.g., the MiniTrax hand tracker and the MiniTrax 
head tracker, perform time-of-flight range measurement based on the ultrasonic pulse 
received through the URM (Ultrasonic Receiving Unit), and combines them with its 
relative position and orientation data measured by the internal IMU (Inertial Micro Unit) to 
provide its absolute global position data. 
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Figure 3-13. InterSense system setup. 
    
   For the data communication module, each InterSense tracker device transmits its 
position and orientation data to the corresponding MiniTrax receiver which is connected 
to the IS-900 processor unit, wirelessly. Through a serial link, the data collected by the 
IS-900 processor unit are subsequently transferred to the computer for processing and to 
the data output module after processing.  
 
 
 
 
3.3.3 InterSense System Performance Evaluation  
 
The IS-900 VETracker Processor of the InterSense tracking system used in this project is 
capable of tracking eight trackers at once. The InterSense Company supplies an interface 
that is able to provide either a graphic data output or a ‘.text’ file output, which contains the 
position and orientation information acquired from the tracked devices. Some software 
routines with the corresponding commands for the InterSense tracking system are listed in 
Table 3.3, which perform localisation of the tracker device, data acquisition, and 
application termination, respectively.  
 
A graphic data output is illustrated in Fig. 3-14 as an example to show the user 
holding, translating and rotating a MiniTrax head tracker. As shown in Fig. 3-14, the x, y, 
and z position data of the tracker are displayed at the bottom left panel in the numerical 
Stereoscopic 
display 
Computer 
Serial Link 
IS-900 VET Processor Unit 
URM  IMU 
Tracker Devices 
SoniStrip Constellation with UltraSonic SoniDiscs 
Input module 
Data comm. 
module 
Data output 
module 
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form, with the orientation information, which are the Pitch, Yaw  and Roll, displaying in 
the top panel in both numerical and meter forms. Moreover, the bottom right panel 
contains a graphic display showing the tracker movement and the tracking rates (54.78 
kbps for the data transfer rate, 116 records/s for tracking, and 60 frames/s for the updating 
frequency), in real-time. 
 
Table 3.3: API commands for InterSense system 
 
 
 
 
 
 
 
 
 
 
Figure 3-14. Graphic data output from InterSense. 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                       
   An example of the ‘.txt’ file output from the InterSense system is given in Fig. 3-15. 
As shown in the figure, the first three numbers in each line correspond to x, y and z 
position data, respectively, and the following three numbers correspond to roll, pitch, and 
yaw, respectively. The number 0 at the end of each line indicates the tracking station 
number, which is the first tracker at the time.  
 
Commands Functions 
ISD_OpenTracker() Locate the InterSense tracker to the specified serial port. 
ISD_GetData() Acquire data from InterSense tracing devices 
ISD_CloseTracker() Terminate application and free resources. 
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Figure 3-15. ‘.txt’ file output example of the InterSense system. 
 
Testing has also been conducted to measure the tracking coverage limitation of the 
InterSense system. By moving the InterSense tracker up and down, as well as close to and 
away from the SoniStrip constellation, the tracking quality rate indicating the tracking 
quality of the trackers is shown to have the highest value, that is approximating to its full 
tracking quality value of 15 when it is placed no lower than 1.5m under the constellation; 
and the tracking rate drops down to 10 when the tracker is placed on the floor which is 
2.84m below the constellation. Furthermore, if the tracker is placed 1m away from the 
constellation’s direct coverage volume, the tracking rate drops down to 5.   
 
 
To confirm the adequacy of the InterSense speed performance, a test has also been 
conducted to check its stability for speedy movement. A hand model has been built 
through OpenGL programming with the InterSense position data providing the hand 
position, and a video camera is used to record the movements of both the user’s hand and 
the virtual hand model on the screen. When the user moves the hand tracker at its 
maximum speed of approximate 2 m/s, the hand model shown on the screen was seen to 
be able to follow the tracker’s movement closely. However, the hand model was seen to 
drift away if the microphone in the hand tracker is covered by the hand causing 
interference to signal transmission.       
According to its performance, the InterSense tracking system is shown to be able to 
provide the 6-DOF data, with a good tracking rate of 116 records per second. Together 
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with the specifications presented in previous section as well as the tests of its tracking 
coverage limitation and speed adequacy, the InterSense tracking system is demonstrated 
to be suitable for the tracking purpose in this project. 
 
 
 
 
 
3.4 STEREOSCOPIC DISPLAY SYSTEM 
 
3.4.1 Introduction of Stereoscopic Display System  
 
Stereoscopy is a technique of creating a visual perception of depth to the user based on 
two slightly different projections of a scene onto the two eyes, and it has been accepted 
that the stereoscopic displays can provide many benefits to a user, examples include 
[224]: 
• Perceiving depth of the displayed surface; 
• Gaining the spatial localisation; 
• Allowing concentration on different depth planes;  
• Perception of structure in visually complex scenes;  
• Improving perception of surface curvature and material types; and 
• Improving motion judgment. 
While many stereoscopic display products based on different techniques are now readily 
available in the marketplace, such as the polarised projection method, time-sequential 
method, Lenticular method and anaglyph method, the underlying technique is to present 
each of the person’s eyes with an image projected from a different perspective by coding 
and decoding the multiple stereoscopic views in the same light field through colour, 
polarisation, time, and/or spatial separation[224-228]. In this project, a large stereoscopic 
display using a polarised projection method has been adopted for visual output display. 
 
 
   The stereoscopy based on polarised projection normally employs two video projectors 
(see Fig. 3-16) to project two optically overlaid images on to a single screen with a slight 
disparity. Additionally, for each projection, it is polarised along a different direction 
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through a polarizer before it is projected on to the screen. With the viewer wearing a pair 
of polarised glasses (see Fig. 3-17), it results in each eye seeing one projection only 
through the screen, and the disparity between the two projections creates an illusion of 
depth effect of the image. Two common types of polarisations are the linear and circular 
polarisations. The former polarises the input light linearly, e.g., using the wire-grid 
polariser to perpendicularly filter the incident beam to allow only the vertical or 
horizontal beam components to pass through. The latter creates circularly polarised light 
by selectively absorbing or passing clockwise and counter-clockwise circularly polarised 
light through a polariser. Compared to the former, the latter has an advantage of no false 
polarisation when the user viewing the projection image by rotating the view angle in the 
vertical direction and is used in the project. Furthermore, the stereoscopic display used in 
this project is using back projection instead of front projection to avoid the projection 
shadow caused by a user standing between the projector and the screen.  
 
             
 Figure 3-16. Epson PowerLite8800 projectors.       Figure 3-17. Polarised glasses. 
 
 
 
 
3.4.2 Stereoscopic Display System Setup 
 
The stereoscopic display used in the project has a size of 2.74 m x 2.06 m, with two back 
projectors operating in passive circular polarisation mode. These projectors are connected 
to the computer through two dual DVI (Digital Visual Interface) graphics card output 
ports, where the graphic card is the NVIDIA Quadro FX with 256MB memory. 
 
 
The creation of a stereoscopic scene can be implemented through OpenGL 
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programming with the hardware support of quad-buffered stereo rendering. 
Quad-buffering provides the left/right and front/back buffers for image storage. During 
image display execution, while the left-eye-image projector fetches the image from the 
left-front buffer and the right-eye-image projector fetches the identical image with a 
slight distance disparity from the right-front buffer, the back buffers update and store the 
next rendering images ready for display according to the displaying sequence in order to 
obtain a smooth display. To generate a correct distance disparity for the stereoscopic 
image, there are two geometry algorithms, namely, toed-in stereo and asymmetric 
frustum parallel axis projection stereo. 
  
 
Although the toed-in stereo is quicker and easier compared to the latter, it has the side 
effect that the distortion exists in both left and right views due to the difference between 
the rendering and viewing planes [229, 230]. The asymmetric frustum parallel projection 
is able to correct this distortion or parallax and to put the rendering plane and viewing 
plane in the same orientation. As a result, the asymmetric frustum parallel axis projection 
stereo has been adopted in this project.  
 
 
The illustration of the asymmetric frustum parallel axis projection stereo is shown in 
Fig. 3-18. With the view positions of two eyes parallel to each other and their view areas 
at the rendering plane at the focal point overlapped, two asymmetric views are produced. 
Furthermore, with the knowledge of the eye position and the projection area at the focal 
point, the visible region which is called the frustum in OpenGL can be computed, wherein 
the objects are seeable to the user. For OpenGL implementation, the computation of the 
frustum is based on the setting of the focal point, fd, the visible area on the rendering plane, 
s, and the separation distance between two eyes, e, as shown in Fig. 3-18.  
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Figure 3-18. Asymmetric frustum parallel axis projection (modified from[230]).  
 
 
Some key instructions to set up the stereoscopic view in OpenGL using the 
asymmetric frustum parallel axis projection stereo method are listed in Table 3.4. 
 
 
 
 
Table 3.4: Commands for stereoscopic view 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
fd 
s 
Commands Functions 
Aspect = W_screen/H_screen Calculate the screen aspect ratio 
glDrawBuffer(GL_BACK_LEFT) Draw into back left buffer 
glFrustum() Setup the view frustum for the left/right eye 
glTranslatef(-IOD/2, 0, 0) Translate to cancel parallax for the left eye 
Drawscene() Draw the scene for rendering 
   glDrawBuffer(GL_BACK_RIGHT) Draw into back right buffer 
glTranslatef(IOD/2, 0, 0) Translate to cancel parallax for the right eye 
glutSwapBuffers() Swap the front and back buffer 
 
Eye Separation 
Left eye 
Right eye 
Rendering Plane 
(Focal point) 
 
-e
/2
 
e/2
 
 63 
 
3.4.3 Stereoscopic Display System Performance Evaluation  
 
To evaluate the stereoscopic effect of the system, a scene contains a graphics based cube 
has been created using the OpenGL programming through the computer, where the cube 
surfaces are generated using the quadrilateral mesh method, and is rendered onto the large 
stereoscopic screen for display.  
 
 
For the display generated as shown in Fig. 3-19, without wearing the 3D glasses, the 
user sees a blurred scene of a virtual cube formed by two identical images with slightly 
disparity. By wearing the 3D glasses, the user sees only one cube image in each eye 
resulting in a perception of a 3D virtual cube floating in the scene with depth effect. 
Rotating the cube with the mouse and keyboard results in different sides of the cube being 
displayed to the user, whilst dragging the cube nearer results in it appearing larger to the 
user and dragging away results in the cube appearing smaller. Furthermore, if the cube is 
dragged beyond the left or right edge, or, too near or too far with respect to the screen, the 
cube will be partly visible or disappeared, for it is outside the view frustum. By standing 
in the middle of the large screen, the user has the sensation of being immersed in the 
scene. 
 
Figure 3-19. Stereoscopic display of a virtual cube.  
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3.5 HARDWARE INTEGRATION 
 
The demonstration system developed for real-time HCI based on tracking and recognition 
of dynamic hand gestures is illustrated in Fig. 3-20 in a schematic diagram form. Driven 
by a desktop computer, the system is an integration of three subsystems, namely, 
ShapeHand data glove system used for gesture data acquisition, InterSense tracking 
system for head and hand position acquisition and stereoscopic display system for 3D 
visualisation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-20. System hardware schematic diagram. 
 
For gesture data acquisition, a pair of ShapeHand data gloves is used, which provides 
the relative position and orientation information of the finger joints and tips with respect 
to the hand wrist. These data are then transmitted wirelessly by the ShapeHand data 
concentrator to a wireless receiver/router, which is connected to the Ethernet port of the 
computer. 
 
 
Since the absolute hand position and orientation data in 3D space are not provided by 
ShapeHand data gloves, the IS-900 wireless tracking system from InterSense is used to 
 
Stereoscopic 
Screen 
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provide the required hand position data. The system is also used to provide the head 
position and orientation data in order to generate a correct view. As shown in Fig. 3-20, 
the IS-900 SoniStrips containing ultrasonic emitters are mounted on the ceiling with the 
direct coverage of 4.3 m x 1.35 m, which transmit ultrasonic pulses upon receiving 
addressed signals from the IS-900 processor that is connected to the serial port of the 
computer. Three MiniTrax tracking devices containing inertial sensors and ultrasonic 
receivers are used with two attached to the user’s wrists and one attached to the user’s 
head. Each MiniTrax tracking device performs time-of-flight range measurement based 
on the ultrasonic pulses received, and transmits wirelessly its position and orientation 
data to the corresponding MiniTrax receiver connected to the IS-900 processor.  
 
 
For the stereoscopic display, the demonstration system uses a large stereoscopic 
screen with a size of 2.74 m x 2.06 m (shown as the middle screen in Fig. 3-20) placed at 
0.98 m facing to the SoniStrips direct coverage area, and two back projectors operating in 
the passive circular polarisation mode are connected to the computer through two dual 
DVI graphics card output ports. The 3D objects with depth effect are seen by the user 
wearing a pair of light-weight polarised glasses.  
 
 
The computer used in the demonstration system runs on Microsoft Windows XP, and 
is based on an Intel Xeon 3.06GHz CPU with a 2GB RAM (Random Access Memory) 
and NVIDIA Quadro FX 3000 Graphics Card with 256MB memory. As shown in Fig. 
3-20, the gesture data from ShapeHand are fed to the computer by a wireless connection 
via a data concentrator, the position and orientation data from InterSense trackers are fed 
to the computer via a wireless tracking control unit (IS-900 Processor), and the computer 
outputs the processed data for stereoscopic display through a serial cable.  
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3.6 SOFTWARE DEVELOPMENT 
   
3.6.1 Software Development Framework 
 
The system software is implemented as a Windows XP based application using C++. To 
minimise the development time, the software utilises the MFC (Microsoft Foundation 
Classes) to build the user interface and control units. Fig. 3-21 shows the program 
initialisation flowchart (with steps labelled) to create the global object ‘The App’ through 
the use of object class ‘CAPI_TestApp’ and its parent class ‘CWinApp’. Through 
‘CAPI_TestApp’, three objects are created by the “OnFileNew()” and “OnFileOpen()” 
functions, namely, the Main frame object ‘CMainFrame’, View object ‘API_TestView’ 
through its parent class ‘CView_OpenGL’, and Document Object ‘API_TestDoc’. 
Furthermore, through the function of “CreateMainFrame()” in the class 
‘CView_OpenGL’, two windows are created, namely, the Main frame window, and the 
View window. With the ‘CMainFrame’ object controlling the output toolbar and menu 
layout for the Main frame window, a modified version of the standard Single Document 
View Model has been implemented to allow the input data to update the document object 
(containing the ShapeHand and InterSense data) [231], and the output display through the 
View window is treated as an individual "view" of the document object to update and 
display its contained data.  
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Figure 3-21. System program initialisation flowchart. 
 
 
   After all the initialisation, the program activates the main program through the 
“AfxWinMain()” function, and starts the message cycling by continuously checking any 
message from other program objects, e.g., the request of sensor data updating from the 
‘API_TestDoc’ object, through the functions of “GetMessage()” and “PeekMessage()” 
(see Fig. 3-22). If there is a message received, it will do the message mapping to generate 
the corresponding response to the corresponding object for processing; otherwise, the 
program will stay idle by executing the “CWinApp::OnIdle()” function. This process 
continues until it receives the ‘WM_QUIT’ message to ask the program to terminate 
where the created windows will be destroyed.  
 
Program 
Start 
Initialise  
Global Object 
“The App”  
 
CAPI_TestApp 
Constructor 
CWinApp 
Constructor 
CAPI_TestApp 
InitInstance() 
{  
OnFileNew() 
 
OnFileOpen() 
….. 
} 
CMainFrame 
{ 
… 
 } 
CView_OpenGL 
{ 
CreateMainFrame() 
} 
 
API_TestDoc 
{ 
  … 
} 
 
API_TestView 
{ 
  … 
} 
Inherit 
AfxWinMain Function 
○1  
○2  
○3  
○4  
○5  ○6  
○7  
○8  
○9  
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Figure 3-22. System program running flowchart. 
 
 
   Furthermore, the software is implemented following a multi-thread approach to 
minimise the response time for HCI. There are five parallel program threads with two of 
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 } 
CView_OpenGL 
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them performing hand gesture data acquisition (denoted as CollectRawData in Fig. 3-22) 
and extraction from ShapeHand (denoted as CollectData in Fig. 3-22), and the other three 
performing position and orientation data acquisition from InterSense (denoted as 
CollectWristDatain in Fig. 3-22), dynamic hand gesture recognition (denoted as 
Algorithm_develop in Fig. 3-22), and stereoscopic display (denoted as Draw&display in 
Fig. 3-22), respectively. The first four threads are programmed in the Document object 
‘API_TestDoc’ and the last one in the View object ‘API_TestView’. Each thread is 
assigned with a short amount of CPU time, the time slots, to run, and the scheduling of the 
threads is done in a round-robin manner with all threads having the same priority. Since 
the time slot is so short, all threads will appear as running simultaneously, thereby 
increasing the system’s efficiency greatly [232]. On the other hand, since all threads have 
the right to access the common resources, a potential risk is introduced that many threads 
may access a resource at the same time. For example, an unwanted case would be a thread 
is about to use a number for calculation, but its assigned time slot is finished and it forced 
give up the execution right to the next thread to run, whereby when the first thread 
accesses the number again, it may received unwanted result. Therefore, the 
access-control among these threads is required. MFC provides the ‘CSingleLock’ class 
for such purpose. Basically, this class provides the protection to a common-access 
resource by halting its usage to other threads when it is being accessed by one thread, 
thereby enabling the threads to run under the multi-thread mode without collision. 
Moreover, whilst executing the position data acquisition thread, no change of the received 
data during its allocated time slice will result in early switching to the next program 
thread. Some basic commands for the multi-thread access-control are listed in Table 3.5. 
 
Table 3.5: Commands for multi-thread access control 
 
 
 
 
 
 
 
The two program threads for acquisition and extraction of hand gesture data are 
implemented based on the ShapeHand API. The steps include initialisation of data 
collection, receiving data and checking the received data. The data acquisition program 
Commands Functions 
CSingleLock sL(m_drawmutex); Create a class object for multi-threaded access control 
sL.Lock(); Protect the selected resources 
sL.Unlock();  Give up the resource control right 
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thread obtains raw data from a pair of wireless ShapeHand data glove via the Ethernet 
port of the computer. With the raw data obtained, the required positions and orientations 
of a digit joint are determined through the data extraction program thread. Main 
commands for these two threads are listed in Table 3.6.  
 
Table 3.6: Commands for hand gesture data acquisition and extraction threads 
 
 
 
 
 
 
 
 
 
The program thread of position data acquisition is implemented based on the 
InterSense API. It performs data acquisition from the three MiniTrax tracking devices 
attached to the head and two wrists of the user via the serial port of the computer to gather 
their position and orientation data. Steps in this thread include data collection, and data 
updating if the received data are found to be different from the previously one. Main 
commands for this thread are listed in Table 3.7. 
 
Table 3.7: Commands for head/hand position/orientation data acquisition thread 
 
 
 
 
 
 
 
 
 
 
 
 
 
The program thread of dynamic hand gesture recognition is based on the algorithms 
presented in the next section and the following chapters. Essentially, it involves data 
merging through coordinate transformations among different component coordinate 
Commands Functions 
ReceiveSampleBytes(); Sampling data from the ShapeHand tape sensors 
ParseNextSample(); Parse the received data 
setBuffer (); Acquire the hand data and store them in the buffer 
   
GetHandData() 
Extract the hand data and rearrange them according to the 
hand data format  
 
Commands Functions 
OpenTraker(); Connect to the InterSense Trackers 
Get_Intersense_Data() Collect data from the InterSense Trackers.  
SetHeadPosition(); Set the InterSense Head tracker position as the user’s head 
position  
SetWristPosition(); Set the InterSense Wrist tracker positions as the user’s wrist 
positions 
CloseTraker(); Terminate the connection to the InterSense 
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systems (see Section 3.6.2), tracking and recognising a number of pre-specified hand 
gestures for the manipulation of displayed virtual objects (see Chapter 4), dynamic hand 
gestures recognition for DSW (see Chapter 5), as well as the recognition of a number of 
hand gestures for British Sign Language (BSL) fingerspelling (see Appendix B).  
 
 
The final program thread of stereoscopic display is implemented based on OpenGL 
programming to provide 3D visual feedback to the user during the interaction. As 
discussed in Section 3.4.2, this is done by generating two identical views of the virtual 
objects and two hands with a slight disparity. As viewing through polarisation glasses 
results in each eye seeing only the view generated for it, it creates a visual immersion with 
depth impression. Steps in this program thread include the use of the head position data 
acquired to specify the viewing position and direction of the left and right eyes, 
configuration of the viewing frustum for each eye, stereo rendering to draw the left and 
right images of the 3D objects and hand models as well as the dynamic hand gesture 
recognition results for DSW and BSL fingerspelling by perspective projection. 
 
 
 
 
3.6.2 Data Integration through Coordinate Transformation 
 
Since different equipments in the proposed system using different coordinate systems for 
data acquisition, processing and display, coordinate transformations are required to bring 
different data sets into a unified coordinate system. 
 
 
Fig. 3-23 illustrates the spatial relationships between different coordinate systems. 
The world coordinate system is defined to have the same orientation as the stereoscopic 
display. With the x-axis (denoted by Xw) pointing towards the right, the y-axis (denoted 
by Yw) pointing upwards, and the z-axis (denoted by Zw) pointing towards the viewer, this 
forms a right-handed coordinate system (see Fig. 3-23) with a positive rotation about the 
axis in the anticlockwise direction. Furthermore, the origin of the world coordinate 
system (denoted by Ow) is located at the middle of the screen along the x-axis (1.37 m 
away from the screen right edge), 1 m above the floor along the y-axis, and 1.9 m in front 
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of the screen along the z-axis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For the InterSense system with its coordinate axes denoted by (XI, YI, ZI), the position 
data acquired for head and wrists are calibrated with respect to its origin denoted by OI at 
(−1.8 m, 1.5 m, 0 m) in the world coordinate system as shown in Fig.3-23. Two rotation 
operations are required to align the orientations of the InterSense coordinate system with 
the orientations of the world coordinate system, namely, rotation of -90o about the 
InterSense y-axis to make the new InterSense x-axis parallel to the world coordinate 
x-axis, and rotation of 90o about the new InterSense x-axis to make the new InterSense y 
and z axes parallel to the world coordinate systems. If i = [xi, yi, zi, 1]′ denotes the 
homogeneous coordinates of a position in the InterSense coordinate system, then its 
corresponding homogeneous coordinates in the specified world coordinate system 
denoted by iw = [xiw, yiw, ziw, 1]′ are given by 
                                   iTi WIw
→=                                 (3.1) 
where TI→W is the matrix for geometric transformation from the InterSense coordinate 
system to the world coordinate system. Based on the geometric relationship between the 
Figure 3-23. Coordinate systems. 
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two coordinate systems described above, TI→W is given by  
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WIT                       (3.2) 
For the ShapeHand system, the position data of each finger joint are acquired using the 
local ShapeTape coordinate system, as discussed in Section 3.2.3. With the wrist position 
and orientation data provided by the InterSense system, the finger joint position data need 
to be transformed from their local coordinate system to the InterSense coordinate system 
first and to the world coordinate system subsequently. 
 
 
If s = [xs, ys, zs, 1]′ denotes the homogeneous coordinates of a pos ition in the local 
ShapeHand coordinate system, then its corresponding homogeneous coordinates in the 
specified world coordinate system denoted by sw = [xsw, ysw, zsw, 1]′ are given by  
                     sTTs ISwIw
→→=                             (3.3) 
where TS→I is the matrix for geometric transformation from the ShapeHand coordinate 
system to the InterSense coordinate system. If the position and orientation data provided 
by the InterSense system are denoted by (xi, yi, zi) and (αi, βi, γ i), then TS→I is given by  
           












−−−
−
+−
=→
1000
i
i
ii
IS
zcsssccsccsss
yccscs
xsssccccscssc
T
γαγβαγαβαγβα
γαγγα
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           (3.4) 
where c and s denote cos and sin functions, with subscripts denoting the orientation 
angles from the InterSense system. 
 
 
   Therefore, with the InterSense head and wrist coordinates transformed to the world 
coordinate system by using equation (3.1), and the ShapeHand coordinates transformed 
to the world coordinate system by using equation (3.3), all the data can be unified to a 
common coordinate system. 
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3.7 SYSTEM PERFORMANCE EVALUATION  
 
With the ShapeHand data glove system providing the hand posture information, three 
InterSense MiniTrax tracking devices providing the head and hand information, and a 
large stereoscopic display providing the output display, Fig. 3-24 shows the tracking 
performance of the system operating under the wireless mode, where the data transfer rate 
for the ShapeHand system is shown to be approximately 62 Hz, and the InterSense 
tracking quality shown on the IS-900 VETracker Processor is at least 11 out of the 
maximum of 15 for the three trackers operating simultaneously. By checking the memory 
usage (see Fig. 3-25), the PF (Pagefile, also referred to as the Windows swap file) usage is 
low and stable indicating that the system is under good memory control and has no 
memory leaking issue. Furthermore, it is noted that the usage of the CPU is being kept at 
a maximum value. This is due to running of the multi-threading program on a single-CPU 
processor, where the program keeps on occupying the usage of the CPU without pause.  
 
 
 
 
 
 
 
 
 
 
Figure 3-24. Video update rate and data transfer for ShapeHand system, and InterSense 
tracking rate. 
 
 
 
 
 
 
 
 
 
Figure 3-25. CPU/memory usages for integrated system. 
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For the output display, the integrated system is able to capture hand gestures and 
movements made by the user in real-time, and to provide an immediate visual feedback 
by correctly displaying them based on two 3D hand models as shown in Fig. 3-26. 
Furthermore, the stereoscopic visual feedback could be seen by the user wearing a pair of 
light-weight polarised glasses. With the head tracking device providing the position and 
orientation of the user, the user can physically move around in front of the display screen 
with an impression of the 3D virtual hand models and a virtual coordinate system floating 
in space, whereby a forward movement causes the hands and the coordinate system to 
appear nearer with a bigger size, a backward movement causes them to appear further 
away and smaller, and a side movement or a side glance enables the user to view different 
sides of them.  
 
 
 
 
 
 
 
 
Figure 3-26. Integrated system output.  
 
In order to test the system’s usability, recognition of finger bending was implemented 
with the result shown in Fig. 3-27. By assigning a different colour to the sensed bending 
finger, the system is demonstrated to be able to recognise the bending gesture made by 
both hands immediately. This has been done by measuring the bending angle of the 
proximal phalanx of the index finger with respect to the metacarpal, and a bending angle 
over 20 degrees will result in the colour changing from green to red. 
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Figure 3-27. Index finger bending detected (a) on one hand, and (b) on both hands. 
 
To confirm the adequacy of the system speed for dynamic hand gesture recognition, a 
test was also performed to check the tracking speed against the maximum speed of finger 
movements. By wearing the ShapeHand data glove with the index finger open and closed 
repeatedly at its highest possible speed, the virtual hands on the stereoscopic display was 
found to follow the angular movements of the index finger at its maximum speed around 
14 times per second. 
 
 
Furthermore, to assess the system latency for dynamic hand movement recognition, a 
high speed video camera was used to record the hand movement made by a user wearing 
the ShapeHand data glove as well as the movement of the virtual hands appeared on the 
stereoscopic screen. From the video captured at 64 frames per second, with the hand 
opening, closing and moving repeatedly, the video analysis of the corresponding hand 
gestures showed a delay around 6 frames of the virtual hand movement with respect to the 
real hand movement, which is equivalent to a latency of approximately 94ms. 
 
 
 
 
 
 
 
 
 
    
(a) (b) 
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3.8 CONCLUDING REMARKS 
 
This chapter presents the work of system development for a unique hand based HCI 
system. The investigation of three sub-systems, namely, ShapeHand system, InterSense 
system and stereoscopic display system, has been conducted. The specification, principle 
of working, system setup and system performance evaluation have been presented for 
each one of them, where significant tests have been done which demonstrates that these 
systems are well suited for the purpose of this project. Also, the hardware integration of 
these sub-systems has been described. Driven by a computer, the unique system 
integration enables acquisition of the hand gesture data through the ShapeHand system, 
acquisition of head and hand position and orientation data through the InterSense system, 
and output being displayed through a large stereoscopic screen.  
 
 
   For the software implementation, it is implemented as a Windows XP based 
application using C++, and the program structure is built as a standard Single Document 
View Model by using MFC. Following the multi-thread programming, five parallel 
program threads have been created in this software application, namely, two threads of 
data acquisition and extraction from ShapeHand, one thread for position and orientation 
data acquisition from InterSense, one thread for dynamic hand gesture recognition, and 
one thread for stereoscopic display. These five program threads are executed in parallel 
and in a round-robin manner with each thread assigned a slice of its CPU time, resulting 
in minimisation of response time for virtual immersive environment interaction. 
Furthermore, the data unification in the world coordinate system has been performed. 
 
 
A significant amount of tests has been done to evaluate the system’s performance. 
Results shown the developed system is able to work correctly under a global coordinate 
system. Particularly, with the knowable of a normal maximum finger tapping speed is 
around 7.5 times per second [233], the speed and latency evaluation demonstrates that the 
system is able to capture the hand gesture change at its maximum speed of approximately 
14 times per second, and to capture the hand movement change with a latency of 94 ms.
  
 
 
 
 
 
 
 
 
Chapter 4   
                                                                  
VIRTUAL OBJECT MANIPULATION  
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4.1 INTRODUCTION 
 
To investigate the usability and performance of the system, this chapter reports the 
development and assessment of the system for virtual object manipulation. Immersive 
virtual object manipulation in 3D is a fundamental technique for virtual environment 
interaction [234-236]. A basic sequence can be considered as consisting of object 
selection at the start, followed by object manipulation which can be a combination of 
translation, rotation and scaling, and object release at the end [237]. These five basic 
gestures form the scope of object manipulation in this research. The implementation 
requires selection of a set of meaningful hand gestures as well as computation of the 
distances between hands and objects, which will be reported in Sections 4.2 and 4.3, 
respectively. System performance evaluation will be reported in Section 4.4, and the 
concluding remarks will be given in Section 4.5.  
  
 
 
 
 
4.2 HAND GESTURE RECOGNITION FOR VIRTUAL OBJECT  
     MANIPULATION 
 
For natural interaction and user comfort, Fig. 4-1 shows three selected meaningful hand 
gestures for the five basic object manipulation operations, where the index finger pointing 
gesture shown in Fig. 4-1a is used for not only the selection of a virtual object but also for 
the object translation and rotation based on the position of the left or right index fingertip 
and the hand orientation; the hand open gesture shown in Fig. 4-1b is used for the release 
of a selected object; and the gesture of two moving hands with the ring and small fingers 
closed (gun gesture) shown in Fig. 4-1c is for object scaling.          
 
 
 
 
 
 
 
 
              (a)                       (b)                         (c) 
Figure 4-1. Hand gestures: (a) object selection, translation and rotation; (b) object release; 
and (c) object scaling. 
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The three selected gestures shown in Fig. 4-1 are seen to consist of a combination of 
bending down and extending thumb and fingers in each hand, which can be determined 
based on the pitch angle of the proximal phalanx of the thumb or finger with respect to the 
back of the hand. With the finger pitch angle calibrated to around 0o to correspond to a 
fully extended position (by hand opening) and around 90o to correspond to a fully 
bending down position (by hand closing), the selected hand gestures can be recognised by 
expressing them using the corresponding binary state based on a threshold of 45o. Let two 
hands be denoted by H with its binary state set to logic 0 for the left and logic 1 for the 
right, and let the thumb and four fingers on each hand be denoted by T, I, M, R, S with the 
binary state of each one set to logic 1 if its pitch angle, ppsα , measured by the ShapeHand 
data glove is less than 45o, and logic 0 otherwise. The index finger pointing gesture is then 
given by 
                      )()( SRMITHSRMITH ∪                        (4.1) 
the hand open gesture is given by 
                           )()( HTIMRSTIMRSH ∪                      (4.2) 
and the two hand moving gesture for object scaling is given by 
                          )()( RSMITHRSMITH ∩                     (4.3) 
   
 
 
 
 
 
4.3 OBJECT DISTANCE COMPUTATION  
 
According to Fig. 4-1, apart from the object release operation which requires only 
recognition of the corresponding hand gesture, other object manipulation operations 
require additional information of the object with respect to the user hands in terms of its 
location, orientation and volume. 
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   In order to execute the object selection and manipulation operations using the selected 
gestures, the 3D position of the left and right index fingertips need to be determined and 
tracked. As a hinged joint, there is only one degree of freedom for the distal 
interphalangeal joint on the index finger [51]. With the distal phalanx length known 
through the measurement of the user’s index finger, the index fingertip position can be 
determined based on the distal interphalangeal joint position and the distal phalanx 
bending angle with respect to the middle phalanx provided by the ShapeHand data glove, 
as illustrated in Fig. 4-2.         
 
 
dp
sα  
Distal interphalangeal 
joint at position sdip  
Distal 
phalanx 
length, Ldp 
Middle 
phalanx 
 
Figure 4-2. Index finger model. 
 
   As shown in Fig. 4-2, if sdip,i = ]1,,,[ ,,, idipsidipsidips zyx ′ denotes the homogeneous 
coordinates of the distal interphalangeal joint on the index finger and idps ,α  denotes the 
distal phalanx bending angle in the local ShapeHand coordinate system, then the 
homogeneous coordinates of the index fingertip position in the world coordinate system 
denoted by itipw ,s = ]1,,,[ ,,, ItipswItipswtipsw zyx ′ are given by 
                     idipdp
idp
s
dp
idp
s
ISWIitip
w
L
L
,
,
,
,
1000
0100
sin010
cos001
sTTs














= →→
α
α
             (4.4) 
where Ldp denotes the distal phalanx length. 
 
 
 For virtual object manipulation, let the virtual object to be manipulated be denoted by 
o centered at (ox, oy, oz) in the world coordinate system, with orientation of (oα, oβ, oγ), 
and with its bounding box defined by the lengths of (Lx, Ly, Lz). Object selection requires 
Figure 4. Index finger model 
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not only the recognition of the index finger pointing gesture by using equation (4.1), but 
also the position of the index finger tip with respect to the object bounding box in 3D 
space. A virtual object is selected, if the index finger tip (left or right) touches anywhere 
in one of the side faces of the bounding box. Hence, upon recognition of the index finger 
pointing gesture, two more conditions need to be satisfied for a virtual object to be 
selected. One is based on the distances between the index finger tip and the side face 
centres of the object bounding box, and the other is based on the distances between the 
index finger tip and the side face planes of the object bounding box.   
 
 
For the first condition, if Sm with m= 1, 2, …, 6, denote the six side planes of the 
virtual object bounding box, and Pm,1 = [xPm,1, yPm,1, zPm,1] the coordinates of each side 
plane centre, then the distance between the pointing index finger tip and each side plane 
centre is given by 
           
2
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,
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, )()()(),( Pm
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For the second condition, three non-collinear points lying on each side of the 
bounding box are selected to represent each side plane. If these three points are denoted 
by Pm,n with m = 1, 2, …, 6 and n = 1, 2, 3, then the distance between the pointing index 
finger tip and each side plane of the bounding box is given by   
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(4.6) 
where am, bm, cm, and dm are the coefficients of the plane equation for Sm, and are obtained 
by solving the following equation  
a = ( 2,Pmy - 1,Pmy )*( 3,Pmz - 1,Pmy ) – ( 2,Pmz - 1,Pmz )*( 3,Pmy - 1,Pmy ); 
b = ( 2,Pmz - 1,Pmz )*( 3,Pmx - 1,Pmx ) – ( 2,Pmx - 1,Pmx )*( 3,Pmz - 1,Pmz ); 
c = ( 2,Pmx - 1,Pmx )*( 3,Pmy - 1,Pmy ) – ( 2,Pmy - 1,Pmy )*( 3,Pmx - 1,Pmx ); 
  d = (0-a* 1,Pmx ) + b* 1,Pmy +c* 1,Pmz ;   (4.7) 
In the implementation, the three non-collinear points selected for each side of the 
bounding box include the corresponding side plane centre, and a virtual object is selected 
when the following condition is true 
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SRMITHSRMITH          (4.8) 
In equation (4.8), the first two terms come from equation (4.1) and are used to confirm 
the index finger pointing gesture that can be made by the left and/or right hand, the third 
and fourth terms indicate the index finger tip touching a side face of the bounding box. 
When equation (4.8) is satisfied, the bounding box of the virtual object is highlighted to 
provide a visual feedback to the user, which will be discussed in Chapter 6. 
 
 
For object translation and rotation followed by object selection, it was implemented 
by making the object centre follow the current 3D position of the index fingertip 
computed using equation (4.4) and the object 3D orientation to follow the current wrist 
orientation provided by InterSense. If both hands are making the index finger pointing 
gestures, the position of the selected object will follow the index finger tip with minimum 
distance to the object centre, where the distance is computed by 
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Since a user may use one pointing index finger to do object selection, translation and 
rotation with the other hand open, the object release operation is disabled if equation (4.8) 
is satisfied. 
 
 
Object scaling requires not only recognition of the two hand gesture using equation 
(4.3) but also the positions of the left and right index fingertips with respect to the object 
bounding box in 3D space. Hence, the function to activate the scaling operation can be 
expressed by 
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       (4.10) 
where the first two terms come from equation (4.3) and are used to recognise the object 
scaling gesture, the middle two terms indicate the left index finger tip touching a side of 
the bounding box, and the last two terms indicated the right index finger tip touching the 
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opposite side of the bounding box, with m≠m'. When equation (4.10) is satisfied, the 
scaling operation is activated, and the virtual object size is enlarged or reduced uniformly 
in 3D by setting the length of the object bounding box equal to the distance between two 
index fingertips.  
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4.4  RESULTS AND EVLAUTION OF VIRTUAL OBJECT    
    MANIPULATION SYSTEM  
 
To demonstrate the usability and evaluate the performance of the developed system in 
terms of virtual object manipulation, a scene with two virtual objects was created for 
immersive manipulation by the user (author) wearing a pair of wireless ShapeHand data 
gloves, a pair of InterSense wrist tracking devices and a head tracking device, as well as a 
pair of polarised glasses. The objects to be manipulated are a virtual cube and a medical 
CT volume. The 3D virtual cube is a simple six-colour cube, with an initial size of 80 x 80 
x 80 mm3. By assigning each surface a different colour, it makes it easy to visualise. On 
the other hand, the CT volume is rendered based on a real medical CT image data of a 
human skull, which is constructed by 256 x 256 x 256 voxels with the size initialised to 
256 x 256 x 256 mm3. The CT volume data is displayed by adopting a volume rendering 
technique. 
 
 
Many visual effects are volumetric in nature, and these models assume that light is 
emitted, absorbed, and scattered by a large number of particles in the volume [238]. 
Volumetric data rendering is essential for medical applications that require visualisation 
of three-dimensional data sets, for it has long been recognised that computer-generated 
3D visualisation provides an effective presentation of the anatomical data to the 
clinicians [239]. Different from the 2D primitive objects rendering, the volumetric 
models and data require a special 3D rendering technique which is called volume 
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rendering for visualisation. Moreover, interactive volume rendering relies on the 
performance of modern graphics accelerators and appropriate volume rendering 
approaches for efficient data exploration and feature discovery. Two methods for volume 
rendering are the indirect and direct methods [240]. The former renders the volume data 
by extracting surfaces with equal values from the volume and rendering them as 
polygonal meshes, e.g., iso-surface volume rendering. The latter renders the volume 
directly as a block of data by slicing a volume in a back-to-front manner, the opacity and 
chromaticity of each voxel are then stored in an one-dimensional indexing table (often 
referred to as a transfer function) that transforms the scalar value at each voxel into a 
RGBA (red, green, blue and alpha) vector. Finally, the composed RGBA result is 
projected onto the corresponding pixel of the frame buffer. Such projection could be done 
through several rendering techniques such as volume ray-casting, shear wrap, and texture 
mapping [241]. Since, in scientific visualisation, direct volume rendering is used to 
generate high quality semi-transparent images with details, and provides more realistic, 
flexible visualisation of the interior anatomical structures [239, 242], 3D texture mapping 
of the direct volume rendering method was employed to render the CT volume data.  
 
 
   From the visual perspective of virtual object manipulation, the user is able to see the 
stereoscopic images of the cube and CT skull volume as well as his/her hands displayed 
through two projectors placed at the back of a large screen operating in passive circular 
polarisation mode. With the head tracking device providing the position and orientation 
of the user’s head, the user can physically move around in front of the display screen with 
an impression of a 3D virtual cube and a 3D CT volume floating in space, whereby a 
forward movement causes objects to appear nearer and larger, a backward movement 
causes objects to appear further and smaller, and a side movement with a side glance via 
head rotation causes a different side of objects to appear. In addition, the 3D skull volume 
is shown inside a cubic frame and is rendered with semi-transparency, whereby the user is 
able to see through the entire 3D appearance of the skull with depth information as well as 
skeleton structure details. 
 
 
   From the interaction perspective of virtual object manipulation, the user is able to see 
his/her hands in 3D with respect to the virtual objects, as well as the gestures made. 
Furthermore, when the pointing index finger tip of the user reaches a side plane of a 
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virtual object, the object bounding box is highlighted to provide a visual feedback of the 
object selected (highlighting the touched surface of the virtual cube as shown in Fig. 4-3, 
or the frame of the CT volume touched). The simplicity and intuitiveness of the hand 
gestures are seen to enable a new user to quickly handle and manipulate each object or 
both objects simultaneously, namely, pointing the index finger(s) to touch (select), drag, 
rotate the 3D cube or the CT volume, or both in 3D space as shown in Fig. 4-4, passing the 
selected object from one hand to another hand (from one pointing index finger to another 
pointing index finger), sliding two hands (with the ring and small finger closed) with 
respect to each other to enlarge and reduce the size of the selected object as shown in Fig. 
4-5, and opening the hand(s) to detach from the selected object(s).  
 
 
 
Figure 4-3. Object bounding box highlighted  
when selected. 
 
 
 
 
 
 
 
Highlighted 
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Figure 4-4. User performing (a) translation and rotation of a cube; 
 and (b) translation and rotation of a cube and a CT volume.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 (a)                        
 
(b) 
 
 88 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-5. User performing (a) scaling of a cube; 
 and (b) scaling of a CT volume. 
 
Besides, the system is able to perform the required operations with certain deviation 
in the gestures made such as fingers not fully open and closed, and highly accurate 
recognition can be achieved by performing calibration of hand close and open gestures at 
the start, where the hand joints angles for the fully open and closed gestures will be 
recorded and on which the later hand gesture status judgment will be based. 
 
 
 
(a)                              
 
 (b) 
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   As an example, Fig. 4-6 shows some of the data acquired from performing a short 
sequence of selection, translation and release of one of the virtual object in the scene, 
namely, (ox, oy, oz) to show the 3D position variation of the virtual object centre using red, 
green and blue dotted lines, ( tip rswx , ,
tip
rswy , , 
tip
rswz , ) to show the 3D position variation of the 
right hand index finger tip using red, green and blue solid lines, and ppsα  to show the 
pitch angle of the proximal phalanx of the right hand middle finger in a black solid line. 
With an open hand gesture at the start of the sequence, it is seen from Fig. 4-6 that ppsα  is 
around 0º, the user right hand moves in the horizontal plane as indicated by the changing 
coordinate values of tip rswx ,  and 
tip
rswz ,  with 
tip
rswy ,  roughly constant, and the virtual object 
is stationary at the origin of the world coordinate system as indicated by (ox, oy, oz) = (0, 0, 
0). Soon after the hand gesture changed into an index finger pointing gesture as indicated 
by the sharp rise of ppsα  from 0º to around 70º due to the middle finger closed, the index 
finger tip is seen to approach the virtual object with the coordinate values of ( tip rswx , ,
tip
rswy , , 
tip
rswz , ) moving towards (ox, oy, oz). When the distance is computed to be sufficiently small 
by using equation (4.5), the virtual object is seen to be selected, and follows the index 
finger tip with the coordinate values of ox following tip rswx , , oy following
tip
rswy , , and oz 
following tip rswz , . Finally, the user hand opens to release the object as indicated by ppsα  
falling back to around 0º due to the opening of the middle finger, the virtual object is seen 
to stay at its final position with (ox, oy, oz) fixed as the user hand moves away.  
 
 
 
 
 
Figure 4-6. A sequence of dynamic gesture data. 
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   A number of tests were also conducted to assess the real-time performance. For 
graphics based object manipulation, speed performance evaluation was based on the 
displayed graphic objects, which include two virtual hand models, a virtual cube, and 
other graphic text outputs, e.g., the axes and text. For data based object manipulation, the 
CT volume is also included. The evaluation was implemented by inserting a counter at the 
start of each program thread to record the number of times to run the thread per second. 
 
 
For graphics based object manipulation, Fig. 4-7 shows a typical example listing the 
frequency of executing each program thread over a period of one minute with continuous 
hand movement in 3D space. From Fig. 4-7, the program threads of gesture recognition 
and InterSense data acquisition are seen to be relatively fast with relatively large 
fluctuations. Whilst the former is seen to be the fastest one with an average execution 
frequency of 136 times per second and the largest variation between the maximum of 171 
times per second and the minimum of 102 times per second, the latter is the second fastest 
with an average execution frequency of 118 times per second and a variation between the 
maximum of 159 times per second and the minimum of 99 times per second. Very similar 
behaviour of the execution frequencies for the ShapeHand gesture data acquisition 
program thread and the stereoscopic display program thread are also seen from Fig. 4-7, 
with the former slightly faster at 62 times per second on average between the maximum 
of 65 times per second and the minimum of 59 times per second, the latter is at 60 times 
per second between the maximum of 64 times per second and the minimum at 54 times 
per second. 
 
 
For data based object manipulation, which includes the CT volume, the stereoscopic 
display program thread was also found to be the slowest with the worst case execution 
frequency of 31 times per second. Hence, the speed of the system depends on the 
complexity and the number of the objects to be displayed, and is comparable with other 
related works [240, 242, 243]. 
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Figure 4-7. Thread execution frequency versus time. 
 
 
 
 
 
4.5 CONCLUDING REMARKS 
 
This chapter reports the development and assessment of virtual object manipulation to 
investigate the usability and performance of the proposed system. By using the 
designated hand gestures, namely, pointing hand gesture for object selection, translation 
and rotation, gun gesture for object scaling and open hand gesture for object release, each 
hand gesture can be recognised based on the hand joint angles. Together with the 
developed object distance computation rules, a user is able to manipulate objects in the 
virtual scene immersively using natural hand gestures. Two virtual objects have been 
used for performance evaluation, which are a graphic-based virtual cube and a real-image 
based CT medical data. Results showed that the user is able to use the designated hand 
gestures to manipulate these virtual objects effortlessly and naturally. Furthermore, speed 
tests have also been conducted. Results showed that the system is able to operate at a 
minimum of 54 frames per second when rendering a graphic cube and at a minimum of 31 
frames per second when rendering a CT medical image data. Particularly, compared to 
other related works, the rendering and manipulation of the real-image based CT medical 
data demonstrated its usability for real applications [240, 242, 243].
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Chapter 5   
                                                                  
DIRECT SIGN WRITING 
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5.1 INTRODUCTION  
   
There are several notation systems to enable a sign language communicated in a 
visual-gestural form to be transcribed into a written form [244], such as Stokoe Notation 
[245], Sutton SW [246] and HamNoSys [247]. The SW developed by Valerie Sutton in 
1974 is a popular one among the deaf communities and was inspired from her dancing 
choreographic notation system called DanceWriting [248]. For hearing-impaired people, 
sign language is their only native language, and they have significant difficulties to learn 
and speak any other languages. Without sign notation systems, there is no means for 
hearing-impaired people to transcribe their own thought into a written form. In other 
words, a deaf person has severe barriers both in reading and writing. The invention of the 
SW notation system enables them to overcome these barriers by providing notations for 
reading and writing signs. Each sign in SW is represented by a sign-box containing a 
composition of basic standardised pictorial symbols to depict the hand configuration 
(hand shapes), body location, contacts, movements, and facial expressions [249]. 
Although deaf sign languages in the world are as many as spoken languages, the SW 
pictorial symbol-based system does not require any prior knowledge, and can be used to 
express any sign language [250]. Therefore, it has become a worldwide sign language 
notation system, whereby the hearing-impaired people can use their native sign language 
to transcribe their thoughts for knowledge disseminating, gaining education from reading 
SW books and communicating through internet. 
 
 
Literature review shows a few related researches in SW. One converts the SW text 
into a virtual avatar animation [251]. Another in the University of Southern California 
adopts the vision-based approach, claiming recognition of 41 basic static hand gestures 
[252]. A useful and widespread tool for SW translation is called the SignWriter Keyboard 
[250]. This keyboard can switch between three keyboard modes: alphabet keyboard, 
SignWriter keyboard (see Fig. 5-1), and fingerspelling keyboard (see Fig. 5-2). The 
keyboard acts as a normal one in the alphabet keyboard mode. In the SignWriter keyboard 
mode, it contains all the commonly used symbol elements for SW that is identical for all 
countries, and the user can produce various SW notation outputs by combining different 
elements together to compose a certain SW notation symbol (sign-box). With the 
keyboard divided into five sections as shown in Fig. 5-1, facial expression symbols are in 
section one, body movement symbols in section two, hand movement symbols in section 
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three, hand gesture symbols in section four, and special command symbols in section five. 
Unlike the SignWriter keyboard, the fingerspelling keyboard varies from one country to 
another with each country having its own alphabet fingerspelling sign gestures. For 
example, the fingerspelling keyboard for UK is shown in Fig. 5-2 and the U.S.A 
fingerspelling keyboard is shown in Fig. 5-3. 
 
 
Figure 5-1. SignWriter Keyboard ( modified from [250]). 
 
 
Figure 5-2. Fingerspelling Keyboard for UK (from [250]). 
Section 1 Section 2 
Section 3 
Section 4 
Section 5 
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Figure 5-3. Fingerspelling Keyboard for U.S.A. (from [250]). 
 
   On one hand, the SignWriter keyboard based input provides a good solution for SW 
transcription; on the other hand, it is a time consuming process due to a large number of 
pictorial symbols for selection and a number of spatial manipulations (rotation and 
translation) of selected symbols required to compose a sign. According to International 
ISWA (SignWriting Alphabet) 2008, there are 30 pictorial symbol groups containing 639 
basic pictorial symbols, where each basic symbol can have up to a maximum of 96 
variations (up to 6 different fills and 16 rotations), which results in a large dictionary that 
currently contains a total of 35,023 valid symbols [253, 254]. Using the hand gesture of 
‘bright’ shown in Fig. 5-4a as an example, it starts with two hands making ‘triangle’ 
gestures, which is followed by two hands making up-diagonal movement vertically, and 
both hands open at the end. In order to input this hand gesture symbol through the 
SignWriter keyboard, at least thirteen steps are required:  
1) Press the ‘h’ key on the keyboard to yield the screen as shown in Fig. 5-4b; 
2) Press the ‘a’ key to select the ‘triangle’ hand posture symbol for the left hand; 
3) Select the hand symbol by pressing the ‘Enter’ key, and press the ‘/’ key 
(corresponding to ‘rotate’ key on SignWriter keyboard) to rotate the hand symbol 
until it is in the right orientation;   
4) Repeat steps 1 to 3 to input the same symbol for the right hand symbol; 
5) Move the cursor to the left hand ‘triangle’ symbol, press the ‘e’ key and then press the 
‘a’ key to select the left hand movement symbol (Fig. 5-4c); 
6) Repeat step 3 to put the right hand movement symbol in the right orientation; 
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7) Move the cursor to the right hand ‘triangle symbol’ and repeat steps 5 and 6 to input 
in the same symbol for the right hand; 
8) Select the right hand movement symbol and press the ‘n’ key (corresponding to 
‘change’ key on SignWriter keyboard) to fill the movement arrow head as black, 
indicating it is a right left hand movement; 
9) Repeat step 3 to put the left hand movement symbol in the right orientation; 
10) Move the cursor to above the left hand movement symbol; 
11) Press the ‘g’ key, and then press the ‘a’ key to select the ending hand gesture for the 
left hand (Fig. 5-4d);  
12) Repeat step 3 to put the left hand ending gesture symbol in the right orientation; and 
13) Repeat steps 10 to 12, to input the right hand ending gesture.  
 
Figure 5-4. Steps to input the ‘bright’ gesture (from [250]). 
 
   Furthermore, an intermediate process is required for keyboard based SW input, since a 
user needs to transcribe the sign language into SW symbols in his/her mind prior to the 
selection of keyboard symbols. A challenge is therefore presented is to develop a DSW 
system to enable automatic transcription of articulated signs into corresponding 
sign-boxes in an electronic form without using keyboards. Moreover, as hand signs 
(a) (b) 
(c) (d) 
 97 
 
forming a core part of any sign language, the research focuses on automatic transcription 
of hand signs. For the proposed system, a pair of ShapeHand data gloves is worn by the 
signer to collect the hand joint data with 27-DOF for each hand, a pair of InterSense wrist 
trackers is attached to the signer wrist to collect the hand orientation and movement data, 
and a large stereoscopic display is used to display the virtual hand motion and their 
corresponding SW symbols through the developed DSW visualisation interface.  
 
 
   Although some works have also been performed to implement automatic recognition 
of BSL fingerspelling based on the developed system (see Appendix B), the work 
presented in this chapter focuses on DSW and is organised as follows. With the 
introduction of the SW transcription system presented in Section 5.1, it is followed by the 
algorithm developments of hand gesture recognition for DSW in Section 5.2, hand 
movement recognition for DSW in Section 5.3, as well as the 3D visualisation interface 
for DSW in Section 5.4. The results and evaluation of the developed system will be 
presented in Section 5.5. Finally, concluding remarks will be given in Section 5.6.  
 
 
 
 
 
5.2  HAND GESTURE RECOGNITION FOR DIRECT SIGN 
WRITING 
 
Through the study of ISWA [250], different hand postures are seen to be formed by 
different joint angles between two phalanges in 3D, namely, the pitch angles between two 
phalanges on a finger and the yaw angles between the proximal phalanges of two fingers 
(see Fig. 5-5). While the pitch angles can be classified into three possible states 
corresponding to finger closed, half-bent and open, the yaw angles can be classified into 
two states corresponding to adduction and abduction. Furthermore, each hand posture 
may be placed in the floor (x-z horizontal) plane or wall (x-y vertical) plane (see Fig. 
5-6A), along eight directions in each plane (see Fig. 5-6B), and the orientation of a hand 
posture at each direction in either plane can have its palm facing three directions (see Fig. 
5-6A). Thus, hand gesture recognition for DSW consists of hand posture and orientation 
recognition.  
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          (a)            (b)            (c)            (d)          (e) 
Figure 5-5. Hand postures and SW symbols of: (a) pointing; (b) half-pointing; 
 (c) close; (d) close-two; and(e) open-two (from [250]). 
 
 
Figure 5-6. A: SW symbols showing palm facing in wall and floor planes (a); side facing 
in wall and floor planes (b); back facing in wall and floor planes (c); and B: Hand 
positions and movements along eight directions in x-z floor and x-y wall planes (modified 
from [250]) . 
 
 
 
 
5.2.1   Hand Posture Recognition  
 
Recognition of each hand posture is based on the 15 joint angles acquired by the 
ShapeHand data glove. Let the state of these joint angles of interest be denoted by 
    𝐽𝑖 = [pI1 , pI2 , pI3 , pM1 , pM2 , pM3 , pR1 , pR2 , pR3 , pS1 , pS2 , pS3 , YIM, YMR, YRS]   (5.1) 
where P denotes the state of a joint pitch angle with three possible values of 0, 0.5 and 1 
corresponding to interphalangeal joint close, half-bent, and open; Y denotes the state of a 
(a) 
(b) 
(c) 
A B 
 nc 
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yaw angle between two fingers with two possible values of 0 and 1 corresponding to 
adduction and abduction; subscripts I, M, R and S denote the index, middle, ring and 
small fingers; and sub-subscripts 1, 2, and 3 denote the proximal, middle and distal 
interphalangeal joint. To ensure correct angle state classification of individual users, a 
hand calibration process is performed to acquire the range of angles. Using the three hand 
calibration postures shown in Fig. 5-7, pitch angles for each finger joint in fully open and 
fully close positions as well as yaw angles for two fingers in fully abduction and fully 
adduction positions are obtained. By using the maximum and minimum pitch angles 
obtained from each joint to normalize its range to 1, the pitch angle state of a joint is set to 
0 if its normalized pitch angle is below 0.2; to 0.5 if its normalized pitch angle is between 
0.2 and 0.8; and to 1 if its normalized pitch angle is above 0.8. Similarly, the yaw angle 
state is set to 0 if its normalized yaw angle is below 0.5; and to 1 otherwise (see Fig. 5-8). 
As an example, the joint angle state for the hand posture shown in Fig.5-5b is given by  
                 Ji = [1, 0.5, 0.5, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]     (5.2) 
 
       
           (a)                      (b)            (c)  
 Figure 5-7. Hand calibration postures: (a) ‘homing’, (b) ‘fist’ and (c) ‘finger splay’. 
 
 
Figure 5-8. Hand joint angles’ scaling.  
 
   To determine an input hand posture made by a signer, the minimum difference 
(denoted by dt) between the input joint angle state (denoted by Ji) and template joint angle 
states stored in a database (denoted by Jt) are computed using equation (5.3). If dt is less 
100% 
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than a specified threshold, then the input hand posture is recognised to be the same as the 
best template candidate, otherwise, it will be classified as an unknown posture. 
          ti
t
t JJd −= minarg   (5.3) 
 
 
 
 
5.2.2  Hand Orientation Identification  
 
Recognition of hand orientation is based on the use of the InterSense position and 
orientation data as well as the hand rotation data provided by ShapeHand data glove in its 
local coordinate system, where the origin is fixed at the bottom of the palm in the middle 
of the wrist (see Fig. 3-6). Two local hand planes are used to classify hand orientation in 
terms of parallel to the floor or wall plane, pointing in one of the 8 principal directions in 
each plane, and palm facing one of the 3 directions. One is the palm plane and the other is 
the wrist cross-section plane (see Fig. 5-9). Based on local ShapeHand coordinate system, 
the former is defined by three non-collinear points with the first point located at the centre 
of the palm bottom with the coordinates given by Pp1 = (0, 0, d/2), where d denotes the 
thickness of the palm; the second point located at the centre of the palm with the 
coordinates given by Pp2 = (0, l/2, d/2), where l denotes the palm length; and the third 
point located at the bottom and side of the palm with the coordinates given by Pp3=(w/2, 
0, d/2), where w denotes the wrist width. Similarly, the latter is defined by three 
non-collinear points with the coordinates given by Pb1 = (0, 0, 0), Pb2 = Pp1, and 
Pb3=Pp3. 
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Figure 5-9. Palm plane and wrist cross-section for determination of hand orientation. 
    
   With the ShapeHand data glove providing the hand rotation data with respect to the 
ShapeHand local origin as well as the InterSense wrist trackers providing the position and 
orientation of each wrist with respect to the InterSense origin, the world coordinates of 
these two sets of local coordinates in the palm plane and the wrist cross-section can be 
obtained through the geometrical transformation matrix that describes the relationship 
between the coordinate systems by using equation (3.3). For example, the world 
coordinate of Pb1 is given by 
        1w Pb = S
HISwI TTT →→                (5.4) 
where IST → , and WIT →  are given by equations (3.4) and (3.2), and HT  is given by 
     


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T rH           (5.5) 
where c and s denoting cos and sin functions with
 
the subscripts α, β and γ denoting the 
hand rotation angles provided by the ShapeHand data glove. 
 
 
   Based on the world coordinates of the non-collinear points selected in the palm and 
cross-section planes computed using the above equations, two corresponding plane 
equations can be determined by using equation (4.7), whereby their normal vectors in the 
 xW 
zW 
yW 
non-collinear points 
on cross-section 
non-collinear points 
on palm plane 
Pb3 
Pp2 
Pp1 
Pp3 
Pb1 
Pb2 
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world coordinate system can be obtained. Let the plane equation of the wrist cross-section 
in the world coordinate system be expressed as Ac(x-xc)+Bc(y-yc)+Cc(z-zc)=0, where pc = 
(xc, yc, zc) is a point on the cross-section plane expressed in the world coordinate system, 
the non-zero normal vector of the cross-section plane is given by ),,( cccc CBAn =
→ . 
Classification of the hand in the wall or floor plane is based on the angle between the 
normal vector of the wrist cross-section and the floor plane with the angle threshold set to 
30o. With the three parameters of a normal vector having the relationships of Ac2 +Bc2 
+Cc2 = 1 in 3D, this threshold condition corresponds to Ac/Cc = tan30o and results in Bc = 
0.25. In other words, the hand will be recognised as being placed in the wall plane if Bc ≥ 
0.25, and in the floor plane otherwise. 
 
 
   Furthermore, for classification of the hand pointing direction, the floor and wall planes 
are partitioned using 45o angular sectors centred at eight principal directions as shown in 
Fig. 5-6B. With the normal vector of the wrist cross-section denoted by 
cn
→ , the hand 
pointing direction in each plane is determined by finding at which angular sector 
cn
→  
points. 
 
 
   For the hand appeared in the wall plane, it is classified based on the following two 
possible cases: (i) Ac = 0 and Bc ≠ 0; and (ii) Ac ≠ 0 and Bc ≠ 0. For the first case, the hand 
pointing direction is classified as pointing up if Bc > 0, and pointing down if Bc < 0. For 
the second case, the hand orientation angle is computed using 
    tan𝑛𝑐 = 𝐵𝑐/𝐴𝑐              (5.6) 
While the sign of the result produced by equation (5.6) is used to identify the hand in the 
upper half (if it is positive) or lower half (if it is negative) of the wall plane, and the 
magnitude value is used to define the particular angular sector in the upper or lower half 
of the wall plane the hand points, according to the pre-computed limits of the tangent 
values for each angular sector as shown in Fig. 5-6B. 
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   For the hand appeared in the floor plane, it is classified based on the following three 
possible cases: (i) Ac = 0 and Cc ≠ 0; (ii) Ac ≠ 0 and Cc = 0; and (iii) Ac ≠ 0 and Cc ≠ 0. For 
the first case, the hand pointing direction is classified as pointing backward if Cc > 0 and 
forward if Cc < 0. For the second case, the hand pointing direction is classified as pointing 
right if Ac > 0 and left if Ac < 0. For the third case, the hand pointing direction is computed 
using 
   tan𝑛𝑐 = 𝐶𝐶/𝐴𝑐    (5.7) 
While the sign of the result produced by equation (5.7) is used to identify the hand in the 
back half (if it is positive) or front half (if it is negative) of the floor plane, and the 
magnitude value is used to define the particular angular sector in the front or back half of 
the floor plane the hand points, according to the pre-computed limits of tangent values for 
each angular sector as shown in Fig. 5-6B. 
 
 
   Similarly, let the hand palm plane equation be expressed as 
Ap(x-xp)+Bp(y-yp)+Cp(z-zp)=0, where pp = (xp, yp, zp) is a point on the palm plane 
expressed in the world coordinate system, the nonzero normal vector of the palm plane is 
given by ),,( pppp CBAn =
→
. Classification of palm facing directions is based on the Cp 
parameter value for the wall plane and Bp parameter value for the floor plane. For the 
former, the values of Cp between -1 and -0.33 are set to correspond to back facing; 
between -0.33 and 0.33 for side facing; and between 0.33 and 1 for palm facing. Same 
threshold settings are used for the values of Bp to determine the palm facing direction in 
the floor plane. 
 
 
 
 
5.2.3  Recognition Performance Evaluation  
 
To evaluate the hand gesture recognition method developed for DSW, tests were 
conducted by the user wearing a pair of data gloves to provide the hand finger joint data 
and a pair of InterSense wrist trackers to provide the hand position and orientation data in 
3D. To provide a visual feedback to the user making hand gestures with different postures 
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and orientations, a stereoscopic screen is used to display the 3D hand models with the 
corresponding gestures as well as the corresponding SW hand gesture symbols.  
 
 
   For hand posture recognition evaluation, some representative postures have been 
selected, which cover various combinations of different finger bending and abduction 
possibilities, namely, ‘pointing’, ‘half-pointing’, ‘close’, ‘close-two’, ‘open-two’, 
‘homing’, ‘homing-claw’, ‘open-claw’ and ‘open’, as shown in Fig. 5-10. Based on 
equation (5.1), a look-up table for the joint angles states of these hand postures has been 
constructed (see Table 5-1), where the number x corresponds to the state of ‘don’t care’.  
 
                   
        (a)      (b)      (c)       (d) 
                
    (e)      (f)       (g)      (h)        (i) 
  Figure 5-10. Hand postures and SW symbols of: (a) ‘pointing’, (b) ‘half-pointing’, (c) 
‘close’, (d) ‘close-two’, (e) ‘open-two’, (f) ‘homing’, (g) ‘homing-claw’ (h) ‘open-claw’’, 
and (i) ‘open’ (modified from [250]). 
 
Table 5-1: Look-up table for joint angles states 
 
 𝐩𝐈𝟏 𝐩𝐈𝟐 𝐩𝐈𝟑 𝐩𝐌𝟏 𝐩𝐌𝟐 𝐩𝐌𝟑 𝐩𝐑𝟏 𝐩𝐑𝟐 𝐩𝐑𝟑 𝐩𝐒𝟏 𝐩𝐒𝟐 𝐩𝐒𝟑 𝐘𝐈𝐌 𝐘𝐌𝐑 𝐘𝐑𝐒 
point 1 1 1 0 0 0 0 0 0 0 0 0 x x x 
Half 
-point 
12 12 12 0 0 0 0 0 0 0 0 0 x x x 
close 0 0 0 0 0 0 0 0 0 0 0 0 x x x 
Close 
-two 1 1 1 1 1 1 
1
2
,0 0 x 1
2
,0 0 x 0 x x 
Open 
-two 1 1 1 1 1 1 
1
2
,0 0 x 1
2
,0 0 x x x x 
homing 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 
homing 
-claw 1 
12 12 1 12 12 1 12 12 1 12 12 0 0 0 
open 
-claw 1 
12 12 1 12 12 1 12 12 1 12 12 1 1 1 
Open 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
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   Fig. 5-11 shows the results obtained, where the system is seen to simultaneously 
display the virtual hand model corresponding to the gesture made by the user and the 
correct SW symbols in a small symbol display box.  
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Figure 5-11. Right hand making postures of: (a) ‘pointing’, (b) ‘half-pointing’, (c) 
‘close’, (d) ‘close-two’, (e) ‘open-two’, (f) ‘homing’, (g) ‘homing-claw’ (h) ‘open-claw’’, 
and (i) ‘open’. 
 
   For hand orientation recognition evaluation, tests were conducted for hands placed at 
eight directions in both wall and floor planes with three palm facing directions. The 
results show that the system is able to identify the hand placing plane to be the floor plane 
if the hand is level and parallel to the floor, and the wall plane if the hand is tilted and at a 
sufficiently large angle with respect to the floor plane. Also, the system is able to identify 
the hand orientation at eight directions in each plane, where at each hand pointing 
direction the hand orientation can be further identified as one of the three palm facing 
directions. Some representative examples are shown in Fig. 5-12. While Figs. 5-12(a-e) 
show the hand being placed parallel to the floor plane at the directions of forward-left, 
forward, forward-right, right and left-backward, Figs. 5-12(f-h) demonstrate front, side 
and back palm facing directions for the forward-right hand direction, and Figs. 5-12(j-k) 
show the hands being placed at the up-right direction in the wall plane with front, side and 
back palm facing directions. 
 
 
(a) (b) (c) (d) 
(e) (f) (g) (i) (h) 
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Figure 5-12. Examples for hand orientation recognition. 
 
 
 
 
5.3  HAND MOVEMENT RECOGNITION FOR DIRECT SIGN  
 WRITING 
 
5.3.1  Hand Movement Recognition 
 
According to the SW lesson textbook, SW could transcribe four groups of hand 
movements for dynamic hand gestures, namely, straight movement, curved movement, 
axial movement and circular movement [255]. Since each group of hand movements has 
a maximum of 43 basic symbols and each basic symbol has a maximum of 96 variations 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) 
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(up to 6 different fills and 16 rotations), it results in a large dictionary that contains 16,512 
valid hand movement symbols. As a first step to achieve the full hand movement 
recognition for DSW, the useful hand movements selected for recognition include straight 
movements on both wall/floor planes, curved movements on both wall/floor planes, and 
repeated movements.  
 
 
   As shown in Fig. 5-13, unfilled/filled arrow heads are used to indicate left/right hands, 
double-stem/single-stem arrows are used to indicate movements parallel to the wall/floor 
planes, and arrow orientations are used to indicate movement directions on either plane 
(with hand movements in each plane divided into eight principal directions). Also, arrows 
can be straight/curved to indicate movement paths, and duplicated/tripled for repeated 
movements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-13. SW hand movement symbols showing (a) hand movements by left/right 
hand; (b) upward hand movement in wall plane; (c) forward hand movement in floor 
plane; (d) wall plane hand movement directions; (e) floor plane hand movement 
directions; (f) forward anti-clockwise movement by left hand in floor plane; (g) upward 
clockwise movement by right hand in wall plane; (h) duplicated left movement by left 
hand in wall plane; (i) duplicated right clockwise hand movement by right hand in floor 
plane; (j) tripled up-left movement by left hand in wall plane. 
 
   For hand movement recognition, the sequence starts with identification of repeated 
movements. This is then followed by identification of movement planes, movement 
directions, path linearity, and clockwise/anti-clockwise movements, respectively. 
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5.3.2  Identification of Repeated Movements  
 
Fig. 5-14 illustrates a repetitive hand movement, where each non-repeating movement 
starts around its initial point and ends around its vanishing point. Identification of 
repeated hand movements is based on the change of the hand movement speed as well as 
the relative hand moving radius in a specified time interval. Let the starting hand position, 
defined by the starting hand gesture, be denoted by pi = [xi, yi, zi]; and let the length of the 
acquired hand motion data for one sign, defined by the ending hand gesture, be denoted 
by L. If pn = [xn, yn, zn] denotes a hand position along the hand motion trajectory made by 
the signer with n < L, then the distance between pi and pn is given by 
 222 )()()(),( ninini zzyyxxppdist in −+−+−=            (5.8)
 
   
 
   Let pn-1, pn-2, and pn-3 denote the three articulated hand positions before the nth hand 
position along the hand motion trajectory. By computing dist(pn-1, pn-3), the average hand 
motion speed vn at the nth hand position is given by.  
                      𝑣
𝑛= 𝑑𝑖𝑠𝑡(𝑝𝑛−1,𝑝𝑛−3)
2
                 (5.9) 
    
 
   Similarly, the average hand motion speed vn+m for the mth hand motion data after the nth 
hand position data can also be computed, thereby enabling the determination of change in 
hand movement speed based on their difference. 
 
Figure 5-14. Right-up diagonal curving and repeating movement. 
 
1st vanishing point 1
st non-repeating  
2nd non-repeating  
2nd initial point Start point/ 
1st initial point pi 
2nd vanishing point 
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Furthermore, the relative hand moving radius over a specified time is obtained as the 
maximum moving distance within a number of subsequent articulated hand position data 
with respect to the nth hand position. For example, the relative moving radius of the next 
mth hand data is given by max(dist(pn, pn+x)) with x (1,m).   
 
 
   In the implementation, pn will be identified as the first vanishing position reached by 
the hand (see Fig. 5-14), if vn+m is less than vn and if the relative hand moving radius given 
by max(dist (pn, pn+x)) is less than a specified threshold. While the first condition 
corresponds the hand speed that slows down when the hand reaches the end point of each 
non-repeating hand movement segment, the second condition is to avoid false recognition 
caused by other movements with a similar speed pattern, such as a hand movement 
starting with a fast speed and slowing down in the middle of the movement trajectory.  
 
 
   Upon the detection of the first vanish position, a check is made to see if n = L − 1. If so, 
then it indicates that the ending gesture position has been reached and the hand movement 
is identified as a non-repeating movement. If it is not the case, subsequent hand position 
data are processed based on their distances to pi to detect the second starting position for 
the repeated movement. If dist(pi, pn) is less than both dist(pi, pn-1) and dist(pi, pn+1) by the 
specified threshold value after encountering the first vanishing hand position, then pn is 
identified as the second starting position for the repeated movement. The search of the 
second vanishing position is then repeated, and the whole process could be repeated for 
the third time in order to reach the ending hand gesture with n = L − 1 (see Fig. 5-14). 
 
 
 
 
5.3.3   Identification of Movement Planes 
 
For two-plane movement classification, hand movements can be interpreted as parallel to 
either the floor plane or wall plane (see Fig. 5-15). This is achieved based on the angle 
made by the movement direction vector of each hand position along the hand motion 
trajectory with respect to the floor plane. As shown in Fig. 5-16, using the Cartesian 
world coordinate system as defined in Section 3.6.2, with the x-z plane forming the floor 
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plane, x-y plane forming the wall plane, and centered at the starting hand position denoted 
by pi, if pn denotes a hand position along the hand motion trajectory, then the absolute 
angle made by it with respect to the floor plane is given by  
            22
1
)()(
)(
tan
inin
in
n
zzxx
yy
−+−
−
= −α
                      (5.10) 
   Since the angle of the hand movement direction vector with respect to the floor plane 
should be less than 45o for the floor plane movement, the hand movement is identified as 
parallel to the floor plane if all angle values computed for each hand position along the 
hand motion trajectory are less than 45o with respect to the floor plane, and parallel to the 
wall plane otherwise. 
 
 
Figure 5-15. Wall/floor plane movements (modified from [250]). 
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Figure 5-16. Movement direction vector for the determination of movement plane. 
 
 
 
 
5.3.4   Identification of Movement Directions 
 
For eight-direction movement classification, hand movements can be described as 
left/right horizontal movements, up/down vertical movements, or left/right up/down 
diagonal movements parallel to either the wall or floor plane as shown in Fig. 5-15. This 
is achieved based on the angle made by the farthest hand position with respect to the 
x-axis in the movement plane identified. As shown in Fig. 5-17, if pv denotes the farthest 
hand position detected, then the sine and cosine of its angle denoted by β in the wall plane 
are given by 
                 2)(2)(/)(sin iyvyixvxiyvy −+−−=β              (5.11) 
                 2)(2)(/)(cos iyvyixvxixvx −+−−=β              (5.12) 
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Pi 
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-Sin/-Sin
+Cos/-Cos
Pi
Pv
β
y/-z
x
Up 
vertical
Right 
horizontal
down 
vertical
Left
horizontal
+Sin/-Sin
+Cos/+Cos
+Sin/+Sin
-Cos/+Cos
-Sin/+Sin
-Cos/-Cos
Wall/Floor
 
Figure 5-17. Movement directions in wall/floor plane. 
 
   To determine the angular value of β, the signs of sinβ and cosβ are used to find the 
quadrant in which β lies, since, for the wall plane, sinβ is positive for β in the left hand 
side and cosβ is positive for β  in the top half, and for the floor plane sinβ is positive for β 
in the bottom half and cosβ is positive for β  in the right hand side (see Fig. 5-17). 
Moreover, with each movement plane partitioned using 45º angular sectors centered at 
eight principal directions as shown in Fig. 5-12, the final movement direction is 
determined by finding the angular sector in which β lies based on the corresponding 
limits of sinβ values pre-computed for each angular sector.    
 
 
 
 
5.3.5  Identification of Path Linearity 
 
Hand motion paths in SW can be straight (linear) or curved (non-linear). The 
identification of path linearity is based on the maximum deviation distance and the 
corresponding deflection angles with respect to the straight line movement from the 
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starting hand position to the farthest hand position. To explain the algorithm implemented, 
the hand motion path illustrated in Fig. 5-18 is used as an example, where the movement 
can be interpreted as a clockwise curved one in parallel to the wall plane. Let (xi, yi) and 
(xv, yv) be the coordinates of the starting and farthest hand positions denoted by pi and pv 
in the wall plane. The straight movement from (xi, yi) to (xv, yv) is described by a line 
equation with its slope and the y-intercept given by 
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   For a hand position denoted by (xn, yn) on the curved path from (xi, yi) to (xv, yv), the 
shortest distance with respect to the straight line is given by 
12 +
+−
=
k
cykxd nnn                     (5.15) 
   Using equation (5.15) to compute the distance from each point on the curved path to 
the straight line between (xi, yi) and (xv, yv), the maximum deviation point can be 
identified and used to compute the maximum deviation distance, denoted by ds, and its 
deflection angles, denoted by α and γ, in Fig. 5-18. If the maximum deviation distance, ds, 
is less than a threshold which is set as 10 cm by the rule of thumb, as well as its two 
deflection angles, α and γ, are both less than a threshold which is set to 22.5º, the motion 
path is identified as a straight one (linear). Otherwise, it is identified as a curved one 
(non-linear). 
 
 
In the implementation, with the three vertices, the starting and ending position of the 
movement as well as the maximum deviation point, forming a triangle shape, the 
computation of its interior angle α at the movement starting position is done by using  
             𝜕 =  ∅𝑑 −  𝛽             (5.16) 
where angle β and the maximum deflection angle θd with respect to the horizontal axis is 
given by equations (5.11) and equation (5.12). 
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Figure 5-18. Path linearity identification example. 
 
 
Let L denotes the straight line between the starting and ending points of the hand 
movement, let L1 denote the length from the starting point to the point with the maximum 
deflection along L, and let L2 denote the length from the point with the maximum 
deflection along L to the ending point (see Fig. 5-18). L1 can be computed through 
equation (5.17), and the length of L2 can be obtained by L-L1, where L can be computed 
through equation (5.18). These will enable the other deflection angle denoted by γ at the 
movement ending position to be obtained from equation (5.19). 
                              𝐿1 = 𝑑𝑠tan 𝜕                  (5.17) 
                             𝐿 =  𝐿1 + 𝐿2 =  sin𝛽𝑝𝑣.𝑦            (5.18) 
                           𝛾 = tan−1 �𝑑𝑠
𝐿2
�            (5.19) 
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In addition, the deflection angle α, which is the difference between θd and β is also 
used to determine clockwise/anti-clockwise movement, since a clockwise movement in 
the left half or an anti-clockwise movement in the right half of the movement plane will 
result in sinθd greater than sinβ, whereas a clockwise movement in the top half or an 
anti-clockwise movement in the bottom half of the movement plane will result in cosθd 
greater than cosβ. Furthermore, in order to avoid the ambiguity problem caused by those 
curved movements near the horizontal axis to result in the same cosine value being 
produced and near the vertical axis to result in the same sine values being produced, the 
difference of sine values are used for β lying in the angular sector from 292.5o to 67.5º 
and from 112.5º to 247.5º and the difference of cosine values are used for β lying in the 
angular sectors from 67.5º to 112.5º and from 247.5º to 292.5º to determine 
clockwise/anti-clockwise movements, as shown in Fig. 5-18. 
 
 
 
 
5.3.6 Recognition Performance Evaluation 
 
To evaluate the hand movement recognition method developed for DSW, the hand 
movement data were captured by using the InterSense wrist trackers at a rate of 50 Hz, 
and various hand movements were performed with different combinations of movement 
planes and directions as well as repeated movement, trajectory curved and 
clockwise/anti-clockwise movement. To provide a visual feedback to the user making 
hand movements, a stereoscopic screen is used to display not only the 3D hand model 
with the movement but also the corresponding SW movement symbols along the 
direction of movement in the eight direction boxes. Some representative examples to 
demonstrate the hand movement recognition capabilities are shown in Figs. 5-19 to 5-25, 
where the first and second columns show the 3D movement trajectories made by the left 
and right hands, respectively, and the third column shows the visual feedback, where the 
centre box displays the SW symbol of the starting gesture and the surrounding eight 
direction boxes displays the corresponding SW symbols generated based on the hand 
movement direction. These examples include separate left and right diagonal forward 
movements by the left and right hands in the floor plane (Fig. 5-19); the left hand 
performing a diagonal backward movement in the left side of the floor plane with the 
right hand performing a diagonal up movement in the right side of the wall plane (Fig. 
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5-20); the left and right hands performing separate clockwise parabolic movements in the 
left and right sides of the floor plane along the horizontal direction (Fig. 5-21); the left 
hand performing a diagonal backward clockwise parabolic movement in the left side of 
the floor plane with the right hand performing a horizontal clockwise movement in the 
right side of the wall plane (Fig. 5-22); duplicated horizontal outward movements 
performed by both the left and right hands in the left and right sides of the wall plane (Fig. 
5-23); the left and right hands performing the same movement which is an anticlockwise 
parabolic movement repeated twice along the horizontal direction in the left side of the 
wall plane (Fig. 5-24); and triplicated movements with the left hand performing repeated 
horizontal outward movements in the left side of the wall plane and the right hand 
performing repeated diagonal forward movements in the right side of the floor plane (Fig. 
5-25).  
 
     
Figure 5-19. Left and right diagonal forward movements in floor plane.   
     
Figure 5-20. Left-back and right- up diagonal movements in floor and wall planes. 
           
Figure 5-21. Left and right horizontal clockwise parabolic movements in floor plane.  
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Figure 5-22. Left-back diagonal and right horizontal clockwise parabolic movements in 
floor and wall planes. 
 
           
Figure 5-23. Left and right duplicated movements in wall plane. 
 
        
Figure 5-24. Synchronous parabolic anti-clockwise movements in floor plane. 
 
   
Figure 5-25. Triplicated left and right-up movements in wall and floor planes. 
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5.4  VISUAL INTERFACE FOR DIRECT SIGN WRITING  
 
5.4.1  Visual Interface Design 
 
To provide an effective visual feedback of the motion and recognition results of the hand 
gestures, a stereoscopic DSW interface has been developed to produce a stereoscopic 
view of the hand motions made in 3D and to generate the corresponding SW notations. 
There are three possible signing sequences for an ordinary sign language, namely: 
1) One-stage gesture sequence with a starting hand gesture followed and finished by 
holding the starting gesture still for a brief moment; or 
2) Two-stage gesture sequence with a starting hand gesture followed by the hand 
movement and finished by holding the hand still for a brief moment at the ending 
position; or 
3) Three-stage gesture sequence with a starting hand gesture followed by the hand 
movement and finished with a new ending gesture at the ending position. 
Since the maximum number of stages that a signing sequence may contain is three, a 
hierarchical sign-box consisting of a 5-by-5 lattice is constructed to enable three sets of 
symbols, corresponding to the hand starting gesture, hand movements and ending gesture 
made for each sign, to be displayed in a sequential manner from the innermost square to 
the outermost squares. This is illustrated in Fig. 5-26. Recognition of the starting hand 
gesture results in the corresponding symbols being displayed in the innermost yellow 
square; recognition of the subsequent movements by two hands results in their symbols 
being displayed in the sandwiched red squares along the movement directions; and 
recognition of the ending hand gesture results in the corresponding symbols being 
displayed in the outermost blue squares along the movement directions. For the 
implementation, the processing flowchart and the display sequence is shown in Fig. 5-27. 
 
 
   As the processing flow chart shown in Fig. 5-27, the state of the system ready to accept 
a new sign input is indicated to the signer by the green colour shown in the innermost 
square of the current sign-box. By continuously checking whether there is a hand gesture 
input, a valid hand gesture input will result in the green colour in the innermost square of 
the sign-box to be replaced by the corresponding SW hand gesture symbol, and a traffic 
light style indicator is activated at its neighbouring square on the right starting from red to 
indicate that it is ready to accept the following hand movement data input. If there is no 
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hand movement detected within 1 second, the red colour will be replaced by a yellow 
colour. If the hands continue to be still with no further movement, the yellow colour will 
disappear after 0.5 seconds and a green colour will show up in the innermost square of the 
next sign box indicating the end of the current signing sequence and the start of the next 
signing sequence. However, if it is not the case with the hand movements detected within 
1.5 seconds after the hand gesture input, checks will be made according to the other two 
possible signing sequences. For the case corresponding to the two-stage signing sequence 
with no ending gesture input, the traffic light style indicator is launched to give a 
count-down of the time the hands held still after their movements. It will go through the 
colour sequence of red for 1 second, yellow for 0.5 seconds and green in the next sign box 
with the recognised SW movement symbol displayed in the middle squares of the current 
sign box. For the case corresponding to the three-stage signing sequence, a valid new 
hand gesture input will be treated as the ending hand gesture, and a further check will be 
made to validate the obtained movement between the starting and ending gestures. If it is 
a valid movement, then the recognised SW movement symbol will be displayed in the 
middle squares in the current sign box, together with the ending SW hand gesture symbol 
displayed in the outermost squares along the movement directions as well as a green 
colour in the next sign box; if it is an invalid movement, no symbol will be displayed in 
the middle and outermost squares.  
 
 
 
Figure 5-26. Sign-box showing diagonal up movements by two hands in wall plane. 
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              Processing flow                                  Display 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-27. DSW interface processing flow and its display sequence.  
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5.4.2   Visual Interface Evaluation  
 
To evaluate the visual interface for DSW, three representative signing inputs have been 
made and evaluated according to the three possible signing sequences. 
 
 
   From the visual perspective, by wearing a pair of light-weight polarised glasses, a 
signer is able to see the graphic models of his/her two hands floating in space, their 
motions in real-time and in stereoscopic mode with depth impression from his/her view 
point, as well as the corresponding SW symbols displayed in the 5-by-5 sign-boxes. 
 
 
For the one-stage gesture input, the ASL gesture of ‘two’ was chosen and is shown in 
Fig. 5-28a. When the system was ready for input, a green was displayed in the innermost 
square of current sign-box (see Fig. 5-28b). Soon after the signer made the gesture of 
‘two’, the green was replaced by the SW symbol of ‘two’ and a red colour was displayed 
on the right side of the SW symbol of ‘two’, as shown in Fig.5-28c. With the signer 
holding the hand gesture still, the red colour turned to yellow after 1 second (see Fig. 
5-28d), and a green colour appeared in the innermost square in the next sign-box after 1.5 
second (see Fig. 5-28e). 
 
 
For the two-stage gesture input, the ASL gesture of ‘snow’ was chosen and is shown 
in Fig. 5-29a. Similarly, once the signer posed the ‘snow’ hand gesture, the hand symbol 
of ‘snow’ was displayed in the innermost square, and the square on its right turned red 
(see Fig. 5-29b). Subsequently, with both hands of the signer making falling-down 
movements followed by holding still at the ending position, the red colour turns to yellow 
in 1 second (see Fig. 5-29c), and after another 0.5 second, a green colour is displayed in 
the innermost square of next sign-box, with current sign-box displaying the starting hand 
gesture in the innermost square as well as the movement around its middle squares (see 
Fig. 5-29d). 
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Figure 5-28. Interface output for ASL gesture of ‘two’. 
 
Figure 5-29. Interface output for ASL gesture of ‘snow’. 
(a) (b) 
(c) 
(a) (b) (c) 
(d) (e) 
(d) 
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Finally, for the three-stage gesture input, the ASL gesture of ‘bright’ was chosen and 
is shown in Fig. 5-30a. With the signer making the starting gesture, the green colour in the 
innermost square was replaced by the SW hand symbol and a red colour was displayed in 
the right square next to it, as shown in Fig. 5-30b. After the following hand movement, 
the signer makes the ending hand gesture, and resulted in the red colour disappeared, the 
SW hand movement symbols being displayed in the two diagonal direction boxes above 
the innermost square, the SW ending hand gesture symbols being displayed in the two 
outer squares along the two diagonal direction, as well as a green colour displayed in the 
innermost square of the next sign-box (see Fig. 5-30c). 
 
 
 Figure 5-30. Interface output for ASL gesture of ‘bright’. 
 
 
 
 
 
5.5  SYSTEM EVALUATION AND RESULTS 
 
Since SW is more commonly used for ASL and still under development for BSL, 
evaluation of the developed system in terms of its usability and performance was 
conducted based on some selected ASL SW texts. A small section of ASL SW texts was 
selected for system demonstration from the first page of a children’s book, “Frosty the 
 (a) 
(b) (c) 
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Snowman’’, available from the SW website [256]. Its SW notations and corresponding 
texts are shown in Fig. 5-31, which contains various hand configurations with fingers 
open, half-open, close, abduction and adduction, as well as various hand movements with 
repeated movements, movements on wall/floor planes, movements on different directions, 
and linear/non-linear movements. Since the ‘children’ gesture is a special one containing 
multiple peaks in its movement, the implementation made for its recognition is shown in 
Appendix C.  
 
 
Figure 5-31. First page of the SW book ‘Frosty the Snowman’- text: ‘All night there was 
a lot of snow. The next morning was bright and sunny. The children came out and made 2 
large snowballs.’ (from [256]). 
 
   To implement the system interface in accordance with the page layout shown in Fig. 
5-31, a visual input page with 4-by-4 blocks of sign-boxes was created. Furthermore, to 
improve the system’s usability in terms of sign-box editing, the visual interface include a 
manipulation button, ‘Manip’, to enable symbol selection and movement, a new page 
button, ‘Next’, and a trash box for deleting SW symbols entered (see Fig. 5-34).   
 
 
   From the user’s perspective, it is required to wear a pair of wireless ShapeHand data 
gloves to provide hand gesture information, a pair of wireless InterSense tracking devices 
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on the wrists to provide hand orientation and movement information, and a wireless 
InterSense head tracker to provide the head position and orientation information. A large 
screen with two back projectors operating in passive circular polarisation mode is used to 
provide a stereoscopic display. By wearing a pair of light-weight polarised glasses, the 
user is able to see the graphic models of his/her two hands floating in space, their 
movements in real-time and in stereoscopic mode with depth impression from his/her 
viewpoint, as well as SW symbols displayed in the 4-by-4 sign-boxes according to the 
dynamic hand gestures made. Furthermore, the virtual trash box and two buttons are 
floating on the right hand side of the 4-by-4 sign-boxes (see Fig. 5-35).   
 
Figure 5-34. DSW visual interface. 
 
 
   In the input mode, the corresponding SW symbols will appear in the active 5-by-5 
sign-box from the innermost square to the outermost squares according to the dynamic 
hand gesture made, and follow the input order from left to right and from top to bottom. 
After signing one page, a virtual touch of the virtual ‘next’ button enables the system to 
load a new page for continuing signing. Also, a virtual touch of the virtual ‘manip’ button 
enables the user to delete any SW symbols entered by selecting and dragging them into 
the trash box. 
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Figure 5-35. User interacting with DSW system. 
 
 
   To access the system’s performance, accuracy tests were conducted. Three 
representative hand gestures were repeated ten times by a user according to the three 
signing sequences discussed in Section 5.4.1, namely, one-stage gesture ‘two’, two-stage 
gesture ‘snow’ and three-stage gesture ‘bright’. The screen-shots of the results are shown 
in Figs. 5-35 to 5-37, and the recognition rates are listed in Table 5-2. With the signing 
stages denoted by Sn, where n = 1, 2 or 3, and the number of hands involved in each stage 
denoted by Ln that can be 0, 1 or 2, the recognition rate, R, is defined as: 
 R = S1 + S2 +S3;  (5.23) 
where S1 = 
1
𝑛
; S2 = ∑
1
𝑛×𝐿2𝐿21 ; S2 = ∑ 1𝑛×𝐿3𝐿31 ;    (5.22) 
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Figure 5-36. Result for repeated gestures of ‘two’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-37. Result for repeated gestures of ‘snow’. 
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Figure 5-38. Result for repeated gestures of ‘bright’. 
 
 
Table 5-2: Accuracy test results for three representative hand gestures 
 
Gestures two snow bright 
Recognition Rate 100% 95% 88.3% 
  
 
   Tests have also been conducted by a user to make all the dynamic hand gestures to 
input the first page of the SW book, ‘Frosty the Snowman’, as well as repeating each 
gesture ten times to measure the error rates. Apart from the gestures of ‘two’, ‘snow’ and 
‘bright’, which have been shown previously, the screen-shots of the results are shown in 
Figs. 5-39 to 5-48, and the error rates are listed in Table 5-3. While the accuracy is 80% 
(Fig. 5-39) for continuous one page input from ‘Frosty the Snowman’, it varies between 
the lowest of 80 % for repeated input of ‘come-out’ (Fig. 5-38) to the four highest of 
100% for repeated inputs of ‘heavy’ (Fig. 5-40), ‘children’ (Fig. 5-44), ‘two’ (Fig. 5-46), 
and ‘ball’ (Fig. 5-48).  
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Table 5-3: Accuracy test results for DSW 
 
Gestures all gestures heavy snow all-night next-Morning bright 
Recognition 
Rate 80% 100% 95% 90% 90% 88.3% 
Gestures sunny children come-out two big ball 
Recognition 
Rate 98.3% 100% 80% 100% 92.5% 100% 
 
 
   From the results shown in Tables 5-2 and 5-3, the recognition accuracy is seen to 
decrease with the increase in the number of signing stages. The high recognition rate of 
100% for single stage gestures reflects the advantage of the system which does not 
requiring highly precise figure posture due to the three level representation of finger 
posture (open, half-bent and closed). The lower recognition rate of 80% for three-stage 
gestures is mainly caused by movement recognition errors due to relatively large hand 
movement variability associated with higher degrees of freedom. The relative low 
recognition accuracy related to the gesture of ‘all-night’ may be due to occasional 
occlusion of the InterSense wrist tracker. As the trackers are attached on the back of the 
wrists and the movement of ‘all-night’ performed by the right hand with the back of the 
wrist facing down, result in the signal transmission between the ultrasonic transmitter 
mounted on the ceiling and the tracker receiver is blocked by the wrist. Moreover, the 
fixed threshold setting used to segment repeating movements based on the vanish points 
may lead to the failures to recognise the repeating movements of the ‘next-morning’ 
gesture, since a threshold setting that is too high may result in a slow moving hand with its 
moving radius lower than the threshold (wrong vanish point being recognised), and a 
threshold setting that is too low may result in a movement jitter of a still hand with its 
moving radius higher than the threshold (vanish point not being recognised). 
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Figure 5-38. Results of continuous input of first page in ‘Frosty the Snowman’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-39. Result for repeated gestures of ‘heavy’. 
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Figure 5-40. Result for repeated gestures of ‘all-night’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-41. Result for repeated gestures of ‘next-morning’. 
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Figure 5-42. Result for repeated gestures of ‘sunny’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-43. Result for repeated gestures of ‘children’. 
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Figure 5-44. Result for repeated gestures of ‘come-out’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-45. Result for repeated gestures of ‘two’. 
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Figure 5-46. Result for repeated gestures of ‘big’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-47. Result for repeated gestures of ‘ball’. 
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   To compare the efficiency of the DSW system with the SignWriter keyboard and the 
hand writing methods, a test has been done by a user using these three different methods 
to input the first page of ‘Frosty the Snowman’ shown in Fig. 5-31. By recording the 
starting and ending time to complete the input, 4 minutes were recorded by using DSW 
system, 45 minutes by using the SignWriter keyboard, and 10 minutes by hand writing. It 
can be seen that the DSW is significantly quicker than the other two sign writing methods. 
Moreover, the user experience suggested that for the SignWriter and hand writing sign 
writing methods, the user needs to transcribe the sign gestures into SW symbols in his/her 
mind before typing or writing the symbol, which is not as direct as the DSW system. 
   
 
   Furthermore, to assess the system’s usability, two hearing-impaired sign language 
users, one has been using sign language more than 30 years and the other has been using 
sign language since he was born, have been invited to test and evaluate the system. One 
knew SW but does not use it often, and the other never heard about SW. The testing 
exercises include learning and testing of both the DSW system and the SignWriter 
keyboard. According to their feedback, the SignWriter keyboard is too complicated to 
learn and difficult to use, the DSW system barely requires learning and could be used 
directly. Also, compared to the SignWriter keyboard, the DSW system enables a high 
signing speed and is easier to use. For future system applications, they suggested that, by 
integrating the DSW system with the facial expression recognition techniques, it could be 
put to good use for the SW publishing industry and pre-school linguistic education. 
Moreover, it could also be applied for message based communication such as e-mail.     
 
 
 
 
 
5.6  CONCLUDING REMARKS 
 
This chapter reports the development and assessment of a basic but unique and effective 
DSW system based on the developed system platform discussed in the previous chapters. 
By using the ShapeHand data gloves to capture the hand posture data and the InterSense 
wrist tracking devices to capture the hand position and orientation data, together with the 
developed hand gesture and movement recognition algorithms, the system is able to 
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recognise the user’s dynamic hand gestures and transcribe them into SW symbols directly. 
In addition, by using a head tracking device and a large stereoscopic display as well as the 
developed DSW visual interface, the user is able to visualise the SW transcription results 
immersively and interact with them effortlessly. To demonstrate the system’s 
performance, evaluation tests have been conducted both systematically and holistically. 
For systematic evaluation, each system functional component has been tested and 
evaluated individually. For hand gesture recognition, the results showed that the system 
was able to recognise the finger configurations of open, half-bent, close, abduction and 
adduction, as well as eight hand orientations in both the wall and floor planes and three 
palm facing directions. For hand movement recognition, the results showed that the 
system was able to recognise the hand movements on different planes, directions as well 
as repeated movements, curved trajectory and clockwise/anti-clockwise movements. For 
the DSW visual interface, the results showed that the system was able to provide correct 
visual feedback according to the user’s input with different signing sequences. For 
holistic evaluation, the system is demonstrated to be able to recognise the user’s dynamic 
hand gestures based on a SW ASL demo page selected from a SW children’s book, as 
well as to display the corresponding SW symbols onto the screen with good accuracy.  
 
 
   The usability comparison study with other sign writing methods has also been 
conducted including two hearing-impaired users. From the users’ feedback, the DSW 
system was recognised as a quicker and easier method for sign writing. 
 
 
 
 
 
 
 
 
  
 
   
 
 
 
 
 
 
Chapter 6   
                                                                  
CONCLUSIONS AND RECOMMENDATIONS  
          FOR FUTURE WORKS
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6.1 INTRODUCTION 
 
Under the project title “Real-time human computer interaction based on tracking and 
recognition of dynamic hand gestures”, the research was carried out in three specific 
areas, namely, the design of a real-time dynamic hand gestures tracking and recognition 
HCI system, the construction of an immersive and interactive VR environment for object 
/data visualisation and manipulation, and the development of an application-oriented 
system based on DSW. The salient features of the work and the original contributions of 
the research in these three areas are highlighted in the following three sections of this 
final chapter, respectively. Further works in these three areas are also recommended. The 
research has produced two conference papers and one journal paper accepted (see 
Appendix A). 
 
  
 
 
 
6.2  REAL-TIME HCI SYSTEM BASED ON DYNAMIC     
 HAND GESTURES TRACKING AND RECOGNITION 
 
One original contribution of this research is the integration and development of a unique 
system for automatic tracking and recognition of dynamic hand gestures in real-time. The 
uniqueness lies in the combination of the ShapeHand data gloves to capture hand finger 
joint position and orientation, the InterSense tracking devices to provide hand wrist 
position and orientation, and a stereoscopic display to provide immersive visual feedback. 
Each sub-system has been investigated and been evaluated through performance tests 
(See Section 3.2.3, 3.3.3 and 3.4.3). Together with the developed algorithms, the 
integrated system is demonstrated to be able to track and recognise complex hand 
gestures and movements correctly in real-time through significant system performance 
testing (See Section 3.7). Particularly, the system is able to capture the hand gesture 
change at a speed of approximately 14 times per second and to capture the hand 
movement change with a latency of 94 ms.   
 
 
   Further research in this area includes accuracy improvement of the hand posture data 
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from the ShapeHand data gloves and hand position data from the InterSense tracking 
devices. While the former suffers from a gradual sensor tape slippage from the calibrated 
position at the start of the use, the latter suffers from position drifting away due to poor 
signal reception. Although these problems could be reduced by better hardware designs, 
such as a better-fitting glove to avoid sensor tape sliding and better signal coverage to 
reduce drifting, they could also be reduced by adopting more sophisticated tracking 
algorithms. For gradual slippage of ShapeHand sensor tape, the trend of the changes in 
finger joint angle data for the same gesture and the finger joint angle data responsible for 
incorrect symbols identified by the user during input could be used to adjust joint angle 
threshold settings, thereby achieving continuous calibration with self adaptation. For 
hand position drifting, the relatively accurate head position could be used as a reference to 
define the tracking volume of hand movements through a pre-calibration process based 
on the user arm lengths, thereby preventing the hand position from occurring outside the 
tracking volume. Since the system was developed with a focus on achieving good 
real-time system performance, further system development could be carried out to 
investigate the use of more sophisticated tracking methods presented in Chapter 2, such 
as using the Kalman filter for hand posture data tracking to avoid the false hand finger 
shape through using noise-contaminated sensory data and HMM network for dynamic 
hand gesture recognition, without significantly affecting speed performance.  
 
 
 
 
 
6.3  VIRTUAL OBJECT MANIPULATION   
 
As the first and a simple application of the real-time HCI system developed, a unique 
immersive and interactive environment was designed and implemented by the author for 
virtual object/data manipulation and visualisation based on hand gestures. Using 
stereoscopic display of virtual objects based on graphics and volume data, the 
environment is demonstrated to allow a user to select, translate, rotate, scale, release and 
visualise these virtual objects in 3D space by using natural hand gestures in real-time. 
Particularly, the system performance testing showed that the system is able to operate at a 
minimum of 54 frames per second when rendering the graphic cube and at a minimum of 
31 frames per second when rendering a real CT medical volume data, which 
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demonstrated its usability in real applications compared to other to other related works 
(see Section 4.4). 
 
 
   Many further works in this area are possible which include improvement of the realism 
and immersiveness of the scene by applying more sophisticated OpenGL rendering 
effects (such as lighting effects); improvement of the system rendering speed by adopting 
the advanced GPU (Graphic Processing Unit) with embedded rendering algorithms; and 
implementation of more manipulation methods (such as sculpting) and visualisation 
methods (such as volume slicing). All of these will enable the system to provide a highly 
realistic and application specific environment for various uses in a wide range of sectors 
(such as education, manufacturing, medical and entertainment). 
 
 
 
 
 
6.4 DIRECT SIGN WRITING    
 
As the second and more sophisticated application of the real-time HCI system developed, 
a novel prototype of DSW was designed and implemented by the author for hand gesture 
based sign input. To the best knowledge of the author, there is no any other direct sign 
writing system is available currently. 
 
 
   With the hand posture data gathered by the ShapeHand data gloves as well as the hand 
orientation and movement trajectories acquired by the InterSense wrist trackers, the DSW 
system is shown to be able to produce the corresponding SW symbols by recognising 
dynamic and complex hand gestures automatically. The DSW system includes a special 
visual interface to enable the user to see his/her hand movements as well as the SW 
symbols produced in each stage of the signing sequence. Various tests have been 
conducted to assess the accuracy and effectiveness of the system. Compared to other sign 
writing methods, the system has advantages in terms of learning and signing speed. 
Particularly, the system is seen by hearing-impaired users as forming a good basis for 
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applications in the SW publishing industry, linguistic education and message based 
commutation (see Section 5.5).   
 
 
   Although it is not the focus of this research, a novelty is also lying in the 
implementation of BSL fingerspelling recognition, which may propose another research 
direction. By computing the distance between the index fingertip on the right hand and 
the fingertips on the left hand in 3D space, the system is demonstrated to be able to 
recognise five vowel-letters and gives the user a immediate visual feedback once any of 
the letters has been recognized (See Appendix B).   
 
 
   The successful demonstration of the DSW system prototype and the complexity of 
sign writing lead to a range of possible future works to extend the recognition to more 
hand postures, hand orientations and hand movements. For the recognition of more hand 
postures, it needs to include thumbs which have more degrees of freedom compared to 
other four fingers and tackles the problem of lower robustness of its data due to poor 
sensor tape attachment. For the recognition of more hand orientations, it needs to include 
identification of the hands in the diagonal plane [250]. For the recognition of more hand 
movements, it needs to include extraction and classification of more trajectory features. 
Although all of these could be done, investigation needs to be carried out to minimise the 
increase in the computational costs for these developments without a significant loss of 
accuracy.  
  
 
   With the prototype system providing an excellent platform towards DSW, the ultimate 
goal is to combine it with facial expression recognition and body posture recognition 
methods to enable full human-computer-interaction based on all human gestures.
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Abstract 
 
Immersive visualisation is increasingly being 
used for comprehensive and rapid analysis of 
objects in 3D and object dynamic behaviour in 4D. 
Challenges are therefore presented to provide 
natural user interaction to enable effortless virtual 
object manipulation. Presented in this paper is the 
development and evaluation of a human-computer 
interaction system based on natural hand gestures. 
By employing a hybrid inertial and ultrasonic 
tracking system to provide the absolute positions 
and orientations of the user’s head and hands as 
well as a pair of high degrees-of-freedoms data 
glove to provide the relative positions and 
orientations of finger joints and tips in both hands, 
the proposed system is shown to be able to 
automatically track and recognise a number of 
simple hand gestures. The effectiveness and 
potential of the proposed system is demonstrated 
through the five basic object manipulation tasks 
involving selection, release, translation, rotation 
and scaling of a 3D virtual cube. 
 
 
1. Introduction 
 
Stereoscopic display [1] enables viewing of an 
object as an image in 3D with depth information 
and the object behaviour as an image sequence in 
4D with depth and time information. This is 
increasingly being used in comprehensive and 
rapid visualisation of complex data sets, such as 
3D CT (Computed Tomography) data and 4D 
dynamic MR (Magnetic Resonance) data in 
medical diagnosis and treatment planning [2-5]. A 
more immersive visualisation can be achieved by 
the use of a large wall display, as well as head 
tracking to allow the user to move around and to 
view from different perspectives based on the 
user’s head position and orientation. However, 
there is a challenge to provide an immersive 
interaction with the virtual object projected in 
stereoscopic mode without using indirect 
manipulation methods, such as keyboard based 
control, mouse based 3D widgets or hand-held 
input devices like wireless 3D wands. 
Direct manipulation based on tracking and 
recognition of hand gestures provides a more 
immersive interaction with virtual objects. A 
possible approach is based on the use of video 
camera [6], whereby the hand movements and 
gestures are recognised based on the dynamic 
hand shapes extracted from the video sequence. 
The difficulties associated with this approach 
include 
• self occlusion resulting in capture of partial 
hand gestures due to the restricted camera 
view angle; 
• incorrect image segmentation of hands due to 
different lighting and background conditions; 
and 
• high computation cost due to the 
requirements to track rapid hand motion and 
to handle high complexity of a hand with at 
least one degree of freedom (DOF) for each 
finger joint and 27 DOF for just one hand.   
These difficulties can be overcome by wearing a 
pair of data gloves with sensors to provide finger 
movement information at the expense of 
introducing a small inconvenience to the user [7]. 
The simplest type of data glove is based on contact, 
using conductive patches in the glove [8]. With the 
requirement of fingers touching each other to 
make electrical contact, the recognisable gestures 
are not necessary natural, and the number of 
identifiable gestures is limited. A more 
sophisticated data glove providing more finger 
movement information is based on flexure. It uses 
fibre-optic, mechanical, or piezoresistive sensors 
to measure the bending of each finger. For the 
work described in this paper, the hand gesture 
recognition is based on a high DOF data glove, 
called ShapeHand from Measurand [9-10]. It can 
be considered as one of the most sophisticated data 
gloves, which uses fibre-optic sensors to provide 
all finger joint movement information, 27 DOF for 
each hand. 
As the first step to achieve dynamic hand 
gesture tracking and recognition, presented in this 
paper is a small scale system implemented for 
demonstration and evaluation of real-time 
immersive virtual object manipulation.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The system integrates three elements to 
achieve immersion: 
• a wireless hybrid inertial and ultrasonic 
tracking system [11-12] to provide the 3D 
positions and 3D orientations of the user 
head and two hands; 
• a pair of wireless high DOF data glove [9] 
to provide all the finger joint movement 
information; and 
• a large screen with two stereoscopic back 
projections to show the virtual object being 
manipulated and to provide a visual 
feedback of two hands with respect to the 
virtual object in 3D.     
 
2. System development 
 
This section presents hardware and software 
aspects associated with system development in 
terms of integration.   
 
2.1. Hardware integration 
 
The demonstration system developed for 
real-time immersive object manipulation is 
illustrated in Figure 1 in a block diagram form. 
Driven by a desktop computer, the system is an 
integration of three subsystems for gesture data 
acquisition, position data acquisition, and 
stereoscopic display.  
For gesture data acquisition from hands, a pair 
of wireless ShapeHand data glove from 
Measurand is used. This data glove is based on 
flexible tapes embedded with multiple fibre optic 
curvature sensors arranged to sense bend and 
twist along the length of each tape. By attaching 
the tapes to run along each finger with one end at 
the finger tip and the other end fed to a small data 
acquisition box at wrist, the gesture movements 
of fingers introduce deformation of the tapes. 
Also, the bend and twist measured at each sensor 
location with respect to the wrist end of the tape 
enables relative positions and orientations of 
each finger joint to be determined. As shown in 
Figure 1, via the ShapeHand Data Concentrator, 
the collected hand gesture data are transmitted to 
a wireless receiver/router connected to the 
Ethernet port of the computer. 
Since absolute hand position and orientation 
data in 3D space are not provided by ShapeHand 
data glove, an IS-900 wireless tracking system 
from InterSense [11] is used to provide the 
required hand position data. The system is also 
used to provide the head position and orientation 
data in order to generate correct view. The 
operation of the system is based on a 
combination of inertial tracking and ultrasonic 
tracking. Whilst the outputs from the inertial 
sensors, consisting of accelerometers and gyros, 
are used to determine the position and orientation 
of each sensor in 3D space, the range 
measurements based on time-of-flight between 
ultrasonic emitters and receivers are used to 
correct the drifting effect inherent with the 
inertial sensors. As shown in Figure 1, IS-900 
SoniStrips containing ultrasonic emitters are 
mounted on ceiling, which transmit ultrasonic 
pulses upon receiving addressed signals from the 
IS-900 processor connected to the serial port of 
the computer. Three MiniTrax tracking devices 
containing inertial sensors and ultrasonic 
receivers are used with two attached to the user 
wrists and one attached to the user head. Each 
MiniTrax tracking device performs 
time-of-flight range measurement based on the 
ultrasonic pulses received, and transmit its 
position and orientation data to the 
corresponding MiniTrax receiver connected to 
the IS-900. 
For stereoscopic display, the demonstration 
system uses one large screen with size of 2.74m 
x 2.06m (shown as the middle screen in Figure 1), 
and two back projectors operating in passive 
circular polarisation mode are connected to the 
computer through two dual DVI graphics card 
output ports. 3D objects with depth effect are 
seen by the user wearing a pair of light-weight 
polarised glasses.  
The computer used in the demonstration 
 
Stereoscopic 
 
Figure 1.  System hardware block diagram 
 
  
system runs on Microsoft Windows XP, and is 
based on an Intel Xeon 3.06GHz CPU with 2 GB 
RAM and NVIDIA Quadro FX 3000 Graphics 
Card with 256MB memory.   
 
2.2. Software implementation 
 
The system software is implemented as a 
Windows XP based application using C++. To 
minimise development time, the software utilises 
the Microsoft Foundation Classes (MFC) to 
build the user interface and control units. A 
modified version of the standard Document 
View Model has been implemented to allow the 
input data to update the document object 
(containing the current user head and hand 
position as well as gesture data), and the output 
display to be treated as an individual "view" of 
the document object. Furthermore, the software 
is implemented following a multi-thread 
approach to minimise response time for 
interactive object manipulation. There are five 
parallel program threads with two of them 
performing hand gesture data acquisition and 
extraction from ShapeHand, and the other three 
performing position data acquisition from 
InterSense, gesture recognition, and stereoscopic 
display, respectively. 
The two program threads for hand gesture 
data acquisition and extraction are implemented 
based on the ShapeHand API (Application 
Programming Interface). With steps including 
initiation of data collection, receiving data and 
checking received data, the program thread for 
data acquisition obtains raw data from a pair of 
wireless ShapeHand data glove via the Ethernet 
port of the computer. Using the raw data 
obtained, the required positions and orientations 
of a finger joint are determined in the program 
thread for data extraction.  
The program thread of position data 
acquisition is implemented based on the 
InterSense API. It performs the data acquisition 
from the three MiniTrax tracking devices 
attached to the head and two wrists of the user 
via the serial port of the computer to provide 
their position and orientation data. Steps in this 
thread include data collection and data updating 
if the incoming data are found to be different 
from the previously received data. 
The program thread of gesture recognition is 
based on the algorithm presented in the next 
section. Essentially, it involves data merging 
through coordinate transformations, as well as 
tracking and recognising a number of 
pre-specified hand gestures for manipulation of 
the displayed virtual object.  
The program thread of stereoscopic display is 
implemented based on OpenGL to provide 3D 
visual feedback to the user. This is done by 
generating two views of the virtual object and 
two hands. As viewing through polarisation 
glasses results in each eye seeing only the view 
generated for it, it creates visual immersion with 
depth impression. Steps in this program thread 
include the use of the head position data acquired 
to specify the viewing position and direction of 
the left and right eyes, configuration of the 
viewing frustum for each eye, and stereo 
rendering to draw the left and right images of the 
3D object and hand models by perspective 
projection. 
These five program threads are executed 
simultaneously by the computer with each thread 
assigned a slice of its CPU (Central Processing 
Unit) time. The scheduling of the threads is done 
in a round-robin manner with all threads having 
the same priority. In execution of the program 
thread of position data acquisition during its 
allocated time slice, no change in the received 
data will result in early switching to the next 
program thread. 
 
3. Hand tracking and gesture 
recognition  
 
This section focuses on two data processing 
operations, namely, coordinate transformation to 
fuse multiple position and orientation data sets 
acquired using different referencing systems, and 
the dynamic gesture tracking and recognition 
method for immersive object manipulation.  
 
3.1. Data integration via coordinate 
transformation 
 
With different equipment using different 
coordinate systems for data acquisition, 
processing and display, coordinate 
transformations are required to bring different 
data sets into a common coordinate system. 
 
Figure 2 illustrates the spatial relationships 
between different coordinate systems. The world 
coordinate system is defined to have the same 
orientation as the stereoscopic display. With the 
x-axis (denoted by Xw) pointing towards right, 
the y-axis (denoted by Yw) pointing upwards, 
and the z-axis (denoted by Zw) pointing towards 
the viewer, this forms a right-handed coordinate 
system with a positive rotation about the axis in 
the anticlockwise direction. Furthermore, the 
origin of the world coordinate system (denoted 
by Ow) is located at the middle of the screen 
along the x-axis (1.37m away from the screen 
right edge), 1m above the floor along the y-axis, 
and 1.9m in front of the screen along the z-axis. 
For the InterSense system with its coordinate 
axes denoted by (XI, YI, ZI), the position data 
acquired for head and wrists are calibrated with 
respect to its origin denoted by OI at (−1.8m, 
1.5m, 0) in the world coordinate system as shown 
in Figure 2. Furthermore, two rotation operations 
are required to align the orientations of the 
InterSense coordinate system with the 
  
orientations of the world coordinate system, 
namely, rotation of −90º about the InterSense 
y-axis to make the new InterSense x-axis parallel 
to the world coordinate x-axis, and rotation of 
90º about the new InterSense x-axis to make the 
new InterSense y and z axes parallel to the world 
coordinate systems. If i = [xi, yi, zi, 1]′ denotes the 
homogeneous coordinates of a position in the 
InterSense coordinate system, then its 
corresponding homogeneous coordinates in the 
specified world coordinate system denoted by 
iw = [xiw, yiw, ziw, 1]′ are given by: 
            (1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  Coordinate systems 
 
where T I→W is the matrix for geometric 
transformation from the InterSense coordinate 
system to the world coordinate system. Based on 
the geometric relationship between the two 
coordinate systems described above, T I→W is 
given by  
    
(2) 
For the ShapeHand system, the position data 
of each finger joint are acquired using the local 
tape coordinate system.  When the hand is fully 
open as shown in Figure 2, the x-axis (denoted 
by XS) runs along the length of the narrow flat 
tape (along each finger towards the finger tip), 
the y-axis (denoted by YS) is perpendicular to the 
face of the narrow flat tape (perpendicular to the 
palm), and the z-axis (denoted by ZS) is towards 
the side of  
 
the narrow flat tape (in the direction across the 
palm).  
Furthermore, the origin is fixed at the bottom of 
the palm in the middle of the wrist. With the 
wrist position and orientation data provided by 
the InterSense system, the finger joint position 
data need to be transformed from its local 
coordinate system to the InterSense coordinate 
system first and to the world coordinate system 
subsequently. If s = [xs, ys, zs, 1]′ denotes the 
homogeneous coordinates of a position in the 
local ShapeHand coordinate system, then its 
corresponding homogeneous coordinates in the 
specified world coordinate system denoted by sw 
= [xsw, ysw, zsw, 1]′ are given by:  
sTTs ISWIw
→→=         (3) 
where T S→I is the matrix for geometric 
transformation from the ShapeHand coordinate 
system to the InterSense coordinate system. If 
the position and orientation data provided by the 
InterSense system are denoted by (xi, yi, zi) and 
(αi, βi, γi), then T S→I is given by 
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In equation (4), where c and s denoting cos and 
sin functions with subscripts denoting the 
orientation angles from the InterSense system. 
 
3.2. Gesture recognition and virtual 
object manipulation 
 
A basic sequence in immersive virtual object 
manipulation can be considered as consisting of 
object selection at the start, followed by object 
manipulation which can be a combination of 
translation, rotation, and scaling, and object 
release at the end. The implementation requires 
selection of a set of meaningful hand gestures as 
well as computation of the distances between 
hands and objects. For natural interaction and 
user comfort, Figure 3 shows three hand gestures 
selected for implementation of the five basic 
object manipulation operations, where the index 
finger pointing gesture shown in Figure 3(a) is 
used for not only selection of a virtual object but 
also for object translation and rotation based on 
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dp
sα  
Distal interpalangeal 
joint at position sdip  
Distal 
phalanx 
length, Ldp 
Middle 
phalanx 
the position of the left or right index fingertip and 
the hand orientation; the hand open gesture 
shown in Figure 3(b) is used for release of a 
selected object; and the gesture of two moving 
hands with the ring and small fingers closed 
shown in Figure 3(c) is for object scaling. 
 
 
 
 
(a)            (b)           (c) 
Figure 3. Hand gestures: (a) object selection, 
translation and rotation; (b) object release; 
and (c)object scaling 
 
 
 
 
 
 
 
 
 
 
 
In order to execute the object selection and 
manipulation operation using the selected 
gestures, the 3D position of the left and right 
index fingertips need to be determined and 
tracked. As a hinged joint, there is only one DOF 
for the distal interphalangeal joint in the index 
finger. With the distal phalanx length known 
through the measurement of the user index finger, 
the index fingertip position can be determined 
based on the distal interphalangeal joint position 
and the distal phalanx bending angle with respect 
to the middle phalanx provided by the 
ShapeHand data glove as illustrated in Figure 4. 
As shown in Figure 4, if sdip 
= ]1,,,[ dipsdipsdips zyx ′ denotes the homogeneous 
coordinates of the distal interphalangeal joint and 
dp
sα  denotes the distal phalanx bending angle in 
the local ShapeHand coordinate system, then the 
homogeneous coordinates of the index fingertip 
position in the world coordinate system denoted 
by tipws = ]1,,,[ tipswtipswtipsw zyx ′ are given by 
dipdp
dp
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where Ldp denotes the distal phalanx length. 
Furthermore, the three selected gestures 
shown in Figure 3 are seen to consist of a 
combination of bending down and extending 
thumb and fingers in each hand, which can be 
determined based on the flexion angle of the 
proximal phalanx of the thumb or finger with 
respect to the back of the hand. With the finger 
flexion angle calibrated to 0º to correspond to a 
fully extended position (by hand opening) and 
90º to correspond to a fully bending down 
position (by hand closing), the selected hand 
gestures can be recognised by expressing them 
using the corresponding binary state based on a 
threshold of 45º. Let two hands be denoted by H 
with its binary state set to logic 0 for the left and 
logic 1 for the right, and let the thumb and four 
fingers in each hand be denoted by T, I, M, R, S 
with the binary state of each one set to logic 0 if 
its flexion angle, ppsα , measured by the 
ShapeHand data glove is less than 45º and logic 
1 otherwise. The index finger pointing gesture is 
given by 
)()( SRMITHSRMITH ∪       (6) 
the hand open gesture is given by  
       )()( HTIMRSTIMRSH ∪          (7) 
and the two hand moving gesture for object 
scaling is give by 
  )()( RSMITHRSMITH ∩      (8) 
Apart from the object release operation which 
requires only recognition of the corresponding 
hand gesture, other object manipulation 
operations requires additional information of the 
object with respect to the user hands in terms of 
its location, orientation and size. Let the virtual 
object to be manipulated be denoted by o centred 
at (ox, oy, oz) in the world coordinate system, with 
orientation of (oα, oβ, oγ), and with its bounding 
box defined by lengths of (Lx, Ly, Lz). Object 
selection requires not only recognition of the 
index finger pointing gesture by using equation 
(6) but also the position of the index fingertip 
within the object volume. Although different 
distance measures can be used, this was 
implemented by computing the distance between 
the index fingertip and object centre, dist(
tip
iw,s , 
o) where subscript i = l for the left hand and i = r 
for the right hand, since the object can be 
selected by using either the left or right hand. If 
the coordinates of the left or right index fingertip 
in the world coordinate system are given by 
(
tip
iswx , , tip iswy ,  , tip iswz , ), then 
2
,
2
,
2
,, )()()(),( z
tip
iswy
tip
iswx
tip
isw
tip
iw ozoyoxodist −+−+−=s
(9) 
In the implementation, a cube centred at (ox, 
oy, oz) with all of its sides equal to the shortest 
length of the object bounding box is defined as 
the object selection volumes, whereby the object 
is selected when  
   
}2/),,min(),,({ zLyLxL
tip
lwdist ≤os ∪ 
 }2/),,min(),,({ zLyLxL
tip
rwdist ≤os      (10) 
When the object is selected, the object 
bounding box is highlighted to provide a visual 
feedback to the user.  
Figure 4. Index finger model 
 
  
For object translation and rotation following 
object selection, it was implemented by making 
the object centre to follow the current 3D 
position of the index fingertip computed using 
equation (5) and the object 3D orientation to 
follow the current wrist orientation provided by 
Intersense. If both hands are making the index 
finger pointing gestures, the position of the 
selected object will follow the index finger with 
minimum distance to the object centre. Since a 
user may use one pointing index finger to do 
object selection, translation and rotation with the 
other hand open, the object release operation is 
disabled if equation (10) is satisfied. 
Object scaling requires not only recognition 
of the two hand gesture using equation (8) but 
also the positions of the left and right index 
fingertips within the object selection volume. 
This was implemented by computing dist( tiplw,s , 
o) and dist(
tip
rw,s , o), with the scaling operation 
activated only when 
}2/),,min(),,({ zLyLxL
tip
lwdist ≤os   ∩ 
}2/),,min(},,({ zLyLxL
tip
rwdist ≤os     (11) 
Furthermore, with the scaling operation 
activated, the 3D object size is enlarged or 
reduced uniformly in 3D by the setting the length 
of the object bounding box equal to the distance 
between two index fingertips.  
)](),(),(max[ ,,,,,,
tip
rw
tip
lw
tip
rw
tip
lw
tip
rw
tip
lw zzabsyyabsxxabsL −−−=
(12) 
 
4. System performance 
 
Presented in this section are the evaluation 
performed on the system developed, which 
includes manipulation of a virtual cube as an 
example to demonstrate its usability as well as 
speed and latency evaluation involving the use of 
a high speed camera. 
 
4.1. Manipulation of virtual cube 
 
To demonstrate the usability and evaluate the 
performance of the system developed, a simple 
six-colour cube was created as a virtual object for 
immersive manipulation by the user wearing a 
pair of wireless ShapeHand data gloves, a pair of 
wrist tracking devices, a head tracking device, 
and a pair of polarised glasses. 
From the visual perspective, the user is able to 
see the stereoscopic images of the cube and 
his/her hands displayed through two projectors 
positioned at the back of a large screen operating 
in passive circular polarisation mode. With the 
head tracking device providing the position and 
orientation of the user, the user can physically 
moves around in front of the display screen with 
an impression of a 3D virtual cube floating in 
space, whereby a forward movement causes the 
3D cube to appear nearer with a bigger size, a 
backward movement causes the 3D cube to 
appear further away with a smaller size, and a 
side movement with a side look via head rotation 
causes a different side the 3D cube to appear. 
Furthermore, to provide a visual feedback to the 
user, the side of the cube nearest to the pointing 
index finger is highlighted if the cube is selected. 
 
 
 
 
 
 
 
 
(a)                       (b) 
Figure 5. User performing (a) Cube 
translation and rotation; and (b) Cube 
scaling 
 
From the interaction perspective, the 
simplicity and intuitiveness of the hand gestures 
were seen to enable a new user to quickly handle 
and manipulate the 3D cube quickly, namely, 
pointing the index finger to touch (select), drag 
and rotate the 3D cube in 3D space as shown in 
Figure 5(a), passing the 3D cube from one hand 
to another hand (from one pointing index finger 
to another pointing index finger), sliding two 
hands (with the ring and small finger closed) 
with respect to each other to enlarge and reduce 
the cube size as shown in Figure 5(b), and 
opening the hand(s) to detach from the cube. 
Furthermore, the system is able to perform the 
required operations with certain deviation in the 
gestures made such as fingers not fully open and 
closed, and highly robust recognition can be 
achieved by performing calibration of hand close 
and open gestures at the start. 
As an example, Figure 6 shows some of the 
data acquired from performing a short sequence 
of selection, translation and release of the 3D 
cube, namely, (ox, oy, oz) to show the 3D position 
variation of the cube centre using red, green and 
blue dotted lines, ( tip rswx , ,
tip
rswy , , 
tip
rswz , ) to show 
the 3D position variation of the right hand index 
finger tip using red, green and blue solid lines, 
and ppsα  to show the flexion angle of the 
proximal phalanx of the right hand middle finger 
in a black solid line. 
 
 
  
 
Figure 6.  A sequence of dynamic gesture 
data 
 
With an open hand gesture at the start of the 
sequence, it is seen from Figure 6 that ppsα   is 
around 0º, the user right hand moves in the 
horizontal plane as indicated by the changing 
coordinate values of tip rswx ,  and 
tip
rswz ,  with 
tip
rswy ,   roughly constant, and the virtual cube is 
stationary at the origin of the world coordinate 
system as indicated by (ox, oy, oz) = (0, 0, 0). 
Soon after the hand gesture changed into an 
index finger pointing gesture as indicated by the 
sharp rise of ppsα   from 0º to around 70º due 
to the middle finger closed, the index finger tip 
is seen to approach the cube with the coordinate 
values of (
tip
rswx , ,
tip
rswy , , tip rswz , ) moving towards 
(ox, oy, oz). With the cube size of 250x250x250 
mm, the cube is selected when the distance 
between the index finger tip and the cube centre, 
dist ( tiprw,s , o) computed using equation (9), is 
less than 125 mm as specified by equation (10). 
Once selected, the cube is seen to follow the 
index finger tip with the coordinate values of ox 
following tip rswx , , oy following
tip
rswy , , and oz 
following tip rswz , . Finally, the user hand opens to 
release the object as indicated by ppsα  falling 
back to around 0º due to the opening of the 
middle finger, the cube is seen to stay at its final 
position with (ox, oy, oz) fixed as the user hand 
moves away.  
 
4.2. System performance evaluation and 
analysis 
 
A number of tests were also conducted to 
assess the key measures of real-time 
performance in terms of speed and latency. 
For performance evaluation of speed based on 
manipulation of a virtual cube, a counter is 
inserted at the start of each program thread to 
record the number of times to run the thread per 
second. With continuous hand movement in 3D 
space, a typical example showing the frequency 
of executing each program thread over a period 
of one minute is shown in Figure 7.  
From Figure 7, the program threads of hand 
gesture recognition and position data acquisition 
based on InterSense are seen to be relatively fast 
with relatively large fluctuations. Whilst the 
former is seen to be the fastest one with an 
average execution frequency of 136 times per 
second and the largest variation between the 
maximum of 171 times per second and the 
minimum of 102 times per second, the latter is 
the second fastest with an average execution 
frequency of 118 times per second and a 
variation between the maximum of 159 times per 
second and the minimum of 99 times per second. 
Very similar behaviour of the execution 
frequencies for the ShapeHand gesture data 
acquisition program thread and the stereoscopic 
display program thread are also seen from Figure 
7, with the former slightly faster at 62 times per 
second on average between the maximum of 65 
times per second and the minimum of 59 times 
per second, and the latter at 60 times per second 
between the maximum of 64 times per second 
and the minimum at 54 times per second. Since 
the stereoscopic display program thread is the 
slowest, the speed of the system depends on the 
complexity and the number of the objects to be 
displayed. Based on the lowest execution 
frequency shown in Figure 7, the system can 
operate at 54 frames per second for simple 
objects. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Thread execution frequency 
versus time 
 
To confirm the adequacy of the system speed 
performance for dynamic gesture recognition, a 
test was also carried out to check the tracking 
speed against the maximum speed of finger 
movement. By wearing the ShapeHand data 
glove with the index finger open and closed 
repeatedly at the highest possible speed, the 
virtual hands on the stereoscopic display was 
found to follow the angular movement of the 
index finger at a maximum speed around 14 
times per second. 
For performance evaluation of latency, a high 
speed video camera was used to record the hand 
movement made by user wearing the ShapeHand 
data glove as well as the movement of the virtual 
hands appeared on the stereoscopic screen. With 
the hand opening and closing repeatedly, the 
 
  
video was captured at 64 frames per second, and 
video analysis of the corresponding hand 
gestures showed a delay around 6 frames of the 
virtual hand movement with respect to the real 
hand movement, which is equivalent to a latency 
of approximately 94ms. 
 
 
 
5. Conclusions 
 
The paper demonstrates an approach to 
achieve immersive virtual object manipulation 
using natural hand gestures. In particular, the 
paper describes (a) integration of a wireless high 
DOF hand gesture data glove, a wireless position 
tracking system, and a stereoscopic display; (b) 
algorithms developed for recognition of dynamic 
hand gestures; and (c) system performance 
evaluation conducted to assess its usability. 
Overall, the system is shown to provide an 
immersive and interactive environment, whereby 
a user can visualise in stereoscopic mode and 
interact in 3D with virtual objects using natural 
hand gestures. Furthermore, the simplicity and 
intuitiveness of the selected hand gestures as 
well as robustness in recognition of imprecise 
hand gestures enable users to quickly master the 
object manipulation operations with little effort. 
Although the virtual object used for system 
demonstration is a simple one based on the object 
bounding box, the work is seen as an important 
first step toward manipulations of complex 
objects. Particularly, it has been shown that the 
system can operate at 54 frames per second in the 
worst case with a latency time of approximately 
94 ms using a PC with 3 GHz CPU.  
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Abstract 
Although SignWriting provides an intuitive 
notation system based on pictorial symbols to 
enable any sign based language in the world to 
be transcribed into a written form, it is a time 
consuming process for keyboard based input. To 
address the challenge of direct sign writing, the 
paper presents a human-computer-interaction 
system developed for recognition and 
visualisation of hand movements. The system is 
shown to be able to display the corresponding 
SignWriting symbols for various hand 
movements performed by two hands based on 
motion characteristics such as movement planes, 
movement directions, straight/curve movement 
paths, clockwise/anti-clockwise movements, and 
single/repeated movements.     
 
1. Introduction 
There are several notation systems to enable 
a sign language communicated in a 
visual-gestural form to be transcribed into a 
written form, and SignWriting (SW) developed 
by Valerie Sutton in 1974 is a popular one among 
the deaf communities [1]. Each sign in SW is 
represented by a sign-box containing a 
composition of basic pictorial symbols to depict 
postures and movements of body, hand and head 
as well as facial expressions. On one hand, it is 
simple to use SW to write any sign language in 
the world; on the other hand, it is a time 
consuming process for keyboard based input due 
to a large number of pictorial symbols for 
selection and  a number of spatial manipulations 
(rotation and translation) of selected symbols 
required to compose a sign [2]. A challenge is 
therefore presented to develop a 
Human-Computer-Interaction (HCI) system to 
enable automatic transcription of articulated 
signs into corresponding sign-boxes in an 
electronic form without using keyboards. With 
hand movements forming a core part of any sign 
language, the paper focuses on the development 
of automatic recognition and visualisation of 
hand motion in 3D.  
One possible approach for hand motion 
recognition is based on the use of single or 
multiple video cameras [3], whereby hand 
movements in 3D are tracked across the video 
sequence based on hand positions detected from 
each frame using a computer vision algorithm. 
Possible problems associated with this approach 
include occlusion resulting in loss of hand 
positions due to the restricted camera view angle, 
and high computation cost due to the 
requirement to track rapid hand motion and to 
process a large data set. Since these problems can 
be overcome by wearing a sensor at the expense 
of introducing a small inconvenience to the 
signer, it is adopted as the approach presented in 
this paper, whereby an IS-900 wireless tracking 
system from InterSense with two tracking 
devices attached to the signer wrists [4] is used to 
provide the required hand position data in a more 
robust and rapid manner.  
With the paper focusing on recognition of 
the dynamic hand movements in 3D between a 
starting gesture and an ending gesture, the 
proposed method assumes that the starting and 
ending hand gestures can be recognised using a 
data glove. ShapeHand from Measurand which 
uses fibre-optic sensors to provide all finger joint 
movement information has been used by the 
authors for this purpose [5][6]. 
The paper is organised as follows. While 
Section 2 describes hand motions and their 
corresponding notations in SignWriting, Section 
3 presents algorithms developed for hand motion 
recognition. These are followed by Section 4 
showing a 3D stereoscopic user interface 
developed to generate corresponding 
SignWriting notations and to produce a 
stereoscopic view of hand movements made. 
Finally, some concluding remarks are given. 
 
2. SignWriting Hand Motions and 
Notations 
According to International SignWriting 
Alphabet (ISWA) 2008 [7], there are 30 pictorial 
symbol groups containing 639 basic pictorial 
symbols. Since each basic symbol can have up to 
a maximum of 96 variations (up to 6 different 
fills and 16 rotations), it results in a large 
dictionary that currently contains a total of 
35,023 valid symbols. A much longer time is 
therefore needed to select and combine symbols 
to input a single sign than to type a word. 
  
By using the ISWA basic symbols, some 
hand movement examples in 3D can be 
transcribed as shown in Fig.1, where 
unfilled/filled arrow heads are used to indicate 
left/right hands, double-stem/single-stem arrows 
are used to indicate movements parallel to the 
wall/floor planes, and arrow orientations are 
used to indicate movement directions in either 
plane (with hand movements in each plane 
divided into eight principal directions). 
Furthermore, arrows can be straight/curved to 
indicate movement paths, and 
duplicated/triplicated for repeated movements. 
 
 
 
Figure 1 SW symbols showing (a) 
vertical movement made by right hand in 
the wall plane; (b) diagonal forward 
movement made by left hand in the floor 
plane; (c) two repeated curved 
movements made by left hand along the 
horizontal direction in the wall plane.  
   
3. Hand Motion Recognition 
For simplicity of implementation, the input 
of each sign is based on a fixed three-phase 
signing sequence that consists of making a hand 
gesture at the starting position, performing a 
follow-up hand movement, and finishing with a 
hand gesture at the ending position. While the 
starting and ending hand gestures are recognised 
by processing finger joint positions acquired 
from a pair of ShapeHand data glove from 
Measurand, hand movements are recognised by 
processing hand positions acquired from the 
InterSense tracking system.  The hand motion 
data is acquired at a rate of 50 Hz, the starting 
and ending hand gestures are used to start and 
end the storage of the acquired hand motion data 
in a memory buffer for processing. The sequence 
of processing starts with identification of 
repeated movements, and it is followed by 
identification of movement planes, movement 
directions, path linearity, and 
clockwise/anti-clockwise movements, 
respectively.  
3.1. Identification of repeated movements 
Identification of repeated hand movements 
is based on the number of times the hand has 
moved from the space around the starting 
position to the space around the farthest position 
between the starting and ending gestures.  Let 
the starting hand position, defined by the starting 
hand gesture, be denoted by pi = [xi, yi, zi]; and 
let the length of the acquired hand motion data 
for one sign, defined by the ending hand gesture, 
be denoted by L. If pn = [xn, yn, zn] denotes a hand 
position along the hand motion trajectory made 
by the signer with n < L, then the distance 
between pi and pn is given by 
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Let pn-1 and pn+1 denote two neighbouring hand 
positions along the hand motion trajectory before 
and after pn. By computing dist(pi, pn-1), 
dist(pi, pn) and dist(pi, pn+1) starting from pi for 
each hand motion position, if dist(pi, pn) is 
greater than both dist(pi, pn-1) and dist(pi, pn+1) by 
a specified threshold value, then pn is identified 
as the first farthest position reached by the hand. 
The use of a threshold is to avoid the small 
movement jitter problem in the acquired position 
data. 
Upon detecting the first farthest position, a 
check is made to see if n = L − 1. If it is, then it 
indicates that the ending gesture position has 
been reached and the hand movement is 
identified as a non-repeating movement. If it is 
not the case, subsequent hand position data are 
processed based on their distances to pi to detect 
the second starting position for the repeated 
movement. If dist(pi, pn) is less than both 
dist(pi, pn-1) and dist(pi, pn+1) by the specified 
threshold value after encountering the first 
farthest hand position, then pn is identified as the 
second starting position for the repeated 
movement. The search of the farthest position is 
then repeated to detect the second farthest 
position reached by the hand, and the whole 
process could be repeated for the third time in 
order to reach the ending hand gesture with 
n = L − 1. 
3.2. Identification of movement planes 
For two-plane movement classification, 
hand movements can be interpreted as parallel to 
either the floor plane or the wall plane. This is 
achieved based on the angle made by the 
movement direction vector of each hand position 
along the hand motion trajectory with respect to 
the floor plane. Using the Cartesian co-ordinate 
system with the x-y plane forming the wall plane 
and the x-z plane forming the floor plane centred 
at the starting hand position denoted by pi, if pn 
denotes a hand position along the hand motion 
trajectory, then the absolute angle made by it 
with respect to the floor plane is given by 
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Since the angle of the hand movement 
direction vector with respect to the floor plane 
should be less than 45o for the floor plane 
movement, the hand movement is identified as 
parallel to the floor plane if all angle values 
computed for each hand position along the hand 
motion trajectory are less than 45o with respect to 
the floor plane, otherwise it is considered as 
parallel to the wall plane.   
  
3.3. Identification of movement directions  
For eight-direction movement classification, 
hand movements can be interpreted as left/right 
horizontal movements, up/down vertical 
movements, or left/right up/down diagonal 
movements parallel to either the wall or floor 
plane as shown in Fig. 2. This is achieved based 
on the angle made by the farthest hand position 
with respect to the x axis in the movement plane 
identified. As shown in Fig. 2, if pv denotes the 
farthest hand position detected, then the sine and 
cosine of its angle denoted by β in the wall plane 
are given by 
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To determine the angular value of β, the 
signs of sinβ and cosβ are used to find the 
quadrant in which β lies, since, for the wall plane, 
sinβ is positive for β in the left hand side and 
cosβ is positive for β  in the top half, and for the 
floor plane sinβ is positive for β in the bottom 
half and cosβ is positive for β  in the right hand 
side (see Fig. 2). With each movement plane 
partitioned using 45º angular sectors centred at 
eight principal directions as shown in Fig. 2, the 
final movement direction is determined by 
finding the angular sector in which β lies based 
on the corresponding limits of sinβ values 
precomputed for each angular sector.    
 
 
 
Figure 2 Movement Directions in 
Wall/Floor Plane  
 
3.4. Identification of path linearity 
Hand motion paths in SW can be straight 
(linear) or curved (non-linear). The identification 
of path linearity is based on the maximum 
deflection angle with respect to the straight line 
movement from the starting hand position to the 
farthest hand position. 
To explain the algorithm implemented, the 
hand motion path illustrated in Fig. 3 is used as 
an example, where the movement can be 
interpreted as a curved clockwise one in parallel 
to the wall plane. Let (xi, yi) and (xv, yv) be the 
coordinates of the starting and farthest hand 
position denoted by pi and pv in the wall plane. 
The straight movement from (xi, yi) to (xv, yv) is 
described by a line equation with its slope and 
the y-intercept point given by 
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For a hand position denoted by (xn, yn) on 
the curved path from (xi, yi) to (xv, yv), the 
shortest distance with respect to the straight line 
is given by 
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Figure 3 Path Linearity Identification 
Example 
 
Using (7) to compute the distance from each 
point on the curved path to the straight line 
between (xi, yi) and
 (xv, yv), the maximum 
deviation point can be identified and used to 
compute the maximum deflection angle with 
respect to the horizontal axis denoted by θd in 
Fig. 3. If the difference between θd and β is less 
than the deflection angle threshold that is set to 
11.25º, then the motion path is identified as a 
straight one (linear). Otherwise, it is identified as 
a curved one (non-linear).  
In the implementation, the difference 
between θd and β is determined based on the 
values of sinθd, and cos θd as well as sinβ and 
cosβ obtained from the previous stage of 
identification of the movement direction (see 
Section 3.3).  The differences between these 
values are also used to determine 
clockwise/anti-clockwise movements, since a 
clockwise movement in the left half or an 
anti-clockwise movement in the right half of the 
movement plane will result in sinθd greater than 
sinβ, whereas a clockwise movement in the top 
half or an anti-clockwise movement in the 
bottom half of the movement plane will result in 
cosθd greater than sinβ. Furthermore, in order to 
avoid the ambiguity problem caused by those 
curved movements near the horizontal axis to 
result in the same cosine value being produced 
and near the vertical axis to result in the same 
sine values being produced, the difference of sine 
values are used for β lying in the angular sector 
from 292.5º to 67.5º and from 112.5º to 247.5º 
and the difference of cosine values are used for β 
lying in the angular sectors from 67.5º to 112.5º 
and from 247.5º to 292.5º to determine 
clockwise/anti-clockwise movements, as shown 
in Fig. 3.     
 
4. Direct Sign Writing Interface 
To provide an effective visual feedback of 
hand motion and its recognition, a stereoscopic 
direct sign writing interface has been developed 
to produce a stereoscopic view of the hand 
movements made in 3D and to generate 
corresponding SignWriting notations. Since each 
sign is articulated in a sequence with three 
gestural parts, a hierarchical sign-box consisting 
of a 5-by-5 lattice is constructed to enable three 
sets of symbols, corresponding to the hand and 
motion gestures made for each sign, to be 
displayed in a sequential manner from the most 
inner square to the outer squares. This is 
illustrated in Fig. 4. Recognition of the starting 
hand gesture results in the corresponding 
symbols being displayed in the most inner 
yellow square; recognition of the subsequent 
movements by two hands results in their symbols 
being displayed in the sandwiched red squares 
along the movement directions; and recognition 
of the ending hand gesture results in the 
corresponding symbols being displayed in the 
outer blue squares along the movement 
directions. 
Figure 5 shows the interface developed for 
direct sign writing with a user making signs. 
From the user perspective, it is required to wear a 
pair of wireless ShapeHand data glove to provide 
hand gesture information, a wireless InterSense 
tracking device on each wrist to provide hand 
motion information, and a wireless InterSense 
head tracker to provide the position and 
orientation of the user head. A large screen with 
two back projectors operating in passive circular 
polarisation mode is used to provide a 
stereoscopic display. By wearing a pair of 
light-weight polarised glasses, the user is able to 
see the graphic models of his/her two hands 
floating in space, their movements in real-time 
and in stereoscopic mode with depth impression 
from his/her viewpoint, as well as SW symbols 
displayed in 5-by-5 lattice blocks according to 
the hand movements made. 
 
 
Figure 4 Sign-box showing diagonal up 
movements by two hands in wall plane 
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Figure 5 Direct sign writing interface  
Various hand movements with different 
combinations of movement planes and directions 
as well as repeated movements, trajectory curved 
and clockwise/anti-clockwise movements were 
performed to evaluate the recognition 
performance. Some representative examples to 
demonstrate the capability of hand movement 
recognition are shown in Figs. 6-12, where the 
first and second columns show the 3D movement 
trajectories made by the left and right hands, 
respectively, and the third column shows the 
corresponding SW symbols generated. These 
examples include separate left and right diagonal 
forward movements by the left and right hands in 
the floor plane (Fig. 6); the left hand performing 
a diagonal backward movement in the left side of 
the floor plane with the right hand performing a 
diagonal up movement in the right side of the 
wall plane (Fig. 7); the left and right hands 
performing separate clockwise parabolic 
movements in the left and right sides of the floor 
plane along the horizontal direction (Fig. 8); the 
left hand performing a diagonal backward 
clockwise parabolic movement in the left side of 
the floor plane with the right hand performing a 
horizontal clockwise movement in the right side 
of the wall plane (Fig. 9); duplicated horizontal 
outward movements performed by both the left 
and right hands in the left and right sides of the 
floor plane (Fig. 10); the left and right hands 
performing the same movement which is an 
anti-clockwise parabolic movement repeated 
twice along the horizontal direction in the left 
side of the wall plane (Fig. 11); and triplicated 
movements with the left hand performing 
repeated horizontal outward movements in the 
left side of the wall plane and the right hand 
performing repeated diagonal forward 
movements in the right side of the floor plane 
(Fig. 12).  
Conclusions  
This paper presents the work done to 
develop a unique human-computer-interaction 
system for direct sign writing with a particular 
focus on recognition and visualisation of hand 
movements. Based on the SW hand motions and 
notations, the paper describes the algorithms 
developed for recognition of hand motions based 
on various motion characteristics, and the direct 
sign writing interface implemented for 3D hand 
motion visualisation and SW notation display. 
The system is shown to involving various 
combinations of motion characteristics provide a 
good visual feedback and an intuitive sign-box 
display format. A good mixture of hand 
movements can be recognised which include 
different movement planes and directions as well 
as repeated movements, trajectory curved, and 
clockwise/anti-clockwise movements. Although 
the development could be viewed as at its early 
stage with a significant amount of further work 
in order to cover the full spectrum of hand 
motions, an excellent basis is offered by the 
system to achieve the goal of rapid and direct 
sign writing without using keyboards.  
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Figure 6 Left and right diagonal forward movements in floor plane   
 
     
Figure 7 Left-back and right- up diagonal movements in floor and wall planes 
              
Figure 8 Left and right horizontal clockwise parabolic movements in floor plane  
      
Figure 9 Left-back diagonal and right horizontal clockwise parabolic movements in floor and 
wall planes 
 
          
Figure 10 Left and right duplicated movements in floor plane 
 
  
        
Figure 11 Synchronous parabolic anti-clockwise movements in floor plane 
 
      
Figure 12 Triplicated left and right-up movements in wall and floor planes 
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Abstract—Immersive visualisation is increasingly 
being used for comprehensive and rapid analysis of 
objects in 3D and object dynamic behaviour in 4D. 
Challenges are therefore presented to provide 
natural user interaction to enable effortless virtual 
object manipulation. Presented in this paper is the 
development and evaluation of an immersive 
human–computer interaction system based on 
stereoscopic viewing and natural hand gestures. 
For the development, it is based on the integration 
of a back-projection stereoscopic system for object 
and hand display, a hybrid inertial and ultrasonic 
tracking system to provide the absolute positions 
and orientations of the user’s head and hands, as 
well as a pair of high degrees-of-freedom data 
gloves to provide the relative positions and 
orientations of digit joints and tips on both hands. 
For the evaluation, it is based on a two-object scene 
with a virtual cube and a CT (computed 
tomography) volume created for demonstration of 
real-time immersive object manipulation. The 
system is shown to provide a correct user view of 
objects and hands in 3D with depth, as well as to 
enable a user to use a number of simple hand 
gestures to perform basic object manipulation tasks 
involving selection, release, translation, rotation 
and scaling. Also included in the evaluation are 
some quantitative tests of the system performance 
in terms of speed and latency. 
Keywords - Hand gesture tracking and recogntion, 
Immersive stereoscopic visualisation, virtual object 
manipulation. 
 
1 Introduction 
 
Stereoscopic display (Woods 2005) 
enables viewing of an object as an image in 3D 
with depth information and the object 
behaviour as an image sequence in 4D with 
depth and time information. This is 
increasingly being used in comprehensive and 
rapid visualisation of complex data sets, such 
as 3D CT (computed tomography) data and 4D 
dynamic MR (magnetic resonance) data in 
medical diagnosis and treatment planning 
(Wang et al. 2005; Patel et al. 2007; Greenberg 
2001; Kober et al. 2007). A more immersive 
visualisation can be achieved by the use of a 
large wall display, as well as head tracking to 
allow the user to move around and to view 
from different perspectives based on the user’s 
head position and orientation. However, there 
is a challenge to provide an immersive 
interaction with the virtual object projected in 
stereoscopic mode without using indirect 
manipulation methods such as keyboard-based 
control, mouse-based 3D widgets, or 
hand-held input devices like wireless 3D 
wands. 
 
Although more direct manipulation of 
virtual objects could be achieved by sensing 
and processing various natural human 
communication signals such as audible speech 
and hidden electroencephalography (EEG) 
(Demirdjian et al. 2005; Corradini and Cohen 
2002; Le´cuyer et al. 2008; Toyama 2006), 
none of these human–computer interface 
strategies can be compared with the hand 
gesture–based user interface that provides a far 
more intuitive, natural and immersive 
interaction for users to manipulate 3D 
virtualobjects based on normal human actions 
(Dipietro and Sabatini 2008; O’Hagan et al. 
2002; Garg et al. 2009). Among various 
approaches to recognise hand gestures, one is 
based on the use of a video camera (Erol et al. 
2007), whereby the hand movements and 
gestures are recognised based on the dynamic 
hand shapes extracted from the video sequence. 
The difficulties associated with this approach 
include: 
• self-occlusion resulting in capture of 
partial hand gestures due to the restricted 
camera view angle; 
• incorrect image segmentation of hands 
due to different lighting and background 
conditions; and 
• high computation cost due to the 
requirements to track rapid hand motion and to 
handle high complexity of hand with at least 
one degree of freedom (DOF) for each hand 
digit joint and 27 DOF for just one hand 
(Adamo-Villani et al. 2007). 
 
These difficulties can be overcome by 
  
wearing a pair of data gloves with sensors to 
provide finger and thumb movement 
information at the expense of introducing a 
small inconvenience to the user (Sturman and 
Zeltzer 1994). The simplest type of data glove 
is based on contact, using conductive patches 
in the glove (Bowman et al. 2001). With the 
requirement of hand digits touching each other 
to make electrical contact, the recognisable 
gestures are not necessarily natural, and the 
number of identifiable gestures is limited. A 
more sophisticated data glove providing more 
digit movement information is based on 
flexure. It uses fibre-optic, mechanical or 
piezoresistive sensors to measure the 
deformation of each hand digit. For the work 
described in this paper, the hand gesture 
recognition is based on a high DOF data glove, 
called Shape-Hand from Measurand 
(ShapeHand Data Glove, Measurand Inc., 
http://www.measurand.com, Danisch et al. 
1999). It can be considered as one of the most 
precise and sophisticated data gloves, which 
uses 40 fibre-optic sensors on each glove to 
provide all finger joint movement information, 
27 DOF for each hand. To achieve immersive 
manipulation of virtual objects through 
glove-based hand gesture interaction, 
presented in this paper is a small-scale system 
implemented for demonstration and evaluation. 
The systemintegrates three elements: 
• a pair of wireless high DOF data gloves 
(Measurand ShapeHand Data Glove, 
Measurand Inc., http://www.measurand.com) 
to provide all the hand digit joint movement 
information; 
• a wireless hybrid inertial and ultrasonic 
tracking system (IS-900 Precision 
Inertial-ultrasonic Motion Tracking System, 
InterSense Inc., http://www.isense.com; 
Wormell and Foxlin 2003) to provide the 3D 
positions and 3D orientations of the user’s 
head and two hands; and 
• a large screen with two stereoscopic 
back projections to show the virtual object 
being manipulated and to provide a visual 
feedback of two hands with respect to the 
virtual object in 3D with depth. 
 
The paper is organised as follows. While 
Sect. 2 presents system development, which 
includes a description of the hardware 
integration in Sect. 2.1 and software 
implementation in Sect. 2.2. Section 3 presents 
algorithms developed for data integration in 
Sect. 3.1, for gesture recognition in Sect. 3.2 
and for object distance computation in Sect. 
3.3. These are followed by some system 
demonstration and evaluation results in Sect. 4 
to show system performance. Finally, some 
concluding remarks are given in Sect. 5. 
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2 System development 
 
This section presents hardware and 
software aspects associated with system 
development in terms of integration. 
 
2.1 Hardware integration 
 
The demonstration system developed for 
real-time immersive object manipulation is 
illustrated in Fig. 1. Driven by a desktop 
computer, the system is an integration of three 
subsystems for gesture data acquisition, 
position data acquisition and stereoscopic 
display. 
 
For gesture data acquisition from hands, a 
pair of wireless ShapeHand data gloves from 
Measurand is used. These data gloves are 
based on flexible tapes embedded with 
multiple fibre-optic curvature sensors arranged 
to sense bend and twist along the length of each 
tape. By attaching the tapes to run along each 
digit with one end at the finger tip and the other 
end fed to a small data acquisition box at wrist, 
the gesture movements of digits introduce 
deformation to the tapes. Also, the bend and 
twist measured at each sensor location with 
respect to the wrist end of the tape enables 
relative positions and orientations of each digit 
joint to be determined. As shown in Fig. 1, via 
the ShapeHand Data Concentrator, the 
collected hand gesture data are transmitted to a 
wireless receiver/router connected to the 
Ethernet port of the computer. Since absolute 
hand position and orientation data in 3D space 
are not provided by ShapeHand data gloves, an 
IS- 900 wireless tracking system from 
InterSense (IS-900 Precision 
Inertial-ultrasonic Motion Tracking System, 
InterSense Inc., http://www.isense.com) is 
used to provide the required hand position data. 
The system is also used to provide the head 
position and orientation data in order to 
generate a correct view. The operation of the 
system is based on a combination of inertial 
tracking and ultrasonictracking. Whilst the 
outputs from the inertial sensors, consisting of 
accelerometers and gyros, are used to 
determine the position and orientation of each 
sensor in 3D space, the range measurements 
based on time-of-flight between ultrasonic 
emitters and receivers are used to correct the 
drifting effect inherent within the inertial 
sensors. 
 
As shown in Fig. 1, IS-900 SoniStrips 
containing ultrasonic emitters are mounted on 
the ceiling, which transmit ultrasonic pulses 
upon receiving addressed signals from the 
IS-900 processor that is connected to the serial 
port of the computer. Three MiniTrax tracking 
devices containing inertial sensors and 
ultrasonic receivers are used with two attached 
to the user’s wrists and one attached to the 
user’s head. Each MiniTrax tracking device 
performs time-of-flight range measurement 
based on the ultrasonic pulses received, and 
transmit its position and orientation data to the 
corresponding MiniTrax receiver connected to 
the IS-900.  
 
For stereoscopic display, the demonstration 
system uses one large screen with size of 2.74 
m 9 2.06 m (shown as the middle screen in Fig. 
1), and two back projectors operating in 
passive circular polarisation mode are 
connected to the computer through two dual 
DVI graphics card output ports. 3D objects 
with depth effect are seen by the user wearing a 
pair of light-weight polarised glasses. The 
computer used in the demonstration system 
runs on Microsoft Windows XP and is based 
on an Intel Xeon 3.06 GHz CPU with 2 GB 
RAM and NVIDIA Quadro FX 3,000 Graphics 
Card with 256 MB memory. 
 
2.2 Software implementation 
 
The system software is implemented as a 
Windows XPbased application using C??. To 
minimise development time, the software 
utilises the Microsoft Foundation Classes 
(MFC) to build the user interface and control 
units. A modified version of the standard 
Document View Model has been implemented 
to allow the input data to update the document 
object (containing the current user head and 
hand position, as well as gesture data) and the 
output display to be treated as an individual 
‘view’ of the document object. Furthermore, 
the software is implemented following a 
multithread approach to minimise response 
time for interactive object manipulation. There 
are five parallel program threads with two of 
them performing hand gesture data acquisition 
and extraction from ShapeHand, and the other 
three performing position data acquisition from 
InterSense, gesture recognition and 
stereoscopic display, respectively. 
 
The two program threads for hand gesture 
data acquisition and extraction are 
implemented based on the ShapeHand API 
(Application Programming Interface). With 
steps including initiation of data collection, 
receiving data and checking received data, the 
program thread for data acquisition obtains raw 
data from a pair of wireless ShapeHand data 
glove via the Ethernet port of the computer. 
  
Using the raw data obtained, the required 
positions and orientations of a digit joint are 
determined in the program thread for data 
extraction. 
 
The program thread of position data 
acquisition is implemented based on the 
InterSense API. It performs the data 
acquisition from the three MiniTrax tracking 
devices attached to the head and two wrists of 
the user via the serial port of the computer to 
provide their position and orientation data. 
Steps in this thread include data collection and 
data updating if the incoming data are found to 
be different from the previously received data. 
 
The program thread of gesture recognition 
is based on the algorithm presented in the next 
Section. Essentially, it involves data merging 
through coordinate transformations, as well as 
tracking and recognising a number of 
prespecified hand gestures for manipulation of 
the displayed virtual objects.  
 
The program thread of stereoscopic display 
is implemented based on OpenGL 
programming to provide 3D visual feedback to 
the user. This is done by generating two views 
of the virtual objects and two hands. As 
viewing through polarisation glasses results in 
each eye seeing only the view generated for it, 
it creates a visual immersion with depth 
impression. Steps in this program thread 
include the use of the head position data 
acquired to specify the viewing position and 
direction of the left and right eyes, 
configuration of the viewing frustum for each 
eye and stereo rendering to draw the left and 
right images of the 3D objects and hand models 
by perspective projection.  
 
These five program threads are executed 
simultaneously by the computer with each 
thread assigned a slice of its CPU (central 
processing unit) time. The scheduling of the 
threads is done in a round-robin manner, with 
all threads having the same priority. In 
execution of the program thread of position 
data acquisition during its allocated time slice, 
no change in the received data will result in 
early switching to the next program thread. 
 
3 Hand tracking and gesture recognition 
 
This section focuses on two data processing 
operations, namely, coordinate transformation 
to fuse multiple position and orientation data 
sets, acquired using different referencing 
systems, and the dynamic hand gesture 
tracking and recognition methods for 
immersive objects manipulation. 
 
3.1 Data integration through coordinate 
transformation 
 
With different equipments using different 
coordinate systems for data acquisition, 
processing and display, coordinate 
transformations are required to bring different 
data sets into a unified coordinate system. 
 
Figure 2 illustrates the spatial relationship 
between different coordinate systems. The 
world coordinate system is defined to have the 
same orientation as the stereoscopic display. 
With the x-axis (denoted by Xw) pointing 
towards the right, the y-axis (denoted by Yw) 
pointing upwards and the z-axis (denoted by 
Zw) pointing towards the viewer, this forms a 
right-handed coordinate system with a positive 
rotation about the axis in the anticlockwise 
direction. Furthermore, the origin of the world 
coordinate system (denoted by Ow) is located 
at the middle of the screen along the x-axis 
(1.37 m away from the screen right edge), 1 m 
above the floor along they-axis and 1.9 m in 
front of the screen along the z-axis. 
 
For the InterSense system with its 
coordinate axes denoted by (XI, YI, ZI), the 
position data acquired for head and wrists are 
calibrated with respect to its origin denoted by 
OI at (-1.8, 1.5, 0m) in the world coordinate 
system as shown in Fig. 2. Furthermore, two 
rotation operations are required to align the 
orientations of the InterSense coordinate 
system with the orientations of the world 
coordinate system, namely, rotation of -90_ 
about the InterSense yaxis, to make the new 
InterSense x-axis parallel to the world 
coordinate x-axis, and rotation of 90_ about the 
new InterSense x-axis to make the new 
InterSense y- and z- axes parallel to the world 
coordinate systems. If i = [xi, yi, zi, 1]’ denotes 
the homogeneous coordinates of a position in 
the InterSense coordinate system, then its 
corresponding 
homogeneous coordinates in the specified 
world coordinate system denoted by iw = [xiw, 
yiw, ziw, 1]’ are given by 
                                   (1) 
where TI→W is the matrix for geometric 
transformation from the InterSense coordinate 
system to the world coordinate system.  
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Based on the geometric relationship between 
the two coordinate systems described above, 
TI→W is given by (2) 
         (2) 
For the ShapeHand system, the position 
data of each digit joint are acquired using the 
local tape coordinate system.  When the hand 
is fully open as shown in Fig. 2, the x-axis 
(denoted by XS) runs along the length of the 
narrow flat tape (along each finger towards the 
finger tip), the y-axis (denoted by YS) is 
perpendicular to the back of the narrow flat 
tape (perpendicular to the palm back), and the 
z-axis (denoted by ZS) is towards the side of 
the narrow flat tape (in the direction across the 
palm). Furthermore, the origin is fixed at the 
bottom of the palm in the middle of the wrist. 
With the wrist position and orientation data 
provided by the InterSense system, the digit 
joint position data need to be transformed from 
their local coordinate system to the InterSense 
coordinate system first and to the world 
coordinate system subsequently.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If s = [xs, ys, zs, 1]′ denotes the  
homogeneous coordinates of a position in the 
local ShapeHand coordinate system, then its 
corresponding homogeneous coordinates in the 
specified world coordinate system denoted by 
sw = [xsw, ysw, zsw, 1]′ are given by  
                                          (3) 
where TS→I is the matrix for geometric 
transformation from the ShapeHand coordinate 
system to the InterSense coordinate system. If 
the position and orientation data provided by the 
InterSense system are denoted by (xi, yi, zi) and 
(αι, βι, γι), then Τ S→I is given by 
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where c and s denoting cos and sin functions 
with subscripts denoting the orientation angles 
from the InterSense system. 
 
3.2 Gesture recognition 
 
A basic sequence in immersive virtual 
object manipulation can be considered as 
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Fig. 2.  Coordinate systems 
  
consisting of object selection at the start, 
followed by object manipulation, which can be 
a combination of translation, rotation and 
scaling, and object release at the end. The 
implementation requires selection of a set of 
meaningful hand gestures, as well as 
computation of the distances between hands 
and objects. For natural interaction and user’s 
comfort, Fig. 3 shows three hand gestures 
selected for implementation of the five basic 
object manipulation operations, where the 
index finger pointing gesture shown in Fig. 3a 
is used not only for selection of a virtual object 
but also for object translation and rotation 
based on the position of the left or right index 
fingertip and the hand orientation; the 
hand-open gesture shown in Fig. 3b is used for 
the release of a selected object; and the gesture 
of two moving hands with the ring and small 
fingers closed shown in Fig. 3c is for object 
scaling.In order to execute the object selection 
and manipulation operation using the selected 
gestures, the 3D position of the left and right 
index fingertips need to be determined and 
tracked. As a hinged joint, there is only one 
DOF for the distal interphalangeal joint in the 
index finger.  
 
 
 
 
 
           (a)                                 (b) 
 
 
 
 
 
 
                     (c) 
Fig. 3. Hand gestures: (a) object selection, 
translation and rotation; (b) object release; and 
(c) object scaling 
In order to execute the object selection and 
manipulation operation using the selected 
gestures, the 3D position of the left and right 
index fingertips need to be determined and 
tracked. As a hinged joint, there is only one 
DOF for the distal interphalangeal joint in the 
index finger. 
 
With the distal phalanx length known 
through the measurement of the user’s index 
finger, the index fingertip position can be 
determined based on the distal interphalangeal 
joint position and the distal phalanx bending 
angle with respect to the middle phalanx 
provided by the ShapeHand data glove as 
illustrated in Fig. 4. 
 
 
As shown in Fig. 4, if sdip = ]1,,,[ dipsdipsdips zyx ′ 
denotes the homogeneous coordinates of the 
distal interphalangeal joint and dpsα  denotes 
the distal phalanx bending angle in the local 
ShapeHand coordinate system, then the 
homogeneous coordinates of the index finger 
tip position in the world coordinate system 
denoted by tipws = ]1,,,[ tipswtipswtipsw zyx ′ are given by 
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where Ldp denotes the distal phalanx length. 
 
Moreover, the three selected gestures 
shown in Fig. 3 are seen to consist of a 
combination of bending down and extending 
thumb and fingers in each hand, which can be 
determined based on the flexion angle of the 
proximal phalanx of the thumb or finger with 
respect to the back of the hand. With the digit 
flexion angle calibrated to 0º to correspond to 
a fully extended position (by hand opening) 
and 90º to correspond to a fully bending down 
position (by hand closing), the selected hand 
gestures can be recognised by expressing them 
using the corresponding binary state based on a 
threshold of 45º. Let two hands be denoted by 
H with its binary state set to logic 0 for the left 
and logic 1 for the right, and let the thumb and 
four fingers in each hand be denoted by T, I, M, 
R, S with the binary state of each one set to 
logic 0 if its flexion angle, ppsα , measured by 
the ShapeHand data glove is less than 45º, and 
logic 1 otherwise. The index finger pointing 
gesture is given by 
Fig. 4. Index finger model 
 
  
      (6) 
the hand open gesture is given by 
               (7) 
and the two hand moving gesture for object 
scaling is given by 
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3.3 Object distance computation 
 
Apart from the object release operation that 
requires only recognition of the corresponding 
hand gesture, other object manipulation 
operations require additional information of 
the object with respect to the user’s hands in 
terms of its location, orientation and size.  
 
Let the virtual object to be manipulated be 
denoted by o centred at (ox, oy, oz) in the world 
coordinate system, with orientation of (oα, oβ, 
oγ), and with its bounding box defined by 
lengths of (Lx, Ly, Lz). Object selection requires 
not only recognition of the index finger 
pointing gesture by using (6), but also the 
position of the index finger tip with respect to 
the object bounding box in 3D space. A virtual 
object is selected, if the index finger tip (left or 
right) touches anywhere in one of the side faces 
of the bounding box. Hence, upon recognition 
of the index finger pointing gesture, two more 
conditions need to be satisfied for a virtual 
object to be selected. One is based on the 
distances between the index finger tip and the 
side face centres of the bounding box, and the 
other is based on the distances between the 
index finger tip and the side face planes of the 
bounding box.   
 
For the first condition, if Si with i = 1, 2, …, 6, 
denote the six side planes of the virtual object 
bounding box, and Pi,1 = [xPi,1, yPi,1, z Pi,1] the 
coordinates of each side plane centre, then the 
distance between the pointing index finger tip 
and each side plane centre is given by 
2
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For the second condition, three non-collinear 
points lying on each side of the bounding box are 
selected to represent each side plane. If these 
three points are denoted by Pi,j with i =1, 2, …, 6 
and j = 1, 2, 3, then the distance between the 
pointing index finger tip and each side plane of 
the bounding box is given by       
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where ai, bi, ci, and di are the coefficients of 
the plane equation for Si, and are obtained by 
solving the following equation 
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In the implementation, the three non-collinear 
points selected for each side of the bounding box 
include the corresponding side plane centre, and 
a virtual object is selected when the following 
condition is true 
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In (12), the first two terms come from (6) and 
are used to confirm the index finger pointing 
gesture that can be made by the left and/or right 
hand, the third and fourth terms indicate the 
index finger tip touching a side face of the 
bounding box. When (12) is satisfied, the 
bounding box of the virtual object is highlighted 
to provide a visual feedback to the user. 
For object translation and rotation following 
object selection, it was implemented by making 
the object centre follow the current 3D position of 
the index fingertip computed using (5) and the 
object 3D orientation to follow the current wrist 
orientation provided by InterSense. If both hands 
are making the index finger pointing gestures, the 
position of the selected object will follow the 
index finger with minimum distance to the object 
centre. Since a user may use one pointing index 
finger to do object selection, translation and 
rotation with the other hand open, the object 
release operation is disabled if (12) is satisfied. 
Object scaling requires not only recognition 
of the two hand gesture using (8) but also the 
positions of the left and right index fingertips 
with respect to the object bounding box in 3D 
space. Hence, the function to activate the scaling 
operation can be expressed by (13) 
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(13) 
 
where the first two terms come from (8) and are 
used to recognise the object scaling gesture, the 
middle two terms indicate the left index finger tip 
)()( SRMITHSRMITH ∪
)()( HTIMRSTIMRSH ∪
  
touching a side of the bounding box, and the last 
two terms indicated the right index finger tip 
touching a side of the bounding box. When (13) is 
satisfied, the scaling operation is activated, and 
the virtual object size is enlarged or reduced 
uniformly in 3D by setting the length of the 
object bounding box equal to the distance 
between two index fingertips.  
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4 SYSTEM PERFORMANCE 
 
Presented in this section are the evaluations 
performed on the developed system, which 
include manipulation of two virtual objects that 
created to demonstrate the system usability, as 
well as speed and latency assessment involving 
the use of a high speed camera. 
 
4.1 Immersive virtual object manipulation 
 
To demonstrate the usability and evaluate 
the performance of the developed system, a 
scene with two virtual objects was created for 
immersive manipulation by the user wearing a 
pair of wireless ShapeHand data gloves, a pair 
of wrist tracking devices, a head tracking 
device, and a pair of polarised glasses. One 
object is a simple six-colour cube with an 
initial size of 80x80x80 m3, and the other is a 
medical CT volume with 256x256x256 
voxels.     
 
From the visual perspective, the user is able 
to see the stereoscopic images of the cube and 
CT volume as well as his/her hands displayed 
through two projectors placed at the back of a 
large screen operating in passive circular 
polarisation mode. With the head tracking 
device providing the position and orientation 
of the user’s head, the user can physically 
moves around in front of the display screen 
with an impression of a 3D virtual cube and a 
3D CT volume floating in space, whereby a 
forward movement causes each object to 
appear nearer and larger, a backward 
movement causes each object to appear further 
and smaller, and a side movement with a side 
look via head rotation causes a different side of 
each object to appear.  
 
From the interaction perspective, the use is 
able to see his/her hands in 3D with respect to 
the virtual objects, as well as the gestures made. 
Furthermore, when the pointing index finger 
tip of the user reaches a side plane of the virtual 
object, the object bounding box is highlighted 
to provide a visual feedback of object selected. 
The simplicity and intuitiveness of the hand 
gestures were seen to enable a new user to 
quickly handle and manipulate individual 
object or both objects simultaneously, namely, 
pointing the index finger(s) to touch (select), 
drag, rotate the 3D cube or the CT volume, or 
both in 3D space as shown in Fig. 5, passing 
the selected object from one hand to another 
hand (from one pointing index finger to 
another pointing index finger), sliding two 
hands (with the ring and small finger closed) 
with respect to each other to enlarge and reduce 
the size of the selected as shown in Fig. 6, and 
opening the hand(s) to detach from the selected 
object(s). 
 
Furthermore, the system is able to perform 
the required operations with certain deviation 
in the gestures made such as hand digits not 
fully extended and closed, and highly robust 
recognition can be achieved by performing 
calibration of hand close and open gestures at 
the start. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. User performing simultaneous 
translation and rotation of two objects 
 
 
 
 
 
 
 
 
 
 
Fig. 6. User performing scaling of CT volume 
As an example, Fig. 7 shows some of the 
data acquired from performing a short 
 
 
  
sequence of selection, translation and release 
of one of the virtual object in the scene, namely, 
(ox, oy, oz) to show the 3D position variation of 
the virtual object centre using red, green and 
blue dotted lines, ( tip rswx , , tip rswy , , tip rswz , ) to show 
the 3D position variation of the right hand 
index finger tip using red, green and blue solid 
lines, and ppsα  to show the flexion angle of the 
proximal phalanx of the right hand middle 
finger in a black solid line. 
 
Fig.7. A sequence of dynamic gesture data 
With an open hand gesture at the start of the 
sequence, it is seen from Fig. 7 that ppsα   is 
around 0º, the user’s right hand moves in the 
horizontal plane as indicated by the changing 
coordinate values of tip rswx ,  and tip rswz ,  with 
tip
rswy ,   roughly constant, and the virtual object 
is stationary at the origin of the world 
coordinate system as indicated by (ox, oy, oz) = 
(0, 0, 0). Soon after the hand gesture changed 
into an index finger pointing gesture as 
indicated by the sharp rise of ppsα   from 0º to 
around 70º due to the middle finger closed, the 
index finger tip is seen to approach the virtual 
object with the coordinate values of 
( tip rswx , ,
tip
rswy , , tip rswz , ) moving towards (ox, oy, 
oz). When the distance is sufficiently small, the 
object is seen to be selected. Once selected, the 
virtual object is seen to follow the index finger 
tip with the coordinate values of ox 
following tip rswx , , oy following tip rswy , , and oz 
following tip rswz , . Finally, the user’s hand opens 
to release the object as indicated by ppsα  
falling back to around 0º due to the opening of 
the middle finger, the virtual object is seen to 
stay at its final position with (ox, oy, oz) fixed as 
the user’s hand moves away.  
 
 
 
 
4.2 System performance evaluation and 
analysis 
 
A number of tests were also conducted to 
assess the key measures of system real-time 
performance in terms of speed and latency. 
For manipulation of a graphics-based 
object, speed performance evaluation was 
based on the virtual cube, and for manipulation 
of a data-based object, it was based on the CT 
volume. The evaluation was implemented by 
inserting a counter at the start of each program 
thread to record the number of times to run the 
thread per second. 
 
For manipulation of the virtual cube, Figure 
8 shows a typical example showing the 
frequency of executing each program thread 
over a period of one minute with continuous 
hand movement in 3D space. From Fig. 8, the 
program threads of hand gesture recognition 
and position data acquisition based on 
InterSense are seen to be relatively fast with 
relatively large fluctuations. Whilst the former 
is seen to be the fastest one with an average 
execution frequency of 136 times per second 
and the largest variation between the maximum 
of 171 times per second and the minimum of 
102 times per second, the latter is the second 
fastest with an average execution frequency of 
118 times per second and a variation between 
the maximum of 159 times per second and the 
minimum of 99 times per second. Very similar 
behaviour of the execution frequencies for the 
ShapeHand gesture data acquisition program 
thread and the stereoscopic display program 
thread are also seen from Fig. 8, with the 
former slightly faster at 62 times per second on 
average between the maximum of 65 times per 
second and the minimum of 59 times per 
second, and the latter at 60 times per second 
between the maximum of 64 times per second 
and the minimum at 54 times per second. 
 Figure 8. Thread execution frequency versus time 
For manipulation of the CT volume, the 
stereoscopic display program thread was also 
found to be the slowest with the worst case 
  
execution frequency of 31 times per second. 
Hence, the speed of the system depends on the 
complexity and the number of the objects to be 
displayed.   
 
To confirm the adequacy of the system 
speed performance for dynamic gesture 
recognition, a test was also carried out to check 
the tracking speed against the maximum speed 
of finger movement. By wearing the 
ShapeHand data glove with the index finger 
opening and closing repeatedly at the highest 
possible speed, the virtual hands on the 
stereoscopic display was found to follow the 
angular movement of the index finger at a 
maximum speed around 14 times per second. 
 
For performance evaluation of latency, a 
high speed video camera was used to record the 
hand movement made by a user wearing the 
ShapeHand data glove as well as the 
movement of the virtual hands appeared on the 
stereoscopic screen. With the hand opening 
and closing repeatedly, the video was captured 
at 64 frames per second, and video analysis of 
the corresponding hand gestures showed a 
delay around 6 frames of the virtual hand 
movement with respect to the real hand 
movement, which is equivalent to a latency of 
approximately 94ms. 
 
5 CONCLUSIONS 
 
The paper demonstrates an approach to achieve 
immersive manipulation of virtual objects 
using natural hand gestures. In particular, the 
paper describes (a) the integration of a wireless 
high DOF hand gesture data glove, a wireless 
position tracking system, and a stereoscopic 
display; (b) algorithms developed for 
recognition of dynamic hand gestures and 
object distances; and (c) system performance 
evaluation conducted to assess its usability. 
Overall, the system is shown to provide an 
immersive and interactive environment, 
whereby a user can visualise in stereoscopic 
mode and interact in 3D with virtual objects 
using natural hand gestures. Furthermore, the 
simplicity and intuitiveness of the selected 
hand gestures, together with robustness in 
recognition of imprecise hand gestures, 
enables users to quickly master the object 
manipulation operations with little effort. 
Particularly, it has been shown that the system 
can operate at 54 frames per second for 
graphics-based objects, and 31 frames per 
second for data-based objects, as well as a 
latency time of approximately 94 ms using a 
PC with 3GHz CPU. 
 Although the virtual objects used for 
system demonstration are simple, with one 
based on a cube and the other based on a 
3D-CT volume, the work is seen as an 
important first step towards simultaneous 
manipulations of multiple objects with 
complex shapes, deformable surface and 
mutual physical interaction. Further work will 
extend the system to recognise not only a wide 
range of more intricate hand gestures but also 
complex hand movement trajectories in 3D 
space, thereby enabling the use of natural hand 
movements and gestures to perform complex 
virtual object manipulation, such as 
assembling and disassembling tasks in 
equipment maintenance and repair (Corvaglia 
2004; Badler et al. 1993; Johnson and Rickel 
1997), and complex virtual tool operation, 
such as control of robots in medical surgery 
(Liverneaux et al. 2009; Scharver et al. 2004). 
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APPENDIX B 
 
FINGERSPELLING RECOGNITION 
 
In order to illustrate the system’s versatility, recognition of the BSL fingerspelling was 
investigated by developing an algorithm to enable the system to automatically display the 
text on screen according to the BSL fingerspelling gestures made by a hearing impaired 
signer, thereby enabling audience to understand immediately the meaning of the hand 
signs through reading of the displayed text.  
 
 
The BSL is a visual sign language used in the UK, and is the first or preferred 
language of the deaf people in the UK. BSL uses word level signs (gestures), non-manual 
features, e.g. facial expression and body posture, as well as fingerspelling (letter-by-letter 
signing) to convey meaning [257]. Fingerspelling (see Fig. B.1) is an important part of 
BSL and is mainly used to spell words for which no sign to express, e.g., names or 
technical terms, acronyms, unknown words to signers, or to clarify a sign that is 
unfamiliar to the ‘observer’ who is reading the signer. Moreover, a conversation with a 
BSL signer could be simply carried out by using the 26 BSL fingerspelling alphabets, 
albeit it is time consuming [258-261]. Compared to the fingerspelling methods in some 
other Sign Languages, such as the ASL, BSL fingerspelling has an inherent difficulty for 
recognition, since it involves both hands for all letter signs (except ‘c’) instead of using 
one hand like ASL fingerspelling [257]. On the other hand, most BSL fingerspelling 
signs are based on the shape of the letter, which are ‘drawn’ by the fingers of the right 
hand on the ‘page’ of the left for the right-handed user. The exceptions are the five vowels, 
i.e., A, E, I, O, and U. They are indicated in a systematic way, rather than graphic signs, by 
using the right index finger to touch the tips of the left thumb and fingers [262, 263]. As 
the first step to achieve the BSL fingerspelling recognition by using the proposed system, 
the work presented in this section is a small scale system design for the BSL 
fingerspelling gesture recognition based on these five vowels letters.  
 
 
   As shown in Fig. B.1, the BSL fingerspelling gestures of the five vowels consist of a 
combination of the left hand opening and right hand index finger pointing postures, as 
well as the right hand index finger tip touching each tip of the thumb/fingers on the left 
hand. The left hand opening hand gesture can be identified by using equation (4.2) in 
  
Section 4.2, and the right hand index finger pointing gesture by using equation (4.1). 
Moreover, the touch between the right hand index finger tip and other tips of the 
thumb/fingers on the left hand is measured by computing the distance between them 
using equation (4.4). Therefore, for instance, the recognition condition of letter ‘A’ 
spelled out using BSL is given by 
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where m = T, I, M, R, S, denotes the five fingers of a hand, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.1. BSL Fingerspelling Alphabe (from [258]). 
 
   In equation (B.1), the first two terms come from equations (4.2) and (4.1) respectively, 
indicating the left hand open and the right hand making the index finger pointing gesture; 
the middle two terms indicate the distance between the right hand index finger tip and left 
hand thumb tip being the minimum compared to the distances between the right hand 
index finger tip to the other four left hand finger tips; and the last term indicates the 
distance between the right hand index finger tip and left hand thumb tip is less than the 
specified threshold. In the implementation, the threshold for the touching distance 
between two finger tips of two hands is set to be 20mm based on empirical data, since the 
  
finger width is approximate 15mm and the distance between two fingertips is 
approximate 50mm with the hand open. When the distance between the index finger tip 
on the right hand and a finger tip on the left hand is detected to be the minimum compared 
to other fingertips, and is less than 15mm, a vowel letter will be displayed on the screen 
immediately to correspond the fingerspelling gesture. 
 
 
Tests have been done to evaluate the system’s performance in terms of BSL 
fingerspelling recognition. As illustrated from Figs. B(2-6), the system is shown to be 
able to recognise the five vowels fingerspelled by the user by outputting the 
corresponding vowel letters on the screen. Furthermore, to provide a clear visual 
feedback, the fingers colour shall change according to different fingerspelling gesture 
inputs, with red for ‘A’, blue for ‘E’, grey for ‘I’, yellow for ‘O’, and pink for ‘U’.  
    Figure B.2. Fingerspelling of ‘A’.        Figure B.3. Fingerspelling of ‘E’. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
    Figure B.4. Fingerspelling of ‘I’.         Figure B.5. Fingerspelling of ‘O’. 
   
 
 
 
 
 
 
 
 
               Figure B.6. Fingerspelling of ‘U’. 
     
 
     
  
APPENDIX C 
 
RECOGNITION OF ‘CHILDREN’ GESTURE 
 
Fig. C.1 shows the movement trajectories of the left and right hands making the ‘children’ 
gesture, where two hands are seen to move outwards in the opposite directions in the floor 
plane. Furthermore, the two hand movement trajectories are similar, with each one 
containing three local peaks and two local valleys. Therefore, the recognition of the 
‘children’ movement gesture is implemented based on the movement directions as well as 
the number of local peaks and valleys along the movement curve. As shown in Fig. C.2, 
using the right hand movement trajectory as an example, after the hand movement being 
recognised as a right horizontal direction movement by using the method presented in 
Section 5.3.4 and a curved movement by using the method presented in Section 5.3.5, a 
further check is made to see if this movement contains multiple peaks and valleys. Let the 
starting hand position and a hand position along the hand motion trajectory be denoted by 
pi = [xi, yi, zi] and pn = [xn, yn, zn], respectively. The height of a hand position is defined as 
the relative difference between pi and pn in the vertical plane (parallel to the y-axis). For 
example, hn, the height of pn with respect to pi is computed by:  
hn = |yn - yi|                             (C.1) 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure C.1. Recorded ‘Children’ gesture hand movement trajectories of (a) left hand 
and (b) right hand. 
 
 
(a) (b) 
  
 
Figure C.2. ‘Children’ right hand gesture movement trajectory. 
 
   Thus, the first local peak point is defined as the first point which has the maximum 
height, h1, with respect to the starting position compared to its four neighbouring points. 
Similarly, the first local valley point is defined as the point which has the lowest height, 
h2, with respect to the first obtained local peak position compared with its four 
neighbouring points. This process is then continued to find other local peak and valley 
points, until it reaches its ending position. Base d on the number of local peaks and 
valleys, the curve can be identified as a right hand ‘children’ movement if the number is 
greater than or equal to five; and a normal curved movement otherwise. 
22.5o 
67.5o 112.5o 
157.5o 
292.5o 
337.5o 202.5o 
247.5o 
Local peaks 
Pi 
Sin 
+ 
- 
+ 
- 
+ - 
- + 
Cos 
Cos 
Wall 
Sin 
Local valleys 
h1 
h2 
