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Abstract
Organization of a tender is not easy. Preparation of the relevant speciﬁcation, taking into account the non-price criteria, imple-
mentation of the objective and fair assessment procedure, and last but not least, selecting a satisfactory oﬀer are in practice a
considerable challenge. In meeting this challenge appropriate multi-criteria assessment models can help. Models that can cope
with diﬀerent kinds of tangible and intangible criteria.
The paper presents the hierarchical bid assessment (HBA) model of making decision in a tender procedure based on the pairwise
comparisons method. It combines structural elements known from AHP with the Heuristic Rating Estimation approach. Two
diﬀerent schemes of rating tangible and intangible attributes are proposed. The notion of the success of the customer is deﬁned and
the practical method for its use is proposed. Theoretical considerations are illustrated in the relevant example.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction and problem statements
A variety of buildings, bridges, roads and any other civil engineering constructions are public, thus they are fully
or partially ﬁnanced by public funds. In most cases the contractor is selected by a tender. Tendering is a complicated
process, which is mostly based on an expert knowledge and intuition, since there is no one single process or method
to get the best bid. One of the most important criteria for evaluation of the oﬀer is price. One of the most important
but not the only one! There are many examples that the excessive favoritism of price as the criterion leads to, at best,
less than the acceptable results. In particular there is a strong suspicion among professionals interested in the problem
that adopting price as the sole tender criterion is responsible for a number of public investment failures in
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Poland † resulting in a loss of several billion euros. This problem was also recognized by OCCP‡ (The Oﬃce of
Competition and Consumer Protection). In its report12 it shows that price as the sole criterion for assessing the bid:
• prevents eﬀective competition for entrepreneurs who are not able to win the price competition, but who could
oﬀer the most favorable product to the customer (and the taxpayer), taking into account all the product features,
• conducive to the existence of bid rigging,
• conducive to the situation in which the contract object is over speciﬁed so that an oﬀer of only one company ﬁts
the tender speciﬁcation.
Following the same report12 in 90% of the public tender procedures in Poland the price is the only criterion. There
are many reasons, why so often and willingly public customers decide to adopt a tender model where price is the only
argument. One of them is the fear of civil oﬃcials responsible for taking decision before suing them to the court on
a charge of bias. The allegation of bias (or suspicion of bias) that comes from the facts that on the one hand there
is no one accepted tender assessment model (so every tenderer proposes custom one), on the other hand some other
criteria than price are hardly measurable, hence they are mainly based on expert judgments. The situation in which
the experts are often the ones who make the decision to accept or reject the bid, completes the picture. The absurd is
even bigger due to the fact that the experts (often civil servants) are usually well aware (based on their experience with
other contracts in the past) what non-price criteria the acceptable oﬀer should meet. Therefore a method that could
help in making decision about the best bid on the one hand should address the problem of intangibility of non-price
criteria, on the other hand should allow the use lessons learned in the past in the form of previously completed projects
or contracts.
A good tender is the one that is a success for both: the customer and the bidder. The bidder may consider a tender
procedure as successful if its bid appears to be better than the bids of competitors. The win in a tender eventually leads
to the signing of the contract. From the perspective of the customer the problem of successful tender is more complex.
On the one hand the customer has some budget constraints so that every oﬀer (even if it is ideally suited to the needs
of the customer) priced above the limit must be rejected. On the other hand, there is a tender speciﬁcation that deﬁnes
minimal standards which the oﬀered goods or services must comply. It would therefore seem that choosing any oﬀer
that meets the speciﬁcation and which is priced below the limit (possibly the one with the lower price) means the
success for the customer. Unfortunately, very often it is not. This is mainly due to the fact that it is very diﬃcult to
express and judge conditions related to quality, durability, ease of use, ergonomics and so on. Therefore very often
all these intangible criteria are either not reﬂected in the tender speciﬁcation nor evaluated during the assessment of
tenders. As a result, the customer over-specify the tender (very often excessively narrowing the possible choice to
one oﬀerer) or accept the situation in which the winning bid does not meet all customer expectations. The ﬁrst case
is usually a violation of the law and could give rise to cancelation of a tender. In the second case the tender can
hardly be considered as completed successfully. The situation as described above prompted the authors to propose the
use of Heuristic Ratio Estimation (HRE) approach9,10 as the method supporting tendering process. Derived from the
pairwise comparisons method the HRE approach supports decision-making process based on assessment of intangible
criteria. It also allows the customer to take beneﬁts from the reference bids. In particular, it allows the use of the
reference oﬀers to formulate the tender success condition.
2. Preliminaries
2.1. Pairwise comparisons method
Every day a man makes choices. Therefore he/she makes comparisons. In the most simple case, it is a comparison
of two objects to each other. People are accustomed to compare in pairs. Every day, buying a fruit and paying for
† see for example economic comments, in English: Transparency Case Studies: Some Early Lessons from the Field, or in Polish: Kryterium
najniz˙szej ceny głównym winowajca˛ problemów na rynku (The criterion of the lowest price the main culprit of market problems).
‡ The Oﬃce of Competition and Consumer Protection (in Polish UOKIK, see uokik.gov.pl) is the oﬃcial Polish government agency established
to improve the well-being of the consumers by creating adequate conditions for competition and its protection.
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the item we are trying to choose the heavier one. The relative weight of two fruits can be easily estimated by taking
one fruit in one hand, the other fruit in the other hand and subjective evaluation, which one is heavier. Of course, in
general, in this way we can check more than two fruits, but only two fruits at a time. During the comparison one of
the fruits serves as a unit, whilst the weight of the other fruit is estimated with respect to the weight to this unit. In
fact determining the exact weight of fruits (in pounds or grams) is nothing more than comparing the weight of the
fruit with the standard units of pound or gram. However, when we lack the precise tools or reference weights it is
easier to compare two similar objects with each other than to compare each of them with some standard but abstract
or dissimilar unit.
In practice very often people need to compare diﬀerent objects in a situation when there is no standard units at all.
An example is the decision on whom to vote during the elections. In such a case a person entitled to vote ﬁrst needs to
decide what criteria she/he will take into account in the assessment of both candidates, then compare the candidates
with respect to every predetermined criterion. Of course, it is impossible to express “attitude to gender inequalities” of
candidates in meters or grams or in any standard units. However, it is possible to subjectively decide which candidate
is more active in this ﬁeld. Similarly, choosing a computer chair it is diﬃcult to determine the degree of ergonomics
and comfort in units, however, it is possible to indicate (by comparing / testing seats in pairs) which one is (and to
what extend) more ergonomic and comfortable. The situation is similar when choosing a car, computer, shoes or suit
(other example8). Furthermore, when we choose a new suit or shoes we not only compare the oﬀered goods with each
other but also with our old stuﬀ. Of course, we want a new suit to be at least as good as our previous clothes. If we
can make such a purchase, shopping can be considered as successful. Then, we are satisﬁed. The need of constant
comparing intangible properties and making on this basis satisfactory choices underlies the presented approach.
Probably the ﬁrst one who described the pairwise comparisons phenomenon was Ramon Llull (the XIII cen-
tury)3. Llull used pairwise comparisons as a method of election. The pairwise comparisons (PC) are the basis of
the eighteenth-century Condorcet’s theory of voting13. The PC method was popularized by Saaty11, who introduced
Analytic Hierarchy Process (AHP) that allows to handle the large number of criteria and provide eﬀective methods
for calculating the ranking and the level of data inconsistency. The method proposed in the article uses the hierarchy
as proposed by AHP, although for the priority calculation among diﬀerent alternatives the heuristic method proposed
in9,10 is used. As a result, it becomes possible to use multiple criteria and multiple reference alternatives during the
assessment process.
2.2. Basic concepts and deﬁnitions
The central to the PC method is M = [mi j] ∧ mi, j ∈ R+ ∧ i, j ∈ {1, . . . , n} a PC matrix that expresses a quantitative
preference relation R over the ﬁnite set of objects (concepts, alternatives) C
d f
= {ci ∈ C ∧ i ∈ {1, . . . , n}} where C is a
non empty universe of objects and R(ci, c j) = mi j, R(c j, ci) = mji. The values mi j and mji are interpreted as the relative
importance (value, impact and so on) of objects, so that according to the best knowledge of experts the importance of
ci to the importance of c j is exactly mi j. In other words if we assume that μ(ci) means the importance of ci and μ(c j)
denotes the importance of c j then, following the expert judgment, we may expect that mi j = μ(ci)/μ(c j). Thus, usually
we assume that mji = 1/mi j. If it is so both values mi j and mji are called to be mutually reciprocal. For the same reason
we wish to have (although it is not always possible) that mik · mk j = mi j for all possible triads mik,mk j,mi j in M. Let
us deﬁne both properties formally.
Deﬁnition 1. A matrix M is said to be reciprocal if ∀i, j ∈ {1, . . . , n} : mi j = 1mji , and M is said to be consistent if∀i, j, k ∈ {1, . . . , n} : mi j · mjk · mki = 1.
Since the values mi j stored in the PC matrix usually comes from experts in the ﬁeld, it may result in inaccuracy. Thus
it may happen that there exists such triad§ of values mi j,mjk,mki from M for which mik · mk j  mi j. This observation
gave rise to the concept of inconsistency index describing how far the matrix M is inconsistent. There are a number
of inconsistency indexes, including Eigenvecor Method 11, Least Squares Method, Chi Squares Method 1, Koczkodaj’s
distance based inconsistency index7 and others2.
§ Some authors allows for the lack of reciprocity 5.
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Deﬁnition 2. The eigenvalue based consistency index of n×n reciprocal matrix M is equal to: S(M) = (λmax−n)/(n−
1) where λmax is the principal eigenvalue of M.
For the purpose of the article, the Koczkodaj’s distance based inconsistency index has been adopted. It might be
treated as the “worst case scenario index”, since it is as high as bad the most inconsistent triad in M is.
The result of the pairwise comparisons method is ranking - a function that assigns values to the objects. Formally,
it can be deﬁned as follows.
Deﬁnition 3. The ranking function for C (the ranking of C) is a function μ : C → R+ that assigns a positive value
from R+ to every object from C ⊂ C .
Thus, μ(c) represents the ranking value for c ∈ C. The μ function is usually deﬁned as a vector of weights μ df=[
μ(c1), . . . μ(cn)
]T . According to eigenvalue based approach11 the ﬁnal ranking μ is determined as the principal eigen-
vector of the PC matrix M, rescaled so that the sum of all its entries is 1, i.e. μ =
[
μmax(c1)
s , . . . ,
μmax(cn)
s
]T
where
s =
n∑
i=1
μmax(ci). where μ - the ranking function, μmax - the principal eigenvector of M. Another popular method4
proposes to adopt normalized geometric means of rows of M as the output μ . Thus, mu =
[
g1
r , . . . ,
gn
r
]
where,
gi =
(∏n
j=1 m̂i j
)1/n
and r =
n∑
i=1
gi. More about the priority deriving methods can be found in6.
Deﬁnition 4. Koczkodaj’s distance based inconsistency index K of n × n and (n > 2) reciprocal matrix M is equal
to K (M) = max
{
min
{∣∣∣1 − mi j/mikmk j∣∣∣ , ∣∣∣1 − mikmk j/mi j∣∣∣}}, where i, j, k = 1, . . . , n and i  j ∧ j  k ∧ i  k.
In other words, since in an “ideal” matrix ∀i, j, k ∈ {1, . . . , n} : mi j ·mjk ·mki = 1 the Koczkodaj’s index ﬁnds the worse
triad (by the Euclidean distance) from this ideal and adopts this distance as the value of inconsistency for M.
2.3. Heuristic rating estimation
The approach proposed in11 takes into account the relative importance of objects. Thus, the output of the method is
ranking mainly providing information which object has the greatest value. Very often, however, the actual importance
of some object is known. For some of them it might be easy to estimate or obtain from other sources. This observation
gave rise to the Heuristic Rating Estimation (HRE) approach9. It intuitively assumes that the set of objects C consists
of two disjoint sets CK ,CU , where CK denotes the reference set (the values of importance are initially known), and CU
contains concepts for which the values needs to be determined. The set of indices IK denotes the indices of objects
from CK , and appropriately, IU denotes the indices of objects from CU . I.e. IK = {i : ci ∈ CK}, IU = {i : ci ∈ CU}, and
I = IK ∪ IU .
Let μ : C  R+ be a partial function that assigns positive values from R+ to some objects from C ⊂ C . Thus,
the value μ(c) represents the value (importance) of c. The output of the HRE method is the function μ deﬁning values
for all elements from C. According to the PC approach mil should express the relative value of ci ∈ C with respect to
cl ∈ C. In particular, it is desirable that mliμ(ci) = μ(cl) = ml jμ(c j) for every ci, c j and cl. Unfortunately, due to the
possible data inconsistency it may not be possible i.e. mliμ(ci)  ml jμ(c j). Therefore the question arises what μ(cl)
should be? The HRE oﬀers the averaging with respect to the reference set heuristics. It proposes to calculate every
unknown μ(ci) as the weighted average of all the other μ(c j) where i  j and weights are formed by the appropriate
entries of M. In other words, the following equality is desirable to hold: μ(ci) = 1n−1
∑
j∈I\{i} mi jμ(c j) for every i ∈ IU .
For simplicity, let us assume that CU = {c1, . . . , ck} and CK = {ck+1, . . . , cn}.
The postulate formulated above leads to the following matrix equation: Aμ = b where the matrix A and vector of
constant terms are given as:
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − 1n−1m1,2 · · · − 1n−1m1,k− 1n−1m2,1 1 · · · − 1n−1m2,k
...
...
...
...
− 1n−1mk−1,1 · · ·
. . . − 1n−1mk−1,k− 1n−1mk,1 · · · − 1n−1mk,k−1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
n−1m1,k+1μ(ck+1) + . . . +
1
n−1m1,nμ(cn)
1
n−1m2,k+1μ(ck+1) + . . . +
1
n−1m2,nμ(cn)
...
1
n−1mk,k+1μ(ck+1) + . . . +
1
n−1mk,nμ(cn)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)
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and values that need to be determined are denoted as: μT =
[
μ(c1), . . . , μ(ck)
]
. When only the priority is important,
it is convenient to rescale the vector μ so that its entries are summed to 1, i.e. μ˜ =
[
μ(c1)/s, . . . , μ(ck)/s
]T where
s =
∑k
i=1 μ(ci).
2.4. HRE approach - numerical example
To understand the Heuristic Rating Estimation approach, let us consider the following simplistic example. Some
publishing house is going to publish a new adventure book. Out of three candidates c1, c2 and c3 it wants to emerge
that book, which will attract the greatest number of readers and estimate the number of copies that can be sold. Thanks
to its market experience the company knows the level of sales for the two other books c4 and c5. Let μ(ci) denotes the
number of readers for the i-th book. In order to estimate the number of copies of the books c1, c2 and c3 the publishing
house asks the experts to compare all the books c1, . . . , c5 in pairs with respect to the expected number of readers.
Since c4 and c5 are present on the market, the values μ(c4) = 40000 and μ(c5) = 55000 are known, and the mutual
comparison of c4 and c5 given as m4,5 equals exactly μ(c4)/μ(c5) = 0.727 and μ(c5)/μ(c4) = 1.375 (they do not need to be
provided by experts). The result of the work of experts is the pairwise comparisons matrix M in the form (2). For
example the value m1,2 = 0.6 which means that the experts expect that the quotient of the number of copies sold for
c1 on the number of copies sold for c2 is 0.6. In other words they predict that the popularity of c1 is almost half less
(actually 40% less) than the popularity of c2. To calculate the sales forecast the matrix A and the vector b (See 1) need
to be calculated. In our case they are:
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0.6 0.7 0.85 0.6
1.667 1 1.3 1.5 1.1
1.429 0.769 1 1.2 1
1.176 0.667 0.833 1 0.727
1.667 0.909 1 1.375 0.727
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −0.15 −0.175
−0.417 1 −0.325
−0.357 −0.192 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
16750.876
30122.008
25752.401
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (2)
Following (Def. 4) the inconsistency index K (M) equals 0.154, thus the equation Aμ = b has a strictly positive
solution. It is μ = [34561.575, 60701.495, 49745.57]T . Thus, according to the experts judgment the publishing
house company is able to sell μ(c1) = 34561 copies of c1, μ(c2) = 60701 copies of c2 and μ(c3) = 49745 copies of
c3. As the result of the estimation, the publishing house decided to publish the book c2. In addition to selecting the
winner, the company has also obtained the sales forecast for c2.
2.5. Hierarchical priorities evaluation
The above example (Sec. 2.4) is fairly simple. Only one criterion (the popularity of the book) is taken into account.
Very often, however, the situation is more complicated. To choosing the winner objects need to be evaluated in
various diﬀerent, very often much more abstract than in the example, aspects. AHP (Analytic Hierarchy Process) -
the hierarchal model to deal with such a situation has been proposed by Saaty11.
3. Hierarchical bid assessment model
The proposed hierarchical bid assessment (HBA) model is based on the AHP approach. Like AHP model it is
designed for the multi-criteria decision making and it uses pairwise comparisons to address the intangibility of the
criteria. However, unlike the AHP the HBA model assumes that some of the objects involved in the ranking are known.
This corresponds to the principle: speciﬁcation by example according to which the customer (the tendering authority)
may express their expectations as regards the bid in the form of actual examples. By indicating speciﬁc examples
customer informs all the parties in the tender what are their expectations, and what oﬀers would be considered as
satisfactory.
The HBA model is used to assess the oﬀers. On input there are two types of oﬀers: the reference oﬀers speciﬁed
by the customer, and the tender oﬀers submitted by bidders. The reference oﬀers will be denoted as CK - known
(reference) objects, whilst the tender oﬀers will be denoted as CU - unknown objects. Every object c ∈ CK ∪ CU is
described by the set of attributes P = p1, . . . , pr, so that pi(c j) denotes the value of the pi attribute for the c j object.
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Of course, some of these attributes are particularly important for the customer. Thus, the customer would like to take
them into account during the assessment process. Let Q ⊆ P be the set of attributes to be evaluated in the course of the
tender procedure. One can expect that Q includes the price. The attributes can be tangible or intangible. The tangible
attributes are those whose values can be expressed in well deﬁned, measurable units such as currency, meters, grams,
Hertz and so on. E.g. the price can be considered as a tangible attribute. The intangible attributes are those whose
values are diﬃcult to be measured or to be expressed in any well deﬁned units. Examples of intangible attributes
could be quality, ergonomics, convenience of use, aesthetics etc. The sets of tangible and intangible attributes will
be denoted as QT and QI correspondingly. It holds that QT ∪ QI = Q. The values of all the attributes (tangible and
intangible) of the reference objects are initially known. The tangible attributes of the unknown objects are also known
or can be readily determined, measured. Hence, the only thing left to do is mapping these values to priorities. The
idea of how such mapping can be constructed is given below.
3.1. Tangible attributes priority estimation
Evaluation of objects with respect to q ∈ QT (tangible attributes) consists in constructing appropriate function
μq : C → R|C| where |C| = n is the total number of objects. The function μq returns the vector of priorities of the
objects with respect to the attribute q. For the normalization purposes, we will require that the returned vector is
rescaled so that all its entries sum up to 1. It is assumed that the higher priority the more preferred is object with
respect to the attribute q. The simplest form of such a function is identity with output rescaled to 1:
μq(c1, . . . , cn) =
(
q(c1)
s
, . . . ,
q(cn)
s
)
where s =
n∑
i=1
q(ci) (3)
The function (3) does not work if the lower priority corresponds to the more desirable option. In such a case the
function (3) needs to be remodeled as follows:
μq(c1, . . . , cn) =
(
1
sq(c1)
, . . . ,
1
sq(cn)
)
where s =
n∑
i=1
1
q(ci)
(4)
Sometimes even a small change in the value of the attribute represents a large qualitative change. In such a
case an identity function may not be the most appropriate. An example of such a situation is a case where the
values of the attributes are relatively high but clustered together in a narrow range. A direct comparison of the
values of attributes would lead to the conclusion that they are quite similar (the diﬀerence in values between the two
attributes would be small in comparison to their actual values). Therefore the function μq needs to be made more
“sensitive” in the speciﬁed range of values. Let us assume that the all values of the attribute q are not negative i.e.
q(ci) ≥ 0 for i = 1, . . . , n. In such a case one of the ways to improve the function μq is to reduce the values of
the attributes by a constant value αq. Of course αq should be smaller than the smallest value of the attribute q, i.e.
αq < qmin = min{q(c1), . . . , q(cn)}. Thus, the function μq takes the form:
μq(c1, . . . , cn) =
⎛⎜⎜⎜⎜⎜⎜⎝
(
q(c1) − αq
)
s
, . . . ,
(
q(cn) − αq
)
s
⎞⎟⎟⎟⎟⎟⎟⎠ where s =
n∑
i=1
(
q(ci) − αq
)
(5)
or assuming the lower the better strategy:
μq(c1, . . . , cn) =
⎛⎜⎜⎜⎜⎜⎜⎝ 1s (q(c1) − αq) , . . . ,
1
s
(
q(cn) − αq
)
⎞⎟⎟⎟⎟⎟⎟⎠ where s =
n∑
i=1
1(
q(ci) − αq
) . (6)
In other words we do not consider the values of attributes itself, but only the value of which they are greater than
the threshold αq. The distance between qmin and αq is of particular importance since the smaller it is, the greater the
diﬀerences between the output priorities. Thus, every time when needed, the parameter αq must be carefully selected
by experts.
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Let us consider the following example in which experts need to assign priorities μq(c1), . . . , μq(c4) to objects
c1, . . . , c4. The value of attributes are q(c1) = 481, q(c2) = 483, q(c3) = 534, q(c4) = 438 and q(c5) = 416 rep-
resent a battery life in minutes during the wiﬁ browsing test for ﬁve diﬀerent tablet devices. Since, due to the nature
of the work, the customer strongly prefers tablets with the longer battery life. Therefore for two devices ci and c j, if
ci is able to work three days longer (72 hours longer than c j) then c j will be two times more preferred than ci. To
compute αq we need to choose qmin (it is q(c5) = 416), then to solve a simple equation 2 · (qmin −αq) = qmin + 72−αq.
It is easy to see that αq = 344. Since the longer the battery life the better, thus the function (5) is adequate. Hence the
priorities are: μq(c1, . . . , cn) = (0.216, 0.219, 0.3, 0.148, 0.113). It is easy to see that c3, which is better than c5 by
more than 110 hours, is over two and a half times more preferred (0.3/0.113 > 2.6) than c5.
Sometimes the values of attributes (despite their tangibility) cannot be easily remapped to the priorities. In this
case, it may come with the help of the pairwise comparisons method. The result of the work of experts is the pairwise
comparisons matrix containing ratios expressing the relative importance of objects. The ratios are determined by
experts based on the actual values of attributes and their expert knowledge as regards the nature of objects. When
the pairwise comparisons matrix is formed the priorities might be derived using one of the popular methods such as
eigenvalue based method, geometrics mean method or similar6.
3.2. Intangible attributes priority estimation
Since the unknown objects represent the submitted oﬀers usually only the tangible attributes can be easily deter-
mined. The intangible attributes of the submitted oﬀers such as utility, quality or ergonomics need to be determined
using HRE approach during the course of the tendering procedure. They depend (directly or indirectly) on subjective
judgments of experts. Thus, in fact, they express intensity of preferences (priorities). For this reason it is assumed
that the output in the HRE approach is the vector of priorities and any additional mapping between argument values
and the priorities, although possible, is not needed. For the same reason the values of the tangible arguments of the
reference objects are considered as the values of priorities.
Thus, the evaluation of objects with respect to q ∈ QI (intangible attributes) consists in constructing PC matrix
Mq = [m
(q)
i j ] expressing the relative intensities of preferences for objects with respect to q ∈ QI . Let us assume
that CU = {c1, . . . , ck} and CK = {ck+1, . . . , cn}. The values of arguments for c ∈ CK are known, thus the entries
corresponding to the relative priority of ci, c j ∈ CK with respect to q are determined as μq(ci)/μq(c j) = m(q)i j . The other
entries need to be determined by experts. The next step after creating Mq is to prepare the matrix Aq and the vector bq
as shown in (1). Solving the equation system Aqμq = bq is equivalent to ﬁnding the missing values μq. The priorities
μ˜q(c1), . . . , μ˜q(ck) are obtained by appropriate rescaling the vector μq.
3.3. Priorities of the arguments
The tangible and intangible priority estimation refers to comparing objects vs. criteria. Thus, the procedure
described in (Sec. 3.1 and 3.2) allows to determine the priorities of individual objects separately for each of the
attributes. In order to calculate the ﬁnal (global) ranking the priorities need to be combined together. Thus, the ﬁnal
(global) priority for c ∈ C is a weighted sum in the form: μ(c) = ∑q∈Q μtender(q) · μq(c), where μtender(q) is the priority
of the attribute q itself. The value μtender(q) means the importance of the attribute q, and describes to what extent
its value contributes to the ﬁnal result. The priorities of the arguments are determined using PC matrix. Therefore,
experts have to create a matrix Mtender of pairwise comparisons, where the compared objects are attributes. The entries
m(tender)i j in Mtender reﬂect the relative importance of attributes with respect to the goal which is to select the best oﬀer
in a tender. The priorities of the attributes can be derived using one of the available methods such as the eigenvalue
based method or the geometrics mean method.
3.4. When the tender is successful
The ﬁnal values of the priorities allows the customer to organize oﬀers c1, . . . , cn from the most to the least fa-
vorable. Unfortunately, selecting the best submitted oﬀer is not always tantamount to success. Of course, all the
submissions must meet some minimal requirements in order to be admitted to the tender procedure. However, very
often these requirements cannot be too speciﬁc so as not to limit the number of bidders. Similarly, it is diﬃcult to
1129 Konrad Kułakowski et al. /  Procedia Computer Science  35 ( 2014 )  1122 – 1131 
precisely deﬁne in the tender speciﬁcation of intangible criteria such as the concept of beauty, quality, robustness,
convenience, reliability, customizability and so on. Much easier is to identify examples of solutions that (according
to the customer’s subjective judgment) represent the acceptable balance of all the considered criteria. The reference
objects serve the role of such examples. By specifying them the customer indicates what solutions are satisfactory.
Therefore, it is desirable that the accepted oﬀer was better (or at least not worse) than the reference oﬀers. Hence,
from the customer’s perspective, the success in a tender is when the winning oﬀer is not worse in terms of the global
priority than all the reference oﬀers. I.e. μ(cwinner) ≥ maxc∈CK μ(c), where cwinner is the winning oﬀer - possibly the
one with the highest global priority, i.e. μ(cwinner) = maxc∈CU μ(c). This situation will be called a complete success.
It may happen, however, that the complete success will not be achieved. In such a case one can expect that the
selected oﬀer wins with at least one reference oﬀer: μ(cwinner) ≥ minc∈CK μ(c).
This condition expresses the desire that the winning oﬀer should be at least as good as the weakest reference
object. Since the weakest reference object has been selected as satisfactory, one can hope that cwinner also turns to be
satisfactory. The second case will be called a partial success or a success.
The concepts of a complete success and a partial success allow for a qualitative evaluation of a tender itself. It helps
to predict whether the customer will (or will not) be satisﬁed with the allotment result. Due to the numerical nature
of the global priority they may also provide an intuition to what extent the customer will be satisﬁed or dissatisﬁed.
Finally they might be used as a formal requirements in the tender procedure, where failure to fulﬁll one of them could
provide a basis for cancelation of a tender.
4. Tender assessment example
As an example of the HBA model we consider a tender for 100 laptops announced by a company. To run the tender
the company made a choice of two reference laptops and deﬁned the minimal laptop standards as follows: the price
per laptop cannot exceed 4000 PLN, the diagonal of the screen must be at least 10”.
4.1. Priorities of the arguments
It has been decided that the laptops will be evaluated in the ﬁve criteria¶: p - price, d - diagonal of the screen, w
- weight, e - eﬃciency and q - image quality. Then, following the HBA model, the company experts determine the
relative importance of each criterion and prepare the following PC matrix Mtender:
Mtender =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 4 13 7 13
0.25 1 3 2 3
0.07 0.33 1 0.5 1
0.14 0.5 2 1 2
0.07 0.33 1 0.5 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)
The priorities of the criteria: μtender(p) = 0.65, μtender(d) = 0.16, μtender(w) = 0.05, μtender(e) = 0.09, and μtender(q) =
0.05 were calculated on the basis of the geometric mean method. The ﬁrst three parameters were considered as tangible
QT = {p, d,w}, whilst the other two as intangible QI = {e, q}.
4.2. Decision scenario
There are two reference laptops c1 and c2 chosen by the company, whose parameters and experts’ rating (0-5
scaled) for intangible values are initially known. During the tender procedure the three diﬀerent bidders submitted
three oﬀers c3, c4 and c5, for which the only tangible attributes were known or can be easily determined‖. For the
purpose of the HBA model let us denote CU = {c1, c2, c3} and CK = {c4, c5}.
¶ Most of the data have been collected from the actually existing consumer portals.
‖ The parameters correspond to c1 −AsusTM Zenbook UV42VS-W3007H, c2 −LenovoTM IdeaPad Yoga 11s and c3 −SamsungTM ATIV Book 6.
The reference laptops data come from: benchmark.pl.
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offers
submitted reference
meaning unit symbol c1 c2 c3 c4 c5
at
t
r
ib
u
t
e
s
ta
n
g
ib
le price PLN p 3399 3700 3400 3349 3599
screen size inch d 14 11.6 15.6 14 13.3
weight kg w 1.9 1.3 2.2 2.3 1.6
in
ta
n
. eﬃciency rating - e ? ? ? 1 4.5
image quality rating - q ? ? ? 4 3.5
The company will consider the tender as successful if the winning oﬀer beats at least one of the two reference
laptops. Otherwise, the procedure may, but need not, be canceled.
4.3. Tangible criteria
The ﬁrst step of the tender procedure is to create rankings of laptops according to their tangible parameters. First,
we start with the price. All the laptops cost more than 3000 PLN and, in fact, what exceeds this sum is important
for the customer. Since the cheaper product the better, we calculate the ranking values from the formula μp(ci) =
1/((p(ci) − 3000)∑5j=1 1/(p(c j) − 3000)) where p(ci) denotes the price of the i-th laptop (See 6). This way we get
μp = [0.23, 0.13, 0.23, 0.26, 0.15]T . Similarly, we proceed with the screen size, taking 10” as the minimal value,
and with the weight (all what is over 1 kg is considered as undesirable). Thus, we use the formulas: μd(ci) =
(d(ci) − 10)/(∑5j=1(d(c j) − 10)) and μw(ci) = 1/((w(ci) − 1)∑5j=1 1/(w(c j) − 1)) where d(ci) denotes the screen size
and w(ci) denotes the weight of the i-th laptop. This way we get μd = [0.22, 0.09, 0.3, 0.22, 0.18]T and μw =
[0.14, 0.43, 0.11, 0.1, 0.22]T .
4.4. Intangible Criteria
The PC matrices Me for eﬃciency and Mq for image quality, which are intangible values, are designated by experts
as follows:
Me =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0.8 0.9 3.5 0.8
1.25 1 1.1 5 1
1.11 0.91 1 4 0.9
0.29 0.2 0.25 1 0.22
1.25 1 1.11 4.5 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Mq =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0.8 1 1 1.1
1.25 1 1.25 1.25 1.4
1 0.8 1 1 1.1
1 0.8 1 1 1.142
0.91 0.71 0.91 0.875 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The experts used the same ﬁve point scale that was previously used to assess the reference oﬀers∗. Next, we proceed
with the HRE algorithm. For both criteria we calculate matrices and vectors Ae, Aq, be and bq using the formula (1):
Ae =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −0.2 −0.225
−0.3125 1 −0.275
−0.2775 −0.2275 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , be =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.775
2.375
2.013
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , Aq =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −0.2 −0.25
−0.3125 1 −0.3125
−0.25 −0.2 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , bq =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.963
2.475
1.963
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Then, to obtain priorities for c1, c2 and c3 with respect to the criteria e and q we solve two linear equation sys-
tems: Aeμe = be and Aqμq = bq. In result we obtain two partial vectors μe = [3.614, 4.62, 4.06]T and μq =
[3.931, 4.928, 3.931]T containing the ranking values for eﬃciency and image quality of the three oﬀered laptops
c1, c2, c3. Since all the attributes for the reference objects are known, in particular μe(c4) = e(c4) = 1, μe(c5) =
e(c5) = 4.5, μq(c4) = q(c4) = 4 and μq(c5) = q(c5) = 3.5, hence we can easily complement these vectors. Thus, μe =
[3.614, 4.62, 4.06, 1, 4.5]T and μq = [3.931, 4.928, 3.931, 4, 3.5]T . Finally, scaled so that the sum of elements in
vector is equal to 1, we obtain: μe = [0.203, 0.259, 0.228, 0.056, 0.252]T and μq = [0.19, 0.24, 0.19, 0.197, 0.17]T .
∗ The scale is used by a consumer portal benchmark.pl. The users can rate a particular feature of the product on a scale of 1 to 5. Note that the
similar scale is used in AppStoreTM.
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4.5. Synthesis the ﬁnal decision
To synthesize the ﬁnal priorities it is enough to combine priorities of the criteria (vector μtender) and the priorities
of the oﬀers with respect of these criteria (vectors μp, μd, μw, μe and μq). In our case, the ﬁnal priority equation takes
the following vector form: μ = μtender(p) · μp + μtender(d) · μd + μtender(w) · μw + μtender(e) · μe + μtender(q) · μq.
Thus, the ﬁnal priority vector is μ = [0.218, 0.155, 0.232, 0.224, 0.169]T . This means that the winner with the
total score over 0.23 is c3, which defeated not only both of its competitors (μ(c1) = 0.218, μ(c2) = 0.232) , but also
the two reference products (μ(c4) = 0.225, μ(c5) = 0.169) , as well. This means that the tender resulted in a complete
success for the company. Notice that this laptop was not the cheapest and the only criterion in which it was the best
was the screen size.
5. Summary
The decision-making process is usually complex and its results may always be contested. In particular, intangible
criteria are diﬃcult in the evaluation. Therefore, often the customers, to avoid the charge of bias, prefer to not take
them into account. The suggested HBA model provides a clear multi-criteria evaluation scheme combining the ability
to handle both: tangible and intangible criteria. Using the pairwise comparisons method signiﬁcantly objectiﬁes the
assessment of bids with respect to the intangible criteria. It also helps to determine which criterion is more, and which
criterion is less important. Since the ﬁnal result is rendered on the basis of either mathematical formula (in case of
tangible criteria) or subjective, but many, paired comparisons (in case of intangible criteria), the presented technique
signiﬁcantly reduces the risk of partiality plea.
The proposed HBA model also allows the use of multiple reference oﬀers as a part of a tender speciﬁcation. The
use of reference oﬀers allows the customer to deﬁne a success condition. If it is true, the selected oﬀer is likely to
be satisfactory. If it is false, the tender can, but need not, be canceled. Due to the use of reference oﬀers, the tender
speciﬁcation could be less detailed and restrictive, and more open to the market. Increasing the number of bidders
could improve the competitiveness and the quality of submissions.
The presented approach may be very useful for the variety of organizations and enterprises which deal with the
public funds. The suggested model seems to be highly objective and irrefutable, which is a great value. What is also
important it allows to reduce the price hegemony as the sole criterion in public procurement procedures.
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