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a b s t r a c t
A perfect (v, {ki | 1 ≤ i ≤ s}, ρ) difference system of sets (DSS) is a collection of s disjoint
ki-subsetsDi, 1 ≤ i ≤ s, of any finite abelian groupG of order v such that every non-identity
element of G appears exactly ρ times in themultiset {a−b | a ∈ Di, b ∈ Dj, 1 ≤ i 6= j ≤ s}.
In this paper, we give a necessary and sufficient condition in terms of Jacobi sums for a
collection {Di | 1 ≤ i ≤ s} defined in a finite field Fq of order q = ef + 1 to be a perfect
(q, {ki | 1 ≤ i ≤ s}, ρ)-DSS, where each Di is a union of cyclotomic cosets of index e (and
the zero 0 ∈ Fq). Also, we give numerical results for the cases e = 2, 3, and 4.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Definition 1.1. Let G be any abelian group of order v. A collection of s disjoint ki-subsets Di, 1 ≤ i ≤ s, of G is called a
(v, {ki | 1 ≤ i ≤ s}, ρ) difference system of sets, briefly DSS, if every non-identity element of G appears at least ρ times in
the multiset
{a− b | a ∈ Di, b ∈ Dj, 1 ≤ i 6= j ≤ s}. (1)
A DSS is called perfect if every non-identity element of G appears exactly ρ times in the multiset (1). A DSS is said to be
regular if k1 = k2 = · · · = ks.
If the group G is cyclic, we say that the DSS is cyclic.
The combinatorial problem for the existence of DSSs ismotivated by applications for coding theory and cryptography. The
concept ofDSSs over a cyclic groupwas first introducedby Levenshtein [8,9]with an application to construct codes that allow
for synchronization in the presence of errors. LetUvs be a subset of the set of all vectors of length v overUs = {0, 1, . . . , s−1}
of s elements. The ith overlap of x = (x0, x1, . . . , xv−1) and y = (y0, y1, . . . , yv−1) in Uvs is defined as
Ti(x, y) = (xi+1, . . . , xv−1, y0, . . . , yi).
The comma-free code C of index ρ(C) is a subset C ⊆ Uvs with ρ = min d(z, Ti(x, y)), where the minimum is taken over
all x, y, z ∈ C and all i, 0 ≤ i ≤ v − 1, and d means the Hamming distance. The comma-free index ρ = ρ(C) allows
one to distinguish a codeword from an overlap of codewords provided that at most bρ/2c errors have occurred in the
given codeword [6]. When s = q with q a prime power, we identify Us with the finite field Fq of order q. Levenshtein [8]
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gave a construction of a comma-free code of index ρ > 0 obtained as cosets of linear codes C ⊆ Fvq by utilizing a cyclic
(v, {ki | 1 ≤ i ≤ q}, ρ)-DSS, where q is a prime power. In this application of DSSs to codes for synchronization, one requires
that rs(v, ρ) is as small as possible, where let rs(v, ρ) denote the minimum number of
∑s
i=1 ki of DSSs with parameters v,
ρ, and s. Levenshtein [8] proved the lower bound
rs(v, ρ) ≥
√
sρ(v − 1)
s− 1 ,
with equality if and only if the cyclic DSS is perfect and regular. In [16], Wang improved the bound as follows:
Proposition 1.2. Let {Di | 1 ≤ i ≤ s} be a cyclic (v, {ki | 1 ≤ i ≤ s}, ρ)-DSS. Then,
rs(v, ρ) ≥

√
sρ(v − 1)
s− 1 + 1 if
√
sρ(v − 1)
s− 1 is square free;√
sρ(v − 1)
s− 1 otherwise.
We define a DSS in any abelian group because it also has an application in the other area of informatics. In [11], Ogata et al.
found an application of perfect and regular DSSs (not necessarily cyclic) for authentication codes and secret sharing, and
used the term ‘‘external difference families’’ instead of perfect and regular DSSs. For details of this application and related
researches, see [1,4,5,11] and the references therein.
In [13,14], Tonchev gavemany constructions of cyclic DSSs from cyclic difference sets and balanced generalizedweighing
matrices. Mutoh and Tonchev [10] gave a method for constructions of cyclic DSSs from cyclotomic cosets of a finite field.
Fuji-Hara, Munemasa, and Tonchev [3] presented constructions using hyperplanes of a projective geometry. Cummings [2]
gave another construction method of cyclic DSSs and two easily expressed conditions for a systematic code to be comma
free. In [15], Tonchev and Wang gave a general algorithm for finding cyclic DSSs attaining the bound of Proposition 1.2
for the given parameters v, s, and ρ. Chang and Ding investigated the existence of external difference families in relation to
disjoint difference families. In this paper, we give a necessary and sufficient condition in terms of Jacobi sums for a collection
{Di | 1 ≤ i ≤ s} defined in a finite field Fq of order q = ef + 1 to be a perfect (q, {ki | 1 ≤ i ≤ s}, ρ)-DSS, where each Di
is a union of cyclotomic cosets of index e (and the zero 0 ∈ Fq). We also give numerical results for the cases e = 2, 3, and
4, and the resultant perfect DSSs are new in some cases. The method used in this paper was also used by Yamada [17] for
supplementary difference sets.
2. Preliminaries
Let Fq be a finite field of order q = ef + 1 a prime power and α a primitive root of Fq. Note that the additive group of Fp
with p a prime is isomorphic to a cyclic group of order p. The cyclotomic cosets Ci, 0 ≤ i ≤ e− 1, of index e of Fq are defined
as
Ci = {αej+i | 0 ≤ j ≤ f − 1}.
And we also define C∞ = {0} for the zero 0 ∈ Fq.
Let ζ = exp( 2pi
√−1
e ) ∈ C be a primitive eth root of unity, and denote the integer ring of the cyclotomic field Q(ζe) by O.
We denote the zero 0 ∈ O by ζ∞. Let OFq denote the ring of formal polynomials OFq = {∑α∈Fq cαXα | cα ∈ O}, where X
is an indeterminate, which is equipped with an addition and multiplication in the natural way. The zero and unit ofOFq are∑
α∈Fq 0X
α := 0 and X0 := 1, respectively. For the convenience of notations, we may identify each subset S defined on Fq
with the group ring element
∑
α∈S Xα ∈ OFq and also regard the element
∑
α∈S Xα as the characteristic function FS from Fq
to O defined by
FS(α) =
{
1 when α ∈ S;
0 when α 6∈ S.
Then we can define the addition FS1 + FS2 as
(FS1 + FS2)(α) = FS1(α)+ FS2(α).
Furthermore, we define the convolution product FS1 ∗ FS2 as
(FS1 ∗ FS2)(α) =
∑
β∈Fq
FS1(β)FS2(α − β).
The conjugate FˆS of FS is defined by FˆS(α) = FS(−α).
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2.1. Jacobi sums over finite fields
A multiplicative character χ of Fq is a homomorphism of F∗q into the multiplicative group of complex (q − 1)th roots
of unity. It is well known that the multiplicative characters of Fq form a cyclic group C of order q − 1, called the character
group of Fq, that is isomorphic to F∗q . The identity element of C is the principal character χ0 that maps each element of F∗q
to 1. In this paper, we extend the domain in the definition of a multiplicative character to all of Fq as χ(0) = ζ∞. The eth
power residue characters are e elements of the unique subgroup of order e of C , i.e., χ(α) = ζm for a non-negative integer
m. Let χ be the primitive eth power residue character, which is defined by χ(α) = ζ ` for α ∈ C`. Then, we redefine the eth
power residue characters as a cyclic group of order e generated by the primitive character χ .
We define the Jacobi sum for two eth power residue characters χ1 and χ2 as follows:
pi(χ1, χ2) =
∑
α∈Fq
χ1(α)χ2(1− α).
The following proposition on Jacobi sums is well known [7].
Proposition 2.1. The following relations on Jacobi sums hold:
(i) pi(χ1, χ2) = pi(χ2, χ1);
(ii) pi(χ1, χ2) = χ1(−1)pi(χ1, χ1χ2);
(iii) pi(χ0, χ0) = q− 2;
(iv) pi(χ, χ0) = −1 for χ 6= χ0;
(v) pi(χ, χ) = −χ(−1) for χ 6= χ0;
(vi) If χ1, χ2, and χ1χ2 are non-principal characters, then pi(χ1, χ2)pi(χ1, χ2) = q,
where ¯means the complex conjugation.
We define χˆ by χˆ(α) = χ(−α).
2.2. Lemmas
The following two lemmas were given in [17].
Lemma 2.2. For the primitive eth power residue character χ and any ` 6= ∞, we have
FC` =
1
e
e−1∑
m=0
ζ−`mχm.
Lemma 2.3. For the primitive eth power residue character χ , we have
χ ` ∗ χˆm = pi(χm, χ−`−m)χ `+m + (q− 1)δ`+mFC∞ ,
where
δ`+m =
{
1 when `+m ≡ 0 (mod e);
0 otherwise.
Furthermore, we have the following lemma.
Lemma 2.4. For the primitive eth power residue character χ and any ` 6= ∞, we have
FC` ∗ FˆC∞ + FC∞ ∗ FˆC` =
1
e
e−1∑
m=0
(1+ χm(−1))ζ−`mχm.
Proof. For any α ∈ Fq, we have
(FC` ∗ FˆC∞ + FC∞ ∗ FˆC`)(α) =
((
1
e
e−1∑
m=0
ζ−`mχm
)
∗ FˆC∞ + FC∞ ∗
(
1
e
e−1∑
m=0
ζ−`mχˆm
))
(α)
= 1
e
e−1∑
m=0
∑
β∈Fq
ζ−`m(FC∞(β)χ
m(β − α)+ χm(β)FC∞(β − α))
= 1
e
e−1∑
m=0
ζ−`m(FC∞(0)χ
m(−α)+ χm(α)FC∞(0))
= 1
e
e−1∑
m=0
(1+ χm(−1))ζ−`mχm(α). 
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3. Main results
Lemma 3.1. A collection {Di | 1 ≤ i ≤ s} of s subsets Di ⊆ Fq becomes a perfect (q, {di | 1 ≤ i ≤ s}, ρ)-DSS if and only if∑
1≤i6=j≤s
FDi ∗ FˆDj = ρχ0, (2)
where di = |Di|, 1 ≤ i ≤ s.
Proof. For any α ∈ F∗q ,( ∑
1≤i6=j≤s
FDi ∗ FˆDj
)
(α) =
∑
1≤i6=j≤s
∑
β∈Fq
FDi(β)FDj(β − α) = ρ
if and only if there are ρ triples (β, i, j) s.t. β ∈ Di and β − α ∈ Dj, i.e., α is expressed as differences β − (β − α) exactly ρ
ways. For α = 0 ∈ Fq,( ∑
1≤i6=j≤s
FDi ∗ FˆDj
)
(0) =
∑
1≤i6=j≤s
∑
β∈Fq
FDi(β)FDj(β) = 0
if and only if β 6∈ Di or β 6∈ Dj for all triples (β, i, j), i.e., Di and Dj are disjoint for all i and jwith i 6= j. 
We now give our main theorem.
Theorem 3.2. Let q = ef + 1 be a prime power and let A1, A2, . . . , As be mutually disjoint subsets of {∞, 0, 1, . . . , e− 1}. We
define
Di =
⋃
`∈Ai
C` and ki = |Di|.
The collection {Di | 1 ≤ i ≤ s} becomes a perfect (q, {ki | 1 ≤ i ≤ s}, ρ)-DSS if and only if the following are satisfied:
(i)
∑
1≤i6=j≤s kikj = (q− 1)ρ; and
(ii)
∑
1≤i6=j≤s(
∑e−1
m=0 ωi,mωj,t−mpi(χm, χ−t)+ eγjωi,t(1+ χ t(−1))) = 0 for all t , 1 ≤ t ≤ e− 1,
where ωi,m = ∑`∈Ai ζ−`m and γj = 1 if ∞ ∈ Aj, otherwise 0. When q and f are odd, i.e., −1 ∈ Ce/2−1, it is enough to verify
equation (ii) for even t > 0.
Proof. Put Bi = Ai \ {∞} and ui = |Bi| for each i, 1 ≤ i ≤ s, where Ai \ {∞}means that∞ is removed from Ai when γi = 1.
We note that
∑
`∈Bi ζ
−`m = ωi,m for anym. Then, from Lemmas 2.2–2.4, we have
∑
1≤i6=j≤s
FDi ∗ FˆDj =
∑
1≤i6=j≤s
(∑
`∈Bi
FC` + γiFC∞
)
∗
∑
`∈Bj
FˆC` + γjFˆC∞

=
∑
1≤i6=j≤s
(∑
`∈Bi
FC`
)
∗
∑
`∈Bj
FˆC`
+ ∑
1≤i6=j≤s
((∑
`∈Bi
FC`
)
∗ γjFˆC∞
)
+
∑
1≤i6=j≤s
γiFC∞ ∗
∑
`∈Bj
FˆC`
+ ∑
1≤i6=j≤s
γiγj(FC∞ ∗ FˆC∞)
= 1
e2
∑
1≤i6=j≤s
e−1∑
`=0
e−1∑
m=0
ωi,`ωj,mχ
` ∗ χˆm
+ 1
e
∑
1≤i6=j≤s
∑
`∈Bi
e−1∑
m=0
γj(1+ χm(−1))ζ−`mχm
= 1
e2
∑
1≤i6=j≤s
e−1∑
`=0
e−1∑
m=0
ωi,`ωj,m(pi(χ
m, χ−`−m)χ `+m + (q− 1)δ`+mFC∞)
+ 1
e
∑
1≤i6=j≤s
∑
`∈Bi
e−1∑
m=1
γj(1+ χm(−1))ζ−`mχm + 2e
∑
1≤i6=j≤s
uiγjχ0
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= 1
e2
∑
1≤i6=j≤s
e−1∑
`=0
e−1∑
m=0
ωi,`ωj,mpi(χ
m, χ−`−m)χ `+m + q− 1
e2
∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,−mFC∞
+ 1
e
e−1∑
m=1
∑
1≤i6=j≤s
ωi,mγj(1+ χm(−1))χm + 2e
∑
1≤i6=j≤s
uiγjχ0
= 1
e2
e−1∑
t=0
∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,t−mpi(χm, χ−t)χ t + fe
∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,−mFC∞
+ 1
e
e−1∑
t=1
∑
1≤i6=j≤s
ωi,tγj(1+ χ t(−1))χ t + 2e
∑
1≤i6=j≤s
uiγjχ0.
Furthermore, we have
∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,−m =
∑
1≤i6=j≤s
e−1∑
m=0
(∑
`∈Ai
ζ−`m
)∑
h∈Aj
ζ hm

=
∑
1≤i6=j≤s
∑
`∈Ai
∑
h∈Aj
e−1∑
m=0
ζ (−`+h)m = 0,
and ∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,−mpi(χm, χ0) =
∑
1≤i6=j≤s
e−1∑
m=1
ωi,mωj,−m(−1)+
∑
1≤i6=j≤s
ωi,0ωj,0(q− 2)
= −
∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,−m + (q− 1)
∑
1≤i6=j≤s
uiuj
= (q− 1)
∑
1≤i6=j≤s
uiuj.
Hence, we get
∑
1≤i6=j≤s
FDi ∗ FˆDj =
1
e2
e−1∑
t=1
∑
1≤i6=j≤s
e−1∑
m=0
ωi,mωj,t−mpi(χm, χ−t)χ t + fe
∑
1≤i6=j≤s
uiujχ0
+ 1
e
e−1∑
t=1
∑
1≤i6=j≤s
ωi,tγj(1+ χ t(−1))χ t + 2e
∑
1≤i6=j≤s
uiγjχ0.
In order to satisfy (2) of Lemma 3.1, by the independency of multiplicative characters, the coefficients of χ t , χ t 6= χ0, must
be equal to 0, i.e.,
∑
1≤i6=j≤s
(
e−1∑
m=0
ωi,mωj,t−mpi(χm, χ−t)+ eγjωi,t(1+ χ t(−1))
)
= 0,
which follows equation (ii). Similarly, the coefficient of χ0 must be equal to ρ, i.e., it must be satisfied∑
1≤i6=j≤s
ui(fuj + 2γj) = eρ,
which follows equation (i).
By replacingm of pi(χm, χ−t) by t −m, we have
pi(χ t−m, χ−t) = χ−t(−1)pi(χm, χ−t).
When q and f are odd, i.e.,−1 ∈ Ce/2−1, and t is odd, we get
pi(χ t−m, χ−t) = −pi(χm, χ−t) and 1+ χ t(−1) = 0.
Hence equation (ii) always holds in this case. 
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Table 1
We put pi = pi(χ, χ). In this table, the (1, 1) entry means pi(χ0, χ0) = q− 2, and the (1, 2) entry means pi(χ0, χ) = −1 and so on.
χ0 χ χ
2
χ0 q− 2 −1 −1
χ −1 pi −1
χ2 −1 −1 pi
Table 2
This table shows numerical results for e = 3.
s Ai q
2 A1 = {∞, 0}, A2 = {1} q = 7, (a, b) = (2, 3)
A1 = {0}, A2 = {∞, 1} q = 7, (a, b) = (−1,−3)
A1 = {∞, 0}, A2 = {1, 2} q = 16, (a, b) = (−4, 0)
A1 = {0}, A2 = {∞, 1, 2} q = 4, (a, b) = (2, 0)
3 A1 = {0}, A2 = {1}, A3 = {2} q: any
4. Numerical results for small e
If the transformation σ : Ci → Ci+j, where both of i and j are not∞, acts on any DSS {Di | 1 ≤ i ≤ s}, then the resultant
{Dσi | 1 ≤ i ≤ s} also becomes a DSS with the same parameter. In this sense, we treat only the representatives of equivalent
classes of DSSs. Again, put Bi = Ai \ {∞} for each i, 1 ≤ i ≤ s, in Theorem 3.2. From now on, we assume that Ai 6= {∞} for
all i in view of our applications.
4.1. The quadratic case
For the quadratic character χ and the principal character χ0, by Proposition 2.1, the values of Jacobi sums are
pi(χ0, χ0) = q− 2, pi(χ, χ) = −χ(−1), and pi(χ0, χ) = pi(χ, χ0) = −1. (3)
Now, put (e, s) = (2, 2), B1 = {0}, and B2 = {1} in Theorem 3.2. Then, the case t = 1 of condition (ii) in Theorem 3.2 is that
0 · pi(χ0, χ)+ 0 · pi(χ, χ)+ 2γ2(1+ χ(−1))− 2γ1(1+ χ(−1)) = 2(γ2 − γ1)(1+ χ(−1)) = 0,
i.e., condition (ii) is satisfied iff γ1 = γ2 = 0 or f is odd. As immediate consequences, we get:
Corollary 4.1. There exist a perfect and regular (q = 2f + 1, {f , f }, f )-DSS for any odd prime power q.
Proof. Put (e, s, ρ) = (2, 2, f ), A1 = {0}, and A2 = {1} in Theorem 3.2. 
Corollary 4.2. There exist a perfect (q = 2f + 1, {f + 1, f }, f + 1)-DSS for any odd prime power q ≡ 3 (mod 4).
Proof. Put (e, s, ρ) = (2, 2, f + 1), A1 = {∞, 0}, and A2 = {1} in Theorem 3.2. 
4.2. The cubic case
For the cubic character χ and the principal character χ0, by Proposition 2.1, the values of Jacobi sums are in Table 1.
Lemma 4.3 (Proposition 8.3.4 in [7]). Put pi = pi(χ, χ) = a + bω, where ω is a primitive cube root of unity. Then,
a ≡ −1 (mod 3) and b ≡ 0 (mod 3).
To apply Theorem 3.2 for e ≥ 3, we may need to know the values of Jacobi sums by factorizing the prime power qwith a
unique representation in the integer ringO. However, in the case of e = 3, we do not need it since there is no infinite series
of DSSs, except for the trivial case A1 = {0}, A2 = {1}, A3 = {2}, and one can calculate the values of Jacobi sums directly for
individual cases. For complete numerical results, see Table 2.
Example 4.4. Put e = 3, B1 = {0}, and B2 = {1} in Theorem 3.2. Then condition (i) implies that either of γ1 or γ2 is equal to
1. Next, the cases t = 1 and 2 of condition (ii) are that
(1+ ω2)pi(χ0, χ2)+ (1+ ω2)pi(χ, χ2)+ 2ωpi(χ2, χ2)+ 6(γ2 + ω2γ1)
= 2ω + 2ωpi + 6(γ2 + ω2γ1) = 2(b− 3γ1 + 3γ2)+ 2ω(1+ a− 3γ1) = 0,
and
(1+ ω)pi(χ0, χ)+ 2ω2pi(χ, χ)+ (1+ ω)pi(χ2, χ)+ 6(γ2 + ωγ1)
= 2ω2 + 2ω2pi + 6(γ2 + ωγ1) = 2(b− 3γ1 + 3γ2)+ 2ω2(1+ a− 3γ1) = 0,
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Table 3
We put pi = pi(χ, χ2). The left and right are applied for the cases when−1 6∈ C0 and−1 ∈ C0 , respectively.
χ0 χ χ
2 χ3 χ0 χ χ
2 χ3
χ0 q− 2 −1 −1 −1 q− 2 −1 −1 −1
χ −1 −pi pi 1 −1 pi pi −1
χ2 −1 pi −1 pi −1 pi −1 pi
χ3 −1 1 pi −pi −1 −1 pi pi
Table 4
This table shows numerical results for e = 4. In the column f , the symbols e and o indicate that f is even or odd, respectively.
s Ai f q
A1 = {∞, 0}, A2 = {1} o q = a2 + 4, b = 2
A1 = {0}, A2 = {∞, 1} o q = a2 + 4, b = −2
A1 = {∞, 0}, A2 = {2} o q = 1+ b2 , a = 1
A1 = {0}, A2 = {2} e q = 1+ b2 , a = −1
A1 = {0}, A2 = {1, 3} o q: any
2 A1 = {0}, A2 = {2, 3} o q = 2a(a+ 1)+ 1, b = −1− a
A1 = {∞, 0}, A2 = {2, 3} o q = 2a(a+ 1)+ 1, b = −1− a
A1 = {∞, 0}, A2 = {1, 2, 3} o q = b2 + 9, a = −3
A1 = {0}, A2 = {∞, 1, 2, 3} o q = b2 + 1, a = 1
A1 = {0, 1}, A2 = {2, 3} e q = a2 , b = 0
A1 = {0, 2}, A2 = {1, 3} any q: any
A1 = {∞, 0}, A2 = {1}, A3 = {2, 3} o q = a2 + 4, b = −2
A1 = {0}, A2 = {∞, 1}, A3 = {2, 3} o q = a2 + 4, b = 2
3 A1 = {0}, A2 = {1}, A3 = {∞, 2, 3} e q = 9, (a, b) = (3, 0)
A1 = {∞, 0}, A2 = {2}, A3 = {1, 3} o q = b2 + 9, a = −3
A1 = {0}, A2 = {2}, A3 = {∞, 1, 3} e q = b2 + 9, a = 3
A1 = {0}, A2 = {2}, A3 = {1, 3} e q = b2 + 1, a = −1
4 A1 = {0}, A2 = {1}, A3 = {2}, A4 = {3} any q: any
respectively. Hence, the conditions of Theorem 3.2 are satisfied iff γ1 = 1 and (a, b) = (2, 3) or γ2 = 1 and (a, b) =
(−1,−3). In this case, there exists a perfect (7, {2, 3}, 2)-DSS. In fact, when we take a primitive root of q = 7 as 5, then
pi = 2+ 3ω and {C∞ ∪ C0 = {0, 1, 6}, C1 = {2, 5}} becomes a DSS with the parameter. On the other hand, when we take a
primitive root as 3, then pi = −1− 3ω and {C0 = {1, 6}, C∞ ∪ C1 = {0, 3, 4}} becomes a DSS with the same parameter.
4.3. The quartic case
For the quartic character χ and the principal character χ0, by Proposition 2.1, the values of Jacobi sums are in Table 3.
Lemma 4.5. ([12,17]) Put pi = pi(χ, χ2) = a+ bi, where i is a primitive fourth root of unity. Then,
(i) a ≡ −1 (mod 4) and b ≡ 0 (mod 4) if q ≡ 1 (mod 8);
(ii) a ≡ 1 (mod 4) and b ≡ 2 (mod 4) if q ≡ 5 (mod 8).
Conversely, for a prime power q = p` = a2+b2 with the form (i) or (ii) such that gcd(a, q) = 1, it holds pi(χ, χ2) = a+bi,
where the sign of b is ambiguously determined. If p ≡ 3 (mod 4), then ` is even, b = 0, and pi(χ, χ2) = a.
Example 4.6. Put e = 4, B1 = {0}, B2 = {1}, B3 = {2, 3}, and q ≡ 5 (mod 8) in Theorem 3.2. Then condition (i) implies that
either of γ1 or γ2 is equal to 1. For condition (ii), it is enough to check the case when t = 2, that is,
0 · pi(χ0, χ2)+ 2ipi(χ, χ2)+ 0 · pi(χ2, χ2)− 2ipi(χ3, χ2)+ 8(γ2 − γ1)
= 2ipi − 2ip¯i + 8(γ2 − γ1) = −4(b− 2(γ2 − γ1)) = 0.
Hence, the conditions of Theorem 3.2 are satisfied iff γ1 = 1 and b = −2 or γ2 = 1 and b = 2. Therefore, by Lemma 4.5,
there exists a perfect (q = 4f + 1 = a2 + 4, {f , f + 1, 2f }, (5f + 3)/2)-DSS, where q is an odd prime power≡ 5 (mod 8).
The numerical results for the case when e = 4 are given in Table 4. One can easily verify the conditions of Theorem 3.2
and Lemma 4.5.
Remark 4.7. For the complete numerical results on the existence of perfect DSSs for the case when e = 4, we only refer
to Table 4. However, in actual constructions of the perfect DSSs, one needs a suitable choice of a primitive root of q. For
example, in the case of q = 13, A1 = {∞, 0}, A2 = {1}, it must be a = −3 and b = 2 by Lemma 4.5 and Table 4. When we
take a primitive root of q = 13 as−2, then pi = −3− 2i and it is not suitable. On the other hand, when we take a primitive
root of q = 13 as 2 (which is essentially equivalent to take the sets obtained by acting the transformation σ : Ci → C3i
with i 6= ∞ for the DSS, i.e., to take A1 = {∞, 0} and A2 = {3}), then pi = −3 + 2i and {C∞ ∪ C0, C1} (or {C∞ ∪ C0, C3},
respectively) gives the desired perfect (13, {3, 4}, 2)-DSS. The same is applied for the other cases.
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