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En este Trabajo Fin de Grado se ha desarrollado una herramienta en Python que
permite extraer el texto de un documento en formato PDF, procesarlo de manera que
se pueda diferenciar entre contenido estándar y t́ıtulos de apartado y subapartado, y
presentarlo en formato JSON, de forma que cada nodo representa un t́ıtulo o párrafo
de texto, preservando la estructura original del documento.
La herramienta consiste en un pipeline de procesamiento en el que primero se realiza
una extracción a HTML del documento utilizando la libreŕıa open source PDFMiner,
se continúa con una depuración del texto en este formato, posteriormente se realiza
una conversión a MarkDown para facilitar la creación de párrafos y corrección de
defectos mediante expresiones regulares, y finalmente se reconstruye la estructura
original mediante una jerarqúıa de nodos y subnodos de texto en JSON.
Debido a las ilimitadas formas en las que se puede construir un documento PDF,
este trabajo se ha enfocado en ofrecer el mejor resultado posible para Gúıas de Práctica
Cĺınica en dicho formato, y siempre con el objetivo de maximizar la capacidad de
realizar posteriormente análisis avanzados de procesamiento de lenguaje natural.
Para comprobar la utilidad y posible continuidad de este trabajo, se ha creado una
prueba de concepto de uno de los casos de uso de la herramienta. Se ha desarrollado un
sistema que, de forma automática, alimenta un chatbot construido mediante la libreŕıa
open source Snips NLU, que ofrece una interacción en la que da respuesta a preguntas
sobre diversos problemas de salud que son contestadas en Gúıas de Práctica Cĺınica.
Al transformar las gúıas a formato estructurado JSON, la detección automatizada de
preguntas en t́ıtulos de apartados y la selección de su contenido como respuesta se
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PDF se ha convertido en un estándar global para el almacenamiento e intercambio
de información. Una de sus propiedades más interesantes es su capacidad para conservar
el aspecto y estructura del documento, independientemente de la plataforma utilizada.
Esto lo convierte en un formato excelente cuando el objetivo es la lectura de documentos
por parte de personas. En cambio, cuando se quiere que una máquina procese el
contenido de estos documentos, surgen varios problemas. La mayoŕıa de programas
de extracción de texto de PDFs permite obtener de forma sencilla los bloques de texto
encontrados (en su mayoŕıa ĺıneas de texto). Este resultado tiene el inconveniente de
perder toda información de estructura que un ser humano puede percibir con la simple
lectura del documento, tal y como se puede observar en la Figura 1.1.
En este trabajo se ha desarrollado una herramienta que convierte un documento
PDF a un formato estructurado como es JSON, intentando mantener, de la manera
más fiel posible, la estructura original de su contenido.
Además, es de especial interés que el software desarrollado sea distribuido de forma
libre, para que su aplicación no quede reducida únicamente a este Trabajo Fin de Grado.
Es por esto que una de las prioridades en su elaboración es la utilización de libreŕıas
y materiales de terceros open source. Por esta misma razón, el código desarrollado en
este proyecto está disponible en Github (https://github.com/vpec/lyrapdf).
Las Gúıas de Práctica Cĺınica [1] son documentos escritos por expertos en distintas
patoloǵıas y trastornos de salud, en los que se recoge toda la evidencia cient́ıfica
sobre una patoloǵıa concreta, junto con recomendaciones concretas para su diagnóstico
y tratamiento, dirigidas tanto a profesionales como a pacientes. Todas tienen una
estructura similar, ya que existe una metodoloǵıa espećıfica para la elaboración de
estas gúıas, y están disponibles públicamente en formato PDF.
Aunque cualquier documento PDF puede ser procesado con el software desarrollado
en este proyecto, los documentos que se han usado como ficheros de prueba son las Gúıas
de Práctica Cĺınica, de forma que se ha procurado que el pipeline de procesamiento
1
(a) Formato PDF. (b) Formato TXT.
Figura 1.1: Comparación de una misma página en formato PDF y en formato texto
plano.
se enfoque en producir los mejores resultados posibles para este tipo de documento y
otros documentos médicos de estructura similar.
La herramienta creada puede tener múltiples casos de uso, en la medida en
que convierte en reeditables documentos con un formato inicialmente orientado
a la presentación e impresión, y no a la edición. Pero el resultado de procesar
documentos PDF a texto estructurado tiene interesantes aplicaciones en el campo
del Procesamiento del Lenguaje Natural (PLN). Dentro de los posibles usos de
las tecnoloǵıas de PLN, con frecuencia es necesario analizar textos y documentos
de cierta complejidad. En estos textos, un análisis básico de lenguaje natural con
algoritmos como bag-of-words o word2vec puede ser suficiente en problemas como el
de “análisis de sentimientos”, pero son claramente insuficientes en otras soluciones
como los sistemas de “pregunta-respuesta”. Es frecuente que, en un texto complejo,
un párrafo no haga referencia expĺıcita al tema que trata, sino que lo haga usando
referencias a párrafos anteriores o a t́ıtulos de caṕıtulo o sección. En estos casos, es
imprescindible contextualizar cada párrafo dentro de la estructura jerarquizada del
documento completo. Es aqúı donde una solución como la desarrollada, que a partir de
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documentos PDF extrae el texto junto con su estructura, resulta imprescindible si los
documentos a analizar están disponibles exclusivamente en formato PDF, como ocurre
con la mayoŕıa de las Gúıas de Práctica Cĺınica publicadas.
Como ejemplo de lo expuesto, se ha desarrollado una prueba de concepto de un
posible caso de uso, en el que, utilizando Gúıas de Práctica Cĺınica convertidas a






Antes de proceder al diseño y desarrollo del pipeline de procesado, se ha elaborado
un estudio en el que se comparan un conjunto de libreŕıas preexistentes que permiten
la extracción de texto a partir de documentos PDF, con el objetivo de conocer cuáles
son las opciones disponibles y cual seŕıa la solución óptima para tomar como punto de
partida.
En esta comparación tiene especial importancia conocer qué libreŕıas proporcionan
información adicional sobre el texto más allá de una simple extracción en texto plano,
de forma que la posterior estructuración sea lo más sencilla posible. Las libreŕıas
estudiadas son: PDFMiner, PDFPlumber, Slate, PDFlib TET y PyPDF2. También
se han estudiado dos herramientas de ĺınea de comandos: soffice y pdftohtml.
2.1. PDFMiner
PDFMiner [2] es una libreŕıa open source disponible para su uso en Python. Existen
dos versiones, una original y descontinuada, y otra mantenida por la comunidad bajo
el nombre de pdfminer.six [3].
De cara a la obtención de información adicional sobre el texto, como podŕıa ser
fuente y tamaño de letra, en el caso de PDFMiner estos datos pueden ser extráıdos
dependiendo del formato de extracción en bruto. Cada uno de estos formatos tiene sus
ventajas e inconvenientes, que se detallan en los siguientes subapartados. Para probar
los diferentes formatos de extracción que ofrece esta libreŕıa se ha utilizado un mismo
documento PDF, sobre el que además se ha anotado el tamaño del fichero resultante,
de cara a conocer cómo de ligero o pesado es cada formato.
2.1.1. Extracción en formato Texto
Es el formato de extracción más simple. Permite extraer texto literal ĺınea por ĺınea
sin ofrecer información adicional.
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El tamaño del fichero resultante es 5.6 KB.
2.1.2. Extracción en formato Tag Extraction
Ofrece una salida en formato HTML en la que enriquece ligeramente el texto frente
a la extracción de texto normal. Realiza las siguientes acciones adicionales frente al
formato de extracción anterior:
− Etiqueta el texto por páginas, información que ya se pod́ıa conocer en la
extracción de texto plano simplemente extrayendo página a página.
− Informa de las coordenadas de inicio del texto de cada página, algo que no es
de mucha utilidad si no se acompaña de información adicional sobre el resto de
elementos de la página.
− Etiqueta de forma especial algunas palabras que se encuentran en un formato
diferente al convencional, pero lo hace de forma errática, etiquetando palabra por
palabra, siendo algunas de ellas no relevantes realmente, y dejando sin etiquetar
palabras contiguas relevantes.
El tamaño del fichero resultante es 6.3 KB.
Se puede concluir que este formato de extracción no ofrece ninguna ventaja con
respecto a la extracción de texto.
2.1.3. Extracción en formato HTML
Este formato de extracción supone una mejora sustancial en lo que a
enriquecimiento del texto se refiere respecto a los dos mencionados anteriormente. A
continuación se describe la serie de cambios que realiza en la extracción:
− Agrupa texto en pequeños párrafos de acuerdo a sus coordenadas de inicio, fuente
y tamaño de letra.
− En algún caso separa el texto más de lo debido, pero es posible que de acuerdo
a datos como la fuente y el tamaño de letra se pueda realizar una reconstrucción
más apropiada de la separación entre bloques de texto.
− Indica algunos datos ajenos al texto como bordes que lo rodean, ĺıneas y cajas,
que realmente no son útiles de cara a un posterior procesamiento del lenguaje
natural.
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El tamaño del fichero resultante es 21.5 KB.
Estas cualidades hacen que posiblemente sea el mejor formato de extracción,
teniendo en cuenta el equilibrio entre información adicional obtenida y tamaño del
archivo, que posteriormente se traduce en tiempo de procesamiento.
2.1.4. Extracción en formato XML
Es el formato de extracción en bruto que más información ofrece:
− Indica la posición de cada uno de los elementos que extrae, aunque no se trate
de texto.
− Además, indica para cada carácter su posición, fuente y tamaño de letra.
El tamaño del fichero resultante es 586 KB.
Pese al alto nivel de detalle en la información que provee, este mismo factor no
resulta viable de cara a un procesamiento rápido del texto, siendo probablemente mucho
más lento y complejo que en formato HTML.
2.2. PDFPlumber
PDFPlumber [4] es una libreŕıa de extracción de texto de PDFs construida sobre
PDFMiner. Dispone de distintos modos de extracción con los que obtener información
carácter a carácter (fuente, tamaño de letra, posición...). También permite la extracción
de tablas existentes en el PDF.
La información útil para la posterior reconstrucción de la estructura del texto no
difiere de la que se puede obtener con PDFMiner en su modo de extracción a XML
(aunque en ese caso sea necesario un parseo posterior). Para obtener información de
fuente y tamaño de letra (lo más relevante además del texto que ofrece una libreŕıa),
es necesaria la inspección carácter a carácter. Es por esto que para ese fin, al igual que
se ha conclúıdo en la extracción de PDFMiner en formato XML, la extracción de dicha
libreŕıa a formato HTML es una opción más adecuada.
2.3. Slate
Al igual que PDFPlumber, Slate [5] es un paquete de Python construido sobre
PDFMiner. Su punto fuerte es la sencillez con la que permite la extracción básica de
texto. Sin embargo, tal y como se anuncia en su documentación, si se desea obtener
información detallada sobre el texto, como fuente o tamaño de la letra, es necesario
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hacerlo a través de la API de PDFMiner. Por tanto, esta herramienta no supone
ninguna ventaja respecto a su libreŕıa base.
2.4. PDFlib TET
PDFlib TET (PDFlib Text and Image Extraction Toolkit) [6], es un software
comercial que permite la extracción de texto de un PDF. Las ventajas que su
documentación dice tener son claras:
− Extracción básica de texto refinada: texto sombreado, texto con acentos, unión
automática de palabras separadas entre ĺıneas por un guión, etc.
− Información valiosa sobre el texto: fuente, tamaño de letra, color, etc.
− Separación de párrafos en base a sus encabezados: precisamente uno de los
objetivos clave que se desea lograr, para aśı tener una estructuración del texto
más acorde a la intención informativa del documento.
− Eliminación de algunos encabezados y pies de página: Los encabezados y pies
de página que se encuentran marcados con el tag Artifact son eliminados del
resultado final de extracción.
− Soporte para múltiples lenguajes de programación: El software se encuentra
disponible para multitud de lenguajes de programación, como podŕıan ser C,
C++, Java, Python, Ruby, .NET, Swift. . .
− Programado en C y C++: El hecho de que la libreŕıa haya sido programada
en estos lenguajes hace que la ejecución de sus funciones internas sea mucho
más rápida que la que tendŕıa la misma libreŕıa desarrollada en un lenguaje
interpretado como Python, o incluso en otros compilados como Java.
Por otro lado, tiene una desventaja que hace que sea casi inmediata la decisión de
desechar la posibilidad de utilizar esta herramienta. Es precisamente que se trata de
un software comercial, cuya licencia tiene un alto coste económico. En su versión de
escritorio, disponible para Windows 7, 8 y 10 y MacOS (no está disponible para Linux),
el precio es de 415e. Por otro lado, el coste de la licencia para servidor, necesaria para
poder utilizar la herramienta en Linux (también disponible para Windows Server),
alcanza 1095e1 .
1Ambos precios, a la fecha de realización de este trabajo, en junio de 2020
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PDFlib TET posee una versión de prueba gratuita disponible para documentos de
hasta 10 páginas, con la que a partir de unos simples comandos se puede extraer texto de
un PDF al formato TETML (TET Markup Language), que tiene similitudes con XML.
Se ha podido comprobar que, en su modo de extracción page [7], ofrece resultados muy
buenos a la hora de realizar tareas como la fusión de ĺıneas pertenecientes a un mismo
párrafo. Pese a esto, se puede observar que, por ejemplo, no consigue manejar bien la
unión de párrafos separados por un salto de página debido a los números de página.
Tampoco provee de forma directa una jerarqúıa de párrafos que se pueda utilizar para
la reconstrucción de la estructura original del documento.
Más allá del coste de la licencia, basar el trabajo a desarrollar en un software
comercial impide su posterior distribución como herramienta open source, de forma
que pudiera no sólo ser utilizada en una ocasión para el análisis de textos cĺınicos, sino
también en cualquier dominio de aplicación en el que pudiera ser útil.
2.5. PyPDF2
En cuanto a lo que a extracción simple se refiere, PyPDF2 [8] consigue extraer
el texto del PDF en su totalidad o práctica totalidad. Sin embargo, tiende a juntar
palabras (eliminar espacios en blanco necesarios) en más ocasiones que PDFMiner y
sus libreŕıas derivadas.
2.6. Ĺınea de comandos
Otra alternativa para la extracción de texto de un PDF es la utilización de distintos
comandos que incorporan los sistemas Unix. De esta manera es posible lograr una
extracción de un PDF a un formato de texto, como por ejemplo HTML. Esto se puede
lograr gracias al paquete soffice [9] simplemente utilizando el siguiente comando:
soffice --convert-to html ./input_document.pdf
Sin embargo, la extracción a HTML que ofrece no se diferencia en cuanto a
información sobre el estilo del texto de una extracción básica.
Otro paquete que permite una extracción enriquecida de un documento PDF
mediante ĺınea de comandos es pdftohtml [10]. Con el siguiente comando se puede
conseguir una extracción a HTML:
pdftohtml -enc UTF-8 -i -s -xml -noframes input_doc.pdf output.html
Este paquete presenta resultados interesantes, como obtener la fuente de letra al
igual que PDFMiner, pero con un fichero de salida con formato más comprimido. La
desventaja es que no proporciona información sobre el tamaño de la letra, algo que śı
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que extraen otras libreŕıas. Otra desventaja es la extracción de texto en páginas con
texto rotado (orientación de 90 o 270 grados), que provocan que la sintaxis de salida
del HTML se rompa.
2.7. Conclusiones de la comparación
Tras realizar esta comparación entre libreŕıas, se ha llegado a la conclusión de que
el mejor punto de partida, en lo que a herramientas open source y freeware se refiere es
PDFMiner, haciendo uso de su modo de extracción de PDF a HTML. De este modo,
se obtiene información de posición del texto, tamaño y tipo de fuente, con un uso de




En este caṕıtulo se describen cada uno de los componentes que posee el pipeline de
procesamiento desarrollado.
3.1. Esquema general
En el esquema de la Figura 3.1 se muestran de forma conceptual los pasos de
procesamiento que son llevados a cabo por el programa, los cuales se detallan en los






















Figura 3.1: Esquema general del pipeline de procesamiento.
3.2. Extracción a HTML
El primer paso del procesamiento es la extracción del texto del PDF. Para esto
se ha utilizado la libreŕıa PDFMiner, en su versión pdfminer.six. Hacer uso de esta
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herramienta ha implicado utilizar Python como lenguaje de programación para el
desarrollo del pipeline, aunque esta decisión no solo se debe a la utilización de
PDFminer, sino también para lograr un desarrollo rápido con un número de ĺıneas
de código reducido.
La extracción se ha realizado activando el flag detect_vertical en el constructor
del intérprete de PDFMiner. Esto facilita la extracción de texto cuya orientación no es
la estándar, sino que se encuentra rotado 90 o 270 grados.
La existencia de texto rotado es un problema, ya que la extracción directa que ofrece
PDFMiner para este tipo de texto suele resultar en que cada uno de los caracteres en
cuestión esté separado por un salto de ĺınea en el texto extráıdo.
En las Gúıas de Práctica Cĺınica, los fragmentos de texto rotado no suelen ser
relevantes. Principalmente se tratan de un mismo texto que se repite en el lateral de
todas las páginas del documento o páginas enteras rotadas (aunque la orientación de la
página en el PDF sea vertical). Por suerte, el texto en los laterales debe ser eliminado
y las páginas cuyo texto completo está rotado suelen tratarse de tablas presentes en
anexos que no aportan demasiada relevancia al documento, por lo que este tipo de
texto puede ser eliminado en siguientes fases del pipeline.
De todas maneras, en el caso de que se desee extraer también este tipo de texto, se ha
diseñado un sistema para reconocer las páginas cuya mayor parte del texto está rotado
y aśı poder extraer el texto de nuevo habiendo posicionado la página en horizontal.
Este sistema aprovecha el hecho de que procesar una misma página activando el flag
detect_vertical y desactivándolo genera prácticamente los mismos resultados en
una página cualquiera, pero no en una cuyo texto esté girado 90 o 270 grados. Esto
es fácilmente reconocible a través de la diferencia en el número de ocurrencias de la
expresión regular \w\n, es decir, una letra o número seguido de salto de ĺınea. También
se puede reconocer debido a que una página de estas caracteŕısticas suele tardar varias
veces más en procesarse si no se utiliza el flag detect_vertical, de forma que a
través de un timeout basado en el tiempo empleado con el flag activado la detección
también es efectiva. En el caso de que se detecte que gran parte de la página contiene
texto rotado, la página se vuelve a extraer tras posicionarla en horizontal, girándola
en sentido horario, dado que en todos los documentos probados, el texto se encuentra
rotado en sentido antihorario en este tipo de páginas.
Tras probar ambas modalidades de extracción, directa y utilizando la técnica para
reconocer páginas con texto rotado, se ha llegado a la conclusión de que para las Gúıas
de Práctica Cĺınica es mucho más productivo realizar una extracción directa, ya que el
otro modelo emplea al menos el doble de tiempo (hay que realizar mı́nimo 2 procesados
por página) para obtener una información adicional reducida y poco relevante en la
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mayoŕıa de casos.
El resultado en cualquier caso es una conversión de PDF a HTML, de forma que se
dispone, además del texto existente en el documento, de información sobre su posición,
tamaño de letra y fuente.
(a) Formato PDF. (b) Formato HTML.
Figura 3.2: Comparación de una misma página antes y después de la extracción.
3.3. Procesado de HTML
3.3.1. Eliminación de elementos gráficos
La eliminación de elementos gráficos supone preservar en formato HTML
únicamente los contenedores div de texto. Esto facilita y agiliza los posteriores pasos
del procesamiento, ya que el tamaño que ocupa en memoria es menor. La eliminación se
hace por medio de expresiones regulares, detectando los contenedores cuya estructura
interna sea propia de texto, y anexionándolos a una nueva cadena de texto, que se
utilizará por el siguiente componente del pipeline como punto de partida.
3.3.2. Eliminación de encabezados y pies de página
Uno de los puntos claves del pipeline de procesamiento es precisamente la
eliminación de encabezados y pies de página. Este concepto se refiere a frases repetidas
en todas las páginas del documento, como podŕıa ser el t́ıtulo de la GPC (Gúıa de
Práctica Cĺınica), el nombre del apartado o caṕıtulo, o mismamente los números de
página. Este texto, debido a su posición en los extremos inferiores o superiores de una
página, en una extracción directa cortaŕıa los párrafos que empiezan en una página y
continúan en la siguiente, impidiendo una correcta reconstrucción del contenido.
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Para esto se ha elaborado una técnica que reconoce cuáles son los ĺımites en ṕıxeles
(medida utilizada en el HTML extráıdo para indicar posición) para lo que se puede
entender como contenido relevante, de manera que se adapte a páginas de distintos
tamaños y orientaciones. Cabe mencionar que esta primera detección de ĺımites se
realiza de forma previa a la eliminación de elementos gráficos, mientras que el paso
en el que śı se modifica el HTML descartando encabezados y pies de página se realiza
después.
En el resultado de extracción a HTML que realiza PDFMiner, resultan relevantes
los tipos de ĺıneas mostrados en la Figura 3.3.
Figura 3.3: Fragmentos HTML donde se indica la posición de inicio de página.
Estas ĺıneas indican para cada página la altura en ṕıxeles (teniendo en cuenta que
vale 0 al principio del documento y alcanza su valor máximo al final) donde comienza
la página o top, y la altura de la propia página o height. De esta forma, según indica
este formato, la página i tiene unos ĺımites marcados por:
(top[i], top[i] + height[i]) (3.1)
El número de página que indican estas ĺıneas puede ser erróneo, pero el orden en
el que aparecen śı que se corresponde con las páginas reales del documento, por lo que
los datos de posición pueden ser utilizados si se asocian con una página por su orden
de aparición.
Teniendo en cuenta estos ĺımites como los ĺımites donde puede aparecer texto en
una página, se quieren generar unos nuevos ĺımites, que suponen una reducción del
rango, para desechar todo el texto que no se encuentre dentro de ellos, asumiendo que
se trata de encabezados o pies de página.
Para esto se han establecido unos coeficientes, kl y ku, de forma que los nuevos
ĺımites inferior (parte superior de la página) y superior (parte inferior de la página)
quedan de la siguiente forma:
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lower bound = top+ kl ∗ height (3.2)
upper bound = (top+ height) − ku ∗ height (3.3)
Una vez se tiene esta información, se parsean los bloques de texto del fichero,
obteniendo uno por uno su posición en ṕıxeles en el documento. Si alguno de ellos no
se encuentra dentro de los ĺımites aceptados, se descarta.
Tras probar múltiples coeficientes, se ha encontrado que los que arrojan mejores
resultados, es decir, un mayor equilibrio entre eliminación de encabezados y
preservación de contenido relevante, son 0.05 para kl y 0.08 para ku.
A la hora de descartar, también se comprueba el tamaño de fuente del bloque de
texto analizado, ya que si es mayor que un umbral, se entiende que el texto es un t́ıtulo,
de forma que nunca será descartado, independientemente de su posición. El umbral
escogido para el tamaño de letra, debido a sus buenos resultados en experimentación
con el conjunto de documentos de prueba, es 18.
(a) Formato HTML. (b) Formato HTML depurado.
Figura 3.4: Comparación de una misma página antes y después de eliminar elementos
gráficos y pies de página.
3.3.3. Eliminación de texto vertical o rotado
Este componente del pipeline, a través de una expresión regular, consigue identificar
texto vertical, que en la mayoŕıa de los casos se corresponde con la extracción de texto
rotado en el documento PDF. Este texto, debido a sus caracteŕısticas no permite una
correcta reconstrucción del contenido, aśı que sumado a que no suele ser relevante (en
muchas ocasiones se trata del nombre del apartado o el t́ıtulo del documento repetido
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a lo largo de todas las páginas en un lateral), se ha procedido a detectarlo y eliminarlo.
La clave para construir la expresión regular que lo detecta es que se cumple un patrón
consistente en una secuencia de varios bloques de texto consecutivos de muy pocas
letras (entre 1 y 5).
3.3.4. Ordenación de contenedores de texto
El paso final dentro del procesamiento de HTML consiste en ordenar los
contenedores de texto de acuerdo a su posición en el documento. Si se visualiza el HTML
procesado hasta este momento se puede apreciar que los elementos están en su posición
correcta, debido a que ésta se indica en ṕıxeles para cada uno de los contenedores. Sin
embargo, los contenedores no siempre se encuentran ordenados en el documento, es
decir, en algunos casos se ha extráıdo antes un contenedor que se posiciona en la parte
inferior de una página, que uno que se posiciona en la parte superior.
Por esta razón, se ha creado una lista siendo cada uno de sus elementos una
tupla compuesta por el texto HTML y la métrica top en ṕıxeles de dicho contenedor.
Posteriormente los elementos se han ordenado de acuerdo a un orden ascendente de
top. Como método de ordenación se ha escogido el ordenamiento por inserción, de
forma que se itera sobre la lista y, cuando se encuentra un elemento con un top menor
que el anterior, se recoloca mirando uno a uno los elementos previos hasta que está
bien posicionado.
El método descrito en el anterior párrafo tiene coste máximo cuadrático O(n2)
sobre el número de elementos en la ordenación de una lista cualquiera; sin embargo,
este coste nunca se da en la práctica. La extracción a HTML proporcionada por
PDFMiner en efecto desordena algunos elementos, pero la gran mayoŕıa de ellos están
ordenados, y para los que no lo están, se encuentra su posición correcta tras unas pocas
comprobaciones de elementos anteriores, ya que en ningún caso existe más de una
página de diferencia (el número de elementos en una página dependerá del documento)
entre la posición inicial y la final una vez se ha ordenado.




Distancia media posición inicial-final 12.78
Tabla 3.1: Estad́ısticas de ordenación de bloques en un conjunto de 40 documentos.
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3.4. Conversión a MarkDown
Después de haber realizado un procesado sobre el documento en HTML, el siguiente
paso es la transformación a MarkDown. Se ha escogido este formato debido a que se
asemeja en gran medida al texto plano, de forma que realizar una depuración sobre él
utilizando expresiones regulares es mucho más simple que, por ejemplo, sobre HTML
o JSON, y permite además incluir información sobre t́ıtulos (con varios niveles de
relevancia) a través de iniciar una ĺınea con una secuencia de caracteres #.
La conversión a MarkDown toma los bloques de texto en HTML y los añade a
una nueva cadena de texto en la cual se forma el documento en el nuevo formato. La
modalidad en la que se añade cada bloque de texto (como texto estándar o como t́ıtulo
de nivel X) depende del tamaño de letra que tenga ese bloque. Como cada documento es
diferente, se realiza un análisis previo de las fuentes de letra existentes en el documento
y su frecuencia, el cual se describe a continuación.
3.4.1. Análisis de tamaños de fuente
El análisis de tamaños de fuente comienza por conocer el número de apariciones
(número de caracteres) de cada tamaño. Para ello se identifican los bloques de texto
en HTML mediante una expresión regular, y se itera sobre cada uno de ellos para
cuantificar la longitud en caracteres acumulada del texto literal en base al tamaño de
fuente del bloque. Un ejemplo del análisis de uno de los documentos se puede visualizar
en el histograma de la Figura 3.5. Una vez se dispone de esta información se pueden
obtener diversos umbrales útiles para la conversión a MarkDown, tal y como se explica
en los siguientes subapartados.
Cabe destacar que el análisis forma parte del pipeline de procesamiento, por lo
tanto los umbrales vaŕıan y se adaptan dependiendo de cada documento.
Umbral para texto estándar
El primer objetivo del análisis de tamaños de fuente del documento es determinar
a partir de qué tamaño un texto deja de ser texto estándar y se considera t́ıtulo.
Para lograr esto, en una primera versión se optó por seleccionar el tamaño más
común del documento, tomando como referencia el número de caracteres que tienen
asignado dicho tamaño. Esta aproximación es lo suficientemente buena en algunos
documentos, pero en otros en los que hay dos o más tamaños altamente frecuentes, no
funciona como cabŕıa esperar.
En la segunda versión, en lugar de utilizar el tamaño de fuente más común, se ha
pasado a escoger el umbral de forma que ese tamaño y todos los inferiores, alcancen
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Figura 3.5: Histograma de tamaños de fuente de un documento.
entre la suma de sus caracteres el 95 % del total de caracteres del documento. En
algunos casos coincide con el tamaño más común, y en otros casos el umbral aumenta,
obteniendo en tales casos mejores resultados.
Otra mejora realizada es obviar del cálculo todos aquellos caracteres cuyo tamaño
de fuente sea 0. En algunos documentos, los espacios en blanco son extráıdos como
texto de tamaño 0, constituyendo un porcentaje más que considerable del total de
caracteres, haciendo que los cálculos basados en porcentajes no se ajusten a los que se
obtendŕıan idealmente según el algoritmo diseñado.
Umbral para texto de referencias bibliográficas
Otro umbral que es interesante determinar es el tamaño máximo para que un
número sea considerado una referencia a bibliograf́ıa. Un ejemplo de esta situación
se puede ver después de la palabra “duración” en el texto de la Figura 3.6. Este umbral
puede ser utilizado posteriormente para eliminar estas referencias del texto, ya que no
forman parte del contenido como tal y pueden ser confundidas con otros números y
texto realmente relevante.
Figura 3.6: Referencia bibliográfica en uno de los documentos de prueba.
En el análisis, se ha determinado cuál es el tamaño de fuente más grande que se
encuentra dentro del intervalo del 10 % de caracteres más pequeños del documento.
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También se ha identificado el número correspondiente al 80 % del umbral para tamaño
estándar. Finalmente, el tamaño elegido para ser tomado como umbral para referencias
bibliográficas es el máximo entre los dos mencionados en este párrafo.
Jerarqúıa de t́ıtulos
Como se ha establecido anteriormente, todo el texto que queda por encima del
tamaño de fuente umbral, ha sido considerado t́ıtulo. En cualquier documento de esta
naturaleza, existe una jerarqúıa de t́ıtulos, que el lector reconoce ya sea un por un
número identificador, el tamaño de la fuente empleada u otros factores.
Para hacer una distinción automática y aproximada de estos niveles de t́ıtulo, se
ha utilizado como factor discriminante el tamaño de la fuente, que también se ha
usado para determinar qué caracteres formaban parte del “cuerpo de texto” o texto
estándar. El objetivo es agrupar los distintos tamaños de fuente “grande” existentes en
el documento en varios intervalos, de forma que se asocie cada uno de esos intervalos
con un nivel de t́ıtulo. El número de niveles diferentes máximo es 6, ya que es el máximo
que permite MarkDown, aunque sin ningún problema se podŕıa haber utilizado otro,
debido a que este formato no es el final, sino JSON, y no hay por qué adherirse al
100 % al estándar de MarkDown.
En una primera versión para la selección de los intervalos se ha hecho uso del
algoritmo de clustering K-medias [11], partiendo de un conjunto de datos consistente
en los tamaños de fuente existentes en el documento mayores que el umbral.
En la versión utilizada finalmente, se ha optado por emplear otro tipo de método,
ya que K-medias está pensado para datos multidimensionales, además de ofrecer una
solución aproximada, no la óptima, que en base a aumentar el número de repeticiones
del algoritmo hay más probabilidades de encontrar. Se ha hecho uso del algoritmo de
clustering para datos unidimiensionales Ckmeans.1d.dp [12], propuesto por Haizhou
Wang y Mingzhou Song, que, mediante programación dinámica, provee la solución
óptima al problema de K-medias en tiempo O(n2k). Realmente la complejidad temporal
no es demasiado relevante ya que los datos con los que se trabaja y se prevé trabajar son
siempre de un tamaño muy pequeño (rara vez hay más de 20). Utilizar este algoritmo
permite ofrecer un resultado determinista frente a un mismo conjunto de datos. El
número de clusters elegido es el valor mı́nimo entre 6 (número de niveles de t́ıtulo
diferentes que ofrece MarkDown) y el número de datos existentes. En la mayoŕıa de
casos hay más de 6, por lo que éste es finalmente el número de clusters en la mayor parte
de las situaciones. Este algoritmo y su implementación [13], devuelve directamente los
intervalos dentro de los que se encuentra cada uno de los tamaños de fuente de entrada.
Tras la ejecución del algoritmo, se ha designado a cada uno de los intervalos una
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jerarqúıa de t́ıtulo, haciendo que los datos (tamaños de fuente) que tienen asignado
el intervalo con valores más altos, posean el nivel 1 de t́ıtulo, los que tengan asignado
el intervalo con los segundos valores más altos, posean el nivel 2, y aśı sucesivamente.
El resultado es un mapa clave-valor (diccionario en Python) donde las claves son cada
uno de los tamaños de fuente mayor que el umbral de texto estándar y los valores el
nivel de t́ıtulo que cada uno de ellos tiene asignado.
3.4.2. Conversión
Una vez realizado el análisis de tamaños de fuente del documento, se conoce cuál
es el umbral fijado para el texto estándar, cuál es el umbral para reconocer números de
referencias bibliográficas y se ha obtenido el diccionario que relaciona cada uno de los
tamaños de fuente mayores que el umbral de texto estándar con los niveles de t́ıtulo.
Con esta información, se sigue un algoritmo para la conversión del HTML a MD que
se puede estructurar en una serie de pasos.
Mediante una expresión regular se identifican cada uno de bloques de texto del
HTML. Se obtiene una lista con todas las ocurrencias y para cada uno de los elementos
se hace lo siguiente:
1. Se obtiene el texto literal que contienen y el tamaño de fuente.
2. En el texto literal, se reemplazan todos los caracteres salto de ĺınea por <br>.
Esto evita problemas sobre todo en la creación de t́ıtulos en el texto MarkDown
resultante.
3. En el texto literal, se reemplazan todos los caracteres # precedidos por inicio
de cadena o <br> por \#. Esto permite diferenciarlos posteriormente de ĺıneas
que realmente se tratan de t́ıtulo en MarkDown debido a su tamaño de fuente
original.
4. Si el texto literal se trata de una secuencia de d́ıgitos, o de dos o más números
separados por comas o guiones, y el tamaño de fuente es menor o igual que
el umbral para referencias bibliográficas, se descarta. También se descarta si el
tamaño de fuente es menor que 1 (en algunos documentos los espacios en blancos
son extráıdos como texto con tamaño 0).
5. Si el tamaño del texto en el anterior elemento de la lista (en el caso de procesar
primer elemento se escoge 0 como valor) y el tamaño actual son menores o iguales
que el umbral para texto estándar, se añade a la cadena resultante un salto de
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ĺınea seguido del texto literal del elemento. Esto significa que el texto se ha
identificado como estándar.
6. Si no se cumple la condición anterior y el tamaño actual es el mismo que en
el elemento anterior, a la cadena resultante se le añade un espacio en blanco
seguido del texto del elemento. Esto significa que el texto se ha identificado como
continuación de un t́ıtulo (es necesario que continúe en la misma ĺınea).
7. Si ninguna de las condiciones anteriores se cumple, y el tamaño de fuente actual es
mayor que el umbral para el texto estándar, el elemento en cuestión se corresponde
con el inicio de un t́ıtulo. A la cadena resultante se le añade un salto de ĺınea,
seguido de tantos caracteres # como indique el nivel de t́ıtulo asociado al tamaño
de fuente, un espacio en blanco y finalmente el texto literal.
8. Si ninguna de las condiciones anteriores se cumple, se trata de texto estándar,
por lo que se añade a la cadena resultante un salto de ĺınea seguido del texto
literal.
El resultado es una cadena texto en MarkDown, la cual va a ser procesada a su vez
en distintos pasos, los cuales se describen en el siguiente apartado.
(a) Formato HTML depurado. (b) Formato MD.
Figura 3.7: Comparación de una misma página antes y después de convertir de HTML
a MarkDown.
3.5. Procesado de MarkDown
El procesamiento del documento transformado a MarkDown se compone de diversos
pasos de depuración, con el objetivo de realizar una separación de párrafos, conteniendo
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cada uno de ellos en una ĺınea, además de arreglar diversos fallos en el texto generados
por el extractor de PDFMiner.
Este componente del pipeline se compone de un gran número de pasos de
procesamiento que realizan una pequeña acción sobre el texto que han depurado los
anteriores, y que se describen a continuación.
Reemplazar por salto de ĺınea
Reemplaza <br> en el texto por un carácter de salto de ĺınea si la ĺınea es estándar,
y lo reemplaza por un espacio en blanco si la ĺınea es un t́ıtulo.
Eliminar falsos t́ıtulos
Elimina las ĺıneas de t́ıtulo que no contienen ninguna palabra.
Eliminar ĺıneas vaćıas
Elimina las ĺıneas en blanco del documento.
Reemplazar caracteres CID
Sustituye a los elementos cid (un formato para codificar algunos caracteres extráıdos
por PDFMiner) por su equivalente en caracteres UNICODE (no es 100 % exacto,
especialmente en caracteres ASCII extendidos).
Reemplazar por guión
Reemplaza un conjunto de śımbolos con significado similar al guión por ’-’ en el
texto provisto.
Unir por guión
Une las ĺıneas que están separadas por una palabra dividida por un guión, de forma
que la palabra en cuestión se reconstruye.
Unir ĺıneas en párrafos
Procesa el texto de manera que las ĺıneas que forman parte del mismo párrafo
semántico se fusionan en una sola ĺınea.
Unir et al.
Une las ĺıneas del texto separadas por el punto en ’et al.’ cuando se encuentra al
final de una ĺınea.
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Unir śımbolo beta
Une las ĺıneas del texto separadas por el carácter β cuando se ubica al final de una
ĺınea.
Unir vs.
Une las ĺıneas del texto separadas por el punto en ’vs.’ cuando se encuentra al final
de una ĺınea.
Arreglar śımbolo ñ
Reconstruye el carácter ~n si está roto tras la extracción ( ~n ).
Unir puntos suspensivos
Fusiona las ĺıneas que están separadas por puntos suspensivos situados al final de
una ĺınea, cuando se supone que su continuación forma parte del mismo párrafo.
Unir restas
Fusiona las ĺıneas que están separadas debido a una ĺınea que comienza con un
guión, cuando en realidad se trata de una resta que comienza en la ĺınea anterior.
Unir por ‘:’
Fusiona las ĺıneas separadas por dos puntos (:) al final de una ĺınea cuando la
siguiente comienza con minúsculas.
Eliminar guiones duplicados
Elimina los guiones consecutivos duplicados del texto.
Arreglar signos de puntuación
Elimina los espacios en blanco innecesarios entre algunas palabras y signos de
puntuación adyacentes.
Unir preguntas en t́ıtulos
En algunos documentos, un solo t́ıtulo puede estar compuesto por palabras de
diferentes tamaños de fuente, por lo que al procesarlo puede separarse en varias ĺıneas
con distinto nivel de t́ıtulo. Este procedimiento fusiona las ĺıneas en una sola cuando
el t́ıtulo es una pregunta, ya que puede ser fácilmente detectado (al menos en español)
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debido a los śımbolos ’¿’ y ’?’. El nivel de t́ıtulo resultante en la ĺınea fusionada es el
más alto (menos significativo) de los niveles que compońıan la pregunta.
Eliminar ĺıneas no relevantes
Elimina las ĺıneas que no contienen ninguna palabra ni ningún número.
Eliminar espacios duplicados
Elimina los espacios en blanco duplicados en el texto, y también elimina los espacios
en blanco al principio y al final de las ĺıneas.
Eliminar cadenas repetidas
Elimina las subcadenas de texto que son idénticas y consecutivas (repetidas más de
3 veces), que suelen representar un fallo de la extracción.
En la Figura 3.8 se muestra un ejemplo de un fragmento de documento antes y
después de los pasos de depuración de MarkDown, donde se puede observar, entre
otras cosas, la correcta reconstrucción de los párrafos en una única ĺınea.
(a) Formato MD. (b) Formato MD depurado.
Figura 3.8: Comparación de una misma página antes y después del procesamiento en
formato MarkDown.
3.6. Conversión a JSON
Una vez se ha realizado la depuración sobre el texto del documento en MarkDown,
el último paso es la conversión a JSON.
El resultado es un fichero cuyo nodo ráız sigue el formato presente en la Figura 3.9.
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Figura 3.9: Nodo ráız del documento en formato JSON.
El valor de content es una lista que donde cada nodo tiene un nivel inferior que
cualquiera de sus hijos, considerando hijos a aquellos subnodos que se encuentren dentro
de la lista content del nodo padre. Un nodo no tiene por qué tener hijos en absoluto.
Un nodo cualquiera (excluyendo al nodo ráız descrito anteriormente) se construye de
la forma que se puede ver en la Figura 3.10.
Figura 3.10: Nodo cualquiera del documento en formato JSON.
Los niveles se encuentran en el rango [0, 7], donde 0 se corresponde únicamente
el nodo ráız del documento, 7 hace referencia al texto estándar, y del 1 al 6 son los
distintos niveles de t́ıtulos, siendo el 1 el más significativo y 6 el que menos.
En el Anexo B se encuentra un ejemplo de extracción y procesado de un documento,





Prueba de concepto de un caso de
uso: chatbot
El trabajo desarrollado en este Trabajo Fin de Grado tiene como objetivo la
extracción de texto estructurado a partir de Gúıas de Práctica Cĺınica en formato
PDF. Esta herramienta da pie a diversos proyectos que tomen este trabajo como punto
de partida.
Una de estas posibles continuaciones es la creación de un chatbot, de manera que
un usuario haga una pregunta sobre un aspecto concreto o general de medicina, y el
sistema le responda con información que le sea de utilidad.
En este caso de uso la herramienta se utilizaŕıa para obtener el texto estructurado
de Gúıas de Práctica Cĺınica, y con él entrenar el sistema de forma mucho más sencilla
y eficiente que si se tuviese a disposición simplemente el texto plano del documento
PDF.
4.1. Versión básica con Dialogflow
En un primer momento se ha comenzado a desarrollar el chatbot utilizando
Dialogflow [14], una herramienta de Google que facilita a desarrolladores la creación
de chatbots y que internamente utiliza Machine Learning para proveer PLN
(Procesamiento del Lenguaje Natural).
Esta primera versión de la prueba de concepto se ha basado en crear un intent
por Gúıa de Práctica Cĺınica, e introducir manualmente las frases de prueba, que se
trataban de preguntas presentes de forma literal en t́ıtulos de apartados del documento,
p. ej. “¿Qué es la depresión?”, “¿Qué causa la depresión?”, etc. Posteriormente se ha
probado que al introducir una pregunta sobre un problema de salud sobre alguna
de las Gúıas de Práctica Cĺınica usada como prueba, el sistema devuelva el intent
correspondiente al documento.
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Un intent es lo que permite describir una petición t́ıpica por parte del usuario
que interactúa con el chatbot. Los intents llevan asociadas una o más frases de
entrenamiento, que sirven como ejemplo para que, al reconocer una frase igual o
parecida, el chatbot sepa cuál es el intent al que se está haciendo referencia. Siguiendo
el ejemplo anterior, preguntas similares a “¿Qué es la depresión?” o “¿Qué causa la
depresión?”, hacen que el chatbot detecte que el intent al que intenta hacer referencia
el usuario es el correspondiente a la Gúıa de Práctica Cĺınica sobre la depresión.
Tras comprobar gracias a Dialogflow, que realizar la prueba de concepto de chatbot
es viable, se ha procedido a realizar un programa que permite introducir frases de
entrenamiento para intents de forma masiva, sin tener que pasar por el proceso manual
de inserción una a una.
Una de las opciones era seguir utilizando Dialogflow, creando un script en Python
que a través de la API de Google Cloud introdujera en el sistema las frases de
entrenamiento.
Sin embargo, se ha optado por buscar otra alternativa open source, que permita
hacer un entrenamiento del modelo de Machine Learning offline, sin tener que enviar
datos en ningún momento a terceros, algo que es más prudente en el sector de la
medicina, aun cuando las Gúıas de Práctica Cĺınica son de dominio público. Otra de
las razones para elegir una herramienta de código abierto es, como se ha comentado
más arriba, la no dependencia de productos propietarios de cara a una reutilización del
producto resultante como herramienta de código abierto. Por último, la posibilidad de
alimentar y parametrizar las distintas herramientas de chatbot mediante APIs públicas,
hace que la migración de una herramienta a otra sea bastante fácil, en el caso de que
un cliente decidiera en última instancia optar por una solución propietaria. La opción
elegida finalmente, que cumple con estas condiciones es Snips NLU [15].
4.2. Versión extendida con Snips NLU
Una vez validada la prueba de concepto con un documento, el siguiente paso ha
consistido en desarrollar una versión extendida del chatbot, usando la herramienta
Snips NLU, cumpliendo un par de requisitos:
− Contener información de varias Gúıas de Práctica Cĺınica, y alimentarse de forma
automática y semiautomática a partir del texto extráıdo desde las gúıas, de
acuerdo con el procedimiento explicado en los caṕıtulos anteriores.
− Permitir la contextualización. Es frecuente en un chatbot, que una vez hecha una
pregunta de forma muy expĺıcita, las siguientes preguntas no sean tan expĺıcitas en
28
cuanto a la información solicitada, porque está sobreentendida por el “contexto”,
es decir, por las preguntas y respuestas precedentes.
Para llevar a cabo esta versión extendida, primeramente se ha desarrollado una
función en Python que, dado un documento en formato JSON, busca un patrón de
pregunta en sus t́ıtulos, devolviendo una lista con todas las ocurrencias.
Para cada uno de estos t́ıtulos-pregunta, se ha diseñado otra función que devuelve
todo el texto estándar contenido en ellos, es decir, la respuesta a las preguntas.
Automáticamente se crea un intent por documento, utilizando como frases de
prueba todos los t́ıtulos-pregunta del mismo. Estos intents se guardan de forma
persistente utilizando la sintaxis en YAML especificada por Snips NLU.
Tras crear los intents en YAML para todos los documentos, mediante la Command
Line Interface que provee Snips NLU es posible generar un archivo JSON que se
corresponde con el dataset propiamente dicho con el que se va a entrenar al motor
del chatbot.
Con estos intents posteriormente se entrena un motor “general”, que permite
reconocer ante una pregunta cuál es el documento en el que es más probable que
se encuentre la respuesta.
De forma paralela, también se crea un intent separado por cada pregunta de cada
documento, además de almacenar en un fichero de texto la respuesta asociada a esa
pregunta. Estos intents se usan para entrenar un motor por cada documento, además
del ”general”descrito anteriormente.
Los motores de clasificación son entrenados a partir de los dataset en JSON, y
pueden ser guardados de forma persistente en un directorio.
La demo, de la cual un ejemplo se detalla en el Anexo A: Ejemplo de interacción
con el chatbot, consiste en un script de Python que carga el motor “general” y pide en
bucle frases para que sean introducidas por entrada estándar, de forma que una vez se
reconoce cuál es el documento en cuestión al que se hace referencia, se carga el motor
espećıfico del documento para dar respuesta a esa pregunta y a las siguientes, de modo






En este apartado se describe la metodoloǵıa de trabajo empleada en el proyecto,
además de aspectos relativos a la planificación inicial de cada una de sus fases y una
valoración sobre el ajuste de la realidad a esa planificación.
La metodoloǵıa utilizada, debido a la propia naturaleza del proyecto, ha sido
iterativa, añadiendo y modificando elementos del pipeline conforme se llevaba a cabo el
desarrollo, con el objetivo de alcanzar el mejor resultado posible. Para llevar un control
del código, se ha utilizado el sistema de control de versiones Git. En el repositorio
GitHub del proyecto, se pueden observar cada uno de los cambios que se han ido
realizando al software desarrollado.
En la planificación inicial del proyecto, se estimaron los siguientes plazos asociadas
a sus respectivas tareas:
− Búsqueda de libreŕıas y soluciones existentes para utilizar como punto de
partida, análisis de las mismas y planteamiento de solución y desarrollo iterativo.
Duración: 1 mes.
− Desarrollo iterativo del pipeline, contando con una fase de test al finalizar cada
iteración. En esta fase se diseñan, prueban y depuran los distintos componentes
que sea necesario desarrollar con el objetivo de obtener el resultado deseado.
Duración: 2 meses.
− Redacción de la memoria. Duración: a lo largo de todo el proyecto, más 15 d́ıas
a la finalización del desarrollo.
Para llevar un registro del tiempo dedicado al proyecto se ha hecho uso de la
herramienta Clockify [16]. En ella, cada tiempo registrado se ha asociado con una
tarea genérica. Las tareas establecidas han sido las siguientes:
− Desarrollo: Diseño y escritura del código del proyecto. En esta tarea se han
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contabilizado tanto el pipeline como la prueba de concepto del chatbot (que
no fue prevista en la planificación inicial).
− Pruebas: Fase de testing llevada a cabo después de cada pequeña iteración.
− Documentación: Investigación y búsqueda de información necesaria para el
desarrollo del proyecto.
− Gestión: Principalmente anotación de resultados y redacción de la memoria,
además de reuniones y comunicación con el tutor del proyecto.
En la gráfica de la Figura 5.1 se muestra el total de horas dedicadas, junto con los
porcentajes de dedicación a cada una de las tareas genéricas descritas anteriormente.
Figura 5.1: Tiempo dedicado a cada tarea genérica.
En la Figura 5.2 se puede comprobar como, de forma aproximada, las previsiones se
ajustan a la realidad, teniendo en cuenta el reparto de las tareas a lo largo del tiempo
de vida del proyecto.
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Una herramienta como la construida nunca podrá obtener resultados perfectos
para cualquier PDF que se le proporcione como entrada, debido a las innumerables
posibilidades que existen a la hora de construir un documento en este formato. El
programa desarrollado se centra en obtener buenos resultados en Gúıas de Práctica
Cĺınica; sin embargo, los resultados sobre el conjunto utilizado como prueba tampoco
son perfectos. Siempre existe algún caso especial en alguno de los ficheros que provoca
que el resultado no sea 100 % el deseado. Por otro lado, no es recomendable la búsqueda
de la perfección en estos casos, ya que provoca, por una parte, una complejidad adicional
en el procesamiento, y por otro lado un cierto “sobreajuste” a los documentos utilizados
como conjunto de prueba (o entrenamiento), lo que puede suponer un mayor número
de fallos en un posible uso en producción con otros documentos, frente a un diseño
más genérico que consiga un equilibrio entre precisión y flexibilidad para un conjunto
cualquiera de Gúıas de Práctica Cĺınica.
Por otro lado, el objetivo de la extracción de texto junto con su estructura a partir
de documentos PDF que se ha realizado en este proyecto, no era obtener versiones
perfectas reeditables de un documento; es decir, no se pretend́ıa desarrollar un software
capaz de transformar un documento PDF en un documento editable tipo “Microsoft
Word”. El objetivo era ser capaz de ir más allá de los extractores básicos de texto
que utilizan los clásicos buscadores sobre texto plano (p.ej.: Lucene), para dotar
de información adicional a los sistemas de Procesamiento de Lenguaje Natural, al
permitirles contextualizar la información. Para este objetivo, el resultado del presente
proyecto supone un avance considerable en comparación con los productos preexistentes
que se han podido analizar.
Por último, cabe mencionar distintos trabajos a futuro que den continuidad a este
Trabajo de Fin de Grado, ya sea en el ámbito de los chatbots, o sirviendo como punto
de partida para otros casos de uso tales como buscadores especializados o sistemas
más complejos de query-answering contextualizados. Futuras evoluciones del presente
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trabajo, a través del procesamiento de Gúıas de Práctica Cĺınica o de cualquier otro
tipo de documento cient́ıfico médico, podrán permitir el desarrollo de sistemas de ayuda
a la toma de decisiones cĺınicas, con base documental. Estos desarrollos forman parte de
la ĺınea de trabajo que la Secretaŕıa de GúıaSalud, que gestiona el Instituto Aragonés
de Ciencias de la Salud, tiene prevista dentro del proyecto de Biblioteca Inteligente
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Ejemplo de interacción con el
chatbot
En este ejemplo de interacción se han utilizado 5 Gúıas de Práctica Cĺınica para
entrenar al chatbot. Primero, se ha utilizado el pipeline de procesamiento para obtener
una versión JSON estructurada de los documentos. Dicha versión en JSON ha sido
utilizada para entrenar tanto el motor general de clasificación como los motores
espećıficos de cada documento. Las Gúıas utilizadas, junto con una imagen de su
primera página, se muestran en las siguientes 5 Figuras.
Figura A.1: Portada de GPC sobre Lactancia.
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Figura A.2: Portada de GPC sobre DHR.
Figura A.3: Portada de GPC sobre Menopausia.
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Figura A.4: Portada de GPC sobre TDAH.
Figura A.5: Portada de GPC sobre Depresión.
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Como se ha mencionado en el caṕıtulo correspondiente, el procesamiento de
la primera query determina cuál es el documento más probable y, posteriormente,
ofrece una respuesta utilizando el motor de clasificación espećıfico del documento. La
interacción propiamente dicha se produce a través de la introducción de frases en una
terminal que funciona a modo de interfaz. La primera interacción y su resultado se
puede observar en la Figura A.6, mientras que en la Figura A.7 se muestran las páginas
originales del documento donde se encuentra la información.
Figura A.6: 1a interacción: cómo se diagnostica el tdah.
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Figura A.7: Páginas del documento original donde se encuentra la información relativa
a la 1a interacción con el chatbot.
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Después de la primera interacción con el chatbot, ya no es necesario volver a hacer
referencia al problema de salud en la query introducida. Esto se puede comprobar en
la Figura A.8 donde se muestra la segunda interacción con el chatbot.
Figura A.8: 2a interacción: cuáles son los śıntomas.
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Figura A.9: Páginas del documento original donde se encuentra la información relativa
a la 2a interacción con el chatbot.
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La tercera y última interacción de este ejemplo se puede ver en la Figura A.10, a
la par que la página original del documento donde se encuentra la información en la
Figura A.11.
Figura A.10: 3a interacción: cómo se trata.
Figura A.11: Página del documento original donde se encuentra la información relativa
a la 3a interacción con el chatbot.
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Anexos B
Ejemplo de extracción y procesado
Se han seleccionado 2 páginas de una Gúıa de Práctica Cĺınica para poder visualizar
de manera más detallada los resultados que el software desarrollado puede ofrecer. En
las Figuras B.1 y B.2 se muestran las páginas originales del documento, en la Figura
B.3 la salida producida en formato MarkDown y en las Figuras B.4 y B.5 la salida en
formato JSON.
Hay que tener en cuenta que el documento utilizado consta únicamente de estas
dos páginas. Si se realizara el procesado de la Gúıa de Práctica Cĺınica al completo se
podŕıan apreciar algunos cambios en este fragmento, como el nivel de relevancia de los
t́ıtulos detectados.
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Figura B.1: Primera página del documento procesado.
Figura B.2: Segunda página del documento procesado.
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Figura B.3: Documento en formato MarkDown.
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Figura B.4: Documento en formato JSON (1).
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Figura B.5: Documento en formato JSON (2).
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