We treat the problem of generating cost-optimal schedules for orders with individual due dates and cost functions based on earliness/tardiness. Orders can run in parallel in a resource-constrained manufacturing environment, where resources are subject to stochastic breakdowns. The goal is to generate schedules while minimizing the expected costs. First, we estimate the distribution of each order type by simulation (assuming a reasonable machine/load model) and derive from the cost-function an optimal offset from the due date of each individual order. Second, these optimal offsets are then used to guide the generation of schedules which are responsible to resolve resource conflicts. the generated schedules by simulation. The approach is demonstrated by means of a non-trivial case-study from lacquer production. Optimal offsets are derived with the modest/Möbius tool, schedules are generated using uppaal cora. The experimental results show that our approach achieves good results in all considered scenarios, and better results than an approach based on adding slack to processing times.
Introduction
Scheduling problems arise in a wide range of different application areas. They have motivated cross-disciplinary research for a long time, notably between operations research and computer science. Many scheduling problems are nowadays well-understood, and depending on the type, solutions can be obtained sometimes with analytic-exact or at least with heuristic methods. Their solution is usually based on techniques from classical scheduling theory, which is a well-established branch of operations research [16, 20] . In particular, industrial scheduling problems arising in manufacturing are highly complex, such that only heuristic solutions can be used in practice. Recently, the application of search techniques from model checking and mixed integer linear programming have been proposed as a complementary approach to schedule synthesis [21] . The potential advantage of this approach lies in its simplicity and generality. Where classical scheduling solutions often rely on restricting assumptions that may not be fulfilled in practice, state space exploration techniques are generally applicable, and very robust under variation in the problem parameters. In the model checking approach scheduling feasibility is expressed as temporal or real-time property ("The production can be finished until time T ."), and a model checker is used to, first, check whether this property holds for a reachable state in a model of the overall system behavior, and second, to return a path through the state-space of the model which represents the schedule which accomplishes the task. More recently, this approach has been further developed to use models with superimposed costs and reward structure. Schedules can then be improved by minimizing a given cost-function [11] .
We address a scheduling problem characterized by earliness/tardiness constraints and machine breakdowns. Earliness/tardiness means that finishing an order before the due date causes storage costs, and finishing it after the due date causes delay penalties. 1 Machine breakdowns are by nature stochastic events that make deterministic scheduling, without taking the stochastic effects into account, ineffective. We consider a concrete case-study originating from a scheduling problem in lacquer production. Lacquers are produced according to certain recipes. A recipe comprises different, non-preemptive tasks which are ordered according to a precedence relation with timing constraints. Each task has a fixed duration and requires one or more renewable resources of different types. Resources are prone to failure, but are repairable. The failure behavior is described by the so-called performance factors p, which are essentially defined as the ratio p = uptime/(uptime + downtime) of a resource. Only p is assumed to be known, but nothing about uptime and downtime. Execution of a task, interrupted by a breakdown, is resumed after a repair. Therefore, the effective task durations are of a stochastic nature, since we assume the breakdown/repair behavior being of a stochastic nature. Lacquers are ordered for certain due dates, and several orders can be in productions at the same time. The resource requirements within a single order are conflict free, but the tasks of different orders are competing for the resources available.
The case taken here as example was originally introduced within the AMETIST project [5] . The setting we used is the same. However, in the AMETIST project it was assumed that the approach with extended processing times (EPTs) would give the best results for schedules. Doubting this assumption lead to the initial idea for this contribution.
In the literature, uncertainty in job scheduling occurs in two different ways: either the data of the orders/jobs is uncertain (e.g. processing times or due dates) or the machines/ resources may fail (for an overview see e.g. [25] ). The considered problem clearly falls into the second class. For this class the existing solution approaches roughly can be divided in two groups. The first group explicitly deals with the probability distribution of the breakdowns. However, mainly analytic results for relatively simple problems (compared to our setting) are achieved. For example, [17] treat the asymmetric earliness/tardiness problem for a single machine only.
The second group consist of approaches that deal with the breakdowns either by adding idle time into a predictive schedule (see e.g. [29, 30] ), or by enlarging the processing times dependent on the probability of a breakdown for the corresponding resource (see e.g. [22] ). In this last category falls the following approach, which, due to its simplicity, is used quite frequently in practice. The idea is to extend the task duration, i.e., introduce slack to allow for possible breakdowns. The task duration d t of task t is extended by factor 1/ p, where p is the performance factor of the resource on which t is processed. Schedules are then generated taking these EPT as a basis, rather than the original task durations. We call this approach the EPT approach.
In this paper, however, we suggest a different solution to schedule generation in the described scenario. The basic idea is to combine stochastic simulation and model checking in an effective manner. Technically, we first use stochastic simulation to determine an optimal starting time (OST) for each job. The result is a heuristic estimate minimizing the expected costs, and is based on a stochastic machine breakdown model and a load model which approximates the precise resource conflicts. That simulation is carried out using the tools modest/Möbius [12, 13, 31] . Second, we synthesize schedules based on these OSTs using the timed automaton model checker uppaal cora [35] . In this step the actual resource conflicts are solved while trying to approximate the OSTs as well as possible. We name this approach to schedule synthesis the OST approach.
The results of the OST approach are evaluated using stochastic simulation. We assume several sets of distributions to describe time-to-failure and time-to-repair of the different resources. In practice, the relevant information of a schedule is the starting times of the orders. In case a stochastic event invalidates the precomputed schedules, only the ordering of tasks on machines is followed, not the precise timing. We follow this strategy in the simulative evaluation, and address two aspects. First, we compare our approach against the EPT approach mentioned above. Second, we investigate how stable our approach is with respect to erroneous assumptions about the chosen distributions. Since in practice precise distributions are unlikely to be known, we will always have to deal with an approximation which is to a certain extent erroneous.
Our setting has several features which, to our knowledge, have not been addressed in this combination in the relevant literature. First, we assume multiple recipes of different types, and assume concurrent orders with different cost functions. In the literature, orders often are executed in sequence, which allows the orders to be considered in isolation (e.g., [24] ). Furthermore, we treat orders and resources separately by using a machine/load model. As a consequence, the breakdown behavior of machines is only part of the machine model, and the effective task durations resulting from breakdowns and repairs are stochastically dependent. This gives a more accurate description of reality. Usually, in the literature task durations are modeled by independent random variables (e.g. [34] ). Regarding the objective function, the combination of earliness and tardiness leads to a non-regular cost-function implying that restricting to active schedules (i.e., not allowing to wait for otherwise unused resources, see e.g. [33] ) no longer guarantees optimality. This fact makes it much harder or even pointless to apply priority based dispatching approaches. Finally, to our knowledge, simulation for evaluation of scheduling techniques is not a standard approach.
A model which is close to the one presented in this paper, but which has some of the restrictions mentioned above, is used by Stork [34] , who considers single jobs with independent stochastic task durations and resource constraints. The main objective there is to define scheduling policies with the objective to minimize the cost function. This is thus an approach to reactive scheduling, whereas our approach is proactive [24] . Lambrechts et al. [27] pick up the model of Stork, but are indeed interested in proactive schedules. The objective is in spirit thus the closest to that of this paper, whereas the method is completely different: in [27] , a classical optimization method (tabu search) is employed.
In a previous paper [15] , we have investigated schedules in the lacquer production framework with respect to feasibility, i.e., whether orders are finished before their due dates.
Structure of the paper In Sect. 2, we describe the case study that we use to demonstrate our approach. In Sect. 3, we describe uppaal cora and modest/Möbius. In Sect. 4, we describe our approach to schedule synthesis. In Sect. 5, we describe the experiments conducted to evaluate our approach. We conclude with Sect. 6.
Lacquer production case
The purpose of this section is to present the necessary details of the lacquer-production case study, which leads to a nontrivial scheduling problem with several complex aspects. Research on this case-study has already led to several publications [15, 32, 7, 8] . The case study was proposed by the German company Axxom, that specializes on software tools for planning and logistics.
As a test-bed for our investigation we will make use of a scenario based on a lacquer production plant. This scenario was originally used as a case-study in the European IST project Advanced Methods for Timed Systems (AMETIST) [5] .
There are three recipes for different types of lacquer: metallic, bronze and uni lacquers. Each recipe describes the processing steps, their durations, their interdependency, precedence relations with timing constraints, and finally, the Figure 1 contains a graphical representation of the three considered recipes. The rectangular objects represent the tasks. The patterns indicate the resource type needed to execute the task, and the numbers the processing time in minutes. The tasks related to mixing vessels are implicit, since they do not have pre-specified processing times but last as long as the parallel tasks are performed. Vertical lines denote dependencies between the tasks (top to bottom), and horizontal lines represent synchronization. In the case no numbers are given next to the vertical lines, the dependencies express ordinary precedence constraints between the tasks, indicating that the later task may only start its processing after the former task has finished. If an interval [a, b] is given next to the vertical line, this indicates that the later task has to start later than the preceding task by an amount in range between a and b.
An order of a certain type of lacquer is specified by the type of lacquer to be produced, the due date until which it has to be finished, and a cost function. An order that is finished before the due date will cause storage costs, finishing after the due date causes delay costs. We assume that costs are incurred linearly with time, i.e., the storage cost and delay cost can be described by a piecewise linear function with two parameters scf and dcf: the storage cost factor and the delay cost factor. As a result, the costs c(d, t) of finishing a job with due date d at time t is given by Figure 2 contains a schematic representation of the cost function with respect to the due date. An order finished precisely at the due date will cause zero cost. The concrete case from practice, which is considered in this paper, has a fixed set of 29 orders. In Table 1 , the parameters for the different orders are summarized. Note that for most orders, scf < dcf, and the relation dcf/scf is in the order of 30-60. This observation will become important in Sect. 4. However, for some few orders, scf > dcf holds.
As can be seen in Fig. 1 , there are nine different types of resources. These resources are subject to failure. The failure behavior of resource type r is described by a performance factor p r . Intuitively, the performance factor is the ratio of uptime/(uptime + downtime), where uptime and downtime are the up-and downtime of the resource. The values uptime and downtime must actually be considered as random variables, since the failure of a resource is a stochastic phenomenon. However, no information is available about the mean durations of up-and downtime, much less the distributions, which makes it necessary to make later certain assumptions on the distributions.
The tool chain
To derive and assess schedules, two tools are used. Schedules are synthesized with the model-checking tool uppaal cora [35] , an extension of uppaal [6, 9, 36] . The production plant and the different orders are specified in terms of priced timed-automata. uppaal generates the state-space underlying this specification and finds a path through the state space which implicitly describes a schedule leading to minimal cost. Since the generated state-spaces are generally very large, heuristics are used to generate good, rather than optimal schedules. The search heuristic used in this paper is best cost random depth first (in addition to the heuristics about OSTs that are encoded in the model).
The stochastic analysis of our approach is done by discrete-event simulation using the performance evaluation tool Möbius [19] . The simulation models are specified in the modest modeling language [12] . The approach presented in this paper does not depend on the usage of modest and Möbius; any simulator with sufficiently expressive modeling formalism will do. Such simulators are rare, however. modest models, in particular, have a close correspondence to timed automata models, which makes it easy to keep both modeling worlds consistent. The complete tool chain, together with the generated information, will be summarized in Sect. 4.4.
uppaal and uppaal cora
Timed automata [3] are an extension of finite-state automata with real time clocks. Clocks can be reset, used in guards on transitions and in invariants on locations.
uppaal is an integrated tool environment for modeling, validation and model checking of real-time systems modeled as networks of timed automata, extended with data types (as bounded integers, arrays, etc.).
uppaal cora [35] is a branch of uppaal for Cost Optimal Reachability Analysis. It can treat an extension of timed automata called linear priced timed automata (LPTA) [4, 10] . LPTA allow one to annotate the model with the notion of cost. Costs can be accumulated with the delay while staying in a location, or as cost for a taking a particular transition. The model checker uppaal cora then finds optimal paths matching goal conditions. Scheduling synthesis by model checking [1, 2, 21] works along the following lines: Assume a model of the uncontrolled production process. The model checker searches for a reachable state with the property all orders are finished. Once it has found such a state the model checker can provide a diagnostic trace, i.e., a trace from the initial state to the state with the desired property. This trace contains all the information on start and finish (times) of production steps, as well as information about resources, and, in the context of scheduling, represents a valid schedule.
This technique can also be applied to LPTA. Here, the model checker searches for the cheapest state reachable having the desired property. Having found such a state, the diagnostic trace then provides a cost-optimal schedule. In practice the model checker has to deal with very large state spaces which prohibits to find the cheapest state, respectively an optimal schedule. However, it has been shown that this technique, extended by suitable heuristics, allows to find good schedules in very short time [7, 8] .
What makes the timed automaton environment attractive for solving scheduling problems is the robustness against variations in the parameter setting. By this we mean that timed automata are a general description language and allow for an enormous variation in problem descriptions: it is easy to change, add, or remove model parameters without changing the search mechanism. On the other hand, this advantage comes for the price of state-space explosion, which, however, can be handled by suitable heuristics.
modest and Möbius
modest is a formal language to describe stochastic timed systems [12, 18] , equipped with a rigid formal semantics. The functional core of modest can be considered as a simple process algebra enriched with some convenient language constructs. The syntax resembles that of the programming language C and the modeling language Promela [26] . Data modularization concepts and exception handling mechanisms have been adopted from modern object-oriented programming languages such as Java. Process algebraic constructs have been strongly influenced by finite state processes (FSP) [28] , a simple, elegant calculus that is aimed at educational purposes.
This core language is enriched with several modeling concepts tailored to model timed and stochastic systems. Important semantics concepts that are supported are (i) Probabilistic branching as a way to include quantitative information about the likelihood of choice alternatives, (ii) Clockslike in timed automata-as a means to represent real time and to specify the dynamics of a model in relation to a certain time or time interval, (iii) Random variables as a means to give quantitative information about the likelihood of a certain event to happen after or within a certain time interval. The modest language allows one to specify processes, and to compose them in parallel using a parallel composition operator. Processes can manipulate data variables by assignments.
Processes can run in parallel, and can interact either by manipulating shared variables, or by synchronize over shared actions. The execution of actions within a process can be guarded by a 'when' clause, specifying an enabledness condition. In particular, the boolean expression in a 'when' clause may refer to clock values. In that case, an action becomes enabled as soon as the when condition becomes true.
Möbius is a performance evaluation tool environment. 2 Möbius supports multiple input formalisms and several evaluation approaches for these models. Atomic models are specified in one of the available input formalisms. Atomic models can be composed by means of state-variable sharing, yielding so-called composed models. Notably, atomic models specified in different formalisms can be composed in this way. This allows to specify different aspects of a system under evaluation in the most suitable formalism. Along with an atomic or composed model, the user specifies a reward model, which defines a reward structure on the overall model. Rewards are the vehicle to define the costs for our case study.
On top of a reward model, the tool provides support to define experiment series, called Studies, in which the user defines the set of input parameters for which the composed model should be evaluated. Each combination of input parameters defines a so-called experiment. Before analyzing the model experiments, a solution method has to be selected: Möbius offers a powerful (distributed) discrete-event simulator, and, for Markovian models, explicit state-space generators and numerical solution algorithms. It is possible to analyze transient and steady-state reward models. The solver solves each experiment as specified in the Study. Results can be administered by means of a database. modest has been integrated as an atomic modeling formalism into Möbius by means of the tool Motor [13, 14] .
The approach
In the EPT approach task durations are extended according to performance factors. These factors summarize the average time penalty incurred due to the failure behavior of resources. The problem with this approach is that schedules derived with EPT are actually not only scheduling resources, but, implicitly, also downtimes of resources. This is an adequate approach only in special cases, in particular, if the time to failure of resources and the respective repair times are likely to be short with low variance, compared to the length of processing times of tasks.
In the OST approach, the problem is tackled on a different level: instead of the processing times of individual tasks, complete recipes are considered. Due to the failure of resources, the run-time of an order is not of fixed length, but is rather of stochastic nature, which can ideally be described by a distribution function. The stochastic nature of resource failures makes it impossible to find a schedule that will always finish the order precisely at the due date. With some probability, the order is finished too early (in case that time has been reserved for the order, anticipating failure which did not occur), or too late (in case that the repair of resources took longer than anticipated). In both cases, costs are incurred. The case where an order will indeed finish in exactly the amount of time it was planned will be rare.
This observation indicates that it is fruitless to try to make every order cost-neutral. However, assuming the existence of a distribution function describing the run-time of an order makes it possible to reason about the expected costs incurred by an order. The goal of the OST approach is to minimize the expected costs incurred by all orders.
The approach works in two steps. First, OSTs for orders are derived, and second, schedules are generated which take these OSTs into account. To derive the OSTs, first the runtime distribution function of the different recipes metal, uni and bronze are estimated. This is done by simulating the three recipes on a machine model with breakdowns, and assuming a more-or-less accurate background load, but not the precise resource conflicts. From the order information, i.e., due dates and cost factors, together with the respective estimated distribution, a time offset o from the respective due date d is derived such that the order, released at time d−o, incurs only minimal expected costs due to potential deadline misses. The time d − o is the OST.
Using the OSTs, schedules are generated using uppaal cora. The objective is to resolve resource conflicts between orders running in parallel, while keeping the starting times of the orders in the schedule as close as possible to the OST derived before.
In the following sections, the different aspects of the approach are described in more detail.
Optimal starting times Given a distribution function G(t) with density g(t)
describing the processing time T of a recipe, the OSTs are derived as follows. An order should start d opt units of time before the due date, where d opt is the offset from the due date which minimizes the mean cost incurred by the order . For a  cost function c(d, t) given by the values dc f and sc f , the mean costs for an offsetd is given by the integral
Thus, to calculate d opt , we have to look for the zeros of
Due to the piecewise linear shape of the considered cost functions, we can derive the following equation to characterize d opt :
In the case that G(t) is strictly increasing, d opt is uniquely characterized. In case G(t) is constant on a certain interval I , and Eq. (1) holds on I , d opt = inf I should be chosen. In case of discontinuities of G at point t such that
It is thus straightforward to derive d opt from G(t), also when G(t) is described by a discrete approximation.
Example We assume an order with dcf/scf = 50, and consider different distributions. For distribution G det with G det (t) = 0 for t ∈ I 1 = [0, 300), and G det (t) = 1 for t ∈ I 2 = [300, ∞), the fraction
is constant 0 on I 1 and undefined on I 2 . Although Eq. (1) can not be satisfied formally, it is most reasonable to choose in this case d opt = 300, the position of the discontinuity of G det .
As second example, we consider Weibull distribution G Wei with parameter m = 100 and k = 2 (i.e., the distribution has a mean of 88.62, and the "firing" rate is increasing with time). G Wei (t) and
1−G Wei (t) are depicted in Fig. 3 . As can be seen, for dcf/scf = 50, the solution to Eq. 1 is rather pessimistic: d opt ≈ 198.3, which is more than twice the expected value of G Wei . 
Estimating Order Completion-Time Distributions
The principal approach to estimate distribution G(t) is simulation. Orders, resources, and failure behavior are modeled in modest and simulated with Möbius. To obtain meaningful results, it is necessary to model the environment in which an order usually runs. There are two main influences on the execution time of an order: first, the possible failures of resources, and second, the influence of other orders running in parallel. As far as the failures of resources go, we model the breakdown and repair behavior of all resources by means of two distributions, describing the time-to-failure, and the time-to-repair, respectively. In Sect. 5, we will describe in detail which distributions and which parameters for the distributions we have chosen.
To account for the mutual influence of orders running in parallel on the completion time of the order requires to create a reasonable background load in the simulation model. In essence, we created the following load model:
Parallelism
The description of the case study limits the number of orders that can be executed in parallel to five.
Starting of orders
We start five orders at random times, where the starting times are drawn according to a uniform distribution over an interval of length 720 min (12 h). The completion time of one of these orders is measured.
Type of orders
The type of the orders (metal, bronze, or uni), are chosen at random (each with equal probability), except for the one that is measured.
We assume that tasks are started as soon as they become ready and resources are available. Deliberate idling, unless specified in the recipe, is not allowed.
In our experiments that we describe in Sect. 5, we have carried out 1 million simulation runs, producing a histogram ranging from 0 to 20,000 min with a step size of 10 min.
Schedule generation
Schedules are synthesised with the model-checking tool uppaal cora [35] . The production plant and the different orders are specified in terms of priced timed-automata.
First, we generate two sets of schedules, one based on net processing times, the other one based on the EPT. Accordingly, the first set of schedules tries to minimise the costs without taking the machine breakdown into account. The second one does take machine breakdowns into account following the EPT approach.
Second, we generate schedules based on the OSTs. Here, we have followed a different strategy: the objective was to find schedules with starting time as close as possible to the OSTs given. Taking simply the OSTs as starting times is not enough: there are still resource conflicts that have to be resolved, and these may require to start some orders earlier than the OST would suggest.
In the remainder of this section, we want to sketch the timed automaton models used for scheduling. The models used here build on earlier work [7, 8] .
To represent the uncontrolled production process we have a timed automaton for each order. More precisely, each of the three recipes is modelled as a timed automaton with parameters (template), and instantiated these templates with earliest starting time and due date, which defines the orders.
We identified states which are "too late", i.e., where the order is still processed although the due date has already passed, and assigned delay costs to them. Similarly, storage costs are assigned to states, where the order is already finished, but the due date has not been reached.
To reduce the state space it is necessary to add some heuristics, i.e., here heuristics reduce the search tree and also the set of schedules that can be found. In earlier work [7, 8] , we experimented with several heuristics. In the current context, we use greediness as our only strategy, and, additionally, restrict the number of orders that may be processed at any point in time.
Note that these heuristics are on the search level in the sense that they reduce the search space. The "full" search space contains all schedules based on the OST strategy, which is an heuristics on the modelling level.
The most efficient search strategy turns out to be best cost random depth first, meaning that among all direct successors of the current state having the same best cost, one successor is selected randomly for further search. The schedules we get in this way are good, rather than optimal.
For the first two sets of schedules, as mentioned above, one based on net processing times, the other one based on the EPT, we use the model with cost annotation as defined in the case description: storage and delay costs defined for each order individually.
For the OST-based schedules, we define a metric that reflects as close as possible to the OST. The intuition of this metric is that for orders with higher storage than delay costs, starting after the OST will be punished less, and for orders with higher delay than storage costs, starting earlier will be punished less. To implement this, we shift the cost definition for the completion time to the OST. The costs for the schedules synthesised then indicate how "good" the OSTs are approximated.
Summary
In Fig. 4 , the tool chain is depicted which was used to produce the results of this paper. A modest model of the plant, together with a background-load model, is simulated in Möbius to obtain the OST. These, together with an uppaal model of the plant server as input to uppaal cora, which generates schedules. The schedules are then added to the modest model of the plant and are simulated in Möbius, resulting in the expected cost of executing the scheduled orders. 
Experiments

Assumptions on failure behavior
In order to experiment with our approach to derive cost-OSTs (cf. Sect. 4.2), we need to make several assumptions on the failure behavior of the resources. In this section, we define four different sets of parameters which define the experiments, and describe the reasoning behind our choices. In the original case description, the failure behavior of the resources is described only by the performance factor p r = uptime/(uptime + downtime) (cf. Sect. 2). The performance factor itself is stochastically quite meaningless, since it does not give any indication on the durations of upand downtimes. Thus, we have to make assumptions on these times. As a first approach to relate up-and downtimes to durations, we introduce the so called pace parameter, which we define as pace = E[uptime + downtime]. We then define
The pace, together with the performance factors, gives information about the failure rate and the mean time between failure. The higher the pace, the higher the mean time to failure and the higher the mean repair time. For our study, we chose two different values of paces: 100 h, and 10 √ 10 ≈ 31.6 h. For the purpose of simulation, it is necessary to describe uptime and downtime by means of distributions. The natural choice here is the exponential distribution: it is solely characterized by one parameter, the mean value, and is the only distribution with this property. It is therefore the choice with the maximal entropy (cf., e.g., [23] ).
To see how far the distributions of uptime and downtime influence our results, we consider a second set of distributions to use in our experiments. The very common distribution to describe times to failures is the Weibull distribution. A Weibull distribution is related to the exponential distribution, however, where the exponential distribution has a constant rate, the Weibull distribution has a rate variable over time, depending on one of its parameters. We chose deliberately a Weibull failure distribution where the failure rate of the component increases polynomially with degree 1.8 over time. This parameter is the only deliberate choice we make here. The other parameters of the Weibull distribution are determined by the previous assumptions on the pace and the performance factors. Together with the Weibull distribution for the time to failure, we choose for the time to repair an uniform distribution, which again is entirely determined by the pace and performance factors.
In comparison, the time to failure is in the exponential case more random than in the Weibull case: the squared coefficient of variation of an exponential distribution is 1, whereas for the Weibull distribution, as we use it here, the coefficient is 0.33. Therefore, the failure of a resource is more "predictable" than in the exponential case. In summary, we consider in our study four different scenarios, depending on the choice of paces and distributions, as shown in Table 2 . We name the four scenarios E100, E31, WU100, and WU31 throughout the rest of the paper.
Simulating the OST for the different experiments up to certain precision of the histograms takes several hours. Prolonging the simulation time has not shown any significant change in the OSTs.
Generation of OSTs
As described in Sect. 4.1, it is necessary to derive the completion time distribution for each recipe. We have done this for the four scenarios described in Sect. 5.1 by means of simulation. In Fig. 5 , we see the histogram for metal orders in the case of E100 and WU100. Using Eq. (1), it is straightforward to determine how long before its due date an order should be started. We call this the optimal offset of the order. We derive thus for each order an optimal offset. Subtracting these offset from the due date of the respective order yields the OST. In Table 3 , we give the optimal offset and the OST for the case E100 and job type metal. The recipe of job type metal in Fig. 1 indicates that the minimal time that a metal order needs to complete equals 5,037 min (the length of the critical path).
As we can see in the table, the optimal offsets derived by our approach are in the range of 7,660-7,810 min, i.e., about 2,700 min (ca. 2 days) earlier (Table 4) . These 2,700 min, approximately 35% of the entire time, is thus reserved for potential breakdowns of resources. In Table 5 , we see the offsets and OSTs for uni orders. The uni recipe in Fig. 1 shows that the minimal completion time of a uni job is about 6,580 min (about 4.5 days). In Table 5 , the optimal offsets are quite diverse. For orders 21, 23-25, and 28-29, the offsets are in the order of 19,000 min (≈13 days)-nearly three times the minimal time. On the other hand, for orders 22, and 26-27, the optimal offset lies in the area of 8,000 min, which is only 20% longer than the minimal time. The reason for that can be found in Table 1 , for orders 22 and 26-27, scf > dcf, which means that, if the due date is to be missed, it is preferable to be late, rather than early. Evidently, the optimal offsets for the respective orders are taking this into account.
Generation of schedules
Using uppaal cora, we produced six sets of schedules:
-10 Schedules, using net processing times. We call this class S.NPT. -10 Schedules, using EPT. We call this class S.EPT. -Four classes of schedules with 10 schedules each, taking the OSTs of the four scenarios E100, E31, WU100, and WU31 into account (cf. Sect. 5.1). We call these four classes of schedules S.E100, S.E31, S.WU100, and S.WU31, respectively.
The objective function for the S.NPT and S.EPT schedules was to meet the due dates as well as possible, causing costs for storage and delay as in the case description.
For the four classes S.E100, S.E31, S.WU100, and S.WU31, the objective function for the schedule synthesis was to find schedules that have the starting times of orders as close as possible to the OSTs and that have resolved the resource conflicts.
The search strategy we use is best cost random depth first. Due to the randomness and the size of the search space we get schedules of different quality, i.e., with high cost variations. In order to generate a set of ten good schedules we perform 30-100 of schedule searches, depending on the model. A single experiment, however, takes less than a minute in most cases, less than 3 min in all cases.
The most efficient heuristic used is the limitation of the number of orders that are processed at each moment. The upper bound we choose is 5, which is the result of a number of experiments. This is plausible, considering the bottleneck resources: the dose spinners, that are available twice, but have to be used by every order, the dispersing line, and to some extent also the mixing vessels. If several orders are waiting for a resource, the one who gets the resource is chosen nondeterministically, i.e. there is no queuing.
Analysis by simulation
As explained in Sect. 4, our method to assess the quality of deterministic schedules is stochastic simulation. In this section we will present the results of the simulations.
In this experiment, we simulated seven classes of schedules. The first six classes are those generated with uppaal cora, as described in the previous section. The seventh class is a set of four schedules, based on the OST only. Since we take in our approach only the starting times of orders into account, it is possible to regard the OSTs already as schedules as well: we start each order exactly at its OST. Thus, for each of the four schedule classes S.E100, S.E31, SWU100, and S.WU31 we have one extra schedule, defined by the OSTs for that class. We call the respective schedule S.OST.E100, S.OST.E31, S.OST.WU100, and S.OST.WU31.
Our measure of interest is, for each schedule, the mean total cost that accumulates during the execution of all 29 orders. We simulated all schedules of all considered classes. The mean value is estimated with a relative confidence interval < 10% and a confidence level of 99%.
The schedules in class S.NPT and S.EPT were simulated for all the scenarios E100, E31, WU100, and WU31. The schedules S.E100, S.E31, SWU100, and S.WU31 were each only simulated with the corresponding scenario, i.e., S.E100 with E100, etc.
We present the average (E[·]) and relative standard deviation (coefficient of variation c v ) of the costs of all schedules in the respective scenarios. These results are displayed in Table 6 .
Interpretation of simulation results
Comparison of the S.NPT and S.EPT schedules
The average costs of the S.NPT schedules range from 8 million to 12 million, depending on the chosen scenario. The relative standard deviation ranges from ca. 12 to 17%. This shows that, even though all schedules in this class resolve resource conflicts, the way it is done has an influence on the costs that are incurred.
The average costs of the S.NPT schedules are the highest in the whole table. This is not surprising, since these schedules do not take the failure of resource into account at all. Therefore, for each order the probability to overshoot the due date by a considerable amount of time is very high. The S.NPT numbers show how bad costs can become.
The average cost of schedules in the S.EPT class range from ca. 2.5 to 6 million, depending on the chosen failure scenario. The relative standard deviation is between 17 and 38%. The S.EPT schedules are better than the S.NPT schedules. We explain this by the fact that more time is calculated for the execution of each task, and thus for each order. The numbers suggest that S.EPT can indeed help saving considerable costs, compared to the S.NPT schedules. The variation in the costs for the S.NPT and S.EPT schedules confirm that there are good schedules and bad schedules. At this point we are not able to determine a priori, what schedule is a good one without simulation.
Comparison of the S.EPT and the S.E/S.WU schedules
We consider first the S.E100 case. Table 6 shows that the average costs incurred by these schedules is about 1.7 million The relative standard deviation is 1.93%, which is very low. We can see, that the average cost of the S.E100 schedules is only 28.5% of the average cost of the S.EPT schedules for the E100 scenario. Since the variation of the S.EPT schedules is in the order of 17%, we can assume a best-case schedule which is indeed 17% better than the average. On the other hand, we can assume that there is a S.E100 schedule that is 1.93% worse than the average. Setting best-case and worst-case schedules in relation, the costs of the worst-case S.E100 schedule would still be only 35% of the best-case S.EPT schedule.
For the S.E31 schedules, the average costs are about 0.86 million, with a relative standard deviation of 3.8%. This is 25.6% of the costs of the S.EPT schedules in the E31 scenario. Assuming again best-case/worst-case schedules, the S.E31 schedule would still cost only 38% of the S.EPT schedule.
The S.WU100 schedules reduce the costs to 34.5% of the S.EPT schedules, and, assuming the best-case/worst-case again, the cost is still reduced to about 49%.
Finally, the S.WU31 cost on average only 31% of the S.EPT schedules, and in the extreme case, still only 53%.
These results lead us to the main conclusion of this paper: OST schedules are in general cheaper than EPT schedules, and thus better.
Comparison of S.E/S.WU and S.OST.E/S.OST.WU schedules
The schedules in the S.E/S.WU classes have been generated with uppaal cora. Since the OSTs can also be seen as schedules themselves, the question arises whether uppaal cora is needed at all, and if these S.OST.E and S.OST.WU schedules are not actually sufficient.
The numbers in Table 6 show that this is in general not the case. Even though for the S.E100/S.OST.E100, the costs are very close (around 1.7 million), for the other cases the differences become more pronounced: the uppaal schedules generate 60%, in the WU31 case even only 36% of the costs of the corresponding OST schedules.
Our explanation for that is that the schedules generated with uppaal cora do resolve resource conflicts by letting orders start earlier (if scf < dcf), or later (if scf > dcf). Thus, the effect is that the probability to complete the order on the expensive side of the cost function is reduced. Consequently, the step of producing refined OST with uppaal cora is indeed necessary to reduce the mean total costs further.
Robustness of the OST approach
In this section we show that even if we make inaccurate assumptions on the failure distributions, and thus work with inaccurate OSTs to generate schedules, in all cases the costs are not higher than for the EPT approach, and in most cases significantly better. In order to find out how stable our approach is, we have simulated all S.E/S.WU schedules also with the parameters for which the schedules where not generated for. We would expect that the simulations with the "proper" parameters should always give lower costs than the others. This is however not always the case. In Table 7 , we see the averages for all combinations of schedule classes and failure scenarios. For comparison, we have also repeated the values for the S.EPT schedules from Table 6 . The values set in boldface come from the same Table. For the case of scenario E100 we see that the schedules in class S.E100 produce minimal cost: the non-diagonal values in the respective column are all much higher. The same holds still for the case E31: the schedules of class S.E31 are the lowest in the column. The situation is different for the WU scenarios. In both cases, the corresponding S.WU schedules do not yield the lowest cost. In case of WU100 it would be better to use a schedule from the S.E31 class. In case of WU31, it would be better to use one from S.WU100.
The cause of this phenomenon is subject to further research. Nevertheless, even though wrong assumptions on distributions might give not the best results, a comparison with the S.EPT results shows that our OST approach produces still substantially better results.
Conclusions
In this article, we present an approach for proactive schedule generation for manufacturing scenarios with resource competition, breakdowns, and earliness/tardiness penalties. The pivotal elements of our approach are the so-called optimal start times of orders. These OSTs are estimated by means of simulation and straightforward mathematical derivations. They reflect release times of orders for which the expected cost incurred by the orders are minimal. We use the OSTs as input to our schedule synthesizer, the model-checker uppaal cora.
We assess the properties of all generated schedules by means of stochastic simulation. The simulation models, described in the modelling language modest, are simulated with Möbius. The simulation models comprise resources prone to failure, the recipes, and the schedule in question. We have considered four different cases of failure behavior for the estimation of OSTs, generation of schedules and the simulation of schedules.
Our main question was whether the approach using the OST as starting times gives better schedules than the EPT approach based on adding slack times, which is widely used in practice. The simulation results show that the schedules that we have derived with the OST approach are in all four scenarios considered substantially cheaper than the schedules derived with the EPT approach. Moreover, we showed that our approach is robust in the sense that, even if assumptions on the failure behavior of resources are inaccurate, the OST schedules still incur lower costs than their EPT counterparts.
Using timed automata and model checking techniques to derive schedules has been shown as a promising approach in cases where standard scheduling algorithms are not applicable, in a number of case studies. Here, we extend the tool set consisting of model checking techniques by stochastic simulation for both, improved input values, and also for evaluation of the results, justifying our initial claim.
Relevant questions that still remain open are what the right assumptions for derivation of the OSTs are, e.g., what are the best estimates for distribution of resource failure, and what are the best assumptions on the background load of a system. Then, taking OSTs as a basis for derivation of schedules, the question which schedule approximates the OSTs best. We suggested a cost function with an obvious intuition, but possibly there are better strategies. Another direction could be to be more explicit with respect to the load in a system. There are moments with low load, and others where the load is high. Our OSTs are all based on high load, for moments with low load they are too pessimistic. We could calculate different OSTs for different loads and apply the best fitting OST during scheduling when it is clear how many concurrent orders have to be processed in the close future.
The scheduling strategy we followed in both schedule synthesis and simulation is greedy, and when there are several tasks waiting for a resource, one task is chosen nondeterministically to obtain the resource. Possibly other policies could give better results.
Because we have a general purpose modelling and analysis tool, we can easily model a great range of different settings, which is certainly one of the strong points of model checking. Yet, when the complexity of a problem is high, also model checking cannot change that in principle. In the presented case study, however, one might wonder to what extent it does make sense to try to solve a scheduling problem that has only very few "good" solutions in the context of possible machine failures -the chance of following a "good" schedule then is very low.
The tools we used, uppaal cora and Möbius have the necessary modelling and processing capabilities that are needed for the demonstration of our approach. However, these tools do not yet have industrial strength. Modelling effort that, in principle, can be automated was done by hand here, which is a time-consuming process. For an industrial application, modelling should be mechanized and performed with tool-support. Nevertheless, uppaal cora and Möbius are under continuous improvement, aiming at industrial applicability.
