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Abstract
The main purpose of this paper is to establish upper bounds for the ﬁrst normalized Hilbert coefﬁ-
cient of an m-primary ideal of a Cohen–Macaulay local ring in terms of its multiplicity and number
of generators.
© 2005 Published by Elsevier B.V.
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0. Introduction
Let R be a d-dimensional Noetherian Cohen–Macaulay local ring with maximal ideal
m and residue ﬁeld k. Given an m-primary ideal I of R, we denote by ei(I ) the ith Hilbert
coefﬁcient of I, i = 0, . . . , d. In this introduction we set ei = ei(I ) and = lengthR(R/I).
Northcott proved that e1e0−0, and Huneke and Ooishi showed that if the equality
e1 = e0 −  holds then the associated graded ring to I is Cohen–Macaulay [10,6,11]. Kirby
proved the upper bound e1( e02 ) for the maximal ideal and Kirby and Mehran for an
m-primary ideal [7,8]. Hence we have the following inequalities:
0e0 − e1
(
e0
2
)
.
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In [3], we give a characterization of the Hilbert polynomials of the one-dimensional Cohen–
Macaulay local rings, see also [4]. As a byproduct we get that if I =m is the maximal ideal
of R then
e1
(
e0
2
)
−
(
b − d
2
)
,
where b = dimk(m/m2) is the embedding dimension of R. The aim of this paper is to
generalize this bound to general m-primary ideals. In Theorem 2.3 we prove
e1
(
e0
2
)
−
(
(I )− d
2
)
.
Here (I ) stands for the minimal number of generators of I. This result is a consequence
of a detailed study of the ring extension deﬁned by the blowing-up of R with respect to I.
We also prove some bounds for e1 by considering the initial degree of I, Proposition 2.5.
In particular, we prove that if I is anm-primary ideal of order s with respect tom and such
that its multiplicity is a prime number then
e1(I )
(
e0(I )− s
2
)
.
Notations. Let I be an m-primary ideal of R. We denote by H 01 (n) = lengthR(In/In+1)
the Hilbert function of I. The higher Hilbert functions of I are deﬁned by, i0,
Hi+1I (n)=
n∑
j=0
HiI (n).
It is well known that there exist integers ej (I ) ∈ Z such that if we denote
hiI (X)=
d+i−1∑
j=0
(−1)j ej (I )
(
X + d + i − j − 1
d + i − j − 1
)
then hiI is the ith Hilbert polynomial of I, i.e. H
i
I (n) = hiI (n) for n?0. The integer ei(I )
is the ith normalized Hilbert coefﬁcient of I. We denote by pn(I) the postulation number
of H 0I , i.e. the least integer t such that H
0
I (t + n)= h0I (t + n) for all n0. We set b(I )=
length(I/I 2)=H 0I (1), and (I )= lengthR(R/I).
Since we are looking for bounds of the ﬁrst normalized Hilbert coefﬁcients we may
assume that the residue ﬁeld of R is inﬁnite. Hence, a generic element x ∈ I deﬁnes a
degree one superﬁcial element of I. Since I is anm-primary ideal and R a Cohen–Macaulay
local ring we have that x is a non-zero divisor of R.
1. A ﬁltration of the associated graded ring
In this section we assume that R is a one-dimensional Cohen–Macaulay local ring. Given
a ﬁnitely generated moduleM denote by (M) the number of elements of a minimal system
of generators ofM .
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Lemma 1.1. Let B = B0 ⊕ B1 ⊕ . . . be a standard Noetherian graded ring, with B0
an Artinian local ring. Let M be a dimension one Cohen–Macaulay graded B-module of
multiplicity e0(M) generated in degree less or equal to g. Assume that there exists a degree
one regular element  ∈ B1 of M. Let H 0M(t)= lengthB0(Mt) the Hilbert function of M.
Then it holds
(i) (M)e0(M),
(ii) for all tg it holds either H 0M(t + 1)>H 0M(t), or H 0M(t + 1)=H 0M(t) and H 0M(t +
s)= e0(M) for all s0.
Proof. Since  ∈ B1 is a degree one regular element of M, for all t0 we can consider
the exact sequence of B0-modules
0 → Mt →Mt+1 →
(
M
M
)
t+1
→ 0.
In particular we have H 0M(t + 1)H 0M(t), for all t0, i.e. H 0M is a monotone increasing
function.
(i) Let a1, . . . , as be a homogeneous minimal system of generators of M, s = (M),
of degrees d1 · · · ds . Let 1< · · ·< c be the set of different degrees appearing
in the set {d1, . . . , ds}; we denote by i the number of dj such that dj = i , i =
1, . . . , c, j = 1, . . . , s. Since M is Cohen–Macaulay and the system of generators
considered is minimal, we haveH 0M(i+1)H 0M(i+1−1)+i+1, for all i=1, . . . , c.
Hence for a large enough t we get
e0(M)=H 0M(t)1 + · · · + c = (M).
(ii) If H 0M(t + 1) = H 0M(t) then (M/M)t+1 = 0, so if in addition we have tg then it
holds (M/M)t+s=0 for all s0. Since for a large enough twe haveH 0M(t)=e0(M),
from the above exact sequence we get H 0M(t + s)= e0(M) for all s0. 
Given an element a ∈ R we denote by a∗ ∈ grI (R) its initial form with respect to I.
Given an idealK ⊂ I ⊂ R we denote byK∗=⊕n0(K∩In/K∩In+1) the homogeneous
ideal of grI/K(R/K)grI (R)/K∗. It is well known that (K∗)(K).
Next result is known for the maximal ideal; we generalize here the result form-primary
ideals [2].
Proposition 1.2. Let R be a one-dimensional Cohen–Macaulay local ring, and let x be a
degree one superﬁcial element of anm-primary ideal I. Then the following conditions hold
true:
(i) pn(I) is the least integer n such that In/In+1 .x→ In+1/In+2 is an isomorphism,
(ii) pn(I) is the least integer n such that In+1 = xIn,
(iii) pn(I)e0(I )− 1,
(iv) (xn)∗ = (x∗)n for all n1.
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Proof. Let us consider the following exact sequence
0 → xI
n
xIn+1
→ I
n+1
xIn+1
→ I
n+1
xIn
→ 0.
Since x is a non-zero divisor of R, from [9], remark (b) to Corollary 1.10, we get
lengthR(In+1/xIn) = e0(I ) − H 0I (n). From this equality it is easy to deduce (i) and (ii).
The inequality (iii) follows from [1]. From (i) we deduce (iv). 
Let x be a degree-one superﬁcial element of I. For all jpn(I) + 1 we denote byLjI
the ideal of grI (R) generated by the elements ofLI = (xpn(I)I )∗ of degree less or equal
to j. Notice that we have a ﬁnite ﬁltration of ideals
L
pn(I)+1
I ⊂Lpn(I)+2I ⊂ · · · ⊂LI ⊂ grI (R).
Given a minimal homogeneous system of generators g1, . . . , g∗ , ofLI , ∗ = (LI ), we
denote by d1< · · ·<ds the set of integers appearing in deg(gi), i = 1, . . . ,∗. Notice that
the set d1, . . . , ds is independent of the system of generators. We denote by j the number
of elements of degree j of a minimal system of generators ofLjI as grI (R)-module. Notice
that
(a) The set of integers j , jpn(I) + 1, does not depend on the minimal system of
generators ofLI ,
(b) LjI =Lj−1I if and only if j = di for some index 1 is, and
(c) ∑si=1di = ∗(xpn(I)I )= (I ).
Proposition 1.3. The following conditions hold:
(i) For all i= 1, . . . , s the grI (R)-moduleLdiI is Cohen–Macaulay of multiplicity e0(I ).
In particular we have ∗e0(I ).
(ii) There exists y ∈ I such that (xpn(I)+1)∗ and (yxpn(I))∗ have degree pn(I) + 1 and
form part of a minimal system of homogeneous generators of LI . In particular we
have d1 = pn(I)+ 1 and d12.
(iii) For all t = pn(I)+ 1, . . . , e0(I )+ pn(I)+ 1− d1
H 0
L
d1
I
(t) t − pn(I)− 1+ d1 .
(iv) It holds
H 0LI (t)=
{0, tpn(I),
 t − pn(I)+ 1, t = pn(I)+ 1, . . . , e0(I )+ pn(I)− ∗,
e0(I ), te0(I )+ pn(I)+ 1− ∗.
Proof. (i) Since x∗ is a non-zero divisor of the grI (R)-module grI (R)pn(I) =
⊕tpn(I)grI (R)t , Proposition 1.2, andLdiI is a sub-module of grI (R)pn(I) we get the
ﬁrst part of the claim. From Proposition 1.2 we get grI (R)t+pn(I)+1= (xpn(I)+1)∗grI (R)t
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for all tpn(I). Hence (LI )u= (LdiI )u= grI (R)u for all u2pn(I)+ 1, and thenLdiI
is a grI (R)-module of multiplicity e0(I ).
(ii) We follow the key idea of the proof of Herzog and Waldi [5], Theorem 2.1. From
Proposition 1.2 and Nakayama’s lemma there exists elements F1, . . . , Fpn(I) ∈ I such that
(hw)
F1 . . . Fpn(I) /∈ xIpn(I)−1 +mIpn(I).
First, we prove that the cosets of xpn(I) and xpn(I)−1Fpn(I) in Ipn(I)/mIpn(I) form a
k-linear independent set. Let us consider elements , ∈ R such that
(li)
xpn(I)−1Fpn(I) + xpn(I) ∈ mIpn(I).
Multiplying by F1 . . . Fpn(I)−1, from Proposition 1.2 we get
xpn(I)−1
(
F1 . . . Fpn(I) + xF 1 . . . Fpn(I)−1
) ∈ mI 2pn(I)−1 = xpn(I)−1mIpn(I),
since x is a non-zero divisor we obtain
F1 . . . Fpn(I) + xF 1 . . . Fpn(I)−1 ∈ mIpn(I).
Notice that xF 1 . . . Fpn(I)−1 ∈ xIpn(I)−1, so if /∈m thenwe getF1 . . . Fpn(I) ∈ mIpn(I)
in contradiction with (hw). Hence we have  ∈ m.
From (li) we get xpn(I) ∈ mIpn(I), and multiplying by F1 . . . Fpn(I) we get
xpn(I)F1 . . . Fpn(I) ∈ mI 2pn(I) = xpn(I)mIpn(I).
Since x is a non-zero divisor we deduce F1 . . . Fpn(I) ∈ mIpn(I). From (hw) we have
 ∈ m. Hence, the cosets of xpn(I) and xpn(I)−1Fpn(I) in Ipn(I)/mIpn(I) form a k-linear
independent set. From Proposition 1.2 we have a isomorphism
Ipn(x)/mIpn(x)
.x→ Ipn(x)+1/mIpn(x)+1,
so the initial forms of xpn(I)+1 and xpn(I)Fpn(I) in grI (R) have degree pn(I) + 1 and
form a k-linear independent set. Hence, the initial forms of xpn(I)+1 and xpn(I)Fpn(I) form
part of a minimal system of generators ofLI = (xpn(I)I )∗ as grI (R)-module. If we set
y = Fpn(I) then we get the (ii).
(iii) SinceLd1I is a Cohen–Macaulay grI (R)-module of multiplicity e0(I ) we get (iii),
Lemma 1.1.
(iv) Since xpn(I)I ⊂ Ipn(I)+1 we have
H 0LI (t)= 0
for all tpn(I).
From (iii) and (ii) we get
H 0LI (t) t − pn(I)+ 1
for all t = pn(I)+ 1, . . . , e0(I )+ pn(I)− ∗.
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From the deﬁnition of d2 we have
H 0
L
d2
I
(d2)=H 0
L
d1
I
(d2)+ d2 ,
so, from (i), Lemma 1.1, and (iii) we deduce
H 0
L
d2
I
(t)Min{t − pn(I)− 1+ d1 + d2 , e0(I )}
for all td2. We can iterate the process and we obtain
H 0LI (t)Min{t − pn(I)− 1+ d1 + d2 + · · · + ds , e0(I )}
for all tds . Since d1 + d3 + · · · + ds = ∗ we get
H 0LI (t)Min{t − pn(I)+ ∗ − 1, e0(I )}
for all tds . Hence, if we prove that e0(I )+pn(I)+ 1− ∗ds then we get the last part
of (iv). For this end, notice that for all i = 1, . . . , s − 1
H 0
L
di+1
I
(di+1)=H 0
L
di
I
(di+1)+ di+1 .
SinceLdiI is a Cohen–Macaulay grI (R)-module we deduce
H 0
L
di+1
I
(di+1)H 0
L
di
I
(di)+ (di+1 − di)+ di+1 .
Hence we have
e0(I )H 0LI (ds)ds − d1 + d1 + · · · + ds = ds − pn(I)− 1+ ∗.
In particular we have that e0(I )+ pn(I)+ 1− ∗ds , so we get that
H 0LI (t)= e0(I )
for all te0(I )+ pn(I)+ 1− ∗. 
2. Upper bounds of e1(I )
Given an m-ideal I of a one-dimensional local ring R we denote by BlI (R) =⋃n0
(In:R¯I n) the strict transform of the Blowing-up of R with respect to I, where R¯ is the
integral closure of R on its is total ring of fractions Q. Notice that we have a ring extension
R ⊂ BlI (R) ⊂ R¯ ⊂ Q. See for instance [9] Section 1 for the basic results of BlI (R). Let
EI be the R-module BlI (R)/R, and let H 0EI ,I the Hilbert function of EI with respect to I.
We denote by pn∗(I ) the minimum between pn(I) and e0(I )− ∗ + 11, Proposition
1.3.
Proposition 2.1. Let R be a one-dimensional Cohen–Macaulay local ring. Let I be an
m-primary ideal of R then
(i) lengthR(EI )= e1(I ).
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(ii) Let us denote by I¯ the quotient ideal of R/xpn(I)R deﬁned by I. For all j0 it holds
H 0EI ,I (j)=H 0I (pn(I)+ j).
(iii) Given an m-primary ideal I such that pn(I)1. For all t0 we have
H 0EI ,I (t)=
{
e0(I )− 1− t, t = 0, . . . , pn∗(I )− 1,
0, tpn∗(I ).
Proof. (i) See [9] Theorem 1.5, and [7] for the maximal ideal case.
(ii) From [9], Theorem 1.5 and Lemma 1.8, we deduce that
(R + I jBlI (R))xpn(I) = (xpn(I))+ Ipn(I)+j .
Since x is a non-zero divisor of BlI (R) we get
H 0EI ,I (j)= lengthR
(
(xpn(I))+ Ipn(I)+j
(xpn(I))+ Ipn(I)+j+1
)
=H 0I (pn(I)+ j).
(iii) We only need to prove the corresponding inequalities of the claim for the functionH 0
I¯
,
i.e.
H 0
I¯
(t)=
{
H 0I (t), tpn(I)− 1,
e0(I )+ pn(I)− 1− t, t = pn(I), . . . , pn(I )+ pn∗(I )− 1,
0, tpn(I)+ pn∗(I ).
Notice thatLI is contained in the kernel of the projection
grI (R)=
⊕
t0
I t
I t+1
grI¯ (R¯)=
⊕
t0
(xpn(I))+ I t
(xpn(I))+ I t+1 ,
so we have
H 0
I¯
(t)=H 0
grI¯ (R¯)
(t)H 0grI (R)(t)−H 0LI (t)e0(I )−H 0LI (t)
[9], remark (b) to Corollary 1.10. Hence from Proposition 1.3 we get H 0
I¯
(t)e0(I ) +
pn(I)−1−t for t=pn(I)+1, . . . , e0(I )+pn(I)−∗. Sincepn(I)+e0(I )−∗pn(I)+
pn∗(I )−1weget the second inequality of theClaim for t=pn(I)+1, . . . , pn(I )+pn∗(I )−
1. Since xpn(I) /∈ Ipn(I)+1 we have H 0
I¯
(pn(I ))<H 0I (pn(I))= e0(I ).
Let tpn(I)+pn∗(I ) be an integer. Ifpn∗(I )=e0(I )−∗+1 thenwe have tpn(I)+
e0(I )−∗ +1 from Proposition 1.3 we getH 0I¯ (t)=0. Let us assume that pn∗(I )=pn(I).
Since xpn(I)Ipn(I) = I 2pn(I) we get I t ⊂ (xpn(I)) and then H 0
I¯
(t)= 0. 
Corollary 2.2. Let (R,m) be a one-dimensional Noetherian Cohen–Macaulay local ring,
and let I be an m-primary ideal of R. It holds
e1(I )e0(I )pn∗(I )−
(
pn∗(I )+ 1
2
)
.
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Proof. Notice that e1(I ) =∑H 0EI ,I (t), Proposition 2.1(i). From Proposition 2.1(iii) we
get the claim. 
In the next result we generalize the upper bound of e1(m) previously obtained for the
maximal ideal in [3], see also [4], to m-primary ideals.
Theorem 2.3. Let (R,m) a d-dimensional, d1,Noetherian Cohen–Macaulay local ring,
and let I be an m-primary ideal of R. If d = 1 then
e1(I )
(
e0(I )
2
)
−
(
∗(I )− 1
2
)
.
In general, if d1 then
e1(I )
(
e0(I )
2
)
−
(
(I )− d
2
)
.
In particular, if I =m and b is the embedding dimension of R then
e1(m)
(
e0(m)
2
)
−
(
b − d
2
)
.
Proof. Let us assume d= 1. If pn(I)0 thenH 0I (t)= e0(I ) for all t0. Hence e1(I )= 0
and we get the claim. From the last corollary we have to prove that
(des)
e0(I )pn
∗(I )−
(
pn∗(I )+ 1
2
)

(
e0(I )
2
)
−
(
∗(I )− 1
2
)
.
If ∗(I )= 2 then e0(I )−∗(I )+ 1= e0(I )− 1pn(I), Proposition 1.2, and pn∗(I )=
pn(I). Hence (des) is equivalent to
2e0(I )pn(I)− (pn(I)+ 1)pn(I)e0(I )(e0(I )− 1).
Notice that the functionf (r) := 2e0(I )r−r2−r takes itsmaximumvalue for r=e0(I )−0.5.
Since pn(I)e0(I )− 1e0 − 0.5 we get the inequality.
We can assume that ∗(I )3. If pn∗(I )=e0(I )−∗(I )+1pn(I) then (des) becomes
an equality. If pn∗(I )= pn(I)< e0(I )− ∗(I )+ 1 then (des) is equivalent to
2e0(I )pn(I)− pn(I)2 − pn(I)e0(I )2 − e0(I )− ∗(I )2 + 3∗(I )− 2.
Since 3∗e0(I )− pn(I) we get this inequality.
Let us assume d1. Let x1, . . . , xd be a degree one superﬁcial sequence of I. If I¯ = I +
(x1, . . . , xd−1)/(x1, . . . , xd−1) then ∗(I¯ )(I¯ )(I )−(d−1), so ∗(I¯ )−1(I )−d
and we get the second inequality from the ﬁrst one. 
Given an m-primary ideal I we denote by r(I ) the smallest reduction number of all
minimal reductions of I. Notice that from Proposition 1.2 we have pn(I) = r(I ) for the
one-dimensional Cohen–Macaulay rings R. From Theorem 2.3 and the main result of Rossi
[12] we deduce the following upper bound for the r(I ):
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Proposition 2.4. Let (R,m) a d-dimensional, d=1, 2,Noetherian Cohen–Macaulay local
ring. Let I be an m-primary ideal of R. It holds
r(I )
(
e0(I )− 1
2
)
−
(
(I )− d
2
)
− e0(I )+ (I )+ 1.
We end this paper generalizing [13], Proposition 3.1.
Proposition 2.5. Let (R,m) be a d-dimensional Cohen–Macaulay local ring, d1. Let I
be anm-primary ideal such that I ⊂ ms and e0(I ) = se0(R) for some integer s1. Then
e1(I )
(
e0(I )− s
2
)
.
Proof. We may assume that the residue ﬁeld k is inﬁnite and d = 1. Notice that e0(ms)=
se0(R). Hence the inequality e0(I ) = se0(R) implies thatms = I¯ . Since I ⊂ ms we have
that for all n1 it holds In+1 =msI n and therefore lengthR(In/msI n)<lengthR(In/In+1).
Let nMin{pn(I), e0(I ) − s − 1} be an integer. Let us assume that H 0I (n) = lengthR
(In/In+1)<n+ s + 1, then we have lengthR(In/msI n)n+ s − 1. Since I ism-primary
and R is a Cohen–Macaulay ring of positive dimension we have that lengthR(In/mIn)n.
From [1] we get In=xIn−1, x superﬁcial element of I, contradicting the deﬁnition ofpn(I).
Hence, we get H 0I (n)= lengthR(In/In+1)n+ s + 1 for all ne0(I )− s − 1 and then
e0(I )(e0(I )− s)− e1(I )(e0(I )− s) e0(I )+ s + 12 ,
from this it is easy to get the claim. 
Remark 2.6. Notice that if e0(I ) is a prime number then we get a surprising fact:
e1(I )
(
e0(I )− s
2
)
,
where s = s(I ) is the order of I with respect to the m-adic ﬁltration, provided s2.
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