Abstract. For any given partial order in a d-dimensional euclidean space, under mild regularity assumptions, we show that the intersection of closed (generalized) intervals containing more than 1/2 of the probability mass, is a non-empty compact interval. This property is shared with common intervals on real line, where the intersection is the median set of the underlying probability distribution. So obtained multivariate medians with respect to a partial order, can be observed as special cases of centers of distribution in the sense of type D depth functions introduced by Y. Zuo and R. Serfling, Ann. Stat., 28 (2000), 461-482. We show that the halfspace depth function can be realized via compact convex sets, or, for example, closed balls, in place of halfspaces, and discuss structural properties of halfspace and related depth functions and their centers. Among other things, we prove that, in general, the maximal guaranteed depth is 1 d+1 . As an application of these results, we provide a Jensen's type inequality for functions of several variables, with medians in place of expectations, which is an extension of the previous work by M. Merkle, Stat.
Spatial medians, depth functions and multivariate Jensen's inequality
Ðorđe Baljozović and Milan Merkle 1 Introduction.
To attain any median m of a real valued random variable X, we have to pass at least half of the population, coming from either side of the real axis, via the relations
The proportion 1 2 is the largest possible, in the sense that there does not exist a p > 1 2 such that for arbitrary distribution of X there exists m ∈ R which satisfies (1.1). We say that a median is the deepest point with respect to a given distribution, or a data set. Quantitatively, we may assign a depth to each point x ∈ R, according to the value of a depth function D(x; P ) = inf{P ((−∞, x]), P ([x, +∞))}, P (S) := Prob(X ∈ S), (1.2) from where we can also see that the function D attains its maximum 1/2 in the set of median points.
The literature devoted to the problem of extension of these observations to higher dimensions contains a variety of different approaches -see [19] or [27] for a comprehensive bibliography. In a high dimensional data set it is desirable to select one point, or a set of points that would correspond to intuitive notions of "deepest point", "most central point", or "the center of a data set", and can serve as a (best) representative or a reference point of a distribution or a data set.
The definition (1.2) of a depth function includes a notion of direction: we can approach a point x ∈ R from either left or right. The notion of direction in R d is related to partial order. In this paper we show, among other things, that with respect to any partial order that satisfies mild regularity conditions, there is a well defined median set, in the sense that the depth (to be defined in Section 3) of each point of that median set is at least 1/2. The median set is always compact, and can be obtained as an intersection of a certain family of sets.
The median sets defined with respect to a given direction (i.e., a partial order) are not affine invariant. On the other hand, Tukey's median, or halfspace median (first introduced in [20] , see also [2] or [27] ), which can be defined as the set of maximal depth with respect to the depth function (commonly referred to as the halfspace depth) D(x; P ) = inf{P (H) | H: any halfspace that contains x}, (
is affine invariant, but the maximal depth is not guaranteed to be 1/2. As a generalization of (1.3), Zuo and Serfling in [27] offered a general "depth function of type D", which is defined as D(x; P, C) = inf{P (C) | x ∈ C ∈ C}, (1.4) where C is a given collection of closed sets. A similar concept was introduced in [18] . In this paper we observe the function (1.4) defined with respect to arbitrary class U of open sets in place of closed sets in C. This slight change enables a considerable reduction of conditions for validity of certain results, and yields a collection of interesting and enlightening examples. We prove several general results for a class U under two very mild conditions, and we show that for each such class, the set of deepest points can be obtained as the intersection of a family of sets. It turns out that median sets can be also obtained as points having the depth not less than 1/2, with a special choice of U. In this paper, by a multidimensional median set we understand only the set of points with the depth not less than 1/2. It can happen that such a set is empty; in general case we use use the term "center of the distribution" for the set of deepest points. These two cases need to be distinguished, as the corresponding sets have different properties. We show that in general, with the type D depth in R d we can be certain to find only point(s) with D(x; P ) ≥ 1/(d + 1), and we show that this bound is the best possible, thus extending a result from [4] for the halfspace depth.
Finally, we show that each depth function generated by a family U of complements of compact convex sets, can be defined in terms of a family of halfspaces, and we represent the halfspace center ("Tukey median") via intersection of level sets of depth functions defined with respect to partial orders. In the last section, we discuss an analogue of Jensen's inequality for functions of several variables, with medians (or, generally, points in the center of distribution) in place of expectations.
The results presented in this paper are fully general, and hold without any particular assumptions about the underlying distribution.
For more details regarding Tukey's median see [3] , [4] and [27] . The latter paper and [9] give wide-ranging discussion of depth functions in general with numerous examples and a summary of further researches based on the halfspace depth.
In papers [7, 8] the simplical depth function was proposed, primarily important for its corresponding version of multivariate median; also, [8] highlighted some features the (simplical) depth function should fulfill.
Numerous other depth functions have been introduced in the literature -some of the most relevant are presented in [14] , [10] , [11] , [6] , [9] , [27, 28, 29] , [21] , [23] , [24] , [26] , [25] and references therein. There are methods and techniques developed especially for the data sets, see for example, [1] . Robustness properties of deepest points based on halfspace depth in context of location statistics are studied in [2] .
Other approaches in defining multivariate centers are given in [19] (many of them not related to depth functions), [13] , [21] , [5] and references therein; as can be seen, this concept is not at all unambiguous like in the univariate case.
Notations. Throughout the paper, R denotes the set of real numbers, and R is the set R together with ±∞. The symbols R d and R d denote corresponding d-dimensional euclidean spaces (Points in R d are allowed to have ±∞ as coordinates). In Section 2, and in the material of later sections related to intervals, the points in R d with d > 1 will be denoted by bold letters x, y, . . . and their coordinates by x i , y i , . . ., respectively. We say that the set S ∈ R d , d ≥ 1 is closed if it is closed in euclidean topology. Hence, for d = 1, the intervals [a, +∞) or (−∞, a] are closed for any a ∈ R; a similar remark holds for generalized intervals with d > 1. We will observe R d -valued random variables X, considering them as being measurable maps from some abstract probability space (Ω,
is the Borel sigma-field on R d and P is a probability measure induced on R d by X (the probability distribution of X). For a random variable X, Med X denotes any of its medians, and {Med X} denotes the set of all medians. In the same way, we may talk about medians of a probability distribution P .
Multivariate medians.
We start with a characteristic property of univariate median set. Let X be a random variable with a probability distribution P and let J be any closed interval with P (J) > 1/2. We will show that J contains every median of X. Indeed, if m is a median of X and m ∈ J, then one of the intervals (−∞, m] or [m, +∞) is disjoint with J, which is not possible, since the sum of probabilities in both cases is greater than 1. Therefore, the intersection
J is nonempty, and it contains the median set [u, v] of X. Now, observe that for
which together with the previous part, shows that
The relation (2.1) can be as well taken as a definition of the median set for a given distribution, and this definition can be extended in a multidimensional environment if we choose one of many possible extensions of the concept of one-dimensional interval. Out of several ones that we may think of (convex sets, star-shaped sets, balls and other special convex sets), only intervals with respect to a partial order can do the work, to ascertain non-emptiness of the intersection at the right hand side of (2.1).
Let be a partial order in R d and let a, b be arbitrary points in R d .
We define a d-dimensional interval [a, b] as the set of points in R d that are between a and b:
Note that the interval can be an empty set, or a singleton. For the sake of simplicity, we want all intervals to be topologically closed. The interval can be norm bounded or norm unbounded; it would be reasonable to expect intervals with finite "endpoints" to be norm bounded, hence compact. Further, we would expect that intervals can be "big" as we wish, to contain any ball or any compact set. Finally, we expect that bounded (with respect to partial order) sets posses the least upper bound and greatest lower bound. To summarize, we assume the following three technical conditions:
(I1) Any interval [a, b] is topologically closed, and for any a, b ∈ R d (i.e., with finite coordinates), the interval [a, b] is a compact set.
(I3) For any set S which is bounded from above with a finite point, there exists a finite sup S. For any set S which is bounded from below with a finite point, there exists a finite inf S.
Example 2.1. Let K be a closed convex cone in R d , with vertex at origin, and suppose that there exists a closed hyperplane π, such that π ∩ K = 0 (that is, K \ {0} is a subset of one of open halfspaces determined by π).
Define the relation by x y ⇐⇒ y − x ∈ K. The interval is then
If the endpoints have some coordinates infinite, then the interval is either
It is not difficult to show that is a partial directed order, and that it satisfies conditions (I1)-(I3).
The simplest, coordinate-wise ordering, can be obtained with K chosen to be the orthant with
For the sake of illustration, let us note that possible kinds of intervals with respect to the relation (2.2) include:
where a 1 , a 2 , b 1 , b 2 are real numbers. For infinite endpoints we use strict inequalities, for example the last interval above is the set of (x, y) ∈ R 2 such that a 1 ≤ x < +∞ and −∞ < y ≤ b 2 . The intervals may be empty; for example, the first listed interval is empty if
The following theorem extends the one-dimensional property discussed in the beginning of this section. hold. Let P be a probability measure on R d and let J be a family of intervals with respect to a partial order , with the property that
Then the intersection of all intervals from J is a non-empty compact interval.
The compact interval claimed in the Theorem 2.1 can be, in analogy to (2.1), taken as a definition of the median induced by the partial order :
where X is a random variable on R d and P X is its probability distribution.
In what follows, we will omit the subscript if the underlying relation is obvious.
It is shown in Appendix (Lemma A.2) that, in the case of the coordinatewise partial order, the characterization (2.4) is equivalent to a similar characterization given in [12] . It turns out that, in this case, the median set is just the Cartesian product of coordinate-wise median sets, which is the result stated in the form of an example in [18] .
2), and let {Med X} be the median set of a random vector X ∈ R d , defined with respect to the partial order . Then
As we already mentioned, for other classes of sets, the intersection in (2.1) is in general empty. However, in the next section we will see that some other classes can also have a non-empty intersection, but then, instead of having the measure > 1/2, the sets will generally have to have a greater measure.
Depth functions.
We start with a collection of sets V and the collection U that contains complements of sets from V, i.e., U = {S c | S ∈ V}. For each x ∈ R d and any probability measure P on Borel sets of R d , define a depth function
The role of V will be clear later in this section, when we give an alternative description of the depth function in terms of sets in V.
If for some x, there does not exist any U ∈ U that contains x, on the right hand side of (3.1) we have empty set, and then D(x; P, U) = +∞. To avoid this, we assume that
Further, a constant depth function does not serve any purpose; to avoid that situation, we may pose two additional conditions (C 2 ) :
The condition (C 2 ) was also singled out in [27] , as a requirement for any reasonable depth function. Before proceeding further, let us see some examples.
Example 3.1. 1 • The simplest family U that satisfies (C 1 ) contains only one set -the whole space R d . Here D(x; P, U) = 1 for all x; condition (C 2 ) does not hold. In next three examples, the conditions (C 2 ) and (C 2 ) hold (see Corollary A.1 in Appendix).
with respect to the partial order induced by a convex cone, as in Example 2.1. It is easy to see that for each point x ∈ R d , there exists a closed interval V such that x ∈ V ; hence, the condition (C 1 ) is satisfied. A particular case of this example is the coordinate-wise partial ordering in R d , which in R 2 yields V ∈ V to be rectangles with sides parallel to axes.
3 • Instead of intervals in previous examples, we can take V ∈ V to be arbitrary convex and compact sets with a property that the collection V is closed under translations, and that sets V can be arbitrary "big" (for example, every ball in R d should be contained in some V ∈ V). Because of compactness and the translation property, for each x ∈ R d there exists a V ∈ V that does not contain x, and (C 1 ) follows.
4 • Consider now the class V of all closed halfspaces. The sets U ∈ U are then open halfspaces, and then the definition (3.1) of depth function formally differs from Tukey's halfspace depth function that requires closed halfspaces to be in U. However, since P (U ) = lim P (V n ), where V n ⊃ U are closed halfspaces with boundaries parallel to the boundary of U at euclidean distance 1/n, it follows that values of D coincide for these two cases. The condition (C 1 ) is clearly satisfied.
We are here interested chiefly in finding the set where the function D attains its global maximum, or, more generally, the sets of the form
2)
The next Lemma gives a way to find S α without evaluation of the depth function.
Lemma 3.1. Let U be any collection of non-empty sets in R d , such that the condition (C 1 ) holds. Then, for any probability distribution P ,
for any α ∈ (0, 1] such that there exists a set U ∈ U with P (U ) < α; otherwise
It is instructive first to observe S α in d = 1, as in the next example.
Example 3.2. Let X be a real random variable with the distribution P . Take V to be the family of all closed intervals in R, and U to be the family of their complements. Then, using similar arguments as in the proof of (2.1) at the beginning of Section 2, it can be derived that S α = [q α , Q 1−α ], where q α is the smallest quantile of X of order α, and Q 1−α is the largest quantile of X of order 1 − α:
] is the median interval.
In the case when the family V is consisted of closed intervals with respect to a partial order that satisfies (I1)-(I3), it follows from Section 2 and Lemma 3.1, that the set S 1/2 is non-empty, i.e. the corresponding depth function has maximum which is ≥ 1/2, regardless of distribution P . For other families of V, the guaranteed maximum is smaller. Let us now observe the same distribution, but with depth function defined with the family V of closed disks. The intersection of all closed disks V with P (V ) > 2/3 is, in fact, the intersection of all disks that contain all three points A, B, C, and that is the closed triangle ABC. For any ε > 0, a disc V with P (V ) > 2/3 − ε may contain only two of points A, B, C, but then it is easy to see that the family of all such discs has the empty intersection. Therefore, S α is non-empty for α ≤ 1/3, and again, the function D attains its maximum value 1/3 at the points of closed triangle ABC.
If the depth function is defined in terms of rectangles with sides parallel to coordinate axes, then the maximum depth is 2/3 and it is attained at (0, 0). This conclusion follows immediately from Theorem 2.2.
If α m is the maximum value of D(x; P, U) for a given distribution P , the set S αm , i.e., the set of deepest points with respect to P , is called the center of the distribution P , and will be denoted by C(P, U).
In the next theorem, we discuss some properties of the center, in the case when sets in U are open. A similar result for the family U of closed sets was obtained in [27, Theorem 2.11], but under more restrictive assumptions.
Theorem 3.1. Let V be a collection of closed subsets of R d , and let U be the collection of sets V c , V ∈ V, such that the condition (C 1 ) holds. Then, for arbitrary probability measure P , the function x → D(x; P, U) is upper semicontinuos. Moreover, under conditions (C 2 ), the set C(P, U) on which D reaches its maximum is equal to the minimal nonempty set S α , that is,
The set C(P, U) is a non-empty compact set and it has the following representation:
4 Equivalence of depth functions.
We already noticed that the depth functions with U being all open or all closed halfspaces, have the same value at every point. So, it is possible that two different classes of sets in place of U generate the same depth function. In the next theorem we give a sufficient condition for the equivalence of two depth functions. Then the condition (C 1 ) holds for both A and B and depth function with respect to both families are equal, with any probability distribution P :
An important application of Theorem 4.1 is to establish the equivalence of depth functions defined by a family of open sets A ∈ A and their topological closuresĀ ∈ B. In this setup, we note that (E) holds in cases when A is invariant with respect to translations, and consists of (i) open halfspaces or (ii) complements of all closed intervals with any convex cone partial order, as in example 2.1. Another application of Theorem 4.1 will be given in Theorem 5.2.
Convex sets and halfspaces.
Suppose that a family U contains a sequence of nested sets U n that intersect at one point x ∈ R d . Then D(x; P, U) = P (x) for any P , which is undesirable property. Therefore U should not contain sets that shrink to a point. A way to avoid that is to choose sets in U to be unbounded, or to choose sets in V to be bounded.
Further, it is natural to have a convex center of distribution, which is achieved (via Theorem 3.1) if sets in V are convex. With non-convex sets in V, and with a discrete distribution P , we can again have that D(x; P, U) = P (x) for every x ∈ R d , as shown in the next example.
Example 5.1. In R 2 , let K be the lower half of the first quadrant, bounded by halflines y = 0 and y = x. Let us consider the family U of sets that can be obtained by arbitrary rotations and translations of K. Let V be the family of complements of sets in U: sets in V ∈ V are non-convex.
Suppose that a distribution P is concentrated in six points X 1,2 (±1, 0), X 3,4 (±2, 0), X 5,6 (0, ±1) (as in the Counterexample 2 in [27] ). Then for each point x ∈ R d , there is a set U ∈ U that does not contain any point of the support different from x; hence the depth of each point is P ({x}). With a specific discrete distribution P , the center is the point with the greatest probability mass. If P is uniform across the X i , i = 1, . . . , 6, then the center is the discrete set {X 1 , . . . , X 6 }. This is in a sharp contrast with the halfspace depth function, which in this case yields the single point center at (0, 0), with the maximum depth A prototype of depth functions that we discuss in this section is a depth function defined with respect to families U of complements of compact convex sets. In the light of the arguments given above, these requirements are natural and they are not too restrictive (see also Lemma 5.1). Although it may look that by these requirements we are excluding the halfspace depth from consideration, it is not so, as we will see after the Theorem 5.2.
From the material of Section 2, it follows that the depth function based on a family V of intervals, attains the maximal value of at least 1/2, regardless of the dimension d. In general, the maximum depth with a family V of convex sets, can not be smaller than 1 d+1 . This conclusion follows from the next theorem, which is an extension of results in [4] and [16] .
Theorem 5.1. Let P be any probability measure on Borel sets of R d . Let V be any family of closed convex sets in R d , and let U be the family of their complements. Assume that conditions (C 1 ) and (C 2 ) hold. Then the condition (C 2 ) also holds, and there exists a point x ∈ R d with D(x; P, U) ≥ 1 d+1 .
The lower bound for D in Theorem 5.1 is the greatest generally possible. As the next example shows, for the halfspace depth, in any dimension d ≥ 1, there exist a probability measure P such that D(x; P, U) ≤
Example 5.2. This is an extension of the example 3.3. Let A 1 , . . . , A d+1 be points in R d such that they do not belong to the same hyperplane (i.e. to any affine subspace of dimension less than d), and suppose that P (
for each i = 1, 2, . . . , d + 1. Let S be a closed d-dimensional simplex with vertices at A 1 , . . . , A d+1 , and let x ∈ S. If x is a vertex of S, then there exists a closed halfspace H such that x ∈ H and other vertices do not belong to H; then D(x) = P (H) = 1/(d+1). Otherwise, let S x be a d-dimensional simplex with vertices in x and d points among A 1 , . . . , A d+1 that make together an affinely independent set. Then for S x and the remaining vertex, say A 1 , there exists a separating hyperplane π such that π ∩ S x = {x} and A 1 ∈ π (see [15, Section 11] ). Let H be a halfspace with boundary π, that contains A 1 . Then also D(x) = P (H) = 1/(d + 1). So, all points x ∈ S have D(x) = 1/(d + 1). Points x outside of S have D(x) = 0, which is easy to see. So, the maximal depth in this example is exactly 1/(d + 1).
In fact, if we have a family of compact convex sets V that contain arbitrary large sets (in the sense of the following lemma), then it is sufficient to assume only condition (C 1 ), and then (C 2 ) will automatically hold. A natural way to choose V would be then, to choose one compact convex shape, and allow translations (and, possibly, rotations, if we want an affine invariant depth).
Lemma 5.1. Let V be a family of compact convex sets in R d , and let U be the family of complements of sets in V, such that the condition (C 1 ) holds. Suppose that for every closed ball B ∈ R d there exist a set V ∈ V, such that B ⊂ V . Then the family U and the depth function D(· ; P, U) satisfy conditions (C 2 ) and (C 2 ), with any probability measure P on R d .
In the next theorem, we use the fact that every closed convex set can be represented as an intersection of closed halfspaces (see, for example, [15, Theorem 11.5] ). This representation is not unique (and we do not need uniqueness neither in the statement nor in the proof); however, there is a unique minimal representation of a convex set as the intersection of all its tangent halfspaces [15, Theorem 18.8] , which is an intuitive model for the representation (5.1) below.
Theorem 5.2. Let V be a collection of closed convex sets and U the collection of complements of all sets in V. For each V ∈ V, consider a representation
where H α are closed subspaces and A V is an index set. Let
be the collection of closures of complements of halfspaces H α and their translations. Further, let
If for any H ∈ H there exists at most countable collection of sets V i ∈ V, such that As a corollary to Theorem 5.2, we can single out two important particular cases. Conditions (5.1) and (5.2) in both cases can be easily proved.
Corollary 5.1. a) Let V be the family of closed intervals with respect to the partial order defined with a convex cone K, as in the Section 2. Then for any probability distribution and any
where U is the family of complements of sets in V and H is the family of all tangent halfspaces to K, and their translations.
In particular, if V is the family of intervals with respect to the coordinatewise partial order, then the corresponding depth function is the same as the depth function generated by halfspaces with borders parallel to the coordinate hyperplanes.
b) Let H be the family of all closed halfspaces, let U k be the family of complements of all compact closed sets, and let U b be the family of complements of closed balls in R d . Then
That is, the Tukey halfspace depth can be realized via complements of closed convex sets or via complements of closed balls.
The second part of Corollary 5.1 implies, via Lemma 3.1, that for the halfspace depth function D, we have
where K are compact convex sets, and B are closed balls. The reduction to balls is of the obvious interest in applications, where we have to find deepest points of a high dimensional cloud of data.
6 Affine invariance and another representation of the halfspace center of distribution.
A depth function D(x; P X , U) in R d is said to be affine invariant, if D(Ax + b; P AX+b , U) = D(x; P X , U) for any probability measure P , (6.1)
for any nonsingular d × d matrix A, any b ∈ R d and x ∈ R d , where P AX+b is a probability distribution of a random variable AX + b, X being a random variable with the distribution P X . From the definition (6.1), it follows that one sufficient condition for affine invariance of D is the affine invariance of U: If U ∈ U, then AU + b ∈ U, for all A and b. This condition is satisfied with the family U of all halfspaces; hence the halfspace depth is affine invariant. Due to the fact that the same depth function can be generated by different families U, this condition is not necessary, as the next example shows.
Example 6.1. Let V be the family of all closed discs in R 2 , and let U be the family of their complements. The family U is not affine invariant, because the circles transform into ellipses, with a non-orthogonal matrix A. However, the family of all halfplanes H generates the same depth function as the family U, and so, the depth D(x; P, U) is equivalent to halfspace depth, hence, it is affine invariant.
For depth functions that can be generated by a family of halfspaces, the conditions of affine invariance can be expressed via translation and rotations, as every halfspace in R d can be transformed into another one by one rotation and one translation. That is, for every two halfspaces H 1 , H 2 ∈ R d , there exists an affine transformation x → Ax + b with A being an orthogonal matrix, such that H 2 = AH 1 + b.
Consider one coordinate system in R d , with the corresponding set J of coordinate-wise intervals. Any rotation ρ of the coordinate system will produce another family of intervals J ρ . According to Theorem 5.2, depth functions based on the family ∪ ρ J ρ (where the union goes through all possible rotations) is equivalent to the halfspace depth function. More generally, we may observe any set of partial orders { ρ } (where ρ belongs to some index set) that satisfy conditions (I1)-(I3) of Section 2 such that the corresponding families of intervals J ρ (i.e., families U ρ of complements of sets from J ρ ) together generate the halfspace depth function. Let us call such set of partial orders complete. For a given probability distribution P , and a complete set of partial orders, let
where α ≤ α m , and H is the family of all open halfspaces. Then by completeness, we have that
For α = α m , (6.2) gives another representation of the center of a distribution, in terms of sets that are not affine invariant. If we take any finite subset of partial orders, ρ = 1, . . . , n, then we have
which gives an upper bound for the center of distribution in terms of finitely many partial orders. Note that, in general, the sets S αm,ρ are not centers of the distribution with respect to ρ ; we proved in Section 2 that there exist median sets S 1/2,ρ . In general, we have that α m < 1/2, and S 1/2,ρ ⊂ S αm,ρ . Median sets with respect to different partial orders may have empty intersection. For example, if the distribution is absolutely continuous, then every median set with respect to a coordinate-wise partial order is a singleton; clearly by a rotation of the coordinate system we may obtain different singletons.
A version of Jensen's inequality.
Let V be a family of closed sets, U the family of complements of sets from V and let D(x; P, U) be defined as in previous sections. Let C = C(P, U) be the center of a probability measure P in R d , with α m being the maximum of the depth function. Assume conditions (C 1 ) and (C 2 ).
For a random variable X with the distribution P , the points in the set C(P, U) can be thought of as a kind of mean values of X, in the same sense as univariate medians are being thought of. If f is a real valued function defined on R d , then the analogous mean value of f (X) are points in the closed interval [q αm , Q 1−αm ], where, by (3.4), q αm is the smallest quantile of f (X) of order α m , and Q 1−αm is the largest quantile of order 1 − α m . If α m = 1/2, we have the median interval of f (X), and the center C(P, U) becomes {Med X}. Let m ∈ {Med X} and M ∈ {Med f (X)}. With analogy to Jensen's inequality f (E X) ≤ E f (X) for convex functions, we may expect that f (m) ≤ M for an appropriate class of functions f . Indeed, we prove a result of that kind, for the class of functions that are described in the following definition. The name C-function is taken from [12] , where it was used in a more particular context. Definition 7.1. A function f : R d → R will be called a C-function with respect to a given family V of closed subsets of R d , if f −1 ((−∞, t]) ∈ V or is empty set, for every t ∈ R.
Example 7.1. 1 • If V is the family of all closed convex sets in R d , then the class of corresponding C-functions is precisely the class of lower continuous quasi-convex functions, i.e., functions f that have the property that f −1 ((−∞, t]) is a closed set for any t ∈ R and
This is easy to see, starting from the definition 7.1. In particular, every convex function on R d is a C-function with respect to the class of all convex sets. 2 • Let D(x) be a halfspace depth function. Then it follows from (3.3) that the sets S α are convex, which implies that the function
is a C-function with respect to a family of all closed convex sets.
3 • A function f is a C-functions with respect to a family of closed intervals (with respect to some partial order), if and only if
This condition is not satisfied for all convex functions. For example, in R 2 , with the coordinate-wise partial order the function defined by f (x, y) = x 2 + y 2 is convex, but the sets {(x, y) | x 2 + y 2 ≤ t} are not intervals. 4 • In R 2 , with coordinate-wise intervals, the function f defined by
is a C-function, where a(a 1 , a 2 ) and b(b 1 , b 2 ) are given points in R 2 . 5 • In general, assuming conditions (I1)-(I3), we may define the depth function D(x) with respect to the class U of complements of the given family of intervals. Since the intersection of closed intervals is again a closed interval, we see that here also the function x → 1 − D(x) is a C-function.
6 • Note that, since we require sets in V to be closed, every C-function is lower semicontinuous.
The next two theorems are versions of Jensen's inequality. Theorem 7.1. Let V be a family of closed intervals with respect to a partial order in R d , such that conditions (I1)-(I3) are satisfied. Let {Med X} be the median set of a random variable X with respect to the chosen partial order, and let f be a C-function with respect to the family V. Then for every M ∈ Med {f (X)}, there exists an m ∈ {Med X}, such that
In particular, if m or M are unique, then (7.1) holds for any m, M .
In general case the depth function does not necessarily reach the value of 1/2, and we have only a weaker result: Theorem 7.2. Let V be a family of closed subsets of R d , and let U be the family of their complements. Assume that conditions (C 1 ) and (C 2 ) hold with a given probability measure P , induced by a random variable X. Let α m be the maximum of the depth function D(x; P, U), which is achieved in all points of the center C(P, U) and let f be a C-function with respect to V. Then for every m ∈ C(P, U) we have that
where Q 1−αm is the largest quantile of order 1 − α m for f (X).
To show that we can not claim anything better in a general case, consider the following example: Example 7.2. Let A, B, C be non-colinear points in the two dimensional plane, and let H be the collection of closed halfplanes. Let l(AB), l(AC), l(BC) be the lines determined by two indicated points. Let H 1 be the closed halfspace that does not contain the interior of the triangle ABC and has l(AB) for its boundary, and let H 2 be its complement. Define a function f by
and f is clearly a C-function with respect to the class H. Now suppose that P assigns mass 1/3 to each of the points A, B, C. Then, by example 3.3, we know that the center C(p, H) of this distribution is the set of points of the triangle ABC, with α m = 1/3. Hence, for m ∈ C(P, H), f (m) takes all values in [1, f (C)]. On the other hand, quantiles of the order 2/3 are points in the closed interval [1, f (C)]; hence the most we can state is that f (m) ≤ f (C), with f (C) being the largest quantile of order 2/3.
A APPENDIX: PROOFS AND AUXILIARY RESULTS
In order to prove Theorem 2.1, we need the following lemma. Lemma A.1. Let be a partial order in R d such that the conditions (I1) and (I3) hold. Let
be a collection of closed intervals, where A is an index set. Assume that there is at least one α such that a α ∈ R d (i.e., have all coordinates finite) and at least one β such that
(ii) The intersection of all sets in J is a non-empty compact interval (ii), note that by assumptions and (i), the set {a α , α ∈ A} is bounded from above with a finite point, and so by (I3), there exists a = sup α∈A a α . In an analogous way we conclude that there exists b = inf β∈A b β . By properties of the infimum and supremum, we have that a α a b b α , for all α ∈ A, so the interval [a, b] is non-empty; it is compact by assumption (I1), and it is contained in all intervals of the family J . On the other hand, any point c that is common for all intervals J α must be an upper bound for {a α } and a lower bound for b α ; hence a c b, that is, c ∈ [a, b], and (ii) is proved.
Proof of the Theorem 2.1. It is clear that any two intervals in J have a non-empty intersection; besides, by (I2), at least one of the intervals has finite endpoints. Then the assertion follows by Lemma A.1.
Proof of the Theorem 2.2. To simplify notations, we give the proof for d = 2; the proof in a general case is analogous. We have the sequence of
where we used the fact that
and we note that all four two-dimensional intervals on the right hand side of the last identity, can be expressed as intersections of a sequence of intervals J n with Prob(X ∈ J n ) > 1/2; for example,
and Prob(X ∈ [a − 1/n, +∞) × R) > 1/2 because [a, b] is the median set for X 1 . From this we conclude that
and the theorem is proved. Another result related to the coordinate-wise partial order intervals is presented in the next lemma. For a given probability measure P , denote by J the class of all intervals J with the property that P (J) > 1/2.
In [12] , the class I is defined as the family of all closed intervals I ⊂ R d (with respect to coordinate-wise partial order) with the following property: If J is any closed interval (with respect to the same partial order) that contains I as a proper subset, then J ∈ J .
In the following lemma, we show that the intersection of all intervals in I coincides with the intersection of all intervals in the class J , i.e., with the median set, as it is defined in the present paper. The purpose of this result is to establish the equivalence between the definition of multivariate medians in the present work and in [12] , for the special case of coordinate-wise partial order, which is considered there. (ii) ∩ I∈I I = ∩ J∈J J Proof. For I ∈ I, let et S(I) = J∈J ,J⊃I J. Clearly, I ⊂ S(I). To show that S(I) ⊂ I, take any x ∈ I. Since I is a closed interval, there is another closed interval J such that I ⊂ J ⊂ {x} c , where both inclusions are strict, and thus x ∈ S(I). This ends the proof of (i). To show (ii), note that if J ∈ J , then J ∈ I, so J ⊂ I. Hence,
Conversely, by the part (i), we have that
where J ⊂ J , and hence, we conclude that I∈I I ⊃ J∈J J.
Proof of the Lemma 3.1. Evidently, x ∈ S c α if and only if D(x) < α, i.e., if and only if there exists a set U ∈ U such that x ∈ U and P (U ) < α. Therefore, if there are U ∈ U with P (U ) < α, then
which is equivalent to the assertion that we wanted to prove. Proof of the Theorem 3.1. Under (C 1 ) and if all sets in V are closed, the set S α is closed for every α, via (3.3), and hence, the function D is upper semicontinuous. Under additional conditions (C 2 ), we will show that there exists at least one α such that S α is a nonempty compact set. Indeed, by the assumption, there is x ∈ R d so that D(x) = α 0 > 0. On the other hand, by assumption of convergence of D(x) to zero as x → +∞, there exists an R > 0 so that D(x) < α 0 for x > R. Therefore, the set S α 0 is nonempty and norm bounded, and being closed, it is compact. Then all sets S α with α ≥ α 0 are compact, because S α ⊂ S α 0 for α ≥ α 0 . The intersection of non-empty compact nested sets S α is a non-empty compact set, and it is clearly the set on which D reaches its maximum.
Proof of Theorem 4.1. Suppose that the stated conditions hold. If (C 1 ) holds for A, then (E ) implies that it holds for B. If (C 1 ) holds for B, then it clearly holds for A by (E ).
Let x ∈ R d be fixed. Then by (E ), for each A ∈ A that contains x, there exists a B A ∈ B such that x ∈ B A ⊂ A, and, consequently, P (A) ≥ P (B A ). Therefore,
as the class of all B A is a subset of the class of all B ∈ B that may contain x. On the other hand, by (E ), for each ε > 0 and for each B ∈ B that contains x, there exists A B ∈ A, such that
and since ε > 0 is arbitrary, we conclude that
which ends the proof.
The next Lemma is technical, and we need it for the proof of Theorem 5.1.
Lemma A.3. Let P be any probability measure on Borel sets of R d . Let K be a compact set in R d and let A be a family of closed convex subsets of K, with P (A) > d d+1 for every A ∈ A. Then the intersection of all sets A ∈ A is a non-empty compact set.
Proof. If P (A i ) > 1−ε, i = 1, 2, . . ., then it is easy to prove by induction that P (A 1 · · · A n ) > 1−nε for n ≥ 2. Therefore, under given assumptions, for any d+1 sets A 1 , . . . , A n ∈ A, it holds that P (A 1 · · · A d+1 ) > 1−(d+1)· 1 d+1 = 0. Hence, every d + 1 sets of the family A have a non-empty intersection. By Helly's intersection theorem ([17, 12. 12.]), every finite number of convex sets in A have a non-empty intersection. Since K is compact, then all sets in A have a non-empty intersection (see e.g. [22, Theorem 17.4] ). The intersection is compact since all sets in A are compact.
Proof of Theorem 5.1. Let δ ∈ (0, 1) be fixed. Assuming that (C 1 ) holds, we will first prove that every compact convex set K ⊂ R d with P (K) = 1 − δ > 0 contains a point x with D(x; P, U) ≥ 1−δ d+1 . Indeed, let ε = 1−δ d+1 and suppose, contrary to the statement, that D(x; P, U) < ε for every x ∈ K, where K is a compact set with P (K) = 1 − δ > 0. Then (by (C 1 )), for every x ∈ K there exists a U x ∈ U, such that P (U x ) < ε. Clearly, x∈K U x ⊃ K.
(A.1)
Let U c x = V x . Then V x ∈ V, and by (A.1) it follows that
Let us now define a new probability measure P * on R d , by
where B ⊂ R d is a Borel set.
For each x ∈ K, we have that P (V x ) > 1 − ε, and
. Now by Lemma A.3, we conclude that the family of sets V x ∩ K have non-empty intersection, which contradicts (A.2). So, the statement about compact convex sets is proved.
To prove the statement of the Theorem 5.1, note that the statement that we already proved yields the condition (C 2 ), and, with additional assumption (C 2 ), Theorem 3.1 is applicable. By the first part of the proof, each of the sets
. . is non-empty; then their intersection.
is also non-empty, by Theorem 3.1. This ends the proof. Proof of Lemma 5.1. We first prove that (C 2 ) holds. For a fixed ε > 0, and a given probability measure P , let B 1−ε be a closed ball centered at origin, with P (B 1−ε ) > 1 − ε. Then, by assumptions, there exists a set V ∈ V such that B 1−ε ⊂ V . By compactness, there exists r > 0 such that all points x ∈ V satisfy x ≤ r. Therefore, all points x with x > r are in U = V c , and, since P (U ) = 1 − P (V ) < ε, we conclude that for a given ε > 0 there exists r > 0 so that D(x; P, U) < ε for all x with x > r, which proves (C 2 ). Then by Theorem 5.1, the condition (C 2 ) also holds.
contains the center C(P, U). This implies that f (m) ≤ Q + ε, for every m ∈ C(P, U) and every ε > 0.
Letting here ε → 0, we get (7.2).
Proof of Theorem 7.1. From Sections 2 and 3, we know that, in this case, the depth function reaches its maximum at 1/2; hence, for a given distribution P , and the corresponding random variable X, we have that C(P, U) = {Med X}, where the median set is taken with respect to the given partial order , and {Med X} = [a 0 , b 0 ] for some a 0 , b 0 ∈ R d .
Then, by Theorem 7.2, f (m) ≤ Q 1/2 , for any m ∈ {Med X}. If, besides Q 1/2 , any other median M of f (X) exists, then we have that P (f (X) ≤ M ) = 1/2, hence the set V M = {x | f (x) ≤ M } has the probability P (V M 
