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We study the stability of boundary conditions for molecular dynamics simulations. A
general stability criterion is established. We first consider a one-dimensional model with
nearest neighbor interaction and multiple-neighbor interactions. We then generalize the
results to more realistic models in 3D with nonlinear atomic interaction.
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1. Introduction
This paper is mainly concerned with the boundary conditions for molecular dynamics in crystalline solids. Such models
typically involve very small length and time scales, and the computation tends to be rather expensive. Therefore in practice,
the computational domain is usually truncated from a much larger sample. Consequently artificial boundaries are created,
where appropriate boundary conditions have to be supplied. In principle, the exact boundary conditions can be derived.
This is first done in [1,2] for one-dimensional models. The results were later extended to general crystal structures [3].
Computational approaches for obtaining these exact boundary conditions have also been proposed [4,5].
These boundary conditions play an essential role in reducing the computational complexity of the original molecular
models. Ideally the exact boundary condition would completely eliminate the effect of the boundary. The computation with
such boundary condition should produce the exact solution as if the boundaries do not exist. However, in practice, the
exact boundary condition is quite nonlocal: They involve all the atoms at the boundary, and their full history. Implementing
such boundary conditions in atomistic simulations will result in additional computational overhead. Therefore it is of
great practical interest to find approximate boundary conditions with minimal computational cost. Recently, several types
of approximate boundary conditions have been developed, e.g. the ramped viscous damping method [6], the variational
boundary condition [7,8], the perfect matched layers method [9] etc.
The main purpose of this paper is to analyze the stability of these boundary conditions. The motivation is that molecular
systems are usually quite large, and they tend to be chaotic. Therefore the stability of the boundary conditions is of great
practical importance to ensure the robustness of the simulations. To analyze these boundary conditions under a unified
framework, we notice that most of these boundary conditions can be recast into the same form as the exact boundary
condition, usually expressed in terms of memory kernels. We then study the conditions on the kernels that will ensure
stability. The stability criteria can be used as a guideline for designing new boundary conditions. In a separate paper, wewill
study the accuracy of these boundary conditions [10].
In this paper, we will consider the case where the initial data are compactly supported in the actual computational
domain. This is often referred to as the zero temperature case in that the surrounding environment is ‘frozen’ initially. In
this case, the purpose of the boundary conditions is to prevent the reflection at the boundary. This issue is quite similar
to that in wave propagation problems, for which a great deal of effort has been devoted to finding absorbing boundary
conditions, e.g. [11–14]. In particular, boundary conditions based on discretized wave equations (e.g. [15–20]) have been
developed for several type of wave equations. They are similar to the problem considered here since molecular dynamics
∗ Tel.: +1 8148639081.
E-mail address: xli@math.psu.edu.
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.03.016
494 X. Li / Journal of Computational and Applied Mathematics 231 (2009) 493–505
u1u0u u–1 2
Fig. 1. A schematic of the boundary: filled circles represent the selected atoms thatwill be followed in the computation; open circles are the atoms outside.
The boundary is between the zeroth and the first atoms.
models are naturally discrete. Much of the work presented here has been inspired by the existing methods for the wave
equation models, e.g. see [18,19,21–23] and the reference therein. A closely related work to the current problem is the
absorbing boundary conditions for the Schrödinger equation [18,19,15–17], for which non-reflecting boundary conditions
have been developed and analyzed. See a recent review [24] for a thorough discussion.
In spite of the similarity to the wave propagation problems, one should notice that in molecular dynamics simulations,
the discrete waves, known as phonons, are produces by local structural defects, such as dislocations and cracks. They are
often of very high frequency (on the order of THz), and methods based on low frequency expansions are not sufficient to
suppress phonon reflections.
There are several remaining issues to the stability problem. First, when the initial condition is not compactly supported,
the boundary condition needs to be modified to properly introduce the incoming waves. For instance, for the linear
Schrödinger equation, this has been discussed in [25]. For molecular dynamics models, this is usually done by coupling
with continuum equations, e.g. see [26–29]. The stability for the coupling condition in such a multiscale setting, which
has been of great practical interest, still remains open. Second, for the fully discrete model, e.g. the Verlet scheme, the
boundary condition has to take into account the fact that the phonon spectrum depends on the step size, ∆t . The stability
issue in this case is equally important. In the case of linear Schrödinger equation, such analysis has been carried out using
Z-transform[19]. The application of such analysis to the current problem will be considered in our future work. Third, a
more difficult problem is the finite temperature boundary condition, in which case the surrounding environment is initially
at thermal equilibrium [1,2,8,30]. One then needs to ensure that the approximate boundary condition produces the right
statistical distribution, i.e. the system is ergodic. This issue is addressed in a separate paper [31].
In this paper we will begin with a one-dimensional model with nearest neighbor interaction. This model has a close
resemblance with the wave equation. Then wewill consider a one-dimensional model with multiple-neighbor interactions.
Finally we discuss the general case.
2. One-dimensional model with nearest neighbor interaction
As the first example, we consider an infinite one-dimensional chain of atoms connected by springs,
mr¨j = ϕ′(rj+1 − rj)− ϕ′(rj − rj−1), j ∈ Z. (1)
Herem is themass of an atom and rj denotes the position. The function ϕ is the interatomic potential. Throughout this paper,
we will assume that the underlying lattice is a simple Bravais lattice.
Let the equilibrium configuration of the system be given by Rj = ja0 with a0 being the lattice parameter. The spectrum
of the discrete lattice waves, known as phonons, can be obtained by linearizing the Eq. (1), yielding,
mu¨j = K
(
uj+1 − 2uj + uj−1
)
/a20, (2)
where uj = rj − Rj is the displacement, and K = ϕ′′(a0)a20. Using {K ,m, a0} as unit for energy, mass and length, we may
nondimensionalize the Eq. (2) to,
u¨j = uj+1 − 2uj + uj−1, j ≤ 0. (3)
Throughout this paper, we will assume that there is an underlying lattice structure and a reference coordinate, and the
displacement will be chosen as the main variables.
The problem is set up as follows: We will restrict the computational domain to the right half of the system, j > 0. This is
shown in Fig. 1. The left half will be assumed to be initially at rest. Namely the initial displacement and velocity are zero.
For the linearmodel, the exact boundary condition has been derived in [1,2,22]where (3)was viewed as a finite difference
approximation of the wave equation. It expresses the displacement of the zeroth atom in terms of previous history of the
first atom,
u0(t) =
∫ t
0
α0(τ )u1(t − τ)dτ , (4)
with the memory kernel α0(t) given by,
α0(t) = 2J2(2t)t . (5)
The function J2 is the Bessel function of the first kind.
We will consider approximate boundary conditions with a similar form,
u0(t) =
∫ t
0
α(τ)u1(t − τ)dτ . (6)
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Namely, we aim to approximate the memory kernel. To absorb waves of low frequency, we assume that,∫ ∞
0
α(τ)dτ = 1. (7)
In addition we assume that,
u1(0) = 0 (8)
for simplicity.
Integrating by parts, we get,
u0(t) = u1(t)−
∫ t
0
θ(τ )u˙1(t − τ)dτ , (9)
where
θ(t) =
∫ +∞
t
α(τ)dτ . (10)
We now study the stability of this class of boundary conditions. To begin with, we define the energy restricted to the
computational domain,
E(t) =
∑
j≥1
[
(uj+1(t)− uj(t))2
2
+ u˙j(t)
2
2
]
. (11)
In the context of the wave equation, this can be viewed as the discrete analog of the total energy within the computational
domain [22]. With the Eq. (3), one can easily verify that,
E˙ = −JE(t), (12)
where JE(t) is the energy flux,
JE(t) = (u1(t)− u0(t))u˙1(t). (13)
Therefore the energy change in the system can be expressed as,
E(t)− E(0) = −
∫ t
0
JE(τ )dτ . (14)
We say that the boundary condition is stable if the energy at any time is bounded by the energy at t = 0. Since in molecular
dynamics simulations the system is usually integrated for very long time, we do not allow exponential growth of the energy.
Letwj(s) = χ[0,t)(s)u˙j(s), and using (9) we rewrite (14) as,∫ t
0
JE(τ )dτ =
∫ +∞
0
w1(τ )
∫ τ
0
θ(τ − s)w1(s)dsdτ .
Using Parseval’s equality, we get,∫ t
0
J(τ )dτ =
∫
R
|ŵ(iω)|2Re{̂θ(iω)}dω.
Hereˆrepresents the Laplace transform.
Hence, we arrive at the following stability criteria.
Theorem 2.1. If the boundary condition (6) with constraint (7) satisfies the condition that
Re
{̂
θ(iω)
} ≥ 0, (15)
then,
E(t) ≤ E(0). (16)
Remark 1. The stability condition (15) has been motivated by the derivation of the boundary conditions [8]. There the
Fourier transformof θ(t)plays the role as the power spectrumof a stationaryGaussian process, and it has to be non-negative.
Remark 2. A similar result has been obtained for the discrete Schrödinger equation [18,19].
Next we will check this condition for several existing methods.
2.1. The exact boundary condition
For the exact boundary condition, the Laplace transform of the memory kernel is,
α̂0(iω) = 1− ω
2
2
− iω
2
√
4− ω2. (17)
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and,
θ̂0(iω) = 12
√
4− ω2χ|ω|≤2,
which automatically satisfies the stability criteria.
2.2. A first order boundary condition
Here we consider an absorbing boundary condition derived from the wave equation [12,11],
u˙0 = u1 − u0. (18)
For molecular dynamics, this boundary condition was found in [26,32]. It has been proved to be stable [12,22]. Since at low
frequency, the phonon spectrum agrees with that of the wave equation, we expect that higher order ABCs for the wave
equation can also be derived for molecular dynamics using Taylor or Padé expansion.
This boundary condition can be written in the form of (6) with,
α(t) = θ(t) = e−t .
Since,
Re
{̂
θ(iω)
} = 1
1+ ω2 ≥ 0,
the stability condition is satisfied.
2.3. The variational boundary condition
Based on a variational formulation, the variational boundary condition [7,8] seeks an approximate kernel θ in the form
of,
θ(t) =
∫ ∞
−∞
γ (τ)γ (t + τ)dτ . (19)
The condition (7), which in this case becomes,
θ(0) = 1,
has been imposed as a constraint in the formulation.
Since,
θ̂ = |γ̂ |2,
this class of boundary conditions will automatically satisfy the stability condition.
2.4. The viscous damping method
The idea of the viscous damping method [6] is to create an atomistic reservoir surrounding the computational domain.
Inside the reservoir, a damping term is introduced with damping coefficients linearly proportional to the distance from the
boundary, resulting in the equations of motion,
u¨j = −dju˙j + uj+1 − 2uj + uj−1, −N ≤ j ≤ 0, (20)
where dj is the damping coefficient, and N is the number of added damping layers. In the limit N → +∞, we expect that
the exact boundary condition is recovered.
We will work with the Fourier mode directly. Let uj = ûj(ω)eiωt , we then have,
−̂uj+1 + (2− ω2 + iωdj)̂uj − ûj−1 = 0,
yielding the following system:
a0 −1
−1 a1 −1
. . .
. . .
. . .
−1 aN−1 −1
−1 aN


û0
û−1
...
û1−N
û−N
 =

û1
0
0
...
0
 (21)
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where,
aj = 2− ω2 + iωdj.
The variables û−1, û−2, . . . , û−N can be eliminated one by one from this system to obtain boundary condition in the form of
(6). For this purpose, we define,
bN = aN
bN−1 = aN−1 − 1bN· · ·
b0 = a0 − 1b1 .
(22)
After these iterations, we find,
û0 = α̂(iω)̂u1, α̂ = b−10 , (23)
which can be expressed in the form of (6). This formula can be viewed as a continued fraction approximation of the exact
boundary condition [11,33,34].
Assuming that dj ≥ 0, we then observe that,
Im{bN} ≥ 0,
which implies that,
Im{bN−1} ≥ 0.
Therefore we can deduce that,
Im{̂α} ≤ 0.
Meanwhile, from (10), we have
θ̂ = α̂(iω)− α̂(0)−iω .
Therefore the stability criteria (15) is met.
Notice that the condition (7) is not satisfied. Following the iterations (22), one can deduce that,
θ(0) =
∫ +∞
0
α(τ)dτ = α̂(0) ≤ 1.
Thus the energy balance (14) becomes
E(t)− E(0) = −
∫ t
0
u˙1(τ )
∫ τ
0
θ(s)u˙1(τ − s)dsdτ − (1− θ(0))u1(t)
2
2
. (24)
Therefore the stability (16) will still follow.
2.5. The perfectly matched layer method
This method, proposed in [35,9], has been motivated by the perfectly matched layer (PML) method for electromagnetic
wave [36]. The idea is to a create a region surrounding the molecular dynamics system, where a complex stretching, by a
factor of 1+ dj/iω, of the lattice spacing is introduced. The equations are modified to,
u¨j = −2dju˙j − d2j uj + uj+1 − 2uj + uj−1, j ≤ 0. (25)
Following the procedure described previously, the stability results will follow provided that dj ≥ 0.
2.6. The relation to the reflection coefficient
Finally we remark that for propagating waves, the stability condition can be related to the corresponding reflection
coefficient. Consider an incident wave superimposed with a reflected wave,
uj = ei(jk−ωt) + R(k)ei(−jk−ωt),
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where ω ≥ 0 is the frequency, and k ∈ (−pi, 0] is the wavenumber with dispersion relation,
ω2 = 2− 2 cos k.
A substitution into (6) yields,
R(k) = − 1− α̂(iω)e
ik
1− α̂(iω)e−ik , (26)
which can be further simplified to,
|R(k)| =
∣∣∣∣e−ik − α̂eik − α̂
∣∣∣∣ .
Meanwhile Eq. (10) implies that,
Re{̂θ} = −Im{̂α}/ω.
Comparing the numerator and the denominator, we get,
|R| ≤ 1⇔ Im{̂α(iω)} ≤ 0⇔ Re{̂θ(iω)} ≥ 0. (27)
Therefore, the stability condition can be seen from the reflection coefficient.
Remark. In order to completely absorb the waves of long wavelength, one can require that R(0) = 0, which becomes the
constraint (7). However, a direct truncation of the exact kernel (5) will not satisfy this condition in general.
3. One-dimensional model with multiple-neighbor interaction
In realistic physical models, the atomic interaction usually extends to second and third neighbors. So here we consider a
model where the molecular interaction is through several neighbors,
mu¨i =
∑
1≤j≤J
kj(ui+j − 2ui + ui−j). (28)
Here kj is the force constant for the interaction with the jth neighbor. It might not be positive.
Fourier transform of the right hand side yields,
d(k) = −
∑
1≤j≤J
kj(2− 2 cos jka0), k ∈ [−pi/a0, pi/a0]. (29)
We will assume that
d(k) ≤ 0, (30)
to ensure the stability of the lattice structure. This also provides the dispersion relation,
ω(k)2 = −d(k), (31)
where ω(k) is the phonon frequency.
We can group every J atoms and rewrite the Eq. (28) in the form of nearest neighbor interaction.More specifically, define,
Un =

u(n−1)J+1
u(n−1)J+2
u(n−1)J+3
...
unJ
 .
Then the system (28) can be written as,
MU¨n = K−1Un−1 − K0Un + K1Un+1, n ∈ Z, (32)
where the matrices are,
K0 =

k0 −k1 −k2 · · · −kJ−1
−k1 k0 −k1 · · · −kJ−2
−k2 −k1 −k0 · · · −kJ−3
...
...
...
. . .
...
−kJ−1 −kJ−2 −kJ−3 · · · k0
 , (33)
with k0 = 2∑j kj,
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K1 =

kJ 0 0 · · · 0
kJ−1 kJ 0 · · · 0
kJ−2 kJ−1 kJ−2 · · · 0
...
...
...
. . .
...
k1 k2 k3 · · · kJ
 , (34)
and K−1 = K T1 . M = mI is the mass matrix. With this notation, the simple lattice can now be viewed as a ‘complex’ lattice
with nearest neighbor interaction.
The total Hamiltonian of the system now becomes,
H = 1
2
∑
n
(
UTn K0Un − UTn K1Un+1 − UTn K−1Un−1 +MU˙2n
)
.
The condition (30) implies that the total energy is non-negative. In particular it implies that matrices in the following form,
A =

K0 −K1 0 · · · 0
−K−1 K0 −K1 · · · 0
0 −K−1 K0 · · · 0
...
...
...
. . .
...
0 0 0 · · · K0
 (35)
are positive definite.
Wenowderive the exact boundary condition,which can be found by solving the external problem for the left half. Namely
for n ≤ 0,{
MU¨n = K−1Un−1 − K0Un + K1Un+1,
Un(0) = U˙n(0) = 0. (36)
Applying Laplace transform, we get,
K−1Ûn−1 − (s2M + K0)Ûn + K1Ûn+1 = 0. (37)
Solving the difference equation, we arrive at,
Ûn(s) = α̂0Ûn+1(s), (38)
for some function α0. In particular, we have,
U0(t) =
∫ t
0
α0(τ )U1(t − τ)dτ . (39)
Applying integration by parts, we get the external force on U1,
K−1U0(t) = Θ0(0)U1(t)−
∫ t
0
Θ0(τ )U˙1(t − τ)dτ , (40)
where,
Θ0(t) =
∫ +∞
t
K−1α(τ)dτ . (41)
We first prove the following properties of the functionΘ0(t),
Theorem 3.1. At t = 0, the functionΘ0 is positive definite,
Θ0(0) > 0.
Moreover, for any U1,U2, . . . ,
E(t) ≥ 1
2
UT1Θ0(0)U1, (42)
where E(t) is the energy in the computational domain,
E(t) =
∑
n≥0
1
2
(
UTn K0Un − 2UTn K1Un+1 +MU˙n2
)
. (43)
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Proof. Given U1, let U0,U−1, . . . be the solution of the following difference equation,
K−1Un−1 − K0Un + K1Un+1 = 0. (44)
This corresponds to the case s = 0 in (37). Therefore,
Un−1 = α̂(0)Un. (45)
Substituting this into the difference equation, and using (41), we find,
(K0 −Θ0(0))Un = K1Un+1. (46)
Next the total potential energy of the entire system can be split into three parts,
V = E(t)− 1
2
UT0 K1U1 +
1
2
∑
n≤0
UTn K0Un − UTn K1Un+1 − UTn K−1Un−1.
Combining (45) and (46), we find that the last summation is zero, and so the energy becomes,
0 ≤ V = E(t)− 1
2
UT1Θ0(0)U1,
which proves (42).
Finally, letting U2 = U3 = · · · = 0, we get,
K0 −Θ0(0) > 0.
On the other hand, a substitution of (45) into (46) leads to,
Θ0(0)−1 = K−11
(
K0 −Θ0(0)
)
K−1−1 . (47)
Hence, the matrixΘ0(0)is positive definite. 
In the following analysis, we again consider boundary conditions in the form of,
U0(t) =
∫ t
0
α(τ)U1(t − τ)dτ . (48)
We also define the kernel,
Θ(t) =
∫ +∞
t
K−1α(τ)dτ , (49)
to rewrite the boundary condition as,
K−1U0(t) = Θ(0)U1(t)−
∫ t
0
Θ(τ )U˙1(t − τ)dτ . (50)
Differentiating the energy (43), one gets the energy flux,
JE = UT−1K1U˙0. (51)
Substituting (50) into the energy flux, one gets,
JE = U˙1TΘ(0)U1 + U˙1T
∫ t
0
Θ(τ )U˙1(t − τ)dτ .
Finally we arrive the stability result,
Theorem 3.2. The modified energy,
E˜(t) = E(t)− 1
2
UT1Θ(0)U1 (52)
is non-negative, under the condition that,
Θ(0)−Θ0(0) ≤ 0. (53)
In addition,
E˜(t) ≤ E˜(0), (54)
provided that,
Re
{
Θ̂(iω)
}
≥ 0. (55)
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3.1. The variational boundary condition
The variational boundary condition which seeks an approximate kernelΘ ,
Θ(t) =
∫ +∞
−∞
Γ (τ )Γ (t + τ)Tdτ .
This class of boundary conditions will automatically satisfy the stability condition.
3.2. The viscous damping method
Here we introduce a damping term into the equations of motion. Namely for−N ≤ n ≤ 0,
MU¨n = −DnU˙n + K−1Un−1 − K0Un + K1Un−1.
The positive definite matrix Dn is introduced as the damping coefficients. Applying Laplace transform and changing s to iω,
we get the following system,
A0 −K1
−K−1 A1 −K1
. . .
. . .
. . .
−K−1 AN−1 −K1
−K−1 AN


Û0
Û−1
· · ·
Û1−N
Û−N
 =

K1Û1
0
0
...
0
 ,
where
An = K0 − ω2M + iωDn.
Similar to previous calculation, we can define,
BN = AN
BN−1 = AN−1 − K−1B−1N K1· · · · · ·
B0 = A0 − K−1B−11 K1,
(56)
which yields,
Û0 = α̂(iω)Û1,
with,
α̂ = B−10 K1.
Next we notice that for a complex matrix,
C = C1 + C2i,
the inverse is given by,
C−1 = C−1(C2C1C−12 − iC2)−1(C2C1C−12 − iC2) = (C1C−12 C1 + C2)−1(C1C−12 − i).
As a result, if C1 is symmetric and C2 is positive definite, then−Im{C−1}is positive definite.
Since Im{BN} = ωDn, we have Im{B−1N } < 0. Following the iterations, one deduces that,
Im
{
B−10
}
≤ 0,
which, combined with (49), implies that
Re
{
Θ̂(iω)
}
≥ 0.
In order to verify the condition (53), we set ω = 0, and define,
Θn = K−1B−1n K1, 1 ≤ n ≤ N,
and after the iterations, we get,
Θ(0) = K−1B−10 K1.
In the first step,
ΘN = K−1K−10 K1,
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Fig. 2. A schematic of the boundary in 3D: Filled circles represent the atoms in the computational domain; open circles are the surrounding atoms.
which, after substituted into the Eq. (47), gives,
Θ0(0) = K1
(
Θ−1N −Θ0(0)−1
)
K−1.
Therefore,
ΘN −Θ0(0) < 0.
Meanwhile, subtracting (47) from the iteration formula, we get,
K1
(
Θ0(0)−1 −Θ−1n
) = Θn−1 −Θ0(0).
Therefore, we deduce that,
Θn −Θ0(0) < 0,
for any 1 ≤ n ≤ N. Therefore, the condition (53) is satisfied, and the damping boundary condition is stable.
Similarly one can show that the perfectly matched layer method is also stable.
4. More general cases
Here we consider more general cases. In general, we consider a molecular dynamics system with interatomic potential
V (u1,u2, . . . ,uN). The Newton’s equations of motion read,
miu¨i = −∇uiV .
These equations describes the dynamics of the entire system, fromwhich our computational domain, will be selected. More
precisely, we divide the system into two groups: the atoms that will be included in the computation, called retained atoms,
and the atoms in the surrounding area, called bath atoms. We will partition the displacement and velocity accordingly,
u = (uI ,uJ), (57)
where uI and uJ represent the displacement of the retained atoms and bath atoms respectively. Similarly we decompose
the velocity,
v = u˙ = (vI , vJ). (58)
The number of retained atoms will be assumed to be finite. This is shown in Fig. 2.
Next we make the following approximation for the atomic interaction: We linearize the interaction involving atoms in
the bath, while the nonlinear atomic interaction in the computational domain is retained. The new atomic potential satisfies
the following conditions:
(1) At the equilibrium state, the force on each atom should be zero;
(2) The new potential energy has the same phonon spectrum as the original potential model.
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The purpose of such approximation, known as harmonic approximation [37], is to keep the original atomic interaction in
critical areas where local defects are present, and simplify the atomic forces away from defects where the displacement
field is smooth. In practice this approximation can be obtained by a Taylor expansion of the potential energy for the bath
variables while fixing the retained ones. The procedure leads to the total Hamiltonian,
H = Φ(uI)+ 12u
TKu+ m
2
v2. (59)
Here Φ(uI) denotes the potential energy associated with the retained atoms. The matrix K consists of the force constant
computed from the interatomic potential. It is partitioned accordingly,
K =
[
0 KIJ
KJI KJJ
]
. (60)
Since the interaction between the retained atoms is already included in Φ , we assume the first entry is zero. The second of
the above conditions demands that,
∇2V (0, 0, . . . , 0) =
[
KII KIJ
KJI KJJ
]
, KII = ∇2Φ(0, 0, . . . , 0),
which will be assumed to be positive-definite to ensure that the lattice structure is stable. In particular, the matrix KJJ and
the Schur complement are positive definite,
KJJ > 0, KII − KIJK−1JJ KJI ≥ 0. (61)
The Hamilton’s equations read,
mu¨J = −KJJuJ − KJIuI . (62)
and,
mu¨I = −KIJuJ −∇uIΦ. (63)
The bath region is assumed to be at rest initially,
uJ(0) = u˙J(0) = 0.
We first derive the exact boundary condition. Applying Laplace transform, one finds that,
uJ(t) =
∫ t
0
α0(τ )uI(t − τ)dτ , (64)
where,
α̂0(λ) = −
(
mλ2I + KJJ
)−1
KJI . (65)
This provides the exact boundary condition.
Now we study the stability of a boundary condition in a similar form to (64),
uJ(t) =
∫ t
0
α(τ)uI(t − τ)dτ , (66)
where α is an approximate kernel.
Let,
Θ(t) = −
∫ +∞
t
KIJα(τ)dτ . (67)
In particular, for the exact boundary condition (65),
Θ0(0) = KIJK−1JJ KJI .
In light of (61) we will assume that,
Θ(0)− KIJK−1JJ KJI ≤ 0. (68)
Integrating by parts in (66), we get,
KIJuJ = −Θ(0)uI(t)+
∫ t
0
Θ(s)v˙I(t − s)ds. (69)
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We now define the energy,
E(t) = Φ(uI)− 12u
T
IΘ(0)uI +
1
2
mu˙2I . (70)
Differentiating E(t), and using (62) and (63), one finds that,
E˙(t) = −JE(t), (71)
where,
JE(t) = u˙TI
(
KIJuJ +Θ(0)uI
)
. (72)
Substituting (69) into the equation above, one finds that,
JE(t) = u˙I(t)
∫ t
0
Θ(t − s)u˙I(s)ds.
Parseval’s equality implies that,∫ t
0
JE(s)ds =
∫
R
ŵ∗Re
{
Θ̂(iω)
}
ŵdω,
in which,
w(s) = χ[0,t](s)uI(s).
Therefore the stability condition becomes,
Re
{
Θ̂(iω)
}
≥ 0, (73)
along with (68). Namely, Re
{
Θ̂(iω)
}
is semi positive-definite.
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