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Abstract
Machine Learning for Materials Science
Machine learning is a branch of artificial intelligence that uses data to au-
tomatically build inferences and models designed to generalise and make
predictions. In this thesis, the use of machine learning in materials science
is explored, for two different problems: the optimisation of gallium nitride
optoelectronic devices, and the prediction of material failure in the setting
of laboratory earthquakes.
Light emitting diodes based on III-nitrides quantum wells have become
ubiquitous as a light source, owing to their direct band-gap that covers UV,
visible and infra-red light, and their very high quantum efficiency. This
efficiency originates from most electronic transitions across the band-gap
leading to the emission of a photon. At high currents however this efficiency
sharply drops.
In chapters 3 and 4 simulations are shown to provide an explanation for
experimental results, shedding a new light on this drop of efficiency. Chapter
3 provides a simple and yet accurate model that explains the experimentally
observed beneficial effect that silicon doping has on light emitting diodes.
Chapter 4 provides a model for the experimentally observed detrimental effect
that certain V-shaped defects have on light emitting diodes. These results
pave the way for the association of simulations to detailed multi-microscopy.
In the following chapters 5 to 7, it is shown that machine learning can
leverage the use of device simulations, by replacing in a targeted and efficient
way the very labour intensive tasks of making sure the numerical parame-
ters of the simulations lead to convergence, and that the physical parameters
reproduce experimental results. It is then shown that machine learning cou-
pled with simulations can find optimal light emitting diodes structures, that
have a greatly enhanced theoretical efficiency. These results demonstrate the
power of machine learning for leveraging and automatising the exploration
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of device structures in simulations.
Material failure is a very broad problem encountered in a variety of
fields, ranging from engineering to Earth sciences. The phenomenon stems
from complex and multi-scale physics, and failure experiments can provide
a wealth of data that can be exploited by machine learning. In chapter 8
it is shown that by recording the acoustic waves emitted during the failure
of a laboratory fault, an accurate predictive model can be built. The ma-
chine learning algorithm that is used retains the link with the physics of the
experiment, and a new signal is thus discovered in the sound emitted by
the fault. This new signal announces an upcoming laboratory earthquake,
and is a signature of the stress state of the material. These results show
that machine learning can help discover new signals in experiments where
the amount of data is very large, and demonstrate a new method for the
prediction of material failure.
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Bertrand Rouet-Leduc
Supervisor :
Prof. Sir Colin Humphreys
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Nomenclature
Acronyms
AE Acoustic emission
APSYS Advanced physical models of semiconductor devices
CCD Charge-coupled device
CL Cathodo-luminescence
EDX Energy dispersive X-ray spectroscopy
EGO Efficient global optimisation
EL Electro-luminescence
EQE External quantum efficiency
FWHM Full width half maximum
GP Gaussian process
HAADF High angle annular dark field
IQE Internal quantum efficiency
LED Light emitting diode
ML Machine learning
MOVPE Metal organic vapour phase epitaxy
MQW Multiple quantum wells
QB Quantum barrier
QW Quantum well
QCSE Quantum confined Stark effect
RF Random forest
STEM Scanning transmission electron microscope
Roman symbols
A, B, C Coefficients of the ABC model for efficiency droop
a, c Wurtzite lattice constants
cnj Electron non-radiative capture coefficient with center j
cpj Hole non-radiative capture coefficient with center j
cpj Hole non-radiative capture coefficient with center j
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Cp Specific heat
D Optical modes density
Dn Electron diffusion constant
Dp Hole diffusion constant
Efn Electron quasi-Fermi energy
Efp Hole quasi-Fermi energy
EHH Heavy hole valence band energy
ELH Light hole valence band energy
ECH Crystal-field split-off hole valence band energy
Eg Energy band gap
EC Energy of the bottom edge of the conduction band
EV Energy of the top edge of the valence band
fA Degree of ionisation of acceptors
1− fD Degree of ionisation of donors
ftj Occupancy of the jth trap level
Gn Electron generation rate due to external excitation
Gp Hole generation rate due to external excitation
H Hamiltonian of Schrödinger’s equation , Heat sources
~ Reduced Planck constant
Jn Vector of the current flux density of electrons
Jp Vector of the current flux density of holes
k Boltzmann constant
k Wave vector in reciprocal space
n Electron concentration, band index, refractive index
NA Density of acceptors
ND Density of donors
NC Effective conduction band density of states
NV Effective valence band density of states
P sp Spontaneous polarisation value
P pz Piezoelectric polarisation value
P Polarisation vector
P Laser excitation power
p Hole concentration
p Quantum mechanical momentum operator
P Hydrostatic energy shift in the conduction band
q Elementary charge
R rm Semi-empirical well trapping rate
Rn Electron recombination rate
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Rp Hole recombination rate
Rrad Radiative recombination rate
RAuger Auger recombination rate
Rtjn Electron non-radiative recombination due to center j
Rtjp Hole non-radiative recombination due to center j
R2 Coefficient of determination
r Position in direct space
Srad Electromagnetic field vector
T Temperature
un,k Periodic part of a Bloch wave
vsn Electron saturation velocity
vsp Hole saturation velocity
Ve Potential energy that delimits the quantum well
Greek symbols
∆cr Crystal field energy splitting
∆SO Spin-orbit energy splitting
E Electric field
 Permittivity of the medium
xx, yy, zz Strain tensor elements
η Efficiency
κ Thermal conductivity
µn Electron mobility
µp Hole mobility
µ Expectancy
ρ Charge density, material density, density of states
σ Standard deviation
φ Electric potential field
Φn,k n
th wavefunction solution to Schrödinger’s equation
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Chapter 1
Introduction
1.1 Gallium nitride light emitting diodes
1.1.1 Solid state lighting
Lighting is the second largest end-use of electricity by the buildings sectors in
the US [DOE, 2010a] [DOE, 2010b] and third in Europe[Bertoldi and Atana-
siu, 2007]. It is the first end-use of electricity in the commercial sector in
the US [DOE, 2010c]. Electric lighting consumes 19% of the total worldwide
electricity production, which is as much as all the electricity produced by
gas power plants and 15% more than that produced by nuclear or hydro-
electric power plants [Waide et al., 2006]. As most of the electricity comes
from burning coal or natural gas, this bewildering consumption of electricity
makes lighting one of the first causes of greenhouse gas emissions, with an
amount of CO2 equivalent to 70% of what all the cars worldwide exhaust
[Waide et al., 2006]. Unlike heating for instance, where the efficiency can
reach 100%, lighting is particularly inefficient: incandescent light bulbs con-
vert as little as 5% of the electricity they consume into light while compact
fluorescent lamps (CFL) 20% at most. Lighting is one of the most inefficient
uses of electricity, and very sizeable energy savings are to be made in this
area.
In spite of the interesting gain in efficiency that CFL bring, their spread-
ing is not desirable due to their mercury content. For instance, the replace-
ment of all incandescent light bulbs with CFLs would bring 29t of mercury
into U.S. houses [Humphreys, 2008]. Thus, the next generation of efficient
and non-toxic home and office lighting is likely to come from inorganic light
emitting diodes (LED) [Humphreys, 2008].
The simplest LED consists in a small piece of semiconducting material
doped with impurities such that a p-n junction is created that delimits the
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Figure 1.1: From [Stevenson, 2009]. Typical structure of an LED, consisting in a chip
where light is produced out of recombining electron and holes, encapsulated to improve
the extraction of light and dissipate the formation of heat.
p-side, where positively charged "holes" are abundant, from the n-side where
negatively charged electrons are abundant. Under forward bias, where the
p-side is connected to the positive terminal of the battery and the n-side is
connected to the negative terminal of the battery, electrons and holes are
pushed towards the p-n junctions where they can recombine (see Fig. 1.1).
Upon recombination, light is emitted that carries the same energy as the
energy separation between the electrons and the holes, the bandgap energy
[Schubert et al., 2005]. The first visible LED was created in 1962 at the
laboratories of General Electric by Holonyak and Bevacqua [Holonyak and
Bevacqua, 1962] from a gallium arsenide-phosphide (GaAsP) p-n junction.
Since the advent of this first red LED, emitting 0.1lm/W and that could only
be seen in the dark, the efficacy has risen by a factor of 5 every 10 years,
reaching over 100lm/W for today’s red LEDs [Humphreys, 2008].
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1.1.2 Gallium nitride light emitting diodes
Until the early 90’s bright LEDs were restrained to a range of colours going
from the infrared to the yellow. Gallium nitride-based LEDs were invented
by Nakamura et al., [Nakamura et al., 1993] against the will of the company
they were working for[Schubert et al., 2005]. To this end they used a very
thin layer of indium gallium nitride (InGaN), sandwiched between gallium
nitride (GaN) n and p sides, acting as a "quantum well" where electrons and
holes are confined to recombine radiatively.
Figure 1.2: From [Humphreys, 2008]. Left: Bandgap energies of InN, GaN, AlN and
their ternary alloys InxGa1−xN and AlxGa1−xN. Right: Materials used for photo-emission
before the invention of GaN-based LEDs.
As the bandgap of indium nitride (InN) is about 0.7eV, and that of GaN
is of about 3.4eV, the mixing of the two, since both have a hexagonal crystal
structure, makes it possible to engineer a bandgap that produces photons
that span the full visible spectrum as well as infrared and near-UV light (see
Fig. 1.2). It is now possible to emit bright light of any colour, although
green GaN-based LEDs are less efficient than blue GaN-based LEDs, for
reasons that are still debated [Humphreys, 2008]. White LEDs can be made
in several ways: directly employing LEDs of different colours, such as red,
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green, and blue enables to render a white spectrum, an example of which
is having lower bandgap green and red active regions photo-excited by the
emission of a biased higher blue bandgap active region [Schwach et al., 2007].
Coating a highly efficient blue or near ultra-violet LED with a phosphor that
re-emits light of lower energy is also a common approach to design white
LEDs [Sheu et al., 2003].
White LEDs already are more efficient than CFLs , the best conventional
light sources, and unlike CFLs they hold the promise of yet more improve-
ment for the years to come [Schubert et al., 2005] [Humphreys, 2008]. Thanks
to Nakamura’s discovery, gallium nitride can be considered among the most
important new semiconductor materials since silicon [Humphreys, 2008] and
within 20 years its applications have become ubiquitous, from LED back-
lighting applications, to computer, cellphone and TV LED screens, as well
as private, commercial, and street lighting, representing an ever growing es-
timated market of $20B in 2014 [Haitz and Tsao, 2011], and $30B in 2016.
Nevertheless, as the current that passes through light emitting diodes
is increased, their remarkable low-current efficiency quickly drops, reaching
levels inferior to fluorescent tubes at very high currents. This efficiency
"droop" has been referred to as the LED’s "dark secret" [Stevenson, 2009].
It will be addressed in much more details in the next section (1.2).
1.2 LED efficiency droop
A perfect efficiency would be reached if every injected electron lead to the
emission of one photon from the LED. Both electrons and photons can be
lost in the process and the total quantum efficiency ηEQE is thus split into the
internal quantum efficiency ηIQE, accounting for the loss of carriers, and the
extraction efficiency ηEXT that accounts for the loss of photons that where
successfully created within the LED:
ηEQE = ηIQE × ηEXT (1.1)
It is generally admitted that the extraction efficiency ηEXT cannot explain
the droop, although some extraction droop has been theorised for very thin
LEDs [Bogdanov et al., 2010]. The internal quantum efficiency, defined as
the fraction of the current that generates photons ηIQE = Irad/I, is thus
where efficiency droop lies. As of today, the physical origin of the efficiency
droop is still highly controversial, with many different explanations having
been proposed over the years. The following sections are an account of the
most widespread explanations for droop at the time of writing.
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1.2.1 Heating effects
Initially, heating effects were incriminated as the cause of droop, as they were
found to be the cause of efficiency droop in gallium arsenide-based LEDs
where thermal energy was enough to prevent the carriers from being trapped
in their shallower quantum wells, but the deeper quantum wells of GaN-based
LEDs are able to confine the carriers against thermal excitation much more
effectively. Although heat has an important effect on GaN-based LEDs, the
story doesn’t end there as pulsed excitation conditions such that the structure
can cool off between pulses doesn’t prevent droop from happening [Efremov
et al., 2006]. Furthermore, although the efficiency is vastly affected by the
structure’s temperature, its decrease with current is not, as the downward
slope of efficiency with current from the peak efficiency does not change much
with temperature [Kim et al., 2007] [Laubsch et al., 2009], eliminating heat
as the cause of droop.
Although they are not explaining heating effects as the main cause for
droop, Efremov and al. [Efremov et al., 2006] elucidated the effect of junc-
tion temperature on commercial LEDs efficiency. Comparing direct current
with pulsed electro-luminescence (EL) measurements for which overheating
is absent according to their thermal model, they could isolate part of the
efficiency droop that is due to overheating. The authors also identified non-
uniformity of the carrier injection as the cause of non-uniform heating and
therefore non-uniform efficiency.
1.2.2 Auger recombination and the ABC model
The direct Auger process involves an electron-hole recombination leading to
the excitation of another carrier instead of the emission of a photon [Delaney
et al., 2009]. This other carrier can either be an electron (eeh processes) or
a hole (hhe). As Auger processes involve three carriers their number scales
as the cube of the carrier concentration and could explain the droop since
the radiative recombination involves two carriers and thus scales only as the
square of the carrier concentration. This cubed Auger term versus squared
radiative term is related to the ABC model, commonly used to interpret the
internal quantum efficiency of LEDs as a function of carrier concentration:
ηIQE(n) =
Bn2
An+Bn2 + Cn3
, (1.2)
where the IQE is interpreted in terms of the ratio of carriers producing a
photon (Bn2) to those recombining non radiatively with defects (An) and
those recombining non radiatively through Auger processes (Cn3).
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Direct Auger processes have been shown theoretically to be an unlikely
explanation for the droop of GaN-based LEDs [Hader et al., 2008]. However,
it has been shown recently that first principle calculations can derive Auger
coefficients C high enough to account for droop, provided indirect Auger pro-
cesses are considered [Kioupakis et al., 2011], where scattering mechanisms
such as phonons and random alloy fluctuations provide additional degrees of
freedom for the Auger processes to be quantum mechanically allowed and
thus probable.
Experimental C Auger coefficients are usually retrieved through models
that assume Auger to cause droop [Shen et al., 2007], thus yielding Auger
coefficients high enough to cause droop, and successful fits of the ABC model
cannot be seen as the confirmation of the underlying physical assumptions
[Piprek, 2010]. On the other hand, it has been shown very recently that the
detection of Auger electrons is proportional to the observed droop [Iveland
et al., 2013]: Iveland and al. performed electron emission spectroscopy mea-
surements on InGaN/GaN LEDs, recording the energy of electrons emitted
from the device as a function of the current injected into it. They found that
the onset of droop is correlated with the appearance of a high energy peak in
the electron emission spectra. The integration of this high energy peak is lin-
early proportional to the droop current (that they defined as the additional
current required for the device to produce a given light output compared to
a hypothetical 100% efficiency device). The authors thus identified Auger
recombination as the origin of droop. Nevertheless, their conclusion relied
on the assumption (criticized in [Sarkissian et al., 2013]) that no other phe-
nomenon could have caused high-energy electrons to be measured.
1.2.3 Carrier leakage, injection and distribution
The flow of electrons beyond the active region is commonly referred to as
"carrier leakage" and is the reason for the implementation of an AlGaN
"electron blocking layer" (EBL) on the p-side of the active region. Several
papers [Pope et al., 2003] [Rozhansky and Zakheim, 2007] [Kim et al., 2007]
[Schubert et al., 2009] [Han et al., 2009] [Liu et al., 2008b] have pointed to
carrier leakage as a possible explanation for droop, arguing that in spite of
the EBL a number of electrons escape from the active region and are thus
lost with respect to radiative recombination.
Carrier leakage, experimentally demonstrated by measuring radiative re-
combination outside the active region on the p-side of a device [Vampola
et al., 2009], has received a lot of attention and several explanations exist
that are not mutually exclusive:
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• Poor hole injection can be related to carrier leakage. Holes have a larger
effective mass than electrons, i.e. their velocity over distances much
larger than the lattice spacing as influenced by the crystal periodic
potential is lower. As a result the concentration of holes in the active
region is generally lower than the concentration of electrons [Xie et al.,
2008] [Ni et al., 2008], a discrepancy that gets worse at high injection
currents, leading to droop.
• polarisation mismatch is known to cause the heterointerfaces of the
LED to be charged [Kim et al., 2007] [Schubert et al., 2008]. This charge
accumulation has been shown to lower the p-side of the conduction
band compared to the n-side, allowing the electrons to flow to the
p-side outside the active region [Kim et al., 2007]. It has also been
shown [Ryou et al., 2009] that the electric fields created by such charge
accumulation are strong enough to confine electrons outside the active
region against the EBL, accounting for carrier leakage.
• Schubert and al. [Schubert et al., 2007] proposed a modified ABC
model that fits droop curves with a carrier leakage term instead of an
Auger term. The usual Cn3 Auger term is replaced by the difference
between the experimental total efficiency ηEQE derived from pulsed EL
measurements and the fit of the An+Bn2 term of the canonical ABC
model at low currents. The authors show that the droop term derived
from this semi-fitting approach appears as a function depending on
forward current rather than on carrier density, and remains very similar
with respect to injected current for two MQW LEDs of very different
dislocation density, consistent with carrier leakage as an explanation of
droop.
A non-uniform distribution of carriers through the active region can be
related to poor hole transport and injection. David and al. [David et al.,
2008] showed that in conventional MQW LEDs most of the recombination
events take place in the quantum well closest to the p layer. They reported
far-field pattern electroluminescent measurements that barely change with a
varying number of quantum wells, from low to high injection currents, and
that can only be fitted by theoretical far-field pattern calculations from at
most the two first quantum wells, with the best fit corresponding to only the
first quantum well emitting.
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1.2.4 Carrier localisation
In the recent years carrier localisation within the active region plane (in ad-
dition to carrier confinement perpendicular to the active region) has been
considered as an explanation for the efficiency of GaN-based LEDs and thus
a possible explanation for droop as well. The high efficiency of GaN-based
LEDs at low currents is often seen as the fortunate result of carrier localisa-
tion [Davies et al., 2013] [Oliver et al., 2010] [Schomig et al., 2004] [Teo et al.,
1998] or "anti-localisation" [Hangleiter et al., 2005] [Hangleiter et al., 2007],
and a reduced localisation at high currents has been proposed as a cause of
efficiency droop.
In order to demonstrate the existence of localised states, Schömig and
al. [Schomig et al., 2004] studied an InGaN/GaN quantum well with sub-
wavelength spatial resolution PL spectra at very low temperatures (4K),
finding very sharp (0.8 meV) emission lines. The authors attributed these
sharp peaks to the existence of localised quantum-dot-like states, due to their
behaviour with rising temperature, that differs much with macroscopic PL
measurements, as they undergo a blueshift compatible with a screening of
the quantum confined Stark effect with rising temperature. Even more in-
terestingly, they found that upon increasing the laser excitation power P
single peaks do not shift while new higher energy peaks appear, explaining
the blue-shift of macroscopic PL measurements with increasing excitation by
the population of localised higher energy single exciton states (peak intensity
∝ P), as well as the formation of biexciton states (peak intensity ∝ P2).
Chichibu and al. [Chichibu et al., 2006] demonstrated the importance of
localisation in GaN-based LEDs using positron annihilation as an experimen-
tal hole recombination model, arguing that the very short positron localisa-
tion length observed in In-containing alloys proves a very short localisation
length of holes as well.
Very recently, Davies and al. [Davies et al., 2013] reported time-resolved
photoluminescence spectra of InGaN/GaN LEDs at low temperatures, find-
ing that a fast-decaying component appears at high excitation powers, where
droop occurs. On the basis of the concomitant disappearance of the S-shape
dependence of the peak position with temperature observed by Hammers-
ley and al. [Hammersley et al., 2012], a disappearance attributed itself to
a saturation of localised states, Davies and al. attributed the fast-decaying
emission of the PL spectra to weakly localized carriers.
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1.3 Simulation of gallium nitride opto-electronic
devices
The simulation of light emitting diodes consists in the numerical implemen-
tation of equations modelling their static (equilibrium) properties as well
as their operation under electrical or optical excitation. It can be seen as
a multi-scale simulation where classical "macroscopic" models are coupled
with "microscopic" quantum models.
1.3.1 Classical models
Basic classical models [Sze and Ng, 2006], electrostatic equations, current-
density equations and continuity equations form the drift-diffusion model,
that accounts for the electrical behaviour of the devices.
Drift diffusion model
The Poisson equation (also known as Gauss’s law and one of the Maxwell
equations) relates electrical field to charge distribution [Sze and Ng, 2006]:
−∇2φ = ρ

=
q

(
−n+ p+ND(1− fD)−NAfA +
∑
j
Ntj(δi − ftj)
)
,
(1.3)
with φ the electrical potential field,  the permittivity of the medium, ρ
the charge density, NA and ND the density of acceptors and donors, fA
and (1 − fD) the degree of ionisation of acceptor and donor levels, ftj the
occupancy of the jth trap level given further in Eq. 1.20, and δi a constant set
to 1 for donor-like traps and 0 for acceptor-like traps. The partial ionisation
of impurities is usually described with Arrhenius-like laws:
fD =
1
1 + exp ((ED − Efn)/kT ) (1.4)
fA =
1
1 + exp ((EA − Efn)/kT ) (1.5)
Current-density equations account for the conduction of current under steady-
state conditions, caused by the electric field and the gradient of carrier con-
centration [Sze and Ng, 2006]:
Jn = qµnnE + qDn∇n (1.6)
Jp = qµppE − qDp∇p, (1.7)
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with Jn and Jp the current flux densities for electrons and holes, µn and µp
the electron and hole mobilities, Dn and Dp the electron and hole diffusion
constants and E the electric field. At high fields µnE and µpE are saturated.
The Canali model [Canali et al., 1975] is commonly used to account for this
saturation:
µn =
µ0n
(1 + (µ0nE/vsn)βn)1/βn (1.8)
µp =
µ0p
(1 + (µ0pE/vsp)βp)1/βp , (1.9)
with µ0n and µ0p low field electron and hole mobilities, vsn and vsp electron
and hole saturation velocities, and βn and βp constants of the model.
The bulk electron and hole concentrations are given by the integration
of a square-root density of states with the Fermi-Dirac distribution, yielding
[Sze and Ng, 2006] F1/2 the Fermi-Dirac integral of order 1/2:
n = NCF1/2
(
Efn − EC
kT
)
(1.10)
p = NVF1/2
(
EV − Efp
kT
)
, (1.11)
with Efn and Efp the quasi-Fermi energies of electron and holes, NC and NV
the effective density of states in the conduction and valence band, EC the
bottom edge of the conduction band, and EV the top edge of the valence
band.
The continuity equations account for time-dependant variations of carrier
concentrations. The change over time of the carrier concentration and the
concentration of ionised impurities is the difference between generation and
recombination of carriers plus the current flow [Sze and Ng, 2006]:
δn
δt
+ND
δfD
δt
= Gn −Rn + 1
q
∇ ·Jn (1.12)
δp
δt
−NA δfA
δt
= Gp −Rp − 1
q
∇ ·Jp, (1.13)
where Gn and Gp are the electron and hole generation rates due to external
excitation, Rn and Rp electron and hole recombination rates accounting for
various phenomena that tend to restore the equilibrium.
These phenomena [Schubert et al., 2005] include radiative recombination,
induced by energy conservation of an electron falling back into the valence
band from the conduction band, Auger recombination that describes the
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transfer of energy to another electron or hole, and recombination via defects
and other carrier traps.
Radiative recombination can be expressed as:
Rrad = Bnp = B (n0 +∆n(t)) (p0 +∆p(t)) , (1.14)
which simplifies for high-level excitations (∆n(t) n0, p0) to:
Rrad = B∆n(t)
2, (1.15)
with n and p the electron and hole concentrations, n0 and p0 the equilibrium
carrier concentrations, ∆n(t) = ∆p(t) the excess electron and hole concen-
trations, and B the "bimolecular" recombination coefficient.
Auger mechanisms (See Chap. 1.2.2) describe how the energy dissipated
by the recombination between an electron and a hole (approximately the band
gap) can be given to an other carrier, electron or hole, highly excited without
moving to an other energy band, thus losing its energy through phonon
emissions. Suspected to play an important part at high-level excitations
[Iveland et al., 2013], it can then be expressed as:
RAuger = Cn(t)
3, (1.16)
with C the Auger coefficient [Olshansky et al., 1984].
Recombination via defects is the most common cause for non-radiative
recombination, and includes interaction with foreign atoms, point defects,
dislocations and combinations of them [Longini and Greene, 1956]. These
defects are associated with energy levels that can exist within the energy
gap of the semiconductor, thus providing an efficient recombination center,
known as a "luminescence killer". The non-radiative recombination rates
caused by such a center j are given by [Shockley and Read, 1952]:
Rtjn = cnjnNtj(1− ftj)− cnjn1jNtjftj (1.17)
Rtjp = cpjpNtjftj − cpjp1jNtj(1− ftj), (1.18)
with the following trap dynamics equation holding [Smith and Smith, 1978]:
Ntj
δftj
δt
= Rtjn −Rtjp , (1.19)
with cnj and cpj electron and hole capture coefficients that relate their lifetime
to the concentration of recombination centers: 1
τnj
= cnjNtj and 1τpj = cpjNtj,
n1j and p1j the electron and hole concentrations if the Fermi energy was
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located at the trap level. Equations 1.17, 1.18, 1.19 yield the occupancy of a
trap j used in Eq. 1.3:
ftj =
cnjn+ cpjp1j
cnj(n+ n1j) + cpj(p+ p1j)
(1.20)
Also relevant to the simulation of carrier recombination is the non-radiative
recombination at surfaces: as the surface rearranges itself due to the ending
of the periodic structure of the semi-conductor, different energy states arise
that can be located within the energy gap, thus acting as efficient recombina-
tion centers. These effects are usually accounted for with phenomenological
models, and a very high density Ntj of trap states near the surface of the
device can be used in simulations to reproduce the substantial recombination
that can occur at the surface.
Thermal effects
Heating effects have an important impact on the behaviour of semi-conductor
devices and LEDs in particular [Efremov et al., 2006]. Hence, heat flow
and temperature need to be modelled as well and evaluated on the device
being simulated, the temperature being a parameter of most of the equations
modelling the operation of an LED. Heat propagation is modelled through
the usual heat equation:
Cpρ
δT
δt
= κ∆T +H, (1.21)
with Cp the specific heat, ρ the material’s density, κ the thermal conductivity,
and H the heat sources within the material, as follows [Wachutka, 1990]:
H = q
J2n
µnn
+ q
J2p
µpp
(1.22)
+ q(R−G) (Efp − Efn + T ((δEfn/δT )n,p − (δEfp/δT )n,p))
+ qT ((δEfn/δT )n,p − Pn) div Jn
− qT ((δEfp/δT )n,p + Pp) div Jp
− qT (Jn · ∇Pn + Jp · ∇Pp)− 〈div Srad〉,
with the first line accounting for the Joule heat of electrons and holes, the
second line accounting for the heat due to recombination of electrons and
holes, the third line accounting for the Thomson heat exchanged between the
lattice and the carriers as they flow through regions of varying thermoelectric
powers [Stratton, 1972] Pn and Pp (due to varying temperature or doping
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concentrations), and the fourth line accounting for the local absorption of
radiative energy into the materials from an electromagnetic field Srad.
Additionally, a thermal gradient induces a current that supplements the
electron current by: [Wachutka, 1990]:
− qµnnPn∇T, (1.23)
and supplements the hole current by:
− qµppPp∇T, (1.24)
1.3.2 Quantum mechanical models
The theories described so far have dealt with the description of bulk material,
and the main region of interest of an LED, its active region, remains to be
modelled. The active region of an LED is by essence a heterostructure (i.e. a
composite of materials) with quantum effects, and its modelling requires to
heavily rely upon quantum mechanical theory. First-principles calculations
of the electronic structure of wurtzite-type GaN exist [Suzuki et al., 1995],
but their computational cost prohibit their use in device-wide calculations
where "simpler" approximations must be used, such as the k · p theory.
The k ·p theory
The k · p theory [Luttinger and Kohn, 1955] can be very briefly explained
as a perturbation theory applied to stationary Schrödinger-type equations of
periodic crystals:
HΦn,k = En,kΦn,k, (1.25)
with H the Hamiltonian of the system, Φ and E a couple eigenvector-
eigenvalue solution to the equation, n a discrete parameter counting the
solutions, and the crystal wave vector k a continuous parameter describing
the solution in reciprocal space, and with Φ a Bloch wave:
Φn,k(r) = e
ik · run,k(r), (1.26)
with r the position in direct space and u a function that has the same period-
icity as the crystal. In case of a non-degenerate band and without considering
spin-orbit coupling, Eq. 1.25 is equivalent to:(
H + ~
k ·p
m
)
un,k =
(
En,k − ~
2k2
2m
)
un,k, (1.27)
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with p = −i~∇. The term ~k ·p
m
is then treated as a perturbation of H,
which yields:
En,k− ~
2k2
2m
= En,0 +〈un,0|~k ·p
m
|un,0〉+ ~
2
m2
∑
n′ 6=n
|〈un′,0|k ·p|un,0〉|2
En,0 − En′,0 +O(‖k‖
3)
(1.28)
Chuang and Chang have applied the k · p theory to wurtzite strained crystals
[Chuang and Chang, 1996] taking into account spin-orbit coupling and using
perturbation theory for degenerate bands, yielding the following six-by-six
Hamiltonian in second order of k ·p:
H =

F −K∗k −H∗k 0 0 0
−Kk G Hk 0 0 ∆
−Hk H∗k λ 0 ∆ 0
0 0 0 F −Kk Hk
0 0 ∆ −K∗k G −H∗k
0 ∆ 0 H∗k −Hk λ
 , (1.29)
developped on the following basis vectors:
|u1〉 = −1√
2
|(X + iY ) ↑〉 (1.30)
|u2〉 = 1√
2
|(X − iY ) ↑〉
|u3〉 = |Z ↑〉
|u4〉 = 1√
2
|(X − iY ) ↓〉
|u5〉 = −1√
2
|(X + iY ) ↓〉
|u6〉 = |Z ↓〉
with X, Y and Z functions that have the same symmetry as the atomic func-
tions px, py and pz in the wurtzite structure, and with the matrix elements
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given by:
F = ∆1 +∆2 + λ+ θ (1.31)
G = ∆1 −∆2 + λ+ θ
λ =
~2
2m0
(A1k
2
z + A2(k
2
x + k
2
y)) + λ
λ = D1zz +D2(xx + yy)
θ =
~2
2m0
(A3k
2
z + A4(k
2
x + k
2
y)) + θ
θ = D3zz +D4(xx + yy)
Kk =
~2
2m0
A5(kx + iky)
2 +D5(xx + 2ixy − yy)
Hk =
~2
2m0
A6(kx + iky)kz +D6(zx + iyz)
∆ =
√
2∆3,
where the Ai=1...6 and Di=1...6 are band-edge parameters, ∆1 = ∆cr with ∆cr
the crystal field splitting, ∆2 = ∆3 = 13∆SO with ∆SO the spin-orbit splitting,
and where the elements of the strain tensor ¯ are the following for a strained
layer of wurtzite crystal grown following the (0001) direction [Love, 1944]:
xx = yy =
a0 − a
a
(1.32)
zz = −2C13
C33
xx,
with a0 and a the lattice constants of the substrate and the grown layer
respectively, C13 and C33 are the stiffness constants.
The valence bands (commonly labelled as heavy hole HH, light-hole LH,
and crystal-field split-off hole CH) can then be expressed analytically [Chuang
and Chang, 1996]. Near the zone center (k ≈ 0) in second order of k:
EHH = F (1.33)
ELH =
G+ λ
2
+
√(
G− λ
2
)
+∆2
ECH =
G+ λ
2
−
√(
G− λ
2
)
+∆2
Away from the zone center (large k), the spin-orbit coupling can be ne-
glected and the Hamiltonian has analytical solutions that yield the following
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bands:
EHH = F
′ −Kk (1.34)
ELH =
1
2
(
F ′ +Kk + λ+
√
(F ′ +Kk − λ)2 + 8H2k
)
ECH =
1
2
(
F ′ +Kk + λ−
√
(F ′ +Kk − λ)2 + 8H2k
)
,
with F ′ = ∆1 + λ+ θ.
The conduction-band edge is given as a function of strain by [Chuang and
Chang, 1996]:
EC = EV +∆1 +∆2 + Eg + P, (1.35)
with EV the reference valence band-edge, Eg the energy gap, and P =
aczzz + act(xx + yy) the hydrostatic energy shift, with acz and act the lon-
gitudinal and transverse deformation potentials.
The model parameters for bulk binary alloys GaN, AlN and InN can be
determined experimentally as well as from first principle calculations [Vur-
gaftman et al., 2001], and that of ternary alloys can be fitted using a quadratic
form:
Eg(A1−xBx) = (1− x)Eg(A) + xEg(B)− x(1− x)C, (1.36)
where C is the so-called bowing parameter that accounts for the deviation
from Vegard’s law.
Quantum wells
The previous section dealt with the derivation of the bulk band structure
of strained wurtzite material, which is the basis for the approximation of
the quantum states within strained GaN/InGaN quantum wells. The InGaN
region of an GaN/InGaN quantum well acts as a confinement area. Its energy
depth is given by the bulk energy levels of the materials, as given by the
considerations from the previous section. Its confined energy levels are given
by another Schrödinger-type equation accounting for the confined quantum
states that exist within the well [Chuang and Chang, 1997]. For electrons:
Hc(kt, kz) =
~2
2
(
k2t
mte
+
k2z
mze
)
+ Ve(z) + P, (1.37)
with kt = −i∇t, kz = −i δδz , mze andmte the electron effective masses following
directions longitudinal and transverse with respect to the c axis, and Ve(z)
the potential energy formed by the unstrained conduction-band edge in the
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previous section, Eq. 1.35, changing with z depending on the layer’s material.
Solving:
Hc(kt = 0)Φn(z) = E
c
nΦn(z), (1.38)
yields the conduction subbands:
Ecn(k) ≈ Ecn(kt = 0) +
~2k2t
2mte,w
, (1.39)
with mte,w the effective mass of an electron in the well following directions
parallel to it, using the parabolic approximation in the plane of the quantum
well (i.e. modelling it as an infinite plane), that describes the energy states
available to electrons confined in the quantum well, with Φn the envelope
function of the electron wave-function Ψ cηn,kt , i.e. its periodic part in Bloch’s
expression (Eq. 1.28):
Ψ cηn,kt(z) =
eikt · rt√
A
Φn(z)|S, η〉, (1.40)
with S a function with the same symmetry in the wurtzite structure as the
s atomic function, η the spin (↑ or ↓), and A a normalisation factor equal
to the area of the quantum well in the xoy plane transversal to the growth
direction.
The derivation of the hole subbands is trickier as the hole bands (HH,
LH and CH) are "mixed" by the Hamiltonian (i.e. its solutions are linear
combinations of heavy hole, light hole, and crystal-field hole states). The
Hamiltonian giving the approximation of the valence band structure in the
previous section, Eq. 1.29, can be block-diagonalised [Chuang and Chang,
1996]:
H =
(
HU 0
0 HL
)
, (1.41)
with HU and HL 3× 3 matrices, in a new basis {|1〉...|6〉} of mixed spin up
and spin down states (see appendix for more details). In this new basis the
hole wavefunctions, abiding to Bloch’s theorem, can be expressed as [Chuang
and Chang, 1996]:
ΨUm(z; kt) =
eikt · rt√
A
(u1m(z; kt)|1〉+ u2m(z; kt)|2〉+ u3m(z; kt)|3〉) (1.42)
ΨLm(z; kt) =
eikt · rt√
A
(u4m(z; kt)|4〉+ u5m(z; kt)|5〉+ u6m(z; kt)|6〉),
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with Ψm =
(
ΨUm
ΨLm
)
, with m denoting the valence subband index, and uim the
envelope periodic functions. The valence subbands are then given by solving
[Chuang and Chang, 1996]:
(HU + E0V(z)I3)
u1mu2m
u3m
 = EUm(kt)
u1mu2m
u3m
 (1.43)
(HL + E0V(z)I3)
u4mu5m
u6m
 = ELm(kt)
u4mu5m
u6m
 ,
with I3 the 3× 3 identity matrix.
The theory presented in these sections is aimed at enabling simulations
at the device scale. Due to the very large scale this involves compared to
purely ab-initio quantum calculations, a number of empirical approximations
are required. Most notably, in order to be able to self-consistently solve the
Poisson equations and the Schrödinger equations in a reasonable amount of
time, the active region must be modelled fairly simply. Hence, recent discov-
eries that have shown the importance of local fluctuations in the composition
and width of the quantum wells in localising carriers [Watson-Parris et al.,
2011, Schulz et al., 2015, Humphreys et al., 2017] must be considered empir-
ically, and cannot be simulated explicitly.
A fully atomistic model of an LED device is not possible from a computa-
tional standpoint. The overwhelming difference in scale between the Poisson
equations that deal with currents through the whole device, and Schrödinger
equations that deal with the carriers in the quantum wells is treated empir-
ically, with the wells acting as traps for the flowing classical carriers, that
then become localised and populate the quantum states of the wells [Alam
et al., 2000]. The well trapping rate is given by the transition probabilities
between 3D states in the barriers and 2D states in the wells:
Rqw =
∫ ∫
g3D(E2D)g3D(E3D)S(E2D, E3D)×f3D(E3D)(1−f2D(E2D))dE2DdE3D
(1.44)
with S the transition probability between 2D and 3D states, g2D and g3D
the density of states, E2D and E3D their energy, and f2D and f3D the Fermi
functions of the 2D and 3D states. Taking some approximations make this
trapping simpler to model: ignoring the dependence of S on E3D, and consid-
ering that most confined carriers populate the bottom state of energy EQW
of the quantum well, the quantum well trapping rate reduces to [Alam et al.,
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2000]:
Rqw =
(
n3D − n3D,0
τ
)
(1− f2D(EQW)) (1.45)
with n3D the barrier carrier concentration, n3D,0 the barrier concentration
at equilibrium, and τ the time constant associated with the trapping of carri-
ers in the wells that empirically accounts for any phenomenon localising the
carriers in the wells.
For the same reason of scale, defects in the quantum wells have to be
treated empirically in Poisson-Schrödinger simulations. Much of the success
of gallium nitride in optoelectronics is due to its resilience to defects. Several
phenomena have been shown to explain this resilience, including V-shaped
defects that inhibit the interaction between carriers and threading disloca-
tions [Hangleiter et al., 2005]; as well as fluctuations in both the width and
the alloy composition of the InGaN wells, localising further the carriers not
only perpendicular to the well (keeping the carriers confined), but laterally as
well, preventing the carriers from interacting with adjacent defects. A wealth
of evidence [Humphreys et al., 2017] has shown that well width fluctuations
(of atomic height and a few nm in diameter) are localising the electrons on
the top (p-side) well surface, and that the random alloy fluctuations of the
InGaN are localising the holes on the bottom (n-side) well surface. These
mechanisms happen at a lateral scale of a few nm, while the simulation is
device-wide, up to the scale of a few mm, and are treated empirically, both
in the trapping rate of the carriers in the quantum wells (Eq. 1.3.2), and
in the trapping rate of non-radiative recombination centers (Eqs. 1.17 and
1.18).
Light emission
The density of states, a measure of how many quantum states are available at
a given energy, is the starting point for the computation of the light emission.
For quantum wells it is directly derived from the subband structure [Chuang
and Chang, 1997]:
ρ(E) =
1
2pi
∑
m
∑
k
Em(k)=E
k
∣∣∣∣dEmdk
∣∣∣∣−1 , (1.46)
where the first sum runs on all the subbands of the considered carriers, and
the second sum runs on all the k such that the energy of the subband Em(k)
is equal to the energy E where the density of states ρ is evaluated. The usual
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2D density of states is step like when derived from simple models [Sze and
Ng, 2006], but more complicated when band mixing effects are taken into
account through the k · p method previously presented.
The spontaneous emission rate per unit energy at a given energy Rsp(E)
is then derived from Fermi’s Golden rule to yield [Yan et al., 1990]:
Rsp(E) =
∑
i,j
(
2pi
~
)(
e
m0
)2(
2~ω/
4ω2
)
|Mij|2ρijred(E)D(E)fi(1− fj), (1.47)
with the sum running over all allowed i→ j transitions with i a conduction
state and j a valence state,  the optical dielectric constant, and D(E) the
optical mode density, given for a material of refractive index n by:
D(E) =
n3E2
pi2~3c3
, (1.48)
and where ρijred is the density of states for which a reduced effective mass
is used: mr = memh/(me + mh). Mij = 〈i|p|j〉 is the momentum matrix
element between the i and j states, and fi and fj are the Fermi functions of
the i and j states. The global spontaneous radiative recombination rate is
then the integration of this rate over all energies:
Rrad =
∫
Rsp(E)dE, (1.49)
1.3.3 Additional models specific to indium gallium ni-
tride quantum wells
polarisation and quantum confined Stark effect
The piezoelectric nature of the wurtzite structure, along with the strain that
exists in the LED structure due to the lattice mismatch between the layers, re-
sult in a large piezoelectric polarisation. Additionally, III-V wurtzite nitrides
have an asymmetric bonding structure causing a spontaneous polarisation
[Bernardini et al., 1997]. Both polarisations lead to large two-dimensional
charges at the interfaces between nitride layers which in turn result in electro-
static fields and free-charge accumulation, provided the density of free-charge
from doping is high enough [Bernardini and Fiorentini, 2001]. Fiorentini and
al. [Fiorentini et al., 2002] have shown with comparisons between ab initio
simulations and experiments that an accurate modelling of the polarisation
of III-V ternary nitride alloys requires to account for non-linearities in the
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spontaneous polarisation with respect to the values determined for the parent
binary compounds (in C/m2):
P spAlxGa1−xN = −0.090x− 0.034(1− x) + 0.019x(1− x) (1.50)
P spInxGa1−xN = −0.042x− 0.034(1− x) + 0.038x(1− x)
P spAlxIn1−xN = −0.090x− 0.042(1− x) + 0.071x(1− x)
On the other hand, they showed [Bernardini and Fiorentini, 2001] that
Vegard’s law (linear interpolation) holds for the piezoelectric polarisation:
P pzXxY(1−x)(x) = xP
pz
XN((x)) + (1− x)P pzYN((x)), (1.51)
with (x) the basal strain due to a lattice mismatch between the substrate
and the alloy layer:
(x) =
asubs − a(x)
a(x)
, (1.52)
where the alloy lattice itself can also be derived from Vegard’s law [Bernardini
and Fiorentini, 2001]:
aAlxGa1−xN(x) = 0.31986− 0.00891x (1.53)
aInxGa1−xN(x) = 0.31986 + 0.03862x
aAlxIn1−xN(x) = 0.35848− 0.04753x
As regards polarisation within a heterostructure, it should be noted that it
is polarisation differences that are relevant [Bernardini and Fiorentini, 2000],
as it is such differences that give rise to electric fields: a strained quantum
well within a material B will be subject to a total polarisation:
P = P spQW − P spB + P pzQW(), (1.54)
This polarisation gives rise to the accumulation of charges at the interfaces
between the layers of the structure:
ρP = −∇ ·P (1.55)
where ρP is the density of charge due to the polarisation, taken into account
for the resolution of the drift diffusion model (in Eq. 1.3).
The quantum confined Stark effect (QCSE) [Miller et al., 1984] arises in
quantum wells subject to electric fields perpendicular to the layers. As such
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fields are inherent in gallium nitride heterostructures due to the charge ac-
cumulation at the interfaces between the layers, the quantum Stark effect is
critical to their modelling.
Early on in the development of gallium nitride based light emitting diodes
it had been observed a band gap narrowing [Nakamura et al., 1995] caused
by strain, soon after identified as being due to the quantum Stark effect
[Takeuchi et al., 1997].
Figure 1.3: From [Chichibu et al., 2006]. Left: Device grown in the polar c direction.
Spontaneous and strained-induced polarisation, dominant, induce large electric fields at
the interfaces between layers, resulting in a bending of the band structure and the Quantum
Confined Stark Effect (see text). Right: Device grown in a non-polar a direction. The
polarisation fields are parallel to the plane of the active region, thus not affecting the band
structure.
Due to the electric field the band structure becomes tilted (Fig. 1.3) and
the energy minima for electron and holes become physically separated on
opposite sides of the quantum well. The tilting of the band structure results
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in a band structure with triangular wells which energy levels give a smaller
gap than their corresponding square wells. This smaller gap is the origin of an
energy shift towards lower energies of confined electron-hole pairs. The built-
in electric field is also screened when the carrier concentration increases, as
the carriers accumulate on opposite sides of the well and generate an electric
field that opposes the polarisation-induced field, resulting in a blue shift
with excitation power. The separation of carriers results in a reduced wave
function overlap, decreasing the probability of both excitonic formation (light
absorption) and recombination (light emission) [Seo Im et al., 1998], thereby
decreasing the efficiency of the device.
Thus, the mitigation of the quantum Stark effect is central to the opti-
misation of LEDs, and can possibly be achieved in a number of ways:
• A gradient of aluminium content in the electron blocking layer (EBL)
on top of the active region allows to spread the polarisation-induced
field [Ryou et al., 2009], that is otherwise sufficiently strong to cause
the accumulation of an electron layer between the last barrier of the
active region and the EBL, where no holes are present. This quantum
stark effect at the EBL interface causes an important concentration of
electrons to be unable to interact with holes, thereby impacting the
efficiency.
• The use of a quaternary alloy AlGaInN enables the tuning of the po-
larisation for a fixed band gap, allowing to match the polarisation of
adjacent layers [Schubert et al., 2008], reducing the QCSE to the benefit
of efficiency.
• Any source of free charged carriers will compensate the built-in elec-
tric fields, thus screening the QCSE. The doping of the barriers with
silicon has been successfully employed to that effect [Wu et al., 2002],
improving the crystal quality at the same time as screening the QCSE.
It has been reported however that excessive Si doping can impede the
hole transport and thus the structure efficiency [Ryou et al., 2008],
requiring a careful optimisation.
• A very active domain of research is the growth of light emitting struc-
tures along non-polar or semi-polar directions, that is crystal orienta-
tions with a lower polarisation than the standard c (0 0 0 1) orientation.
The QSCE can thus be removed [Park, 2002] [Liu et al., 2008a] and
thin wells are no longer required, avoiding carrier injections issues that
come with it. However, due to the difficulty of growing structures along
those directions, their efficiency remains lower.
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Quantum transport
The drift diffusion model (Chap. 1.3.1) treats the carriers as fluid-like, only
allowing them to move in a local fashion. However, when a feature of the
device becomes smaller than the carrier mean free path, it allows them to
behave in a non-local fashion and bypass such a small-scaled structure. This
phenomenon is particularly important to account for in GaN-based LEDs
as the quantum well width is made very narrow to mitigate the quantum
confined Stark effect, usually down to ca. 3 nm, which is smaller than the
typical electron mean free path of about 5 nm [Stanton et al., 2001]. In
the drift diffusion model, carriers flow in a local manner, according to their
Fermi level, and carriers able to non-locally escape from the quantum wells
do so by violating the normal Fermi statistics, according to the phenomenon
of quantum non-locality. This can be interpreted in terms of the hot carrier
theory whereby the current flow has a non-local term accounting for some
carriers "flying" over the quantum wells [Azoff, 1989]:
Jn = J loc(T ) + βJnloc(T ), (1.56)
where β is a scaling factor.
1.3.4 Numerical considerations
The solving on a computer of the previous equations and the drift-diffusion
model (Chap. 1.3.1) in particular requires their discretisation on a mesh. The
electrostatic potential of the device obeys Poisson’s equation (Eq. 1.3), and
the carrier concentrations obey the continuity equations (Eq. 1.12 and 1.13).
Semiconductor simulations in general make use of the Scharfetter-Gummel
scheme [Scharfetter and Gummel, 1969]. Such finite volume methods ex-
change the integral of divergence terms over the volume of a mesh node as
the integral of their fluxes over the surfaces of the mesh node, using the di-
vergence theorem. Considering a mesh node of volume V and surface δV ,
the charge inside V due to holes is given by
∫
V
qp and the rate of flow of elec-
tric charge due to holes across δV is given by
∫
δV
Jp ·n, with n the vector
normal to δV . The rate of change of charge in V is thus given by [Farrell
and Gartland Jr, 1991]:
d
dt
∫
V
qp = −
∫
δV
Jp ·n−
∫
V
qRp, (1.57)
with R the hole recombination rate. Thanks to the divergence theorem the
equation becomes:
d
dt
∫
V
qp = −
∫
V
∇ ·Jp −
∫
V
qRp, (1.58)
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yielding the following steady-state equation:∫
V
∇ ·Jp = −q
∫
V
Rp (1.59)
Instead of solving these 3 partial derivative equations, a 3N algebraic
system of equations is solved, where the continuous functions underlying
the continuous equations are replaced by (discrete) vectors of the value of
the function at the mesh nodes. The differential operators are replaced by
their discrete counter-parts, difference operators, for instance the continuous
equation of the hole current density:
dJp
dx
= f, (1.60)
is discretised in 1D as:
Jp,i+1/2 − Jp,i−1/2
(hi + hi+1)/2
= f(xi), (1.61)
where xi denotes the ith node, and hi = xi − xi−1.
The Scharfetter-Gummel scheme [Scharfetter and Gummel, 1969] then
derives the variation of the hole current density as follows:
Jp,i+1/2 − Jp,i−1/2 = 1
hi+1
(B(φi − φi+1)pi+1 −B(φi+1 − φi)pi) , (1.62)
where B(z) = z
ez−1 and B(0) = 1.
Once the equations modelling the device have been discretised in an al-
gebraic form, the resulting matrix is non-diagonal and the solution must be
found in an iterative way using optimisation techniques such as Newton’s
method, where the zero of a function F is iteratively approximated by:
JF (xn)(xn+1 − xn) = −F (xn), (1.63)
where xn+1 is a better approximation of the zero of F than xn, and JF is
the Jacobian matrix of F : (JF )ij =
δFj
δxi
.
The considerations above describe how the drift-diffusion model is nu-
merically solved on a mesh describing the device. The numerical simulation
of the active region can be achieved in a self-consistent manner, iterating be-
tween the resolution of Schrödinger’s equation and the drift-diffusion model.
A self-consistent carrier density distribution is then achieved, where the den-
sity distribution of unconfined carriers is determined by the drift-diffusion
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model, and the density distribution of confined carriers is determined by
Schrödinger’s equation:
n = nconfined + nunconfined (1.64)
p = pconfined + punconfined,
where the unconfined densities are determined by Fermi statistics (Eq. 1.10
and 1.11) and the confined densities are determined by:
nconfined(z) =
∑
i
φin(z)ρikT ln(1 + e
(Efn−Ei)/kT ) (1.65)
nconfined(z) =
∑
j
φjp(z)ρjkT ln(1 + e
(Efp−Ej)/kT ),
where i and j run on the confined states as given by solving Schrödinger’s
equation for quantum wells (Eq. 1.37).
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Chapter 2
Machine learning methods
2.1 Supervised learning
Invented as a branch of artificial intelligence in the 1960s and soon after
abandoned in favour of expert systems (explicitly programmed computer
systems that mimic human experts), machine learning was reborn in the
late 1980s with the objective of being an optimisation tool. Early notable
achievements have originated from the computer sciences: the recognition of
spoken words in 1989 [Waibel et al., 1989], the autonomous driving of a car
in 1989 [Pomerleau, 1989], and the playing of backgammon at a competition
level in 1992 [Tesauro, 1992] to cite only a few historical landmarks. A recent
report presented machine learning as a major driving force for innovation in
the years to come [Manyika et al., 2011].
Machine learning algorithms are a kind of artificial intelligence that learn
from examples, in an attempt to mimic the way animals learn. Instead of
building inferences from past experiences and memories like animals do, the
machine learning program builds inferences from a database, that can be
seen as formatted "memories" of the machine. To continue on this parallel
with animal learning, instead of conditioning the machine with a "treat",
the machine is conditioned with a virtual reward when it made the correct
inference (or a virtual punishment when it did wrong!). More concretely,
given a database the machine learning program tries to find a simple rule
or function that explains it best: it checks many different functions and is
rewarded when it finds one that can explain the data.
In a broad sense machine learning algorithms deal with the derivation
from examples of the relation between an input space and an output space.
As the number of examples increases, the reliability of the induction in-
creases, which can be formalised and quantified in a mathematical framework
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[Mitchell, 1997]. More practically, it consists in algorithms that automatically
learn from data, in the sense of parameters automatically adjusted according
to the examples given. Machine learning has proven to be particularly pow-
erful when manually programming a task is difficult or inefficient [Domingos,
2012], which is the case in particular for high-dimensional inputs. Machine
learning already is ubiquitous in computer science and business, being heav-
ily used in applications as diverse as web search engines, spam emails filters,
stock trading, etc. However, its potential in the physical sciences, and mate-
rials science in particular, is only starting to be explored, within a field that
is still in its infancy, materials informatics [Rajan, 2005].
A machine learning algorithm, given a training set of examples (xi, yi)i=1...N
where each xi is a d-dimensional variable, yields a function g that maps an
input x to an output y. The algorithm then has to be tested: the function
it yielded must correctly reproduce the examples of a testing set, entirely
different from the training set. Each machine learning system can be decom-
posed into three components [Domingos, 2012]: representation, evaluation,
and optimisation. The representation component pertains to both the set of
hypotheses F being explored by the algorithm as possible solutions of the
function it is searching as well as how to consider the inputs. The evaluation
component pertains to the quantification of the quality of a function f ∈ F
being considered as a candidate for g. The optimisation component pertains
to how F is explored and consists in the maximisation of the quality of g as
determined by the evaluation component.
Although the evaluation and optimisation tools of machine learning al-
gorithms are the same as those of fitting, machine learning has a different
purpose: generalisation, which is how well the final hypothesis g performs
out of the training sample, optimised using the performance on the training
sample as a proxy. This generalisation is ensured by purposely limiting the
learning algorithm such that the hypothesis set F it explores is not too large.
Indeed, given all the possible mathematical functions, maximising the eval-
uation of the final hypothesis will result in a perfect fit of the training data,
i.e. a memorisation of the training data, with little hope of generalisation on
the testing data.
This overfitting can be analysed in terms of the bias-variance trade-off
[Domingos, 2000]: in the field of machine learning, bias designates the ex-
pected generalisation error of the model, and variance designates the ten-
dency of the model to capture noise in the data or "hallucinate" patterns
that are absent from the data. A high variance machine learning algorithm
would yield very different final hypotheses from similar training data and
would have a very small bias, a case which occurs with overfitting. On the
contrary a too simple hypothesis set would result in an algorithm yielding
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Figure 2.1: From [Abu-Mostafa et al., 2012]. Illustration of the bias-variance tradeoff.
Simple models have a higher error for large datasets (high bias) but the error on the
training set Ein converges towards the error on the testing set Eout quickly (low variance).
Complex models have a small error for large datasets (small bias), but their error on
the training set Ein is meaningless for too few data points (high variance), and slowly
converges towards the error on the testing set Eout for large datasets.
small variance but high bias. The saying "everything should be as simple
as it can be, but no simpler" [Calaprice, 2010] is a particularly good guide-
line in machine learning and can be enforced through quantitative methods
known as regularisation [Mitchell, 1997]. The bias variance analysis (see Fig.
2.1) thus offers the surprising possibility to make inductions with quantified
guarantees, albeit probabilistic and loose ones: it offers the guarantee that if
the hypothesis set contains the true function, then the probability machine
learning algorithm returns a poor hypothesis decreases with the size of the
training set[Domingos, 2012].
2.2 Active learning
This section is based on the classic book from Sutton and Barto [Sutton
and Barto, 1998]. It will be explained more formally in the next section.
Active learning (also called reinforcement learning) involves learning from
interaction how to behave in order to achieve a goal, by mapping states to
actions in order to maximise a numerical reward. The states correspond to
situations in which choices have to be made, the actions correspond to the
choices selected by the machine, and the rewards correspond to an evaluation
of these choices. In contrast to supervised learning, which consists in learning
from examples provided to the algorithm, the machine interacts with its
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"environment", and must discover by itself which decisions will yield the
greatest rewards. The machine is the decision-maker, while the environment
corresponds to everything (outside of the machine itself) that interacts with
it. The goal of the machine is to maximize the rewards it receives over time.
There are five main components to a reinforcement learning problem: the
policy, the reward function, the return function, the evaluation function, and
the model of the environment.
• The policy describes the agent’s behaviour at a given time: it maps
observed states to actions. For instance, given the observed states, is the
machine greedy and simply looking for what it thinks is the action that will
lead to the best state, or is it allowing for some exploration?
• The reward function associates each possible state (or state-action pair)
to a number that measures its desirability. Rewards functions may be used
to alter policies; they cannot be modified by the machine.
• The return: the objective of the agent is to maximise its long-term
reward. The return is defined as a function of the future reward sequence,
and aims at measuring this long-term performance. The goal of the machine
is therefore to maximise the return. Commonly, the machine doesn’t simply
try to maximise the reward of its next action, but tries instead to have an
exploratory behaviour such it does not get stuck in local maxima.
• The value function correspond to the expected rewards to be accu-
mulated in the future, i.e. the long-term desirability of states and actions,
according to a given policy. They must be estimated iteratively from the
sequence of observations. They enable to identify the best possible policies.
• The model of the environment aims at learning the behaviour of the en-
vironment (for instance, being able to predict the next state and reward given
the current state). It is useful for planning, i.e. deciding on a path of action
by expecting their results before actually implementing them. The accu-
rate model of the environment requires that the machine has an exploratory
behaviour.
2.2.1 Exploration versus exploitation
To learn from its environment, the agent must be able to achieve a trade-off
between exploration and exploitation. Exploration aims at discovering new
actions never used before, while exploitation consists in selecting actions that
have yield high rewards in the past. Without exploration, the machine would
not be able to identify new actions from which it may benefit from in the
future; the balance between exploration and exploitation is therefore crucial,
and will be further discussed in chapter 5, 6 and 7.
41
2.3 Gaussian processes
The use of GPs as a predictive tool started in the 1940’s with the basic theory
introduced by Kolmogorov and Wiener [Wiener, 1949]. In the geosciences,
GP regression is known as kriging [Journel and Huijbregts, 1978]. The work
we present in chapter 5 and 7 builds upon a long history of applying GP to
emulate computer simulations [O’Hagan and Kingman, 1978, Sacks et al.,
1989] and as a component of global optimisation [Journel and Huijbregts,
1978, Gupta and Miescke, 1996, Jones et al., 1998, Osborne et al., 2009, Fra-
zier et al., 2009, Srinivas et al., 2012]. GP regression includes uncertainties
along with its predictions, making it an ideal model for active learning algo-
rithms.
Figure 2.2: From [Rasmussen, 2006]. Interpretation of the posterior: draw many random
functions from the prior, and reject the ones which do not agree with the observations. a)
The prior: the space of functions considered as candidates for the model. b) The posterior,
the functions selected for their agreement with the data. Where the standard deviation of
the resulting model is 0, it indicates a data point.
2.3.1 The function-space view
A GP may be thought of as an infinite-dimensional generalization of a mul-
tivariate normal distribution, where each point of the black curve of Fig.2.2b
is the average of a Gaussian variable, of standard deviation the grey area.
GPs for ML fall under the so-called Bayesian modelling framework, where
the general knowledge of the function being learned (such as smoothness and
variation length-scale) is modelled as a ‘prior’ distribution over the general
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space of functions, and the data serves as a filter over this prior, yielding
the ‘posterior’ distribution of the functions indeed approaching the data (see
Fig. 2.2). This posterior distribution over the acceptable functions comes
with a mean and a standard deviation for each possible input x, that are
used respectively as the prediction of the output f(x) and the error of this
predicted output σx.
Gaussian processes are thus giving a distribution over functions, and the
inference of Gaussian processes-based machine learning is thus operated by
the data, that filters the function space. In this function-space view, a Gaus-
sian process g is defined by its mean m and its covariance k:
m(x) = E[g(x)] (2.1)
k(x,x′) = E[(g(x)−m(x))× (g(x′)−m(x′))] (2.2)
The value of g at x is thus a random variable of mean m(x), and the
covariance k gives the distribution over functions of the Gaussian process.
The learning process of Gaussian processes can be seen as randomly draw-
ing functions from the prior distribution, and rejecting all the functions that
don’t agree with the observed data (see Fig. 2.2).
2.3.2 Implementation
This function-space view is intuitive and helps understanding and interpret-
ing Gaussian processes, but would be very computationally inefficient. The
algorithlm we will actually use in the next chapters has been adapted in
Python by the Scikit-learn team [Pedregosa et al., 2011] from Lophaven
[Lophaven et al., 2002]. In this efficient implementation, a Gaussian pro-
cess is defined as a constant plus an error term centered around zero:
g(xi) = µ+ (xi) (2.3)
where i = {1...n} denotes the database points where the function has been
evaluated, µ is the average of the process, and (xi) ∼ N (0, σ2) the correlated
errors such that Corr((xi), (xj)) is given by the coefficient (i, j) of the
correlation matrix R, Ri,j.
It is this correlation matrix that is the core of this Gaussian process
modelling. It can have many different forms, but is generally made from a
decaying exponential that makes explicit the diminishing correlation between
outputs that have increasingly different inputs:
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Corr((xi), (xj)) = Ri,j = exp(−d(xi,xj)) (2.4)
with d a distance function, that holds the hyper-parameters of the Gaussian
process model.
In this context, the values of µ and σ2 that maximize the likelihood then
have a closed-form expression, which makes the approach computationally
efficient:
µˆ =
1TR−1g
1TR−11
(2.5)
σˆ2 =
(g − 1µˆ)TR−1(g − 1µˆ)
n
(2.6)
where g = (g1, ..., gn) is the vector of the observed outputs. A prediction at
a new input x∗ is then given by [Sacks et al., 1989]:
gˆ(x∗) = µˆ+ rTR−1(g − 1µˆ) (2.7)
with r the correlation vector between the error at x∗ and the errors at the
already sampled inputs: ri(x∗) =Corr((x∗), (xi)). The first term µˆ comes
from the average of the Gaussian process over all observations, and the second
term is the error term that corrects from this average.
2.4 Random forests
2.4.1 Decision trees
Decision trees were invented in the early 1980s simultaneously by Breiman
and Quinlan [Breiman, 2001]. Their underlying principle is to build non-
linear decision frontiers by using many linear separators, that take the form
of hyperplanes. For a set of labelled data {(xn, yn)}, with n ∈ {1, ..., N},
with y a label and with x a vector of features with l = {1, ..., L} coordinates,
these hyperplanes can be written as {xl = c}. Figure 2.3 shows an example
of such hyperplanes, in the case where x has only 2 coordinates x1 and x2.
The color of the datapoints represent their label, i.e. the associated value of
y; the goal is to learn how to separate datapoints according to their labels.
In this example the number of labels is finite (2 possibilities: blue and red),
so it’s a classification task; in the case where y ∈ R, it is a regression task.
The goal is to learn all the hyperplane separations ("boxes") on the training
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Figure 2.3: Example of splits made by a decision tree. The splits are parallel to the
axes, and try to separate as well as possible the blue dots from the red dots.
set; then when a new datapoint (from the testing set) is considered, it will
be possible to predict its label according to the area ("box") in which it falls.
The combination of all learnt hyperplanes corresponds to the machine
learning function. This constant piece-wise function can easily be repre-
sented by a tree, in which each node is associated to a hyperplane (Figure
2.3 also shows the tree corresponding to the illustrated data separation).
More specifically, for all xn ∈ RL, this function can be written as:
f(x) =
L∑
l=1
al1Kl(x),
where Kl corresponds to a subset of hyperplanes orthogonal to the canon-
ical basis (i.e. one of the "boxes"), and K1 ∪ ...∪KL is a partition of RL. al
corresponds to the value of the label attributed to the "box" Kl.
• For classification problems, al is determined by a majority vote in Kl.
In our previous example, if in a given "box" there are more points with a
blue label than with a red label, then the associated value of a will be blue.
Any testing datapoint falling within this "box" will be given the label blue.
Generally speaking, with K the total number of classes,
al(x) = arg maxk=1,...,K
∑
xn∈Kl(x)
1yn=k
• For regression problems, al is determined by the empirical mean of the
points in Kl:
al(x) =
1
|Kl(x)|
∑
xn∈Kl(x)
yn
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The main challenge to build a tree is to identify where to split the axes
in order to build the hyperplanes. Each split is identified recursively, i.e.
node after node. At a given node, the procedure aims at identifying the best
binary split among a set of ti,τ possible splits, where i corresponds to the ith
coordinate (or axis) of x, and τ to the place where to split this axis. There
are several ways to choose the values of the τ (for example, they can be drawn
according to a histogram, or regularly spaced). The best split within this set
will be chosen by optimizing a local loss function L. This loss function is
"local" because it is calculated at each node, and its entry parameters vary
according to the node. More specifically, at each node and for each split
ti,τ , the dataset currently considered S will be split in two subsets (Left and
Right), which will be used to evaluate the local loss and select a split. At
the next node, the current dataset S will correspond to the Left or Right
subset selected at the previous node, which will in turn be split, etc. The
procedure ends when a criterion (maximal depth, maximal number of leaves,
...) is reached.
• In the case of classification problems, the choices of the splits involve
minimizing the loss function based upon an impurity criterion G. The most
commonly used impurity criterion is the Gini index. For a dataset S with K
classes:
G(S) =
∑
k=1,...,K
ρk(S)(1− ρk(S)) , where ρk(S) = 1
N
N∑
n=1
1yn=k
The corresponding loss function is:
L(ti,τ , S) =
Nleft
N
G(Left(S, i, τ)) +
Nright
N
G(Right(S, i, τ)),
where Left and Right are the two subsets of S separated by the binary split
ti,τ , and Nleft and Nright are their respective cardinals. The axis and τ chosen
at a given node are (ˆi, τˆ) = arg mini,τL(ti,τ , S).
• In the case of regression problems, we maximise a local loss function
that aims at measuring the overall variance after the split:
L(ti,τ ) = Var(S)− Nleft
N
Var(Left(S, i, τ))− Nright
N
Var(Right(S, i, τ)),
with the same notations as before, and where Var denotes the empirical vari-
ance. Therefore, maximizing this loss function leads to split the data in a way
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such that the two subsets created by the split are as homogeneous as possible.
Decision trees have many advantages. In particular, they build a clear
decision frontier, which makes the interpretation of results very easy. They
are also fast and flexible (e.g. they can be used with continuous and categorial
data, for binary/multi-class classification and for regression, ...). They have
however a main problem: this estimator has a large variance (in particular,
a change at the root implies that the whole tree is different). To alleviate
this issue, several machine learning ensemble methods (random forests, extra
trees, gradient boosting) consider many trees at the same time. The random
forest is one of these methods.
2.4.2 Random forests
Random forests [Breiman, 2001] aim at reducing the variance problem by
adding randomness to the construction of the decision trees, and then take
an average of the trees’ decisions. Two sources of randomness are used while
growing the trees:
• Bagging (or Bootstrap-Aggregating): each tree is grown by using only
a subset of the original training set, via bootstraping. This means that the
data "seen" by each tree is different. It also leads to a greater robustness to
outliers.
• Selecting only a subset of axes: while growing a tree, at each node the
axes considered for a split are limited to a smaller set of axes (candidate
features) F (and no longer to all possible features, as for regular decision
trees).
Therefore, B different trees are grown from B (likely) different bootstrap
samples, using at each node a randomised subsets of F possible axes (fea-
tures) for the splits. The output of the random forest is the average over
the decisions of the B trees. It is possible to show that the variance of the
random forest estimator is smaller than that of a single decision tree. The
disadvantages are that this method is slower, and there is a loss in terms of
explanatory capability compared to a single decision tree. However, gener-
ally speaking random forests remain fast compared to many other machine
learning algorithms, and tend to yield very good performances, with little
requirements in terms of hyper-parameters optimization.
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Chapter 3
Simulation of doping effects in
LEDs
3.1 Nano-cathodoluminescence reveals mitiga-
tion of the Stark shift in InGaN quantum
wells by Si doping
High efficiency InGaN LEDs have vastly better energy efficiency compared
to traditional lighting, leading to reductions in energy consumption and air
pollutants [Humphreys, 2008]. Current LEDs use multiple InGaN quantum
wells (QW) with GaN quantum barriers (QB) between the QWs to confine
the carriers and lead to high brightness devices, such as shown in Figure 3.1a.
However, a persistent hindrance to the development of higher efficiency de-
vices is the existence of the strong polarisation field across the QWs along
the GaN polar axis [0001] [Fiorentini et al., 1999] [Bernardini et al., 1997].
The polarisation induced internal electric fields are responsible for the spatial
separation of the electron and hole wave functions in the QWs [Miller et al.,
1984] [Ren, 2015], known as the quantum confined Stark effect (QCSE). The
QCSE results in a red-shift in the emission and reduced radiative recombina-
tion rates, hence making the device less efficient. It has been suggested that
the internal electric field can be suppressed by Si doping the QBs [Deguchi
et al., 1998] [Cho et al., 1998] [Dalfors et al., 1999], and thus increase the
device efficiency. The inclusion of a Si doped layer before the growth of the
QWs has also been shown to improve the quantum efficiency [Akasaka et al.,
2004] [Otsuji et al., 2006] [Takahashi et al., 2004] [Davies et al., 2015]. More-
over, Kim et al. [Kim et al., 2015] have theoretically shown that achieving the
best device efficiency requires optimisation of the Si dopant concentrations
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through the QWs.
Figure 3.1: Schematic of the LED structures: (a) Photography of the electro-
luminescence of an LED sample. (b) Schematic of the whole LED structure.
(c) Schematic of the active region of the LED. (d) The Si doping profile and
In composition across the active region of the samples.
To confirm the simulated properties of the QWs, it is essential to resolve
the spectral properties of individual QWs and the influence of dopants on the
local emission and electric fields. Nonetheless, common luminescence char-
acterisation techniques, such as electroluminescence (EL) [Park et al., 2007]
and photoluminescence (PL) [Deguchi et al., 1998] [Cho et al., 1998], lack the
spatial resolution to resolve emission from individual QWs. Cathodolumines-
cence (CL) in a scanning electron microscope (SEM) has better spatial reso-
lution than EL or PL and has been employed to correlate the luminescence
characteristics with structural features. However, the spatial resolution is
several tens of nanometers [Petrov and Gvozdover, 1991] [Sonderegger et al.,
2006] [Lim et al., 2009] [Merano et al., 2005] and a further improvement in
spatial resolution is necessary to study the spectral properties of individual
QWs.
Recently, by performing CL in a scanning transmission electron micro-
scope (STEM), a CL spatial resolution of a few nanometers has been achieved
by Zagonel et al.; an approach referred to as nano-CL [Zagonel et al., 2010]
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Figure 3.2: Experimental cathodo-luminescence spectra of the samples A, B
and C, with mean emission wavelength and standard deviation.
[Zagonel et al., 2012]. Their nano-CL studies on GaN/AlN quantum discs
have shown a blue shift caused by quantum confinement for the first time on
the same length scale as the device structure. Since then, nano-CL has been
used to study spectral properties of GaN quantum dots [Schmidt et al., 2012],
stacking faults in GaN nanocolumns [Urban et al., 2015], InGaN insertions
in nanowires [Zhou et al., 2015] [Tourbot et al., 2012], and quasi-bulk InGaN
[Pantzas et al., 2015]. Nano-CL is thus the only method that can discern
the local influence of dopants on the emission properties of individual InGaN
QWs.
In this chapter, we use the spectral properties of individual InGaN QWs
in LEDs and reveal the influence of doping on the peak emission wavelength
[Griffiths et al., 2015]. Nano-CL performed by J.T. Griffiths and S. Zhang
is used to resolve the QCSE shifts of individual QWs and the suppression of
the internal electric field by Si doping in different LED designs, and Poisson-
Schrödinger simulations give us a model of what is happening.
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3.2 Simulation of Stark shift mitigation in In-
GaN quantum wells by Si doping
To understand the correlation between the Si doping and the variation in
emission wavelengths, electronic band profile calculations of the experimen-
tal structures (Fig. 3.1 and 3.2) are performed using the APSYS simulation
package. Materials parameters were taken from the text by J. Piprek [Piprek,
2007]. The band structure was calculated using the 6 × 6 k · p method
[Chuang, 1991] in a finite volume approximation. The carrier transport equa-
tions were self-consistently computed and coupled with the Schrödinger equa-
tion to determine the confined states in the QWs. Schrödinger and Poisson
equations were solved iteratively to account for the band structure deforma-
tion with carrier redistribution. We use the literature values for the ionisation
energy of Si in GaN (20 meV), as well as a 50% activation fraction [Eiting
et al., 1998] [Irokawa et al., 2005] [Hager et al., 2009]. Simulations were per-
formed at zero bias, corresponding to the state examined during nano-CL
experiments. Figure 3.3 (right) shows the calculated emission wavelengths
of each QW accurately reproduce the variations in the emission wavelength
of all three samples within the experimental errors. The calculated electric
field at each QW shown in Figure 3.3 (left) shows the same trend observed
in the emission wavelength. The mitigation of the QCSE is able to solely
explain the observed variation in emission wavelength between each QW and
reflects the difference in the local electric field at each QW. We observe that
the electric field is uniform across the QWs in sample C with up to 1017 cm−3
Si doping in the QBs. With 1018 cm−3 Si doping introduced in samples A
and B the electric field decreases towards QW6. An additional reduction in
the electric field of QW1 is seen in sample A, with the higher level of doping
in QB0. The additional reduction in the electric field of QW1 results in a
more even reduction in the electric field across the QWs in contrast to sample
B. Among the three structures, sample A shows the smallest overall electric
field and strongest mitigation of the QCSE.
To explain the observed variation in emission wavelength and electric
field between QWs, the simulated band profiles, charge concentrations, and
electric field of sample A are shown in Figure 3.4. The central figure 3.4 shows
the polarisation charges are localised at the interfaces between the QW and
QB and have the same magnitude across all QWs as they only depend on the
QW width and composition. The Si+ concentration is significantly higher in
QB0 due to the increased doping concentration in this barrier. The electron
concentration decreases from QW1 to QW6 (Figure 3.4 left), due to the
conduction band rising from QW1 to QW6 with respect to the Fermi level
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Figure 3.3: Left: The calculated variation in the internal electric field of each
QW. Right:The simulated variation in the emission wavelength across each
QW, plotted with the experimental data.
(Fig. 3.4 (right)). The hole concentrations are negligible as the Fermi level
is significantly higher than the valence band when the structure is unbiased.
Figure 3.4 (centre) shows the electric fields caused by the polarisation charges,
Si+, and the free electrons, calculated by the integration of the respective
charge concentrations along the growth axis. The electric field caused by
polarisation charges is -1.55 MV/cm in each of the six QWs. The Si+ electric
field is of the opposite sign to the polarisation field and hence mitigates the
field. However the electric field of the electrons enhances the polarisation
field. The significantly larger Si+ concentration in QB0 of sample A screens
the electric field of QW1 and results in the observed blueshift of QW1 with
respect to QW2. For sample B, the doping in QB0 is the same as in the
subsequent QBs and therefore we do not observe a blueshift of QW1 with
respect to the subsequent QWs. The observed reduction in the field over QW2
to QW6 of sample A is due to the reduction in the electron populations. The
lower electron concentrations in QW3-6 do not enhance the polarisation field
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Figure 3.4: For sample A only: Left: The concentration of polarisation
charges, electrons, and Si+ dopants. Middle: The electric field due to the
polarisation charges, electrons, Si+ dopants, and the resultant electric field.
Right: The equilibrium band profile with the confined electron and hole
states in the QW displayed.
as greatly as QW2, which leads to the observed blueshift in the emission
wavelength from QW2 to QW6. Likewise, the blueshift from QW1 to QW6
seen in sample B is due to the reduction in the electron populations from
QW1 to QW6, while the Si+ concentration remains the same for each QB.
3.3 Conclusion
In conclusion, band profile simulations reproduce the experimental variations
in the emission wavelengths revealed by nano-CL. Three LED designs are in-
vestigated and simulated, that show different mitigation of QCSE in their
QWs caused by their different doping profiles. These simulations provide a
simple and yet accurate model that attributes the experimentally observed
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reduction in the emission wavelength to the mitigation of the QCSE.
As the reduction of QCSE is linked to an increase in efficiency, the asso-
ciation of the analysis of the CL emission of LEDs at the quantum well scale
and their accurate modelling provides a valuable tool for the optimisation of
light emitting diodes.
The association of nano-CL with Poisson-Schrödinger simulations can
thus serve as an approach to study and refine the design of future optoelec-
tronic nanostructures, including the effects from doping and lead to greater
improvements in device efficiencies and functionality. This approach can aid
in the understanding of the emission properties of a wide range of nanostruc-
tures with quantum confinement, in the nitride community and beyond.
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Chapter 4
Simulation of inhomogeneous
electroluminescence in LEDs
In this chapter, we investigate [Ren et al., 2016] the cause of inhomogeneous
electroluminescence (EL) which can be observed in c-plane InGaN/GaN
LEDs [Lin et al., 2012b] [Wallace et al., 2014] [Wallace et al., 2015]. We inves-
tigate in particular LEDs that exhibit luminescent features of higher bright-
ness than the surrounding material when under bias. The use of Poisson-
Schrödinger calculations allowed us to explain the correlation between lo-
cal emission properties in the LED (experimentally observed by Christopher
Ren) and micro and nano-scale structural features, thus offering an explana-
tion to the cause of the inhomogeneous EL.
The LED structures investigated were grown by low-pressure metalor-
ganic vapour-phase epitaxy (MOVPE). The structure studied consists of a
low dislocation density (ca. 5× 108/cm2) GaN template on sapphire with a
2 µm layer of undoped GaN followed by a 3 µm layer of silicon-doped GaN,
a 5 period InGaN/GaN multiple quantum well (MQW) region (well width
= 3.9 nm) with unintentionally doped GaN barriers (7.6 nm), a magnesium
doped AlGaN electron blocking layer (20 nm) and a magnesium-doped GaN
cap layer (117 nm). The QWs were grown using the two-temperature - "2T"
- method described by Oliver et al. [Oliver et al., 2013], in which reference
full details of the growth of the LEDs may be found. Note that the LEDs de-
scribed in these two papers have a different QW thickness and do not display
the same EL inhomogeneity reported here.
EL hyperspectral images were collected by Christopher Ren in order
to characterise the local optoelectronic properties at the inhomogeneities.
STEM-EDX was performed by Christopher Ren as well on an area of the
lamella containing a portion of the V-shaped defect in order to determine
any compositional changes the defect may have induced in the LED struc-
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ture. Fig. 4.1 b), c), d) show the compositional analysis of the EDX mapping
in the area delineated by the red dashed line Fig. 4.1 a). In the gallium (Ga)
indium (In) and maps (Figs. 4.1 b) and d)) we observe that the InGaN QWs
are significantly disrupted by the hexagonal defect. Additionally, we see in
Fig. Figs. 4.1 c) the Al signal overlapping with the QW In signal, and the
penetration of In below the QW stack along the pit.
Figure 4.1: a) HAADF-STEM image of a V-shaped defect disrupting the
active region of the LED structure, (150 nmscale bar). Cliff-Lorimer analysis
of the ternary composition: b) Ga composition c) Al composition and d) In
composition. The dashed red square in a) shows the area of b), c), and d).
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Figure 4.2: a) CCD image of features analysed by EL hyperspectral imaging,
b) peak intensity, c) peak energy and d) emission FWHM of the features.
4.1 Simulation of electroluminescence inhome-
geneities, as revealed by hyperspectral EL
imaging
We investigated the mechanisms by which the presence of the AlGaN laterally
adjacent to the InGaN QWs associated with this hexagonal defect could
disrupt the EL properties (see Fig. 4.2) of the LED through the use of
numerical calculations as described in [Piprek, 2014]. The LED structure
was simulated with similar dimensions to our devices, with the presence of
the V-shaped defect simulated, as shown in Fig. 4.3.
The results of the calculations are shown below in Fig. 4.4. We find that
the presence of the V-shaped defect results in an area with a high radiative
recombination rate adjacent to the defect. The mechanism behind this effect
can be determined by examining the electron and hole concentrations across
the active region in the area neighbouring the V-shaped defect (red lines in
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Figure 4.3: Simulated LED structure, with an incorporated V-pit defect
disrupting the active region.
Fig 4.4) and further away (black lines in Fig 4.4). The electron concentration
(Fig 4.4 c) close to the inclusion remains largely unchanged compared to the
surroundings, whereas the hole concentration in the lowest QW (Fig 4.4 (d))
is enhanced, resulting in an increased radiative recombination rate as shown
in Fig. 4.4 b).
As such, the numerical calculations suggest the presence of this type of
inhomogeneity in the EL can be explained by the increased hole injection in
the area around the V-shaped defect. Our model shows that this is due to
the influence of what can be seen as an effective lateral heterojunction being
formed in the MQW by the presence of AlGaN in the defect. This explanation
is supported by the hyperspectral EL data shown in Fig. 4.2: the spectral
blue shift observed in Fig. 4.2 (c) and the emission line-width broadening
observed in Fig. 4.2 (d) both of which may be due to valence band filling
near the V-pit by the excess hole concentration. It is nonetheless important
to note that the contribution of the bundle of TDs to local conductivity [Han
et al., 2013] [Shan et al., 2011] has not been incorporated in this model. We
also note that the lateral dimension and relative brightness of the feature
depend on the p-doping of the AlGaN sidewalls of the defect, however the
feature exists across a range of dopant concentrations examined in our model.
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Figure 4.4: APSYS calculations results a) Radiative recombination events b)
radiative recombination profiles c) electron concentration d) hole concentra-
tion. Red and black traces correspond to the profiles shown in a). In b), c)
and d), the p-side top well is to the left.
4.2 Conclusion
In conclusion, Poisson-Schrödinger calculations suggest that the mechanism
behind the bright features can be explained by the enhanced injection of holes
in the active region due to the presence of AlGaN in the V-shaped defect.
Our analysis suggests that careful control of GaN template growth is key
to avoiding such lateral inhomogeneity in the EL from these devices.
The association of multi-microscopy analysis with Poisson-Schrödinger
simulations show that disruptions of the active region with structural defects
can lead to a detrimental accumulation of carriers. We believe this approach
can generalise to the analysis and simulation of a wide array of structures
where the quantum confinement is disturbed.
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Chapter 5
Parametrisation of simulations
from experimental results using
machine learning
5.1 Background on simulation design by active
learning
Reinforcement learning for calibrating simulations is an emerging field, and
the number of papers exploring this idea is relatively small. The methods
proposed usually consist of a supervised predictive modeling coupled with an
active learning strategy to select the next datapoints (the next simulations
to run); each new simulation adds a new datapoint to the training data of
the predictive model. The predictive algoritm’s input typically corresponds
to the parameters of the simulation, and its output to the result of the sim-
ulation.
Gramacy [Gramacy et al., 2004] uses a hierarchical predictive model: the
input data are partitioned into sub-samples by a decision tree, and a Gaus-
sian process model is built on each of the sub-samples. Then the following
data point (next simulation to be run) corresponds to the one with the largest
standard deviation in terms of predicted output. In a similar way, [Pfingsten,
2006] uses Gaussian processes as a predictive model, and the next simulations
to be run are also selected according to the predictive model’s variance. The
author tests the algorithm on three different finite elements simulations of
electro-mechanical devices, and shows that for a given number of iterations
a much higher accuracy can be reached with this strategy as compared to
passive learning.
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Burl [Burl and Wang, 2009] applies several different approaches to a toy
simulation consisting in balancing the stick of an inverted pendulum in or-
der to reach a vertical position. At each iteration, a supervised learning
algorithm is built to create a predictive model from the currently available
training data; its inputs are the simulations’ parameters, and the output
corresponds to wheather the simulations were successful (+1) or not (-1).
Three different types of predictive models are tested: support vector ma-
chines, kernel density estimation, and Gaussian processes. The authors also
compare several active learning strategies to pick the next simulation to be
run: passive learning (random choice), most confused point (choice of the
most uncertain point given the current state of knowledge), most informa-
tive point (choice based on the largest information gain), and a meta-strategy
(random choice given a weighted preference over the points).
Naik [Naik et al., 2013] [Naik et al., 2016] applies an active learning
strategy on both simulation and experimental data of chemical compounds
for drug development. Their approach relies on clustering the simulation /
experimental results, and using a correlation analysis to select which simula-
tions / experiments to run next. They show that they are able to identify the
effect of chemical compounds while performing only a fraction of all possi-
ble simulations / experiments. Cevik [Cevik et al., 2016] uses reinforcement
learning to calibrate cancer simulations. They use an ensemble of neural
networks as predictive model. This model takes as input the simulations’
parameters, and as output a score measuring the conformity of a simula-
tion’s results to observed outcomes. The neural network model is then used
to identify a batch of points with the best predicted scores, and the corre-
sponding simulations are run and added as new training points. By using
this strategy, the authors show that they require 100 times fewer trials to
identify the 69 parameter sets found to match observed data in a previous
study, as compared to a brute-force approach.
5.2 Active machine learning coupled with sim-
ulations
We use an approach similar to our work in [Rouet-Leduc et al., 2016]. This
approach has two main components: the use of a machine learning regression
to predict the output of the simulation (given its parameters), and the EGO
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[Jones et al., 1998] heuristic to select the next sample point (i.e. the param-
eters of the next simulation to run). EGO (see chapters 6 and 7 for more
details) aims at minimizing the expected distance between the simulation and
the experiment, accounting for the machine learning model’s uncertainty. Let
Dn be the dataset constituted of xn the parameters of all simulations run
so far, and yn the associated distances. With ymax the best distance in the
dataset Dn, the expected improvement in distance for a new y is expressed
as:
v(x,Dn) =
∫ ∞
ymax
(y − ymax)P (y|x,Dn)dy
=
σ√
2pi
(
e−α
2
+
√
piα erfc(−α)
)
(5.1)
where erfc( · ) denotes the complementary error function, µ and σ denote the
empirical mean and standard deviation of the machine learning model, and
α = (µ−ymax)/
√
2σ is the scaled difference between the expected distance of
x and the highest distance in our dataset. In summary, EGO aims at selecting
the predicted best simulation while taking into account model uncertainty
(exploring regions of space where the algorithm is unsure, to avoid being
stuck in local minima).
Then the parameters chosen for the next simulation to be run are:
xn+1 = arg maxxv(x,Dn) (5.2)
The EGO algorithm was initially developed in association with Gaussian
processes, and Gaussian processes were used in [Rouet-Leduc et al., 2016].
We implemented the algorithm with Gaussian processes and random forests
(RF). This second choice is motivated by two main arguments: since an RF
model is an ensemble model built out of many decision trees, it is straightfor-
ward to retrieve an empirical mean and standard deviation from this ensemble
of models. This is what we use for µ and σ. Furthermore, Scornet recently
showed [Scornet, 2016] that under some assumptions, random forests con-
verge towards Gaussian processes when the number of decision trees goes to
infinity, which also justifies the use of Eq. 5.1 here.
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5.3 Fitting a model to experimental data with
reinforcement learning
To develop the method we used the APSYS Poisson-Schrödinger simulation
package to model experimental results obtained by M.A. Hopkins from the
University of Bath, from a 10 quantum wells GaN/InGaN LEDs grown by
M. Kappers from the University of Cambridge.
The critical part of this automatised parameter tuning algorithm is to
identify a suitable metric to measure how close the modelled and experimen-
tal data are.
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Figure 5.1: Experimental External Quantum Efficiency (EQE) from a 10
quantum wells GaN/InGaN LED.
We build our own measure of "resemblance". The experimental data we
use here only give us external quantum efficiency (EQE) in arbitrary units
as a function of current density (Fig. 5.1). For the sake of demonstrating
the fitting A.I. developed in this chapter, we arbitrarily assume their peak
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IQE to be around 65%, and neglect variations of extraction efficiency with
current density.
We then use as a measure of distance d between simulation and experi-
ment the average distance in IQE between the two at a finite set of current
densities {Ii}i=1...n:
d =
1
n
n∑
i=1
|ηIQE,exp(Ii)− ηIQE,sim(Ii)| (5.3)
This measure serves as the label y of the machine learning regression.
We note here that adapting this approach to new experimental setups
would require tuning the metric used here, or building a new one altogether.
In line with our work in [Rouet-Leduc et al., 2016], the reinforcement
algorithm has two main steps:
First, a number of simulations are run, with parameters selected via
a latin hypercube. Latin hypercube sampling aims at generating pseudo-
random parameter values from a multidimensional distribution such that the
multi-dimentional volume is uniformly sampled. The machine learning re-
gressor uses these first points to build an initial model, linking parameters
of the simulation to the corresponding distance (label).
Then the iterative process begins. The best parameters to explore next
are selected through the EGO heuristic (see chapter 6 and 7 for details), and
the corresponding simulation is run. The associated distance is then added
to the database, and the machine learning model is updated. This step con-
tinues until we consider that the model is strong enough.
Besides minimizing the distance, this approach allows to build a model
that can predict the performance of the simulation (distance from exper-
iment given by Eq. 5.3) according to its parameters. As the model be-
comes good enough, the advantages in terms of computation cost become
obvious, as predicting simulation outputs with Gaussian processes or ran-
dom forests is several orders of magnitude faster than running a full-scale
Poisson-Schrödinger simulation. To evaluate this model, we draw 20 points
with parameters selected uniformly at random, that we use as a test set.
In the following sections, we measure the score of the model through the
R2 score. We optimized hyper-parameters by 5-fold cross validation on the
hypercube data, and kept these optimized parameters afterwards.
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Fitting the model to the experiment
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Figure 5.2: Automatic fitting in a 6-dimensional space using Gaussian pro-
cesses. The input of the GP model consists in 6 different parameters of the
simulation, that are allowed to vary on a range that spans 2 orders of mag-
nitude. The output is the distance between the resulting simulation and the
experiment, according to according to Eq. 5.3. The database is built by
running the Poisson-Schrödinger simulations, and the GP model becomes a
proxy for those simulations, that gets more and more accurate as the active
learning progresses. Upper figure: simulation closest to the experiment so
far. Lower figure: R2 score of the GP model that predicts how a new sim-
ulation is going to be close to the experiment, as a function of the active
learning steps. The score is evaluated on a testing set of 20 simulations that
have random parameters.
The use of Gaussian processes and the active learning algorithm described
above enables us to automatically fit the model to the experimental results
from M.A. Hopkins and M. Kappers. The aim here is to find the parameters
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of the model that will lead to similar efficiency curves.
In this example, the algorithm relentlessly explores a 6-dimentional pa-
rameter space that includes: the polarisation screening, the Auger coefficient
of non-radiative recombination, the lifetime coefficient of the carriers, the
scattering coefficient of the carriers in the active region, and the exchange
coefficient that normalizes the bandgap to account for exchange effects. In
this high-dimensional space it is able to automatically find physical parame-
ters that very closely match the experimental results, as seen on Fig. 5.2.
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Figure 5.3: Result of the machine learning-based parametrisation of the
Poisson-Schrödinger simulation. A simulation using random parameters is
shown to give a sense of the variability of the simulation outputs.
We compared the performance of Gaussian processes and random forests.
Gaussian processes are much faster at finding small distances, and tend to
build a better model than random forests (their R2 is higher). Generally
speaking, Gaussian processes can be very efficient when there are few data-
points, and the true underlying model is rather continuous.
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Interestingly the R2 curve as a function of the active learning step of
the Gaussian processes model shows drops. These drops are not nearly as
marked with random forest models.
This is likely to be because there is a change in input distribution when
shifting from the latin hypercube data to the EGO data, and prior distribu-
tion is crucial with Gaussian processes.
In the end, the best modelled stress curve looks very similar to the ex-
perimental data, and is extremely close according to our metric.
On Fig. 5.3 we show the experimental results we are fitting, the simulation
results of the fitting algorithm, and a simulation ran with random parameters
to give an idea of the variability of the simulations.
5.4 Conclusion
In this work we showed machine learning is a very powerful tool for setting
up simulation parameters to agree with experimental results. This setting
up can be done automatically, removing a labour intensive aspect of simula-
tions. The algorithm intelligently navigates the parameter space to minimise
the overall number of simulations required to fit experimental results, by
interpolating missing simulations from existing ones.
This automatic tuning of the simulations to experiments enables to easily
integrate new experimental results, thus making the simulations more robust
and quantitatively accurate.
In addition to automatically and efficiently prepare simulation parame-
ters, the method developed here produces a model that maps physical pa-
rameters to the ability of the simulator to reproduce the experiment. This
enables the visualisation and a better understanding of the effects of the
parameters in the simulation model.
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Chapter 6
Convergence of opto-electronic
devices simulations using machine
learning
In order to run Poisson-Schrödinger simulations of optoelectronic devices
(such as LEDs or transistors), one must solve equations of both classical
and quantum length scales. These simulations often include many parame-
ters; according to their values and the device simulated, convergence can be
difficult and may require a laborious process involving trial and error.
Here we try to accelerate the Poisson-Schrödinger convergence process,
by relying on machine learning and statistical methods to suggest new pa-
rameters to be sampled in a highly targeted way. To this end, we use the
Efficient Global Optimisation (EGO) strategy of Jones et al. [Jones et al.,
1998]. The EGO strategy allows us to iteratively select sample points in order
to maximise the expected improvement in convergence, while simultaneously
accounting for model uncertainty. Our approach relies on a "database" of
simulations with known numerical and/or physical parameters (i.e. mesh
density and geometry, solver parameters, etc.), and labelled by the resulting
progress towards convergence. Using this database, we build a ML regres-
sion model to predict the convergence of unseen simulations. The algorithm
proceeds iteratively: after a new simulation is run, its result is added to the
database and the ML model is updated. A greedy approach to experimen-
tal design would consist in sampling only the simulations for which the ML
model predicts maximum convergence. Here however, we need to reach a
more delicate balance between exploration and exploitation, in order to find
global optimum parameters. Therefore we also explore parameters for which
the ML model is uncertain. This approach improves the global accuracy of
the ML model, and avoids being trapped in a region of the parameter space
68
for which the convergence is only locally maximal.
6.1 Random forests to model convergence
Our approach successively relies on a Random Forest (RF) regression to pre-
dict convergence rates, and on the EGO heuristic to select the next sample
point, that maximises the expected improvement in convergence rates ac-
cording to the RF model uncertainty.
Figure 6.1: Structure of a GaN transistor device, simulated with the help of
the automated converger.
Random Forests [Kleinberg, 1996, Ho, 1998, Breiman, 2001] are a pop-
ular machine learning algorithm for both regression and classification. Ap-
plications of random forests, or machine learning in general, to parameter
optimisation in algorithms is an emerging field [Hutter et al., 2011, Bergstra
et al., 2011, Rouet-Leduc et al., 2016], and to our knowledge this is the first
attempt to apply it to the convergence of optoelectronic simulations.
Here, the predictive output of our regression model corresponds to the
fraction of convergence for a given simulation: 0% means that the simu-
lation did not converge at all, while 100% corresponds to a simulation that
converged successfully. This percentage is determined by the completion frac-
tion of optoelectronic simulations, where voltages or currents are increased
up to target values. For example, a simulation where the drain to source
voltage was to be ramped up from 0 to 20V, and that failed at 15V, would
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have converged at 75%. This method readily extends to simulations that
have a target error instead.
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Figure 6.2: Example of application of the active learning for the convergence
of simulations of GaN transistors. With random numerical parameters, ≈
15% of the simulations converge. Once the active learning begins (black
vertical bar), within a few iterations most of the simulations fully converge.
A RF corresponds to an ensemble of many decision trees; the prediction
of the forest is an average of the predictions of each individual tree. Since
they are built from many decision trees, RFs allow to quantify uncertainty.
Here we work in the space of numerical and physical parameters x, and the
RF is used to model the probability distribution of the convergence ratio
y = f(x).
We use the RandomForestRegressor module of the scikit-learn Python
package [Pedregosa et al., 2011].
The RF model maps a dataset of numerical and physical parameters
Dn = {(xi, yi)i=1...n} to its associated convergence ratios. More specifically,
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Figure 6.3: a: Representation of the random forest that constructs our pre-
dictive model. Each tree node indicates a split, and the color indicates which
feature is used to make the decision. b: The predictive model as a function
of 2 variables.
each RF model is built from a dataset Dn = {(xi, yi)i=1...n} containing sim-
ulation parameters xi and the corresponding convergence ratios yi. Once
trained, this model can predict the convergence ratio y for a new set of pa-
rameters x. Then the question of future simulations arises: what is the best
approach to select new parameters (xn+1,xn+2, ...) such that the associated
simulations achieve better convergence? Here the EGO strategy comes into
play: at each step in the algorithm loop, the next selected parameters should
optimise the expected improvement in convergence, accounting for model un-
certainty [Jones et al., 1998, Lophaven et al., 2002, Rouet-Leduc et al., 2016].
With ymax the best convergence ratio currently in the dataset Dn, this ex-
pected improvement in convergence may be expressed as:
v(x,Dn) =
∫ ∞
ymax
(y − ymax)P (y|x,Dn)dy
=
σ√
2pi
(
e−α
2
+
√
piα erfc(−α)
)
(6.1)
where erfc( · ) denotes the complementary error function, α = (µ−ymax)/
√
2σ
the scaled difference between the expected convergence ratio of x and the
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highest convergence ratio in our dataset, and σ the empirical standard devi-
ation of the RF model (see Chap. 5).
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Figure 6.4: The active learning algorithm builds a very accurate model map-
ping the numerical parameters to the convergence. The above results show
the predicted convergence for out of sample simulations (data never seen
by the algorithm). The input of the model consists in 5 parameters of the
simulation, and the output is the predicted fraction of convergence. The sim-
ulation parameters are allowed to vary within a range that spans 3 orders of
magnitude. The database is built by running the Poisson-Schrödinger sim-
ulations. The R2 is evaluated on a testing set of 20 simulations that have
random parameters. The error bars show the uncertainty of the prediction,
as given by the empirical standard deviation of the predictions from the de-
cision trees that constitute the random forest. The uncertainty of the model
is higher for the simulations that have a high convergence rate, as they are
rarer than the failed simulations in the training set.
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We select the next sample point to optimise the objective function v:
xn+1 = arg maxxv(x,Dn). (6.2)
The selected numerical parameters xn+1 are used as input in a Poisson-
Schrödinger code and its associated convergence ratio yn+1 is returned by the
APSYS software. The next step consists in extending our dataset Dn+1 =
Dn ∪ {(xn+1, yn+1)}, and updating the RF model P (y|x,Dn+1) accordingly.
The updated model is used to select another sample point via Eq. (6.2).
This iterative process continues until convergence can be reliably achieved.
It allows to simultaneously build a predictive ML model of simulation con-
vergence, over a broad range of numerical and/or physical parameters.
When the model reaches a high degree of certainty, the objective function
primarily seeks to select new points x with higher expected convergence µ
than the best known ymax. In contrast, when there is no obvious opportu-
nity to improve on the best known convergence ratio, the algorithm becomes
primarily exploratory and favours points x with the largest model uncer-
tainty. For intermediate cases, the strategy described in Eq. (6.2) balances
exploitation (maximizing µ) and exploration (maximizing σ). This trade-off
between exploitation and exploration avoids getting stuck in local maxima:
once a region of successful simulations has been well explored, the algorithm
samples from a region of larger uncertainty, even if the predicted convergence
ratio is mediocre.
6.2 Global optimisation of convergence using
active machine learning
In this section, the point x represents the parameters of a GaN transistor
simulation (see Fig. 6.1 for a schematic). To demonstrate our method, we
optimise 5 parameters of the simulation. Therefore, each input point x has 5
parameters: 3 physical parameters (the polarisation charge of the transistor
channel, the polarisation charge of the top side barrier, and the p type trap
concentration of the buffer layer) and 2 numerical parameters (the damping
step of ramping the gate-source voltage, and the damping step of ramping the
drain-source voltage). We chose here to use our algorithm on GaN transistor
simulations, as they are among the most difficult to achieve convergence with.
Our simulations of GaN transistor devices rely on the APSYS software
package, with materials parameters taken from [Piprek, 2007]. The band
structure was computed using the 6 x 6 k.p method [Chuang, 1991] in a fi-
nite volume approximation. The equations related to carrier transport were
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self-consistently computed and coupled with Schrödinger’s equation, in order
to determine the confined states in the quantum well formed by the channel.
Schrödinger and Poisson equations were solved iteratively to account for the
band structure deformation with carrier redistribution. The carrier trans-
port consists of drift-diffusion of electrons and holes, Fermi statistics, and
thermionic emission at hetero-interfaces, as well as band-to-band tunneling.
In the simulations, we ramped up the drain-source current of the transistor
to from 0V to 10V, and then ramped the gate-source current from 0V to -6V.
We use the machine learning algorithm described in Eqs. (6.1) and (6.2) to
optimise convergence within the 5-dimensional space of our transistor simula-
tions. Fig. 6.2 illustrates the strength of our algorithm: the first 100 iterations
show the convergence of simulations with random parameters, while the fol-
lowing simulations are automatically set up through our random-forest based
active learning strategy. Once this strategy kicks in, it is able to find mostly
converged simulations in about 10 iterations. Subsequent iterations lead to
little improvement in convergence, and focus instead on decreasing model
uncertainty. Learning steps 150 through 700 (Fig. 6.2) allow to construct
a very robust model over the global space of transistor simulation parame-
ters. At iteration 700 the algorithm is fully converged, and the coefficient of
determination on our testing set is R2 > 0.98 (Fig. 6.4).
6.3 Conclusion
In summary, our active learning strategy rapidly identifies physical and/or
numerical parameters leading to the convergence of advanced GaN transistor
simulations, while simultaneously building a random forest regression model
that predicts the convergence of a wide range of structures. We relied on the
objective function in (6.1) for experimental design, which balances exploita-
tion (high predicted efficiency) and exploration (high model uncertainty). At
each iteration in our algorithm, this objective function guides the selection
of a new transistor simulation, that is used to expand our RF model.
The algorithm we introduce demonstrates the power of machine learning
for automated convergence; this method also applies to the convergence of
different optoelectronic simulations, such as LEDs.
In this chapter, we demonstrated that global optimisation based on active
learning can rapidly and automatically explore Poisson-Schrödinger simula-
tions of gallium nitride devices, and can drastically accelerate their conver-
gence, a process that can take weeks of work to achieve by hand.
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Chapter 7
Machine learning for the
automatic design and
optimisation of LEDs
The use of GaN-based light emitting diodes (LEDs) for very high light output
applications is limited by their so-called efficiency droop [Stevenson, 2009].
Beyond high current densities (>10A/cm2), LED efficiency at room temper-
ature quickly drops as a function of injected current. There is an ongoing
debate regarding the causes of this droop, the main proposed mechanisms
being: 1) Auger recombination [Gardner et al., 2007, Iveland et al., 2013];
2) hole injection efficiency [Xie et al., 2008, Pope et al., 2003]; 3) carrier
escape from the active region [Schubert et al., 2009]; and 4) carrier delocal-
isation effects [Hangleiter et al., 2007, Oliver et al., 2010, Badcock et al.,
2013]. However, all these models link efficiency droop to high carrier con-
centrations within the active region of the LED [Laubsch et al., 2009, Lin
et al., 2012a]. Therefore, to delay the onset of droop with respect to the
injected current, one seeks to optimise LED structures in order to spread
out evenly carrier concentrations across the active region. Although the
Poisson-Schrödinger simulations used here are not fully accurate, the same
optimisation strategy will also apply directly to laboratory fabrication of
LED structures. Our approach allows us to rapidly build a model mapping
LED structure to simulated efficiency, thereby overcoming time-consuming
trial and error based simulations. The efficiency at high current densities
of our simulated structures optimised with machine-learning exceed those of
reference LED structures by close to 40%.
We use statistical and machine learning (ML) techniques to accelerate
the LED design process, by identifying new structures to sample (i.e. build
or simulate) in a highly targeted way. We rely on the Efficient Global Opti-
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misation (EGO) strategy of Jones et al. [Jones et al., 1998], that iteratively
selects sample points with the aim of maximising expected efficiency improve-
ment while simultaneously accounting for model uncertainty. We build an
ML regression model to predict the efficiency for as-yet unseen structures,
from a “database” of LEDs with known structure (i.e. number of layers, their
composition, doping, and widths) labelled by resulting electro-luminescence
internal quantum efficiency. After a new LED structure is sampled, its char-
acteristics and resulting efficiency are added to the database, and the ML
model is updated. Instead of purely selecting new LED structures for which
the ML model predicts the greatest efficiency, our method also favours struc-
tures for which the ML model is uncertain. This approach strikes a more
delicate balance between exploration and exploitation, and helps to find a
globally optimum LED. More specifically, this trade-off allows to improve
the global accuracy of the ML model, and therefore minimises the chance of
getting stuck in a region of the LED design space for which the efficiencies
are only local maxima.
7.1 Global optimisation using Gaussian Pro-
cesses
Our approach to optimisation relies on two components. First, a Gaussian
process (GP) regression predicts LED efficiency. Second, the EGO heuristic
selects the sample point maximising the expected improvement in efficiency,
according to the GP model uncertainty. A key advantage of GP regression
is that it includes uncertainties along with its predictions. Our work builds
upon a long history of applying GP to computer simulations [O’Hagan and
Kingman, 1978, Sacks et al., 1989] and to global optimisation [Journel and
Huijbregts, 1978, Gupta and Miescke, 1996, Jones et al., 1998, Osborne et al.,
2009, Frazier et al., 2009, Srinivas et al., 2012]. Here we work in the space of
LED structures x, and the GP models the probability distribution of the sim-
ulated electro-luminescence efficiency y = f(x). GPs can be interpreted in a
Bayesian context, in which the characteristics of the function being learned
(such as smoothness and variation length-scale) are modeled as a ‘prior’ dis-
tribution over the general space of functions. Then, given a dataset D of
LED structures and their associated efficiencies, the Bayes rule can be used
to obtain a ‘posterior’ normal distribution for LED efficiency [Rasmussen,
2006]. More specifically, for an as-yet unobserved LED structure x, the
GP model produces a posterior distribution P (y|x,D) ∝ exp[(y − µ)2/2σ2],
where µ corresponds to the expected efficiency and σ to its standard devi-
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Figure 7.1: Schematic of the LED that the learning algorithm was given the
task to optimise. Left: reference LED structure. Right: conduction band
of the active region of the reference LED structure, at high current density
(75A/cm2).
ation. In this chapter, we use the gaussian_process module of the scikit-
learn Python package [Pedregosa et al., 2011, Lophaven et al., 2002], with a
squared-exponential auto-correlation function and hyper-parameters deter-
mined by the maximum likelihood principle.
We rely on a dataset Dn = {(xi, yi)i=1...n} of LED structures and their
measured efficiencies. For a LED structure x, the GP model produces a
normal posterior distribution P (y|x,Dn) with mean efficiency µ and standard
deviation σ. We aim at identifying new LED structures (xn+1,xn+2, ...) such
that we most quickly find LEDs with very high efficiencies. For this purpose,
we rely on the EGO strategy: at each step in the design loop, the next LED
structure to sample should be selected to optimise the expected improvement
in efficiency, after accounting for model uncertainty [Jones et al., 1998]. More
specifically, with ymax denote the efficiency of the best LED device currently
in our dataset Dn, the expected efficiency improvement may be expressed as
Eq. 6.1.
Fig. 7.2b provides a visualisation of the EGO strategy: the next simu-
lation x to be run is the one that corresponds to the largest red area, i.e.
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Figure 7.2: Adapted from [Rasmussen, 2006]. Gaussian processes-based mod-
els have built-in confidence intervals, that we use to select the most promising
simulation to run. (a): The prior distribution of possible proxy functions of
the simulator. (b): The posterior distribution of proxy functions, filtered to
account for the observed results of the simulator. The red area represents
the EGO heuristic, that chooses the next simulation based on whether it is
highly promising or highly uncertain. Where the standard deviation of the
posterior model reaches 0, it indicates a data point.
to the largest possible improvement. Note that in this theoretical example
figure, the algorithm already found the best possible structure, but will still
explore structures with great uncertainty.
We select the next sample point to optimise the following objective func-
tion:
xn+1 = arg maxxv(x,Dn). (7.1)
The new LED structure xn+1 becomes an input to a Poisson-Schrödinger
code (described below) calculating the simulated efficiency yn+1. Our dataset
Dn+1 = Dn∪{(xn+1, yn+1)} is then extended, and we update the GP posterior
P (y|x,Dn+1), which is used to select another sample point via Eq. (7.1). This
iterative process is repeated until an efficient LED structure is found. At the
same time, this approach builds a predictive ML model of LED efficiency
over a broad range of inputs.
To reach a better understanding of the objective function in Eq. (6.1),
we evaluate it within two asymptotic limits. In the limit of vanishing un-
certainty, σ → 0 (or equivalently α → ±∞), we observe v(x,Dn) → (µ −
ymax + |µ−ymax|)/2. Therefore, when the model is very certain, the objective
function seeks primarily to select points x with higher expected efficiency µ
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Figure 7.3: Top row: Simulated room temperature EL internal quantum effi-
ciency of the best LED structure known at each learning step. Bottom row:
Efficiencies predicted by machine learning versus simulated efficiencies for
structures unseen by the algorithm (out of sample) after 150 (left) and 1000
(right) iterations. This testing set consists in 20 simulations with random
parameters. The input of the model consists in the 6 structural parameters
described in the text, and the output is the predicted simulated efficiency.
The input structural parameters are allowed to vary in ranges that span 1 or-
der of magnitude. The database is built by running the Poisson-Schrödinger
simulations. First randomly, to build the testing set, and then according to
parameters chosen by the GP model once the active learning starts and incre-
mentally builds the training set. The error bars indicate the uncertainty of
the machine learning model, as given by the GP model. The active learning
strategy first focuses on high efficiencies, and then improves its model for the
lower efficiency structures, which is reflected in evolution of the error bars
with active learning step.
than the best known ymax. In contrast when the model’s uncertainties σ are
relatively large compared to µ−ymax, i.e. α→ 0, we observe v(x,Dn)→ σ√2pi .
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This suggests that when there are no obvious opportunities to improve on
the best known LED, the learning strategy becomes primarily exploratory
and favours points x with the largest model uncertainty. For intermediate
cases (α ∼ 1), the strategy of Eq. (7.1) balances exploitation (maximizing
µ) and exploration (maximizing σ). This allows to avoid getting stuck in
local maxima: once a region of very efficient LEDs has been explored well
enough, the algorithm samples from a region of larger uncertainty - even if
the predicted efficiency is not very high.
7.2 Optimisation of GaN LEDs and the reduc-
tion of efficiency droop using active ma-
chine learning
In this chapter, a point x represents the structure of the 5-well active region in
a GaN-based LED (see Fig. 7.1 for a schematic). Each input point x has 6 pa-
rameters, that are the indium composition of each quantum well and the col-
lective indium composition of the quantum barriers. The width of the quan-
tum well varies with the indium composition of both well and barrier, in or-
der to maintain the wavelength approximately constant. We use the APSYS
software package (with materials parameters taken from [Piprek, 2007] and
current density 75A/cm2) to determine the simulated efficiency of each struc-
ture, . The band structure was calculated with the 6 x 6 k.p method [Chuang,
1991] in a finite volume approximation. The carrier transport equations were
self-consistently computed and coupled with Schrödinger’s equation to deter-
mine the confined states in the QWs. Schrödinger and Poisson equations are
solved iteratively to account for the band structure deformation with carrier
redistribution. The carrier transport consists of drift-diffusion of electrons
and holes, Fermi statistics, and thermionic emission at hetero-interfaces, as
well as band-to-band tunneling.
We use the machine learning algorithm described in Eqs. (5.1) and (7.1)
to optimise the internal quantum efficiency within the 6-dimensional space
of our LED structures (the In content of each the 5 wells, and the average In
content of the barriers). As can be seen in Fig. 7.3a, the algorithm converges
rapidly, and finds a nearly optimal simulated LED efficiency in about 75
iterations. Subsequent iterations make little improvement regarding LED
efficiency (Fig. 7.3b), and concentrate instead on decreasing the model’s
uncertainty. Between learning steps 150 through 1000 (Fig. 7.3c and d),
the algorithm constructs a very robust model over the global space of LED
structures. At iteration 1000 the algorithm has converged, and the coefficient
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Figure 7.4: Gaussian process model of expected LED efficiency as a function
of the indium content of each well in the active region, linearly interpolated
from the n-side (first well) to the p-side (last well). The model is built
upon 1000 APSYS simulations spawned by the active learning algorithm,
and predicts LED efficiency with near perfect accuracy. Left: No indium in
the barriers. Right: 5% indium in the barriers. In both cases the optimum is
reached with the indium content of the wells decreasing from the n-side to the
p-side. In our iterative active learning strategy, the width of the simulated
quantum well is adjusted to keep the emission wavelength constant.
of determination is R2 > 0.99 (as determined by cross-validation).
The very high accuracy of the model provides some insight into the physics
of the Poisson-Schrodinger simulations. The drift-diffusion model predicts
that majority of the light emission of a standard LED structure comes from
the two top wells, in agreement with electro-luminescence experiments [David
et al., 2008]. It also informs us that varying indium contents of individual
wells across the active region increases the carrier and light emission spread-
ing, in agreement with recent electro-luminescence experiments [Kang et al.,
2015]. As can be seen in Fig. 7.4, our active learning algorithm finds several
optima. All these optima have in common a decreasing indium content in
the quantum wells from the n-side to the p-side, and the use of InGaN bar-
riers rather than GaN barriers. The decreasing indium content reduces the
confinement in the p-side wells [Sze and Ng, 2006], that otherwise concen-
trate most carriers. The decreasing indium content and the use of InGaN
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Figure 7.5: Comparison between the simulation of an initial standard LED
structure (top row) and the simulation of an LED structure optimised by
machine learning (bottom row). Left: EL Internal quantum efficiency (IQE)
as a function of current density. Right: Radiative recombination rate through
the active region, at a current density of 75A/cm2. The p-side is towards
the left. The optimised structure has wider wells, that are getting shallower
(less In) towards the p-side.
quantum barriers increases the thermionic emission and tunnelling through
the hetero-interfaces [Grinberg et al., 1984], allowing the carriers to spread
more easily across the active region.
The decreasing indium content with higher well number is associated
with increasing well widths for a constant peak emission wavelength. At
high current, Auger recombination increases more rapidly with carrier con-
centration than radiative recombination, and wider wells that compensate
for the low indium content become beneficial [Li et al., 2012], as the carrier
spreading within each well is increased. Fig. 7.5 draws a comparison between
the simulation of a standard reference LED structure that has GaN barri-
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ers and identical wells with the simulation of a machine learning optimised
LED structure. The optimised structure achieves a better spreading of the
radiative recombination events: within the wells due to wider wells, which
should be beneficial at high currents [Ren, 2015], and between the wells due
to a high barrier indium content and a decreasing indium content towards
the p-side of the active region.
7.3 Conclusion
To conclude, our active learning strategy quickly finds LED structures with
nearly optimal quantum efficiency while building at the same time a GP
regression model that is predictive for a wide range of LEDs. We used the
objective function in (5.1) for active learning, which balances the trade-
off between exploitation (high predicted efficiency) and exploration (high
model uncertainty). At each iteration in our algorithm, the objective function
guides the selection of a new LED structure which we simulate, and then use
to improve our GP model.
Interestingly, this automated approach finds LEDs that a human expert
would want to design: a structure that spreads more evenly the carrier re-
combination events through the active region of the LED, maximising the
radiative recombination events. Leaving the algorithm to optimise the in-
dium content of the active region, we find dramatically increased simulated
efficiencies than in standard LEDs. This structure employs a high barrier
indium content and a well indium content that decreases towards the p-side
of the active region to prevent the accumulation of carriers on the p-side and
improve the spreading of the carriers and the radiative recombination events.
Additionally, it employs wider wells to compensate for wavelength changes
with indium content, and to achieve a carrier spreading within the quantum
wells that is desirable at high currents.
Our calculations of gallium nitride devices with Poisson-Schrödinger solvers
provide qualitative information rather than quantitative predictions. Never-
theless, the algorithm we present demonstrates the power of machine learning
for device design. Our method also applies to the optimisation of different
LED structures than those presented here. Coupled with the automatic
parametrisation of simulations on experimental results (Chap. 5), it still
provides predictions that are not strictly theoretical, but based on exper-
iments. When used in conjunction with actual materials fabrication, our
method could extend to the design of experimental devices.
Materials informatics is an emerging field [Rajan, 2005, Jain et al., 2013,
Balachandran et al., 2015] with great promise for new materials design [Bhadeshia,
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1999, Hautier et al., 2010, Pilania et al., 2013, Castelli and Jacobsen, 2014,
Ghiringhelli et al., 2015]. This approach has not yet been used by the LED
community, despite great potential for improving physical understanding and
for accelerating the design of devices. In this work, we show that active
learning based global optimisation can rapidly and automatically explore
Poisson-Schrödinger simulations of gallium nitride devices, and can acceler-
ate the discovery of efficient LEDs.
84
Chapter 8
Machine learning predicts
material failure in laboratory
earthquake experiment
Forecasting fault failure is a fundamental but elusive goal in earthquake sci-
ence. We apply machine learning to data sets from shear laboratory experi-
ments, with the goal of identifying hidden signals that precede earthquakes.
Here we show that by listening to the acoustic signal emitted by a labora-
tory fault, machine learning can predict the time remaining before it fails
with great accuracy. These predictions are based solely on the instantaneous
physical characteristics of the acoustical signal, and do not make use of its
history [Rouet-Leduc et al., 2017]. Surprisingly, machine learning identifies
a signal emitted from the fault zone previously thought to be low-amplitude
noise that enables failure forecasting throughout the laboratory quake cycle.
We hypothesize that applying this approach to continuous seismic data may
lead to significant advances in identifying currently unknown signals, in pro-
viding new insights into fault physics, and in placing bounds on fault failure
times.
A classical approach to determining that an earthquake may be loom-
ing is based on the inter-event time (recurrence interval) for characteris-
tic earthquakes-earthquakes that repeat periodically [Schwartz and Copper-
smith, 1984]. For instance, analysis of turbidite stratigraphy deposited dur-
ing successive earthquakes dating back 10,000 years suggests the Cascadia
subduction zone is ripe for a megaquake [Goldfinger et al., 2016] (Fig. 8.1).
The idea behind characteristic, repeating earthquakes was the basis of the
well-known Parkfield prediction based strictly on seismic data. Similar earth-
quakes between 1857 and 1966 suggested a pattern of quakes every 21.9±3.1
years. Based on the recurrence interval an earthquake was expected between
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Figure 8.1: Subduction in Cascadia and the large earthquakes that have
occurred in the last 10,000 years. a: Illustration of subduction of the Juan
de Fuca Plate subducting beneath the North American plate in the vicinity of
Seattle. b: Earthquakes >M8.0 estimated from associated oceanic landslides,
called turbidites [Goldfinger et al., 2016]. The blue dots with gray vertical
lines show earthquake magnitude estimates with calendar time, and the red
stippled line shows the time remaining before the next event. Cascadia is
locked and stressed, it is currently due for a megaquake and accompanying
tsunami..
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1988-1993 [Bakun and Lindh, 1985], but ultimately took place in 2004. With
this approach, as earthquake recurrence is not constant for a given fault,
event occurrence can only be inferred within large error bounds.
Over the last 15 years, there has been renewed hope that progress can be
made regarding forecasting owing to tremendous advances in instrumenta-
tion quality and density. These advances have led to exciting discoveries of
previously unidentified slip processes that include slow slip [Melbourne and
Webb, 2003], Low Frequency Earthquakes and Earth tremor [Shelly et al.,
2007, Obara, 2002] that occur deep in faults. These discoveries inform a
new understanding of fault slip and may well lead to advances in forecasting
impending fault failure if the coupling of deep faults to the seismogenic zone
can be unraveled.
The advances in instrumentation sensitivity and density also provide new
means to record small events that may be precursors. Acoustic/seismic
precursors to failure appear to be a nearly universal phenomenon in ma-
terials. For instance, it is well established that failure in granular mate-
rials [Michlmayr et al., 2013] and in avalanche [Pradhan et al., 2006] is
frequently accompanied by impulsive acoustic/seismic precursors, many of
them very small. Precursors are also routinely observed in brittle failure of
a spectrum of industrial [Huang et al., 1998] and Earth materials [Schubnel
et al., 2013, Jaeger et al., 2009]. Precursors are observed in laboratory faults
[Johnson et al., 2013, Goebel et al., 2013] and are widely but not systemat-
ically observed preceding earthquakes[Bouchon et al., 2013, Bouchon et al.,
2016, McGuire et al., 2015, Mignan, 2014, Wyss and Booth, 1997, Geller
et al., 1997]. The International Commission on Earthquake Forecasting for
Civil Protection concluded in 2011 there was "considerable room for method-
ological improvements in this type of [precursor-based failure forecasting] re-
search" [Jordan et al., 2011]. The commission also concluded that published
results may be biased toward positive observations. We hypothesize that
precursors are a manifestation of critical stress conditions preceding shear
failure. We posit that seismic precursor magnitudes can be very small and
thus frequently go unrecorded or unidentified. As instrumentation improves,
precursors may ultimately be found to exist for most or all earthquakes [De-
lorey et al., 2017]. Furthermore, it is plausible that other signals exist that
presage failure.
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8.1 Stick-slip failure in sheared granular mate-
rial
To address these questions we analyze data from a laboratory fault system, a
two-fault configuration that contains fault gouge material submitted to dou-
ble direct shear (Fig. 8.5). An accelerometer records the acoustic emission
(AE) emanating from the shearing layers. The shear stress imposed by the
driving block is also monitored (Figs. 8.1, 8.2a, 8.5), as well as other physical
parameters such as the shearing rate, gouge layer thickness, friction and the
applied load [Scholz et al., 1973]. Following a frictional failure (labquake)
the shearing block displaces while the gouge material simultaneously dilates
and strengthens, as manifested by increasing shear stress (Fig. 8.2a) and
friction. As the material approaches failure, it exhibits characteristics of a
critical stress regime, including many small shear failures that emit impul-
sive AEs [Johnson et al., 2013, Ferdowsi et al., 2015]. This unstable state
concludes with a labquake, in which the shearing block rapidly displaces, the
friction and shear stress decrease precipitously due to the gouge failure (Fig.
8.5, inset), and the gouge layers simultaneously compact. Under a broad
range of load and shear velocity conditions, the apparatus slide-slips quasi-
periodically for hundreds of stress cycles during a single experiment (Fig.
8.5) [Marone, 1998, Johnson et al., 2016]. The rate of impulsive precursors
accelerates as failure approaches [Johnson et al., 2013], suggesting that up-
coming labquake timing could be predicted. Notably, the Gutenberg-Richter
scaling [Gutenberg and Richter, 1949] relation calculated from the precur-
sors [Johnson et al., 2013] is within the bounds observed in Earth, implying
that some of the important fault frictional physics may scale. In this work,
we ask: can the failure time of an upcoming labquake be predicted using
characteristics of the continuously recorded acoustic signal?
8.2 Building features from the experimental sig-
nal
To solve this problem we apply a machine learning technique, the random
forest (RF) [Breiman, 2001], to create a model that forecasts labquakes exclu-
sively from the continuous acoustic time series data recorded from the fault
zone (see Fig. 8.2 and the implementation section for full details). Figure
8.2a, top, shows the laboratory shear stress exhibiting multiple failure events
during an experiment. Our goal is to predict the time remaining before the
next failure (Fig. 8.2a, bottom) using only local, moving time windows of
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the AE data (Fig. 8.2b, top). From each window, we compute a set of ap-
proximately 100 potentially relevant statistical features (e.g. mean, variance,
kurtosis, autocorrelation, etc.) that the RF uses to predict the time remain-
ing before the next failure. Fig. 8.2b shows four of these features on the
same time scale as in Fig. 8.2a, through multiple failure cycles. Some fea-
tures are sensitive to changes in signal characteristics early in time during the
stress cycle, just following a labquake. All features shown are strongly sensi-
tive to signal characteristics just preceding failure, as the system approaches
shear-stress criticality.
8.3 Predicting the physical behaviour of the
system from a tiny sample of real-time sig-
nal
The RF model is an average over a set of decision trees (Fig. 8.2c). Each
decision tree predicts the time remaining before the next failure using a se-
quence of decisions based on the statistical features derived from the time
windows (see SI Materials and Methods for details). Applying these and
other features, we train the RF to predict upcoming slip events simultane-
ously observed in the shear stress signal (Fig. 8.2a). Fig. 8.2d and 8.3 show
failure predictions on testing data, a sequence of slip events not used while
generating the model. The red dashed line shows the time remaining before
the next failure (derived from the shear stress data), and the blue line shows
the corresponding prediction of the RF model (derived exclusively from the
’instantaneous’ acoustic data). The blue shaded region indicates the 5th and
95th percentiles of the forecast, that is, 90 percent of the trees that comprise
the forest made a forecast within these bounds. We emphasize that there is
no past or future information considered in the prediction made from succes-
sive time windows. By listening to the acoustic signal currently emitted by
the system, we predict the time remaining before it fails. These predictions
are thus based on the instantaneous physical characteristics of the system
and do not make use of its history.
Figure 8.3 shows in more detail the RF predictions. The time to fail-
ure predictions are highly accurate, with an R2 value of 0.89. In fact,
the RF model accurately predicts failure throughout the entire labquake
cycle, demonstrating that the system continuously progresses towards fail-
ure through the entire stress cycle. We find that statistics quantifying the
signal amplitude distribution (e.g. its variance and higher order moments)
are highly effective at forecasting failure. The variance, which characterizes
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Figure 8.2: Random Forest (RF) approach for predicting time remaining be-
fore failure. a: Shear stress (black curve) exhibits sharp drops, indicating
failure events (labquakes). We wish to predict the time remaining before the
next failure derived from the shear stress drops (red curve), using only the
acoustic emission (dynamic strain) data (b). b: The dashed rectangle repre-
sents a moving time window; each window generates a single point on each
feature curve below (e.g., variance, kurtosis, etc.). c: The RF model predicts
the time remaining before the next failure by averaging the predictions of
1000 decision trees for each time window. Each tree makes its prediction
(white leaf node), following a series of decisions (colored nodes) based on
features of the acoustic signal during the current window (see Supplemen-
tary Materials). d: The RF prediction (blue line) on data it has never seen
(testing data) with 90% confidence intervals (blue shaded region). The pre-
dictions agree remarkably well with the actual remaining times before failure
(red curve). We emphasize that the testing data is entirely independent of
the training data, and was not used to construct the model.
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Figure 8.3: Time remaining before the next failure predicted by the Random
Forest. As in Fig. 8.2 a and d, the red lines show the actual time before
failure (Y-axis) versus experimental run time (X-axis). The blue solid line
shows the prediction from the forest, obtained from successive time windows.
The shaded region shows the 5 and 95 percentile, 90 percent of the trees
that compose the forest provide a forecast within these bounds. The inset
emphasizes predictions on aperiodic slip behavior. The RF does a remarkable
job of forecasting slip times even with aperiodic data. The RF was trained
on 150 seconds of data ( 10 slip events), and tested on the following 150
seconds, shown here. We stress that the predictions from each time are
entirely independent of past and future history, each blue point is a ’now’
prediction.
overall signal amplitude fluctuation, is the strongest single feature early in
time (Fig. 8.2b). Remarkably, immediately after a failure occurs, the vari-
ance accurately predicts the time remaining before the next failure event. As
the system nears failure, outlier statistics become the best predictors of fail-
ure and best identify impulsive precursors previously associated with critical
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stress [Johnson et al., 2013].
8.4 The machine learning model discovers a new
signal in the experimental data
Experimental run time
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Figure 8.4: The physics of failure. The RF identifies two classes of signals
and uses them to predict failure. a: Shear stress and dynamic strain en-
compassing two failure events. b: Zoom of dynamic strain when failure is in
the distant future. This newly identified signal, termed ’laboratory tremor’
offers precise predictive capability of the next failure time. c: Zoom of a
classic, impulsive acoustic emission observed in the critically stressed region
just preceding failure (note vertical scale is different for two signals). Such
signals are routinely identified preceding failure in the shear apparatus, in
brittle failure in most materials and in some earthquakes.
Our machine learning analysis provides new insight into the slip physics.
Specifically, the AE signal occurring long before failure (from the start of
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the stress cycle) was previously assumed to be noise and thus overlooked
[Johnson et al., 2013]. Fig. (8.4b) shows a raw time series far from failure.
The signal exhibits small modulations challenging to identify by eye that
persist throughout the stress cycle. The signal resembles volcanic [Chouet,
1996] (harmonic) and non-volcanic [Shelly et al., 2007, Obara, 2002] tremor
that exhibit similar ringing characteristics over long periods of time. Of
significance is that non-volcanic tremor in fault zones is associated with slow
slip [Rogers and Dragert, 2003, Rubinstein et al., 2009]. In the laboratory
experiments, the central block (Fig. 8.5) slowly slips throughout the stress
cycle, briefly accelerating at the time of failure. Thus, we view the laboratory
slow slip as analogous to slow slip on Earth faults. We posit that their
laboratory tremor-like characteristics are due to ’creaking’ from continuous
grain motions of the fault gouge due to slow slipping of the block. Ongoing
Discrete Element Modeling of this system [Ferdowsi et al., 2014] are being
used to identify the precise origin of these signals.
As failure is approached, the variance of the laboratory tremor increases
(Fig. 8.2b). Simultaneously, the rare event statistics (e.g. extreme per-
centiles and counts over thresholds) become strong indicators of failure, as
mentioned above (Fig. 8.2b). These indicators are responding to impul-
sive AE (Fig. 8.4c) typically observed in material failure [Huang et al.,
1998, Jaeger et al., 2009], including those under shear conditions in the lab-
oratory [Johnson et al., 2013] and in Earth [Bouchon et al., 2013, Bouchon
et al., 2016]. Such signals occur dominantly in the critical stress regime. In
contrast to the laboratory tremor, these signals are due to small observable
shear failures within the gouge immediately preceding the labquake [Johnson
et al., 2013]. These results suggest that the commonly applied approach to
failure prediction based exclusively on the analysis of impulsive precursors
is incomplete. The predictions of our model generalize across experimental
conditions. To demonstrate this, we trained the system at one applied load
level, and then tested it on data from different load levels, exhibiting different
inter-event times between failures. We observe that the model predictions
retain their accuracy across load levels (e.g., Fig. 8.9). Further, when the
stress-cycle periodicity is disrupted by a shorter recurrence time as shown
in the inset of Fig. 8.3, the RF still does an excellent job in predicting fail-
ure time, suggesting that the approach can be generalized to aperiodic fault
cycles.
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8.5 Implementation of the failure forecasting
algorithm
Figure 8.5: Bi-axial shearing device. A slider block with fault gouge layers
on either side is loaded by a constant stress. The slider is driven downward
at constant displacement rate inducing slide-slip behavior. An accelerome-
ter continuously records the acoustic emission at a sampling rate exceeding
330kHz. Curve (top): recorded friction at gouge interfaces, showing slide-slip
events-laboratory earthquakes.
The experimental setup to generate laboratory quakes (Fig. 8.5) has
been discussed extensively [Marone, 1998, Niemeijer et al., 2010, Scuderi
et al., 2014]. A three-block assembly with two gouge layers is placed in a
bi-axial stress configuration. Two 5mm-thick fault gouge layers are placed
between the three blocks, which are held in place by a fixed normal load. The
gouge material is comprised of Class IV beads with diameter 105 − 149µm.
The central block is sheared at constant displacement rate. At some time
while the gouge material is in a critical shear stress regime, the shear stress
abruptly drops, indicating gouge failure. These large drops in shear stress
are laboratory quakes (Fig. 8.5). The two data streams recorded for our
purposes here are the shear stress and the acoustic signal. The acoustic
particle acceleration u¨ is measured on the central block and can be readily
converted to dynamic strain :
 =
u˙
c
,
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where u˙ = u¨/ω, ω = 2pi, with c ≈ 700m/s the average measured wave
speed in the granular material, and f ≈ 40.3kHz. The sampling rate is
330kHz. As applied load progressively increases, the inter-event time (recur-
rence) of laboratory earthquakes progressively decreases. At smaller applied
loads the slips become aperiodic [Johnson et al., 2013]. In all cases, the rate
of impulsive precursors accelerates as failure is approached [Johnson et al.,
2013].
8.5.1 Random Forest overview
Machine learning offers a variety of algorithms suitable for modeling the rela-
tionship between an input data (here characterized by features derived from
a time window of the acoustic emissions signal) and corresponding output
label (here the time remaining before the next failure event, derived from the
shear stress signal). We give a brief overview of the RF algorithm [Breiman,
2001] used in this study. Details are presented in the Random Forest details
and Statistical features sections below.
A trained RF model predicts the time remaining before the next failure,
from the features of the input time window. The RF is an ensemble method
that makes its prediction by averaging over a set of simple decision trees. The
trees are stochastically generated. Although the prediction of an individual
decision tree may be quite inaccurate, the errors tend to cancel between trees,
and the averaged RF prediction can be remarkably accurate.
A single decision tree (pictured in Fig. 8.2c) operates as follows. To
predict the time to failure for a data point extracted from the time series
window, we begin at the root node and work toward the leaves. Each internal
node encountered represents a binary decision on a single feature of the data
point. For example, the decision at the root node could be "Is the variance
during this time window greater than 0.5"? If the answer is "yes", one
continues up the left branch. Otherwise, one goes up the right branch. This
sequence of decisions continues until a leaf node at the top of the tree has
been reached (denoted by open circles in Fig. 8.2). Each leaf node contains
a possible prediction of the tree, i.e. a predicted time remaining before
failure (in seconds) for this particular data point. Note that each leaf node
corresponds to a specific sequence of yes/no decisions on the features derived
from the data point. Thus, a tree represents a map from inputs (acoustic
emission features) to output labels (time remaining before failure prediction).
We build our dataset by computing statistical features from local time
windows of the acoustic emission signal. Each data point (i.e. local set of
statistical features) is associated with a time to failure, which we calculate
from the shear stress signal. We then take our entire collection of data points
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Figure 8.6: Top: the machine learning model. Bottom: a model that uses
the average inter-event time of the training data to make predictions. Its
performance is terrible: at an R2 = 0.3 it is not much better than a straight
line, as it completely misses the outliers. The dashed red curves are the real
times remaining before failure, and the blue solid curves are the predictions
from the models.
and split it into two disjoint parts: training data and testing data. The
training data is used to generate the RF model. The testing data is used to
evaluate the performance of the RF model; this constitutes a fair measure
of the RF performance because the testing data is independent from the
training process (i.e. out of sample performance). It is very important to
ensure that testing data does not leak into the training process.
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To build the RF, we stochastically generate each decision tree from the
training data as follows. The tree is given by a bootstrap resampling of
the training data, which induces variation between the trees and mitigates
the effect of outliers on the forest. Again, we begin at the root node of
the tree and work toward the leaves. To generate each node, we formulate
a "yes"/"no" decision (corresponding to left/right branches) operating on
the available data. At each node, we select a random subset of 40% of the
available features. From the selected features, we construct the decision (i.e.
select a feature and threshold value) that best predicts the time to failure.
This corresponds to selecting a decision that partitions the current available
data into two groups that are maximally dissimilar to each other with re-
spect to time remaining before failure (quantitatively, using a mean squared
error splitting criterion). The data is partitioned according to the decision,
generating two branches. On each branch, the process repeats recursively,
generating the entire tree structure. Decisions are generated until the num-
ber of data points at a node has reached a minimum size, at which point the
tree constructs a leaf node. The tree assigns a prediction to each leaf node
by taking the average time remaining before failure for the data that falls
into that leaf.
Note the predictions never reach zero due to the discretization in time of
the problem imposed by the moving window approach. In particular, we do
not consider the time windows during which a failure occurred (neither for
training nor for testing): at the moment failure takes place, all the statistical
features are several orders of magnitude higher than the rest of the time. This
problem vanishes with smaller windows, at the cost of increased computation.
8.5.2 Random Forest details
For this work, we used the scikit-learn implementation of the random forests
[Pedregosa et al., 2011], which implements the algorithm of Breiman25. We
compute regularization hyper-parameters by 3-fold cross-validation. The
minimum number of samples to generate a split was 30. The minimum
number of samples on a leaf was 30. The maximum number of features to
consider when making a split was 40 (out of ≈ 100 features). The forest
size was 1000 trees. The performance of the random forest is not strongly
sensitive to this choice of hyper-parameters: changing any hyper-parameter
by a factor of 2 typically affects the R2 performance by only a few percent.
To create a model that uncovers the physics of shear failure, we make
predictions using moving time windows applied to the data. Each window
is 1.8s, which is small compared to the time between fault gouge failures
(15s to 60s). The offset between windows is 0.18s, meaning that consecu-
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Figure 8.7: The distribution of data points across the variance and the time
to failure, shown as a two dimensional histogram. As failure approaches, the
amplitude of the variance grows and fluctuates, providing information about
the time to failure.
tive time windows overlap by 90%. We characterize the acoustical signal
in each window by a set of ≈ 100 of statistical features (detailed in section
"Statistical features"). The features from the ith and (i+10)th (adjacent,
non-overlapping) time windows are concatenated to form a vector of features
xi. We label the data point xi according to the time remaining until the next
gouge failure, yi, determined from the stress signal. The machine learning
dataset is then Dn = {(xi, yi)(i = 1n)}. Figure 8.8 shows the random for-
est learned from two features, the normalized second (variance) and fourth
central moments (kurtosis).
We use a 50/50 split of the full time series data into two contiguous pieces
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Figure 8.8: The time remaining before the next failure predicted by a RF
model constructed from the second and fourth normalized central moments
(variance and kurtosis) of the time signal.
for use as training and testing data, respectively. Contiguity of these pieces is
important to minimize contamination of the training data with information
about the test data, which can arise due to temporal correlations in the full
time series. Furthermore, the accuracy of the RF on the training and testing
datasets is nearly identical, implying that the model does not overfit the
training data, a common concern in machine learning.
8.5.3 Statistical features
We compute many statistical features within each time window for use by the
random forest. We computed these features on both the AE signal f(t) =
(t) and its first finite difference, f(t) = ((i + 1) − i)/(t(i + 1) − ti) ≈
d/dt. Forests that analyze only the derivative of the strain have a slight
performance advantage, and so results reported here use only features from
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Figure 8.9: Results of training and testing at two different load levels. The
dashed red curve is the real time remaining before failure, and the blue
solid curve is the prediction from the ML model. Specifically, training was
conducted at 5 MPa and testing took place at 8MPa applied load. The
in sample R2 was 0.82 and the out of sample R2 was 0.741. ’In sample’
refers to the training set, and ’out of sample’ refers to the testing set. The
accuracy is reduced but predictions nonetheless remain highly relevant to new
experimental conditions, with clear outliers still being predicted correctly.
Where there is a discontinuity of the dashed red curve, or where it does
not reach zero, a problem was detected with the acoustic signal, and it was
not considered for the analysis (this cleaning takes place before training or
testing, when the statistical features are computed).
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the derivative signal. The features are as follows:
• Centered moments of orders 1 to 4, with the nth centered moment given
by n = 1/T
∫
(t−)nf(t)dt, with = 1/T ∫ f(t)dt the average of f(t) over
the time window of length T .
• Signal maximum, signal minimum, and several extreme percentiles. We
use the 1st to 9th and 91th to 99th percentiles, by increments of 1%.
• Fraction of time 1/T ∫ Ω(f(t)−f0)dt above a threshold value f0, where
Ω(x) is the Heaviside step function (Ω(x) = 0 if x < 0 and Ω(x) = 1
otherwise). This feature reflects previous analysis of the same experi-
mental apparatus [Johnson et al., 2013]. We use the thresholds of strain
f0 = 10
−9,5× 10−9,10−8,5× 10−8,10−7 (without unit).
• Time correlation features: power spectrum, autocorrelation, and par-
tial autocorrelation. The power spectrum is given by ‖fˆ(ω)‖2, with
fˆ(ω) =
∫
f(t)e−2piiωtdt the Fourier transform of f(t). To construct
features, we integrate the power spectrum
∫ b
a
fˆ(ω)dω using frequency
windows (a, b) = {(19.65, 20.65), (39.8, 40.8), (80.1, 81.1)} in kHz. The
autocorrelation is E[(Xt − X¯)(X(t − h) − X¯)]/Var(Xt) , with X¯ the
mean of the series and timsecale h = 1
41.25kHz
. The correlation runs
over the values of t within the time window. The partial autocorre-
lation [Dodge, 2008] on the raw discretized time series ft is given by
r(k) = Corr(ft, ft−k|ft−1, ..., ft−k+1),, with again the correlation run-
ning over the values of t within the time window and the discrete shift
k corresponding to timescale k = 1
41.25kHz
.
8.6 Conclusion
The results of our approach are highly suggestive. Does the laboratory
tremor-like signal exist in brittle failure experiments and in granular flow
such as in avalanche? Moreover, does it exist in faults in Earth? Since ma-
ture faults contain fault gouge, we may well expect that such signals are
generated in Earth. If so, our results point toward a potentially rich signal
that could be exploited for earthquake time forecasting as well as for fore-
casting in a broad spectrum of industrial and natural materials. Our work
suggests that machine learning can be applied to acoustic and seismic data as
a new means to reveal extremely informative, but as yet unidentified signals.
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Chapter 9
Summary
In this thesis, we have studied and explored what simulation and the interplay
between simulation and machine learning can bring to the understanding and
improvement of optoelectronic devices, gallium nitride light emitting diodes
in particular.
In the first part, we explored the use of Poisson-Schrödinger simulations
for explaining and understanding experimental observations.
We have studied the effect of silicon doping on the emission properties of
InGaN quantum wells, showing that simulations reproduce very precisely the
experimentally observed shifts in emission wavelength, and explain them by
the mitigation of the quantum confined Stark effect, mitigation due to the
ionisation of the silicon in the quantum barriers.
We showed that simulations can explain experimentally observed emis-
sion inhomogeneities in the plane of InGaN quantum wells by the presence of
p-doped material in the active region, brought there by hexagonal V-shaped
defects.
In the second part we explored how machine learning can improve and
leverage the use of optoelectronic device simulations.
We developed a machine learning algorithm that automatically adjusts
the parameters of simulations to achieve convergence. Optoelectronic devices
simulations have to tackle the resolution of very diverse equations at very
different length scales, and as a result can suffer from poor convergence. Our
algorithm finds the set of parameters that will achieve convergence, and can
subsequently predict if a simulation will converge, thereby avoiding wasting
time and computation resources on simulations that will not succeed.
Furthermore, we developed a machine learning algorithm that tunes the
physical parameters of simulations to automatically reproduce experimen-
102
tal results. Poisson-Schrödinger simulations are very versatile, but rely on
many physical parameters, owing to the different equations they solve self-
consistently. As a result, their parameters must be tuned against experimen-
tal results before new simulation results can be trusted. Our algorithm is
able to quickly and automatically find the set of physical parameters that
reproduce an experiment, according to any given metric.
Finally, we developed a machine learning-based algorithm that automat-
ically explores LED structures in order to maximise their efficiency. Coupled
with the previous algorithms, it enables the discovery of new LED structures
that have extremely high simulated efficiency, based on parameters previ-
ously validated on experimental results.
In the last part of the thesis, we have explored the use of machine learning
for the analysis and prediction of material failure, in the setting of labora-
tory earthquakes. The method we developed is able to model and predict
the upcoming failure of a sheet of compacted granular material using the
acoustic signal it emits under shearing. In order to build its model and make
its predictions, the algorithm was able to retrieve and isolate known acoustic
precursors, but also discovered new signals that went unnoticed before, and
may exist in the failure of other materials, including Earth faults.
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Chapter 10
Future work
In this thesis, we have shown the value of machine learning in materials
science for two situations: one where the underlying physics we are trying
to uncover is very complicated and high-dimensional (optoelectronic device
simulations), and the other where the amount of data is intractable (material
failure).
Although machine learning is ubiquitous in disciplines that have a history
for being data-driven, such as the medical sciences or some branches of com-
puter science, it sometimes has a poor reputation in the physical sciences.
Hopefully, the work showed here demonstrates that machine learning can be
very valuable for the material scientist, as a way to efficiently build a very
fast proxy for expensive models, and as a way to efficiently sift through large
amounts of experimental data in an unbiased manner.
The work presented in this thesis had two main parts, and consequently
has two main continuations.
The use of machine learning as an alternative to expensive physical models
can be developed in a wide variety of situations, including multi-scale calcu-
lations where the smaller scale model is very computationally expensive, such
as ab-initio molecular dynamics. The continuation of this first part of our
work will be to develop other machine learning tools that leverage physical
calculations by automatising and accelerating them.
The use of machine learning to parse vast amounts of experimental data
can be used to uncover new physics. We showed that this is in part because
the machine has no pre-conceived ideas and tries and tests all possible models.
The continuation of this part of our work will be to apply the method to
similar dataset such as the failure of other materials, including Earth faults.
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