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Video Level Language Query:
A man from UPS came and delivered the package. Later, a lady went in the car with the package. 
Video Moment Retrieval
Figure 1: One practical application of the weakly supervised temporal textual association learning can be video moment retrieval (e.g.,
in surveillance video) using natural language query, which requires the video-level caption to align with the video segment temporally
without any annotation.
Abstract
A system capturing the association between video frames
and textual queries offer great potential for better video
analysis. However, training such a system in a fully su-
pervised way inevitably demands a meticulously curated
video dataset with temporal-textual annotations. Therefore
we provide a Weak-Supervised alternative with our pro-
posed Referring Attention mechanism to learn temporal-
textual association (dubbed WSRA). The weak supervision
is simply a textual expression (e.g., short phrases or sen-
tences) at video level, indicating this video contains relevant
frames. The referring attention is our designed mechanism
acting as a scoring function for grounding the given queries
over frames temporally. It consists of multiple novel losses
and sampling strategies for better training. The principle
in our designed mechanism is to fully exploit 1) the weak
supervision by considering informative and discriminative
cues from intra-video segments anchored with the textual
query, 2) multiple queries compared to the single video, and
3) cross-video visual similarities. We validate our WSRA
through extensive experiments for temporally grounding by
languages, demonstrating that it outperforms the state-of-
the-art weakly-supervised methods notably.
∗Authors contribute to the work equally.
1. Introduction
Videos contain much richer information for humans to
interpret the world. Building an intelligent system to au-
tomate video analysis could yield a wide range of ap-
plications benefiting human society at large, from assis-
tive robots for the elderly to video surveillance for secu-
rity [19, 63, 34, 7]. A significant component in such a
system is to capture the association between video frames
and textual reference/queries, a.k.a temporal-textual associ-
ation [10, 1, 26, 14]. Therefore, learning temporal-textual
association over videos becomes a promising direction in
the community [1, 51, 28].
One way to obtain such a model for temporal-textual associ-
ation learning is to fully supervise the training over a video
dataset which has meticulous annotations in term of the as-
sociated frames with some textual queries [4, 1, 10, 66, 14].
However, we note that such a practice inevitably demands
a large-scale dataset, which apparently is not only pro-
hibitively expensive to collect, but also largely limited in
terms of diversity of both videos and textual expressions.
As an alternative, a few recent methods propose to learn the
temporal-textual association only with weak annotations,
i.e., video-level expressions in the form of natural language
description [30, 23].
Though the weakly-supervised temporal-textual associa-
tion learning attracted increasing attention until just re-
cently, there exists a great number of works on related
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topics, such as weakly supervised action localization in
videos [50, 36, 29, 32]. However, compared to action lo-
calization which only has a limited number of action cat-
egories, grounding textual reference is more challenging
since the textual expressions could be more free-form with
multiple words for the same meaning and flexible sentence
structures. In another word, using the natural-language
descriptions greatly enlarges the content and diversity of
visual-expression searching; the combinatorial nature of
open-form languages also makes it infeasible to enumerate
all possible expressions towards the same indication. For
instance, instead of just localizing the video frames with
categorical labels like “kissing” or “person”, a more prac-
tical and user-friendly query might be “the moment when
the new couple are kissing in the wedding” (for moment
retrieval) or “a man in yellow shirt appearing in the hall
in last night” (for video surveillance). This necessitates
the study of temporal grounding using natural language de-
scriptions. To foster the study, Gao et al. augment the Cha-
rades dataset [48] by generating complex language queries
with temporal boundary annotations [10]; Anne Hendricks
et al. collect the DiDeMo dataset with manual annotations
on the associated video frames and natural-language de-
scriptions [1]. Both datasets for the first place enable train-
ing for language moment retrieval or temporal grounding.
In this paper, basing on the datasets available in the liter-
ature, we study learning temporal-textual association with
weak supervisions, e.g., video-level language expressions
as shown in Fig. 1. Until very recently, few works pro-
pose to weakly supervised train for temporal-textual asso-
ciation with language expressions. In particular, Mithun
et al. present the very first attempt for weakly supervised
training to localize video segment over the given textual
queries [30]. In general, weakly supervised methods of
temporal-textual association learning are facing two ma-
jor challenges: 1) the lack of precise supervision aligning
video segments and textual queries, 2) highly undecidable
features for the complex and open-form languages.
To overcome these challenges, we propose a weakly-
supervised framework with a referring attention mecha-
nism (WSRA) for learning temporal-textual associations on
videos. The proposed referring attention mechanism sum-
marizes a series of our novel components. The first one
learns through a background modelling method to pool
out irrelevant frames specific to the given language query.
Building upon it, the second component encourages fore-
ground features to align with the query by discriminating it-
self from the background features from the first component.
Within this component, we present a hard negative min-
ing method integrated to sample irrelevant textual descrip-
tions during learning. The third component exploits inter-
video (dis-)similarity based on the multiple textual queries.
Specifically, this forces the visual features to be close to
each other from different videos, as long as the queries con-
vey similar meanings measured by the similarity of textual
features.
To summarize our contributions: 1) We propose a uni-
fied framework (WSRA) for weakly supervised learning
temporal-textual associations with the referring attention
mechanism, directly applicable to moment retrieval and lan-
guage grounding in videos. 2) We show with rigorous ab-
lation study that the proposed components in the referring
attention leverages better informative cues from the limited
weak supervision. 3) We justify the WSRA through exten-
sive experiments, notably outperforming other state-of-the-
art weakly-supervised methods on these tasks on two public
benchmarks, DiDeMo [1] and Charades-STA [10].
2. Related Work
Association Learning across Vision and Language is core
and tie of a wide range of tasks across vision and lan-
guage domains, e.g., textual grounding [38], referring ex-
pression comprehension [31] or object retrieval using lan-
guage [16]. Recent works focus on leveraging the image-
level annotations (as weak supervision) [8, 9] or unsuper-
vised method [64] to learn the association across language
descriptions and objects. Proceeding from this, there arise
works on using uncurated captions to learn temporal asso-
ciations across video segments and texts [27, 51]. Notably,
these works all highlight on the importance of constructing
contrastive pairs in exploiting the weak annotations and in-
spire our work.
Weakly-Supervised Action Localization can be thought
of a specific example of weakly supervised video learning
with the video-level labels [52, 43, 32, 36]. This prob-
lem derives from the fully-supervised counterpart methods
which exploits fine annotations at frame level for localiz-
ing the actions [2, 18, 58, 42, 53, 44]. Recent weakly-
supervised methods extensively adopt either the video-level
classification framework [50, 43, 49, 6] or with the atten-
tional mechanism that generates bottom-up sparse weights
used for localizing action categories temporally [32]. Be-
yond that, few works [55, 36] propose to utilize the multi-
instance learning loss to address this challenge, [36] also
suggests exploiting the co-activity across videos in the met-
ric learning, which largely improves the action localiza-
tion task even when temporal annotations are not avail-
able. Most recent work [33] improves over these methods
with background modelling module that explicitly extract
the foreground and background appearances.
Temporal Grounding and Moments Retrieval are two
instantiations of learning temporal-textual association. In
these tasks, most recent methods adopt fully-supervised
training over fine annotations on the frame-textual associ-
ations. For example, Gao et al. augment the Charades
dataset [48] by generating complex language queries with
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temporal boundary annotations for language moment re-
trieval [10]; Anne Hendricks et al. also collect a new dataset
for training to localize video moments over a given descrip-
tive sentence [1]. Other follow-up methods [15, 24, 4, 54,
62, 13] also fully-supervised train for temporal grounding
using these datasets, suffering from the limitation on their
generalizability due to the combinatorial nature of complex
natural language sentences (e.g., synonymous words, gram-
matical tense and sentence structures) [15, 10].
Weakly-Supervised Video Grounding by Language fur-
ther advances the aforementioned to an even challenging
task, as now the only available supervision is video-level
natural language descriptions in open format, which come
with huge amount of unnecessary noises. In particular,
Mithun et al. [30] for the first time attempt to solve the
temporal grounding problem by weakly supervised learning
with only the video-level textual queries [30]. In [5], the au-
thor proposed to utilize the temporal proposal and textual
description alignment learning using the sliding window
fashion, and tackle the grounding problem in a coarse-to-
fine manner. Similarly, a very recent work by [23] also fo-
cuses on the design of a better proposal generation module,
that aggregates the contextual visual cues to generate and
score the proposal candidates for grounding. We summarize
that current efforts in weakly supervised language ground-
ing are either centered on better proposal generation [5, 23],
or a better cross-modal association model by constructing
contrastive samples across video and languages [30, 11].
Our WSRA places emphasis on the latter, but nevertheless
further distinguishes the above with a more comprehensive
cross-modal association learning objectiveness, and a novel
sampling and weighting strategy in our metric learning step.
3. Temporal-Textual Association Learning
The well learned temporal-textual associations on videos
can allow for practical tasks like moment retrieval and tem-
poral grounding of natural-language descriptions, where the
core to it is to learn a joint embedding space for both the
frames and the textual queries. In this embedding space, the
associated frames and the textual queries should be close to
each other represented by the visual feature and language
feature, respectively. Formally, given a long and untrimmed
video V = [v1, ...,vT ] consisting of T snippets of frames,
and an open-form textual sentence t, we would like to train
a model to localize a video segment vt from V that best
corresponds to the description, which is ideally the true (yet
unknown) video segment for the textual query. We denote
by vt ∈ Rd the feature vector extracted from a video model
(e.g., a pretrained classification network), and by t ∈ Rd
the textual feature representation of the query (short phrase
or a sentence) from a language model. In practice, segment
features can also be the averagely pooled proposal visual
features, where each proposal contains several continuous
“A man is cooking dinner.”
Losses
Φ
CNN
LM
Attention Weights
Foreground Feature
Background Feature
Textual Feature
Video
Language
Ψ
Sampled Text
Sampled Video
Figure 2: Flowchart of the proposed WSRA. The losses are
only used during training for temporal-textual association learn-
ing, while inference shares the same computation flow for ground-
ing textual queries over the given video. “CNN” and “LM” denote
video model and language model to extract features for frames and
the textual query. respectively.
segments with various lengths. As weak supervision causes
ambiguities in predicting the association between frames
and the textual query, we present our weakly-supervised
approach with the proposed referring attention mechanism
(WSRA) in this section. Fig. 2 shows the overall architec-
ture.
3.1. Video-level Attention Modeling
Prior weakly supervised methods for action localization
propose to generate a weight vector to localize action labels
among the video snippets in a bottom-up manner [36, 33].
While being successful in action localization from prede-
fined categorical labels, these bottom-up methods cannot be
directly tailored to the more natural language localization
problem in question, as a video can correspond to multiple
textual queries which appear in a very open-form language
structure. Based on the fact that, the description of tex-
tual query usually covers multiple snippets in a video, we
propose to model the video-level back/fore-ground features
that are (ir)related to the textual query with the designed
referring weights:
vf =
T∑
t=1
αtvt
vb =
1
T − 1
T∑
t=1
(1− αt)vt,
(1)
where vf and vb are the synthesized fore/back-ground fea-
tures, and weight αt is calculated as:
αt =
exp(φ(vt, t))∑T
i=1 exp(φ(vi, t))
. (2)
In Eq. 2, φ(·, ·) is the cross-modal scoring function that
measuring the distance between a frame/snippet and the tex-
tual query in the embedding space. In practice, we define
φ(v, t) = Sigmoid(FC(Cat(v, t)) with learnable parame-
ters, which has a stronger association ability than cosine
similarity [65], bilinear pooling [12, 8, 21], and second-
order polynomial feature fusion [37, 10]. It is worth noting
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Figure 3: The WSRA framework contains three learning losses. (a) Fore/background modelling loss forces the fore/background visual
features to be discriminative by training over the same video w.r.t. the ground-truth referring text t+. (b) Video-to-text loss samples
negative textual queries t− for each video segment for discriminative learning. The third loss is shown separately in Fig. 4.
that the scoring function not only conveys the idea of metric
learning, but also lands for embedding learning along with
further loss terms as presented in next subsections.
As we would like to learn an embedding space in which,
1) foreground visual features tightly correspond to the given
textual query measured by the scoring function performing
in the same space; and 2) background features are clearly far
away from both the foreground and textual query, as illus-
trated in Fig. 3 (a). To this end, refer to the Triplet Loss [40],
we set (φ(vb, t)−φ(vf , t)) > m as our optimization target
for video-level metric learning. Rather than simply leverag-
ing the margin or triplet-loss based contrastive learning ob-
jectiveness, we refer to the recently proposed general pair
weighting framework that origins from deep metric learn-
ing [57, 56], which endows our learning objectiveness with
the ability of gradient weighting using the logistic-loss as
the basic form function. Comparing to the previous works
as in [30, 5], WSRA adaptively assigns proper weights to
valuable learning pairs thus benefiting the training. We de-
note fore/back-ground similarity scores as sip = φ(v
i
f , t
i)
and sin = φ(v
i
b, t
i), respectively. Our video-level loss func-
tion is calculated by:
Lvideo = log
[
1 +
N∑
i=1
exp(γ(sin − sip +m))
]
, (3)
in which i indices the sample in a random mini-batch, m is
a predefined margin and γ is a temperature factor.
3.2. Snippet-level Attention Modeling
While the above video-level loss imposed on a whole
video encourages learning a discriminative embedding
space and the metric functions, we introduce snippet-level
modeling to enhance the contrastive study of individual
video snippet and multiple textual queries, as illustrated in
Fig. 3 (b). Under this case, for the t-th snippet in the j-th
video vjt , we calculate the referring weight β
i
t as:
βjt =
exp(φ(vjt , tt))∑N
i=1 exp(φ(v
j
t , ti))
. (4)
As noted, sampling semantically similar queries affect
learning [59], but when the batch size grows with limited
number of textual expressions, a single training batch may
contain semantically similar queries more easily,e.g., “a
man having food” and “the man eating dinner”. As a result,
simply treating all other textual queries within the mini-
batch as the negative samples hurt discriminative learning.
We provide our solution as below on using the similarity
(ti, tj) to differentiate individual instances (queries within
a single training batch), telling whether a pair of them are
semantically dissimilar enough to support a sampled nega-
tive query.
The negative textual queries used in the VAS loss are
sampled within a single training batch. Different with pre-
vious fore/background discriminative loss, VAS loss con-
structs a triplet as (vif , t
i, tj), where (vif , t
i) are the fore-
ground features and corresponding (positive) textual query
for the ith video; and tj is the textual query coming with
the jth video and assumed as a negative query iff satisfying
a condition indicated by a logic value 1(ti, tj). We have the
video-level max-margin VAS loss as below:
Lvas =
N∑
i=1
1(ti, tj) ·max(0,m+ ψ(tj ,vif )− ψ(ti,vif )).
(5)
As noted, sampling semantically similar queries affect
learning [59], but when the batch size grows with limited
number of textual expressions, a single training batch may
contain semantically similar queries more easily, e.g., “a
man having food” and “the man eating dinner”. As a result,
simply treating all other textual queries within the mini-
batch as the negative samples hurt training. We provide our
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Figure 4: (a) Cross Video Similarity Loss Lcrov exploits the pseudo positive videos, and encourage the foreground representations across
samples to be similar when similar visual content occurs. (b) Demonstrative figure of queries’ semantic similarity within a single training
batch. The y-axis stands for distance measured by matching scores between all queries and the current query in question; x-axis sorts all
the queries according the matching score within this training batch.
solution as below on how to define 1(ti, tj) to differentiate
individual instances (queries within a single training batch),
telling whether a pair of them are semantically dissimilar
enough to support a sampled negative query.
3.2.1 Top/last-K Sampling.
Inspired by the hard negative sampling techniques in met-
ric learning [45, 22, 25, 67], we propose a top/last-K sam-
pling strategy akin to semi-hard negative sampling [41]. We
identify queries as “pseudo-positive samples” and “easy-
negative samples”, as demonstrated by Fig. 4, then we select
the “hard-negative samples”, which provide more informa-
tive gradients that help learning. We note “easy-negative
samples” do not contribute to better training while being in-
cluded do not hurt either yet waste wall-clock time in com-
putation. To identify the “hard-negative samples”, we first
sort all the queries in the mini-batch based on the similarity
scores compared to the one given for the video of interest.
Then we simply remove the top and last K samples as easy
positive and negative ones. While the hyper-parameter K
depends on the batch size, we setK = 3 in our experiments
and find it quite stable and beneficial to the training.
3.2.2 Instance-level VAS Loss.
VAS loss can be thought of a video-level multi-target learn-
ing, e.g., one video with multiple textual descriptions, as
the referring attention weights are aggregated to compute
global fore/back-ground visual features during training. We
find further imposing a discriminative loss on individual
video snippet (the instance) improves learning:
Lins-vas =
N∑
i=1
T∑
t=1
max(0,m+αt− · ψ(ti−,vit)−
αt+ · ψ(ti+,vit)),
(6)
where αt+ and αt− are the referring attention weights com-
puted by Eq. 2 using ti+ (the ground-truth referring text) and
ti− (the sampled negative text), with v
i
t, respectively. We
note that the weights α actually scales the similarity scores,
in which way the loss forces embedding learning and metric
learning to be more discriminative. We carry out ablation
study on the losses in the experiment section.
3.3. Cross Video Similarity Loss
Proceeding from previous efforts in un/weak-supervised
video representation learning, we are inspired with the ne-
cessity to construct contrastive learning pairs across video
samples. [36] proposed to encourage the videos containing
identical actions to be encoded as similar features in their
corresponded temporal regions. [6] learns the frame-wise
correspondence across videos and yields great representa-
tions without any strong supervision. These works all unan-
imously highlight that mining the common-information
among samples could enormously benefit the discrimina-
tive learning. This practice also applies for our video and
language tasks, where the similar visual content can be
observed in different videos. For instance, the excluded
pseudo-positive samples from our VAS learning might be
“a gentleman is having dinner”, whose visual foreground
should be similar with the scenario of “man eating food in
a restaurant”. We then exploit an inter-video loss (Lcrov)
for further improving the discriminativeness of learning by
utilizing the mined pseudo-positive samples as stated previ-
ously. Concretely, we assume that for each target video v, it
contains implicit common activities with its pseudo-positive
sample u. Now we design our learning objective to be mak-
ing their foreground representations (vf ,uf ) closer and en-
larging the divergence of foreground with background (ub)
as is shown in Fig. 4, where uf and ub is computed as the
soft aggregation over all segment ui weighted by their sim-
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ilarity with vf :
uf =
M∑
i
γi · ui. (7)
Here M denotes the length of u, and γi represents the at-
tention weights and are normalized by the softmax function
along temporal axis:
γi =
ecos(ui,vf )∑M
j e
cos(uj ,vf )
. (8)
Since the comparing targets are from the same modality,
we simply use cosine similarity as measuring function. Our
overall cross-video loss then can then be expressed as:
Lcrov =
N∑
i=1
λi ·max(0,m+
uif
T · vif
||uif || · ||vif ||
− u
i
b
T · vif
||uib|| · ||vif ||
).
(9)
We also introduce a gating parameter λi, which acts as the
masking function that blocks out the training pairs when
their textual descriptions (tv, tu) are not similar:
λi =
{
1 if tv
T tu
||tv||·||tu|| > τ
0 otherwise
, (10)
we set τ = 0.9 as the similarity threshold. In such a way, we
can utilize the semantic information of captions to guaran-
tee that the constructed pseudo-positive sample is correctly
chosen.
3.4. Overall Training Loss
As for the overall objective loss, we combine all the
above loss terms for end-to-end training our model:
L = αLbg + βLcrov + γLvas + δLins−vas (11)
where α, β, γ and δ are hyper-parameters weighting the loss
terms. We independently study each loss weight on top of
Lbg , then incrementally combine all the losses and train the
final model. We list details on the use of these loss terms in
the ablation study for specific tasks involved in our exper-
iments. During training, we use the Adam optimizer with
constant learning rate 10−4 and coefficients 0.9 and 0.999
for computing running averages of gradient and its square.
We implement our algorithm using PyTorch toolbox [35] on
single GTX1080 Ti GPU.
4. Experiment
The goal of our experiments is to validate the effective-
ness of the proposed weakly-supervised framework with the
top-down referring attention (WSRA) for temporal-textual
association learning, through two tasks of moment local-
ization and language grounding on the DiDeMo [15] and
Charades-STA [10], respectively. We use the mean Aver-
age Precision (mAP) under various Intersection over Union
(IoU) thresholds to measure the performance. First, we
elaborate on some important details about the models and
language features. We then compare our WSRA with other
state-of-the-art methods with systematical ablation studies
on the two tasks over the two benchmarks. Finally, we vi-
sualize the qualitative results produced by our WSRA.
Language Processing and Feature Extraction. The pro-
posed WSRA framework is agnostic to the choice of lan-
guage models. Although one is free to use any language
models providing features to represent the textual queries
(e.g., natural-language sentence or short phrase), we turn to
the Openai-GPT2 [39], which is a released language model∗
trained over large-scale, diverse corpus (Wikipedia, news
and books). GPT2 is composed of a stacking of repetitive
transformer modules, and we retrieve our textual features
by averaging all outputs from modules as done in litera-
ture [60].
4.1. Moment Localization on DiDeMo
For localizing moments over a given natural-language
description, we use the Distinct Describable Moments
(DiDeMo) dataset [15], which includes >10k 25-30 sec-
ond long Flickr videos. Manual annotations contain >40k
sentences with temporal boundaries for fine localization. In
total, the DiDeMo dataset contains 8,395, 1,065 and 1,004
videos for training, validation and testing respectively. We
report the performances of our model on the testing split
and conduct ablation studies on the validation split. As sug-
gested by the dataset, to simplify association between the
sentence and a video, each long video is divided into 6 seg-
ments, which are annotated as whether corresponding to the
sentence for localization. In DeDeMo, each textual descrip-
tion is associated with only one continuous video moment,
thus yielding 21 possible candidates (
∑6
i=1 i). We measure
the performance using the Rank@1 (R@1) and Rank@5
(R@5) (accuracy of the top-1/5 retrieved candidates) and
their mean Intersection of Unions (mIoU) when IoU=1. To
extract visual features of the videos, we use the official pro-
vided features over both RGB and optical flow [1]. For
fair comparisons with other methods, as done in [15, 1],
we compute the visual features as the concatenation of the
global averagely pooled features (all 21 proposal features)
and the local proposal features, which are produced by af-
ter average pooling the features from each segment. We set
hyper-parameters δ = 1 and α = λ = γ = 0.1 in this ex-
periment and report results under different combinations in
our supplementary materials. During inference, we select
the top-5 proposals with highest attention weights as the fi-
nal prediction.
∗https://github.com/openai/gpt-2
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Table 1: Ablation study of loss terms on the validation split of
DiDeMo and Charades-STA when IoU is 1 and 0.7 respectively.
Lbg Lvas Lins-vas Lcrov DiDeMo (Val) Charades-STAR@1 R@5 mIoU R@1 R@5 mIoU
X – – – 10.10 36.05 18.78 3.42 18.56 16.85
– X – – 9.34 35.75 18.36 3.94 20.04 19.20
– – X – 14.68 45.72 26.04 4.84 23.65 22.16
X X – – 11.76 39.29 22.41 4.11 21.88 18.86
X – X – 14.75 43.62 25.30 5.12 22.56 20.95
– X X – 15.37 46.26 27.52 5.81 23.90 20.55
X X X – 16.20 49.56 27.50 7.42 26.65 24.42
X X X X 16.92 50.12 28.32 10.05 33.73 26.68
Table 2: Comparison of performances with fully/weakly-
supervised methods on DiDeMo test split. Our WSRA
model outperforms the state-of-the-art weakly-supervised method
(TGA) [30]. We report performances of models using regular word
vectors (marked as WSRA∗). “Chance” denotes the results of ran-
dom guess.
Supervision Method Feature R@1 R@5 mIoU
Upper Bound – 74.75 100 69.05
Chance – 3.75 22.5 22.64
Fully
Supervised
CCA [1] Flow&RGB 18.11 52.11 37.82
Lang. Obj. Retr. [17] Flow 16.20 43.94 27.18
LSTM-RGB-local [1] RGB 13.10 44.82 25.13
LSTM-Flow-local [1] Flow 18.35 56.25 31.46
MCN [1] Flow&RGB 28.10 78.21 41.08
TGN [4] Flow&RGB 28.23 79.26 42.97
Weakly
Supervised
TGA [30] Flow&RGB 12.19 39.74 24.92
WSRA RGB 14.20 43.67 25.22
WSRA∗ Flow 17.23 48.84 27.42
WSRA Flow 17.88 50.04 29.90
WSRA Flow&RGB 17.52 52.11 28.87
To understand how each loss term contributes to the per-
formance, we conduct a systematical ablation study in Ta-
ble 1. The results clearly demonstrate that all the loss terms
improve the performance individually and are complemen-
tary with each other, and by combining them all achieves
the best performance. Since Lcrov supervises only the vi-
sual features without any alignment, thus can not be com-
pared independently. From this table, it is worth noting
that using the fore/background loss only performs on par
with TGA [30] (see Table 2), which is the state-of-the-
art weakly-supervised method that adopts similar design of
fore/back-ground modelling. Our final WSRA outperforms
TGA [30] by a clear gain, demonstrating that the loss terms
exploits the weak supervision more effectively in learning a
better discriminative model. Fig. 5 studies the effect of our
top/last-K sampling strategy with various K. We clearly
see that, when excluding top K = 3 and last K = 2 sam-
ples in the mini-batch, it yields the best performance, with
the batch size set to 42 in this experiment.
Figure 5: Effect of different K in the top/last-K sampling on
DiDeMo validation split.
We compare our WSRA with other advanced
weakly/fully-supervised methods in Table. 2. As the
previous methods, we experiment with visual features from
modals of RGB and optical flow. Upper-bound of DiDeMo
is brought since the human annotators cannot achieve 100%
agreement in annotating the segment boundaries w.r.t the
given video-level sentence [1]. Comparing with the base-
line models, our WSRA model significantly outperforms
weakly supervised TGA [30] by 5.5%, 11% at R@1 and
R@5 respectively, even achieving comparable performance
with several fully supervised methods e.g., CCA [1] and
LSTM based model [1]. It is also worth noting that, our
WSRA model has similar number of parameters with all
above mentioned baseline models.
4.2. Language Grounding on Charades-STA
We further validate our WSRA for the language ground-
ing task on another video dataset, Charades-STA [10],
which augments the Charades dataset [47, 46] with man-
ual annotations in the form of natural language descriptions
at precise start-end timestamp of each video. Charades-
STA contains 12,408/3,720 video-query pairs for train-
ing/testing. For annotation, Charades-STA expands each
verb to generate a textual sentence from single caption in
Charades using language templates, and associate the sen-
tence with frames corresponding to this verb. To encode
the video segment, as done by other weakly-supervised
methods for action localization [32, 36], we use the I3D
feature from a pre-trained model trained over the Kinet-
ics dataset [3]. For inference, we turn to the moment se-
lection methods [10], which generate multi-scale sampled
moment candidates using sliding window method for re-
trieval with fixed length of frames. Moreover, since the
video duration varies significantly, we sampling the mo-
ment candidates with lengths proportioned to the video du-
ration. Specifically, sampled candidate clips are with {20%,
30%, 40%, 50%} of the whole videos and in 80% overlap
using the sliding window manner, then the moment with
highest attention weight score is selected as the final pre-
diction. More details can be found in the supplementary.
We report the performance comparison with different mean
Intersection-over Union (mIoU = {0.3, 0.5, 0.7}) and Re-
call@{1, 5}, and the mIoU as a summary metric. We
list detailed comparison in Table 3. From our WSRA and
TGA [30], we can see the clear advantage of our refer-
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Table 3: Language grounding results on the test set of Charades-STA under different intersection over unions. ∗ denotes the
work under peer reviewing.
Approach
IoU=0.3 IoU=0.5 IoU=0.7
R@1 R@5 R@1 R@5 R@1 R@5 mIoU
Fully
Supervised
Random [10] – – 08.51 37.12 03.03 14.06 –
VSA-STV [20] – – 10.50 48.43 04.32 20.21 –
CTRL [10] – – 21.42 59.11 07.15 26.91 –
Xu et al. [61] – – 35.60 79.40 15.80 45.40 –
MAN [66] – – 46.53 86.23 22.72 53.72 –
Weakly
Supervised
TGA [30] 32.14 89.56 19.94 65.52 08.84 33.51 –
SCN [23] 42.96 95.56 23.58 71.80 09.97 38.87 –
CTF∗ [5] 39.80 - 27.30 - 12.90 - –
WSRA (Ours) 50.13 86.75 31.20 70.50 11.01 39.02 31.00
Attentional	
Weights:
Language:		Person	opens	the	refrigerator	and	takes	out	food.
Attentional	
Weights:
Language:				Person	opens	the	door	of	the	room.
Ground	Truth	Moment
Rank-1
Rank-1
Figure 6: Qualitative examples of the language grounding on Charades-STA dataset. We select the top several video moments with high
attention weights as the prediction.
ring attention: WSRA significantly outperforms TGA, for
example by 18% at [R@1, IoU=0.3], and 12% at [R@1,
IoU=0.5], respectively. We can also see clearly from the
above table that, WSRA demonstrates either comparable or
even better performance than most fully-supervised meth-
ods. In the meanwhile, our top/last-K sampling also rejects
theses pseudo-positive and less informative samples in the
contrastive learning. Fig. 6 shows the qualitative examples
of grounding in Charades-STA dataset where the moment
is aligned with language query even facing much longer
videos. We further study the effect of cross-video loss in
the supplementary.
5. Conclusion and Broader Impact
In this paper, we propose the weakly supervised model
with the referring attention mechanism (WSRA) for learning
temporal-textual association on videos. We introduce sev-
eral novel loss terms and sampling strategies, all of which
help better learning by fully exploiting the cues from the
weak supervision at video level. Through extensive experi-
ments on two benchmarks, we show the WSRA model out-
performs the state-of-the-art weakly-supervised methods by
a notable gain, achieving on par or even better performance
than some fully-supervised methods. As an outlook for the
future study, we consider that the most potential aspect our
model would benefit comes from the video-language repre-
8
sentation learning at scale [28], whereas the training is often
severely accompanied by uncurated annotations: e.g., tem-
porally misaligned descriptions [27]. To construct a soundly
and largely pre-trained model, it is requisite to properly
leverage the weak or biased annotation at comprehensive
views. Our WSRA provides us with such a perspective as
the trailblazer, that investigates thoroughly how language
can be fully exploited as valid supervisions even without
temporal annotations.
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