New oscillation and nonoscillation theorems are obtained for the second order quasilinear difference equation
Introduction
Consider the second order quasilinear difference equation
where the forward difference ∆ is defined as usual, i.e., ∆x n = x n+1 − x n , ρ > 0 is a constant, and {p n } ∞ n=1 is a real sequence with p n 0 for n n 0 .
Oscillation and nonoscillation of Eq. (1) have investigated intensively, see, for example, [1, 2] . In this paper, we obtain new oscillation and nonoscillation criteria for Eq. (1) which generalize the known results on second order linear difference equations.
A solution {x n } of (1) is said to be oscillatory if the terms x n of the sequence {x n } are neither eventually all positive nor eventually all negative. Otherwise, the solution is called nonoscillatory. Lemma 1 (Discrete mean value theorem [1] ). Suppose that {u n } is defined on N(a, b) .
Some lemmas
Lemma 2. Let {x n } is a nontrivial solution of (1) . Assume that x n > 0 for n ∈ N(a + 1, b) and that ∆x a−1 0, ∆x a < 0, and 
where a, b ∈ N(n 0 ) and a < b. Then the relation
holds.
Proof. We assume that (4) holds. If (5) holds, then the proof is similar. Let
.
, which implies ∆x n−1 is nonincreasing and ∆x n−1 < 0 for n ∈ N(r + 1, b). Hence, {x n } is decreasing. By (3) of Lemma 1 and (4), we get
On the other hand, since ∆x r−1 0, sum of (1) between n = r and n = b − 1 shows that
Since {x i } is decreasing, (8) implies
From (7) and (9), we obtain
This completes the proof of Lemma 2. 2 Lemma 3 [3] .
The proof of Lemma 4 is easy and it is omitted.
Main results
Let the sequence {n m } ∞ m=0 be given such that n
and introduce the notation
Clearly, we have β 0 = 1, β m > 0, and ∞ m=0 β m = ∞. Our first result (on the nonoscillation) is the following. 
and there exists the infinite sequence {z m } ∞ m=0 satisfying the recurrence relation
Proof. We are going to show that the solution {x n } of (1) subject to the conditions
Therefore by Lemma 2 we have x n−1 > 0 on N(n 0 + 1, n 1 ). In fact, if not, assume that there exists a n * ∈ N(n 0 + 1, n 1 ) such that ∆x n * −2 > 0, ∆x n * −1 0, then by Lemma 2, we have
and that ∆(∆x n−1 ) ρ 0 for n ∈ N(n 0 , n 1 ) which means that ∆x n−1 is nonincreasing on N(n 0 , n 1 + 1). Summing (1) from n 0 to n 1 − 1, we obtain
By Lemma 1, we get
From (14) and (15), we have
Now we claim that {x n } is fixed signed on N(n 1 , n 2 ). If not, then there exists a s 1 ∈ N(n 1 − 1, n 2 ) such that
In view of ∆x n−1 > 0 on N(n 0 + 1, n 1 ), by Discrete Rolle's Theorem (see [1] ), there exists a a 1 ∈ N(n 0 , s 1 − 1) such that ∆x a 1 −1 0 and ∆x a 1 < 0.
Clearly, a 1 ∈ N(n 1 , n 2 − 1). Using Lemma 2, we obtain
Contradicting the assumption α 1 < 1. Thus we have shown that
Now we are going to show by mathematical induction the validity of the relations
x n > 0 for n ∈ N(n m+1 , n m+2 ),
where {z m } is defined by the recurrence relation (13). We can easily check that the case m = 0 is covered by (16) 
By ( is decreasing on N(n m+1 , n m+2 ). By Lemma 1, for i ∈ N(n m+1 , n m+2 − 1), we have
Summing (1) from n m+1 to n m+2 − 1, we get
By Lemma 1,
where n j c n j +1 − 2. Hence
Here z m+2 > 0 implies z m+1 > α m+1 . By (21) and (22), we get
which implies ∆x n m+2 −1 > 0. Now we claim that x n > 0 for n ∈ N(n m+2 , n m+3 ). If not, then there exists a s m+2 ∈ N(n m+2 + 1, n m+3 ) such that
In view of ∆x n m+2 −1 > 0, by Discrete Rolle's Theorem (see [1] ), there exists a a m+2 ∈ N(n m+2 , s m+2 − 1) such that
By Lemma 2, we obtain
Contradicting the assumption α m+2 < 1. Thus, x n > 0 for n ∈ N(n m+2 , n m+3 ), which together with (21) and (22), completes the induction step. In this way, we have shown that in (20) the relation x n > 0 holds for all n ∈ N(n 0 ), which complete the proof of Theorem 1. 2 Theorem 2. Assume that 1 ρ < ∞. Further suppose the coefficient p n in (1) has the property
and the recurrence relation
has no solution such that 0 < v m < 1 for all m = 1, 2, . . . , where
Proof. Without loss of generality, assume that (1) has an eventually positive solution {x n }. We may suppose that this holds already for n ∈ N(n 0 ). Then, by (1), ∆(|∆x n−1 | ρ−1 ∆x n−1 ) 0, hence, |∆x n−1 | ρ−1 ∆x n−1 is decreasing. We see that either (i) ∆x n−1 > 0 for n ∈ N(n 1 ) or (ii) there exists n 2 > n 1 such that ∆x n−1 < 0 on N(n 2 ).
If (ii) holds, then it follows ∆(−∆x n−1 ) ρ 0 which implies that ∆x n−1 decreases. This and ∆x n−1 < 0 on N(n 2 ) imply that there exists n 3 > n 2 such that x n 0 for n ∈ N(n 3 ). This contradicts x n > 0. Thus, (i) holds and ∆(∆x n−1 ) ρ 0. Hence, ∆x n−1 decreases for n ∈ N(n 1 ).
Summing (1) from n m to n m+1 − 1, we get
moreover, by Lemma 1 and (11),
Observe that by α, θ ∈ (0, 1) the first three factors of D are positive. Hence D 0 if and only if √ θ + √ α 1. With a little effort one could find that 0 < 1 − √ θ < z * < 1, i.e., the recurrence relation (31) exists for all m ∈ N , which proves this corollary. 2
Then (1) is oscillatory.
Proof. Let g(v)
denote the function
Then the recurrence relation (24) can be rewritten as
We have to find conditions under which the iteration (32) surely leaves the interval [0, 1).
Since v 1 = g(0) = θα, this happens immediately if θα 1. Clearly, in this case we have inequality √ θ + √ αθ > 1. Consequently, in the further investigation we can restrict ourselves to the cases when θα < 1.
The function g(v) is strictly increasing and v 1 = g(0) = αθ > 0 = v 0 , hence the sequence must have a limit v * = lim →∞ v m if the sequence remains forever in the interval [0, 1]. Then v * = g(v * ), which implies that v * is a real root of the quadratic equation
However, this equation has no real root if the discriminant is negative:
In the product form of D the first three factors are surely positive because now we have αθ < 1. Hence the condition D < 0 is equivalent to √ θ + √ αθ > 1, which was to be proved. 2
