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SELF-ADJOINTNESS OF TWO DIMENSIONAL DIRAC OPERATORS
ON CORNER DOMAINS
FABIO PIZZICHILLO AND HANNE VAN DEN BOSCH
Abstract. We investigate the self-adjointness of the two-dimensional Dirac operator D, with
quantum-dot and Lorentz-scalar δ-shell boundary conditions, on piecewise C2 domains with
finitely many corners. For both models, we prove the existence of a unique self-adjoint realization
whose domain is included in the Sobolev space H1/2, the formal form domain of the free Dirac
operator. The main part of our paper consists of a description of the domain of D∗ in terms of
the domain of D and the set of harmonic functions that verify some mixed boundary conditions.
Then, we give a detailed study of the problem on an infinite sector, where explicit computations
can be made: we find the self-adjoint extensions for this case. The result is then translated to
general domains by a coordinate transformation.
1. Introduction
In this paper we study the self-adjoint realizations of the two-dimensional Dirac operator with
boundary conditions on corner domains.
The free massless Dirac operator in R2 is given by the differential expression
(1.1) H := −i
(
0 ∂x − i∂y
∂x + i∂y 0
)
= −iσ · ∇,
where σ = (σ1, σ2) and the Pauli matrices are defined as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The Dirac operator describes the evolution of a relativistic particle with spin 12 . It also arises as
an effective description of electronic excitations in materials with a hexagonal lattice structure,
such as graphene. The free operator in R2 can be seen to be self-adjoint on D(H) := H1(R2,C2),
since it is equivalent to multiplication by σ · k after Fourier transform. For more details, see for
instance [25].
Let Ω ⊂ R2 be a connected domain with Σ := ∂Ω. Throughout, γ is the trace at Σ. We
denote by n the outward normal and by t the tangent vector to Σ chosen in such a way that
(n, t) is positively oriented. In this paper, we will study two perturbations of the free Dirac
operator related to the domain Ω.
The quantum-dot operator arises when the Dirac fermions are confined by a termination of the
lattice or by some type of potential. The best-known example of these boundary conditions is the
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one known in different communities as infinite mass, armchair, MIT-bag or chiral, as introduced
in [8] for theoretical reasons, or experimentally studied, for instance in [22]. In [24], it was shown
that this operator is the limit (in a suitable sense) of the free Dirac operators perturbed by a
mass term localized outside the domain Ω, when this mass tends to infinity. The quantum-dot
operator DQ acts as H on the domain
(1.2) D(DQ) = {u ∈ H1(Ω,C2) : PQη γu = 0}.
where the boundary condition PQη is parametrized by η ∈ [0, pi), and it is given by
(1.3) PQη γu :=
1
2
(1−AQη )γu, AQη := sin(η)σ · t(s) + cos(η)σ3.
Throughout this paper we assume that η ∈ (0, pi). The case η = 0 is known as zig-zag boundary
value conditions. It is, mathematically speaking, very different from the other cases and we plan
to study corners in this model in the future.
The δ-shell interaction arises as a limiting case of the free Dirac operator perturbed by a
potential that is strongly localized on the curve Σ. Formally, one can think of this perturbation
as a potential that is a coupling constant times the Dirac δ distribution on Σ. In order to make
sense of this mathematically, it has to be considered as a boundary value problem. The action
of the δ-shell operator on a function defined on the whole space can be seen as the direct sum
of the action of the free Hamiltonian on the restriction of the function on Ω and its complement
Ωc. Along the curve Σ, both functions are linked by a special type of transmission condition
given in (1.5). In dimension three, in [17, 18] it is shown that this type of operator is exactly
the limit of the operators with smooth potentials that approximate a delta function on the
surface. The case that we study here, is the case where this potential takes the form of position-
dependent mass term, or formally mδΣσ3. We call this model the Lorentz-scalar δ-shell (as
opposed to an electrostatic delta-shell generated by V δΣ1C2), since it is invariant under Lorentz
transformations. We study the Lorentz-scalar δ-shell operator DL, defined as the action of H
on pairs of spinors u+, u− defined in Ω+ ≡ Ω and Ω− ≡ R2 \ Ω, with domain
(1.4) D(DL) = {(u+, u−) ∈ H1(Ω+,C2)×H1(Ω−,C2) : PLµ (γu+, γu−) = 0} ,
where the boundary condition PLµ is parametrized by µ ∈ (−1, 1), and defined as the orthogonal
projection on pairs of spinors satisfying
(1.5) M+µ γu+ +M
−
µ γu− = 0, M
±
µ := (±iσ · n+ µσ3) .
For the physical interpretation, 2µ is the mass of the δ shell. Throughout this paper, we assume
that µ 6= 0 since the case µ = 0 coincides with the free Dirac operator on R2.
When Ω is a C2 domain, both operators are self-adjoint. In other words, the boundary value
problem has an elliptic regularity property. For the quantum-dot model, this was shown in [7].
The δ-shell interaction has been studied previously in dimension three, but the 3-dimensional
theory also applies in dimension 2. Self-adjointness for 3-dimensional δ-shell interactions has
been obtained in [11, 2, 3, 4, 20, 6, 5, 13], in increasingly general settings, and we refer to [19]
for a review on the topic.
In this paper we are interested in relaxing the smoothness hypothesis on the domain: we con-
sider domains with corners. This is justified by several reasons: first the fact that for numerical
approximation, smooth curves are approximated by polygons. Secondly, from a mathematical
point of view this turns out to be an interesting question, and it goes beyond a mere gener-
alization of the methods in previous works. Indeed, if we compare the same problem for the
Schrödinger operator, we obtain that for convex corners the operator admits a one-parameter
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family of self-adjoint extensions. Any element in this set is the norm resolvent limit of a suit-
able sequence of Friedrichs-Dirichlet Laplacians with point interactions, see [23]. Although we
can expect the existence of a family of self-adjoint extensions, they cannot correspond to point
interactions, since the point interaction for the Dirac operator is not well defined in dimension
greater than one.
To our knowledge, boundary value problems on corner domains for the 2-d Dirac operator have
been treated in only two works. In [16], the case of polygons has been treated for the MIT -bag
model, a particular case of quantum-dot boundary conditions. In the case where Ω is a sector,
the authors prove that the operator defined on H1 is self-adjoint for opening angles in (0, pi) and
it is not self-adjoint for opening angles in (pi, 2pi). In the latter case, it admits a one-parameter
family of self-adjoint extensions and among them, only one has domain included in the Sobolev
space H1/2. In [9], the authors study the case of two-valley Dirac operator on a wedge in R2 with
infinite mass boundary conditions, whith an additional sign flip at the vertex. They parametrize
all its self-adjoint extensions, proving that there exists no self-adjoint extension, which can be
decomposed into an orthogonal sum of two two-component operators. This property is related
to the valley-mixing effect.
These two papers strongly depend on the radial symmetry of the domain. We generalize
the results in [9, 16] to more general boundary conditions and to curvilinear polygons. Our
main result, Theorem 1.2, states that for a general bounded and piecewise C2-regular domain
Ω with finitely many corners, the operators DL and DQ have a unique self-adjoint extensions
with domain contained in H1/2, the natural form domain of H. Since functions in H1/2 do
not necessarily have boundary traces, we need to introduce some definitions before stating this
precisely. The proofs in [16, 9] use an exact decomposition of the operator on the wedge in angular
momentum subspaces. This strategy could also work for the operator under consideration here.
However, we chose a different method that can be seen as a Dirac analogue of the tools developed
in [12] for the case of second-order elliptic operators on corner domains. Indeed, in Theorem 1.6,
we characterize the domain of the adjoint operator in terms of the operator defined onH1 plus the
set of C2-valued harmonic functions that verify some mixed boundary condition, see Theorem 1.6
for more details. This fact holds independently of details about the domain and may generalize
to other or the three-dimensional case. The bottomline is that one has to obtain information
about harmonic spinors near corners in order to completely solve the problem.
Before stating our main theorem, following [12], we define precisely the class of domains under
consideration.
Definition 1.1. Let Ω ⊂ R2 be a bounded and simply-connected domain and let Σ = ∂Ω. We
say that Ω is a curvilinear polygon of class C2 if and only if if for every x ∈ Σ there exists a
neighbourhood V of x in R2 and a mapping ψ : V → R2 such that
(i) ψ is injective;
(ii) ψ and ψ−1 (defined on ψ(V )) are of class C2;
(iii) denoting with ψj the j-th component of ψ, Ω ∩ V is
(a) either {y ∈ V : ψ2(y) < 0},
(b) either {y ∈ V : ψ1(y) < 0 and ψ2(y) < 0};
(c) or {y ∈ Ω : ψ1(y) < 0 or ψ2(y) < 0}.
For x ∈ Σ, we say that x is a convex corner in case (b) and a non-convex corner in case (c).
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We will use lowercase letters like u, v, . . . , to refer to spinors in L2(Ω,C2) or pairs of spinors
in L2(Ω+,C2)× L2(Ω−,C2). When we have to distinguish components,
u =
(
u1
u2
)
, ui ∈ L2(Ω,C)
in the first case, and
u = (u+, u−) =
((
u+,1
u+,2
)
,
(
u−,1
u−,2
))
, u±,i ∈ L2(Ω±,C)
in the second case.
From time to time, we omit the superscripts Q and L for statements that apply to both DQ
and DL. We define the maximal domain of H for a domain O, by
K(O) := {u ∈ L2(O,C2) : Hu ∈ L2(O,C2)}.
Since D(Ω,C2) ⊂ D(DQ), the adjoint operator (DQ)∗ acts as H and D((DQ)∗) ⊂ K(Ω). Analo-
gously D((DL)∗) ⊂ K(Ω+)×K(Ω−). We can now state our main result.
Theorem 1.2. Let Ω be a bounded and simply connected curvilinear polygon of class C2. Let
the operators DQ and DL be defined respectively as in (1.2) and (1.4). The operators DQ and
DL admit self-adjoint extensions DQ0 and D
L
0 with domains
D(DQ0 ) := {u ∈ H1/2(Ω,C2) ∩ K(Ω) : PQη γu = 0};
D(DL0 ) :=
{
u = (u+, u−) ∈
(
H1/2(Ω+,C2) ∩ K(Ω+))× (H1/2(Ω−,C2) ∩ K(Ω−)) :
PLµ (γu+, γu−) = 0
}
.
Remark 1.3. The functions in K(Ω±) do not have H1 regularity and so, a priori, the boundary
conditions are ill-defined. Nevertheless, we will see in Lemma 2.3 that the boundary trace can
be defined in a weaker sense. Also, away from the corners, elements of D(DQ0 ) are H1 and thus
the boundary conditions hold in the usual sense in any subset of Σ not containing corners.
Theorem 1.2 will be a consequence of a more general result about the decomposition of the
domains of the adjoint operators (DQ)∗ and (DL)∗. We first define the localized operators close
to each corner and the spaces of solutions of the corresponding adjoint problems.
Definition 1.4. Let Ω be a curvilinear polygon of class C2 and let D be defined as in (1.2) and
(1.4). Let C be the finite set of the corners of Σ. For every c ∈ C we define
NQρ (c) := {u ∈ K(Ω ∩B(c, ρ)) : ∆u = 0 and PQη γu = PQη γ(Hu) = 0 on Σ ∩B(c, ρ)};
NLρ (cj) :=
{
u = (u+, u−) ∈ K(Ω+ ∩B(c, ρ))×K(Ω− ∩B(c, ρ)) :
∆u = (∆u+,∆u−) = 0 and PLµ γu = PLη γ(Hu) = 0 on Σ ∩B(c, ρ)
}
.
(1.6)
So, the spaces Nρ(c) contain harmonic functions in a neighborhood of the corner c satisfying
some mixed boundary conditions. We will also need to extend these functions to the entire
domain. To this end, fix a radial cut-off φ such that
(1.7) φ ∈ C∞(R2, [0, 1]), and φ(x) =
{
1 for |x| < 1/3;
0 for |x| > 2/3; .
We define
(1.8) Nρ(c) :=
{
φ
(
x−c
ρ
)
uE(x) : u ∈ Nρ(c)
}
,
where, for u defined in B(c, ρ), uE denotes its extension by zero.
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Remark 1.5. Since H2 acts as −∆, if u ∈ Nρ(c) then Hu ∈ K and the boundary trace of Hu is
well-defined in the generalized sense.
With these definitions, we can state the following theorem.
Theorem 1.6. Let Ω be a curvilinear polygon of class C2 with finitely many corners. Denote by
C be the set of its corners. Let D be defined as in (1.2) and (1.4) . For ρ > 0 define Nρ(c) for
all c ∈ C as in (1.8). Then, we have a decomposition:
(1.9) D(D∗) = D(D) +
∑
c∈C
Nρ(c)
We will prove Theorem 1.6 in Section 2. In Section 3, we use separation of variables to compute
a basis of Nρ(c) in the case of a wedge with straight edges. This allows to obtain the complete
description of self-adjoint extensions for corners with straight edges. In section 4, we obtain a
unique self-adjoint extension with domain D(D∗) ∩H1/2 for curvilinear polygons.
2. General considerations and proof of Theorem 1.6
In this section, we group some properties of the operators DQ and DL, their adjoints, and
finally prove Theorem 1.6 . We assume that Ω is a bounded curvilinear polygon of class C2.
We start by some identities that are well-known from the smooth case. In order to simplify
the computations, we rewrite the boundary condition PQη and PLµ defined respectively in (1.3)
and (1.5). Throughout the paper, we use the canonical identification R2 ∼ C, that is for any
x ∈ R2, we will denote x := x1 + ix2 ∈ C. In particular, with this notation n = n1 + in2 and
t = t1 + it2, where n is the outward unit normal and t = (−n2,n1) is the tangent vector with
our choice of orientation.
For the quantum-dot model, PQη
(
γu1
γu2
)
= 0 if and only if
γu2 = Btγu1, where B :=
sin η
1− cos η .
So we can use equivalently
(2.1) D(DQ) = {u ∈ H1(Ω,C2) : γu2 = Btγu1}.
From (2.1), the operator DQ depends on a parameter B > 0. We use the notation DQ,B to stress
this dependence. Setting
MB :=
(
B−1/2 0
0 B1/2
)
,
we have that
DQ,B = MBD
Q,1MB.
Thanks to this and since the matrix MB is Hermitian and invertible, the problem of the self-
adjointness for the operator DQ,B is equivalent to the problem of self-adjointness for the operator
DQ,1. For this reason, from now on we we only assume that B = 1 or equivalently η = pi/2.
This kind of boundary condition, is called infinite-mass boundary condition. Finally, for sake of
clarity we identify PQ = PQpi/2.
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For the Lorentz-scalar δ-shell, we have that PLη γ(u+, u−) = 0 if and only if
γu− = −(M−µ )−1M+µ γu+ = − cosh(α)γu+ − sinh(α)σ ·t γu+, where tanh(α) =
2µ
1 + µ2
.
Again, we will mainly use this characterization of the domain
(2.2) D(DL) = {(u+, u−) ∈ H1(Ω+,C2)×H1(Ω+,C2) : γu− = (cosh(α)− sinh(α)σ ·t )γu+} .
We now list some useful identities. For smooth u, v, these identities follow from the divergence
theorem and identities of the Pauli matrices. They follow for general u, v by an approximation
argument that requires some extra care in the case of limited boundary regularity. We provide
a detailed proof in Appendix A.
Lemma 2.1. Let O be a piecewise C1 domain, nO the outward normal. Let Ω be a curvilinear
polygon of class C2 with boundary Σ. We define, almost everywhere on Σ, κ ≡ t· ∂tn, which
equals, up to a sign depending on the orientation, the piecewise continuous curvature of the
boundary.
(i) For all u, v ∈ H1(O) , we have
(2.3) 〈u,Hv〉L2(O) − 〈Hu, v〉L2(O) = i
∫
∂O
〈σ · nOu, v〉C2 ;
(ii) For all u, v ∈ H1(O)
(2.4) 〈Hu,Hv〉L2(O) = 〈∇u,∇v〉L2(O) +
∫
∂O
〈u, iσ3∂tOv〉C2 ;
(iii) For all u, v ∈ D(DQ)
(2.5)
〈
DQu,DQv
〉
L2(Ω)
= 〈∇u,∇v〉L2(Ω) +
∫
Σ
κ
2
〈u, v〉C2 ;
(iv) For all u, v ∈ D(DL)〈
DLu,DLv
〉
L2(Ω+)×L2(Ω−) = 〈∇u,∇v〉L2(Ω+)×L2(Ω−) − sinh(α)
∫
Σ
κ 〈u−,σ ·t v+〉C2(2.6)
With these identities, we check that the operators defined previously are symmetric.
Proposition 2.2. The operators DQ and DL, defined in (1.2) and (1.4) respectively, are sym-
metric and closed.
Proof. Tanks to (2.3) we have that DQ is symmetric if∫
Σ
〈σ · nΣu, v〉C2 = 0, for all u, v ∈ DQ.
Let u, v ∈ D(DQ), then PQγu = PQγv = 0, where PQ is defined in (1.3) for η = pi/2. Moreover,
since σ · nΣ anti-commutes with both σ3 and σ · tΣ, it anti-commutes with AQ and so
PQσ · nΣ = σ · nΣ(1− PQ).
Thanks to this, since PQ is a hermitian matrix on C2, we can conclude that
0 =
〈
PQγu,σ · nΣγv
〉
C2 =
〈
σ · nΣγu, (1− PQ)γv
〉
C2 = 〈σ · nΣγu, γv〉C2 .
Thus DQ is symmetric.
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Let us analyse DL. Thanks to (2.3) we have that DL is symmetric if and only if∫
Σ
〈σ · nΣu+, v+〉C2 − 〈σ · nΣu−, v−〉C2 = 0, for all u, v ∈ D(DL).
Since σ · nΣ anti-commutes with σ3 we have that
(M±µ )∗ = M∓µ , (M±µ )−1 = (µ2 − 1)−1M±µ , M±µ σ · nΣ = −σ · nΣM∓µ .
Using these properties, the boundary condition can be rewritten as
u−(x) = −(M−µ )−1M+µ u+(x) = (1− µ2)−1M−µ M+µ u+(x), x ∈ Σ
and the same holds for v. Thus, we compute
〈u−,σ · nΣv−〉C2 = (1− µ2)−2
〈
M−µ M
+
µ u+,σ · nΣM−µ M+µ v+
〉
C2
= (1− µ2)−2 〈u+,M−µ M+µ σ · nΣM−µ M+µ v+〉C2
= (1− µ2)−2 〈u+,σ · nΣM+µ M−µ M−µ M+µ v+〉C2 = 〈u+,σ · nΣv+〉C2
Therefore, the boundary term vanishes and DL is symmetric.
Finally, to obtain the closedness of DQ, we start from (2.5). There exists a constant CΣ > 0,
depending only on the curvature of Σ, such that
‖u‖2H1(Ω) ≤ ‖DQu‖2L2(Ω) + ‖u‖2L2(Ω) + CΣ‖γu‖2L2(Σ)
≤ ‖DQu‖2L2(Ω) + ‖u‖2L2(Ω) + CΣ‖u‖H1(Ω)‖u‖L2(Ω)
≤ ‖DQu‖2L2(Ω) + (1 + −1CΣ)‖u‖2L2(Ω) + CΣ‖u‖2H1(Ω).
Thus, taking  sufficiently small, we can find a constant such that
(2.7) ‖u‖H1(Ω) ≤ C
(
‖DQu‖L2(Ω) + ‖u‖L2(Ω)
)
.
Let (un)n ⊂ D(DQ) be a Cauchy sequence in the graph norm for DQ. Then (2.7) implies that
(un)n is a Cauchy sequence in H1(Ω,C2) and so there exists u ∈ H1(Ω,C2) such that (un)→ u
in H1. Since the boundary trace map γ is continuous from D(DQ) to H1/2(Σ) , we have that
γun → γu, and so γu verifies the quantum-dot boundary conditions. Thus, DQ is closed.
The proof for DL is analogous. We start this time from (2.6) to conclude that there exists a
constant such that there exists CΣ > 0 only depending on Σ such that to obtain
‖u‖2H1(Ω+)×H1(Ω−) ≤‖DLu‖2L2(Ω+)×L2(Ω−) + ‖u‖2L2(Ω+)×L2(Ω−) + CΣ‖γu‖2L2(Σ)
This expression can be bounded in a completely analogous way to obtain
(2.8) ‖u+‖H1(Ω+) + ‖u−‖H1(Ω−) ≤ C
(‖DLu‖+ ‖u‖) .
Reasoning as before, we conclude that DL is closed. 
Now, we move on to study D(D∗). Since test functions are included in the domain of D, its
adjoint D∗ acts, in distribution sense, as the differential expression H. Therefore, the domain of
the adjoint is included in the maximal domain of the elliptic differential expression H. Spinors
in the maximal domain have boundary traces, as is the case for functions in the maximal domain
of second order elliptic operators, see e.g, [12, Sec 1.5.3]. Furthermore, functions in the domain
of the adjoint satisfy boundary conditions in a weak sense.
Lemma 2.3. Let O be a a curvilinear polygon of class C1. The map σ ·n γ : H1(O,C2) →
L2(∂O,C2) extends to a bounded map T : K(O)→ H−1/2(∂O,C2).
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We defer the proof of 2.3 to Appendix A. We are ready now to give a first characterization of
D(D∗).
Proposition 2.4. Let DQ be the quantum-dot operator defined as in (1.2). Then
(2.9) D((DQ)∗) = {u ∈ K(Ω) : PQη σ ·nTu = 0},
where the boundary conditions hold in the sense that, for all f ∈ H1/2(Σ,C2) such that PQη f ∈
H1/2(Σ,C2), we have
Tu[(1− PQη )f ] = 0.
Let DL be the Lorentz-scalar δ-shell operator defined as in (1.4). Then
(2.10) D((DL)∗) = {u = (u+, u−) ∈ K(Ω+)×K(Ω−) : PLµ Tu = 0},
where the boundary conditions hold in the sense that, for all f+ and f− in H1/2(Σ,C2) such that
M±µ f± ∈ H1/2(Σ,C2), we have
Tu+[M
−
µ f
+] + Tu−[M+µ f−] = 0.
Remark 2.5. If v ∈ D((D)∗) is supported away from the corners, multiplication of Tv by σ ·n
and PQη makes sense and the boundary conditions hold in the usual sense.
Remark 2.6. If C is the set of corner points of ∂O, if f and PQη f are in H1/2(∂O), f vanishes
on C in the sense that it can be written as a H1/2 limit of functions with compact support in
∂O \ C.
Proof of Proposition 2.4. Since H10 (Ω,C2) ⊂ D(DQ), for v ∈ D((DQ)∗) we have
(DQ)∗v = Hv,
which implies that D((DQ)∗) ⊂ K(Ω).
Set
D∗ := {u ∈ K(Ω) : PQη σ ·nTu = 0},
and let us prove first that D∗ ⊂ D((DQ)∗). Let v ∈ D∗, then for all u ∈ D(DQ), γu =
(1− PQη )γu ∈ H1/2(Σ). By (A.1),〈
DQu, v
〉
L2(Ω)
− 〈u,Hv〉L2(Ω) = 0,
so v ∈ D((DQ)∗).
For the opposite inclusion, take v ∈ D((DQ)∗) and f ∈ H1/2(Σ,C2) such that PQf ∈
H1/2(Σ,C2). Then u ≡ ξ(1− PQ)f ∈ D(DQ), where ξ : H1/2(Σ,C2) 7→ H1(Ω,C2) is a bounded
extension operator, and therefore,
Tv[(1− PQη )f ] = i
〈
v,DQu
〉
L2(Ω)
− i 〈(DQ)∗v, u〉
L2(Ω)
= 0.
The proof (2.10) is completely analogous. 
The last ingredient for the proof of Theorem 1.6 is the following lemma.
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Lemma 2.7. For every c ∈ C let Nρ,c be defined as in (1.8) and define DQρ,c and DLρ,c as the
action of H on the domains
D(DQρ,c) := {u ∈ H1(Ω ∩B(c, ρ)) : uE ∈ D(DQ)};
D(DLρ,c) :=
{
u = (u+, u−) ∈ H1(Ω+ ∩B(c, ρ),C2)×H1(Ω− ∩B(ci, ρ),C2) : uE ∈ D(DL)
}
;
(2.11)
and let D∗ρ,c be its adjoint. Then
(i) Dρ,c is closed and symmetric;
(ii) Ran(Dρ,c) is closed and Ker(Dρ,c) = {0};
(iii) Ker((D∗ρ,c)2) = Nρ(c).
Proof. Let us analyse DQρ,c. For all u ∈ D(DQρ,c), the extension by zero uE is in D(DQ). Thanks
to this it is easy to see that DQρ,c is symmetric. By applying (2.7) to uE , we find that a constant
such that
(2.12) ‖u‖H1(Ω∩B(c,ρ)) ≤ C
(
‖DQρ,cu‖L2(Ω∩B(c,ρ)) + ‖u‖L2(Ω∩B(c,ρ))
)
.
Let (un)n ⊂ D(DQρ,c) be a Cauchy sequence in the graph norm for DQρ,c. Then (2.12) implies that
(uEn )n is a Cauchy sequence in H1(Ω,C2) and so there exists u ∈ H1(Ω,C2) such that (uEn )→ u
in H1 and supp(u) ⊂ B(c, ρ). Since the boundary trace map γ is continuous from D(DQρ,c) to
H1/2(Σ) , we have that γun → γu, and so γu verifies the quantum-dot boundary conditions.
Thus, DQρ,c is closed.
Next, since D(DQρ,c) is compactly embedded in L2(Ω,C2) and DQρ,c is closed, thanks to (2.12),
and the Peetre characterization theorem for semi-Fredholm operators (see for instance [14, The-
orem 2.42]) we conclude that DQρ,c is semi-Fredholm, i.e., DQρ,c has closed range and a finite
dimensional kernel. Let us now prove that Ker(DQρ,c) = {0}. Assume that u is an eigenfunction
of DQρ,c with eigenvalue λ ∈ R. Then we have uE ∈ D(DQ) and may apply (2.3). We obtain
2λ 〈u, σ3u〉L2(Ω∩B(c,ρ)) =
〈
DQuE , σ3u
E
〉
L2(Ω)
− 〈u,DQσ3u〉L2(Ω)
= −i
∫
Σ
〈
uE ,σ ·nσ3uE
〉
C2 =
∫
Σ
〈
uE ,σ ·tuE〉C2 ,
where in the last line we used
(2.13) − iσ ·nσ3 = σ ·t .
Using the boundary condition PQγu = 0, with PQ defined in (1.3) for η = pi/2, finally gives
2λ
〈
uE , σ3u
E
〉
L2(Ω)
=
∫
Σ
〈
uE ,σ ·tuE〉C2 = 12
∫
Σ
〈
uE , {σ ·t ,1}uE〉C2 = 〈uE , {σ ·t , AQpi/2}uE〉C2
=
∫
Σ
〈
uE , uE
〉
C2 .
(2.14)
If λ = 0, we conclude that u ∈ KerDQρ,c implies that γu = 0. In addition, the components of u
are (anti-)holomorphic in the interior of Ω, which implies u ≡ 0.
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We move on to the localized Lorentz scalar operator DLρ,c. Again, it is symmetric and thanks
to (2.6), there exists CΣ > 0 only depending on Σ such that to obtain
‖u‖2H1(Ω+∩B(c,ρ))×H1(Ω−∩B(c,ρ)) ≤‖DLuE‖2L2(Ω+)×L2(Ω−) + ‖uE‖2L2(Ω+)×L2(Ω−) + CΣ‖γuE‖2L2(Σ)
This expression can be bounded in a completely analogous way to obtain
(2.15) ‖u+‖H1(Ω+∩B(c,ρ)) + ‖u−‖H1(Ω−∩B(c,ρ)) ≤ C
(‖DQρ,cu‖+ ‖u‖) .
Reasoning as before, we conclude that DLc,ρ is closed and semi-Fredholm.
Now if u is an eigenfunction for DLc,ρ with eigenvalue λ, we apply the previous identity to u+
and u− separately to obtain
2λ
〈
uE , σ3u
E
〉
L2(Ω+)×L2(Ω−) =
∫
Σ
〈
uE+,σ ·tu+
〉
C2 −
〈
uE−,σ ·tu−
〉
C2 .
The boundary conditions give∫
Σ
〈
uE+,σ ·tuE+
〉
C2 −
〈
(cosh(α)− sinh(α)σ ·t )uE+,σ ·t (cosh(α)− sinh(α)σ ·t )uE+
〉
C2
=
∫
Σ
〈
uE+,σ ·t
(
1− cosh2(α)− sinh2(α))uE+〉C2 + 〈uE+, 2 sinh(α) cosh(α)uE+〉C2
= 2 sinh(α)
∫
Σ
〈
uE+, (− sinh(α)σ ·t + cosh(α))uE+
〉
C2 .
Since cosh(α) > |sinh(α)|, the matrix − sinh(α)σ ·t + cosh(α) is positive definite. As before we
deduce that if λ = 0, the traces must vanish, which implies again u+ = u− = 0.
Finally, the proof of (iii) follows from the same reasoning as the proof of Proposition 2.4 and
the fact that H2 = −∆. 
With these preliminaries, we can prove Theorem 1.6.
Proof of Theorem 1.6. Fix c ∈ C and ρ > 0. We write φρ,c(x) = φ((x − c)/ρ). As we have
established in 2.2, D(D) ⊂ D(D∗). Let us prove that Nρ(c) ⊂ D(D∗). We will denote O = Ω or
O = Ω+ × Ω− depending on the quantum-dot or Lorentz scalar case. Let φρ,cuE ∈ Nρ(c) with
u ∈ Nρ(c), and v ∈ D(D). Since Nρ(c) ⊂ D(D∗ρ,c) by definition, we find〈
Dv, φρ,cu
E
〉
L2(O) =
〈
Dφρ,cv, u
E
〉
L2(O) −
〈
v, i (σ · ∇φρ,c)uE
〉
L2(O)
= 〈Dρ,c(φρ,cv), u〉L2(O∩B(c,ρ) + 〈i (σ · ∇φρ,c) v, u〉L2(O∩B(c,ρ)
=
〈
v, φρ,cD
∗
ρ,cu
〉
L2(O∩B(c,ρ) + 〈i (σ · ∇φρ,c) v, u〉L2(O∩B(c,ρ)
≡ 〈v,D∗(φρ,cuE)〉L2(O) .
Now, we move on to the opposite inclusion. Fix w ∈ D(D∗) and fix a corner c and ρ > 0.
We will show that we can decompose φρ,cw = w˜E + φρ,cuE , with w˜ ∈ D(Dρ,c) and u ∈ Nρ(c).
Denoting by wR the restriction of w to B(c, ρ) we have that wR ∈ D(D∗ρ,c) andD∗ρ,cwR = (D∗w)R.
Now, by Lemma 2.7, D−1ρ,c : Ran(Dρ,c)→ D(Dρ,c) is well defined and bounded and Ran(Dρ,c) is
a closed subspace of L2. We decomposeD∗ρ,cwR by projecting on this subspace and its orthogonal:
D∗ρ,cwR = Dρ,cw˜ + v, with v ∈ Ran(Dρ,c)⊥ = Ker(D∗ρ,c). We set u := w − w˜ and claim that
SELF-ADJOINTNESS OF DIRAC OPERATORS ON CORNER DOMAINS 11
u ∈ Ker((D∗ρ,c)2). Indeed, since both wR and w˜ belong to D(D∗ρ,c), we have u ∈ D(D∗ρ,c). In
addition, we have
Hu = Hw −Hw˜ = v ∈ Ker(D∗ρ,c),
so u ∈ Ker((D∗ρ,c)2) = Nρ(c). Thus, we have obtained the required decomposition for φρ,cw. If
there is more than one corner, we repeat the previous argument with (1− φρ,c)w. Iterating the
argument for each corner, we are left with a decomposition
w =
∑
c∈C
(
w˜Ec + φρ,cu
E
)
+
(∏
c∈C
(1− φρ,c)
)
u.
The last term is localized away from all the corners. By the result for smooth domains (see [20]),
it is in H1. 
3. Separation of variables in the wedge
In this section, we study Nρ(c) for the case that Ω∩B(c, ρ) coincides with a truncated wedge
with opening angle ω. We first give some definitions and results. In Subsection 3.1, we obtain
a precise description of Nρ(c). In subsection 3.2, we use this description to classify self-adjoint
extensions for domains with straight edges close to the corners. At the end of this subsection,
we also discuss the behaviour of these extensions under charge conjugation. Without loss of
generality, we can pick coordinates such that c is located at the origin. In standard polar
coordinates (r, θ) defined by
r :=
√
x21 + x
2
2, θ := sign(x2) arccos
(x1
r
)
,
the neighborhood of the corner coincides with the wedge Wω, defined as
(3.1) Ω ∩B(0, ρ) = Wω ∩B(0, ρ), Wω := {(r, θ) ∈ C2 : r > 0, 0 < θ < ω}.
In order to express the Dirac operators in polar coordinates, we define
er :=
(x1
r
,
x2
r
)
, eθ :=
(
−x2
r
,
x1
r
)
.
Furthermore, we abbreviate ∂r = er · ∇ and ∂θ = eθ · ∇, and obtain
(3.2) H = −i(σ ·er ∂r + r−1σ ·eθ ∂θ) = −iσ ·er
(
∂r + ir
−1σ3∂θ
)
,
where in the last equality we use (2.13).
We will need the following functions in order to state our results.
Definition 3.1. Let ω ∈ (0, 2pi) \ {pi}, and α 6= 0.
• Quantum-dot: for all k ∈ Z, define fQk : [0, ω]→ C2 as follows
fQk (θ) =
1√
2ω
(
eiλ
Q
k θ
e−iλ
Q
k θ
)
, λQk = (2k + 1)
pi
2ω
− 1/2.
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• Lorentz-Scalar: for all k ∈ Z set fLk = (fLk,+, fLk,−) : [0, ω]→ C4 with
fLk,+(θ) := ck
(ηLk e−iω/2(λLk+1/2)) eiλLk θ(
ieiω/2(λ
L
k+1/2)
)
e−iλLk θ
 ,
fLk,−(θ) := ck
 e−2ipiλLk (ηLk cosh(α)e−iω/2(λLk+1/2) − i sinh(α)eiω/2(λLk+1/2)) eiλLk θ
e−2ipiλLk
(
−ηLk sinh(α)e−iω/2(λ
L
k+1/2) + i cosh(α)eiω/2(λ
L
k+1/2)
)
e−iλLk θ
 ,
where λLk , k ∈ Z are the solutions to the transcendental equation
|tanh(α)| ≡ 2|µ|
1 + µ2
=
|cos(pi(λLk + 1/2))|
|sin((pi − ω)(λLk + 1/2))|
,
counted in such a way that λL0 is the unique solution in (−1/2, 0) and such that −λLk−1 =
λL−k−1; and
ηLk := sign
(
α sin
(
(pi − ω)(λLk + 1/2)
))
;
cLk := e
iηLk pi/4
[
2 cosh(α)
(
cosh(α)− sinh(α)ηLk sin
(
ω(λLk + 1/2)
))]−1/2
.
Finally let
(3.3) uk(r, θ) := φ(r/ρ)rλkfk(θ).
being φ the cut-off function defined in (1.7).
With all definitions in place, we can give a precise description of Nρ(0).
Theorem 3.2. Let ω ∈ (0, 2pi) \ {pi}, Ω as in (3.1). Let Nρ(0) be defined as in (1.8) and uk be
defined as in (3.3). Then
Nρ(0)upslope
(Nρ(0) ∩H1) = span{uk : λk ∈ (−1, 0]}.
For ω < pi (a convex corner), there are none of the λQk ’s in (−1, 0], while for ω > pi, we have
only λQ0 and λ
Q
−1 in (−1, 0]. In the Lorentz-Scalar case, λL0 and λL−1 lie in (−1, 0], regardless of
the value of ω. Thanks to this and combining Theorem 1.6 and Theorem 3.2 we directly have
the following results:
Proposition 3.3. Let ω ∈ (0, 2pi) \ {pi}, let Ω be a piecewise C2 domain with a single, straight
corner of opening ω, that is Ω verifies (3.1). Let DQ and DL be defined respectively as in (2.1)
and (2.2) and let uk be defined as in Definition 3.1. Then
• Quantum-dot:
(i) for 0 < ω < pi:
D((DQ)∗) = D(DQ);
(ii) for pi < ω < 2pi:
D((DQ)∗) = D(DQ) + span(uQ0 , uQ−1),
• Lorentz-Scalar: For ω 6= pi:
D((DL)∗) = D(DL) + span(uL0 , uL−1).
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3.1. Proof of Theorem 3.2. In order to prove Theorem 3.2, we need the following lemma,
whose proof is left for Appendix B.
Lemma 3.4. Let {fk(θ)}k∈Z and {λk}k∈Z be defined as in Definition 3.1 and define the angular
operators DQang and DLang as the action of −iσ3∂θ on
D(DQang) := {f ∈ H1([0, ω],C2) : f2(0) = f1(0), f2(ω) = −eiωf1(ω)},
D(DLang) :=

(f+, f−) ∈ H1([0, ω],C2)×H1([ω, 2pi],C2) :
f−(2pi) =
(
cosh(α) − sinh(α)
− sinh(α) cosh(α)
)
f+(0), f−(ω) =
(
cosh(α) e−iω sinh(α)
eiω sinh(α) cosh(α)
)
f+(ω)
;
respectively, in the Hilbert spaces
HQ := (L2([0, ω],C2); 〈·, ·〉L2) , HL := (L2([0, ω],C2)× L2([ω, 2pi],C2); 〈·, ·〉L2) .
Then Dang is a self-ajdoint operator with an orthonormal basis of eigenfunctions {fk}k∈Z and
eigenvalues λk. Moreover, for any k ∈ Z
(3.4) σ ·er fk = f−k−1.
We can now prove Theorem 3.2
Proof of Theorem 3.2. Take u ∈ Nρ(0). It has a decomposition in angular eigenfunctions
u(r, θ) =
∑
k∈Z
hk(r)fk(θ) with (hk)k∈Z ∈ `2(Z,H).
Since ∆u = 0, which reduces to
h′′k(r) + r
−1h′k(r)− r−2λ2kh(r) = 0.
The solution of this equation is hk(r) = akrλk + bkr−λk with some coefficients ak, bk in C. Since
u ∈ L2, we have ak = 0 if λk ≤ −1 and bk = 0 if λk ≥ 1. Therefore, we obtain
u(r, θ) =
∑
λk>−1
akr
λkfk(θ) +
∑
λk<1
bkr
−λkfk(θ).
We also now that Hu = D∗ρ,0u is in L2. By construction,
Hh(r)fk(θ) = −iσ ·er (∂r −Dang)h(r)fk(θ) = −i(h′(r)− λkr−1h(r))f−k(θ),
so we obtain
(3.5) Hu(r, θ) =
∑
λk<1
(−2iλk)bkr−λk−1f−k(θ).
In order to be square integrable close to the origin, we need bk = 0 for all values of k with λk > 0.
Therefore, we have obtained a decomposition
u(r, θ) =
∑
λk∈(−1,0)
akr
λkfk(θ) +
∑
λk≥0
akr
λkfk(θ) +
∑
λk≤0
bkr
−λkfk(θ).
Individual terms in each of the last two series are in H1, but we still need to show that the same
holds true for the sum. We write
v =
∑
λk≥0
akr
λkfk(θ), w =
∑
λk≤0
bkr
−λkfk(θ)
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and treat each of them separately. For w, we use the orthonormality of the angular functions to
write (with the understanding that both sides may equal +∞)
‖∇w‖2L2 = ‖∂rw‖2L2 + ‖r−1Dangw‖2L2
=
∑
λk≤0
|bk|22λ2k‖r−λk−1fk(θ)‖2L2
= 1/2
∑
λk≤0
‖Hr−λk−1fk(θ)‖2L2 = 1/2‖Hu‖2L2 ,
where the last line follows from (3.5). Since Hu is square integrable, this shows that w ∈ H1.
Now for v, we use the fact that u is in H1 when localized away from the corner and from
∂B(0, ρ), by the result for smooth domains. Restricting to the Lorentz scalar case for simplicity
of notation, we have that
‖∇v‖2L2(Ω∩B(0,2ρ/3)\B(0,ρ/3)) =
∑
λk>0
|ak|22λ2k‖rλk−1fQk (θ)‖2L2(Ω∩B(0,2ρ/3)\B(0,ρ/3))
=
∑
λk>0
|ak|22λ2k(2λk)−1
(
(2ρ/3)2λk − (ρ/3)2λk
)
≥ 1/C
∑
λk>0
|ak|22λ2k(2λk)−1(2ρ/3)2λk
= 1/C‖∇v‖2L2(Ω∩B(0,2ρ/3)).
Here, 1/C ≡ 1 − (1/2)λ with λ the smallest positive λk. This is sufficient to conclude, since
supp(φρ,0) ⊂ B(0, 2ρ/3). 
3.2. Characterization of self-adjoint extensions of DQ and DL. We can now describe
all self-adjoint extensions of DQ and DL for domains with straight edges in a neighborhood of
each corner. For simplicity, we state the theorem for domains with a single corner, but the
generalization is straightforward.
Theorem 3.5. Let ω ∈ (0, 2pi) \ {pi}, Ω as in (3.1). Let DQ and DL be defined respectively as
in (2.1) and (2.2) and let uk be defined as in Definition 3.1. Then
• Quantum-dot:
(i) for 0 < ω < pi, DQ is self-adjoint
(ii) for pi < ω < 2pi, DQ admits infinite self-adjoint extensions, and they all belong to
the one-parameter family {DQτ }τ∈[0,pi) with domains
(3.6) D(DQτ ) = D(DQ) + span(cos(τ)uQ0 + i sin(τ)uQ−1).
• Lorentz-Scalar: DL has infinite self-adjoint extensions, and they all belong to the one-
parameter family {DLτ }τ∈[0,pi) with domains
(3.7) D(DLτ ) = D(DL) + span(cos(τ)uL0 + i sin(τ)uL−1).
Proof. If 0 < ω < pi, then DQ is self-adjoint thanks to Proposition 3.3
Since the approach is the same, now we analyse at the same time the quantum-dot operator
in the case that pi < ω < 2pi, and the Lorentz-scalar operator.
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Let u ∈ D(D∗). Then, by Proposition 3.3, u = u˜ + c0u0 + c−1u−1, with u˜ ∈ D(D) and
c0, c−1 ∈ C. Since u0, u−1 ∈ D(D∗) and due to the symmetry of D we have that
〈D∗u, u〉L2 − 〈u,D∗u〉L2
= 〈c0D∗u0 + c−1D∗u−1, c0u0 + c−1u−1〉L2 − 〈c0u0 + c−1u−1, c0D∗u0 + c−1D∗u−1〉L2 .
Combining (3.2), (3.4) we have that
(3.8) D∗uk(r, θ) = − i
ρ
φ′(r/ρ)rλkf−k−1(θ), for k = 0, 1.
Due to the orthonormality of f0 and f1, and since φ(0) = 1, one has
(3.9) 〈D∗uk, ul〉 =
{
0 if k = l
i/2 if k 6= l for k, l = 0,−1.
Thanks to this, we can conclude that
(3.10) 〈D∗u, u〉L2 − 〈u,D∗u〉L2 = 2iRe(c0c−1).
Let now D˜ be a non-trivial symmetric extension of D, that is D ( D˜. From (3.10) we have if
u ∈ D(D˜), then Re(c0c−1) = 0. Following for instance [10, Lemma 3.2], we conclude that there
exists τ ∈ [0, pi) such that ic0 sin τ + c−1 cos τ = 0, that is equivalent to say that c0 = c cos τ and
c−1 = ic sin τ , for an appropriate c ∈ C. This means that the operator Dτ defined in (3.6) is
symmetric, and that if D˜ is a non-trivial symmetric extension of D, then D˜ = Dτ for a certain
τ ∈ [0, pi).
Let us prove that Dτ is self-adjoint. By construction
D ( Dτ ⊂ D∗τ ⊂ D∗.
Let v = v˜+ c0u0 + c−1u−1 ∈ D(D∗τ ) and take u = (cos τu0 + i sin τu−1) ∈ D(Dτ ), with v˜ ∈ D(D)
and c0, c−1 ∈ C. Reasoning as before and thanks to (3.9) we have that
0 = 〈D∗τv, u〉L2 − 〈v,Dτu〉L2 = i/2 (−ic0 sin τ + c−1 cos τ) ,
that directly implies that c0 = c cos τ and c−1 = ic sin τ for an appropriate c ∈ C. Then
v ∈ D(Dτ ), and so Dτ is self-adjoint. 
For the cases where there are infinitely many self-adjoint extensions, we always have λ0 ∈
(−1/2, 0) and λ−1 ∈ (−1,−1/2). Therefore, u0 is in H1/2, while u−1 is not (see for instance [12,
Theorem 1.4.5.3] for a proof of this). Thus, the restriction of D∗ to H1/2 coincides with Dτ=0,
and we have proven Theorem 1.2 for the case of corners with straight edges. With our notation,
D0 is the self-adjoint extension of D with the most regular domain. An other criterion to select
an extension is invariance under charge conjugation, as proposed in [16].
In the model that we consider here, the anti-unitary operator of charge conjugation is given
by
(3.11) Cu := σ1u.
When dealing with 4-spinors, charge conjugation is related to the particle-antiparticle interpre-
tation of the Dirac field, see [25, Section 1.4.6]. In our model, it is just a composition of time
reversal (complex conjugation) and parity transformation (swapping spinor components).
The charge conjugation operator anti-commutes with the free Dirac operator in R2 and also
with its perturbation by mass terms of the form m(x)σ3, where m can be any real function.
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Since the quantum dot operator for B = 1 and the Lorentz scalar delta-shell operator are limits
of operators of this type, it is natural to expect that they are invariant as well. Indeed, a short
computation suffices to verify that CD(D) = D(D).
In Proposition B.1, we show that, with our choice of phase factor, Cuk = uk. Thus,
C(D(Dτ )) = D(τ) + span(cos(τ)u0 − i sin(τ)u−1) = D(D−τ ).
So we conclude that CDτ = −D−τC. This means that D0 and Dpi/2 are the only extensions
that anti-commute with charge conjugation.
4. Curvilinear polygons
In this section, we deduce Theorem 1.2 from Theorem 3.5. We first check that the operators
with domains in H1/2 are symmetric. In order to simplify the notation further, we assume that
Ω has a single corner centred at the origin. The case of several corners is again just a matter of
extra notation.
Lemma 4.1. The operators DL0 and D
Q
0 , as defined in Theorem 1.2 are symmetric.
Proof. The proof is identical for the Lorentz scalar and quantum-dot case. We give it here for
the latter case, since the notation is more concise. Fix u, v ∈ D(DQ0 ). By the result for smooth
domains, u and v are in H1(Ω\B(0, r)) for all r > 0. We apply (2.3) from Lemma 2.1 to conclude
that
〈u,Hv〉L2(Ω\B(0,r))−〈Hu, v〉L2(Ω\B(0,r)) = −i
∫
Σ\B(0,r)
〈u,σ · nΩv〉C2− i
∫
Ω∩∂B(0,r)
〈u,σ · erv〉C2 .
The first term vanishes because of the boundary conditions, that hold in the classical sense away
from the corner. In order to estimate the second term, we average the identity over r ∈ [s, 2s].
This gives
1
s
∫ 2s
s
∣∣∣∣∣
∫
Ω∩∂B(0,r)
〈u,σ · erv〉C2
∣∣∣∣∣ dr ≤ 1s
∫
Ω∩B(0,2s)\B(0,s)
|u||v|
≤ 1
s
‖u‖L4(Ω∩B(0,2s))‖v‖L4(Ω∩B(0,2s))|Ω ∩B(0, 2s))|1/2
≤ C‖u‖L4(Ω∩B(0,2s))‖v‖L4(Ω∩B(0,2s)).
The final bound tends to zero as s→ 0, since u, v ∈ L4(Ω) by the Sobolev embedding H1/2(Ω) ⊂
L4(Ω). 
This reduces the problem of self-adjointness to the issue of showing that the domain of the
adjoint operator stays in H1/2. We know as well that the domain of the adjoint is included in the
maximal domain, so away from the corners, elements in the domain of the adjoint are even H1.
Close to the corners, we have to transform coordinates to straighten the boundary. In general,
this transformation set up a unitary equivalence between the Dirac operator on the curvilinear
wedge and the Dirac operator plus a perturbation on the straight wedge. The unbounded part of
this perturbation consists of derivatives of the first order, multiplied by a function that measures
the difference between the Jacobian matrix of the coordinate transformation and the identity
matrix. In the case of smooth boundaries, this perturbation is irrelevant by the elliptic regularity
of the Dirac operator on the half-space.
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Here, elliptic regularity does no longer hold, so we need a to work a little bit more.
For the quantum-dot case, we can avoid issues by using bounded conformal transformation
to send the interior of the domain to a subset of the wedge. This conformal transformation
maps the maximal domain to the maximal domain on the wedge, where the classification from
Theorem 3.5 remains valid. This allows for a classification of self-adjoint extensions for the
quantum-dot operator as well. For the sake of brevity, we have stated Theorem 1.2 for the
extension with domain in H1/2, and give a single proof that applies to both the Quantum-Dot
and the Lorentz-scalar model.
The case of the Lorentz scalar operator is more delicate, because it is not, in general, possible
to find a conformal transformation that maps both the interior and the exterior of the curvilinear
domain to the interior and exterior of the wedge. On the other hand, it is always possible to
find a C2 coordinate transformation that achieves this, but in this case, we have to treat the
perturbation terms carefully. We choose a coordinate transformation with the perturbation of the
Jacobian matrix of order r, with r the distance to the corner. Combined with the H1/2 regularity
in the whole domain, this gives us precisely what is needed to conclude. The perturbation terms
are finite and symmetric on the image of the original domain, which allows to conclude that the
image of the original domain is included in D(DL0 ) on the wedge. By using the decomposition
of spinors in this domain in a H1 part and a multiple of uL0 , we conclude that the perturbation
terms are relatively bounded with respect to the full operator, with a relative bound that can be
made smaller by taking a smaller neighbourhood of the corner. Note that this strategy does not
give a classification of self-adjoint extensions, it only proves the existence of a single extension
with the domain in H1/2.
We write DL,Ω0 and D
L,Wω
0 to distinguish the operators D
L
0 acting on Ω and Wω respectively.
A first technical step is to construct a coordinate transformation that maps the curved boundary
inside this boundary to a straight boundary. An explicit example is given in Appendix C Having
this transformation at hand, we also have to transform spinors so that the transplanted functions
satisfy the boundary conditions on the new domain. This is achieved by means of point-wise
multiplication by a matrix that, at the boundary points, equals eiσ3γ/2, where γ is the angle
measuring the rotation to pass from the tangent vector to the curved boundary to the tangent
vector at the boundary of the wedge. We denote this transformation by U . The map U can be
chosen to be unitary. Again, details of this transformation can be found in Appendix C.
The result of this rather technical construction is to set up a unitary equivalence between
DL,Ω0 (after restriction to a neighbourhood of the corner), and an operator in the wedge, that
decomposes as
(4.1) UDL,Ω0 U
∗ = H +
∑
j=1,2
Lj(x)∂j +M(x),
with Lj andM defined in (C.1). The matrices Lj depend on the difference between the Jacobian
matrix of the coordinate transformation and the identity. The matrix M is a multiplication
operator containing first and second derivatives of the functions giving the transformation. By
the C2 regularity of the boundary, M is bounded, and the the transformation can be chosen to
tend linearly to the identity when approaching the origin. A priori, the expressionH+
∑
j Lj(x)∂j
has to be taken in distribution sense, where only the sum of both is well-defined on UD(DL,Ω0 ).
What we use in the following, is that
(4.2) ‖Lj(x)‖C2→C2 ≤ C|x|, C > 0.
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We first check that UDL,Ω0 U
∗, given by the differential expression (4.1), is well-defined on
D(DL,Wω0 )
Lemma 4.2. Let Ω be a corner domain and assume the origin is at a corner. Assume that
u ∈ D(DL,Ω0 ) with support in B(0, R), where R > 0 is sufficiently small such that the origin is
the only corner in suppu. Then
‖|x|∇u(x)‖L2 ≤ ∞.
Proof. First, we note that
‖|x|∇u(x)‖L2 ≤ ‖∇|x|u(x)‖L2 + ‖u‖2L2 ,
where the second term is clearly finite. Since u is H1 away from the origin, we may use (2.4)
and (2.6) from Lemma 2.1 to write, for any r > 0,∫
R2\B(0,r)
|∇|x|u(x)|2 dx
=
∫
R2\B(0,r)
|DL(|x|u(x))|2 dx−
∫
Σ\B(0,r)
κ|s|2 〈u+, σ3u+〉C2 (s) ds
+
∫
∂B(0,r)∩Ω
r2 〈u+, iσ3∂θu+〉C2 (r, θ) dθ
+
∫
∂B(0,r)\Ω
r2 〈u−, iσ3∂θu−〉C2 (r, θ) dθ.
Since DL(|x|u(x)) = |x|DLu + |x|−1σ ·xu, the first term is bounded independently of r. The
second term is bounded as well, by using the representation of the boundary traces given in the
proof of Lemma 2.3. Indeed, from (A.1), T is bounded from Hs(Ω) to Hs−1/2(Ω) for all s ≤ 1,
and thus, u+ ∈ H1/2(Ω,C2) has boundary traces in L2(Σ,C2).
In order to estimate the contribution from the boundary of B(0, r), we average over r ∈ (0, t)
and write
1
t
∫ t
0
∫
∂B(0,r)∩Ω
r2|u+||∂θu+|(r, θ) dθ dr ≤
∫
B(0,t)∩Ω
|u+||∂θu+|(r, θ)r dθ dr
≤ ‖u+‖2H1/2 .
The same argument works for u−. Putting everything together, we have shown that, for all t > 0,
1
t
∫ t
0
‖∇|x|u(x)‖2L2(R2\B(0,r) dr ≤ C(‖DL0 |x|u(x)‖L2 + ‖u‖H1/2).
Since ‖∇|x|u(x)‖2L2(R2\B(0,r) increases as r decreases, this shows that the limit at zero is finite. 
The previous lemma shows that U maps D(DL,Ω0 ) unitarily into D(DL,Wω0 ). We can now use
Theorem 3.5 to conclude that u ∈ D(DL,Ω0 ) decomposes as
u = v + c0U
−1uL0
for some v ∈ H1 and c0 ∈ C. This decomposition also allows to show that the second term in
(4.1) is relatively bounded with respect to the first one.
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Lemma 4.3. Let u ∈ D(DL,Wω0 ). Then we have∥∥∥∥∥∥
∑
j
Lj(x)∂ju(x)
∥∥∥∥∥∥
L2
≤ C
(
sup
x∈suppu
|x|
)
‖DL,Wω0 u‖L2 + 2C ‖u‖L2 , with C > 0.
Proof. By Theorem 3.2, any u ∈ D(DL,Wω0 ) has a decomposition u = v+ c1uL0 with v ∈ H1. The
key point is that the entries of |x|uL0 (x) behaves as rλ
L
0 +1/2e±i(λL0−1/2)θ and therefore, |x|u(x) is
in H1. In addition, u satisfies boundary conditions, so |x|u ∈ D(DL). Now, we use (4.2) and
(2.6) with κ = 0 to bound∥∥∥∥∥∥
∑
j=1,2
Lj∂ju
∥∥∥∥∥∥
L2
≤ C‖|x|∇u‖L2 ≤ C‖∇(|x|u)‖L2 + C‖u‖L2
≤ C‖DL|x|u‖L2 + C‖u‖L2
≤ C‖|x|DL0 u‖L2 + 2C‖u‖L2 . 
Proof of Theorem 1.2. We start by localizing the Dirac operator with an IMS-type formula. Fix
a cutoff φ as in (1.7). For ρ > 0 small enough, we write φρ(x) = φ(x)/ρ. Then
(4.3) H = φρHφρ +
√
1− φ2ρH
√
1− φ2.
After replacing H by DL,Ω0 in (4.3), the second addend describes a self-adjoint operator, since
the corner does not belong to the support of 1− φ2ρ.
We now focus on the first addend. Since we are considering only functions that are localized
close to the corner, we can assume that Ω = Wω outside a sufficiently large neighbourhood of
the origin. Let U be the unitary transformation defined in Appendix C; by (4.1), (4.2) and
Lemma 4.2 we have UD(DL,Ω0 ) = D(DL,Wω0 ). In particular, from (4.2) we have that
(4.4) UφρD
L,Ω
0 φU
∗ = φ˜ρD
L,Wω
0 φ˜+ φ˜ρ
∑
j=1,2
Lj∂lφ˜ρ + φ˜ρMφ˜ρ,
with φ˜ρ = φρ ◦ S−1 and S the coordinate transformation defined in Appendix C. The last two
terms of the right-hand-side of (4.4) are symmetric on D(DL,Wωj0 ) since both DL,Ω0 and DL,Wω0
are symmetric. In addition,
||φ˜ρLj∂jφ˜ρu||L2 ≤ ||Lj∂jφ˜2ρu||+ C||∇φρ||L∞ ||u||L2
≤ C
(
sup
x∈suppφ
|x|
)
||φ˜DL,Wω0 φ˜ρu||L2 + 2C||∇φρ||L∞ ||u||L2 ,
where in the last line, we used Lemma 4.3. So we have that
∑
j φ˜ρLj∂jφ˜ρ + φ˜ρMφ˜ρ is relatively
bounded with respect to φ˜ρD
L,Wω
0 φ˜ρ. Choosing ρ sufficiently small, the relative bound can be
made smaller than 1 and so, by the Kato-Rellich theorem, see [15, Theorem 4.3] for instance, we
conclude that φρD
L,Ω
0 φρ is unitarily equivalent to a self-adjoint operator . 
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Appendix A. Some technical identities
In this Appendix, we prove some technical results from Section 2. We start with Lemma 2.1:
Proof of Lemma 2.1. The identity (2.3) follows from the divergence theorem. Let us prove (2.4).
For u, v ∈ H2(O,C2), identity (2.4) follows from writing
〈Hu,Hv〉C2 =
∑
j,k
〈σj∂ju, σk∂kv〉C2
=
∑
j
〈σj∂ju, σj∂jv〉C2 +
∑
j 6=k
〈σj∂ju, σk∂kv〉C2
=: I + II.
Then I = 〈∇u,∇v〉L2(O), because the matrices σj are symmetric and σ2j = 1. For the second
term, since σ1σ2 = −σ2σ1 = iσ3, by the divergence theorem we have that
II =
∑
j 6=k
∫
O
〈∂ju, σjσk∂kv〉C2 =
∫
O
〈∂1u, iσ3∂2v〉C2 −
∫
O
〈∂2u, iσ3∂1v〉C2
=
∫
∂O
〈u, iσ3(n1∂2 − n2∂1)v〉C2 .
Finally, in dimension two:
(n1∂2 − n2∂1) = t · ∇,
that gives the required identity for u, v ∈ H2(O,C2). By density, it extends to u, v ∈ H1(O,C2),
upon interpreting the boundary term as the pairing between u ∈ H1/2(∂O,C2) and σ3∂tv ∈
H−1/2(∂O,C2).
Identity (2.5) is just (2.4) restricted to functions satisfying boundary conditions, which allows
to rewrithe the boundary term in a convenient form. Recall that κ is defined as a piecewise
continuous function on Σ. We firstly treat the case B = 1 (infinite mass). For functions f, g ∈
C1(Σ,C2) that satisfy infinite mass boundary conditions
f = σ ·t f, g = σ ·t g,
we have, point-wise away from the corners,
〈f, iσ3∂tg〉C2 =
1
2
〈σ ·t f, iσ3∂tg〉C2 +
1
2
〈f, iσ3∂t(σ ·t g)〉C2
=
1
2
〈σ ·t f, i∂tσ3g〉C2 +
1
2
〈f, iσ3σ ·t ∂tg〉C2 −
κ
2
〈f, iσ3σ ·n g〉C2
=
1
2
〈f, i{σ ·t , σ3}g〉C2 +
κ
2
〈f,σ ·t g〉C2
=
κ
2
〈f, g〉C2 .
Here, we have used ∂ttj = −κnj to obtain the second line, the anti-commutation relations of the
Pauli matrices and finally again the boundary conditions. For any set O that does not contain
corners, we find
〈f, iσ3∂tg〉L2(Σ∩O) =
κ
2
〈f, g〉L2(Σ∩O) .
By density, this identity extends to all f, g ∈ H1/2(Σ ∩ O) that satisfy boundary conditions, in
particular, one can take f = γu and g = γv, with u, v ∈ D(DQ). By dominated convergence,
one can increase the set O to obtain the integral over all of Σ on both sides of the equality. For
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(2.6), we sum (2.6) with O = Ω+ and O = Ω−. Taking into account a change in sign of the
tangent vector,〈
DLu,DLv
〉
L2(Ω+)×L2(Ω−) = 〈∇u,∇v〉L2(Ω+)×L2(Ω−) − i
∫
Σ
(〈u+, σ3∂tv+〉C2 − 〈u−, σ3∂tv−〉C2)
Again, for functions f+, g+ ∈ C1(Σ), we define
f− = (cosh(α) + sinh(α)σ ·t )f+, g− = (cosh(α) + sinh(α)σ ·t )g+
and obtain the desired form of the boundary term away from corners:
− i 〈f+, σ3∂tg+〉C2 + i 〈f−, σ3∂tg−〉C2
= −i 〈f+, σ3∂tg+〉C2 + i 〈(cosh(α) + sinh(α)σ ·t )f+, σ3((cosh(α) + sinh(α)σ ·t ))∂tg+〉C2
+ i sinh(α) 〈f−, σ3σ · (∂tt) g+〉C2
= κ sinh(α) 〈f−,σ ·t g+〉C2 .
As for the quantum-dot case, the result for all γu± and γv± that satisfy boundary conditions,
follows from here by density and dominated convergence. 
We can now prove Lemma 2.3.
Proof of Lemma 2.3. We start noticing that, by the triangle inequality H1(O,C2) ⊂ K(O) and
there exists C > 0 such that
||u||K(O) ≤ C||u||H1(O), for u ∈ H1(O,C2).
Moreover, H1(O,C2) is dense in K(O) with respect to the norm || · ||K(O), see [20, Proposition
2.12]).
Fix a bounded extension operator (see [1, Section 5])
ξ : H1/2(∂O,C2) 7→ H1(O,C2).
For v ∈ K(O), we define Tξv ∈ H−1/2(∂O,C2) by
(A.1) Tξv[f ] := i 〈v,Hξ(f)〉L2(O) − i 〈Hv, ξ(f)〉L2(O) , for f ∈ H1/2(∂O,C2).
Let us prove that Tξ has the necessary properties. Indeed
|Tξv[f ]| ≤ ||v||L2(O)||ξ(f)||K(O) + ||Hv||L2(O)||ξ(f)||L2(O) ≤ C||ξ(f)||H1(O)||v||K(O)
≤ Cξ||f ||H1/2(∂O)||v||K(O),
for some ηξ > 0, and so Tξ is bounded from K(O) to H−1/2(∂O,C2). Moreover, by (2.3), it
coincides with σ ·n γ on H1(O,C2). Since H1(O,C2) is dense in K(O) (see [20, Proposition
2.12]), ηE is independent of the choice of E and it be denoted by T to stress this.

Appendix B. Properties of the angular operator
In this appendix we prove some technical results about the angular operator.
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Proof of Lemma 3.4. Let us consider the quantum-dot case. The operator DQang in symmetric
on HQ. To prove the self-adjointness, we start noticing that by construction D((DQang)∗) ⊂
H1([0, ω],C2). So, let g ∈ H1([0, ω],C2), then integrating by parts we have that for any f ∈
D(DQang)
〈−iσ3∂θf, g〉L2 − 〈f,−iσ3∂θg〉L2 = 〈−iσ3f(ω), g(ω)〉C − 〈−iσ3f(0), g(0)〉C .
Since f verifies the boundary conditions f2(0) = f1(0) and f2(ω) = −eiωf1(ω), we have that
g ∈ D((DQang)∗) if and only if〈
f1(ω), g1(ω) + e
−iωg2(ω)
〉
C − 〈f1(0), g1(0)− g2(0)〉C2 = 0.
Choosing firstly f such that f1(ω) = 0 and f1(0) 6= 0, and secondly f such that f1(ω) 6= 0 and
f1(0) = 0, we deduce that g has to verify the boundary conditions and so g ∈ D(DQang). The
same proof can be adapted to prove the self-adjointness of DLang.
Let us now find the eigenvalues of Dang. The generic solution of −iσ3∂θf = λf is
f(θ) =
(
c1e
iλθ
c2e
−iλθ
)
.
Let us impose the boundary conditions. For the quantum-dot case, in order to satisfy the
boundary conditions at θ = 0, the eigenfunctions must take the form
f(θ) = c1
(
eiλθ
e−iλθ
)
.
The boundary condition at θ = ω implies that λ = λk = (2k+1) pi2ω −1/2, while c1 is determined
by the normalization constant . To conclude, it is enough to observe that the operator DQang is
self-adjoint and it has compact resolvent, since D(DQang) is compactly embedded in HQ. Thanks
to this, and by the spectral theorem we can deduce that {fQk }k∈Z is a basis of HQ. Finally,
σ ·er fQk (θ) =
1√
2ω
(
0 e−iθ
eiθ 0
)
·
(
eiλ
Q
k θ
e−iλ
Q
k θ
)
=
1√
2ω
(
eiλ
Q
−k−1θ
e−iλ
Q
−k−1θ
)
where in the last equality we used that −λQk − 1 = λQ−k−1.
Let us consider the Lorentz-scalar case. Reasoning as before, in order to be an eigenfunction
the the pair of spinors (f+(θ), f−(θ)) has to be of the form
f±(θ) =
(
a±eiλθ
b±e−iλθ
)
.
Let us impose the boundary conditions:(
ei2piλa−
e−i2piλb−
)
=
(
cosh(α) − sinh(α)
− sinh(α) cosh(α)
)
·
(
a+
b+
)
,(B.1) (
eiωλa−
e−iωλb−
)
=
(
cosh(α) e−iω sinh(α)
eiω sinh(α) cosh(α)
)(
eiωλa+
e−iωλb+
)
.(B.2)
Combining (B.1) and (B.2), after few trigonometric identities, we have that
(B.3)
(
2i cosh(α)e−iλ(pi−ω) cos(pi(λ+ 1/2)) −2 sinh(α)e−i(ω/2+piλ) sin ((pi − ω)(λ+ 1/2))
−2 sinh(α)ei(ω/2+piλ) sin ((pi − ω)(λ+ 1/2)) −2i cosh(α)eiλ(pi−ω) cos(pi(λ+ 1/2))
)
·
(
a+
b+
)
= 0.
To get a non-trivial solution, the determinant of the matrix has to be zero, that is
cosh2(α) cos2(pi(λ+ 1/2))− sinh2(α) sin2 ((pi − ω)(λ+ 1/2)) = 0.
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We want to find the solutions of the following equations
cos(pi(λ+ 1/2)) = |tanh(α)| sin(|pi − ω|(λ+ 1/2)),(B.4)
cos(pi(λ+ 1/2)) = − |tanh(α)| sin(|pi − ω|(λ+ 1/2)).(B.5)
By using standards tools, it is easy to see that both equations admit a countable family of
solutions. Let {λL2n}n∈Z be the family of solutions of (B.4) such that λL0 is the unique solution
in (−1/2, 0). Moreover let {λL2n+1}n∈Z be the family of the solutions of (B.5) such that λL−1 is
the unique solution in (−1,−1/2). By construction, for any k ∈ Z, λLk = −λL−k−1− 1. With this
notation, λL0 , λL−1 are the unique solutions to (B.4) and (B.5) that are in (−1, 0).
Figure 1. The solutions of (B.4) and (B.5) in (−5/2, 3/2), with α = 1 and ω = pi/4.
Assuming that (B.4) and (B.5) hold true, setting ηk = sign
(
α sin
(
(pi − ω)(λLk + 1/2)
))
, we
have that (B.3) is equivalent to
(B.6)
(
ieiλ
L
k ω −ηke−iω/2
−ηkeiω/2 −ie−iλLk ω
)
·
(
a+
b+
)
= 0,
whose solutions are
(B.7) ak,+ := ckηke−iω/2(λ
L
k+1/2), bk,+ := icke
iω/2(λLk+1/2), with ck ∈ C.
Then, thanks to (B.1) we have
ak,− := cke−i2piλ
L
k
(
i cosh(α)e−iω/2(λ
L
k+1/2) − ηk sinh(α)eiω/2(λLk+1/2)
)
,
bk,− := ckei2piλ
L
k
(
ηk cosh(α)e
iω/2(λLk+1/2) − i sinh(α)e−iω/2(λLk+1/2)
)
.
(B.8)
Finally, let us write ck = ρkeiϕk , for ρk > 0 and ϕk ∈ [0, 2pi), and set
ρk : =
(|ak,+|2 + |bk,+|2 + |ak,−|2 + |bk,−|2)−1/2
=
[
cosh(α)
(
cosh(α) + sinh(α)ηLk sin
(
ω(λLk + 1/2)
))]−1/2
;
(B.9)
At this point, arguing as before, we conclude that {fLk }k∈Z is a basis of HL. To conclude the
proof, we only need to determine ϕk in order to verify (3.4). Since −λLk − 1 = λ−k−1, we have
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that
σ ·er fLk,±(θ) =
(
bk,±eiλ
L
−k−1θ
ak,±e−iλ
L
−k−1θ
)
.
Since ηk = −η−k−1 and ρk = ρ−k−1, we have that a−k−1,± = bk,± if and only if −ηkeiϕ−k−1 =
ieiϕk . Since ηk = ei(1−ηk)pi/2 and i = eipi/2 we can conclude the proof setting ϕk = ηk/4. 
Proposition B.1. Let uk be defined as in Definition 3.1 and let C be the charge conjugation
operator defined in (3.11). Then
(B.10) Cuk = uk.
Proof. We start computing
Cuk(r, θ) = φ(r)r
λkσ1fk(θ),
then it remains to prove σ1fk(θ) = fk(θ). For the quantum-dot case, it is trivial. Let us consider
the Lorentz scalar case. Then:
σ1fk,±(θ) =
(
bk,±eiλ
L
k θ
ak,±e−iλ
L
k θ
)
,
where ak,± and bk,± are defined in (B.7) and (B.8), with ck = ρkeiηk/4 and ρk > 0 is defined in
(B.9). Arguing as above one can see that ak,± = bk,± and this concludes the proof. 
Appendix C. Straightening of a curvilinear wedge
Throughout this section, we consider a domain that is bounded by a pair of semi-infinite curves
of class C2, intersecting at an angle ω at the origin. We assume that the tangent and curvature
have left and right limits at the origin. Up to interchanging the interior and exterior, we can
assume that ω ∈ (0, 2pi). Contrary to the previous convention, in this appendix, we take y-axis
oriented along the bisector of Wω. We orient Ω in the same way, with the angle of opening ω
at the origin. Then, we assume that Ω is bounded by a pair of semi-infinite curves that admit
a parametrization (x, c(x)) for x ≥ 0 and (x, c(x)), for x ≤ 0 respectively. The border of Wω is
parametrized by
(
x, |x|tan(ω/2)
)
.
(x, c(x))
(
x, |x|tan(ω/2)
)
x
y
ω
Ω+
Ω−
Figure 2. The domain Ω and the wedge Wω.
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Consider the coordinate transformation S : (x, y) ∈ Ω 7→ S(x, y) ∈Wω defined by
S(x, y) =
(
x, y − c(x) + |x|
tan(ω/2)
)
.
Since the boundary of Ω is C2 except at the origin, where it is tangent to the wedge,∣∣∣∣c′(x)− sign(x)tan(ω/2)
∣∣∣∣ ≤ |x| sup
R\{0}
|c′′(x)|.
The Jacobian matrix of S is
J(x, y) =
(
1 0
−c′(x) + sign(x)tan(ω/2) 1
)
= 1 +O(|x|).
The relative angle of the rotation of the boundary tangent is
δ(x) ≡ sign(x) arctan(1/c′(x))− ω/2) and |δ(x)| ∼ |x|.
Now, for u = (u+, u−) ∈ L2(Wω)× L2(W cω), we define USu ∈ L2(Wω)× L2(W cω) by
(USu)±(x, y) := eiδ(x)σ3/2u±(S(x, y)) =
(
eiδ(x)/2 0
0 e−iδ(x)/2
)
u±(S(x, y)).
One checks that
e−iδσ3
(
0 e−iω/2
eiω/2 0
)
eiδσ3 =
(
0 e−i(ω/2+δ)
ei(ω/2+δ) 0
)
.
If u± have boundary traces that satisfy Lorentz-scalar boundary conditions at the boundary of
Σ, we have that
(−iσ · nWω + µσ3) γ(USu)+ − (−iσ · nWω − µσ3) γ(USu)−
= eiδ(x)σ3/2 ((−iσ · nΩ + µσ3) γu+(S(x, y))− (−iσ · nΩ − µσ3) γu−(S(x, y))) = 0.
We can also compute
HUS(u) =e
iδ(x)σ3US(Hu)− i
(
−c′(x) + sign(x)
tan(ω/2)
)
σ1e
iδ(x)σ3/2∂yu ◦ S
+ (δ′(x)/2)σ1eiδ(x)σ3/2.
Then, expanding the first exponential around x = 0, we have
U∗SHUS = H + (e
iδ(x)σ3 − 1)H − i
(
−c′(x) + sign(x)
tan(ω/2)
)
σ1e
iδ(x)σ3∂y + (δ
′(x)/2)σ1eiδ(x)σ3 .
We recover (4.1), setting
L1 := −i(eiδ(x)σ3 − 1)σ1,
L2 := −i(eiδ(x)σ3 − 1)σ2 − i
(
−c′(x) + sign(x)
tan(ω/2)
)
σ1e
iδ(x)σ3 ,
M := (δ′(x)/2)σ1eiδ(x)σ3 .
(C.1)
26 F. PIZZICHILLO AND H. VAN DEN BOSCH
Acknowledgements
We would like to thank Luis Vega for the enlightening discussions. This work was partially
developed while F. P. was employed at BCAM - Basque Center for Applied Mathematics, and
he was supported by ERCEA Advanced Grant 2014 669689 - HADE, by the MINECO project
MTM2014-53850-P, by Basque Government project IT-641-13 and also by the Basque Govern-
ment through the BERC 2018-2021 program and by Spanish Ministry of Economy and Compet-
itiveness MINECO: BCAM Severo Ochoa excellence accreditation SEV-2017-0718. He has also
has received funding from the European Research Council (ERC) under the European UnionâĂŹs
Horizon 2020 research and innovation programme (grant agreement MDFT No 725528 of Math-
ieu Lewin). The work of H. VDB. has been partially supported by CONICYT (Chile) through
PCI Project REDI170157, Fondecyt Projects # 318–0059 and # 118–0355, and Grant PIA
AFB-170001.
References
[1] R. A. Adams and J. J. Fournier, Sobolev spaces, vol. 140, Elsevier, 2003.
[2] N. Arrizabalaga, A. Mas, and L. Vega, Shell interactions for Dirac operators, Journal de Mathéma-
tiques Pures et Appliquées, 102 (2014), pp. 617–639.
[3] N. Arrizabalaga, A. Mas, and L. Vega, Shell interactions for Dirac operators: on the point spectrum
and the confinement, SIAM Journal on Mathematical Analysis, 47 (2015), pp. 1044–1069.
[4] N. Arrizabalaga, A. Mas, and L. Vega, An isoperimetric-type inequality for electrostatic shell inter-
actions for Dirac operators, Communications in Mathematical Physics, 344 (2016), pp. 483–505.
[5] J. Behrndt, P. Exner, M. Holzmann, and V. Lotoreichik, On the spectral properties of Dirac
operators with electrostatic δ-shell interactions, Journal de Mathématiques Pures et Appliquées, 111 (2018),
pp. 47–78.
[6] J. Behrndt and M. Holzmann, On Dirac operators with electrostatic δ-shell interactions of critical
strength, To appear in Journal of Spectral Theory, arXiv preprint arXiv:1612.02290, (2016).
[7] R. D. Benguria, S. Fournais, E. Stockmeyer, and H. Van Den Bosch, Self-adjointness of two-
dimensional Dirac operators on domains, in Annales Henri Poincaré, vol. 18, Springer, 2017, pp. 1371–1383.
[8] M. V. Berry and R. J. Mondragon, Neutrino billiards: time-reversal symmetry-breaking without mag-
netic fields, Proc. Roy. Soc. London Ser. A, 412 (1987), pp. 53–74.
[9] B. Cassano and V. Lotoreichik Self-adjoint extensions of the two-valley Dirac operator with discontin-
uous infinite mass boundary conditions. arXiv preprint arXiv:1907.13224, 2019.
[10] B. Cassano and F. Pizzichillo Self-adjoint extensions for the Dirac operator with Coulomb-type spheri-
cally symmetric potentials. Letters in Mathematical Physics (2018), pp. 1–33.
[11] J. Dittrich, P. Exner, and P. Šeba, Dirac operators with a spherically symmetric δ-shell interaction,
Journal of Mathematical Physics, 30 (1989), pp. 2875–2882.
[12] P. Grisvard, Elliptic problems in nonsmooth domains. Society for Industrial and Applied Mathematics,
2011.
[13] M. Holzmann, T. Ourmières-Bonafos, and K. Pankrashkin, Dirac operators with Lorentz scalar
shell interactions, Reviews in Mathematical Physics, 30 (2018), p. 1850013.
[14] K. Taira, Analytic semigroups and semilinear initial boundary value problems. Vol. 434. Cambridge Uni-
versity Press, 2016.
[15] T. Kato, Perturbation theory for linear operators, vol. 132, Springer Science & Business Media, 2013.
[16] L. Le Treust and T. Ourmières-Bonafos, Self-Adjointness of Dirac Operators with Infinite Mass
Boundary Conditions in Sectors, in Annales Henri Poincaré, vol. 19, Springer, 2018, pp. 1465–1487.
[17] A. Mas and F. Pizzichillo, Klein’s Paradox and the Relativistic δ-shell Interaction in R3, Analysis &
PDE, 11 (2017), pp. 705–744.
[18] A. Mas and F. Pizzichillo, The relativistic spherical δ-shell interaction in R3: Spectrum and approxima-
tion, Journal of Mathematical Physics, 58 (2017), p. 082102.
[19] T. Ourmières-Bonafos and F. Pizzichillo, Dirac operators and shell interactions: a survey, arXiv
preprint arXiv:1902.03901, (2019).
SELF-ADJOINTNESS OF DIRAC OPERATORS ON CORNER DOMAINS 27
[20] T. Ourmières-Bonafos and L. Vega, A strategy for self-adjointness of Dirac operators: applications to
the MIT bag model and δ-shell interactions, Publicacions Matemàtiques, 62 (2018), pp. 397–437.
[21] C. Pommerenke, Boundary behaviour of conformal maps, vol. 299, Springer Science & Business Media,
2013.
[22] L. A. Ponomarenko, F. Schedin, M. I. Katsnelson, R. Yang, E. W. Hill, K. S. Novoselov, and
A. K. Geim, Chaotic Dirac billiard in graphene quantum dots, Science, 320 (2008), pp. 356–358.
[23] A. Posilicano, è , On the many Dirichlet Laplacians on a non-convex polygon and their approximations
by point interactions, Journal of Functional Analysis 265.3 (2013): 303-323.
[24] E. Stockmeyer and S. Vugalter, Infinite mass boundary conditions for Dirac operators, Journal of
Spectral Theory 9 (2019), no. 2, 569âĂŞ600.
[25] B. Thaller, The Dirac equation, vol. 31, Springer-Verlag Berlin, 1992.
F. Pizzichillo, CNRS & CEREMADE, Université Paris-Dauphine, PSL Research University,
F-75016 Paris, France
E-mail address: pizzichillo@ceremade.dauphine.fr
H. Van Den Bosch, Departamento de Ingeniería Matemática & CMM - Centro de Modelamiento
Matemático, Universidad de Chile & UMI–CNRS 2807, Beaucheff 851, Santiago, Chile
E-mail address: hvdbosch@cmm.uchile.cl
