This paper describes state-of-the-art digital filtering techniques that are part of the tool kit GEANA which is used as a fast automatic data validation tool for the GERDA experiment. The discussed filters include a novel, nonlinear correction method for ballistic deficits, which is combined with one of three shaping filters: the pseudo-Gaussian, a modified trapezoidal, or a modified cusp filter. The performance of the filters is demonstrated using a 762 g high purity germanium detector that measures γ-ray lines from radioactive sources in an energy range between 59 and 2615 keV. The modified cusp filter was found to be most optimal for individual γ-ray lines. Furthermore, it was observed, that even though, the shaping time that minimizes the energy resolution is energy dependent, the loss in resolution by using a constant shaping time over the entire energy range is small, i.e. less than 32 eV for the pseudo-Gaussian filter. This together with good energy resolutions, e.g. 1.59 keV at 1333 keV, this proves that the filters perform well. The second part of the publication describes the organization of the filter methods in the tool kit GEANA.
Introduction
The use of High Purity Germanium (HPGe) detectors is reliant on the application of effective and fast signal filtering methods to properly estimate the amount of energy deposited by the radiation. Notably experiments with multiple detectors put high requirements on the performance and speed of digital signal processing routines to assure a fast and accurate evaluation of the data quality. GEANA ("GErmanium ANAlysis"), a novel software tool kit has been created to address this need in the scope of the GERmanium Detector Array (GERDA) experiment [1] . In its first data acquisition phase the experiment operated 13 HPGe detectors in a low background environment, which will be upgraded to more than 30 HPGe detectors in the second data acquisition phase [2] . The experiment continues to collect physics data over several years with weekly calibration measurements. GEANA is capable of manipulating this steady flow of data by taking into account all the emerging complications related to the number of detectors and the calibration procedure. To show how these complications can be resolved the organization of the software will be explained in the second part of this publication (see Sec. 6). Although GERDA was the motivation to develop GEANA, it is important to note that it also is suitable for other applications with HPGe detectors.
The first part of this publication will focus on digital filtering techniques that have been developed for GEANA.
These new filter techniques, outlined in Sec. 4, compensate for both, inaccuracies caused by the electronic readout circuitry and limitations of the detectors. They are practical for any application that makes use of HPGe detectors, therefore, the usability of GEANA in a wider field is demonstrated through a special measurement that was performed with a Canberra Broad Energy (BEGe) detector in a standard laboratory environment (see Sec. 2). These data are used in Sec. 5 to investigate the performance of the new filtering methods, both in speed and energy resolution.
Setup
To examine the functionality and performance of the methods used in GEANA, data were collected with a standard Canberra Broad Energy Germanium (BEGe) detector. The detector is made from p-type germanium, has a mass of 762 g and a cylindrical form with a radius of 3.6 cm and a height of 3.5 cm. A small electrode is embedded in one base of the detector and most of the remaining surface is covered by a high voltage electrode. The BEGe detector is mounted in a 7500SL vertical dipstick vacuum cryostat, which contains a 2002CSL charge sensitive preamplifier (∼ 50 µs decay time) [3] . The output of the preamplifier is amplified with a Genius Shaper V2.1 (developed and constructed by the Max-Planck-Institut für Kernphysik, Heidelberg) to fit the dynamic range of the analog to digital converter. The acquisition system consists of a Struck SIS3301 VME flash analog-to-digital converter (FADC) with a 2 GHz VME CPU. The FADC module accommodates up to eight input channels and is equipped with an anti-aliasing bandwidth filter. The signals are sampled in 40 ns steps and quantized at a 16 bit resolution. The length of the compressed signal is defined to be 164 µs and the rising edge of the pulse is in the center of the sampled time interval.
Two measurements were taken to test the filters, one with a dynamic energy range up to 1750 keV using a variety of uncollimated radioactive sources ( 
Energy resolution
Incoming radiation deposits energy in an HPGe detector by creating electron-hole pairs. The electrons and holes drift in an external electric field to the electrodes (charge collection process). Their movement induces a current pulse into the external circuit, which is directly proportional to the deposited energy. This signal is then passed through a charge sensitive preamplifier and converted to a digital signal by a setup such as the one described in Sec. 2. From those signals the energy is reconstructed by measuring the height of the pulse.
For an ideal detector monoenergetic radiation would produce a sharp peak in the pulse height spectrum. However, statistical fluctuations in the number of produced charge carriers and noise introduced in the electronic circuit broaden this peak into a Gaussian shape. The energy resolution at a given energy, a fundamental characteristic of a radiation detector, is measured by the full-width at half-maximum (FWHM) of this broaden peak shape. Incomplete charge collection and charge trapping can introduce an additional exponentially decaying tail below the peak's centroid, which does not follow a Gaussian distribution and therefore must be treated separately when fitting the peak. Fig. 1 shows the 60 Co line at 1332.5 keV with a fit to the data. The fit model [4] includes a Gaussian peak g(x), a step-like shelf s(x) for the background, and a Hypermet function t(x) for the low energetic tail:
The variables σ, x 0 , β, the number of events in the peak S g and the tail S t , and the two amplitudes A, B are free parameters of the fit. The tailing term contains an additional factor of 1/β, that is required for a proper normalization and missing in Ref.
4. The energy resolution is then given by the FWHM of the Gaussian function, which can be calculated from the variance σ by FWHM = 8 ln(2)σ. If the tail is included in the calculation of the FWHM, the difference to the numbers presented here are between 1 and 3%.
Digital filtering techniques
The stored signal must be processed with digital filters to compensate for some of the effects that limit a detector's energy resolution. Most filters are linear [5, p. 87] and characterized by their impulse response [5, p. 107] , the signal that is obtained if a filter is applied to a delta function. The response of the filter to any given input signal is then calculated by a convolution of the input signal with the impulse response. The convolution can be circumvented by using the recursive description, that often is faster in execution. The recursive form of the filters appearing in this work can be derived by combining the high-pass, low-pass, and moving average filter; their recursive implementations are discussed on p. 277 and p. 322 in Ref. 5.
Pole-zero cancellation
The detector is connected to a charge sensitive amplifier, which uses a capacitance C to integrate the charge signal coming from the detector. To stay within the dynamic range of the FADC, the baseline is restored to its initial value over a feedback resistor R, connected in parallel to the capacitance. Once the decay time τ = RC of the RC circuit is known, it is possible to compensate for distortion in the pulse height reconstruction caused by the decaying tail through a pole-zero cancellation [6, p. 177] .
A high-pass filter has the same impact on a step-like pulse as the RC circuit does. The recursive form of the high-pass filter can be inverted and this inverse high-pass filter can be applied to the signal to eliminate the decay and return to a step-like signal. As illustrated in Fig. 2 , the filter is incapable to remove all effects; due to an initial offset of the baseline, the output signal will have a nonzero slope. However, this slope can be removed by a simple linear interpolation.
Shaping Filters
The main purpose of a shaping filter is to remove unwanted frequency components (noise) that are added to the signal by electronics. The impulse responses of the filters used in this work are shown in Fig. 3 . Each signal in this figure has a width (FWHM) of exactly 1000 samples. This width is a characteristic of the filter and is called the shaping time.
The performance of a filter for a particular electronic system is often expressed through the equivalent noise charge [6, p. 32] . Its definition includes the shaping filter and the electronic noise, thus, it is a function of the shaping time and depends on the layout of the electronic circuit. In general, the equivalent noise charge can be simplified to three terms: one directly proportional to the shaping time (current or parallel noise), another inversely proportional to the shaping time (voltage or series noise) and the last independent of the shaping time (1/f noise).
The equivalent noise charge can be used to compare the efficiency of different filters in an analytic framework.
If it is assumed that a delta function is an input signal to a circuit only adding current and voltage noise, the infinite cusp filter, described in Ref. 7 on p. 245, has the best equivalent noise charge. Despite this, the infinite nature of the cusp filter conflicts with the finite length of digital signals. Additionally, the infinite cusp filter is not tailored to deal with signals from HPGe detectors that collected charge over a finite time. A slightly altered cusp filter was used in this work that is constructed through a bidirectional [5, p. 330] low-pass filter in the range of ±5 times the shaping time around the charge pulse. An additional moving average filter flattens the top part of the impulse response creating a round top, which is better suited to the finite charge collection time of HPGe signals. In Ref. 8 an alternative form of the cusp filter, which was capable of improving the energy resolution of the GERDA experiment, is described, but it is not studied here.
The most popular filter is composed of multiple consecutive moving average filters of the same width [5, p. 281] . The impulse response of a single moving average filter takes the shape of a rectangular function, the second moving average filter changes this into a triangular function. Any further moving average filter transforms the impulse response closer to a Gaussian shape. This similarity in shape is the origin of its name -pseudo-Gaussian filter. The filter is simple, fast and its performance is sufficient for most basic application. In this work the pseudo-Gaussian filter is composed of four consecutive moving average filters.
Additionally, the trapezoidal filter [9] is often used and can be constructed by two moving average filters of different width. The trapezoidal filter used here differs from the traditional implementation in that two additional moving average filters (of half the size of the flat top each) are ap- plied to change the flat top to a rounded top and remove any ambiguity in the pulse height reconstruction by forming a clear, distinguished maximum. This way of implementing the filter makes it impossible to have a roundedtop width of more than half the shaping time. This filter is superior in that it can correct for ballistic deficits, which will be discussed in the next section, but might not be optimal for radiation detection systems.
Ballistic deficit correction
The time required to collect all the charge carriers in an HPGe detector depends on the location of the energy deposition in the detector. This dependency is reflected in variations of the rise time of the measured charge pulse. In BEGe detectors, events with energy deposition in multiple locations (multi-site events, MSE) further increase these rise time fluctuations. The rise time (5-95%) of monoenergetic radiation can take any value between 0.2 and 1 µs in these detectors. The MSE events arise from Compton scattered γ-rays and are dominant at higher energies. The characteristic patterns produced by multiple simultaneous energy depositions are often used to differentiate these Compton events from events with a single energy deposition (single-site events, SSE) [10] .
The amplitude of pulses with long rise times that is reconstructed with the pseudo-Gaussian filter underestimates the real amount of energy deposited in the detector. This effect is called ballistic deficit and is illustrated in the left panel of Fig. 4 . The effect can be partially compensated by choosing a sufficiently large shaping time. However, at high event rates the maximum shaping time is only a few microseconds, which is insufficient to remove all effects caused by the ballistic deficit.
In the past two different approaches were proposed to correct ballistic deficits with analog electronics. The first approach calculated a semi-empirical compensation which depended on the input signal rise time and then was added to the final output signal [11] . The second approach used a gated integrator after prefiltering the signal to integrate over the charge carrier drift time [12] . Furthermore, also the trapezoidal filter described in the previous filter can be used to compensate this effect.
In this paper an alternative, nonlinear, irreversible, digital filter is presented to correct ballistic deficits. The filter is named multi-site event compensation (MSEC), which refers to its capability to correct for events with energy depositions in multiple locations in BEGe detectors. It is similar to the method that uses a gated integrator, however, it does not prefilter the signal. Instead, after pole-zero correction and differentiation, the signal is set to zero for the duration of the charge collection process (see Fig. 2 ). The subtracted contributions are then added to the position, where the pulse previously reached its maximum. The range of the correction is limited by a user defined threshold value. The altered signal is then fed into the shaping filter.
In the right panel of Fig. 4 ballistic deficits are corrected with the MSEC method, resulting in the energy peak being reconstructed for any rise time value at the same position. In the energy histogram of Fig. 5 it can be seen that the correction reduces the low energy tail of the 1332.5 keV peak and improves the energy resolution of the Gaussian peak by roughly 5%. Fig. 6 shows the change in energy resolution as a function of the shaping time. As expected, the MSEC reduces the optimal shaping time at 1332.5 keV to about 6 µs, hence, it increases the maximum count rate by roughly a factor of two and simultaneously improves the energy resolution. This highlights how powerful and crucial a decent correction for rise time variations can be.
Filter optimization
It is difficult to find the optimal filter configuration for a given problem because numerous variables are normally involved in this search. The following section tries to disentangle some dependencies of the involved variables.
The 60 Co γ-ray line at 1332.5 keV is a standard calibration line in γ-ray spectroscopy and used for most of the discussion. Where useful, also lines at low energies (59.5 keV of 241 Am, 121.8 keV of 152 Eu) and at high energies (2614.5 keV of 228 Th) are studied to show differences in a large energy range. If not otherwise stated, the standard configuration of the filter is the pseudo-Gaussian filter with a shaping time of 6 µs and MSEC enabled.
Energy resolution with the pseudo-Gaussian filter
The central panel of Fig. 7 highlights that without MSEC the shaping time that minimizes the energy resolution is not the same over the entire energy range. High energetic events are more likely to undergo Compton scattering and consequently the fraction of MSE events at these energies is larger. As discussed in Sec. 4, one way to correct the ballistic deficit inherent to MSE is to increase the shaping time. However, the figure also indicates that even with the MSEC enabled, the optimal shaping time is still slightly energy dependent, suggesting that the compensation implemented is incapable of removing all MSE effects. Furthermore, it can be seen that above a few hundred keV the MSEC is vital and improves the energy resolution on average by 3%. In contrast, at lower energies the MSEC has almost no effect and even increases the optimal shaping time.
Some computed energy resolutions can be compared to values provided by the manufacturer of the BEGe detector. The manufacturer measured at 1332.5 keV an energy resolution of 1.77 keV, which is higher than the optimized value of (1.589 ± 0.004) keV. In addition, a FWHM of (0.581 ± 0.004) keV was measured for the 152 Eu line at 121.8 keV. This value can be compared to the energy resolution of 0.66 keV measured by the manufacturer at an energy of 122.1 keV with a 57 Co source. The comparison of these two lines with the manufacturer's specifications proofs that the implemented filter methods perform well. The top panel shows the lowest energy resolution (FWHM) found for the most prominent γ-ray lines with the pseudoGaussian filter (uncertainties are less than 2%). In the central panel the shaping time that minimizes the energy resolution is given. In the bottom panel the difference of an analysis with a constant shaping time, optimized for the 1332.5 keV line is represented.
At 59.5 keV an energy resolution of (0.466 ± 0.002) keV, and at 2614.5 keV an energy resolution of (2.30±0.02) keV was measured. The indicated uncertainties are the standard deviation of the fit parameters.
It is impractical for a typical analysis to find the shaping time that minimizes the energy resolution for every single γ-ray line, because this requires reprocessing the entire data set once for each shaping time. Instead, a shaping time is chosen following the procedure given in Sec. 6.3 that minimizes the energy resolution at a particular energy and the data is only processed with that optimized shaping time. This means that the energy resolution for most lines is slightly worse than presented in the top panel of Fig. 7 . The loss in energy resolution for a typical analysis with the shaping time optimized to the 1332.5 keV γ-ray line is indicated in the bottom panel of Fig. 7 , again for the pseudo-Gaussian filter. It shows how well GEANA performs with a single shaping time if MSEC is on -the difference to the optimal value is less than 32 eV. In contrast, the traditional method results in energy resolutions which are up to 130 eV worse than their respective optimal value. This section only covers the pseudo-Gaussian filter, but similar observation can also be made for other filter types, as discussed in the next section.
Differences between filters
As discussed in Sec. 4.3, there are multiple procedures to correct for rise time variations of pulses:
• Increase shaping time of pseudo-Gaussian filter
• Use a trapezoidal filter with a sufficient top width
• Correct the pulse height value/pulse before/after filtering (MSEC)
The performance of the three different procedures is represented in the upper panel of Fig. 8 , that shows the energy resolutions reached for the different filter types at an energy of 1332.5 keV. When MSEC is enabled opposed to disabled, each of these filters acquires a better resolution. The best resolution is reached for the cusp filter with a rounded-top of 0.9 µs and is (1.584 ± 0.004) keV. The resolutions for the trapezoidal filter are slightly higher and the optimal value of (1.591 ± 0.004) keV is found with a rounded-top of 1.2 µs. In between the two filters is the pseudo-Gaussian filter with an energy resolution of (1.589 ± 0.004) keV. Obviously the difference between the filters is small, thus, any of the three filter types can be used for most applications. However, in theory the cusp filter has an infinite impulse response and even in the presented form it stretches over a large range, which requires more computational work. The pseudo-Gaussian filter seems to be a good trade-off between good resolution and computational work. This figure also shows, that with MSEC disabled, the larger the rounded-top width becomes the better the resolution will be. Without MSEC the trapezoidal filter is considerably better than the pseudoGaussian and cusp filter and with the largest possible rounded-top width it reaches the best energy resolution, (1.600 ± 0.004) keV. The optimal shaping time is increased for every filter discussed if, either no MSEC is performed, or the rounded-top width is reduced. Therefore, a larger shaping time can indeed be employed to reduce ballistic deficits, nevertheless the plot also indicates that usually an increased shaping time is not sufficient enough to remove all effects caused by ballistic deficits. At low energies the fraction of MSE is small and therefore the outcome is reversed. As illustrated in the lower panel of Fig. 8 , at an energy of 59.5 keV the filters perform better if the MSEC is disabled and a small roundedtop width is chosen. The best energy resolution, (0.450 ± 0.002) keV, is obtained for the cusp filter without MSEC and a rounded-top width of 0.3µs. The increase in shaping time at 2.4 and 3.0 µs is caused by the inability of the filter to have a rounded-top of more than half the shaping time. At high energies (2614.5 keV) the overall result is similar to the 1332.5 keV line and hence the plot is not shown.
Data compression
To accelerate the analysis of large data sets, the input signals can be compressed before filtering by summing up a certain amount of samples to a single value. Up until now this compression of data has been a neglected feature in this discussion. GEANA performs all the calculation in double precision (64 bit). On the other hand the data set used for this analysis has a 16 bit encoding. By summing up samples, the sampling frequency is reduced, but the number of possible quantization levels is increased. Therefore, data compression does not necessarily lead to a loss in energy resolution.
In Fig. 9 the energy resolution of the 1332.5 keV line is plotted for different compressions. As can be seen, a compression of 2 -6 has an insignificant loss in energy resolution, compressions above this value have increasingly degraded energy resolutions. The figure also shows the clear correlation between shaping time and compression: the higher the compression the larger the optimal shaping time. Thus, for data at a high event rate the compression Table 1 : Benchmark of a typical analysis for different data compressions (compression of 1 means 'uncompressed'). Indicated are only the CPU (user) time, the system time is compression independent and roughly 20 min for the initialization and 17 min for the filtering.
factor can be of importance. When plotted for other γ-ray lines similar results were found, therefore these plots have been omitted. The time required to analyze the entire data set of the measurement described in Sec. 2 was determined for different values of data compression. The data set consisted of 38 million events, adding up to a file size of 355 GB. The run time was split up into the filter initialization time, which is the time required to evaluate all necessary filter parameters as described in Sec. 6 and the data filtering time, which is the time required to filter the entire data set once. For the optimization step, ten different shaping times and two choices for the MSEC parameter (on/off) were tested. The analysis was run on a single Intel Xeon E5-2660 2.2 GHz CPU. Table 1 lists the results of this comparison. There is an important reduction in the execution time going from no compression to a compression of 2 and 4 for both the filter initialization and the data filtering. Further compression only slightly reduces the execution time. The table also indicates that GEANA can process 7 k events per second, compressed even up to 34 k events per second once all the filter parameters are defined. It demonstrates the efficiency and speed of the implemented filter methods and proves that the software meets the requirements of a fast data verification tool kit. However, the high demand on the data input (up to 325 MB/s) illustrates also the limitation of the tool kit.
For most applications the trade off in energy resolution is negligible compared to faster execution of the program. Hence, meaningful compression is a powerful tool to reduce computation time, without affecting the data quality.
Program organization
The usage of the filters described in the previous sections imposes some constraints on the structure of a toolkit such as GEANA. This section outlines how this tool kit is organized and draws special attention to some particular issues and possible solutions to resolve them.
In GEANA, each specific task is performed by a single, separate program. The individual programs are all implemented in C but compatible with C++. Information can only flow from one program to the next by storing it in an external file that is updated consecutively. This leads to a natural sequential organization with particular tasks being performed at different stages (see Fig. 10 ). Functions and methods that are required by multiple programs are organized in specialized libraries. The programs are embedded in a larger framework that controls the analysis chain. It is programmed in the scripting language BASH.
Within this sequential structure, it is inevitable to process the same data multiple times, because the information collected in one stage is a compulsory input in the next stage. Each stage produces extensive log files and pulse height spectra that facilitate debugging. Parameters that need to be defined by the user prior to the analysis are collected in a global C-header style configuration file.
The tool kit is implemented to run on a basic Unix system, dependencies are kept to a minimum. To perform more extensive plotting and fitting tasks GEANA contains scripts that use GNUplot [13] .
Mapping
The pulse height spectra of an experiment like GERDA, that is situated in a low background environment, lack sufficient information for calibrating the energy scale, thus, weekly measurements with radioactive sources are performed.
First of all, the data sets that contain sufficient calibration information and those that do not (physics data) are separated and organized. The first category is classified as the calibration data set and each individual measurement serves as a reference point in time with a known, well defined relationship between pulse height and energy. According to some predefined rules the physics data are then assigned to the calibration data set. In GEANA this is done automatically by mapping the data set to the calibration measurement that was taken closest in time. In certain situation this is not optimal and a manual mapping, which is also possible in GEANA, the favored method.
Filter parameters
The filters described in Sec. 4 only work if some fundamental input parameters are given. The most crucial parameter is the decay time of the preamplifier required to perform the pole-zero cancellation, which will be evaluated by the second stage of GEANA. One way to find the exact value of the decay time is to sum up a specific amount of input signals and to calculate the average signal shape. This signal will have a decaying tail with a decay constant close to the decay time of the preamplifier. However, this value can be distorted by preceding events (pile-ups). To correct this, the decay constant in the region before the pulse is additionally calculated and subtracted from the value found in the tail.
The average signal provides some additional information. Accordingly, the position of the rising edge of the pulse can be found to reduce the range of the following filters to a small region around this edge.
Filter optimization
The next stage is to find the optimal set of filters: The ballistic deficit may or may not be corrected (MSEC on/off), and the filter type and shaping time must be defined.
Thus, a method was implemented on this stage that optimizes the shaping time and MSEC by filtering a part of the calibration data set for all possible combinations of a user provided parameter list. The energy resolution of a specific energy peak is determined and the parameter set with the best energy resolution is chosen for the current analysis. This procedure can also be adopted for the optimization of the filter type but it would increase the necessary processing time.
Filter calibration
The optimal set of parameters is used in the next stage to filter the calibration data set. Each calibration data set is individually filtered to take into account changes between consecutive measurements. To better account for the nonlinear response of detectors and data acquisition systems, it is vital to have numerous calibration peaks available. The energy range between peaks is linearly interpolated.
The matching between observed peaks in the pulse height spectrum and the γ-ray lines can be automated. A simple approach used in GEANA is to calculate ratios between the energy peaks and then compare them to ratios between γ-ray lines to look for the best match.
If shifts between two calibration measurements are too large both calibrations are rejected and the data sets that are mapped to these calibrations excluded from the analysis.
Data filtering
In the last stage, the filtering of the actual physics data is performed. In this process, a calibrated energy spectrum (histogram) is produced by applying the previously defined calibration relations.
In GERDA the output data are still required on an event-by-event basis. To satisfy this need, the program creates an event list (ASCII file format) by storing all relevant information of a single event, such as the reconstructed energy, the time stamp and veto flags (from other sources such as an active muon veto system) to a single file. If more than one detector is present, coincidence information, such as the total deposited energy over all detectors, is added. The derived and pole-zero corrected charge pulse can optionally be added to the event list. This additional information can be used to define further Compton background discrimination parameters such as the current amplitude over energy ratio, explained in Ref. 10 . The calibration data sets are required often to measure the suppression efficiency of Compton background discrimination techniques, therefore also the calibration data set is filtered in this stage and brought into the same format.
After finalizing the analysis, all relevant information will be collected from the different output files and represented on an HTML web page to provide an overview for the entire analysis chain.
Conclusion
Important features of analysis software used in radiation detectors, such as filter parameter optimization procedures and a method that corrects ballistic deficits have been examined and it has been shown that the filters produce consistent results in the energy range between 59.5 and 2614.5 keV. The optimal shaping time has been found to be energy dependent, but even an analysis with a single shaping time did deviate by less than 32 eV (pseudoGaussian filter) from the optimal value, provided that the MSEC is applied. Energy peaks above a few hundred keV are dominated by Compton scattered events and a correction for ballistic deficits is necessary to avoid even larger deviations from the most optimal energy resolution. Furthermore, it was found that the trapezoidal filter with a large round-top has the best performance at 1332.5 keV if ballistic deficits are not corrected. With the MSEC method enabled the rounded-top cusp filter reached the best performance at that energy. The combination of the MSECs ability to correct for ballistic deficits and the good noise properties of the cusp filter makes this combination of filters particular powerful. In contrast, at low energies, it is better to employ a cusp filter without MSEC and a small rounded-top width. The pseudo-Gaussian filter with MSEC enabled has been found to be a good compromise for a filter with less computational work than the cusp filter but that still provides good performance over a large range of energies. Moreover, it was shown that prior to filtering, data from a setup similar to the one used (25 MHz sampling rate at 16 bit) can be compressed by a factor of 4-6 without any major loss in energy resolution in the studied energy range.
The tool kit GEANA has been presented to show how the filters are embedded into an analysis software framework, enabling the computation of most required parameters from a given data set. After the filter initiation process, the tool kit can handle more than 34 k events per second and meets the requirements of a small, portable, fast data validation software. Additionally, GEANA contains all the required mechanism needed to perform an analysis of large experiments, such as the GERDA experiment. The software has already successfully been used, next to the official software GELATIO, as an independent cross check in the Phase I data release [14] of GERDA. No discrepancies have been found in the measured energy range, which reaches up to 7 MeV. Furthermore, it was extensively used for the pulse shape analysis of coaxial detectors in that data release [15] . In the second data collection phase of the experiment, GEANA is being adopted to furthermore analyze data gathered from photomultiplier tubes and silicon photomultiplier that are part of the new liquid argon instrumentation [2] .
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