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Abstract Iterative methods with certified convergence for the computation of
Gauss–Jacobi quadratures are described. The methods do not require a priori es-
timations of the nodes to guarantee its fourth-order convergence. They are shown
to be generally faster than previous methods and without practical restrictions
on the range of the parameters. The evaluation of the nodes and weights of the
quadrature is exclusively based on convergent processes which, together with the
fourth order convergence of the fixed point method for computing the nodes, makes
this an ideal approach for high accuracy computations, so much so that computa-
tions of quadrature rules with even millions of nodes and thousands of digits are
possible in a typical laptop.
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1 Introduction
Given an integral I(f) =
∫ b
a
f(x)w(x)dx, with w(x) a weight function in the in-
terval [a, b], it is said that the n-point quadrature rule Q(f) =
∑n
i=1wif(xi) is a
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Gaussian quadrature if it has the highest possible degree of exactness, that is, if
I(f) = Q(f) for all polynomials of degree smaller than 2n.
Gauss–Jacobi quadrature is, together with Gauss–Hermite and Gauss–Laguerre
quadratures, one of the three classical Gauss quadrature rules and it is, without
any doubt, the most widely used of them. This rule corresponds to the weight
function w(x) = (1 − x)α(1 + x)β, α, β > −1, in the interval [−1, 1] and it has
as particular cases Gauss-Chebyshev quadratures (|α| = |β| = 1/2) and Gauss–
Legendre quadrature α = β = 0.
Because of the optimal degree of exactness of the Gauss rules, they have fast
convergence as the degree increases (specially for analytic functions), and they are
one of the most popular methods of numerical integration, appearing in countless
applications. However, Gauss rules are usually seen as hard to compute and for this
reason alternative simpler rules as the Clenshaw-Curtis rules may be preferred [24].
Nevertheless, Gauss rules are in any case optimal in terms of degree of exactness,
and for integrals where the explicit weight of the quadrature appears (like w(x) =
(1 − x)α(1 + x)β for Gauss–Jacobi) they are difficult to beat. In addition, the
efficiency of the computation of Gauss rules has dramatically improved in recent
years as shown for instance in [16,18,1,13,15,14,3]. Let us first briefly describe
these methods, in particular for Gauss–Jacobi quadrature:
1. The Golub–Welsch algorithm [17] is a simple approach based on the diag-
onalization of the Jacobi matrix associated to the three-term recurrence relation.
For small degree n it is viable method, but its complexity scales as O(n2) and it
becomes slow as the degree increases.
2. Iterative methods: they use the fact that the nodes of Gaussian quadra-
ture are the roots of the orthogonal polynomials associated to the quadrature,
while the weights are related to the derivative of the polynomial at the nodes. The
complexity increases linearly. This is the approach considered in [18], where the
associated orthogonal polynomials (Jacobi polynomials) are computed by means
of asymptotic formulas for large n, as well as the initial values for the nodes for
starting the Newton iteration. The main limitation of this approach seems to be
that the initial values for starting the Newton iterations only guarantee conver-
gence for small |α| and |β|. For the particular case of Gauss–Legendre quadrature
(α = β = 0) there is a larger number of iterative methods available, see [25,23,16,
2,19]. A recent alternative iterative method for Gauss–Jacobi quadrature is that
of [3], which also appears to be faster than the approach of [18], but it is more
limited than [18] with respect to the parameters (|α|, |β| < 1/2).
3. Asymptotic methods: explicit approximations for the Gauss–Jacobi nodes
and weights which do not require iterative refinement are given in [15]. These meth-
ods are faster than iterative methods precisely because no iterations are needed
and explicit formulas are used instead. As for the case of iterative methods, these
approximations have limited validity and other type of asymptotic formulas should
be considered for large α and/or β; a first step in this direction is given in [9]. A
previous asymptotic method for the particular case of Gauss–Legendre quadra-
ture is given in [1]. For an analysis of asymptotic methods for generalized Gauss
quadratures (Gauss-Jacobi in particular) based on Riemann-Hilbert analysis see
[21].
4. Global high-order iterative methods with certified convergence: for Gauss–
Hermite and Gauss–Laguerre quadratures, a new approach was considered in [14]
which combines the use of the fourth-order globally convergent fixed point method
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of [22] with the use of local Taylor series for computing the weights (Taylor se-
ries are also considered in [16]). This approach produced a fast, reliable and unre-
stricted algorithmwhich outperformed previous methods in terms of speed (though
the asymptotic methods in [14] may be faster for large degrees), accuracy and
available range of computation.
In this paper, we complete the construction of fast methods for classical Gauss
quadratures with the description of high-order iterative methods for Gauss–Jacobi
quadrature. We therefore close the analysis of classical quadratures, adding to the
asymptotic methods [13] (Gauss–Hermite and Gauss–Laguerre) and [15] (Gauss–
Jacobi), and to the high-order iterative method of [14] (Gauss–Hermite and Gauss–
Laguerre), the corresponding high-order iterative method for Gauss–Jacobi. We
believe that an optimal algorithm for the computation of Gauss quadratures in
fixed precision will involve both the asymptotics-free iterative methods and the
iteration-free asymptotic methods which are completed in the present paper.
As advanced in [14], the implementation of the global iterative methods for
Gauss–Jacobi is not so straightforward as for the Hermite and Laguerre cases, not
only because there are more parameters involved, but also because the possible
changes of variable for the Liouville transformations of the ODE needed in the
method are not amenable to the use of Taylor series. In practical terms this,
as we will see, means that we will have to combine different fixed point methods
associated with different Liouville transformations and an independent application
of Taylor series. As we will see, our methods are generally faster than [18] and
with a much larger range of validity than [18,3], and they have no rival for high
accuracy computations due to his high order of convergence. It is also a much
simpler method than previous methods, particularly for the symmetric case (that
is, for Gauss–Gegenbauer quadrature).
The structure of the paper is as follows. Firstly, we describe the main ingre-
dients of the method and summarize the relations satisfied by Jacobi polynomials
that will be used in the paper. In the second place, we describe a basic algorithm for
the symmetric case α = β ≥ 0 (Gauss–Gegenbauer, including Gauss–Legendre).
For this simple symmetric case some accuracy problems, however, appear when the
parameters α and/or β are close to −1, which require further attention. Next, we
describe the more general algorithm for Gauss–Jacobi quadrature for α, β > −1,
which adds two features with respect to the symmetric case: a starting procedure
based on the three-term recurrence relation and an alternative Liouville transfor-
mation for the extreme nodes for negative parameters; this modification solves the
numerical accuracy problems for parameters α and β approaching −1. Finally, we
provide numerical evidence of the speed and accuracy of the method, including
very high precision computations for the symmetric case (even with more than
1000 digits). We compare our method against the chebfun [7] implementation of
the methods in [18,1] in the regions of parameters where those are valid. As we will
discuss, our method is competitive in speed and accuracy with previous methods
(and notably faster for the cases α 6= β) and with the advantage that it works
without practical restrictions on the parameters. It has the additional benefit that
computations with very high accuracy are possible and they can be efficiently per-
formed thanks to the high–order convergence of the method and the fact that is
is based on convergent processes, different to the asymptotic approaches of [1,18,
15].
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2 Basic ideas and main formulas
Our algorithm, as all the other iterative methods, is based on two well-known
facts. The first one is that the nodes of the Gauss–Jacobi quadrature of degree n
are the roots xi, i = 1, . . . n, of the Jacobi polynomial of degree n, P
(α,β)
n (x), and
the second is that the weights can be computed in terms of the derivative at the
nodes as
wi =
Mn,α,β
(1− x2i )(P (α,β)
′
n (xi))
2
, (1)
with
Mn,α,β = 2
α+β+1Γ (n+ α+ 1)Γ (n+ β + 1)
n!Γ (n+ α+ β + 1)
. (2)
The Jacobi polynomials can be written in terms of Gauss hypergeometric functions
as
P (α,β)n (x) =
(α+ 1)n
n!
2F1
(
−n, n+ α+ β + 1;α+ 1; 1− x
2
)
, (3)
and they satisfy the symmetry relation
P (α,β)n (x) = P
(β,α)
n (−x). (4)
For computing the nodes, we use the global fixed point method of [22] which
applies to second order homogeneous linear ODEs. As it is well known, we have
(1− x2)y′′(x) + [(β − α)− (2 + α+ β)x] y′(x) + n(n+ α+ β + 1)y(x) = 0 (5)
for y = P
(α,β)
n (x). Starting from this equation, we will consider several Liouville
transformations which lead to equations in normal form, suitable for applying the
fixed point method [22].
The main results of [22] that we will use in our methods can be condensed in
the following theorem (where dots mean derivative with respect to z):
Theorem 1 Let Y (z) be a solution of Y¨ (z) + Ω(z)Y (z) = 0 and let a be such
that Y (a) = 0. Let b 6= a such that Ω(b) > Ω(a) and Y (z) 6= 0 in the open
interval I between a and b. Assume that Ω(z) is differentiable and monotonic in
the closure of I. Let j = sign(b − a), then for any z(0) ∈ I⋃{b}, the sequence
z(i+1) = Tj(z
(i)), i = 0, 1, . . ., with
Tj(z) = z − 1√
Ω(z)
arctanj
(√
Ω(z)
Y (z)
Y˙ (z)
)
(6)
and
arctanj(ζ) =


arctan(ζ) if jζ > 0,
arctan(ζ) + jπ if jζ ≤ 0,
jπ/2 if ζ = ±∞,
(7)
is such that {z(i)}∞i=1 ⊂ I and it converges monotonically to the root a with order
of convergence 4 and asymptotic error constant Ω˙(a)/12, that is:
lim
i→∞
z(i+1) − a
(z(i) − a)4
=
Ω˙(a)
12
.
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Remark 1 Observe that in the previous theorem b could be such that Y (b) = 0.
Therefore the theorem gives a procedure to compute zeros in succession in the
direction of decreasing values of Ω(z). If Y (z(0)) = 0 then the first iteration is
z(1) = z(0) − jπ/
√
Ω(z(0)).
Remark 2 Because the fixed point method generates monotonic sequences when
Ω(z) is monotonic, it does not show local convergence around each zero, but only
lateral convergence (which is why the previous remark is true). This means that if,
for instance, Ω(z) is decreasing in an interval and a0 and a1 are two consecutive
roots in the interval, a0 < a1, then the iteration converges to a0 for values of z
close enough to a0 and such that z < a0, but it will converge to a1 for starting
values in [a0, a1). If instead of this, a method with bilateral local convergence is
needed, we only need to replace the definition of (7) by the usual definition of the
arctangent; that is, one can consider the fixed point method
g(z) = z − 1√
Ω(z)
arctan
(√
Ω(z)
Y (z)
Y˙ (z)
)
. (8)
This redefinition of the fixed point method converges in wide intervals around each
root under mild assumptions (see Theorem 3.2 of [22]).
Theorem 1 is the main tool for computing the nodes of Gauss–Jacobi quadra-
ture. For applying this result we first need to transform our equation to normal
form, suppressing the first derivative term by means of a Liouville transformation;
in addition, we will need a method to compute y(z)/y˙(z). We summarize next the
Liouville transformations used in our algorithms, and later we discuss the methods
of computation.
2.1 Three Liouville transformations of the Jacobi equation
Let
y′′(x) +B(x)y′(x) +A(x)y(x) = 0.
We consider a change of variables followed by a transformation to normal form so
that the transformed equation reads
Y¨ (z) +Ω(z)Y (z) = 0, (9)
where dots represent the derivative with respect to z. In terms of the original
variable x (see for instance [5]) we have
Y (z(x)) =
√
z′(x) exp
(
1
2
∫
B(x)dx
)
y(x)
and
Ω(z(x)) =
1
z′(x)2
(
A(x)− B
′(x)
2
− B(x)
2
4
+
3z′′(x)2
4z′(x)2
− z
′′′(x)
2z′(x)
)
.
For the Jacobi equation (5) we have B(x) = β + 11 + x −
α+ 1
1− x and then
Y (z(x)) =
√
z′(x)(1− x)(1+α)/2(1 + x)(1+β)/2y(x).
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Because, according to Theorem 1, the monotonicity properties of Ω(z) are
needed in order to apply the fixed point method, the changes of variable to be
considered should allow a simple determination of these properties. In [5,6] the
changes of variable for which the determination of these properties reduces to the
solution of a second order algebraic equation are analyzed systematically. Of these,
we will use the three symmetric changes of variable in terms of elementary func-
tions described in [5], which are those with z′(x) = (1−x2)p with p = 0,−1/2,−1.
2.1.1 Trivial transformation
For p = 0 we have the trivial change z(x) = x. For later convenience we denote
the transformed function as Y˜ instead of Y . The transformed function in this case
is
Y˜ (x) = (1− x)(α+1)/2(1 + x)(β+1)/2P (α,β)n (x) (10)
and satisfies
Y˜ ′′(x) +Ω(x)Y˜ (x) = 0,
Ω(x) =
(L2 − 1)(1− x2)− 2(α2 − 1)(1 + x)− 2(β2 − 1)(1− x)
4(1− x2)2 ,
(11)
where L = 2n+ α+ β + 1.
As described in [6], the monotonicity properties of Ω(x) are not simple, and
therefore this transformation is of no use for the fixed point method. However, as
we will see, it will be useful for applying Taylor series in order to compute the
function Y (z)/Y˙ (z) appearing in the fixed point method (1).
Notice that in terms of the derivative of Y˜ at the nodes, the weights can be
written as
wi =
Mn,α,β
Y˜ ′(xi)2
(1− xi)α(1 + xi)β , (12)
and that, given that Y˜ satisfies an equation in normal form, the quantity ωi =
1/Y˜ ′(xi)2 is well conditioned as a function of the node xi because the function
ω(x) = 1/Y˜ ′(x)2 is such that ω′(xi) = 0. The main source of error for the weights
will be in the factor (1− xi)α(1 + xi)β, particularly for the nodes close to ±1.
As we will discuss later, these transformationwill be used for computing most of
the nodes and weights, and we will use Taylor series based on (11). Consequently,
the weights will be computed through (12), which uses the scaled weight. The
method thus naturally computes the scaled weights and from them the unscaled
weights. The scaled weights are not only better conditioned that the unscaled
weights, but they are also less prone to underflow for large values of α and β,
which allows for a better control of these type of problems.
2.1.2 Angular transformation
For p = −1/2 we denote the new variable by θ instead of z. We have x = cos θ,
θ ∈ [0, π] and the transformed function
Y (θ(x)) = (1− x)(α+1/2)/2(1 + x)(β+1/2)/2P (α,β)n (x) (13)
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satisfies equation (9), with θ ≡ z, and
Ω(θ(x)) = 14L
2 − α
2 − 1/4
2(1− x) −
β2 − 1/4
2(1 + x)
. (14)
In terms of the transformed function Y (θ) the weights can be written as
wi =
Mn,α,β
Y˙ (θi)
2 (1− xi)α+1/2(1 + xi)β+1/2,
where the dot means derivative with respect to θ. In this expression ωi = 1/Y˙ (θi)
2
is well conditioned as a function of θi = arccos(xi) and has a slow variation as a
function of the nodes θi as n becomes large. Indeed, according to the circle theorem
[4]
wi ∼ π
n
w(xi)
√
1− x2i , n→∞,
with w(x) the weight function, and for Gauss–Jacobi quadrature this gives
wi ∼ π
n
(1− xi)α+1/2(1 + xi)β+1/2. (15)
The monotonicity properties of Ω(x) are simple to analyze: Ω(x) has one min-
imum in (−1, 1) when |α| > 1/2 and |β| > 1/2, one maximum when |α| < 1/2 and
|β| < 1/2 and it is monotonic in the rest of cases. It is possible to construct methods
for computing the Gauss–Jacobi quadratures by using this transformation, how-
ever we will prefer the next transformation (p = −1) because the monotonicity
properties are even simpler. In some cases we will use this angular transformation
for computing the extreme nodes.
2.1.3 Transformation to R
With p = −1 we have the change x = tanh z, z ∈ R, and the transformed function
Y (z(x)) = (1− x)α/2(1 + x)β/2P (α,β)n (x) (16)
satisfies equation (9) with
Ω(z(x)) = 14
[
(L2 − 1)(1− x2)− 2α2(1 + x)− 2β2(1− x))] . (17)
In terms of the derivative with respect to z at the nodes the weights can be
written
wi =
Mn,α,β
Y˙ (zi)
2 (1− xi)α+1(1 + xi)β+1,
where zi = tanh
−1(xi).
The coefficient Ω(z(x)) has a maximum at xe = (β
2 − α2)/(L2 − 1), for any
values of α and β. Because of these simple monotonicity properties, we will use this
transformation for our method. According to Theorem 1, the fixed point method
has to be applied in the direction of decreasingΩ(z). Then the method can proceed
starting at ze = z(xe), with a forward sweep for z > ze and a backward sweep
for z < ze. This is similar to the procedure for Gauss–Hermite quadrature, in
particular for the case α = β, when the method starts at x = 0 and the problem
is symmetric.
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2.2 Methods of computation
As basic method of computation our algorithms will use local Taylor series, how-
ever, alternative methods (recurrences, continued fraction) are employed for the
non-symmetrical case α 6= β, and also for the extreme zeros for negative param-
eters. We start summarizing some information on the recurrences and later we
describe the use of Taylor series.
2.2.1 Recurrence relations and continued fractions
Using (5) and the differentiation formula
d
dx
P (α,β)n (x) =
n+ α+ β + 1
2
P
(α+1,β+1)
n−1 (x),
we obtain the recurrence relation
(n+ α+ β + 1)(1− x2)P (α+1,β+1)n−1 (x) +2[β(1− x)− α(1 + x)]P (α,β)n (x)
+4(n+ 1)P
(α−1,β−1)
n+1 (x) = 0,
which can be used to compute P
(α,β)
n (x) starting from
P
(α+n,β+n)
0 (x) = 1, P
(α+n−1,β+n−1)
1 (x) =
1
2
(α− β + (α+ β + 2n)x) ,
and is an alternative to the more popular three-term recurrence relation
2(n+ 1)(n+ α+ β + 1)(2n+ α+ β)P
(α,β)
n+1 (x)
−(2n+ α+ β + 1) [(2n+ α+ β)(2n+ α+ β + 2)x+ α2 − β2]P (α,β)n (x)
+2(n+ α)(n+ β)(2n+ α+ β + 2)P
(α,β)
n−1 (x) = 0.
(18)
Other relations can be found which are also useful for computing polynomial
ratios, although they do not lead to finite exact recurrence methods for the poly-
nomials. One of them is the recurrence relation
(n+ α+ β + 1)(1− x)P (α+1,β)n (x)
− [(2n+ α+ β + 1)(1− x) + 2α]P (α,β)n (x) + 2(α+ n)P (α−1,β)n (x) = 0,
(19)
which leads to a continued fraction that will be useful in our algorithms. This
recurrence corresponds to the case of the (0 + +) for hypergeometric functions
(using (3)), and from the analysis of this recurrence (see [11]) we deduce that
P
(α,β)
n (x) is minimal as α→∞ in the disc in the complex plane |x− 1| < 2, and
in particular for x ∈ (−1, 1). This, on account of Pincherle’s theorem [10, Thm.
4.7], means that the ratio P
(α,β)
n (x)/P
(α−1,β)
n (x) can be computed via a continued
fraction. By re-writing the previous recurrence as
Hα =
aα
bα +Hα+1
,
where Hα = P
(α,β)
n (x)/P
(α−1,β)
n (x) and
aα = − 2(α+ n)
(n+ α+ β + 1)(1− x) , bα = −1−
n(1− x) + 2α
(n+ α+ β + 1)(1− x) . (20)
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Iterating with have
P (α,β)n (x)
P (α−1,β)n (x)
= Hα =
aα
bα+
aα+1
bα+1+
· · · , (21)
which converges in |x − 1| < 2, and with faster convergence as we are closer to
x = 1. For this reason, it will be an interesting method when computing the
extreme zeros (notice that, because of (4), this can also be used for nodes close to
x = −1).
In connection with this recurrence relation over α, we have the following rela-
tion for the derivative, which will be used later
(1− x2) d
dx
P (α,β)n (x) = (n(1− x) + 2α)P (α,β)n (x)− 2(α+ n)P (α−1,β)n (x). (22)
2.2.2 Local Taylor series
We start from the transformed ODE (11), which we write as
Q(x)Y˜ ′′(x) +R(x)Y˜ (x) = 0,
where, as before, Y˜ (x) = (1 − x)(α+1)/2(1 + x)(β+1)/2P (α,β)n (x), and Q(x) and
R(x) are the polynomials
Q(x) = 4(1− x2)2,
R(x) = (L2 − 1)(1− x2)− 2(α2 − 1)(1 + x)− 2(β2 − 1)(1− x).
(23)
Given the initial values Y (x) and Y ′(x), we can use Taylor series to compute
the function and the derivative at a different point x+h. The Taylor series centered
at x are
Y˜ (x+ h) =
∞∑
j=0
uj(x)
j!
hj , Y˜ ′(x+ h) =
∞∑
j=0
uj+1(x)
j!
hj ,
provided x+h is inside the interval of convergence around x. Of course, the series
will be truncated to a finite number of terms N . For computing these series, we
need to evaluate the successive derivatives of Y (x) starting from Y (x) and Y ′(x).
For this purpose, we can differentiate the ODE.
Differentiating m times we have
4∑
k=0
(
m
k
)
Q(k)Y˜ (2+m−k) +
2∑
k=0
(
m
k
)
R(k)Y˜ (m−k) = 0.
This gives, denoting uk = Y˜
(k)
Quj+2 + jQ
′uj+1 +
(
j(j − 1)
2 Q
′′ +R
)
uj
+j
(
(j − 1)(j − 2)
6 Q
′′′ +R′
)
uj−1
+
j(j − 1)
2
(
(j − 2)(j − 3)
12 Q
(4) +R′′
)
uj−2 = 0.
(24)
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Instead of using the recurrence (24), in our algorithms we prefer to compute
the quantities aj = uj/j!, which are less prone to overflow. The truncated Taylor
series are then
Y˜ (x+ h) ≃
N∑
j=0
aj(x)h
j, Y˜ ′(x+ h) ≃
N∑
j=0
(j + 1)aj+1(x)h
j, (25)
and the coefficients aj satisfy:
(j + 2)(j + 1)Qaj+2 + (j + 1)jQ
′aj+1 +
(
j(j − 1)
2 Q
′′ +R
)
aj
+
(
(j − 1)(j − 2)
6 Q
′′′ +R′
)
aj−1
+12
(
(j − 2)(j − 3)
12 Q
(4) +R′′
)
aj−2 = 0, j = 0, 1, . . .
(26)
with a−2 = a−1 = 0, a0 = Y˜ (x), a2 = Y˜ ′(x). It is important to take into ac-
count that the use of recurrence relations may be extremely unstable when the
conditioning is not appropriate. It may happen that there is a solution of the
same recurrence {bj} such that the comparison with the wanted solution {aj}
gives lim supn→∞
n
√|an/bn| < 1, in which case {bn} would dominate the forward
application of the recurrence and it may ruin the numerical computation, partic-
ularly if many terms of the series are needed. However, it is possible to prove that
this can not happen in most occasions (see Appendix A). This, although does not
prove stability, at least disproves catastrophic exponential degradation of accu-
racy. Furthermore, the steps in the Taylor series will not be large and the number
of terms required is not too large. Numerical experiments indeed prove that the
computation is stable.
3 Gauss–Gegenbauer quadrature
We take now α = β = λ and consider the Liouville transformation with x = tanh z.
Then Y (z) = cosh(z)−λP (λ,λ)n (tanh(z)) satisfies
Y¨ (z) + Ω(z)Y (z) = 0, Ω(z) =
1
4
[
L2 − 1
cosh2(z)
− 4λ2
]
, (27)
and we can compute the roots of Y (z), similarly as we did for Gauss–Hermite
starting from z = 0 and evaluating the positive roots in increasing order. By
symmetry, the negative roots are the same as the positive but with opposite sign.
The fixed point method (Theorem 1) is
T (z) = z − 1√
Ω(z)
arctan−1
(√
Ω(z)Y (z)/Y˙ (z)
)
, (28)
which can be used to compute zeros in increasing order, starting at z = z(0) = 0.
The first step would be, because for n odd Y (0+)/Y˙ (0+) = 0+ and for n even
Y (0+)/Y˙ (0+) = −∞:
z(1) = T−1(0) =


2π√
L2 − 4λ2 − 1
, n odd,
π√
L2 − 4λ2 − 1
, n even.
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Once this first step is taken, we should compute Y (z(1)) and Y˙ (z(1)) and
then proceed with the next iteration. We propose the use of Taylor series for this
computation. The difficulty in working in the z variable is that Taylor series are not
easy to implement: the successive derivatives of Y (z) are not simple to compute
by differentiation of the ODE because the coefficients are no longer polynomials
in z, and therefore the derivatives don’t satisfy a recurrence relation with a fixed
number of terms. For this reason, we prefer to compute the functions by Taylor
series in the original variable x, as considered in Section 2.2.2. In addition, in
order to avoid inversions of the variable in each step, we will write the fixed point
method in the x variable, although the underlying fixed point method will be (28)
with Ω(z) given by (27).
Then, working in the x variable, we would start at:
x(1) = tanh(T−1(0)) =


tanh
(
2π√
L2 − 4λ2 − 1
)
, n odd,
tanh
(
π√
L2 − 4λ2 − 1
)
, n even
(29)
Then we compute Y˜ (x(1)) and Y˜ ′(x(1)) using the Taylor series (25) where, for this
first step, x = x(0) = 0, h = x(1) − x(0) = x1. We can take as initial values
Y˜ (0) = ǫ, Y˜ ′(0) = 0, n even,
Y˜ (0) = 0, Y˜ ′(0) = ǫ, n odd,
(30)
with ǫ any fixed real number, say ǫ = 1 (as done in [14], we can later renormalize
the solutions using one of the moments). Once we have computed Y˜ (x(1)) and
Y˜ ′(x(1)) we iterate with the fixed point method, which we write in the x variable
using
Y˙ (z)
Y (z)
=
dx
dz
dY
dx
1
Y
= (1− x2)Y
′(x)
Y (x)
,
and in terms of the derivatives we are computing (Y˜ (k)) we have, because Y˜ (x) =√
1− x2Y (x) (compare (16) with (10)),
Y (z)
Y˙ (z)
=
Y˜ (x)
(1− x2)Y˜ ′(x) + xY˜ (x) . (31)
Given x(1) the next iteration of the fixed point method (28) is
arctanhx(2) = arctanhx(1) − F (x(1)), (32)
where
F (x) =
1√
Ω(x)
arctan−1
(√
Ω(x)
Y˜ (x)
(1− x2)Y˜ ′(x) + xY˜ (x)
)
(33)
and
Ω(x) =
1
4
[
(L2 − 1)(1− x2)− 4λ2
]
. (34)
We re-write (32) as
x(2) = g(x(1)) ≡ x
(1) − tanh(F (x(1)))
1− x(1) tanh(F (x(1)))
. (35)
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The algorithm proceeds similarly as described for Gauss–Hermite quadrature
and, because Ω′(x) > 0 if x > 0, the nodes are computed in increasing order.
Therefore, after the smallest positive node x1 has been computed by iterating
x(k+1) = g(xk) (starting with (29)) the next step would be
x(1) = g(x1) =
x1 + tanh
(
π/
√
Ω(x1)
)
1 + x1 tanh
(
π/
√
Ω(x1)
) ,
and starting with this value we iterate again x(k+1) = g(x(k)) and compute the
second positive node, and so on. Parallel to this, the values of Y˜ (x(k+1)) and
Y˜ ′(x(k+1)) are computed from Taylor series starting from Y˜ (x(k)) and Y˜ ′(x(k)).
At the same time the nodes are computed, the values Y˜ ′(xi) are also obtained;
from these values, we can compute the weights.
We define the scaled weights as
ωi = 1/Y˜
′(xi)
2,
and then the weights are given by (see (12))
wi = γ(1− x2i )λωi, (36)
with γ a factor which we can determine by normalizing to the moment of order 0
Γ (λ+ 1)
Γ (λ+ 3/2)
√
π = µ0 =
∫ 1
−1
(1− x2)λdx = [w0] + 2
⌊n/2⌋∑
i=1
wi,
where the values wi, i > 0, are the weights corresponding to the positive nodes
x1 < x2 < · · ·x⌊n/2⌋ and w0 is the weight corresponding to the node x0 = 0 when
n is odd (which with the initial values (30) is w0 = γω0 = γ/ǫ
2); the weight w0 is
inside brackets to denote that it only appears for n odd. Then, using (36),
γ = µ0

[ω0
2
]
+
⌊n/2⌋∑
i=1
(1− x2i )λωi


−1
, (37)
from which the weights (36) can be computed.
For analyzing the performance of this method, we have implemented the com-
putation of Gauss-Gegenbauer quadratures both in Maple and Fortran (in double
and quadruple precision arithmetics). In these programs, we normalize the weights
to 2 instead of µ0; the Gauss–Gegenbauer weights are then recovered by multi-
plying them by the factor
√
pi
2 Γ (λ + 1)/Γ (λ+ 3/2), which is easily computed by
Maple or with the Fortran program quotgamm of the package gammaCHI [12].
As we later discuss, the algorithms are fast and accurate, except when λ ap-
proaches −1. There are two reasons for accuracy degradation in this case. In the
first place, the largest zero tends to 1− (and correspondingly the smallest zero to
−1+), which is problematic for Taylor series. In addition, as can be understood
from the circle theorem, the most significant weight in this case (and in general
for λ < −1/2) is the last weight, corresponding to the largest node, and the errors
in this last weight are carried to the rest of the weights due to the final normaliza-
tion step (37). In these cases, it is preferable not to compute the last weight with
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Taylor series and to leave it instead as an unknown, to be fixed, together with the
normalization of the rest of weights, by using the first two even moments. With
this, and denoting
S0 =

[ω0
2
]
+
⌊n/2⌋−1∑
i=1
(1− x2i )λωi

 , Sx2 =
⌊n/2⌋−1∑
i=1
x2i (1− x2i )λωi,
we can compute
γ =
x2⌊n/2⌋ − (2λ+ 3)−1
x2⌊n/2⌋S0 − Sx2
, w⌊n/2⌋ = 1− γS0. (38)
We have implemented this additional step in our Fortran codes. This correction
reduces considerably the loss of accuracy as λ → −1, as we will later discuss.
However for the general case of Jacobi quadrature we will discuss next, we prefer
to recompute also the extreme nodes, and not only the weights, by using the fixed
point method associated to the angular change of variable (see Section 2.1.2).
4 General Gauss–Jacobi quadrature
The backbone of the general Gauss–Jacobi quadrature (α, β > −1) will be again
the fixed point method based on the transformation to R, that is, the iteration (35),
with F (x) as in (33) and with Ω(x) now given by (17). The method of computation
of Y˜ (x) and its derivative will be again the Taylor series of Section 2.1.3 for the
most part. There will be, however, exceptions to this.
In the first place, because in general α 6= β, the problem is no longer symmetric
around the origin and we can not start with the initial values (30). The maximum
of Ω(x) is placed at xe = (β
2 − α2)/(L2 − 1), where L = 2n+ α+ β + 1, and we
should start at this point, computing Y˜ (xe)/Y˜
′(xe) in order to start the process.
We will compute this starting value with the three-term recurrence relation (18),
as we explain in the next subsection. In the second place, as already described
for the Gegenbauer case, the extreme nodes need particular attention, and we
will recompute them using the angular transformation of Section 2.1.2, with the
functions computed via the continued fraction (21).
In our algorithms we use the fact that P (α,β)(x) = P (β,α)(−x) and so, instead
of performing a forward sweep for x > xe and a backward sweep for x < xe, we
perform two forward sweeps: one for the original values of α and β and a second
one with interchanged values (the signs of the nodes are changed after this second
computation).
4.1 Recurrence relation
As mentioned, we start the process computing Y˜ (xe)/Y˜
′(xe) by using the three-
term recurrence relation. For this purpose, and in order to avoid overflows, it is
better to re-write the recurrence relation (18) in terms of ratios as follows
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P
(α,β)
n+1 (x)
P (α,β)n (x)
= 1An
[
Bn − Cn
P (α,β)n (x)/P
(α,β)
n−1 (x)
]
,
An = 2(n+ 1)(n+ α+ β + 1)(L− 1),
Bn = L
{
(L2 − 1)x+ α2 − β2} ,
Cn = 2(L+ 1)(n+ α)(n+ β),
(39)
with starting value P
(α,β)
1 (x)/P
(α,β)
0 (x) = (α− β + (α+ β + 2)x)/2.
With the notation used so far, Y˜ (x) = (1 − x)(α+1)/2(1 + x)(β+1)/2P (α,β)n (x)
and considering the derivative rule [20, 18.9.17] we have
Y˜ ′(x)
Y˜ (x)
= β + 1
2(1 + x)
− α+ 1
2(1− x) +
P (α,β)′n (x)
P (α,β)n (x)
=
n+ β + 1
2(1 + x)
− n+ α+ 1
2(1− x)
+ 1
(L− 1)(1− x2)
{
n(α− β) + 2(n+ α)(n+ β)P
(α,β)
n−1 (x)
P (α,β)n (x)
}
.
(40)
Then, combining (39) and (40), the ratio Y˜ (xe)/Y˜
′(xe) can be computed in
order to start the process. The next step would be to compute the first iteration
with (35), with Ω(x) given by (17).
4.2 Extreme nodes: angular variable and continued fraction
For the extreme nodes, and particularly for computing the weights, the angular
variable x = cos θ is more convenient. Let us, for instance, consider the computa-
tion of the zeros close to x = 1. Assume that one of such zeros is xi = 1−δ, with δ a
small number, then δ = 1−xi = 2 sin2(θi/2), and if the value θi is determined with
a given relative precision, then the relative accuracy of x = cos θi = 1−2 sin2(θi/2)
will be higher. On the other hand, the attainable accuracy of the corresponding
weights will be also higher by using (3) in the angular variable instead of Taylor
series in the original variable, which are problematically close to the singularities
of the ODE.
We will use the angular change of variables only to refine the extreme nodes
and weights already computed with the change x = tanh z. We do this for at least
the three largest zeros when α < 0 and similarly for the smallest negative nodes
when β < 0; as n increases, we increase logarithmically the number of extreme
zeros computed in this alternative way (one more zero as the degree increases
by one order of magnitude). These negative parameter cases are indeed the most
problematic ones because the largest node tends to +1 when α → −1+ and the
smallest node to −1 as β → −1+. For non-negative parameters, the methods
described in this section are not needed.
Considering the angular transformation x = cos θ of Section 2.1.2, we have that
Y (θ), given by Eq. (13), satisfies the second order ODE Y¨ (θ)+Ω(θ)Y (θ) = 0, with
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Ω(θ(x)) given by (14). In the θ variable this reads
Ω(θ) =
1
4

L2 +
1
4
− α2
sin2(θ/2)
+
1
4
− β2
cos2(θ/2)

 .
The starting values for the fixed point method are the estimations given by
the principal method (based on the change x = tanh z), and the new iteration is
used to improve such values. We then start from θi = arccos(xi) where xi are the
extreme zeros computed with the principal method. In this case it is convenient
to use the fixed point iteration (8) with bilateral convergence, that is
g(θ) = θ − 1√
Ω(θ)
arctan
(√
Ω(θ)Y (θ)/Y˙ (θ)
)
.
For computing the ratio Y (θ)/Y˙ (θ) we use the definition of Y (θ) together with
(22) and (19); we have
sin θ
Y˙ (θ)
Y (θ)
≡ h(θ)−1 = 1/2 + α+ L sin2 θ
2
− 2(n+ α+ β + 1) sin2 θ
2
P (α+1,β)n (x)
P (α,β)n (x)
,
where the ratio of Jacobi polynomials can be computed with the continued fraction
(21), conveniently written in the variable θ (replacing 1− x by 2 sin2(θ/2)).
Then the fixed point method can be written
g(θ) = θ − sin θ√
∆
arctan
(√
∆h(θ)
)
with
∆ =
1
4
− α2 + (α2 − β2) sin2 θ
2
+
L2
4
sin2 θ.
Once the extreme nodes have been refined in the angular variable, the weights
can be refined too. For this purpose, we consider the expression of the weights and
the relation of Jacobi polynomials with hypergeometric functions, which, together
with the derivative rule for Gauss hypergeometric functions leads to
wi =
Kn,α,β
sin2 θi
[
2F1
(
−n+ 1, n+ α+ β + 2;α + 2; sin2
(
θi
2
))]2 , (41)
where Kn,α,β is a constant not depending on θi which can be obtained from Eqs.
(1) and (3)
Kn,α,β =
(
2(n− 1)!
(n+ α+ β + 1)(α+ 2)n−1
)2
Mn,α,β ,
with Mn,α,β given by (2).
Because the argument of the terminating series sin2
(
θi
2
)
will be small for the
extreme zeros, few terms of this series will be needed for an accurate computation
close to x = 1, also for large n.
It is possible to skip the computation of these constants, in the same way that
for the symmetric case α = β = λ we didn’t need to compute Mn,λ,λ. For fixing
16 A. Gil, J. Segura, N. M. Temme
the normalization of the weights we should take into account that we may have
up to three sets of weights with different normalizations: the weights computed by
Taylor series (principal method) and up to two sets of extreme zeros (the positive
and the negative), which are computed independently. One possibility to fix the
normalizations is to use the first three moments of the weight, that is using that
the n nodes and weights satisfy (for n ≥ 2):
n∑
i=1
wi = µ0 =
∫ 1
−1
(1− x)α(1 + x)βdx = 2α+β+1Γ (α+ 1)Γ (β + 1)
Γ (α+ β + 2)
,
n∑
i=1
xiwi = µ1 =
∫ 1
−1
x(1− x)α(1 + x)βdx = µ0 β − α
α+ β + 2
,
n∑
i=1
x2iwi = µ2 =
∫ 1
−1
x2(1− x)α(1 + x)βdx = µ0 (α− β)
2 + α+ β + 2
(α+ β + 2)(α+ β + 3)
.
(42)
We have observed, however, that the resulting linear system for these normal-
ization constants loses some accuracy when either α, β or both are close to −1/2.
It is, however, very accurate for parameters close to −1, when the extreme zeros
are the dominant ones.
As an alternative to avoid inaccuracies for parameters close to −1/2 1 we
compute the extreme weights with formula (41), with the constant computed in
terms of gamma functions2. The only normalization to be determined is for the
weights computed with Taylor series, which we can determine with the moment
of order zero. Then, if, say, {wi}nli=1 and {wi}ni=nu are the nodes computed in
the angular variable (which are final weights, with no normalization required),
and {w˜i}nu−1i=nl+1 are the weights computed by Taylor series, related with the final
weights by wi = γw˜i we have
µ0 = γS˜T + Sθ, S˜T =
nu−1∑
i=nl+1
w˜i, Sθ =
nl∑
i=1
wi +
n∑
i=nu
wi,
from where we can compute γ, and then all the final weights {wi}ni=1 are obtained.
In our Matlab codes we adopt this scheme when both α and β are larger than
−3/4 and switch to the approach in terms of the three first moments in the other
case.
This ends the description of the methods used for the computation of Gauss–
Jacobi quadrature. Next we describe the performance of the resulting algorithms.
5 Numerical tests
We now test the several implementations of our algorithms. We start by de-
scribing the high-accuracy performance of our methods, in particular for Gauss–
1 It is interesting to observe that, as we discuss later, also the Golub-Welsch algorithm
appears to suffer from some loss of accuracy for these parameter values
2 Observe that we need to compute Kn,α,β only if α < 0 (and Kn,β,α only if β < 0), and
in this case, in practical terms the constant does not overflow/underflow as n becomes large
(it does so algebraically). However, the gamma functions do become huge. For computing this
it is preferable to compute the logarithm of the constant and exponentiate afterwards. The
logarithm of the gamma function is a widely available computation, for example through the
command gammaln in Matlab or with the Fortran function loggam of [12]
Iterative computation of Gauss–Jacobi quadrature 17
n \D 16 32 64 128 256 512 1024
10 3/367 5/556 4.4/787 5/954 5.4/1203 6/1360 6.4/1582
100 2.8/118 3.2/158 4/222 4.3/325 5/510 5.4/778 6/1009
1000 2/78 3/114 3.5/156 4/229 4.7/359 5/581 5.7/819
10000 2/75 3/110 3/139 4/214 4.1/319 5/532 5.1/732
100000 2/75 2.5/100 3/137 3.9/207 4/307 5/507 5/686
Table 1 Average number of iterations per node and number of the terms of the Taylor series
used per node for degrees n = 10, 100, 1000, 10000, 100000 (rows) and for relative accuracies
of 10−D (columns). In this table λ = −0.8.
Gegenbauer quadrature, and later we compare, both in terms of speed and accu-
racy, our double precision version of our algorithms for the general Jacobi case
against the Chebfun [7] implementation of the methods described in [1,18] and
against the Golub–Welsch algorithm [17]. Finally, we perform some additional
tests for the general Jacobi case by comparing our algorithms with a high accu-
racy implementation of the Golub-Welsch algorithm using Maple.
5.1 Gauss–Gegenbauer quadrature and high-accuracy computations
The fact that the methods are based on convergent processes and that the non-
linear method is of order four makes this an ideal approach for arbitrary accuracy
computations. With this method, it is possible to efficiently compute high order
quadrature rules with high accuracy. Furthermore, as the degree is higher the
cost of computation per node becomes smaller, both in terms of the number of
iterations per node and the number of Taylor sums per node.
In order to illustrate these facts, we have implemented in Maple the core
method (based solely on the x = tanh z transformation) for Gauss–Gegenbauer
quadratures and for increasing degrees and accuracies. These results are illustrated
in Table 1.
As we can observe the number of iterations per node, even for extreme accu-
racies, usually does not exceed 6, of course increasing as the accuracy increases,
and with a rate corresponding to a fourth order fixed point method (roughly one
more iteration when the number of digits is quadrupled). This behavior is observed
regardless of the value of λ = α = β.
For numerically testing the accuracy, we have checked the consistency of the
computation of the nodes and weights with different accuracies. In order to facili-
tate these tests and being able to perform more intensive ones, we have translated
the Maple algorithm to Fortran 90, both in double and quadruple precision 3. In
Figures 1 and 2, we compare the output of the double precision implementation
against the quadruple versions.
In Fig. 1 we plot the maximum relative error of the positive nodes, comparing
the nodes in double precision x
(d)
i with the same nodes in quadruple precision x
(q)
i .
3 The Maple worksheet (Gauss-Gegenbauer) and the Matlab code (Gauss-Jacobi) mentioned
in this paper can be found at https://personales.unican.es/segurajj/gaussian.html, together
with the codes corresponding to the Gauss–Hermite and Gauss–Laguerre cases of [14]. None
of these codes should be considered as final versions of our algorithms.
18 A. Gil, J. Segura, N. M. Temme
101 102 103 104 105 106
n
10-16
10-15
10-14
10-13
ε
 λ=-0.9
 λ=-0.8
 λ=-0.6
 λ=-0.4
 λ=-0.2
101 102 103 104 105 106
n
1×10-16
2×10-16
3×10-16
4×10-16
5×10-16
 ε
 λ=0
 λ=1
 λ=10
 λ=100
Fig. 1 Maximum relative error in the computation of the Gauss–Gegenbauer nodes for neg-
ative values of λ = α = β (left) and non-negative values (right).
That is, we plot, as a function of n and for different values of λ, the quantity
εmr({x}) = max
i
εr(xi) = max
i
∣∣∣∣∣1− x
(d)
i
x
(q)
i
∣∣∣∣∣ , (43)
where εr(xi) is the relative error for the node xi.
In Fig. 1 left, the maximum errors for the nodes are shown for negative values
of λ. We observe that the maximum relative errors are close to double precision
accuracy except when λ < −0.5; this is due, as commented in Section 3, to the
fact that Taylor series lose some precision for the extreme nodes as λ→ −1+, and
the largest relative errors take place for the extreme zeros. As we discuss later,
this loss of accuracy for the nodes is solved by considering the angular variable for
few of the extreme nodes, as described in Section 4.2.
Fig. 2 shows the relative maximum (absolute) error for the weights, that is
εrm({w}) = max
i
εra(wi) =
max
i
|w(d)i − w(q)i |
max
i
w
(q)
i
, (44)
where εra(wi) = |w(d)i − w(q)i |/(maxi w(q)i ) is the absolute error for the weight
wi relative to the maximum weight Relative maximum error was also used as
error measure in this same context in [16,18]. This is a reasonable measure for
the weights because in the evaluation of quadrature rules, the largest weights are
the most significant ones, while if a weight is much smaller than the maximum it
should be enough to compute it with lower relative accuracy; some weights may
be even smaller than the underflow number (for very large parameters α and or
β). We also consider relative error for the weights later when we test the algorithm
for the general Jacobi case.
In Fig. 2 we observe that there is a gradual loss of accuracy as the degree
increases. This loss of accuracy was also observed in [16] for Gauss–Legendre, and
it is surely related to the successive application of Taylor series, which was also
used in [16]. Still, for non-negative λ the relative maximum error is close to 10−14
even for degrees as large as 1000. Same as happened with the nodes, there is some
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Fig. 2 Relative maximum error εrm({w}) in the computation of the Gauss–Gegenbauer
weights for negative values of λ = α = β (left) and non-negative values (right). The dou-
ble precision weights wdi are compared against the quadruple precision ones w
q
i .
additional loss of accuracy for the weights corresponding to the extreme nodes
when λ is negative, which is in part corrected by using (38). As we will see for
the more general algorithm (that we have implemented in Matlab), the use of the
angular variable as described in Section 4.2 will improve the accuracy.
We recall that asymptotic approximations are accurate for degrees n ≥ 100 and
−1 < λ ≤ 5 [15], and with close to double relative accuracy for both the nodes
and the weights, and for that cases such approximations are preferable for double
precision computations. However, outside this range or when higher accuracy is
needed, the algorithm presented in this paper is the best option.
5.2 General Gauss–Jacobi algorithm
We have implemented our algorithm for the general Jacobi case in Matlab, and
we plan to implement this in Fortran and Maple in the near future. One of the
reasons to choose this platform is that there are some alternative methods to com-
pare with, in particular the chebfun [7] implementation of the methods in [18,1]
and the classical Golub–Welsch algorithm [17], which can be easily programmed
in Matlab using its powerful matrix diagonalization routines. We will compare
our method (which we label as NEW) against the chebfun program jacpts.m for
computing Gauss–Jacobi quadrature (labeled as CHEB), and our own implemen-
tation of the Golub–Welsch algorithm (GW). These three methods, implemented
in double precision accuracy in Matlab, allows us to perform quite extensive tests
as a function of the degree n and/or the parameters, particularly when comparing
CHEB with NEW, which are quite efficient methods; the comparison with GW is
more time consuming and sets a limit on the value of n. The conclusions that will
be drawn from these tests will be also corroborated for some specific values of n,
α and β by comparing the results with a high accuracy computation of the nodes
and weights using a variable precision implementation of the GW algorithm (in
Maple).
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Fig. 3 Error in the computation of the Gauss–Gegenbauer nodes and weights of our Matlab
implementations against the chebfun algorithm jacpts, implementing the methods in [18].
Left: relative maximum error for the weights. Right: maximum relative error for the nodes.
5.2.1 The symmetric case
We start our comparison by first restricting to the symmetric case α = β = λ.
In Fig. 3 we show the maximum relative errors for the nodes and the relative
maximum error for the weights as a function of n and for various negative values
of λ. Non-negative values are not considered because for that case the computation
is exactly as in the previously discussed Fortran implementation, and the errors
for our algorithm are those shown in Fig. 1 and Fig. 2 (right).
In Fig. 3 we notice a difference in the results for n < 100 and n ≥ 100 due
to the fact that the algorithm jacpts uses different methods on those two cases:
the polynomials are evaluated by the three-term recurrence relation for n < 100
and with asymptotics otherwise. As we can observe, the accuracy worsens as n
increases both for the nodes and the weights (except for the nodes when n < 100).
For the case of the weights, and as before discussed, this error degradation is due
to the new method, while for the nodes it is due to CHEB, because it computes the
nodes in the angular variable, and when inverting to compute the nodes xi, relative
accuracy is not kept for the nodes close to zero. For the weights when n < 100 we
also observe, particularly for the case λ = −0.9, some errors larger than the rest.
By comparing with the GW algorithm the largest error corresponds to the CHEB
algorithm. When n < 100 the nodes are correct within double precision accuracy
for both CHEB and NEW. The main conclusion, apart from particular behaviors
for n < 100, is that there is error degradation as n increases for the nodes for
CHEB, for the weights for NEW and for both the nodes and the weights for GW
(not shown). GW, in addition, becomes prohibitively slow for large n.
5.2.2 The general case: comparing three methods in double precision
In Fig. 4 we plot the relative maximum accuracy for the weights obtained for
Gauss–Jacobi quadrature with parameters α ∈ (−1, 1) and β = 2 comparing
the three different pairs of methods NEW–CHEB, NEW–GW and CHEB–GW,
and for three values of n: n = 90 (when CHEB uses recurrences for computing
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Fig. 4 Relative maximum accuracies for the weights comparing three different pairs of meth-
ods and maximum relative accuracies for the nodes (bottom, right). In all cases β = 2.
the polynomials), n = 110 (when CHEB uses asymptotics) and n = 1000 (again,
CHEB uses asymptotics). In addition, we also show the maximum relative accuracy
for the nodes in the case n = 1000 and for the same values of α and β.
For n = 90, the relative maximum error for the weights is very similar for the
three comparisons except that as α→ −1 the error for the NEW–GW comparison
is smaller; this suggests that CHEB loses some accuracy in this limit. The same
behavior is observed for the symmetrical cases and we have checked with our
quadruple precision Fortran program that the most accurate method in this limit
is NEW.
For n = 110 CHEB uses asymptotics to compute the polynomials and in this
case the accuracy of the weights appears to be close to double precision accuracy
(as checked in the symmetric case by comparing with our quadruple precision
Fortran program). We observe in this case that the error worsens for negative α
and in particular close to α = −1/2; for such values the comparison is favorable
for NEW with respect to GW and we conclude that the most accurate method
is CHEB, followed by NEW and the less accurate is GW. We stress again that
whenever −1 < α, β ≤ 5 a faster and more accurate method is that of [15], with
close to double precision accuracy for the nodes and weights. The case n = 1000
for the weights in Fig. 4 shows similar results as for n = 110.
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Finaly, in Fig. 4 (bottom, right) we show a plot of the maximum relative error
in the computation of the nodes when n = 1000. The method NEW is able to
compute the nodes with full double precision accuracy and for any n; differently,
CHEB and GW do not compute the nodes with relative accuracy, but with absolute
accuracy, which means that there is some relative error degradation for the nodes
closer to x = 0 as n increases. For the case shown, this error degradation is more
noticeable for λ close to zero because nodes close to x = 0 occur. We have repeated
these tests for other values of α and β and we conclude that the error degradation
for the nodes scales as O(n) for CHEB and as O(√n) for GW.
5.2.3 Comparing against a higher precision algorithm
In order to confirm the information that we have extracted by intensive compari-
son tests between three different methods implemented in double precision (with
Matlab), we have also compared the outputs of the NEW and CHEB methods
against a high accuracy computation; for this purpose, we have implemented the
Golub-Welsch algorithm in Maple. These tests are, necessarily, more time con-
suming and less extensive, and the values of n are more limited (for instance the
tests for n = 1000 with Maple are impractical), but we use them to illustrate the
behaviour of the relative errors for each node and weight.
In Fig. 5 we show relative errors for the weights. The absolute errors can of
course be easily obtained from the relative errors by multiplying them by the
values of the weights (which for large enough n could be estimated with Eq. (15)).
The top graphs in Fig. 5 display the relative error in the computation of each
weight for β = 2 and several values of α; in the up left figure n = 90 (when
the polynomials are computed by recursion in CHEB), while n = 250 in the up
right figure (with polynomials computed by asymptotics in CHEB). The errors for
NEW are ploted in black, while the CHEB errors are plotted in blue. In the up left
figure, we observe that CHEB is able to provide typically one additional digit of
accuracy with respect to NEW for most the weights; the exception to this is found
on the weights corresponding to the largest nodes (which are the largest weights
for β = 2 and α ≤ −1/2, as it is easy to check using Eq. (15)). In particular, we
observe a degradation of accuracy as α → −1+ in CHEB and the relative error
for the largest weight for n = 90, α = −0.99 and β = 2 is 9× 10−11 (this point is
not shown in the graph in order to improve the visibility of the rest of the graph).
In the tests corresponding to this up left figure, we used Maple with 40 digits in
the computation of the Goulb-Welsch algorithm.
In the up right figure, we observe that the relative accuracy for CHEB has
improved in relation to NEW with respect to the case n = 90, and that, again,
some accuracy loss happens for the largest weights. For these values of n > 100,
it seems more convenient to use methods based on asymptotics for computing the
weights when they are available as is the case of CHEB (using Newton iterations)
and also of the methods in [15] (without Newton iterations).
The bottom-left graph in Fig. 5 shows one case for which asymptotic methods
are not available, and for which NEW does produce accurate results. For these
large values of the parameters, the smallest weights are many orders of magnitude
larger that the largest weights, and for this reason at least 140 digits of accuracy
are needed in Maple in order to compute the weights with the Golub-Welsch
algorithm, while NEW only requires 15-16 digits.
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Fig. 5 Up: relative accuracies for the weights computed with the NEW (black) and CHEB
(blue) methods for n = 90 (left) and n = 250 (right). Bottom-right: relative accuracy in
the computation of the nodes with the CHEB algorithm for n = 250. Bottom-left: relative
accuracies for the weights computed with the NEW method with n = 250, α = 0, 50, 100, 150
and β = 150.
We summarize in Tables 2-4 the maximum relative and relative maximum
errors for the weights for the parameters considering in Fig. 5. We observe that
when the maximum relative error is equal to the relative maximum errot this
means that the relative error reaches its maximum value for the most significant
weight.
Finally, regarding the errors for the nodes, the absolute errors both fo NEW
and CHEB are close to 10−16 and therefore consistent with double precision ac-
curacy (the resulting noisy graph is not very interesting and it is not shown). The
difference between the NEW and CHEB methods is that, as commented before,
CHEB computes the nodes with absolute double precision accuracy but not rela-
tive accuracy, which results in some degradation of relative accuracy for the nodes
close to zero. This is shown in Fig. 5 bottom-right. For NEW the relative accuracy
is found to be better than 10−15 and is not shown.
As a way of summary, each method has its advantages in terms of accuracy.
The main novelty of NEW is that the range of parameters available is drastically
increased and that, being a method based on finite or convergent processes, it can
be extended to arbitrary accuracy (as illustrated with the Gauss-Gegenbauer case).
Apart from this, as we will see next, the method turns out to be very efficient.
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n⇒ 90 90 90 90 250 250 250 250
α⇒ -0.99 -0.5 0 5 -0.99 -0.5 0 5
NEW 7.1e-14 1.7e-13 4.2e-14 1.4e-13 1.1 e-12 8.1e-13 5.2e-13 1.9e-13
CHEB 9.6e-11 2.5e-13 8.1e-14 1.0e-13 6.1 e-14 2.4e-14 3.3e-15 1.9e-14
Table 2 Maximum relative errors εmr for the CHEB and NEW methods corresponding to
the upper plots of Fig. 5
n⇒ 90 90 90 90 250 250 250 250
α⇒ -0.99 -0.5 0 5 -0.99 -0.5 0 5
NEW 3.8e-16 1.7e-13 3.9e-15 5.7e-15 2.4e-15 4.1e-13 1.7e-14 1.6e-14
CHEB 9.6e-11 2.5e-13 4.4e-15 3.1e-15 1.4e-15 2.4e-14 2.1e-15 2.7e-15
Table 3 Same as table 2 but for the relative maximum errors εrm.
α⇒ 0 50 100 150
εmr 1.6 e-13 4.5 e-13 2.2 e-13 4.8 e-13
εrm 6.0 e-14 1.8 e-13 5.0 e-14 3.2 e-13
Table 4 Relative maximum (absolute) error and maximum relative error for the NEWmethod
with n = 250, β = 150 and α = 0, 50, 100, 150
An optimal algorithm for computing Gauss quadrature rules should combine
the use of asymptotic methods (when available) with the use of fully convergent
methods capable of high accuracy computations, like the one we have presented.
A full and extensive accuracy test of the available methods as a function of the
three parameters is outside the scope of the present paper.
5.3 CPU times
In Fig. 6 we compare the CPU time spent by the methods NEW, CHEB and GW
as a function of the degree and for several values of α and β.
We observe that the behavior of the methods NEW and GW does not change
much for the three cases shown (Gauss–Legendre, Gauss–Gegenbauer with α =
β = 4 and Gauss–Jacobi with α = 4, β = 0), while for CHEB there are significant
differences, because CHEB uses different methods depending on the value of the
parameters and the degree.
For the case of Gauss–Legendre, CHEB uses the asymptotic approximations
of [1] when n ≥ 100 and computation of Legendre polynomials through recurrence
for n < 100; in this case, we observe that CHEB is the fastest method. This could
be expected because for n > 100 direct asymptotics are used, without iterative
methods, and for n < 100 the simplified expressions for the Legendre case are also
faster to compute. Except for n < 30, where GW appears to be faster, CHEB
appears to be preferable.
For the Gauss–Gegenbauer case shown, CHEB uses the iterative method based
on asymptotics for n > 500 and computation used on recurrences otherwise; this
is observed in the jump in CPU times for n ≥ 500, and NEW becomes faster in
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Fig. 6 CPU time as a function of the degree n for the methods NEW, CHEB and GW and
ratio of times between the CHEB and NEW method (bottom, right).
this case. For smaller n the performance are more or less close to each other. For
smaller values of λ (λ < 3) the results are quite similar to the next case we discuss
(Gauss–Jacobi), because in this case CHEB uses iteration based on asymptotics
for n ≥ 100 (results not shown).
Finally, for the most general non-symmetric cases, the advantage of NEW in
terms of speed becomes clear (Fig. 5 bottom, left) and only GW is faster for
n < 30. Therefore, except for the symmetric cases, the algorithm NEW is faster.
Even without making specific algorithms for the symmetric cases in our Matlab
implementation, it is competitive to CHEB in that cases, and clearly faster for non
symmetric cases. In order to show this we plot the ratio of the CPU times between
the CHEB and NEW methods (Fig. 5, bottom, right). We show these ratios, as a
function of n, for four cases: Gauss–Legendre, two Gauss–Gegenbauer cases and
Gauss–Jacobi example. Our method, except for the Legendre case for large n, is
competitive when it is not faster.
Appendix A: On the conditioning of the recurrence for computing
derivatives.
We briefly discuss the conditioning of the computation of the derivatives with the recurrence
relation (26). This is a five term recurrence relation, with a space of solutions of dimension
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four. For studying the conditioning as j →∞ we can divide all terms of the recurrence by j2
and then all the coefficients have finite limit as j → +∞. We have
4∑
n=0
Cn(j)aj+2−n = 0,
with
lim
j→∞
Cn(j) = cn =
Q(n)(x)
n!
.
Then it is known (see for instance [8], Theorem 8.11) that the solutions of the recurrence
satisfy
lim sup
n→+∞
(|an|)
1/n = W, (45)
where W is the modulus of one of the solutions of the characteristic polynomial
4∑
j=0
cnδ
4−n = 0,
which, upon dividing by δ4 and denoting µ = 1/δ we can write
Q(x) +Q′(x)µ+Q′′(x)
µ2
2
+Q′′′(x)
µ3
3!
+Q(4)(x)
µ4
4!
= 0.
And because Q is a polynomial of degree four (Q(x) = 4(1 − x2)2) this equation is the same
as Q(x+ µ) = 0, which, solving for µ gives two double roots µ = x± 1. This means that the
possible values ofW in Eq. (45) areW1 = 1/|1−x| and W2 = 1/|1+x| and there is a subspace
of dimension 2 satisfying (45) with W = W1 and a second subspace with W = W2; the first
space will be dominant over the second when W1 > W2 and the opposite when W1 < W2 (the
case W1 =W2 is the degenerate case, in which no solution is exponentially dominant over the
rest).
In our case, we have aj = Y˜ (j)(x) with Y˜ (x) given by (10). We notice that for α and β
odd, Y˜ (x) is a polynomial of degree N = n + (α + β + 2)/2 = (L + 1)/2, and then aj = 0 if
j > N . The Taylor series have a finite number of terms in this case and the analysis of stability
for aj as j →∞ is not needed. Let us now consider that neither α nor β are odd, and we leave
for later the case in which only one of the parameters (α or β) is odd.
When neither α nor β are odd, then Taylor series at x ∈ (−1, 1) has an infinite number
of terms. Because Y˜ (x) is a polynomial times (1 − x)(α+1)/2(1 + x)(β+1)/2 the radius of
convergence of the series for Y˜ (x+ t) centered at x,
Y˜ (x+ h) =
∞∑
j=0
Y˜ (j)(x)
j!
hj =
∞∑
j=0
ajh
j
is R = min{1−x, 1+x} (which we could expect because the ODE satisfied by Y˜ has singularities
at x = ±1) and then
1
R
= lim sup
n→∞
n
√
|an| = max{W1,W2}.
Therefore in this case the sequence {aj}, aj = Y˜
(j)(x)/j! is in the dominant subspace of
solutions of the recurrence.
The case when either α or β is odd but not both is different. Let us for instance consider
that α is odd, but not β. In this case, the convergence of the series is limited by the singularity
at −1 (but not at +1); the radius of convergence in this case is therefore R = 1 + x and then
lim sup
n→∞
n
√
|an| =
1
|1 + x|
.
Therefore, {aj} is in the dominant subspace only if x ∈ (−1, 0). In this case for large enough j
the forward computation of aj would be unstable for positive x. However, even for this case we
have not observed inaccuracies in the computation of the series. For a given accuracy claim,
the number of terms in the series needed are not high enough to produce stability issues.
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