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Abstract: This paper investigates the impact of some practical aspects which are simplified on modeling
the server clusters. Three considered aspects are S1) the distribution of the switching times, S2) the
avoidance of turning off the servers in setup process, and S3) the presence of the shutdown time.
The results demonstrate that the accuracy of the calculation for energy consumption metrics in the
server clusters might be improved unless we omit these practical aspects. In particular, both S2 and
S3 expose considerable impact on the accuracy of the calculation for the average energy consumption.
Taking these aspects into account might support the operators in planning and calculating the energy
consumption for their server clusters.
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Introduction
The accuracy of the calculation for performance measures and energy consumption metrics is one
of the important factors in managing server clusters of the IT service operators. Precisely, it helps them
in planning as well as controlling the operation of their system. When modeling server clusters, how-
ever, the authors usually omit some practical aspects in the operation of servers, such as, setup time,
shutdown time, procedures to turn on and turn off a server, etc. As a consequence, the operation of
the server cluster does not behave as its natural dynamics. Throughout this paper, we demonstrate that
these practical aspects play an important role in improving the accuracy of the calculation for perfor-
mance measures and energy consumption metrics in the server clusters.
The authors [1, 2, 3, 4, 5] omitted the shutdown phase of a server which is impractical. More precisely,
they took the setup time into account only. They assumed that a server can be turned off immediately
without any cost in terms of energy consumption. Particularly, the authors [1] proposed to stop servers
in setup process. Moreover, the authors [5, 6] assumed that a block of servers can be powered up or
powered down simultaneously. From a practical point of views, even the servers are homogeneous and
the commands to power them up or down are initiated at the same time, they could not finish their se-
tup/shutdown periods in the same seconds. The authors [7] first took into account these aspects within
some different workloads. However, they did not consider the size of server clusters. The question is
whether these aspects impact on the accuracy of the calculation for performance measures and energy
consumption metrics in server clusters in the case of varying the cluster size?
More precisely, our goals in this paper are
• to study the impact of distribution of switching times to the accuracy of the calculation for perfor-
mance measures,
• to check whether turning off a server in setup process effects to the calculation for energy con-
sumption in the system,
• to investigate the presence of shutdown time in the accuracy of the calculation for performance
measures,
• to review the impact of cluster size on the calculation for performance parameters in the server
clusters.
The rest of the paper is organized as follows. Section presents the abstract model which are con-
sidered throughout this paper. The simulation experiments are demonstrated in Section . Finally, Sec-
tion concludes our work.
System modeling
We follow [7] to apply the abstract model, the parameters of the switching times and the numerical
formula. In this work, however, we investigate the impact of S1, S2, and S3 on the accuracy of the
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calculation for performance measures in server clusters within some different cluster sizes, namely,
K = 10; 50; 200 servers.
We apply the service time is 1/µ = 100s which is more than three times to the mean setup time and
the mean shutdown time. This assumption is reasonable for a server to serve a job corresponding to
such switching times. The average active power of the reference server is Pmax = 56.1W [8].




Setup time Shutdown time
U123 Uniform Uniform Yes Yes
E123 Exponential Exponential Yes Yes
U12 Uniform No Yes No
E12 Exponential No Yes No
U1 Uniform No No No
E1 Exponential No No No
Table 1: Configuration of scenarios in simulation
Simulation experiments
We built a software to simulate the abstract model. Simulation runs were performed with the confi-
dence level of 99% and the accuracy (i.e. the ratio of the half-width of the confidence interval and the




































K = 200K = 50K = 10
Figure 3: Mean response time vs. cluster size for 1/µ = 100s and ρ = 0.7.
Figure 3 presents the mean response time against the cluster size for all scenarios. It is well-known
that the mean response time can be decomposed into the mean waiting time (WT) and the mean service
time (ST). Apparently, when the number of servers in the cluster increases, the jobs incur less waiting
time. Generally, the impact of these aspects on the calculation for performance measures in terms of the
mean response time is insignificant regardless the cluster size. Interestingly, the mean response time in
the case of scenario U1 is higher than that of times in U12 and U123 for all scenarios. S2 is the dominant
aspect which causes this such phenomenon. If we do not allow turning off a server in setup process
immediately (scenario U123, U12), there is a chance that after finishing its setup period, the server can
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serve a waiting job. This job arrives during the times that server is in setup process. In other words, this
job does not incur much waiting time. When we omit S2 and S3 (scenario U1), obviously, the arrival
jobs have to wait for the full setup time which eventually increases the waiting time. Additionally, these
practical aspects do not impact on the accuracy of the calculation for performance measures of server














































K = 200K = 50K = 10
Figure 4: Average energy consumption per job vs. cluster size for 1/µ = 100s and ρ = 0.7.
Figure 4 shows the considerable impact of these aspects on the accuracy of the calculation for average
energy consumption. We define AEp is the amount of energy that server consumed to serve job directly.
AEw is the amount of energy that server consumed in switching periods. Obviously, AEw is wasted
because it is not used to serve job at all. The impact of S2 and S3 are outperform their counterpart S1 in all
scenarios in terms of the average energy consumption. In the case of small cluster size (K = 10), servers
have to switch in and out power saving mode frequently which consumes much energy. The deviations
between scenario U123 and scenario U12 in the case of small cluster size is 0.66 (25%), medium cluster
size is 0.05 (27.6%), and large cluster size is 0.03 (27.9%). Visibly, the mismatch between cluster size
and workload might causes much wasted energy consumption to the system. Another observation
is the average energy consumption in models U is larger than that of energy consumption in models
E. In other words, the server has longer time to consume power if the switching times is distributed
uniformly.
Conclusion
In this paper, we demonstrate that:
• Although the impact of the distribution of switching times (S1) is insignificant, we should apply
the uniform distribution to the switching times to improve the accuracy of the calculation for
performance measures and energy consumption metrics of server clusters.
• The assumption on turning off the servers in setup process (S2) should be avoided.
• The shutdown time (S3) should be taken into account in modeling the dynamics of servers.
• These practical aspects do not impact on the accuracy of the calculation for performance measures
and energy consumption metrics in server clusters under varying of cluster size.
The results in this paper might be useful to the operators who desire to evaluate the performance and to
calculate the energy consumption of their server clusters. In the future, we would consider the operation
policies, i.e. turn on/off a block of servers, then we investigate its impacts within practical aspects to
the accuracy of the calculation for performance measures in the server clusters.
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