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Abstract—In this paper, we find trajectory planning and power
allocation for a vehicular network in which an unmanned-aerial-
vehicle (UAV) is considered as a relay to extend coverage for
two disconnected far vehicles. We show that in a two-user net-
work with an amplify-and-forward (AF) relay, non-orthogonal-
multiple-access (NOMA) always has better or equal sum-rate in
comparison to orthogonal-multiple-access (OMA) at high signal-
to-noise-ratio (SNR) regime. However, for the cases where i) base
station (BS)-to-relay link is weak, or ii) two users have similar
links, or iii) BS-to-relay link is similar to relay-to-weak user
link, applying NOMA has negligible sum-rate gain. Hence, due
to the complexity of successive-interference-cancellation (SIC)
decoding in NOMA, we propose a dynamic NOMA/OMA scheme
in which OMA mode is selected for transmission when applying
NOMA has only negligible gain. Also, we show that OMA always
has better min-rate than NOMA at high SNR regime. Further,
we formulate two optimization problems which maximize the
sum-rate and min-rate of the two vehicles. These problems are
non-convex, and hence we propose an iterative algorithm based
on alternating-optimization (AO) method which solves trajec-
tory and power allocation sub-problems by successive-convex-
approximation (SCA) and difference-of-convex (DC) methods,
respectively. Finally, the above-mentioned performance is con-
firmed by simulations.
Index Terms—Non-orthogonal multiple access, aerial relaying,
dynamic multiple access, trajectory design, power allocation,
V2X.
I. INTRODUCTION
Unmanned aerial vehicle (UAV) communication has at-
tracted substantial attention in the context of 5G and beyond-
5G due to its many advantages such as high mobility, low cost,
and on-demand deployment [1]. UAV-enabled communications
have some advantages over terrestrial wireless communica-
tions. Due to the higher possibility of the existence of the line-
of-sight (LOS) link between UAV and ground users [2], there
is less path loss for these links. Also, multipath fading rarely
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occurs in UAV-to-ground links. UAVs can be used as aerial
base stations (BS) [3] and as relays [4] in practical scenarios
that require on-demand deployment [5].
Vehicular communication has gained much attention in
recent years due to its potential to enhance road safety and
traffic efficiency [6]. Furthermore, providing communication
for vehicles improves the quality of infotainment (information
and entertainment) experience in vehicles [7]. This tech-
nology also facilitates emerging autonomous drivers. These
applications require a considerable amount of data exchange,
high capacity, and low latency. IEEE 802.11p is a standard
which adds wireless access for vehicular environment (WAVE)
[8] as dedicated-short-rang-communication (DSRC). However,
IEEE 802.11p networks have coverage problem for vehicle-
to-infrastructure (V2I) connections [9]. Cellular-vehicle-to-
everything (C-V2X) has advantages of high data rates and
greater coverage than WAVE [10]. Recently, IEEE 802.11p
and C-V2X technologies are updated to IEEE 802.11bd and
new radio (NR)-V2X to satisfy high reliability and low latency
requirements [11].
A. Related Works
Non-orthogonal multiple access (NOMA) [12] has attracted
significant attention during 5G standardization [13]. Also, co-
operative NOMA has been considered for terrestrial networks
in recent years. In [14], near users acted as relay for far
users. In [15], the authors proposed a new cooperative NOMA
protocol in which near NOMA users act as energy harvesting
relays to help far users. The authors in [16] studied the
performance of a cooperative NOMA system with a dedicated
full-duplex relay which worked in amplify-and-forward (AF)
mode. The impact of relay selection on the performance of
a cooperative NOMA system was studied in [17]. In [18],
the authors exploited a decode-and-forward relay to send
information to far users. The authors of [18] derived closed-
form expressions for outage probability and ergodic sum-rate
of NOMA users. The authors in [19] proposed a cooperative
relaying system based on NOMA which uses an AF relay.
In UAV-aided relay networks, UAVs are deployed to extend
coverage and provide wireless connectivity for distant users
without reliable direct communication links. In [20], an al-
gorithm for energy efficiency maximization was proposed in
which aerial relay moves in a circular trajectory. The authors
in [4] considered a novel mobile relaying technique, where
2the relay nodes are mounted on UAVs. They studied the
throughput maximization problem in mobile relaying systems
by optimizing the source/relay transmit power along with the
relay trajectory. In [5], the authors studied a network that
consists of a BS and several aerial relays which serve several
ground users. The deployment of UAVs for intercellular traffic
offloading was studied in [21]. In [22], the authors considered
a UAV relay network, where the UAV works as an AF relay. In
[23], a UAV was employed as a relay to improve fairness and
energy efficiency. In [24], the authors considered maximizing
the throughput of a mobile relay system employing power
allocation and UAV trajectory planning.
There are a few studies that exploit NOMA for a UAV-
mounted BS to serve terrestrial users [25]. In [26], the authors
deployed a fixed-wing type UAV which moves in a circular
trajectory around the centre of a macro-cell to provide cov-
erage to the ground users with NOMA scheme. In [27], the
authors proposed a power allocation scheme to maximize the
sum-rate of the NOMA system by reducing energy expense
for the UAV. Authors in [28], considered a multi-user system,
in which a single-antenna UAV-BS serves a large number of
ground users by employing NOMA. In [29], the placement
and power allocation were jointly optimized to improve the
performance of the NOMA-UAV network. In [30], a UAV
and BS cooperate to serve ground users simultaneously. In
this paper, the sum rate was maximized by jointly optimizing
the UAV trajectory and the NOMA precoding.
Vehicular communication has attracted much attention in
recent years. In [9], the authors investigated the spectrum shar-
ing and power allocation design of device-to-device (D2D)-
enabled vehicular networks. In [10], two NOMA-based relay-
assisted broadcasting and multicasting schemes were proposed
for C-V2X communications. In [31], the resource allocation
problem for NOMA-enabled V2X communications was inves-
tigated. The authors in [32] introduced cache-aided NOMA as
an enabling technology for vehicular networks.
B. Motivations and Contributions
To the best of our knowledge, there are no works in the
related literature that have considered aerial communication
for vehicular networks. In this paper, we consider a vehicular
network in which a ground BS serves disconnected terrestrial
vehicles with the aid of an aerial relay. Due to mitigating
resource collision, NOMA reduces latency and therefore is a
good choice for vehicular communication. Note that applying
NOMA is straightforward for air-to-ground channels rather
than for ground-to-ground ones. Indeed, multipath fading is
not dominant in air-to-ground links and there is less random-
ness in these links. Hence, in order to apply NOMA scheme,
we just need to sort the vehicles based on their distances.
In this paper, we show that in a two-user network with an AF
relay, NOMA always has better or equal sum-rate performance
in comparison to OMA at high SNR regime. However, for
the cases where i) BS-to-relay link is weak, or ii) two users
have similar links, or iii) BS-to-relay link is similar to relay-
to-weak user link, applying NOMA has negligible sum-rate
gain. Hence, due to the complexity of successive-interference-
cancellation (SIC) decoding in NOMA, we propose a dynamic
NOMA/OMA scheme in which OMA is selected for trans-
mission when applying NOMA has negligible gain. In the
proposed scheme, both vehicles can apply SIC based on the
quality of the channel between these vehicles and the relay
node. Also, we show that OMA always has better min-rate
performance than NOMA at high SNR regime.
We consider two scenarios for this network. In the first
scenario, due to high capacity requirements of V2I links, we
formulate an optimization problem which maximizes the sum-
rate of two vehicles at all time slots satisfying the required
rates of each vehicle at each time slot. This scenario is suitable
for delay-tolerant cases, where for example both vehicles
are downloading a video. We find optimal values for UAV
trajectory, transmit powers of NOMA vehicles at the BS, and
transmit power of the relay node to maximize this sum-rate. In
the second scenario, in order to provide more uniform and fair
rate performance between two users and among all time slots,
we optimize the minimum rate of users at each time slot. This
scenario is for delay-constrained applications such as safety-
critical services. These optimization problems are non-convex
and intractable to solve. In order to solve the above-mentioned
non-convex problems, we apply the alternating optimization
(AO) method. Hence, we divide our optimization problem into
two separate sub-problems. In the first sub-problem, with a
given trajectory planning, we optimize the transmit power of
vehicles and the relay. With some manipulations, this problem
is a difference of concave (DC) programming problem. In the
second sub-problem, the trajectory of the UAV is optimized
for given power allocations. Both of these sub-problems are
still non-convex, and hence we apply the successive convex
approximation (SCA) method to solve them.
Our system model can be generalized into a multi-user
system with K users. We can serve these disconnected vehicles
by two methods. At the first method, we assign one UAV
for each pair of NOMA users. Hence, we require K/2 UAVs
to serve K users, and each of these UAVs must work in
different sub-carriers. At the second method, we assume that
we have only one UAV for all of the K users. In order to have
less decoding complexity, these K users are divided into K/2
groups with two users inside each group, and then NOMA
scheme is applied for each pair. These pairs are distinguished
by different sub-carriers. Note that in order to generalize
our formulated optimization problems and their solutions for
multi-user case, one can define user paring coefficients for
NOMA scheme to pair vehicles. The problem of user pairing
for NOMA scheme has been investigated well in the literature
[33] and is beyond the scope of this paper.
The main contributions of this paper are summarized as
follows:
• We show that in a two-user network with a dedicated
AF relay, NOMA always has better or equal sum-rate
performance in comparison to OMA at high SNR regime.
Also, we show that OMA always has better min-rate
performance than NOMA at high SNR regime.
• We show that for the cases where i) BS-to-relay link is
weak, or ii) two users have similar links, or iii) BS-to-
relay link is similar to relay-to-weak user link, applying
NOMA has negligible sum-rate gain in comparison to
3OMA. Hence, due to the complexity of SIC decoding at
NOMA, we propose a dynamic NOMA/OMA scheme in
which OMA is selected for transmission when applying
NOMA has only negligible gain.
• We formulate two optimization problems in which the
sum-rate and min-rate of two vehicles are maximized. The
formulated problems are non-convex. Hence, using the
AO method we divide the original problem into two sep-
arate sub-problems for optimizing trajectory and power
allocations. These sub-problems are still non-convex, and
hence we solve them via the SCA and DC methods. The
proposed efficient method converges at few iterations.
C. Organization
The remainder of this paper is organized as follows. Section
II presents the system model. Section III presents the proposed
dynamic NOMA/OMA. Sections IV and V provide the formu-
lated problems for the sum-rate and min-rate problems. Section
VI provides simulation results to validate the performance of
the proposed algorithms. Finally, Section VII concludes the
paper.
II. SYSTEM MODEL
The considered system model consists of a BS, a UAV-
mounted relay, and two disconnected NOMA vehicles as
depicted in Fig. 1. The vehicles receive different information
(e.g., vehicle-specific control information) from the BS. We
assume that the locations of vehicles are known a priory
for the BS. Note that because vehicles are typically moving
in a straight line at a street, this assumption is reasonable.
Also, for some future applications, like autonomous driving,
a central unit like a BS is responsible to control and drive
vehicles, and hence it is aware of locations of vehicles. Due
to high computational capabilities of BS rather than other
nodes in our system model, we assume that the BS performs
optimization algorithms. Due to existing obstacles, blocking
buildings, and significant path loss, there is no direct link
between the BS and the vehicles, and the UAV helps to
extend coverage and establish a communication link for these
disconnected vehicles. Note that we assume that vehicles can
not establish communication link with other BSs, and therefore
there is no inter-cell interference from other cells in our system
model. We assume that the relay node applies the AF protocol
and works in half-duplex mode. In AF protocol, the relay
only amplifies and retransmits the received signal, and so the
complexity of computations is reduced [34]. Note that in [4]
the relay node buffers messages until a good communication
link is established. The scheme in [4] adds an extra buffering
delay to the system which is not desirable for ultra reliable
low latency communication (URLLC). However, in this paper,
we assume that at each time the relay node retransmits the
received signal which imposes less delay in the transmission
of data. All of the nodes are assumed to be equipped with a
single antenna.
Hereafter, we show the BS, relay, vehicle 1, and vehicle
2 with subscripts s, r, 1, and 2, respectively. In our system,
the BS is placed on the origin, and its coordinates is denoted
Drone
Vehicle 1
Vehicle 2
BS to drone link
Drone to vehicle link
Base station
Blockage
BS to vehicle link
Fig. 1: System model for drone-assisted NR-V2X network.
by (xBS, yBS, hBS) = (0, 0, 0). Also, the coordinates of relay
node, vehicle 1, and vehicle 2 are denoted by (x[n], y[n], h[n]),
(x1[n], y1[n], 0) and (x2[n], y2[n], 0), respectively, where n in-
dicates the number of time slots. Moreover, we assume that
the UAV flies at a fixed height h[n] = h [4]. We assume
that there are predefined initial and final locations for the
UAV flight path. Hence, the constraints (x[0], y[0]) = (xs, ys),
and (x[N + 1], y[N + 1]) = (x f , y f ) must be applied in the
optimization problems where N is the total number of time
slots. We assume that the flight time T for the UAV is
divided into N slots, such that T = Nτ, and τ is supposed
to be small enough. Therefore, during each time slot, the
position of the relay node is fixed [4]. In this paper, we
assume that during flight time T , the UAV flies from position
(xs, ys, h) to position (x f , y f , h). Also, the UAV can fly with
the maximum speed denoted by V . Hence, during each time
slot, the relay moves on the basis of the velocity constraint
[4] as (x[n] − x[n − 1])2 + (y[n] − y[n − 1])2 ≤ (Vτ)2, ∀n,
which shows that due to the existence of a maximum velocity
limitation, maximum displacement of the UAV must be less
than Vτ at each time slot n.
The channel power gains of the BS to the relay, the relay
to vehicle 1, and the relay to vehicle 2 are indicated by hr [n],
h1[n], and h2[n], respectively. We assume that there is no
small scale fading for the air-to-ground channels. We suppose
that these channels are dominated by LOS links, and hence
multipath fading can be ignored [4]. Hence, the channel power
hi[n] follows the free space path loss model as
hi[n] = β0d
−2
i [n] =
β0
(x[n] − xi[n])2 + (y[n] − yi[n])2 + h2
,
(1)
for n = 1, ..., N, i = 1, 2, where β0 denotes the channel
power at the reference distance d0 = 1 m. We consider
independent additive white gaussian noise (AWGN) zk[n]
with the distribution CN(0, σ2
k
[n]) (k ∈ {r, 1, 2},∀n) in which
σ2
k
[n] = σ2 shows the variance of the noise for node k at time
slot n 1. P¯s and P¯r indicate the average transmit power at each
1Note that for thermal noise at receiver we have N0 = KT , in which K
is Boltzmann’s constant, and T is the receiver system temperature in kelvins.
Because the UAV flies at the height of h = 100 m, small changes of receiver’s
temperature between h = 0 m and h = 100 m have a small impact on N0.
Hence, we assume same N0 for aerial and terrestrial nodes.
4time slot at the source and relay nodes, respectively. During
N time slots, the total transmit energy for the source and relay
nodes must be less than Es = NP¯s and Er = NP¯r , respectively
[4]. Hence, the BS and UAV can consume different powers at
different time slots conditioned upon their energy consumption
constraint. Finally, we assume that the relay node operates
in frequency division duplexing (FDD) mode with equal
bandwidth allocated for information reception from the BS
and transmission to the vehicles.
III. DYNAMIC NOMA/OMA SCHEME
In the NOMA scheme, the BS sends the combination of
vehicle messages to the relay node based on superposition
coding (SC) as s3[n] =
√
p1[n]s1[n]+
√
p2[n]s2[n], where p1[n]
and p2[n] are power allocation coefficients at time slot n for
each vehicle, and we call them NOMA coefficients. s1[n] and
s2[n] are the messages of vehicle 1 and vehicle 2, respectively.
We assume that E{|s1[n]|
2} = E{|s2[n]|
2} = 1. In NOMA, less
power is allocated to the strong vehicle, and more power is
allocated to the weak vehicle [12]. Then we can perform SIC
to remove far vehicle interference from the received signal
at the strong vehicle. Note that due to assuming the free
space path loss model for air to ground channels, we only
need to sort NOMA vehicles based on their distances. As we
can see in Fig. 1, based on the trajectory of the UAV and
the locations of vehicles, vehicle 1 (vehicle 2) can be near
vehicle in some time slots. Hence, when vehicle 1 (vehicle
2) is the near vehicle, we apply SIC at vehicle 1 (vehicle
2) to remove the interference of vehicle 2 (vehicle 1). The
received signal at the relay node at time slot n is given by
yr [n] =
√
hr [n]p1[n]s1[n] +
√
hr [n]p2[n]s2[n] + zr [n]. The
relay works in the AF mode in our system and amplifies
the received signal at each time slot with amplification gain
ρ[n]. According to [34], and assuming that we allocate power
pr [n] for the UAV, we can write the amplification gain as
ρ[n] =
pr [n]
(p1[n]+p2[n])hr [n]+σ2
. Then, the relay transmits the
amplified signal
√
ρ[n]yr [n] to the vehicles. The received
signal at each vehicle is given by
yk[n] =
√
ρ[n]hrk[n]yr [n] + zk[n]
=
√
ρ[n]hrk[n]hr[n]p1[n]s1[n]
+
√
ρ[n]hrk[n]hr[n]p2[n]s2[n]
+
√
ρ[n]hrk[n]zr [n] + zk[n], k = 1, 2.
(2)
One can see from (2) that for the case where vehicle 1
(vehicle 2) is the near vehicle, in order to perform SIC, we
have to allocate more power for vehicle 2 (vehicle 1). Note that
due to the mobility of the vehicles and the aerial relay in our
system, the channel power gain between nodes changes a lot.
Hence, in contrast to the scenarios with fixed users in which
the role of the strong user is given to the user closest to the
BS, the roles of strong and weak users alternate between the
two vehicles in different time slots for our system. This means
that the vehicle which must perform SIC alternates in different
time slots, and consequently, the complexity of decoding is
divided between vehicles. Also, we will prove that in some
cases NOMA is not superior to OMA. Applying OMA in
Fig. 2: Decoding structure at vehicle 1’s receiver with pro-
posed dynamic NOMA/OMA.
these cases reduces the complexity of performing SIC at the
vehicles in the cost of a minor decrease in throughput. Based
on these observations, we propose a dynamic NOMA/OMA
scheme with the following three modes for transmission of
vehicle messages: SIC at vehicle 1, SIC at vehicle 2, and OMA
which are indicated by mode 1 (m = 1), mode 2 (m = 2), and
mode 3 (m = 3), respectively. The structure of the receiver’s
decoder at vehicle 1 for the proposed dynamic NOMA/OMA
scheme has been shown in Fig. 2. Note that the same structure
can be depicted for the decoder of vehicle 2.
A. Mode 1: SIC at Vehicle 1
In this case, vehicle 1 is the near vehicle and performs
SIC to remove the interference of vehicle 2. Hereafter, we
name the multiple access scheme of this case ‘mode 1’
(m = 1). At vehicle 1, message of vehicle 2 is decoded
first. Then, this decoded message is subtracted from the
received signal at vehicle 1. Finally, vehicle 1 decodes its
own message without any interference. Hence, the effective
SINR of the vehicle 2 message observed at vehicle 1 equals
γ1,2[n] =
ρ[n]h1[n]hr [n]p2 [n]
ρ[n]h1[n]hr [n]p1 [n]+ρ[n]h1 [n]σ2+σ2
, and the achievable
rate of decoding the vehicle 2 message at vehicle 1 equals
R1,2[n] = log2(1+γ1,2[n]). Then, the achievable rate of vehicle
1 equals
R11[n] = log2(1+
pr [n]h1[n]hr[n]p1[n]
pr [n]h1[n]σ2 + (p1[n] + p2[n])hr[n]σ2 + σ4
),
(3)
in which Rm
k
[n] indicates the achievable rate of vehicle
k at mode m. From (2), the achievable rate of the ve-
hicle 2 message at vehicle 2 equals R2,2[n] = log2(1 +
ρ[n]h2[n]hr [n]p2 [n]
ρ[n]h2[n]hr [n]p1 [n]+ρ[n]h2 [n]σ2+σ2
). On the other hand, the ve-
hicle 2 message must be decoded at vehicle 1 in order to
perform SIC. Hence, the achievable rate of vehicle 2 equals
R2[n] = min(R1,2[n], R2,2[n]). In this mode, we suppose that
vehicle 1 is closer to the UAV in comparison to vehicle 2.
Hence, we write h1[n] > h2[n]. Therefore, R1,2[n] > R2,2[n],
and we can write (4) at the top of the next page.
B. Mode 2: SIC at Vehicle 2
In this mode, vehicle 2 is the near vehicle, and performs
SIC to remove the interference of vehicle 1. The formulation
5R12[n] = log2(1 +
pr [n]h2[n]hr[n]p2[n]
pr [n]h2[n]hr[n]p1[n] + pr [n]h2[n]σ2 + (p1[n] + p2[n])hr[n]σ2 + σ4
). (4)
of achievable rates for both vehicles in this mode is similar
to the previous case except that we perform SIC at vehicle 2.
Hence, we only write the achievable rates of vehicles in this
section. The achievable rate of vehicle 2 and vehicle 1 are
given by
R22[n] = log2(1+
pr [n]h2[n]hr[n]p2[n]
pr [n]h2[n]σ2 + (p1[n] + p2[n])hr[n]σ2 + σ4
),
(5)
and (6) at the top of the next page.
C. Mode 3: OMA Scheme
We apply frequency division multiple access (FDMA) for
two vehicles in this mode. We assume that the bandwidth
of each time slot n is equally divided between two vehicles
at both the BS and relay nodes and that the vehicles send
their messages in an orthogonal manner. Hereafter, we name
this case ‘mode 3’ (m=3). We assume that different transmit
powers p1[n] and p2[n] at the BS are allocated to vehicle
1 and vehicle 2, respectively. The BS sends
√
p1[n] s1[n],
and
√
p2[n] s2[n], at two orthogonal frequency bands of
each time slot. The received signals at the relay node equals
y
k
r [n] =
√
hr [n]pk[n]sk[n]+ zr [n] for k = 1, 2. Note that due to
dividing frequency bands for the two vehicles, the variance of
the noise zr [n] is half of the NOMA case. Hence, we assume
that this noise has the same variance σ2
O
= 0.5σ2 in all time
slots. At the relay node, we assume that the power of relay
pr [n] is equally divided between two vehicles. Therefore, we
can write the amplification gain of each vehicle message as
ρk[n] =
0.5pr [n]
pk [n]hr [n]+σ
2
O
for k = 1, 2. Then, the relay transmits
the amplified signal
√
ρk[n]y
k
r [n] to the vehicles. The received
signal at each vehicle is given by
yk[n] =
√
ρk[n]hk[n]y
k
r [n] + zk[n]
=
√
ρk[n]hk[n](
√
hr [n]pk[n]sk[n] + zr [n]) + zk[n]
=
√
ρk[n]hk[n]hr[n]pk[n]sk[n]
+
√
ρk[n]hk[n]zr [n] + zk[n], k = 1, 2.
(7)
We assume that zk[n] has the same variance σ
2
O
= 0.5σ2 at
each vehicle. From (7), the effective SINR of each vehicle
equals γk[n] =
ρk [n]hk [n]hr [n]pk [n]
ρk [n]hk [n]σ
2
O
+σ2
O
, and the rates of vehicles
are given by
R3k[n] =
1
2
log2(1 +
pr [n]hk[n]hr[n]pk[n]
pr [n]hk[n]σ
2
O
+ 2pk[n]hr[n]σ
2
O
+ 2σ4
O
),
(8)
for k = 1, 2.
D. Proposed Dynamic NOMA/OMA Scheme
In this section, we first introduce two propositions which
compare the sum-rate and min-rate performance of NOMA
and OMA at the high SNR regime. We assume that R∞
i, j
shows the approximated value for rate at the high SNR regime,
where i ∈ {S, M} differentiates sum-rate and min-rate, and
j ∈ {O, N} differentiates OMA and NOMA schemes.
Proposition 1. In a two-user network with a dedicated AF
relay and in the absence of a direct link between the BS
and two users, NOMA always has better or equal sum-rate
performance in comparison to OMA at high SNR regime.
Proof. We use the same notations as in the system model
section except that we take the transmit SNRs at the BS
and relay nodes (i.e., ρ =
P¯s
σ2
=
P¯r
σ2
=
P
σ2
) into channel
power gains. Hence, new channel power gains are h∞
i
= ρhi
(i ∈ {r, 1, 2}) where the superscript ∞ indicates the high SNR
regime. Also, with this new notation for channel power gain,
we have p1 + p2 = 1 and pr = 1. Assuming that h1 > h2, we
have to perform SIC at user 1. Hence, utilizing the achievable
rates of users at mode 1 from (3) and (4) we have
R∞S,N = R
1,∞
1
+ R
1,∞
2
= log2(1 +
pr h
∞
1
h∞r p1
pr h
∞
1
+ (p1 + p2)h
∞
r + 1
)
+ log2(1 +
pr h
∞
2
h∞r p2
pr h
∞
2
h∞r p1 + pr h
∞
2
+ (p1 + p2)h
∞
r + 1
)
≈ log2(
h∞
1
h∞r
h∞
1
+ h∞r
) + log2(p1) + log2(1 +
p2
p1
)
= log2(
h∞
1
h∞r
h∞
1
+ h∞r
) ≈ log2
(
min(h∞r , h
∞
1 )
)
.
(9)
On the other hand, for the OMA scheme, we use the rates of
the users at mode 3 from (8) as
R∞S,O =
2∑
k=1
R
3,∞
k
=
2∑
k=1
1
2
log2(1 +
2prh
∞
k
h∞r pk
pr h
∞
k
+ 2pkh
∞
r + 1
)
≈
2∑
k=1
1
2
log2
(
min(h∞r , h
∞
k )
)
,
(10)
where we considered p1 = p2 = 0.5 in (10). We can see from
(9) and (10) that with h∞
1
> h∞
2
, NOMA always has equal
or better sum-rate performance in comparison to the OMA
scheme. Actually, based on the channel power gains of links,
three cases may occur for sum-rate:
Case 1: When we have h∞r > h
∞
1
> h∞
2
(Fig. 3a), the sum-rates
of NOMA and OMA are log2(h
∞
1
) and 1
2
log2(h
∞
1
)+ 1
2
log2(h
∞
2
),
respectively. NOMA has better performance than OMA in this
case as R∞
S,N
− R∞
S,O
≈ log2(h
∞
1
) − 1
2
log2(h
∞
1
) − 1
2
log2(h
∞
2
) =
1
2
log2(
h∞
1
h∞
2
). Hence, by increasing the difference between h∞
1
and h∞
2
, the superiority of NOMA increases.
Case 2: When we have h∞
1
> h∞r > h
∞
2
(Fig. 3b), the sum-rates
6R21[n] = log2(1 +
pr [n]h1[n]hr[n]p1[n]
pr [n]h1[n]hr[n]p2[n] + pr [n]h1[n]σ2 + (p1[n] + p2[n])hr[n]σ2 + σ4
). (6)
Source Relay
User 2
User 1
hr
h1
h2
(a) Case 1: hr > h1 > h2
Source Relay
User 2
User 1
hr
h1
h2
(b) Case 2: h1 > hr > h2
Fig. 3: Two cases where NOMA has better sum-rate than OMA
(refer to Proposition 1).
of NOMA and OMA are log2(h
∞
r ) and
1
2
log2(h
∞
r )+
1
2
log2(h
∞
2
),
respectively. One can see that NOMA has better performance
than OMA as R∞
S,N
− R∞
S,O
≈ log2(h
∞
r ) −
1
2
log2(h
∞
r ) −
1
2
log2(h
∞
2
) = 1
2
log2(
h∞r
h∞
2
). We see that by increasing the
difference between h∞r and h
∞
2
, the superiority of NOMA
increases.
Case 3: When we have h∞
1
> h∞
2
> h∞r , the sum-rates of
both schemes equals log2(h
∞
2
). Hence, NOMA has the same
performance as OMA for the case where the BS-to-relay link
is worse than the relay-to-user links. Consequently, the proof
is completed. 
Remark 1. Proposition 1 proves that, for the cases where two
users have similar links, or where BS-to-relay link is similar
with relay-to-weak user link, applying NOMA has negligible
sum-rate gain. Also, when the BS-to-relay link is weak, NOMA
and OMA have similar sum-rate.
Proposition 2. In a two-user network with a dedicated AF
relay and in the absence of a direct link between the BS and
two users, OMA has superior minimum-rate performance in
comparison to NOMA at the high SNR regime.
Proof. With the same notations used in the proof of Proposi-
tion 1, the minimum achievable rates of users at high SNRs
in mode 1 can be written from (3), (4) and (9) as
R∞M,N = min(R
1,∞
1
, R
1,∞
2
)
≈ min
(
log2(
h∞
1
h∞r
h∞
1
+ h∞r
), log2(
p2
p1
)
)
= log2(
p2
p1
).
(11)
For the OMA scheme we use the rates of the users at mode
3 from (8) and (10) as
R∞M,O = min(R
3,∞
1
, R
3,∞
2
) = R
3,∞
2
≈
1
2
log2(
h∞
2
h∞r
h∞
2
+ h∞r
) (12)
We can see from (11) and (12) that the OMA scheme always
has better min-rate performance in comparison to the NOMA
0 5 10 15 20 25 30 35 40 45
Transmit power (dBm)
-5
0
5
10
R
at
e 
(bp
s/H
z)
Exact min-rate
Approximated min-rate
Exact sum-rate
Approximated sum-rate
(a) OMA scheme.
0 5 10 15 20 25 30 35 40 45
Transmit power (dBm)
-10
-5
0
5
10
R
at
e 
(bp
s/H
z)
Exact min-rate
Approximated min-rate
Exact sum-rate
Approximated sum-rate
(b) NOMA scheme.
Fig. 4: Approximated and exact rates for sum-rate and min-rate
of OMA and NOMA schemes at Proposition 1 and Proposition
2.
scheme at the high SNR regime. Hence, the proof is com-
pleted. 
Remark 2. Note that the results in Propositions 1 and 2 are
not limited to an aerial AF relay; rather, they are general
results for any two-user network with a dedicated AF relay.
In Fig. 4, we can see the approximated and exact rates
for sum-rate and min-rate of OMA and NOMA schemes
at Proposition 1 and Proposition 2. In Fig. 4a, we can see
that when P > 22 dBm, we have |R∞
S,O
− RS,O | ≤ 0.2
and |R∞
M,O
− RM,O | ≤ 0.2 for the approximations (10) and
(12) at sum-rate and min-rate of OMA scheme, respectively.
Also, we can see in Fig. 4b that when P > 22 dBm, we
have |R∞
S,N
− RS,N | ≤ 0.2 and |R
∞
M,N
− RM,N | ≤ 0.2 for
the approximations (9) and (11) at sum-rate and min-rate of
NOMA scheme, respectively. Note that for Fig. 4, we have
considered default simulation parameters as in Section VI
except that (xs, ys) = (250, 250) and (y1, y2) = (400,500).
NOMA scheme requires more complex receiver rather than
OMA (Fig. 2). Actually, performing SIC at near user leads
to a more complex decoder at the receiver of near user
7TABLE I: Proposed dynamic NOMA/OMA scheme.
State Channel gain order Channel difference Multiple access scheme αs,n βs,n γs,n
s=1
hr > h1 > h2
1
2
log2(
h1
h2
) > RS
th
NOMA- SIC at vehicle 1 (m=1) 1 0 0
s=2 1
2
log2(
h1
h2
) < RS
th
OMA (m=3) 0 0 1
s=3
h1 > hr > h2
1
2
log2(
hr
h2
) > RS
th
NOMA- SIC at vehicle 1 (m=1) 1 0 0
s=4 1
2
log2(
hr
h2
) < RS
th
OMA (m=3) 0 0 1
s=5 h1 > h2 > hr - OMA (m=3) 0 0 1
s=6
hr > h2 > h1
1
2
log2(
h2
h1
) > RS
th
NOMA- SIC at vehicle 2 (m=2) 0 1 0
s=7 1
2
log2(
h2
h1
) < RS
th
OMA (m=3) 0 0 1
s=8
h2 > hr > h1
1
2
log2(
hr
h1
) > RS
th
NOMA- SIC at vehicle 2 (m=2) 0 1 0
s=9 1
2
log2(
hr
h1
) < RS
th
OMA (m=3) 0 0 1
s=10 h2 > h1 > hr - OMA (m=3) 0 0 1
[35], and consequently, more required power. Hence, more
power consumption and complexity are the costs that we pay
at receiver side to have better throughput by applying the
NOMA scheme. Based on the observations in Proposition 1
and Remark 1, we propose a dynamic NOMA/OMA scheme
in which OMA is selected when applying NOMA has zero or
only negligible gain. According to Proposition 1, the gain of
NOMA scheme over OMA relies on the channel gains of BS-
to-relay and relay-to-users links. Due to movements of UAV
node and vehicles in our system model, these channel gains are
changing fast, and hence, their orders change quickly. Hence,
as one can see in Fig. 2, transceiver parts of nodes have
to quickly switch among three working modes, i.e., OMA,
NOMA with SIC at user 1 and NOMA with SIC at user 2.
These quick switches causes more power and complexity costs
for transceiver of BS, relay and users. In order to prevent
our dynamic scheme from the quick switches among working
modes and keep the complexity costs of applying NOMA
scheme as little as possible, we define a superiority threshold
parameter RS
th
. When the sum-rate superiority of NOMA in
comparison to OMA is less than this threshold value, i.e.,
RS,N − RS,O < R
S
th
, our dynamic scheme is set to OMA
mode. RS
th
can be chosen based on the priorities of the network
operator between complexity and throughput. It is clear that
increasing RS
th
leads to selection of more OMA working modes
by proposed dynamic scheme which leads to less decoding
and switching complexity in transceiver design in the cost of
missing more throughput.
Note that in Proposition 1, we assumed that h1 > h2, and
we have three other states for the channel gain orders in the
case where h2 > h1. At each state, based on the order and
difference of channel gains, we can apply NOMA or OMA.
At time slot n and state s, in order to determine three modes
for multiple access scheme, i.e., m = 1, 2, 3, we introduce three
binary matrices, namely A = [αs,n]S×N , B = [βs,n]S×N , and
Γ = [γs,n]S×N , respectively. The summary of the proposed
dynamic multiple access scheme is shown in Table I.
IV. SUM-RATE MAXIMIZATION
In this section, we formulate the optimization problem
of our system. We aim to optimize the end-to-end sum-
rate by finding the optimal values for relay trajectory (X =
[xr [1], ..., xr [N]] and Y = [yr [1], ..., yr [N]]), power coeffi-
cients of NOMA vehicles at the BS (P1 = [p1[1], ..., p1[N]]
and P2 = [p2[1], ..., p2[N]]), allocated power of the relay
node (Pr = [pr [1], ..., pr [N]]), and operation mode selection
matrices for multiple access scheme (A = [αs,n]S×N , B =
[βs,n]S×N , and Γ = [γs,n]S×N ). Therefore, the optimization
problem can be formulated as
(P1): max
P1,P2,Pr ,X,Y,A,B,Γ
N∑
n=1
S∑
s=1
K∑
k=1
αs,nR
1
k[n]
+ βs,nR
2
k[n] + γs,nR
3
k[n] (13)
s.t.
S∑
s=1
αs,nR
1
k[n] + βs,nR
2
k[n] + γs,nR
3
k[n] ≥ R
t
k, ∀n,∀k,
(14)
(x[n] − x[n − 1])2 + (y[n] − y[n − 1])2 ≤ (Vτ)2,
n = 2, ..., N, (15)
(x[1] − xs)
2
+ (y[1] − ys)
2 ≤ (Vτ)2, (16)
(x[N] − x f )
2
+ (y[N] − y f )
2 ≤ (Vτ)2, (17)
xmin ≤ x[n] ≤ xmax, ymin ≤ y[n] ≤ ymax, ∀n, (18)
N∑
n=1
S∑
s=1
(αs,n + βs,n + γs,n)(p1[n] + p2[n]) ≤ Es, (19)
N∑
n=1
pr [n] ≤ Er, (20)
S∑
s=1
αs,n(p2[n] − p1[n]) + βs,n(p1[n] − p2[n]) ≥ 0, ∀n,
(21)
pr [n] ≥ 0, p1[n] ≥ 0, p2[n] ≥ 0, ∀n, (22)
where R1
1
, R1
2
, R2
1
, R2
2
, and R3
k
(k ∈ {1, 2}) was calculated in
(3), (4), (6), (5), and (8), respectively. Note that Rm
k
indicates
the rate of vehicle k at mode m, and K = 2 is the number
of vehicles. Constraint (14) guarantees minimum target rate
Rt
k
for vehicle k at time slot n. Constraint (15) indicates the
velocity constraint for the movements of the relay node at each
time slot. Constraints (16) and (17) show that the UAV must
start and finish its trajectory at specified locations. Constraint
(18) indicates the range that the UAV can fly. Constraints (19)
and (20) indicate the total energy constraints for the BS and
relay nodes, respectively, in which Es = NP¯s and Er = NP¯r .
Constraint (21) imposes a constraint to the allocated powers
of the vehicles, in order to perform SIC at each time slot n.
Note that αs,n, βs,n, and γs,n are indicator functions for three
operation modes, and at each time slot n, only one of them
must equal one.
The objective function of (P1) and constraint (14) are not
concave with respect to trajectory and power variables. Also,
(P1) contains operation mode coefficients which are integer
variables. Hence, (P1) is a NP-hard non-convex optimization
problem and can not be solved using standard convex op-
timization methods. In order to solve this problem, we use
the AO method. Therefore, we first solve trajectory planning
and operation mode selection sub-problem with fixed power
allocations. Then, we propose a solution for power allocation
sub-problem with fixed trajectory and operation mode coeffi-
cients. Finally, by alternatively optimizing the trajectory, mode
8selection, and power allocation sub-problems, we propose an
iterative algorithm to solve (P1).
A. Trajectory Planning and Operation Mode Selection for
Fixed Power Allocation
In this subsection, we solve the first sub-problem of (P1) to
find the optimal values for the UAV trajectory (i.e., X and Y)
and operation mode coefficients (i.e., A, B, and Γ) assuming
that the allocated powers are given. Hence, we have
(P1.1): max
X,Y,A,B,Γ
N∑
n=1
S∑
s=1
K∑
k=1
αs,nR
1
k[n]
+ βs,nR
2
k[n] + γs,nR
3
k[n] (23)
s.t. (14), (15), (16), (17), (18).
If we replace the channel model formula in (1) at each vehicle
rate formula in the equations (3), (4), (5), (6) and (8), one
can see that (P1.1) is not a convex problem with respect
to variables X and Y. Indeed, the objective function in (23)
and constraint (14) are not concave functions. Also, note that
operation mode coefficients are integer variables. We propose
to use the AO method for solving this problem. For fixed
trajectory planning, the channel power gains are known and we
can use Table I to determine A, B, and Γ. For given operation
mode coefficients, (P1.1) is still non-convex, and we utilize
the SCA method in which a concave approximation of the
original objective function is maximized iteratively.
Lemma 1. Consider x and y as two variables, and a, b,
c, and d as constants. The function f (x, y) = 1
ax+by+cxy+d
,
is a convex function with respect to x and y, if and only if
ax + by + cxy + d > 0, and ab = cd.
Proof. See Appendix A. 
In the following proposition, we use Lemma 1 to find a
concave approximation for the rates. Note that the location
of the UAV is indicated by (xl[n], yl[n]) at the lth iteration.
Also, the lower-bound (LB) approximated rate and SINR of
vehicle k (k = 1, 2) in mode m (m = 1, 2, 3) and at iteration l
is indicated by R
l,m
k,lb
[n] and γl,m
k,lb
[n], respectively. Note that we
remove the time slot number n in the following proposition
equations to make the formulas simpler to read.
Proposition 3. At each time slot n, for any given power
allocation at the BS and UAV nodes (i.e., pr, p1, and p2),
and for any trajectory at the lth iteration (i.e., xl, and yl),
one approximated concave non-decreasing lower-bound of the
achievable rate of vehicle k at mode m and the (l+1)th iteration
of the SCA method is
R
l+1,m
k,lb
= cm log2(1 + γ
l,m
k,lb
+ d
l,m
k,r
(ψl+1r − ψ
l
r )
+ d
l,m
k,k
(ψl+1k − ψ
l
k)), k = 1, 2,m = 1, 2, 3,
(24)
where cm = 1 for m = 1, 2, and cm =
1
2
for m = 3. Also, ψlr =
σ2((xl )2+(yl )2+h2)
β0
, ψl
i
=
σ2((xl−xi )
2
+(yl−yi )
2
+h2)
β0
, for i = 1, 2, and
SINR of vehicle k (for k = 1, 2) equals γ
l,m
k,lb
= dmpr pk , where
d−1m = prψ
l
r +(p1+p2)ψ
l
k
+ψlrψ
l
k
+(p1+p2)pr , for m = 1, 2, and
d−1m = prψ
l
r +pkψ
l
k
+ψlrψ
l
k
+prpk , for m = 3. Partial derivative
of SINR of vehicle k (for k = 1, 2) to variable i ∈ {r, k} is
denoted by d
l,m
k,i
[n] and equals dl,m
k,r
= −d2mpr pk(pr + ψ
l
k
), for
m = 1, 2, 3, d
l,m
k,k
= −d2mpr pk((p1 + p2) +ψ
l
r ), for m = 1, 2, and
d
l,m
k,k
= −d2mpr pk(pk + ψ
l
r ), for m = 3.
Proof. See Appendix B. 
This proposition shows that for given trajectory and mode
coefficients at the lth iteration, the sum-rate of vehicles at
(P1.1) is lower-bounded by the summation of rates in (24). It
then follows that the optimal value of (P1.1) is lower-bounded
by the optimal value of the following problem
(P1.2): max
Xl+1,Yl+1
N∑
n=1
S∑
s=1
K∑
k=1
αls,nR
l+1,1
k,lb
[n]
+ βls,nR
l+1,2
k,lb
[n] + γls,nR
l+1,3
k,lb
[n] (25)
s.t.
S∑
s=1
αls,nR
l+1,1
k,lb
[n] + βls,nR
l+1,2
k,lb
[n]
+ γls,nR
l+1,3
k,lb
[n] ≥ Rtk, ∀n,∀k, (26)
(15), (16), (17), (18).
Problem (P1.2) is a convex problem which can be efficiently
solved by convex optimization techniques such as the interior-
point method. Note that we proved in Proposition 3 that the
objective function of (P1.2) is non-decreasing over iterations
and is globally upper-bounded by the optimal value of (P1.1).
Therefore, the proposed sub-optimal algorithm converges. One
can see the summary of the proposed iterative method for
solving (P1.1) in Algorithm 1.
Algorithm 1 Iterative trajectory optimization and operation
mode selection for (P1.1) with fixed power allocation.
1: Initialize the UAV trajectory Xl and Yl, and let l = 0.
2: repeat
3: Find the binary coefficients αls,n, β
l
s,n and γ
l
s,n, for
each n based on the UAV trajectory Xl and Yl and
locations of vehicles and BS (refer to Table I).
4: Solve the convex problem (P1.2) by the interior-point
method and find the optimal solution Xl+1 and Yl+1.
5: Update l = l + 1.
6: until convergence or a maximum number of iterations is
reached.
B. Power Allocation with Fixed Trajectory
In this subsection, we solve the second sub-problem of (P1)
to find optimal values for the power allocation of vehicles at
the BS (P1 and P2) and the UAV power (Pr ), assuming that
the trajectory of the UAV (X and Y) is fixed. Note that for a
fixed trajectory, the operation mode coefficients A, B, and Γ
are known. Hence, the optimization problem can be written as
(P1.3): max
P1,P2,Pr
N∑
n=1
S∑
s=1
K∑
k=1
αs,nR
1
k[n]
+ βs,nR
2
k[n] + γs,nR
3
k[n] (27)
s.t. (14), (19), (20), (21), (22).
9It is clear that the objective function of (P1.3) in (27) and
constraint (14) are not concave functions with respect to P1,
P2, and Pr . In the following lemmas, we provide two convex
functions which can be used for the concave approximation
of vehicle rates.
Lemma 2. Consider x, y, and z as three variables, and a,
b, c, d, e, and f as constants. Then the function f (x, y, z) =
log2(axy + bxz+ cx + dy + ez+ f ), is a concave function with
respect to x, y, and z, if a
d
=
b
e
=
c
f
.
Proof. Assuming a
d
=
b
e
=
c
f
, we can show function f as
f (x, y, z) = log2(axy + bxz + cx + dy +
db
a
z +
dc
a
)
= log2(x +
d
a
) + log2(ay + bz + c).
(28)
Hence, f (x, y, z) is the summation of two concave functions,
and the proof is completed. 
Lemma 3. Consider x and y as two variables, and a, b, c,
and d as constants. Then the function f (x, y) = log2(axy +
bx + cy + d) is a concave function with respect to x and y, if
a
c
=
b
d
.
Proof. The proof of this lemma is the same with Lemma 2,
and hence we remove it. 
Lemma 4. The sum-rate of the two vehicles can be approxi-
mated in the form of a DC function as
R1dc,1 + R
1
dc,2 ≈ log2(pr h1hrp1 + pr h1 + p1hr + 1)
− log2(prh1 + (p1 + p2)hr + 1)
+ log2(prh2hr (p1 + p2) + pr h2 + (p1 + p2)hr + 1)
− log2(prh2hr p1 + pr h2 + p1hr + 1),
(29)
R2dc,1 + R
2
dc,2 ≈
log2(prh1hr (p1 + p2) + pr h1 + (p1 + p2)hr + 1)
− log2(prh1hr p2 + pr h1 + p2hr + 1)
+ log2(prh2hr p2 + pr h2 + p2hr + 1)
− log2(prh2 + (p1 + p2)hr + 1),
(30)
K∑
k=1
R3dc,k =
K∑
k=1
1
2
(
log2(pr hkhr pk + pr hk + 2pkhr + 2)
− log2(pr hk + 2pkhr + 2)
)
,
(31)
where Rm
dc,k
indicates the DC approximation of vehicle k in
mode m.
Proof. We can write the sum-rate of the two vehicles at mode
m = 1 from (3) and (4) as
R11 + R
1
2 = log2(
e1
f
)
+ log2(
pr h2hr (p1 + p2) + pr h2 + (p1 + p2)hr + 1
e2
)
= log2(
e1
e2
)
+ log2(
pr h2hr (p1 + p2) + pr h2 + (p1 + p2)hr + 1
f
),
(32)
where ek = pr hkhr p1 + pr hk + (p1 + p2)hr + 1, and f =
pr h1 + (p1 + p2)hr + 1. According to Lemma 2, the second
logarithmic function of second equality in (32) is in the
form of the difference of two concave functions as (29).
For the first logarithmic function at second equality of (32),
we subtract p2hr from the numerator and denominator to
approximate it with a DC function as (29). With the same
procedure, the sum-rate at m = 2 can be approximated in
the form of a DC function as (30). For m = 3, from (8) we
have
∑K
k=1 R
3
k
=
∑K
k=1
1
2
log2(
prhkhr pk+prhk+2pkhr+2
pr hk+2pkhr+2
), which
according to Lemma 3 is a DC function as (31). Hence, the
proof is completed. 
In order to solve (P1.3), we apply the SCA method using
the approximated DC sum-rate in Lemma 4. To this end, we
find a concave approximation of the DC objective function
in the following proposition. Note that the power allocations
of the BS and UAV nodes are indicated by (plr, p
l
1
, pl
2
) and
(pl+1r , p
l+1
1
, pl+1
2
) at the lth and (l + 1)th iterations, respectively.
Also, the lower-bound concave rate of vehicle k at mode m is
indicated by R
l+1,m
k,lb
at each time slot n.
Proposition 4. At each time slot n, for any given UAV
trajectory and for any power allocation at the lth iteration
(plr, p
l
1
, pl
2
), one approximated concave non-decreasing lower-
bound of the rate of vehicle k at mode m and at the (l + 1)th
iteration of the SCA method equals
R
l+1,m
k,lb
= log2(p
l+1
r hkhrp
l+1
k + p
l+1
r hk + p
l+1
k hr + 1)
− log2(p
l
r hk + (p
l
1 + p
l
2)hr + 1)
− dl,m
k
(pl+11 − p
l
1) − t
l,m
k
(pl+12 − p
l
2) − c
l,m
k
(pl+1r − p
l
r ),
(m, k) = (1, 1), (m, k) = (2, 2),
(33)
R
l+1,m
k,lb
= log2(p
l+1
r hkhr (p
l+1
1 + p
l+1
2 ) + p
l+1
r hk
+ (pl+11 + p
l+1
2 )hr + 1) − log2(p
l
r hkhr p
l
k′ + p
l
r hk + p
l
k′hr + 1)
− dl,m
k
(pl+11 − p
l
1) − t
l,m
k
(pl+12 − p
l
2) − c
l,m
k
(pl+1r − p
l
r ),
(m, k) = (1, 2), (m, k) = (2, 1),
(34)
R
l+1,m
k,lb
=
1
2
(
log2(p
l+1
r hkhrp
l+1
k + p
l+1
r hk + 2p
l+1
k hr + 2)
− log2(p
l
r hk + 2p
l
khr + 2)
− dl,m
k
(pl+11 − p
l
1) − t
l,m
k
(pl+12 − p
l
2) − c
l,m
k
(pl+1r − p
l
r )
)
,
(m, k) = (3, 1), (m, k) = (3, 2),
(35)
where by assuming Fk = ln 2(p
l
rhk + (p
l
1
+ pl
2
)hr + 1), Gk =
ln 2(plrhkhrp
l
k′
+plr hk+p
l
k′
hr+1), and Jk = ln 2(p
l
rhk+2p
l
k
hr+
2), we have dl,1
1
=
hr
F1
, t
l,1
1
=
hr
F1
, c
l,1
1
=
h1
F1
, d
l,2
2
=
hr
F2
, t
l,2
2
=
hr
F2
,
c
l,2
2
=
h2
F2
, d
l,1
2
=
plrh2hr+hr
G2
, t
l,1
2
= 0, c
l,1
2
=
pl
1
h2hr+h2
G2
, d
l,2
1
= 0,
t
l,2
1
=
plr h1hr+hr
G1
, c
l,2
1
=
pl
2
h1hr+h1
G1
, d
l,3
1
=
2hr
J1
, t
l,3
1
= 0, c
l,3
1
=
h1
J1
, d
2,3
1
= 0, t
l,3
2
=
2hr
J2
, and c
2,3
1
=
h2
J2
.
Proof. According to Lemma 4, the rates of vehicles at (P1.3)
can be shown as a DC function. On the other hand, we know
that the first-order Taylor series expansion of a convex function
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provides a global lower-bound. Hence, at each iteration l + 1
of the SCA method, we derive the first-order Taylor expansion
of the convex parts of rates around the solution of the
previous iteration l. The summation of these new affine Taylor
approximations of convex parts and concave parts of rates will
be a concave function as in (33), (34), and (35). Also, due
to maximizing concave approximations at each iteration, the
objective value of (P1.3) at the SCA method is non-decreasing
with l. Hence, the proof is completed. 
Proposition 4 shows that for a given power allocation at
the lth iteration, the sum-rate of vehicles at (P1.3) is lower-
bounded by the summation of rates in (33), (34), and (35). It
then follows that the optimal value of (P1.3) is lower-bounded
by the optimal value of the following problem
(P1.4): max
Pl+1
1
,Pl+1
2
,Pl+1r
N∑
n=1
S∑
s=1
K∑
k=1
αs,nR
l+1,1
k,lb
[n]
+ βs,nR
l+1,2
k,lb
[n] + γs,nR
l+1,3
k,lb
[n] (36)
s.t.
S∑
s=1
αs,nR
l+1,1
k,lb
[n] + βs,nR
l+1,2
k,lb
[n]
+ γs,nR
l+1,3
k,lb
[n] ≥ Rthk , ∀n,∀k, (37)
(19), (20), (21), (22).
Problem (P1.4) is a convex problem. Note that we proved
in Proposition 4 that the objective function of (P1.4) is non-
decreasing over iterations and is globally upper-bounded by
the optimal value of (P1.3). Therefore, the proposed sub-
optimal algorithm converges. One can see the summary of
the proposed iterative method for solving (P1.3) in Algorithm
2.
Algorithm 2 Iterative power allocation for (P1.3) with fixed
trajectory planning.
1: Initialize the power allocation for Pl
1
, Pl
2
, and Plr , and let
l = 0.
2: Find the binary coefficients αs,n, βs,n, and γs,n, for each
time slot n based on the UAV fixed trajectory (i.e., X and
Y) and locations of vehicles and BS (according to Table
I).
3: repeat
4: Solve the convex problem (P1.4) by the interior-point
method and find the optimal solution Pl+1
1
, Pl+1
2
, and Pl+1r .
5: Update l = l + 1.
6: until convergence or a maximum number of iterations is
reached.
C. Iterative Power Allocation and Trajectory Planning
In this subsection, we apply the AO method to solve the
problem (P1). To this end, we solve the trajectory planning,
operation mode selection, and power allocation sub-problems
alternatively, i.e., at each iteration we first optimize the trajec-
tory and determine operation mode coefficients. Then, using
this trajectory and operation mode coefficients, we optimize
Algorithm 3 Iterative power allocation, trajectory planning
and mode selection for P1.
1: Initialize power allocation Pl
1
, Pl
2
, and Plr and UAV
trajectory Xl and Yl, and let l = 0.
2: Find the binary coefficients α0s,n, β
0
s,n and γ
0
s,n, for each
time slot n based on the UAV initial trajectory (i.e., X0
and Y0) and locations of vehicles and BS (according to
Table I).
3: repeat
4: Solve the convex problem (P1.2) with fixed power
allocations Pl
1
, Pl
2
, and Plr by the interior-point method,
and find the optimal solution for Xl+1 and Yl+1.
5: Update the binary coefficients αl+1s,n , β
l+1
s,n and γ
l+1
s,n , for
each time slot n based on the new UAV trajectory (i.e.,
X
l+1 and Yl+1) according to Table I.
6: Solve the convex problem (P1.4) with the fixed UAV
trajectory Xl+1 and Yl+1 by the interior-point method, and
find the optimal solution for Pl+1
1
, Pl+1
2
, and Pl+1r .
7: Update l = l + 1.
8: until convergence or a maximum number of iterations is
reached.
the power allocation sub-problem. The associated algorithm is
summarized in Algorithm 3.
According to Proposition 3 and Proposition 4, the optimal
value of original problem (P1) is a global upper-bound for
the optimal values of sub-problems (P1.2) and (P1.4), and
hence it is also an upper-bound for the optimal value of
Algorithm 3. Also, since Algorithm 3 performs Algorithm 1
and Algorithm 2 alternatively, the objective value of Algorithm
3 is non-decreasing with l. As a result, the proposed sub-
optimal method at Algorithm 3 is guaranteed to converge.
D. Computational Complexity Analysis
Now, the computational complexity of proposed iterative
solutions for P1 in Algorithms 1, 2 and 3 is presented. At
each iteration l of AO method in Algorithm 1 and 2, compu-
tational complexity is dominated by solving convex problems
in (P1.2) and (P1.4), respectively. These convex problems are
solved using the interior point method. According to [36], the
interior point method method requires log( nc
t0̺
)/log ε number
of iterations (Newton steps) to solve a convex problem, where
nc is the total number of constraints, t
0 is the initial point
for approximating the accuracy of the interior-point method,
0 < ̺ ≪ 1 is the stopping criterion, and ε is used for updating
the accuracy of the interior point method. For (P1.2) and
(P1.4), number of constraints are ntc = 7N+1 and n
p
c = 6N+2,
respectively. Note that superscripts t (for trajectory) and p
(for power) indicate problems (P1.2) and (P1.4), respectively.
Hence, the computational complexity of Algorithm 1 and 2
will be O(N t
L
(
log( N
t0, t ̺t
)
log εt
)) and O(N
p
L
(
log( N
t0,p ̺p
)
log εp
)), where N t
L
and N
p
L
are the number of iterations for convergence of Algo-
rithm 1 and 2, respectively. At each iteration l of Algorithm
3, computational complexity is dominated by solving two
convex problems in (P1.2) and (P1.4) and hence, it will be
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O(NL(
log( N
t0, t ̺t
)
log εt
+
log( N
t0,p ̺p
)
log εp
)), where NL is the number of
iterations for convergence of Algorithm 3.
V. MINIMUM-RATE MAXIMIZATION
In this section, we aim to maximize a new objective function
in which the throughput fairness between vehicles and among
different time slots is considered. Indeed, in delay-sensitive
applications, we have to consider fairness and hence maximize
the min-rate of vehicles. Note that based on Proposition
2, OMA has better min-rate performance in comparison to
NOMA at high SNR regime, and hence we select OMA
mode (m = 3) for multiple access scheme. Assuming the
same parameters with (P1), the optimization problem can be
formulated as
(P2): max
P1,P2,Pr ,X,Y
min
n∈N,k∈K
R3k[n] (38)
s.t. (15), (16), (17), (18), (19), (20), (22),
where N = {1, 2, ..., N}, and K = {1, 2}. The objective
function of (P2) is not concave with respect to trajectory
and power variables. Hence, (P2) is a non-convex problem.
In order to solve this problem, as with the solution to problem
(P1), we use the AO method. For the trajectory planning sub-
problem with fixed power allocations, the objective function
of (P2) is still a non-concave function. Therefore, we apply
the SCA method in which we utilize the concave lower-
bound approximation of vehicle rates derived in Proposition
3 for each iteration l + 1 of the SCA method. Given that
the minimum of concave functions is a concave function,
the approximated objective function of (P2) is concave. For
the power allocation sub-problem with fixed trajectory, the
objective function of (P2) is not concave, and we apply
the SCA method in which utilizing Proposition 4 we derive
concave approximations for the rate of each vehicle. Due to the
similarity of derivations with Section IV, we do not mention
these derivations in this section. Finally, we apply the AO
method as in Algorithm 3, to solve the problem (P2).
VI. NUMERICAL RESULTS
In this section, numerical results are provided to validate
the proposed algorithms for trajectory planning and power
allocation. The following default parameters are applied in
the simulations except that we specify different values for
them. We assume that the BS is located at the origin and the
UAV starts and ends its flight at the same location (xs, ys) =
(x f , y f ) = (200,300). Note that in this paper, the units of x and
y in (x, y) are in meters. We assume that UAV flight ranges
are (xmin, xmax) = (0, 1000) and (ymin, ymax) = (0, 1000). The
default velocity for the UAV is v = 30 m/s, and the UAV
flies at fixed height h = 100 m. There are two vehicles in our
system that move along a two-lane street in parallel with y-
axis. Vehicle 1 and vehicle 2 start their path at (x1[0], y1[0]) =
(700, 100) and (x2[0], y2[0]) = (702,0), respectively. Vehicles
move with the fixed velocity v1 = v2 = 15 m/s. The
communication bandwidth is B = 10 MHz with a carrier
frequency at 5 GHz, and a noise power spectrum density
of N0 = −174 dBm/Hz. The reference SNR at the distance
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Fig. 5: Histogram of the number of iterations for convergence,
and performance gap between proposed sub-optimal methods
and optimal values for sum-rate and min-rate problems.
d0 = 1 m equals
β0
BN0
= 70 dB. We set the number of time slots
as N = 600 and assume that each time slot equals τ = 0.1 s.
The threshold superiority rate at Table I has default value
RS
th
= 0.1 bps/Hz. Also, we assume two vehicles have the same
minimum rate requirements Rt
1
= Rt
2
= 1 bps/Hz. According
to this rate requirement, the default value for the maximum
transmit power of the BS and UAV equals P¯s = P¯r = 0.5 W.
In order to solve P1 and P2, we should find a feasible initial
values for power allocations and the trajectory of the UAV. For
this end, we assume that the BS power is allocated equally
between two vehicles and among different time slots, i.e.,
p1[n] = p2[n] = 0.5P¯s, ∀n. Also, we assume that the UAV
power is equally allocated among different time slots, i.e.,
pr [n] = P¯r, ∀n. In order to find an initial feasible trajectory,
we consider straight line between the start and end locations
of the UAV as an initial trajectory. With the proposed initial
power allocations and trajectory, all of the constraints of P2 are
satisfied and hence, these initial points are in feasible region
of P2. For P1, we have one more constraint rather than P2,
i.e., constraint (14), which guarantees the minimum target rate
Rt
k
for vehicle k at time slot n. We use the allocated powers
and trajectory derived from solving P2 as an initial point of
P1.
Fig. 5 shows the histogram of the number of iterations for
the convergence of the proposed algorithms and performance
gap between these sub-optimal methods and optimal values. In
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Fig. 6: Achievable rates with the dynamic NOMA/OMA for
the sum-rate and min-rate problems versus slot number n.
Fig. 5a, we see that the objective functions of (P.1) and (P.2)
in (13) and (38) converge in a few iterations which shows the
efficiency of proposed algorithms. For optimization problem
(P1), the convergence histogram of Algorithm 3 has been
plotted at this figure. Note that Algorithms 1 and 2 which solve
problems (P1.1) and (P1.3) are special cases of Algorithm 3
when power allocation and trajectory are fixed, respectively.
Also, note that this histogram is based on convergence results
of 100 simulations for N = 600 time slots. In Fig. 5b,
we can see the performance gap between the proposed sub-
optimal algorithms and the optimal values for sum-rate and
min-rate problems. Also, this figure indicates the convergence
of the proposed algorithms in a few iterations. In order to
attain optimal values in (P1) and (P2), we perform exhaustive
search over all of the feasible values for power allocation
coefficients and UAV trajectory. Because a two-dimensional
search for UAV trajectory over N time slots is very complex,
we consider a small scale case in which we search for the
optimal location for UAV placement in the XY-plane. For
this end, first, we discretize the power ranges in (19) and
(20) and the UAV flight range in (18). Then, we find the
optimal power allocation and UAV deployment location that
maximizes sum-rate and min-rate problems. In this figure, we
assume that (y1, y2) = (400, 500). We can see in this figure that
the proposed sub-optimal algorithms for (P1) and (P2) have
small performance gaps with optimal values.
Fig. 6 shows the achievable rates with the OMA, NOMA,
and dynamic NOMA/OMA schemes for the sum-rate and min-
rate problems versus slot number n. Fig. 6a shows the sum-
rate and min-rate of vehicles at N = 600 time slots. In this
figure, we assume that vehicle 1 and vehicle 2 start their
path at (x1[0], y1[0]) = (700,300) and (x2[0], y2[0]) = (702, 0),
respectively. We can see that for the sum-rate problem, because
two vehicles have similar distances to the UAV at initial time
slots, OMA has close sum-rate performance with NOMA.
Hence, our dynamic scheme selects OMA because of its lower
decoding complexity. The channels of vehicles to UAV are
degraded at middle and final time slots which leads to superior
sum-rate performance of NOMA in comparison to OMA. Our
dynamic scheme selects NOMA mode for these time slots.
In this figure, we can also see the percentage of operation
modes (i.e., OMA or NOMA modes) versus superiority rate
(RS
th
). We see that by increasing RS
th
, the proposed dynamic
scheme selects OMA scheme at more time slots. This leads
to less complexity (due to lack of SIC at OMA scheme) at
vehicles with compromising more sum-rate. We can also see
that min-rate of OMA is superior to NOMA. Fig. 6b shows
the achievable rates of each vehicle at N = 600 time slots.
For the sum-rate problem, the rates of vehicles in the initial
time slots are much better than in the final time slots, and this
is due to the existence of better communication links. In the
min-rate problem, the rates of the two vehicles are identical at
all of the time slots in order to have fairness. Note that OMA
mode is applied for the min-rate problem.
Fig. 7 indicates the average sum-rate and min-rate of
vehicles versus transmit power for the sum-rate (P1) and min-
rate (P2) problems, respectively. We assumed that both the
BS and UAV have the same transmit power. Fig. 7a shows
the sum-rate of vehicles averaged over N = 600 time slots.
In Fig. 7a, one can see that when vehicles are close to each
other at their default paths, less gain is achieved by applying
NOMA rather than OMA. This observation matches with
the results of Proposition 1. In Fig. 7a, we also assume a
scenario that vehicle 1 and vehicle 2 are in two different
streets and they start their path at (x1[0], y1[0]) = (600, 0)
and (x2[0], y2[0]) = (900, 0), respectively. One can see that
we obtain more gain from NOMA in comparison to OMA
in this case. We can also see that the proposed dynamic
NOMA/OMA scheme has the same sum-rate performance
with NOMA. Note that proposed dynamic NOMA/OMA has
less decoding complexity than NOMA. We also see the case
where the BS-to-UAV link is worse than the UAV-to-vehicle
links. We assume that the UAV is located at a fixed position
(650,500) in order to have weak channel with the BS. We
also assume that the vehicles move along two different streets.
We can see that, matching with Proposition 1, in spite of the
big difference between channels of vehicles and because of
weak links between the BS and UAV, the NOMA and OMA
schemes has a close sum-rate performance. Fig. 7b shows the
min-rate of vehicles during all N time slots. We can see that
OMA has better performance than NOMA at the high SNR
regime which matches with the results of Proposition 2. We
can also see the min-rate of vehicles with the NOMA scheme
for the case where only the power allocation or trajectory of
the UAV is optimized. We see that the min-rate of these cases
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Fig. 7: Sum-rate and min-rate of vehicles versus transmit
power with NOMA/OMA.
is worse than the case where both trajectory and power are
optimized. In the NOMA scheme, interference of the strong
vehicle over the weak vehicle leads to saturation of the weak
vehicle rate at the high SNRs. Hence, we see that the min-rate
of the fixed power allocation case tends to a fixed value by
increasing transmit power.
Fig. 8 shows the optimized trajectory of the UAV and the
path of vehicles at N = 600 time slots for different scenarios.
In Fig. 8a, one can see two dimensional evolution of the
UAV trajectory for the min-rate problem at different iterations
of proposed algorithm. At the converged trajectory, the UAV
goes forward to be close to the vehicles at middle time slots.
This causes fairness in rates of vehicles between initial and
middle time slots. Then, the UAV goes up to follow vehicles
and provide fair rates for final time slots. Fig. 8b indicates
the trajectory of UAV for different scenarios of the sum-rate
problem. For the case that initial and final locations of UAV
flight are the same (i.e., (xs, ys) = (x f , y f ) = (200,300)), the
UAV flies many time slots over the line x = 356 m in which
vehicles have better sum-rate. We can see the trajectory for
the case where the initial and final locations of the UAV are
different points (xs, ys) = (200,300) and (x f , y f ) = (550,550),
respectively. With these locations and velocity v = 30 m/s, the
UAV is interested in spending more time slots over the line
x = 356 m. We also solved the deployment problem for the
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Fig. 8: Trajectory of the UAV for different scenarios. (a)
Evolution of UAV trajectory at the min-rate problem. (b)
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points of flight are not predefined, and for two different
velocities of the UAV, i.e., v = 0, 30 m/s.
UAV which is equivalent to the special case of the sum-rate
problem where the UAV has no constraint for initial or final
locations and its velocity is v = 0 m/s. In this case, the optimal
point for deploying the UAV is (xopt, yopt) = (354, 264) which
is on the line x = 354 m. In Fig. 8b we depicted the trajectory
of the UAV for the case where the UAV has no predefined
initial or final location. At this case, the UAV only flies over
the line x = 354 m following vehicles. This shows that in
contrast to a fixed user case in which the UAV hovers over
the best deployment location, in vehicular networks, the UAV
tends to follow the vehicles to make the best performance.
Finally, one can see the trajectory of the UAV when the UAV
has to start its flight from a predefined location. In this case,
the UAV goes to the line x = 356 m and flies over this line
towards vehicles.
Fig. 9 indicates the allocated power with the dynamic
NOMA/OMA scheme for each vehicle at the BS and UAV
during the flight time. We can see these allocated powers for
the sum-rate and min-rate problems with default parameters
at Fig. 9a. For the min-rate problem, it is clear that in order
to have fair rates among different time slots, the UAV and BS
consume much power at final time slots in which vehicles are
far from the UAV. We can also see power allocation for the
sum-rate problem in this figure. For the first time slots, due to
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Fig. 9: Power allocation for the vehicles and the UAV with
dynamic NOMA/OMA. (9a) Min-rate and sum-rate problems
with default parameters. (9b) Sum-rate problem with static
relaying and the case where the UAV has no constraint for its
final location.
establishing good links between the UAV and vehicles, more
power is allocated to UAV to increases the sum-rate. Fig. 9b
shows power allocation for the sum-rate problem with different
scenarios. For the case where there is no constraint for the
final location of the UAV, the UAV consumes more power at
initial time slots because at these time slots the vehicles are
close to the UAV. We also depicted the allocated power for
the static case in which the UAV has deployed at the optimal
position (xopt, yopt) = (354, 264). We see in Fig. 9b that the BS
consumes more power at initial time slots. The reason is that
at these time slots UAV-to-vehicle channels have better links
and by allocating more power at the BS, better sum-rate can
be achieved by the whole system.
VII. CONCLUSION
In this paper, power allocation and trajectory planning of a
drone assisted NR-V2X network with dynamic NOMA/OMA
has been investigated. We showed that in a two-user network
with a dedicated AF relay, NOMA always has better or equal
sum-rate performance in comparison to OMA at high SNR
regime. Due to the complexity of SIC decoding at NOMA, we
proposed a dynamic NOMA/OMA scheme in which the OMA
mode is selected when applying NOMA has only negligible
gain. We have formulated two optimization problems which
maximize the sum-rate and min-rate of the two vehicles.
These optimization problems were not convex, and hence we
applied the AO and SCA methods to find power allocation and
trajectory of the UAV separately. Simulation results showed
that the proposed dynamic scheme can achieve less decoding
complexity in comparison to NOMA with a negligible sum-
rate compromise.
APPENDIX A
PROOF OF LEMMA 1
In order to prove that f is convex, we calculate its first and
second order derivatives as
∇ f =
[
∂ f
∂x
∂ f
∂y
]
=
[
−(a+cy)
u2
−(b+cx)
u2
]
, (39)
∇2 f =
[
∂ f 2
∂x2
∂ f 2
∂y∂x
∂ f 2
∂x∂y
∂ f 2
∂y2
]
=
1
u3
[
2(a + cy)2 v
v 2(b + cx)2
]
, (40)
where u = ax + by + cxy + d and v = acx + cby +
c2xy + 2ab − cd. In order to show that function f is a
convex function, we must prove that ∇2 f is a positive
definite matrix (i.e., t∇2 f tT > 0 for every nonzero vector
t = [t1 t2]). Performing some calculations leads to t∇
2 f tT =
2(a+cy)2t2
1
+2(b+cx)2t2
2
+2(acx+cby+c2xy+2ab−cd)t1t2
u3
. For writing the
numerator of this equation in the square form we must have
ab = cd. Then, we have
t∇2 f tT =
(t1(a + cy) + t2(b + cx))
2
+ (a + cy)2t2
1
+ (b + cx)2t2
2
u3
(41)
One can see that (41) is always positive for u = ax + by +
cxy + d > 0. For inverse proof, assuming ab = cd, we can
show function f as f (x, y) = 1
(( c
b
)x+1)(by+d)
. We know that the
function g(x, y) = 1
xy
is a convex function for xy > 0. On the
other hand, the composition of a function with a linear function
does not change convexivity. Hence, f (x, y) = g(( c
b
)x+1, by+
d) is a convex function for (( c
b
)x + 1)(by + d) > 0. Therefore,
the proof is completed.
APPENDIX B
PROOF OF PROPOSITION 3
Assuming ψr =
σ2
hr
=
σ2(x2+y2+h2)
β0
, ψi =
σ2
hi
=
σ2((x−xi )
2
+(y−yi )
2
+h2)
β0
for i = 1, 2, and replacing them in vehicle
SINR in (3), (4), (5), (6), and (8), the SINR of vehicle k equals
γmk =
pr pk
prψr + (p1 + p2)ψk + ψrψk
, (42)
for (k, m) = (1, 1), (k, m) = (2, 2),
γmk =
pr pk
prψr + (p1 + p2)ψk + ψrψk + pk′pr
, (43)
for (k, m) = (2, 1), (k, m) = (1, 2), and
γmk =
pr pk
prψr + pkψk + ψrψk
, (44)
for (k, m) = (1, 3), (k, m) = (2, 3), where k ′ shows the
vehicle other than vehicle k. Based on Lemma 1, in order to
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convert the SINRs (42), (43), and (44) to a convex function,
we have to add fixed terms (p1 + p2)pr , pkpr , and pkpr
to the denominators of these equations, respectively. Note
that these new SINRs are convex with respect to ψsr , ψr1,
and ψr2, though they are not convex with respect to X and
Y. We know that the first-order Taylor series expansion of
a convex function f (z) provides a global lower-bound, i.e.,
f (z) ≥ f (z0)+∇ f (z0)
T (z− z0). Considering this point that we
have a convex approximation of SINRs with respect to ψsr ,
ψr1, and ψr2, we can approximate them at each iteration l + 1
by their first-order Taylor series expansion around the solution
of previous iteration l. Therefore, at the SCA method, the
SINR of vehicle k at the (l+1)th iteration can be approximated
by γ
l+1,m
k,lb
≈ γl,m
k,lb
+ d
l,m
k,r
(ψl+1r −ψ
l
r )+ d
l,m
k,k
(ψl+1
k
−ψl
k
). It is clear
that γ
l+1,m
k,lb
is concave with respect to Xl+1 and Yl+1. Also, the
composition of a concave function with a logarithm function
is a concave function, and hence, R
l+1,m
k,lb
= log2(1 + γ
l+1,m
k,lb
)
is concave. Finally, note that due to applying first-order
expansion for a convex function, we have R
l+1,m
k
> R
l+1,m
k,lb
,
and due to the maximization of a concave function at each
iteration l, we have R
l+1,m
k,lb
> R
l,m
k,lb
. Considering this point that
Taylor expansion of a function around an initial point is exactly
equal to the value of the original function at that point (i.e.,
R
l,m
k,lb
= R
l,m
k
), we can conclude R
l+1,m
k
> R
l,m
k
. Hence, the rates
R
l,m
k
are non-decreasing with l and the proof is completed.
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