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Abstract
We investigate the large time behavior of an axisymmetric model for the 3D
Euler equations. In [22], Hou and Lei proposed a 3D model for the axisymmetric
incompressible Euler and Navier-Stokes equations with swirl. This model shares
many properties of the 3D incompressible Euler and Navier-Stokes equations.
The main difference between the 3D model of Hou and Lei and the reformulated
3D Euler and Navier-Stokes equations is that the convection term is neglected
in the 3D model. In [24], the authors proved that the 3D inviscid model can
develop a finite time singularity starting from smooth initial data on a rectangular
domain. A global well-posedness result was also proved for a class of smooth
initial data under some smallness condition. The analysis in [24] does not apply to
the case when the domain is axisymmetric and unbounded in the radial direction.
In this paper, we prove that the 3D inviscid model with an appropriate Neumann-
Robin boundary condition will develop a finite time singularity starting from
smooth initial data in an axisymmetric domain. Moreover, we prove that the 3D
inviscid model has globally smooth solutions for a class of large smooth initial
data with some appropriate boundary condition.
1 Introduction
Whether the 3D incompressible Navier-Stokes equations can develop a finite time sin-
gularity from smooth initial data with finite energy is one of the most challenging
questions in nonlinear partial differential equations [14]. There have been many pre-
vious studies devoted to this challenging question, see e.g. [7, 5, 9, 11, 12, 6] and two
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recent review articles [1, 8]. There have been a number of attempts to investigate pos-
sible finite time singularity formation of the 3D Euler equations numerically, see e.g.
[16, 27, 3]. So far, the numerical evidence for a finite time blow-up is not yet conclusive
[19, 18, 17].
Global regularity results for the 3D Navier-Stokes equations have been obtained
using energy estimates under some smallness assumption on the initial data [26, 29, 25].
It is well known that the convection term does not play an essential role in energy
estimates due to the incompressibility of the velocity field. Thus, it is not clear how
convection may contribute to global well-posedness of the 3D incompressible Navier-
Stokes equations.
In [21], Hou and Li investigated the stabilizing effect of convection via an exact 1D
model. They found that the convection term plays an essential role in canceling the
destablizing vortex stretching terms in this 1D model. This observation enabled them
to obtain a pointwise estimate via a Liapunov function which controls the dynamic
growth of the derivative of vorticity. Motivated by the work of [21], Hou and Lei
further investigated the role of convection by constructing the following 3D model of
the axisymmetric Navier-Stokes equations with swirl [22]:
∂tu = ν
(
∂2r +
3
r
∂r + ∂
2
z
)
u+ 2u∂zψ,
∂tω = ν
(
∂2r +
3
r
∂r + ∂
2
z
)
ω + ∂z(u
2),
−(∂2r + 3r∂r + ∂2z)ψ = ω.
(1.1)
When ν = 0, we refer to the above model as the 3D inviscid model. This model
derived by using a reformulated Navier-Stokes equations in terms of a set of new
variables (u, ω, ψ) = (uθ, ωθ, ψθ)/r, where r =
√
x21 + x
2
2, u
θ is the angular velocity,
ωθ the angular vorticity, and ψθ the angular stream function, see [21, 22]. The only
difference between this 3D model and the reformulated Navier-Stokes equations is that
we neglect the convection term in the model. This new 3D model shares several well
known properties of the full 3D Euler or Navier-Stokes equations [22]. These include
an energy identity for smooth solutions, an artificial incompressible constraint, a non-
blowup criterion of Beale-Kato-Majda type [2], a non-blowup criterion of Prodi-Serrin
type [30, 31], and a partial regularity result for the model [23], which is an analogue of
the Caffarelli-Kohn-Nirenberg theory [4, 28] for the full Navier-Stokes equations.
Despite the striking similarity at the theoretical level, this 3D model seems to have
a very different behavior from that of the Euler or Navier-Stokes equations. Numerical
study in [22] seems to suggest that the model develop a potential finite time singularity
from smooth initial data with finite energy. However, the mechanism that leads to the
singular behavior of the 3D model seems to be destroyed when the convection term is
added back to the model. In a recent paper [24], Hou, Shi and Wang proved rigorously
that the inviscid model can indeed develop a finite time singularity for a class of smooth
initial data with some Neumann-Robin boundary condition. Moreover, they proved a
global well-posedness result for a class of small smooth initial data. The analysis in [24]
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was carried out for a rectangular domain, which does not apply to the axisymmetric
domain considered in this paper.
In this paper, we prove that the 3D inviscid model with some appropriate boundary
conditions of Neumann-Robin type can develop a finite time singularity starting from
smooth initial data on a bounded or an unbounded exterior axisymmetric domain.
Moreover, we obtain a global well-posedness result for a class of large smooth initial
data under some Dirichlet boundary condition.
Our analysis in this paper is similar in spirit to that of [24]. However, there are
several new ingredients in this work. The first one is that our blowup result applies
to a bounded or unbounded exterior domain in the axisymmetric geometry. The local
well-posedness of the 3D model with a boundary condition of the Neumann-Robin
type is more complicated than the case considered in [24] and involves the use of the
modified Bessel function. The second ingredient is to construct a special positive test
function that satisfies several requirements. In the case of a bounded domain, we use
the first eigenfunction of the Laplacian operator with homogeneous Dirichlet boundary
condition. In the case of an unbounded exterior domain, a positive and decaying
eigenfunction of the Laplacian operator does not exist. This requires us to relax the
constraints on the test function. The third ingredient is an improved estimate which
enables us to establish the global regularity of the 3D inviscid model for a class of
initial boundary value problem with large initial data.
The paper is organized as follows: In Section 2 we will state our main results and
present our main ideas of their proofs. Section 3 is devoted to proving the finite time
singularity of the 3D inviscid model. In Section 4 we present our global well-posedness
result. Finally, we prove the local well-posedness of the initial boundary value problem
in Section 5.
2 Main Results
In this section we set up our problem and state our main results. First of all, let
us recall that the 3D model (1.1) is formulated in terms of a set of new variables
u = u
θ
r
, ω = ω
θ
r
, ψ = ψ
θ
r
. Due to this change of variables, the original three-dimensional
Laplacian operator for ψθ has been changed into a five-dimensional Laplacian operator
for ψ in the axisymmetric cylindrical coordinate in (1.1). Thus we can reformulate our
3D inviscid model in the three-dimensional axisymmetric cylindrical domain
D(γ1, γ2) = {(x1, x2, z) ∈ R3 : γ1 ≤ r =
√
x21 + x
2
2 < γ2; 0 ≤ z ≤ 1}
as a five-dimensional problem in the axisymmetric cylindrical domain
Ω(γ1, γ2) = {(x1, · · · , x4, z) ∈ R5 : γ1 ≤ r =
( 4∑
j=1
x2j
) 1
2 < γ2; 0 ≤ z ≤ 1} .
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It is much more convenient to perform the well-posedness and the finite time blow-up
analysis for our 3D model in the five-dimensional setting. In the remaining part of the
paper, we will carry out our analysis in this axisymmetric five-dimensional domain.
Denote
Sexterior ≡
{
β > 0 | β 6= k
∫∞
0
e−k cosh(θ) cosh2(θ)dθ∫∞
0
e−k cosh(θ) cosh(θ)dθ
, ∀k ∈ Z+
}
. (2.1)
Now we are ready to state the first result of this paper which is concerned with the local
well-posedness of classical solutions to the 3D inviscid model with a Neumann-Robin
type boundary condition on the exterior domain Ω(1,∞).
Theorem 2.1. Let Sexterior be defined in (2.1) and β ∈ Sexterior. Consider the initial-
boundary value problem of the 3D model (1.1) with the initial data
u0 ∈ H3(Ω(1,∞)), ψ0 ∈ H4(Ω(1,∞)), (2.2)
u20 > 0 for z 6= 0 and z 6= 1, u0|z=0 = u0|z=1 = 0 (2.3)
and the Neumann-Robin type boundary condition
(ψr + βψ)|r=1 = 0, ψz|z=0 = ψz|z=1 = 0. (2.4)
Then there exists a unique smooth solution (u, ψ) to the 3D inviscid model with the
initial data (2.2)-(2.3) and the boundary condition (2.4) on [0, T ) for some T > 0.
Moreover, we have
u ∈ C([0, T ), H3(Ω(1,∞))), ψ ∈ C([0, T ), H4(Ω(1,∞))). (2.5)
The proof of Theorem 2.1 relies on an important property of the elliptic operator
with the mixed Neumann-Robin type boundary condition. Note that the boundary
condition in (2.4) is not the third type. To recover the standard elliptic regularity
estimate, we need to study the spectral property of the differential operator which
requires that β ∈ Sexterior. We remark that the local well-posedness analysis for (1.1)
with a mixed Dirichlet-Robin boundary condition has been established in [24] where
the non-standard boundary condition is imposed on the axial direction. Here our
non-standard boundary condition is imposed on the radial direction. The local well-
posedness in such case involves the use of modified Bessel function and is more involved.
The proof of Theorem 2.1 will be deferred to Section 5.
Next, we state the finite time blowup result of the exterior problem (1.1), (2.2),(2.3)
and (2.4).
Theorem 2.2. Suppose that all the assumptions in Theorem 2.1 are satisfied. Let
β ≥ 2 + 2
√
1 + pi
2
4
, α = β
2
and
φ(r, z) = θ(r) sin(piz), θ(r) = e−αr
2
, Φ(r, z) = φrr +
3
r
φr + φzz. (2.6)
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Then the solution of the 3D inviscid model will develop a finite time singularity in the
H3 norm provided that∫ 1
0
∫ ∞
1
Φ log(u20)r
3drdz > 0,
∫ 1
0
∫ ∞
1
Φψ0zr
3drdz > 0 (2.7)
and ∫ 1
0
∫ ∞
1
∂zψ0Φr
3drdz
)2
≥ 16
c0
(∫ 1
0
∫ ∞
1
(log u20)Φr
3drdz
)3
, (2.8)
where c0 is a positive constant defined in (3.14).
The proof of Theorem 2.2 is in spirit similar to that of Theorem 1.1 in [24]. The
main ingredient here is to construct a special positive test function which meets our
requirements on the unbounded domain case. In [24], the authors can take the product
of sine functions in the x − y domain as a testing function since the domain is a
rectangular domain. In the case of a unbounded exterior domain in the axisymmetric
geometry, a positive and decaying eigenfunction does not seem to exist. This requires
us to relax the constraints on the test function. We will present the details of the proof
of Theorem 2.2 in Section 3.
Remark 2.3. We remark that similar results in Theorem 2.1 and 2.2 are also true
in the bounded domain case Ω(0, 1). We will not present this result here. A more
interesting result would be to obtain a similar result for the case of Ω(0,∞) with an
initial boundary condition whose energy is conserved in time. This would require a
different technique. We will report it in a forthcoming paper.
In Theorem 1.1 of [24], the authors proved the finite time singularity of the 3D
inviscid model in a rectangular domain. Their Robin boundary condition is imposed
on the axial boundary z = 1. Our next theorem extends their result to the case of a
bounded axisymmetric domain Ω(0, 1).
Let (λk, θk(r)) be the eigenvalue-eigenfunction pair of the following Dirichlet eigen-
value problem: {
−(∂2r + 3r∂r)θk = λkθk, r ∈ [0, 1),
θk|r=1 = 0.
(2.9)
Define
Sinterior ≡ {β > 0 | β 6= λk, β 6=
√
λk(e
√
λk + e−
√
λk)
e
√
λk − e−√λk for all k = 1, 2, · · · }, (2.10)
and
φ(r, z) =
e−α(z−1) + eα(z−1)
2
θ1(r). (2.11)
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Moreover, we assume that α, β satisfy
0 < α <
√
λ1, β =
λ1
α
eα − e−α
eα + e−α
>
√
λ1
(
e
√
λ1 + e−
√
λ1
e
√
λ1 − e−√λ1
)
. (2.12)
We can prove the following local-well-posedness and finite time blow-up results.
Theorem 2.4. (A) Local well-posedness. Let Sinterior be defined in (2.10) and β ∈
Sinterior. Consider the initial-boundary value problem of the 3D model (1.1) with the
initial data
u0 ∈ H3(Ω(0, 1)), ψ0 ∈ H4(Ω(0, 1)), u0|z=0 = u0|z=1 = 0 (2.13)
and the Dirichlet-Robin type boundary condition
ψ|r=1 = ψ|z=1 = 0, ψz + βψ|z=0 = 0. (2.14)
Then there exists a unique smooth solution (u, ψ) to the 3D inviscid model with the ini-
tial data (2.13) and the boundary condition (2.14) on [0, T ) for some T > 0. Moreover,
we have
u ∈ C([0, T ), H3(Ω(0, 1))), ψ ∈ C([0, T ), H4(Ω(0, 1))). (2.15)
(B) Finite time blow-up. Suppose (2.12) is satisfied and u20 > 0 for 0 < z < 1. If u0
and ψ0 satisfy ∫ 1
0
∫ 1
0
(log u20)φr
3drdz > 0,
∫ 1
0
∫ 1
0
ψ0zφr
3drdz > 0,
and (∫ 1
0
∫ 1
0
∂zψ0φr
3drdz
)2
≥ 1
c1
(∫ 1
0
∫ 1
0
(log u20)φr
3drdz
)3
,
for some absolute constant c1 > 0, then the solution of the 3D inviscid model will
develop a finite time singularity in the H3 norm.
The local well-posedness of the initial-boundary value problem for 3D model in
Theorem 2.4 can be carried out using almost the same argument as that in [24] by
replacing the first eigenfunction sin pix1 sin pix2 sin pix3 sin pix4 of the rectangular domain
by the first eigenfunction φ1(x) of the unit ball in R
4. The finite time blow-up result
can be proved in exactly the same way as in [24]. Since the analysis is essentially the
same as that in [24], we will omit the proof of Theorem 2.4 in this paper.
The last theorem extends the global existence result in Theorem 6.1 in [24] to
the axisymmetric domain Ω(0, 1). The most interesting aspect of this result is that
the initial condition can be made as large as we wish in the Sobolev space. This is
achieved by effectively imposing a sufficiently large negative boundary condition for
∂zψ|∂Ω(0,1) = −M with M being a large positive constant.
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Theorem 2.5. Let M > 0 an arbitrarily large constant and s ≥ 3. Assume that
u0 ∈ Hs(Ω(0, 1)), ψ0 ∈ Hs+1(Ω(0, 1)) with u0(r, 0) = u0(r, 1) = 0 and ψ0|r=1 = −Mz,
∂zψ0|z=0 = ∂zψ0|z=1 = −M . Then the 3D inviscid model with the initial and boundary
data
u(0, ·) = u0(·), ψ(0, ·) = ψ0(·), (2.16)
and
ψ(t, 1, z) = −Mz, ∂zψ(t, r, 0) = ∂zψ(t, r, 1) = −M (2.17)
admits a unique global smooth solution (u, ψ) with u ∈ C([0,∞);Hs(Ω(0, 1))), ψ ∈
C
(
[0,∞);Hs+1(Ω(0, 1))) provided that
‖∇∂zψ0‖Hs−1 ≤M/(8C2s ), ‖u20‖Hs ≤ M2/(4C3s ), (2.18)
where Cs is an absolute positive constant depending on s and Ω only. Moreover, we
have
‖u(t)2‖Hs(Ω(0,1)) ≤ Cs‖u20‖Hs(Ω(0,1))e−2Mt, (2.19)
and
‖∇∂zψ‖Hs−1(Ω(0,1)) ≤ ‖∇∂zψ0‖Hs−1(Ω(0,1)) + Cs
2M
‖u20‖Hs(Ω(0,1)). (2.20)
We will present the proof of Theorem 2.5 in Section 4.
3 Finite Time Singularity in the Exterior Domain
In this section, we present the proof of Theorem 2.2, which shows that the 3D inviscid
model develops a finite time singularity in the exterior domain.
Proof of Theorem 2.2. We will prove Theorem 2.2 by contradiction, as in [24]. By
the local well-posedness result, we know that the initial boundary value problem of the
3D inviscid model has a unique solution u ∈ H3(Ω(1,∞)) and ψ ∈ H4(Ω(1,∞)) for
0 ≤ t ≤ T for some T > 0. Let Tb be the largest time for which our 3D inviscid model
has a unique smooth solution u ∈ H3(Ω) and ψ ∈ H4(Ω) for 0 ≤ t < Tb. We will prove
that Tb <∞. Suppose that Tb =∞. Then we have
u ∈ C([0,∞), H3(Ω(1,∞))), ψ ∈ C([0,∞), H4(Ω(1,∞))). (3.1)
We will prove that (3.1) would lead to a contradiction.
Define φ and Φ as in Theorem 2.2. By a straightforward calculation, we have
Φ(r, z) = [4α2r2 − (8α+ pi2)]φ(r, z). (3.2)
For α ≥ 1 +
√
1 + pi
2
4
, it is easy to get that
4α2r2 − (8α+ pi2) ≥ 4α2 − (8α + pi2) ≥ 0 for r ≥ 1.
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Consequently, we have
Φ(r, z) ≥ 0 for 1 ≤ r, 0 ≤ z ≤ 1. (3.3)
On the other hand, due to the boundary condition on the initial data u0 in (2.3), one
can use the first equation in (1.1) with ν = 0 to solve u:
u2(t, r, z) = u20(r, z) exp{4
∫ t
0
∂zψ(s, r, z)ds} for z 6= 0, 1.
Hence, by continuity, as long as the solution is smooth, one also has
u(t, r, 0) = u(t, r, 1) = 0. (3.4)
Multiplying the second equation in (1.1) with ν = 0 by φz and integrating over
Ω(1,∞), we have
−
∫ 1
0
∫ ∞
1
(∂2r +
3
r
∂r + ∂
2
z )ψtφzr
3drdz =
∫ 1
0
∫ ∞
0
∂zu
2φzr
3drdz. (3.5)
On one hand, using (3.4) and performing integration by parts, we get∫ 1
0
∫ ∞
1
∂zu
2φzr
3drdz = −
∫ 1
0
∫ ∞
1
u2∂2zφr
3drdz = pi2
∫ 1
0
∫ ∞
1
u2φr3drdz. (3.6)
On the other hand, using the boundary condition (2.4) and performing integration by
parts, we obtain by noting that θr(1) + βθ(1) = 0 that
−
∫ 1
0
∫ ∞
1
(∂2r +
3
r
∂r + ∂
2
z )ψtφzr
3drdz (3.7)
=
d
dt
∫ 1
0
(ψrφz − ψ∂2rzφ)|r=1dz −
d
dt
∫ 1
0
∫ ∞
1
ψ(∂2r +
3
r
∂r)φzr
3drdz
+
d
dt
∫ 1
0
∫ ∞
1
ψz∂
2
zφr
3drdz
= piθ(1)
d
dt
∫ 1
0
(cospiz)
(
ψr + βψ
)|r=1dz + d
dt
∫ 1
0
∫ ∞
1
ψzΦr
3drdz
=
d
dt
∫ 1
0
∫ ∞
1
ψzΦr
3drdz. (3.8)
Combining (3.7) with (3.5)-(3.6) gives
d
dt
∫ 1
0
∫ ∞
1
ψzΦr
3drdz = pi2
∫ 1
0
∫ ∞
1
u2φr3drdz. (3.9)
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Multiplying the first equation in (1.1) with ν = 0 by Φ and integrating on Ω(1,∞)
yield
d
dt
∫ 1
0
∫ ∞
1
(log u2)Φr3drdz = 4
∫ 1
0
∫ ∞
1
ψzΦr
3drdz. (3.10)
Since
∫ 1
0
∫∞
1
∂zψ0Φr
3drdz > 0, we conclude from (3.9) that∫ 1
0
∫ ∞
1
ψzΦr
3drdz > 0 for all t ≥ 0. (3.11)
It follows form (3.10)-(3.11) and the condition
∫ 1
0
∫∞
1
(log u20)Φr
3drdz > 0 that∫ 1
0
∫ ∞
1
(log u2)Φr3drdz > 0 for all t ≥ 0. (3.12)
Consequently, we obtain by using (3.2) and (3.12) that(∫ 1
0
∫ ∞
1
(log u2)Φr3drdz
)2
≤
(∫ 1
0
∫ ∞
1
(log+ u2)Φr3drdz
)2
(3.13)
≤ 4
(∫ 1
0
∫ ∞
1
|u|Φr3drdz
)2
≤ 4
∫ 1
0
∫ ∞
1
|u|2φr3drdz
∫ 1
0
∫ ∞
1
(Φ
φ
)2
φr3drdz
≤ 8c0pi
2
3
∫ 1
0
∫ ∞
1
|u|2φr3drdz,
where c0 is defined by
c0 =
3
2pi2
∫ 1
0
∫ ∞
1
(
4α2r2 − (8α + pi2))2φr3drdz <∞. (3.14)
Using (3.9), (3.10) and (3.13), we get
d2
dt2
∫ 1
0
∫ ∞
1
(log u2)Φr3drdz = 4pi2
∫ 1
0
∫ ∞
1
u2φr3drdz (3.15)
≥ 3
2c0
( ∫ 1
0
∫ ∞
1
(log u2)Φr3drdz
)2
.
Let
Y (t) ≡
∫ 1
0
∫ ∞
1
(log u2)Φr3drdz . (3.16)
Then (3.15) implies
Y ′′(t) ≥ 3
2c0
Y (t). (3.17)
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It follows from (3.10)-(3.11) that Y ′(t) > 0. Multiplying (3.17) by Y ′(t) and integrating
in time from 0 to t, we get(
Y ′(t)
)2
≥
(
Y ′(0)
)2
− 1
c0
Y (0)3 +
1
c0
Y (t)3
=
(
4
∫ 1
0
∫ ∞
1
∂zψ0Φr
3drdz
)2
− 1
c0
(∫ 1
0
∫ ∞
1
(log u20)Φr
3drdz
)3
+
1
c0
Y (t)3 .
The condition (2.8) implies (
Y ′(t)
)2
≥ 1
c0
Y (t)3. (3.18)
Since Y ′(t) > 0, it is easy to solve (3.18) to conclude that∫ 1
0
∫ ∞
1
(log u2)Φr3drdz ≥ 4c0
∫ 1
0
∫∞
1
(log u20)Φr
3drdz(
2
√
c0 − t
√∫ 1
0
∫∞
1
(log u20)Φr
3drdz
)2 . (3.19)
Note that (3.2) gives
Φ(r, z) = [4α2r2 − (8α+ pi2)]φ(r, z) = [4α2r2 − (8α+ pi2)]e−αr2 sin(piz). (3.20)
Since r ≥ 1, it is easy to show that Φ satisfies
0 ≤ Φ(r, z) ≤ 4α2r2e−αr2 ≤ 4α2e−α, r ≥ 1. (3.21)
Thus, we have ∫ 1
0
∫ ∞
1
(log u2)Φr3drdz ≤
∫ 1
0
∫ ∞
1
(log+ u2)Φr3drdz (3.22)
≤ 4α2e−α
∫ 1
0
∫ ∞
1
u2r3drdz.
Combining (3.19) with (3.22) gives
4α2e−α
∫ 1
0
∫ ∞
1
u2r3drdz ≥ 4c0
∫ 1
0
∫∞
1
(log u20)Φr
3drdz(
2
√
c0 − t
√∫ 1
0
∫∞
1
(log u20)Φr
3drdz
)2 . (3.23)
On one hand, we have
∫ 1
0
∫∞
1
u2r3drdz < ∞ for all times by (3.1). On the other
hand, the right hand side of (3.23) will blow up as t → 2
√
c0√∫
1
0
∫
∞
0
(log u2
0
)Φr3drdz
. This is
clearly a contradiction. This contradiction implies that the assumption (3.1) can not
be valid and the solution must blow up in a finite time in the H3 norm no later than
T ∗ =
2
√
c0√∫
1
0
∫
∞
0
(log u2
0
)Φr3drdz
. This completes the proof of Theorem 2.2.
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4 Global Regularity with Large Data
This section is devoted to proving Theorem 2.5.
Proof of Theorem 2.5. First of all, the local well-posedness of the initial boundary
value problem can be established by using an argument similar to that of [24]. Now let
us assume that (u, ψ) is a local smooth solution satisfying boundary condition (2.17)
such that u ∈ C([0, T );Hs(Ω(0, 1))), ψ ∈ C([0, T );Hs+1(Ω(0, 1))) for some T > 0. We
are going to show that T =∞.
Denote by
v˜ = −∂zψ, u˜ = u2.
It is easy to see that
v˜ ∈ C([0, T );Hs(Ω(0, 1))), u˜ ∈ C([0, T );Hs(Ω(0, 1))).
Differentiating the second equation in (1.1) with ν = 0 with respect to z, we get
(∂2r +
3
r
∂r + ∂
2
z )∂tv˜ = ∂
2
z u˜.
Note that ∂tv˜|∂Ω(0,1) = 0. We define g ≡ ∆−15 f as the solution of the Laplacian equation
with the homogeneous Dirichlet boundary condition:
(
4∑
i=1
∂2xi + ∂
2
z )g = f, g|∂Ω(0,1) = 0, ∀f ∈ L2(Ω(0, 1)).
Then, we can reformulate the 3D inviscid model as follows:{
u˜t = −4u˜v˜,
v˜t = ∆
−1
5 ∂
2
z u˜.
Note that the boundary condition in (2.17) implies that
v˜|∂Ω(0,1) =M.
If we further denote
v = v˜ −M, (4.1)
we obtain an equivalent system for u˜ and v:
u˜t = −4Mu˜ − 4u˜v, (4.2)
vt = ∆
−1
5 ∂
2
z u˜, (4.3)
v|∂Ω(0,1) = 0. (4.4)
Recall the following well-known Sobolev inequality [15]. Let u, v ∈ Hs(Ω) with
s > n/2 (n is the dimension of Ω). We have
‖uv‖Hs(Ω) ≤ Cs‖u‖Hs(Ω)‖v‖Hs(Ω). (4.5)
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We will also use the Poincare´ inequality [13]:
‖v‖Hs(Ω) ≤ Cs‖∇v‖Hs−1(Ω) , (4.6)
if v|∂Ω(0,1) = 0. Here Cs is an absolute positive constant depending on s and Ω only.
Taking the Hs norm to the both sides of (4.2) and using (4.5)-(4.6), we obtain
d
dt
‖u˜‖Hs ≤ −4M‖u˜‖Hs + 4Cs‖u˜‖Hs‖v‖Hs (4.7)
≤ −4M‖u˜‖Hs + 4C2s‖u˜‖Hs‖∇v‖Hs−1
≤ (−4M + 4C2s‖∇v‖Hs−1)‖u˜‖Hs,
where we have used (4.4).
Next, we apply ∇ to the both sides of (4.3) and take the Hs−1-norm. We get
d
dt
‖∇v‖Hs−1 ≤ ‖∇∆−15 ∂2z u˜‖Hs−1 (4.8)
≤ ‖∆−15 ∂2z u˜‖Hs
≤ Cs‖∂2z u˜‖Hs−2 ≤ Cs‖u˜‖Hs,
where we have used the standard elliptic regularity estimate for ∆−15 .
By the local well-posedness result and the assumption on the initial condition (2.18),
we know that there exists a positive T > 0 such that we have
‖∇v(t)‖Hs−1 ≤ M
2C2s
, 0 ≤ t ≤ T. (4.9)
Let T ∗ be the largest time such that (4.9) holds. We will prove that T ∗ =∞. Suppose
T ∗ <∞. Substituting (4.9) into (4.7), we obtain
d
dt
‖u˜‖Hs ≤ −2M‖u˜‖Hs, 0 ≤ t < T ∗, (4.10)
which implies
‖u˜‖Hs ≤ ‖u˜0‖Hse−2Mt, 0 ≤ t < T ∗. (4.11)
Now substituting (4.11) into (4.8) yields
‖∇v‖Hs−1 ≤ ‖∇v0‖Hs−1 + Cs‖u˜0‖Hs
∫ t
0
e−2Msds (4.12)
≤ ‖∇v0‖Hs−1 + Cs
2M
‖u˜0‖Hs
≤ M
4C2s
<
M
2C2s
, 0 ≤ t < T ∗,
where we have used the condition (2.18). Since ‖∇v‖Hs−1 ≤ M4C2s <
M
2C2s
for t < T ∗
and ‖u˜‖Hs ≤ ‖u˜0‖Hse−2MT ∗ < ‖u˜0‖Hs for t < T ∗, we can use our a priori estimates
(4.7)-(4.8) to show that (4.9) remains valid for 0 ≤ t ≤ T ∗ + δ for some δ > 0. This
contradicts with the assumption that T ∗ is the largest time such that (4.9) holds. This
contradiction implies that T ∗ = ∞ and estimates (4.11)-(4.12) remain valid for all
times. This completes the proof of Theorem 2.5.
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5 Local Well-Posedness in the Exterior Domain
The local well-posedness theory of the initial-boundary value problem of the 3D model
(1.1) with (2.2) and (2.4) is based on the following lemma 5.1. Once the lemma is
proved, the proof can be carried out in exactly the same way as the local well-posedness
analysis presented in [24]. Hence, we will only present the proof of the lemma 5.1 in a
slightly modified domain with 1 < r <∞ and 0 < z < pi.
Lemma 5.1. For any given ω ∈ Hs−2(Ω(1,∞)) with s ≥ 2, there exists a unique
solution ψ ∈ Hs(Ω(1,∞)) to the boundary value problems{
−(∂2r + 3r∂r + ∂2z)ψ = ω, 1 < r, 0 < z < pi,
ψr + βψ|r=1 = 0, ψz|z=0 = ψz|z=pi = 0,
(5.1)
where β ∈ Sexterior is a constant. Furthermore, we have the following estimate:
‖ψ‖Hs(Ω(1,∞)) ≤ C‖ω‖Hs−2(Ω(1,∞)), (5.2)
where C is an absolute positive constant.
Proof. Let us decompose ψ = ψ(1) + ψ(2), where ψ(1) is the solution of the elliptic
equation with the following mixed Dirichlet-Neumann boundary condition:{
−(∂2r + 3r∂r + ∂2z)ψ(1) = ω, in Ω(1,∞),
ψ
(1)
z |z=0 = ψ(1)z |z=pi = 0, ψ(1)|r=1 = 0, ψ(1) → 0 as r →∞.
(5.3)
Then ψ(2) satisfies 
−(∂2r + 3r∂r + ∂2z)ψ(2) = 0, in Ω(1,∞),
[ψ
(2)
r + βψ(2)]|r=1 = −ψ(1)r |r=1,
ψ
(2)
z |z=0 = ψ(2)z |z=pi = 0.
(5.4)
The standard elliptic theory gives that ψ(1) ∈ Hs(Ω(1,∞)) and ‖ψ(1)‖Hs(Ω(1,∞)) ≤
‖ω‖Hs−2(Ω(1,∞)). It remains to show that the Neumann-Robin problem (5.4) is well-
posed.
Let us perform the cosine transform to (5.4) with respect to z variable, which gives{
−(∂2r + 3r∂r)ψ̂(2) + k2ψ̂(2) = 0,
[ψ̂
(2)
r + βψ̂(2)]|r=1 = −βψ̂(1)r (1, k),
(5.5)
where the cosine transform ·̂ is defined as:
ψ̂(2)(r, k) =
2
pi
∫ pi
0
ψ(2)(r, z) cos(kz)dz. (5.6)
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Let ψ̂(2)(r, k) = 1
r
f(rk, k). Then (5.5) can be written in terms of f as
k2
d2
dr2
f(rk) +
k
r
d
dr
f(rk)− (k2 + 1
r2
)f(rk) = 0,
which is equivalent to the following modified Bessel equation
r2f ′′(r, k) + rf ′(r, k)− (1 + r2)f(r, k) = 0.
The general solution of the modified Bessel equation with the decaying property as
r →∞ is given by modified Bessel function:
f(r, k) = C(k)K(r),
where K(r) is the modified Bessel function and can be represented in an integration
form as follows
K(r) =
∫ ∞
0
e−r cosh(θ) cosh(θ)dθ, K(r)→ 0 as r →∞.
In fact, we have 0 < K(r) ≤ c2r−1/2e−r as r →∞ for some positive constant c2. Thus,
the general solution of ψ̂(2)(k, r) is given by
ψ̂(2)(r, k) =
C(k)
r
K(rk). (5.7)
The boundary condition of ψ(2) in (5.5) can be used to determine C(k) as follows:
C(k) =
−βψ̂(1)(k, 1)
(β − 1)K(k) + kK ′(k) . (5.8)
Note that C(k) in (5.8) is well-defined for β ∈ Sexterior. The remaining part of the proof
is exactly the same as in [24]. We can show that ψ(2) will have the same regularity
property as ψ(1). This proves our lemma. We will omit the details here.
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