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Introduction 1.Preliminaries
Let X 1> X 2, ... ,X n , ... be mutually independent and identically distributed random variables with a common cdf F(t) = P{X S t} such that E[X+] = f% tdF(t) < 00, where R = (-00,00), R+ = [0, co). A positive observation cost e( E R++ = (0,00)) is incurred to the observation of each X n , n 2:: 1. If the observation process is stopped after Xn is observed, a reward Xn -ne is received When the cdf F is known precisely, an optimal stopping problem is to find a stopping time N which maximizes the expected reward E [XN -eN] . An integer valued random variable N is caJled a stopping time if, for each n, the event {N = n} is independent of X,,+l, X n +2,···. This is a typical example of the stationary stopping problem (cf. Chow, Robbins and Siegmund [1, p.!i6]), in which the optima.l stopping time N is necessarily of the form: to stop at N = min{n I Xn E: S} for some stopping set 5 c R, and 5 is stationary and of a control-limit-type {X 2:: x} or {X > x} for some x E R, where x is called a stopping level.f'or this, we define that a stopping level 1 (or x -0) means a stopping set {X > x} (or {X 2:: x}) respectively. For a.ny stopping level x and for any cdf F, we define an expected reward rjJ( x, F) = E[X N -eN] of the stopping problem by (1.1) .
J(x,oo) tdF(t) -c J(x,oo)(t -x)dF(t) -e "-(x F) -
where F(x) = 1 -F(x). Note that F(x) -+ 0 and cP --> -00 as x -;. 00 and that F(x) -;. 1 and rjJ -+ J1.F -c as x -+ -00 where J1.F = E[X] = fR tdP (t) . It means that to continue the observation process indefinitely gives us the reward -00 and to stop the process immediately gives us the reward J1.F -e.
1
By the assumption E[X+] < 00, using integration by parts, we have
i (t -x)dF(t) = -i (t -x)dP(t) = {0Cl P(t)dt = { (t -x)dF(t) ,
(X,OCl) (X,OCl) lx l [x,OCl) which is continuous in x. To handle this expectation, it is convenient to define TF(x),
2)
It has some useful properties, which can be obtained by the elementary analytica,l technique. Then we give Lemma 1 without proof. Lemma 1.
TF(X) is contjnuous, non-negative, convex and non-increasing function of x. It
satisfies that TF(X) 2: (J-LF .-x)+ for any x E R and that TF(X) --+00 as X-+ -ex., and TF(X) ---+ 0 as x --+00 . TF has a derivative a.e .. Moreover, ifTF(x) is positive at any point x, it is strictly decreasing at x. Now, redefining the expected reward rjJ(x, F) by (1.1') for any stopping level x and for any cdf F, we will have the optimal expected reward rjJ°(F) for any cdf F:
The right hand side of (1.4) changes the sign from + to -at most one time as x goes from -00 to +00. From Lemma 1, the equation TF(X) = c for any fixed c(c > 0) has a unique solution xO(F) ~f (TF )-l(C) , so that the set of optimal stopping levels xO(F) (which must contain the point xO(F)) of (1.3) is given by (1.5 ) Since the cdf F is right-continuous, this set is an interval of the form [a, b) . If the cdf F has a positive density in the neighborhood of xO(F), the set xO(F) contains only one point xO(F) i.e.,
xO(F) = {xO(F)}.
We have the optimal expected reward .p°(F),
where .p(A, F) means .p(x, F) for any x in a set A.
Let a = min{x I x E xO(F)} and b = sup{x I x E xO(F)}, then the set xO(F) of (1. 
will be derived for the following two classes :
are assumed to be known.
( In fact, the class F is so rich for the player 2 that the player 1 must stop immediately and may receive the reward of p, -c as the saddle value. In this case, the information of the value 0-2 is useless for the player 1.
To remove the non-interesting feature appearing in the game theoretic treatment in Section 3,
we shall continue the discussion about the more interesting class F = F(p" 0-2 , M) in Section 4. In this case, the information of the value 0-2 and M is useful for the player 1. The player 1 can receive the reward of p, + (0-2jM -c)+ -c as the saddle value which is greater than p, -c in Section 3.
Some Fundamental Lemmas
The general theory of a duality theorem is presented in the textbook by Ekeland and Teman [2, Chapter 4] . It is hardly difficult to obtain the condition of the existence of a saddle point for our stopping problem 4>( x, F). For an inventory problem where this condition is satisfied, we have derived a saddle point [4] . The following two propositions are used to check a candidate for a saddle point of 4>( x, F) on R x :F. 
is a saddle point of 4> and it holds that
xER FEF FEF xER
Moreover, the set of saddle points of 4> is of the form (x', F'), where x' c Rand F 5 
CF.
Before beginning our discussion, we shall establish some basic results for 4>( x, F), T F ( x) and the class :F .
Let a random variable X has a mean p, with a cdf FI-'(t), then the new random variable X -P, has the mean 0 with the cdf l"o(t) = FI-'(t + p,). The following Lemma 3 follows immediately from the definition (1.1) of 4>(x, F).
(2.4) Let G n be a discrete cdf which has n probability masses Pi, Pi > 0, a.t n points ti, i = 1,2, ... ,n.
respectively (L:i'=1 Pi = 1), i.e., it is represented as (2.6)
for any q, ° < q < 00. Then G 2 ( t; q) is the only two-point cdf which has the mean 0 and the variance (12. We shall calculate rjJu and the maximizing point (X U , FU) of the problem (2.9) by Proposition 3. 
H-P c H-P
---(7 --: : ; x ::; --+ (7 --, 0 < P < 1 .
P P P P
Putting q = )(1 -p)/p, 0 < q < 00, the upper bound of x(the right-hand side of (3.5)) is represented by the parameter q.
where the supremum is attained at q = (7/2c i.e., p = 4c
Then, we obtain the maximal bound rjJu.
(3.7)
Since the equality holds in two Schwartz inequalities (3.4) and (3.4'), from the remark of 
The minimax value 1>*
Second, we shall calculate the minimax value ~)* of (2.10) and the minimax-mizing point (x*,F*) E (x*,P).
From Lemma 6, T}(x) ;:: (-x)+ for all x E R. Then it holds that TF'(X) = (-x)+ ::; T}(x)
for x E (-00, -cl if a cdf F*, which has all the mass on [-c, (0), is contained in F. Since In particular, we can find the class 9; = 9;(0, (/2) of two-point cdf's in P from Lemma 5.
TF'(X)
=
(3.11')
It is easily shown that for any F* E F* it is optimal for the player 1 to stop the process immediately. That is, (3.12)
Theorem 2. For a class F(O, (/2) of cdf's, the m.inimax value </J* is -c by (3.10) and all the minimax-mizing points (x*,F*) E (x*,F*) are given by (3.11) and (3.12). In particular, tllere
The saddle value t/J$
Now, we shall derive the saddle value q;$ for t/J( x, F) in F = F(/.L, (}2). We have a candidate (x*, F*) for a set of saddle points (x$, F$) to be checked by Proposition 2. Since (x*, F*) includes (x$, F$) in general, we shall make an attempt to prove the inverse. From Theorem 2 it holds that t/J(x, F) = -c for all x E x* and all F E :1'*. Moreover, from (3.12), it holds that for any fixed x ft x*, t/J(x,F) s: -c for all F E F*. It suffices to prove for any fixed FE F, For FE F, F has the mean 0, so that F( -c) > 0 and
(-c,oc) (-oo,-cj
Thus, we have from (1.1),
This completes the proof. [l Hence, we have the main theorem in this chapter. immediately. In this case, the information of the value (}2 is useless for the player 1
If we consider the problem in the class 
The Class F(/-l, 0'2, M)
In this section, we shall derive the maximal bound t/Ju and the saddle value t/J5 in the more restrictive and interesting class F = F(O, (}2, M) (see (1.10» .
We calculate cp" and the maximizing point ( and G 2 (·; (7/ M), we have, from (2.8) and Lemma 6, If the observation cost c is a constant such that M ~ c ~ (72/ M, the equality cp* = (T} )-l( c) = -c is satisfied from (4.2) . In this case, the saddle value cp' and the saddle point (x', F') are the same ones given in Theorem 3, because the player 2 can choose a cdf GA·, M / (7) in this (72) . So that we confine our consideration 1.0 the case:
On the other hand, from (4.2) and (4.3), it holds that Hereafter, we consider the stopping problem cp( x, F) under the restriction of (4.4) and (4.5).
To begin with, we prepare the following three lemmas. 
Proof. Since J(t) = (t -ji,)Z is strictly convex, we have
The equality holds iff 
Lemma 7, the probability p of F is allotted to the points Xl and M without changing its mean O.
Let a cdf F' be 
Game for Optimal Stopping
Putting>. = (J2 j((J2 + ')'2), let us define 
Let us define F(n-H) E F and F(~+l) E F recursively by (4.7') and (4.8') with the subindexes (2) and (1) replaced by (n + 1) and (n) respectively (n 2: 1). The mass P(n+l) of 
From Lemma 7, the probability P of F is allotted to the point -M and x without changing its mean O. Let This set is not empty because x = -c is contained in it.
Remark on Lemmas 8 and 9. Lemmas mean the following: for any x E x~, if the player 1(he) decides his stopping level x, the player 2(she) may choose her cdf which has lIO probability on the interval (-M, x) U (le + c:, M) for an arbitrary small c: > 0, where her cdf converges to G~ (-; x) of (4.11) as c: goes to O. In this situation, his stopping set becomes {X E (x, x +c:] U {M} } for an arbitrary small c: > 0, i.e., {X E {M}} or {X E {x} U {M}}.
From the above remark, we have for any x E x~, 
