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We investigate further the concept of asymptotic connectivity as defined previously by the
first author. In particular, we prove the existence of, and compute an upper bound for, the
asymptotic connectivity of almost any regular hyperbolic tiling of the plane. Our results
indicate fundamental differences between hyperbolic (in the sense of Gromov) and non-
hyperbolic graphs.
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1. Introduction
In [1], the first author introduced the notion of asymptotic connectivity, offering a generalization of average connectivity
as defined by Beineke et al., in [2]. Both measures offer a description of the degree to which a graph is interconnected, the
latter applying only to finite graphs, the former to infinite ones.
Throughout we assume that G is connected and simple. First let G = (V , E) be such a finite undirected graph. For any
integer k we say that vertices u, v ∈ V are k-connected in G if there are at least k pairwise disjoint paths connecting u to v.
We then define the connectivity κG(u, v) (relative to G) of the unordered pair {u, v} by
κG(u, v) = max{k | u and v are k-connected}.
Clearly κG(u, v) = k if and only if k is the cardinality of any maximal collection of mutually disjoint paths in G connecting u
and v.
The average connectivity of G is then defined to be the average of the above statistic over all pairs of distinct vertices:
κ(G) = 1 |V |
2
−
u≠v
κG(u, v).
Let v0 ∈ V be chosen as a basepoint in the graph G. Given an integer n ≥ 0, let Bk(G, v0) = {v ∈ V | ρ(v0, v) ≤ k}
denote the ball of radius k centered at v0, where ρ : V × V → N ∪ {0} is the path metric on G. We may write simply Bk(v0)
or Bk when G and v0 are understood. We define the asymptotic connectivity of G relative to v0 by
κa(G, v0) = lim
k→∞ κ(Bk(G, v0)),
should this limit exist. Clearly if G is connected and finite, then κa(G, v0) = κ(G) for any choice of the basepoint.
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In [1] the first author developed relationships between asymptotic connectivity and the distribution of vertex degrees
in a given graph G. To be specific, let us say that G is weakly regular relative to v0 ∈ V (G) if there is a well-defined signature
function f : N→ [0, 1]with finite support such that
f (i) = lim
k→∞
|{v ∈ Bk(v0) | d(v) = i}|
|Bk(v0)| .
It is clear that if G is weakly regular relative to v0, then the asymptotic degree
da(v0) = lim
k→∞
1
|Bk(v0)|
−
v∈Bk(v0)
d(v)
exists. In [1], the first author proved the
Theorem 1.1. Let G be a one-ended amenable planar graph with bounded face length and bounded maximal degree. Then if G is
weakly regular relative to v0 ∈ V (G), κa(G) exists independently of the choice of basepoint and lies in [1, da(v0)]. Moreover,
(1) κa(G) = da(v0) if and only if G is essentially da(v0)-regular, in that
Prob(d(v) = da(v0)) = 1,
and
(2) if G has no cut vertices, then κa(G) ≥ 2.
Let d and f be integers, d, f ≥ 3, 1d + 1f ≤ 12 . Throughout we denote by G(d, f ) the infinite planar graph that is the
1-skeleton of the d-regular tiling of the plane by regular polygons with face length f . In case 1d + 1f = 12 , G(d, f ) gives one of
the three regular tilings of the Euclidean plane, and exhibits polynomial growth, so [1] applies. If 1d + 1f < 12 , G(d, f ) arises
from a tiling of the hyperbolic plane; indeed, G(d, f )with the usual path metric is hyperbolic in the sense of Gromov [3].
Limiting geometric properties of the graphs G(d, f ) have been studied before, as in [4–6]. Here we argue that asymptotic
connectivity offers another sort of geometric measure, in the sense that the value 2 appears to indicate a boundary between
hyperbolic and non-hyperbolic graphs. It is not hard to create a sequence {Gn}n∈N of one-ended 1-connected planar graphs
of polynomial growth such that limn→∞ κa(Gn) = 2. (For example, let Gn be the graph obtained from G(4, 4) by subdividing
each edge n times.) On the other hand, if a hyperbolic planar graph G is asymptotically triangle free, then κa(G), should it
exist, is small relative to the degrees of its vertices. Our main result is the following
Theorem 1.2. Let (d, f ) be given as above so that f > 3 and G = G(d, f ) is hyperbolic. Then κa(G, v0) exists and is independent
of the choice of the basepoint v0. Moreover, κa(G) < 2.
Since each G(d, f ) is translation invariant, basepoint independence is obvious. In Section 3wewill prove that κa(G) exists
by applying a relevant lemma from [1]. Finally, in Section 4 we will prove the purported bound by analyzing the structure
of the balls Bk(G, v0) in hyperbolic G = G(d, f ), obtaining asymptotic distributions for vertices of a given ‘‘effective’’ degree
in Bk. Computing κa(G) for less regular hyperbolic graphs G is hampered by the absence of good estimates on the number of
vertices of given degree. Indeed, it appears nontrivial even to prove independence of basepoint.
Key to our computations below will be the following technical result, proven in [1]:
Lemma 1.3. Let G be a one-ended weakly regular amenable graph and denote by d1 < d2 < · · · < dn the finitely many degrees
represented with positive proportion in G. Let f be the signature function defined above. Then
κa(G, v0) =
n−
i=1
di

f (di)2 + 2f (di)
−
j>i
f (dj)

.
Even if G is not amenable (as is the case with our hyperbolic graphs), we can often still make use of this formula. For
instance, if G = G(d, f ) is hyperbolic, we can apply Lemma 1.3’s formula to the subgraphs induced by Bk(G), provided we
can obtain asymptotic estimates for the proportion of vertices in Bk of a given degree.
2. The structure of G(d, f )
From here on we let G = G(d, f ), G as in the statement of Theorem 1.2. In particular, we assume that G is hyperbolic. In
Section 4 we will consider five infinite families and 3 singular cases, our classification depending on the parity of f and the
size of d. Throughout, we select a vertex v0 ∈ V (G) and define Bk as before relative to this basepoint. We also let Sk denote
the sphere of radius k centered at v0, the set of vertices at distance precisely k from v0.
The graph G can be obtained by applying the following inductive procedure to create Sk+1, given Bk:
Construction Algorithm (CA). If v ∈ Sk and v is incident r edges in Bk, draw d− r edges incident v and directed away from
v0, in such a fashion that if u, v ∈ Sk are encountered consecutively in a radial traversal of Sk,
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(1) if the geodesic path connecting u and v in Bk has length f − 2, then the new edges from u and v which are nearest to
each other (in the obvious sense) are made incident the same new vertex in Sk+1, and
(2) if the geodesic path connecting u and v in Bk has length f − 3, then the new vertices incident the new edges from u and
v nearest to each other are made adjacent by adding a new edge between them.
Two fundamentally different types of vertices arise from this construction, a fact that is verified by an easy induction:
Lemma 2.1. For any G = G(d, f ) with 1d + 1f < 12 and f > 3, and for any k ≥ 1, there are two types of vertices in Sk:
(1) those of type 1 are adjacent to exactly one vertex in Bk, and
(2) those of type 2 are adjacent to exactly two vertices in Bk, at most one of which lies in Sk.
For k ≥ 1, we denote by ok the number of type-1 vertices in Sk, and by tk the number of type-2 vertices in Sk. Our estimate
for κa will arise from estimates for ok and tk, and from those, estimates for sk = |Sk| and bk = |Bk|. Roughly speaking, type-1
vertices in Sk contribute 1 to the connectivity κ(Bk), while type-2 vertices contribute 2. In most cases, in order to establish
the bound κa(G, v0) < 2 wemay treat all vertices in Bk−1 as though they contribute d to κ(Bk). However, to obtain a precise
value for κa(G, v0) we would need more refined analysis of the contribution from a given pair of vertices, and it is to this
issue we now turn.
3. Existence of κa(G(d, f ))
We now indicate how the calculations performed in the following section can be used to establish the existence of
κa(G(d, f )) for a given pair (d, f ) corresponding to a regular hyperbolic tiling of the plane.
We consider the ball Bk(v0) for k sufficiently large. In Section 4 we will show that for each pair (d, f ) there exists a finite
collection of vertex subtypes, refining our classification of vertices into types tk and ok. We will show that each of these
subtypes appears in a given sphere Sk(v0) in a particular limiting proportion. For the time being let us denote by v(i, k) a
vertex of subtype i lying in the sphere Sk(v0).
It is a clear consequence ofG(d, f )’s regularity andBk(v0)’s radial symmetry that eachpair (v(i1, k1), v(i2, k2)) contributes
a particular maximal number, depending only on the values ij and kj, j = 1, 2, of pairwise internally disjoint paths to the
sum fromwhich κ(Bk(v0)) is defined. (Although in practice computing this number is tedious, we need only know that such
a number can in principle be found; see the proof of Subcase 6.a in Section 4 for an example of the sort of computation
required.) Moreover, once both k1 and k2 are sufficiently smaller than k, this contribution is in fact the maximal value, d:
Lemma 3.1. Let (d, f ) be fixed. There exists a minimal number k0 = k0(d, f ) such that there exist d pairwise internally disjoint
paths between any pair of vertices in Bk−k0(v0) for k > k0.
Proof. We need only to show that a single number k0 exists with the property indicated; minimality follows from the well
ordering of the naturals. However, note that in Lemma 3.3 of [1] the first author showed that the value ⌊ d2⌋⌈ f2⌉will suffice.
This value was obtained by explicitly building the d desired paths by ‘‘tiling around’’ a given initial path, then showing that
the d paths so constructed lie within ⌊ d2⌋⌈ f2⌉ of the initial one.
Although the focus of the cited paper is on graphswith polynomial growth, the only requirements in the lemma indicated
here are that the graph G be a one-ended planar graph without boundary. In particular, the hyperbolicity of the graphs we
consider here is not an issue. Therefore our lemma is proven. 
We now prove that κa(G(d, f )) exists. Let k0 = k0(d, f ) be as in Lemma 3.1. For k > k0 every pair of vertices in
Bk−k0(v0) contributes d paths to the sum defining κ(Bk(v0)), and in Section 4 we will demonstrate how to compute the
asymptotic proportion limk→∞
|Bk−k0 (v0)|
|Bk(v0)| . Moreover, for each of the finitely many pairs of subtypes (v(i1, k1), v(i2, k2)),
where k− k0 < ki ≤ k, we may compute both the number of paths contributed by such a pair and the limiting proportion
of such pairs in Bk(v0) among all pairs of vertices in this ball. Lemma 1.3 now allows us to use these path contributions and
proportions to compute a value for κa(G(d, f )), establishing this number’s existence.
It is to computing the proportions needed above that we now turn.
4. Establishing bounds on κa(G(d, f ))
We prove the upper bound in Theorem 1.2 by considering several cases depending on the values and parities of d and
f . The first two cases are the simplest and will be considered in greater detail, as their proofs provide the template for the
other cases’ proofs.
Case 1. f = 4 and d ≥ 5.
In this simplest case, it is easy to come up with a recursive formula for ok and tk. Our first lemma follows directly from
(CA):
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Lemma 4.1. Let f = 4 and d ≥ 5. Then o1 = d, t1 = 0, and[
ok+1
tk+1
]
=
[
d− 3 d− 4
1 1
] [
ok
tk
]
for all k ≥ 1.
Let A be the matrix appearing in Lemma 4.1. Then A has two positive eigenvalues, one of which, λ =
√
d2−4d+d
2 − 1,
exceeds 1. This eigenvalue gives the limiting ratio of the sizes of consecutive spheres. That is,
lim
k→∞
sk+1
sk
= λ.
Moreover, the corresponding eigenvector,
x⃗ =
√d2 − 4d+ d2 − 2
1
 = [λ− 11
]
,
gives the asymptotic proportions of vertices of types 1 and 2 in Sk. We will need the following technical lemma in our
estimate:
Lemma 4.2. The limit limk→∞
sk+1
bk
exists and equals λ− 1.
Proof. Letting λ = limk→∞ sk+1sk , the first statement follows from a simple geometric sum estimate, using bk = 1 + s1 +· · · + sk:
lim
k→∞
sk+1
bk
= lim
k→∞
λk
(λk − 1)/(λ− 1) = limk→∞
λk(λ− 1)
λk − 1 = λ− 1. 
We now let
γ = lim
k→∞
bk−1
bk
= lim
k→∞
1
bk
bk−1
 = 1
1+ lim
k→∞
sk
bk−1
= 1
λ
.
Also, define
α = lim
k→∞
ok
bk
, and β = lim
k→∞
tk
bk
.
Note that α + β + γ = 1. Moreover, since ok ≈ (λ− 1)tk in the limit, it follows that α = ( λ−1λ )2 and β = λ−1λ2 .
We now apply the formula from Lemma 1.3, using α, β , and γ as values for the signature function f at 1, 2, and d,
respectively. This leads to the following inequality:
κa(G(d, 4)) ≤ α2 + 2α(β + γ )+ 2β2 + 4βγ + dγ 2. (4.1)
This last expression is a decreasing function in d, reaching its maximal value ≈ 1.81966 when d = 5. Thus κa < 2 in this
case.
Case 2. f ≥ 6 is even and d ≥ 4.
Given an f -gon P in G, we let vP be the unique vertex in P that is nearer to v0 than any other of P ’s vertices. (Such a vertex
exists because f is even.) For any vertex v ∈ P , the position of v in P is the value P(v) = ρ(v, vP). For instance, P(vP) = 0.
For any vertex v ∈ V \ {v0} we let its position list π(v) be the list of its positions in the f -gons containing it, in increasing
order. Note that π(v) ∈ Nd0 for any v. The next result follows from (CA):
Lemma 4.3. For d ≥ 4 and f ≥ 6 even, and for any v ∈ V (G) \ {v0}, π(v) = (0, 0, . . . , 0, a, b, c), where
{a, b, c} ∈

{0, 1, 1}, {0, 1, 2}, . . . ,

0, 1,
f
2
− 1

,

1, 1,
f
2

.
Let k ≥ 1. For 1 ≤ c ≤ f2 − 1, we denote by v(c, k) the number of vertices v in Sk with π(v) = (0, 0, . . . , 0, 0, 1, c), and
by v( f2 , k) the number of vertices v in Sk with π(v) = (0, 0, . . . , 0, 1, 1, f2 ). Notice that
ok = v(1, k)+ v(2, k)+ · · · + v

f
2
− 1, k

and tk = v

f
2
, k

for all k ≥ 1. We will often abuse notation and use the symbol v(c, k) to denote the type of vertices it counts.
Lemma 4.4. Let d ≥ 4 and f ≥ 6 be even. Then v(1, 1) = d, v(c, 1) = 0 for all c = 1, . . . , f2 , and for k ≥ 1, the following
recursive formulas hold:
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v(1, k+ 1) = (d− 3)

v(1, k)+ v(2, k)+ · · · + v

f
2
− 1, k

+ (d− 4)v

f
2
, k

,
v(2, k+ 1) = 2v(1, k)+ v(2, k)+ v(3, k)+ · · · + v

f
2
− 1, k

+ 2v

f
2
, k

,
v(3, k+ 1) = v(2, k),
v(4, k+ 1) = v(3, k),
...
v

f
2
− 1, k+ 1

= v

f
2
− 2, k

, and
v

f
2
, k+ 1

= 1
2
v

f
2
− 1, k

.
Proof. Clearly v(1, 1) = d and v(c, 1) = 0 otherwise. Consider any vertex v of type v(c, k) for k ≥ 1 and 1 ≤ c ≤ f2 .
If c < f2 , v is of type 1, and (CA) indicates that v is adjacent to d − 1 vertices in Sk+1. The edges connecting v to these
vertices define d − 2 new polygons P for which v plays the role of vP . Thus all but the two extremal vertices (in a radial
traversal of the new vertices) adjacent to v are of type v(1, k+ 1).
Our v lies in two further polygons. In one, ρ(v, vP) = 1, so the new vertexw adjacent to v lying in this polygon satisfies
ρ(w, vP) = 2. As it is also amember one of the aforementioned d−2 polygons, the value 1 also appears once inw’s position
list. That is, w has type v(2, k + 1). Relative to the final polygon P containing v, ρ(v, vP) = c , and arguing similarly we
conclude that the remaining new vertex is of type v(c + 1, k+ 1).
Now suppose c = f2 , so v is of type 2. There are d − 2 edges incident v and directed away from v0, defining d − 3 new
polygons for which v0 plays the role of vP . Arguing as before, d − 4 of the new vertices are of type v(1, k + 1), while the
remaining two are both of type v(2, k+ 1).
Adding up the contribution of each type of vertex to each v(c, k+ 1) in turn, we obtain the indicated formulas. 
From this we obtain
Corollary 4.5. For d ≥ 4, f ≥ 6 even, and k ≥ 1,
v

f
2
, k

≤ v

f
2
− 1, k

≤ · · · ≤ v(3, k) ≤ v(2, k)
for all k ≥ 1. Furthermore,
(1) if d ≥ 5, then v(2, k) ≤ v(1, k) for all k ≥ 1, and
(2) if d = 4, then v(1, k) ≤ v(2, k) for all k ≥ 2.
Proof. We induct on k. In case k = 1, v(1, 1) = d and v(c, 1) = 0 for all c ≥ 2. Thus the base case holds.
Assume we have verified all inequalities for the value k. Then from the previous lemma,
v

f
2
, k+ 1

= 1
2
v

f
2
− 1, k

< v

f
2
− 1, k

≤ v

f
2
− 2, k

= v

f
2
− 1, k+ 1

,
by the inductive hypothesis. The inequalities
v

f
2
− 1, k+ 1

≤ · · · ≤ v(2, k+ 1)
follow from even simpler computations.
In case d ≥ 5, we also obtain
v(2, k+ 1) = 2v(1, k)+ v(2, k)+ · · · + v

k
2
− 1, k

+ 2v

f
2
, k

< 2v(1, k)+ 2v(2, k)+ 2v(3, k)+ · · · + 2v

f
2
− 1, k

+ 2v

f
2
, k

≤ 2

v(1, k)+ v(2, k)+ v(3, k)+ · · · v

f
2
− 1, k

+ v

f
2
, k

≤ (d− 3)

v(1, k)+ · · · v

f
2
− 1, k

+ (d− 4)v

f
2
, k

= v(1, k+ 1).
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If on the other hand d = 4,
v(1, k+ 1) = v(1, k)+ · · · v

f
2
− 1, k

< 2v(1, k)+ v(2, k)+ · · · v

f
2
− 1, k

+ 2v

f
2
, k

= v(2, k+ 1),
as long as k ≥ 1. 
Since sk =∑f /2c=1 v(c, k), the following comes as an easy corollary of Lemma 4.4 and Corollary 4.5:
Lemma 4.6. For d ≥ 4, f ≥ 6 even, and k ≥ 1, (d− 32 )sk < sk+1 < (d− 1)sk. Thus sk+1sk > d− 32 .
In order to understand the limiting behavior of sk+1sk we obtain information concerning the eigenvalues of the matrix
defined by the relations in Lemma 4.4. Let A = A(d, f ) be this matrix, and let χ be its characteristic polynomial. The
following lemma ismost easily proven by a succession of clever choices of rows and columns onwhich to expand, inductively
computing the determinants of the resulting minor matrices (which take one of a few basic forms):
Lemma 4.7. For d ≥ 4 and f ≥ 6 even,
χ(λ) = (−1)f /2
1+ λf /2 + (2− d) f2−1−
i=1
λi
 .
Moreover,
1. if f ≡ 0 (mod 4), χ has two real roots, λ > 1 andµ < 1, while the other roots appear in conjugate pairs {µi, µi} of modulus
1.
2. If f ≡ 2 (mod 4), χ has three real roots, −1, λ > 1, and µ < 1, while the other roots appear in conjugate pairs {µi, µi} of
modulus 1.
Once and for all, let λ > 1 be the dominant eigenvalue and µ < 1 be the least real eigenvalue. Elementary calculus
techniques can be used to show that for a fixed f , limd→∞ λd−1 = 1 and limd→∞ µ = 0.
We can now prove the
Lemma 4.8. For d ≥ 4 and f ≥ 6 even, limk→∞ sk+1sk exists (and by Lemma 4.6 is at least d − 32 ). This limiting ratio is λ, the
dominant eigenvalue of A.
Proof. This is elementary linear algebra. With a little care one obtains the equation
lim
k→∞
ak,i
dλkc˜1,1
= ci,1,
where ak,i is the ith entry of Akx⃗, x⃗ the initial vector [d, 0, . . . , 0]T , and ci,j and c˜i,j are the entries at position (i, j) in the
matrix C of eigenvectors for A and its inverse C−1, respectively. Thus, not surprisingly, the dominant eigenvector gives the
asymptotic distribution of vertices of various types. 
As in Case 1 define
γ = lim
k→∞
bk−1
bk
<
1
d− 32
= 2
2d− 3 .
The inequality follows from the estimate from Lemma 4.6.
Define
α = lim
k→∞
ok
bk
, and β = lim
k→∞
tk
bk
,
which limits exist by the proof of Lemma 4.8. Because bk = sk + bk−1, α + β + γ = 1, and by Corollary 4.5, we know that
α > β for our given graph G(d, f ). To obtain an upper bound on κa we use the estimate α = β = 1−γ2 ≥ 2d−54d−6 .
At last, we can apply the formula in Lemma 1.3 to the graphs Bk(G), having obtained suitable values for the signature
function f . We apply Lemma 1.3 with n = 3, d1 = 1, d2 = 2, and d3 = d; and f (1) = α, f (2) = β , and f (d) = γ :
κa(G) ≤ α2 + 2αβ + 2αγ + 2β2 + 4βγ + dγ 2
= (α2 + 2αβ + β2)+ β2 + 2(α + β)γ + 2βγ + dγ 2
= (1− γ )2 + β2 + 2(1− γ )γ + 2βγ + dγ 2
= 1+ (d− 1)γ 2 + 2βγ + β2.
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Filling in our values for β and γ in terms of d, we obtain for an upper bound a decreasing function in d:
K(d) = 20d
2 − 36d+ 5
4(3− 2d)2 , and K
′(d) = 22− 12d
(2d− 3)3 ,
which is negative if d ≥ 4. Moreover, K(4) = 181100 < 2, so
κa(G(d, f )) ≤ K(4) < 2
for all d ≥ 4 and all f ≥ 6 even.
Case 3. f ≥ 8 is even, d = 3.
Our arguments are entirely analogous to those in Case 2, so we will merely catalogue the points at which they differ,
indicating that the proof still goes through.
We define position lists as before, and in place of Lemma 4.3 we obtain
Lemma 4.9. For d = 3 and f ≥ 8 even, and for any v ∈ V (G) \ B1,
π(v) ∈

(0, 1, 2), . . . ,

0, 1,
f
2
− 1

,

1, 1,
f
2

, (0, 2, 2)

.
For k ≥ 2 and 2 ≤ c ≤ f2 − 1, let v(c, k) denote the number of vertices v in Sk such that π(v) = (0, 1, c), v( f2 , k) the
number such that π(v) = (1, 1, f2 ), and v(∗, k) the number such that π(v) = (0, 2, 2).
Lemma 4.10. Let d = 3 and f ≥ 8 be even. Then v(2, 2) = 6, v(c, 2) = 0 for all c = 3, . . . , f2 , ∗, and for k ≥ 3, the following
recursive formulas hold:
v(2, k+ 1) = v(2, k)+ v(3, k)+ · · · + v

f
2
− 1, k

,
v(3, k+ 1) = v(2, k)+ 2v(∗, k),
v(4, k+ 1) = v(3, k),
v(5, k+ 1) = v(4, k),
...
v

f
2
− 1, k+ 1

= v

f
2
− 2, k

,
v

f
2
, k+ 1

= 1
2
v

f
2
− 1, k

, and
v(∗, k+ 1) = v

f
2
, k

.
From this it follows that
v(2, k) ≥ v(3, k) ≥ · · · v

f
2
− 1, k

≥ 2v

f
2
, k

≥ v

f
2
, k

≥ v(∗, k)
for all k ≥ 2, and thus sk+1sk ≥ 32 .
Nearly identical spectral arguments obtain, proving that the limits
α = lim
k→∞
ok
bk
, β = lim
k→∞
tk
bk
, and γ = lim
k→∞
bk−1
bk
exist; from Lemma 4.10 α ≥ (2f − 9)β and γ < 23 . Our worst case is thus obtained when f = 8, so that α ≥ 7β , giving
worst case
α = 7
24
, β = 1
24
, and γ = 2
3
.
Using the formula from Lemma 1.3, we get
κa ≤ 1121576 ≈ 1.94618 < 2.
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Case 4. f ≥ 5 is odd, d ≥ 4, and (d, f ) ≠ (4, 5).
As before our arguments aremodified only slightly.Wemust firstmerely note that there are two sorts of f -gons appearing
in G: in some f -gons P , the nearest point of P to v0 is a vertex single vP , as before. In others, there are two adjacent vertices
in P equidistant to v0. In this second sort of polygon, we define the position of any of its vertices v relative to the midpoint
x of the edge connecting the two vertices nearest to v0. Thus position lists will include fractional values:
Lemma 4.11. For d ≥ 4 and f ≥ 5 odd, (d, f ) ≠ (4, 5), and for any v ∈ V (G) \ {v0}, π(v) = (0, 0, . . . , 0, a, b, c), where
{a, b, c} ∈

{0, 1, 1},

0, 1,
3
2

, {0, 1, 2}, . . . ,

0, 1,
f − 2
2

,

1
2
, 1,
f − 1
2

,

1, 1,
f
2

.
For k ≥ 1 and 2 ≤ c ≤ f − 2, let v(c, k) denote the number of vertices v in Sk such that π(v) = (0, 0, . . . , 0, 0, 1, c2 ),
v(f − 1, k) the number such that π(v) = (0, 0, . . . , 0, 12 , 1, f−12 ), and v(f , k) the number such that π(v) = (0, 0, . . . , 0,
1, 1, f2 ).
Lemma 4.12. Let d ≥ 4 and f ≥ 5 odd, (d, f ) ≠ (4, 5). Then v(2, 1) = d, v(c, 1) = 0 for all c = 3, . . . , f , and for k ≥ 1, the
following recursive formulas hold:
v(2, k+ 1) = (d− 3) (v(2, k)+ · · · + v(f − 2, k))+ (d− 4) (v(f − 1, k)+ v(f , k)) ,
v(3, k+ 1) = v(f − 1, k),
v(4, k+ 1) = v(3, k)+ · · · + v(f − 1, k)+ 2(v(2, k)+ v(f , k)),
v(5, k+ 1) = v(3, k),
v(6, k+ 1) = v(4, k),
...
v(f − 1, k+ 1) = v(f − 3, k), and
v(f , k+ 1) = 1
2
v(f − 2, k).
From this it follows that
v(6, k) ≥ v(8, k) ≥ · · · ≥ v(f − 1, k) ≥ v(3, k) ≥ v(5, k) ≥ · · · ≥ v(f , k)
for all k ≥ 1, and that v(4, k) ≥ v(2, k) ≥ v(6, k) when d = 4, and v(2, k) ≥ v(4, k) ≥ v(6, k) when d ≥ 5. In either case,
sk+1
sk
≥ d− 32 .
With α, β , and γ as before (the required limits still exist), Lemma 4.12 leads to the worst case estimates α = (2d−5)(d−3)
(2d−3)(d−2) ,
β = 2d−5
(2d−3)(d−2) , and γ = 22d−3 . Applying the usual formula, as in Case 1 we obtain a decreasing rational function
K(d) = 4d
4 − 24d3 + 65d2 − 108d+ 85
(2d2 − 7d+ 6)2
as our upper bound for κa. This function is greatest at d = 4, where K(4) = 181100 , so again κa < 2, as needed.
Case 5. f ≥ 11 is odd, d = 3.
Our newly modified lemmas take the following form:
Lemma 4.13. For d = 3 and f ≥ 11 odd, and for any v ∈ V (G) \ B1(v0),
π(v) ∈

(0, 1, 2),

0, 1,
5
2

, (0, 1, 3), . . . ,

0, 1,
f − 2
2

,

1
2
, 1,
f − 1
2

,

0,
3
2
, 2

,

1, 1,
f
2

, (0, 2, 2)

.
For 4 ≤ c ≤ f − 2, let v(c, k) denote the number of vertices v in Sk such that π(v) = (0, 1, c2 ), v(3, k) the number such
that π(v) = (0, 32 , 2), v(f − 1, k) the number such that π(v) = ( 12 , 1, f−12 ), v(f , k) the number such that π(v) = (1, 1, f2 ),
and v(∗, k) the number such that π(v) = (0, 2, 2).
Lemma 4.14. Let d = 3 and f ≥ 11 odd. Then v(4, 2) = 6, v(c, 2) = 0 for all c = 3, . . . , ∗, and for k ≥ 2, the following
recursive formulas hold:
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v(3, k+ 1) = v(f − 1, k),
v(4, k+ 1) = v(4, k)+ v(5, k)+ · · · + v(f − 2, k),
v(5, k+ 1) = v(3, k)
v(6, k+ 1) = v(3, k)+ v(4, k)+ 2v(∗, k),
v(7, k+ 1) = v(5, k),
...
v(f − 1, k+ 1) = v(f − 3, k),
v(f , k+ 1) = 1
2
v(f − 2, k), and
v(∗, k+ 1) = v(f , k).
From this it follows that
v(4, k) ≥ v(6, k) ≥ · · · ≥ v(f − 1, k) ≥ v(3, k) ≥ v(5, k) ≥ · · · ≥ v(f , k) ≥ v(∗, k)
for all k ≥ 2. In either case, sk+1sk ≥ 32 .
Arguing as before we use f ≥ 11 to obtain γ ≤ 23 and α ≥ 72β , so we consider the worst case γ = 23 , α = 727 , and
β = 227 , yielding κa ≤ 1453729 < 2.
Case 6. (d, f ) ∈ {(4, 5), (3, 7), (3, 9)}.
The arguments in these cases are nearly identical to those that have come before. They differ only in that slightly more
refined estimates are required in order to obtain the desired bound because the corresponding estimates involving K(d)
yield values higher than 2. However, the spectral analysis for these three singular cases is similar to those above, and we
make use of the similarity in what follows.
Subcase a: (d, f ) = (4, 5).
There are four recurrent types of vertices here. Using the same notation as in Case 3, we have position lists π(v(2, k)) =
(0, 0, 1, 1), π(v(4, k)) = (0, 12 , 1, 2), π(v(3, k)) = (0, 0, 1, 32 ), and π(v(5, k)) = (0, 1, 1, 52 ). The matrix A = A(4, 5)
governing the growth of sk is
1 0 1 0
0 1 0 0
2 1 1 2
0 0
1
2
0
 ,
with initial distribution vector [4, 0, 0, 0]T . This matrix has dominant eigenvalue λ ≈ 2.29663, and the limiting distribution
of the vertex types is approximately [0.17996, 0.233342, 0.535898, 0.0508007]T .
As before limk→∞
sk+1
sk
= λ and limk→∞ sk+1bk = λ− 1. We partition the ball Bk into three sets of vertices, Bk−2, Sk−1, and
Sk, satisfying sk−1 ≈ (λ− 1)bk and sk ≈ (λ− 1)λbk for large k. The list below indicates the effective degree (relative to Bk)
of each type of vertex given above:
degree 1: types v(2, k) and v(3, k)
degree 2: types v(4, k) and v(5, k)
degree 3: types v(2, k− 1), v(3, k− 1), and v(4, k− 1)
degree 4: type v(5, k− 1) and all of Bk−2.
From all of this information we obtain good approximations to the limiting proportions of vertices of a given effective
degree in Bk. Letting f be our signature function, we have
f (1) ≈ (0.17996+ 0.23334)(λ− 1)
λ
≈ 0.23334, f (2) ≈ (0.5359+ 0.050801)(λ− 1)
λ
≈ 0.33124,
f (3) ≈ (0.17996+ 0.5359+ 0.23334)(λ− 1)
λ2
≈ 0.23334, and f (4) ≈ 0.050801(λ− 1)+ 1
λ2
≈ 0.20208.
We can now plug these data into the formula from Lemma 1.3 and obtain the estimate κa(G) ≤ 1.8182 < 2.
Remark. The refinement of the analysis we have performed here is exactly the sort of the refinement needed to compute
κa(G) precisely instead of merely providing an upper bound for it.
Subcase b: (d, f ) = (3, 7).
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We repeat the above analysis with the 6× 6 matrix A = A(3, 7) that tracks the numbers of the new graph’s 6 recurrent
vertex types, which we may denote by v(c, k), c = 3, 4, 5, 6, 7, and v(∗, k), as in Case 4. In this case A yields dominant
eigenvalue λ ≈ 1.55603 and limiting distribution
v(3, k)
v(4, k)
v(5, k)
v(6, k)
v(7, k)
v(∗, k)
 ≈

0.21305
0.24625
0.33151
0.13692
0.043996
0.028275
 .
Arguing as in Subcase 5.a, we partition Bk into Bk−2, Sk−1, and Sk, and obtain effective degrees as follows:
degree 1: types v(3, k), v(4, k), v(5, k), and v(∗, k)
degree 2: types v(6, k), v(7, k), and v(c, k− 1), c = 3, . . . , 7
degree 3: type v(∗, k− 1) and all of Bk−2.
We obtain our new signature function:
f (1) ≈ (0.21305+ 0.24625+ 0.33151+ 0.02828)(λ− 1)
λ
≈ 0.29269,
f (2) ≈ (0.13692+ 0.043996)(λ− 1)λ+ (0.21305+ 0.24625+ 0.33151+ 0.13692+ 0.043996)(λ− 1)
λ2≈ 0.28780, and
f (3) ≈ 0.028275(λ− 1)+ 1
λ2
≈ 0.41951.
From this we obtain the estimate κa(G(3, 7)) ≤ 1.67627 < 2.
Subcase c: (d, f ) = (3, 9).
Although we could argue algebraically as in the previous subcases, it is easier to note that the proof of Case 2, suitably
modified to verify Case 4, shows that if f < f ′, then κa(G(d, f )) > κa(G(d, f ′)). Thus since 7 < 9, κa(G(3, 9)) <
κa(G(3, 7)) < 2.
This completes the proof of Theorem 1.2.
5. Future work and further generalizations
How can we generalize our results? Analysis similar to that in the previous section should allow us to prove κa(G) < 2
for other more general hyperbolic planar graphs, at least on an ad hoc basis.
Indeed, computations performed by the second author indicate that κa(G) < 2 should be true for a large number of
hyperbolic quadrilateral tilings. For example, let do, dt ≥ 4, (do, dt) ≠ (4, 4), and modify the procedure (CA) so that
the result is a tiling by quadrilaterals in which every type-1 vertex has degree do and every type-2 vertex degree dt . For
a basepoint of given degree δ ≥ 4, the graph G(δ, do, dt) is a generalization of G(d, 4).
The methods of the previous section now give us a means of estimating κa(G(δ, do, dt)) < 2: the recurrence relations
(1) o1 = δ, t1 = 0,
(2) ok = (do − 3)ok−1 + (dt − 4)tk−1, and
(3) tk = ok−1 + tk−1
give rise to the matrix equation[
ok
tk
]
=
[
do − 3 dt − 4
1 1
] [
ok−1
tk−1
]
towhichwe can apply the spectral methods from Section 4. A littlemore care is needed in juggling the new variable degrees,
but the reader may verify that for all of the indicated cases of (do, dt), κa(G(δ, do, dt)) < 2 still holds.
Analogous generalizations of G(d, f ), f ≥ 5, should yield a similar result. Indeed, the following conjecture is a reasonable
one, and its statement suggests further questions concerning κa:
Conjecture 5.1. Let G be a one-ended hyperbolic planar graph in which no triangles appear. Then κa(G) < 2 whenever this
asymptotic connectivity exists.
A possible proof of this conjecture would derive estimates for κa(G) by comparing this value with κa(G(d, f )) as above,
for suitable choices for d and f .
Why dowe exclude triangles from G? If G = G(d, 3)with d ≥ 7, it is easy to see that κBk(u, v) ≥ 3 for all u, v ∈ Bk, so that
lim infk→∞ κ(Bk(v0), v0) ≥ 3. However, the vertices with effective degrees 3 and 4 relative to Bk quickly overwhelm those
with effective degree d, giving an upper bound on κa(G(d, 3)) considerably lower than d. This also leads to the following
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Question 5.2. Let G be the 1-skeleton of a tiling of the hyperbolic plane and let τ(G, v0) give the limiting probability that a face
of G’s tiling is a triangle, relative to a fixed basepoint v0. Does there exist a nontrivial increasing function K : [0, 1] → [2,m]
such that κa(G, v0) < K(τ (G, v0)) for any choice of v0 ∈ V (G)?
Note that a ‘‘nontrivial’’ choice of K would consist of a smallest possible choice of K(x), x ∈ [0, 1]. For example, K(0) = 2
is likely the best possible choice, and careful analysis of κa(G(d, 3)) along the lines of the computations from the previous
section would at least approximate K(1).
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