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Abstract
We pose and completely solve the existence of pancyclic 2-factorizations of complete graphs
and complete bipartite graphs. Such 2-factorizations exist for all such graphs, except a few
small cases which we have proved are impossible. The solution method is simple but powerful.
The pancyclic problem is intended to showcase the power this method o,ers to solve a wide
range of 2-factorization problems. Indeed, these methods go a long way towards being able to
produce arbitrary 2-factorizations with one or two cycles per factor.
c© 2002 Published by Elsevier Science B.V.
1. Introduction
Suppose that there is a combinatorics conference with 2n + 1 people attending and
it is to be held over n days. Each evening there is a dinner which everyone attends.
To accommodate the many di,erent sizes of meetings, the conference hall has many
di,erent sizes of tables. In fact, they have every table size from small triangular tables
to large round tables seating 2n + 1 people. When this was noticed, the organizers,
being knowledgeable in combinatorics, asked themselves if a seating arrangement could
be made for each evening such that every person sat next to every other person ex-
actly once over the course of the conference and each size table was used at least
once.
Such a schedule, really a decomposition of K2n+1 into spanning graphs all with
degree 2 (collections of cycles), would be an example of a 2-factorization of K2n+1.
Due to their usefulness in solving scheduling problems, 2-factorizations have been well
studied. The Oberwolfach problem asks for a 2-factorization in which each subgraph in
the decomposition has the same pattern of cycles and much work has been done toward
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its solution [1,3,5,9]. This corresponds to the conference hall using the exact same set
of tables each night. Often other graphs besides odd complete graphs are investigated.
Complete graphs of even order with a perfect matching removed so the graph has
even degree have received much attention [2]. In such solutions each person would
miss sitting next to exactly one other during the conference. Oberwolfach questions
have also been posed and solved for complete bipartite graphs [10]. The problem
posed in the introductory paragraph asks that every size cycle appear and so is called
the pancyclic 2-factorization problem, or, since it forces such di,erent cycle sizes,
the title of ‘anti-Oberwolfach problem’ emphasizes this contrast. There are analogous
formulations for an even number of people with a complete matching removed (co-
author avoiding to prevent con>ict at the conference) and for bipartite graphs as well
(the seating arrangements alternating computer scientist and mathematician to foster
cross disciplinary communication).
The conference organizers soon noted that tables of size 2n and 2n − 1, although
available, were forbidden since the remaining people would be forced to sit at tables
of size 1 or 2 which did not exist and would preclude every pair being neighbors
exactly once. After realizing this and doing a preliminary count, the organizers then
asked themselves for a schedule that would include the @rst evening with everyone
seated around one large table of size 2n+1, an evening with a size three table paired
with a size 2n − 2 table, an evening with a size four table paired with a size 2n − 3
table and so forth up to an evening with size n table paired with a size n + 1 table.
There was one evening remaining and the organizers thought it would be nice to have
everyone seated again at one table for the @nal dinner together.
If the solution methods from the Oberwolfach problem can be paired with methods
for the anti-Oberwolfach problem, then it is conceivable that general 2-factorization
problems can be tackled with great power. This would enable us to answer many
di,erent and new scheduling and tournament problems. Indeed, the pancyclic question
is recreational in nature but we use it as a convenient context in which to present
powerful and very serious construction methods that can contribute to a broader class
of 2-factorizations.
Another primary motivation for this problem is recent papers investigating the pos-
sible numbers of cycles in cycle decompositions of complete graphs [4] and in 2-
factorizations [6,7]. For each n, the number of cycles that appear in an anti-Oberwolfach
solution are admissible so the question was asked if this speci@c structure was pos-
sible. We show that the answer to all versions of the problem, complete odd graphs,
complete even graphs minus a complete matching, and complete bipartite graphs,
is aBrmative, except for small cases which we have proved impossible. The so-
lution method is very similar to Piotrowski’s approach to 2-factorization problems:
we modify pairs of Hamiltonian cycles into pairs of 2-factors with the desired cycle
structures.
In this paper we o,er @rst some de@nitions and discussion of 2-factorizations, for-
malizing the notions discussed above. Then we solve the standard and bipartite for-
mulations of the anti-Oberwolfach problem. We end with a discussion of the solution
method, possible extensions of the problem, and the power these methods provide for
constructing very general classes of 2-factorizations.
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2. Preliminaries
2.1. De0nitions and Discussion
Denition 1. A k-factorization of a graph G, is a decomposition of G into spanning
subgraphs all regular of degree k. Each such subgraph is called a k-factor.
We are interested in a special class of 2-factorizations, but also use 1-factors (perfect
matchings) on occasion.
Denition 2. A pancyclic 2-factorization of a graph, G, of order n, is a 2-factorization
of G where a cycle of each admissible size, 3; 4; : : : ; n − 4; n − 3; n, appears at least
once in some 2-factor. Such a 2-factorization is said to be heterogeneous if each pair
of 2-factors are non-isomorphic.
In this de@nition, for n65, n− 3¡3 and so the only admissible cycle size is n and
the pancyclic 2-factorizations in these cases are trivial or non-existent.
There is a similar de@nition for the bipartite graphs in which no odd cycles can
appear:
Denition 3. A pancyclic 2-factorization of a bipartite graph, G, of order n, is a
2-factorization of G where a cycle of each admissible size, 4; 6; : : : ; n− 4; n, appears at
least once in some 2-factor. Such a 2-factorization is said to be heterogeneous if each
pair of 2-factors are non-isomorphic.
In bipartite graphs with n66, again we see that n − 4¡4 and the only admissible
cycle size is n and the pancyclic 2-factorizations in these cases are trivial or non-
existent.
We ask whether such 2-factorizations exist for complete odd graphs K2n+1, complete
even graphs, with a 1-factor removed to make the degree even, K2n−nK2, and complete
bipartite graphs, some with a 1-factor removed, K2n;2n and K2n+1;2n+1 − (2n+ 1)K2.
Heterogeneity is motivated by posing the question directly complementary to the
Oberwolfach problem: instead of each 2-factor being isomorphic, can they all be pair-
wise non-isomorphic? Counting the number of edges used in a pancyclic 2-factorization
shows that K2n−nK2, K2n;2n and K2n+1;2n+1−(2n+1)K2 are automatically heterogeneous.
K2n+1 is the only family of graphs that is not minimal with respect to admitting a
pancyclic factorization. Counting again shows that in addition to the n − 1 2-factors
required to account for all the required cycle sizes, there will be one remaining 2-factor.
Usually we will ask that this 2-factor be a Hamiltonian factor but for the heterogeneous
case we must ask that it contain at least three cycles and we will show that this last
factor can attain a wide range of possibilities.
We de@ne here a notation to refer to the di,erent structure of 2-factors that we will
use:
Denition 4. An i; (n−i)-factor is a 2-factor of an order n graph, G, that is the disjoint
union of an i-cycle and a (n− i)-cycle. More generally a i1; i2; : : : ; im-factor is a 2-factor
which is a disjoint union of cycles of sizes i1; i2; : : : ; im, where
∑m
j=1 ij = n.
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Fig. 1. A heterogeneous pancyclic 2-factorization of K13 of a type signi@cantly di,erent from those con-
structed in the article.
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Fig. 2. Decomposition of the union of two consecutive Hamiltonian 2-factors in K21.
In this article most of the constructed 2-factors that are not Hamiltonian are an
i; (n− i)-factor and it is apparent by counting how these can be used to make pancyclic
2-factorizations. However this structure is not necessary. A pancyclic heterogeneous 2-
factorization of K13 can be formed with the following factors: a Hamiltonian 2-factor;
a 10; 3-factor; a 9; 4-factor; a 8; 5-factor; a 7; 3; 3-factor and a 6; 4; 3-factor. Such a
2-factorization is given in Fig. 1.
2.2. The general method and decomposition lemmas
To produce 2-factors with the desired cycle structures we will swap pairs of edges
between two graphs that are obtained from the union of two Hamiltonian 2-factors.
The swaps will decompose this union into 2-factors with smaller cycles. To give a
small example that illustrates the main construction, consider the two graphs in Fig. 2.
The union of these two graphs is also the union of two consecutive Hamiltonian
2-factors of K21. This equivalence will be shown in Section 3. Swapping the pairs
of dashed lines in Fig. 2 produces the 9; 12-factor and a Hamiltonian 2-factor and
B. Stevens / Theoretical Computer Science 297 (2003) 399–424 403
88
88
11 21 31 41 51 61 71 81 91 101
11 21 31 41 51 61 71 81 91 101
10 20 30 40 50 60 70 80 90 100
10 20 30 40 50 60 70 80 90 100
Fig. 3. A 9; 12-factor and a 6; 15-factor in K21.
swapping the pairs of dotted lines further produces the 9; 12-factor and 6; 15-factor
shown in Fig. 3.
This method of constructing 2-factors with desired cycle types was @rst done by
Piotrowski and is a very powerful solution technique to the Oberwolfach problem. It
is also nice because it has a very simple and intuitive feel, despite its power. We note
that the set of four edges that are swapped form a four cycle and this observation leads
to the formalization of this swapping into four general decomposition lemmas.
The formalization of this technique is technical and abstract compared to the sim-
plicity of edge swapping, but we feel that it is valuable and so include these lemmas.
In proofs we will refer to the lemmas but will also include @gures that illustrate the
constructions in visual and intuitive terms. For references sake, both swaps of dashed
and dotted edges are an application of Lemma 3 applied to the two C4s induced by
the vertices 40, 41, 50 and 51 and 70, 81, 80 and 91 respectively.
Lemma 1. Let G be a graph of maximum degree 4, containing an induced C4:
d
a
c
b
such that the remaining edges of G are a Pn1 from a to b, a Pn2 from b to c, a Pn3
from c to d and a Pn4 from d to a where all the paths are pair-wise edge disjoint.
Supposing that Pni is vertex disjoint from Pnj and Pnk is vertex disjoint from Pnl
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except possibly at endpoints, for the assignments of {i; j; k; l}= {1; 2; 3; 4} given in
each case below, then we conclude that the following decompositions exist. G can be
decomposed into two graphs G1 and G2 each of maximum degree 2 such that G1 is
the disjoint union of an n1 cycle and an n3 cycle and G2 is a disjoint union of an n2
cycle and an n4 cycle when {i; j}= {1; 3} and {k; l}= {2; 4}. Alternatively, G can be
decomposed into two graphs G3 and G4 each of maximum degree 2 such that G3 is
an n1 + n3 cycle and G4 is an n2 + n4 cycle when {i; j}= {1; 3} and {k; l}= {2; 4}.
Further, G can be decomposed into two graphs G5 and G6, each of maximum degree
2 such that G5 is an n1 + n2 cycle and G6 is an n3 + n4 cycle when {i; j}= {1; 2}
and {k; l}= {3; 4}. Lastly, G can be decomposed into two graphs G7 and G8, each
of maximum degree 2 such that G7 is an n1 + n4 cycle and G6 is an n2 + n3 cycle
when {i; j}= {1; 4} and {k; l}= {2; 3}.
Proof. In the @rst of the four cases let G1 =Pn1 ∪{a; b}∪ {c; d}∪Pn3 and G2 =Pn2 ∪
{b; c}∪ {a; d}∪Pn4 . In the second case let G3 =Pn1 ∪{a; d}∪ {b; c}∪Pn3 and G4 =Pn2
∪{a; b}∪ {c; d}∪Pn4 . In the third case let G5 =Pn1 ∪{a; d}∪ {c; d}∪Pn2 and G6 =Pn3
∪{a; b}∪ {b; c}∪Pn4 . In the last case let G7 =Pn1 ∪{b; c}∪ {c; d}∪Pn4 and G8 =Pn2
∪{d; a}∪ {a; b}∪Pn3 .
Lemma 2. Let G be a graph of maximum degree 4, containing an induced C4 = (a; b;
c; d) such that the remaining edges of G are a Pn1 from a to b, a Pn2 from a to b, a
Pn3 from c to d and a Pn4 from c to d where Pn1 is vertex disjoint from Pn3 and Pn2
is vertex disjoint from Pn4 and all paths are pair-wise edge disjoint. Then G can be
decomposed into two graphs G1 and G2 each of maximum degree 2 such that G1 is
the disjoint union of an n1 cycle and an n3 cycle and G2 is an n2 + n4 cycle.
Proof. Let G1 =Pn1 ∪{a; b}∪ {c; d}∪Pn3 and G2 =Pn2 ∪{b; c}∪ {a; d}∪Pn4 .
Lemma 3. Let G be a graph of maximum degree 4, containing an induced C4 = (a; b;
c; d) such that the remaining edges of G are a Pn1 from a to b, a Pn2 from b to d,
a Pn3 from c to d and a Pn4 from a to c where Pn1 is vertex disjoint from Pn3 and
Pn2 is vertex disjoint from Pn4 and all paths are pair-wise edge disjoint. Then G can
be decomposed into two graphs G1 and G2 each of maximum degree 2 such that
G1 is the disjoint union of an n1 cycle and an n3 cycle and G2 is an n2 + n4 cycle.
Alternatively, G can be decomposed into two graphs G3 and G4 each of maximum
degree 2 such that G3 is an n1 + n3 cycle and G2 is an n2 + n4 cycle.
Proof. In the @rst of the two cases, let G1 =Pn1 ∪{a; b}∪ {c; d}∪Pn3 and G2 =Pn2
∪{b; c}∪ {a; d}∪Pn4 . In the second case let G3 =Pn1 ∪{a; d}∪ {b; c}∪Pn3 and G4 =
Pn2 ∪{a; b}∪ {c; d}∪Pn4 .
Lemma 4. Let G be a graph of maximum degree 4, containing an induced C4 = (a; b;
c; d) such that the remaining edges of G are a Pn1 from a to c, a Pn2 from a to c, a
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Pn3 from b to d and a Pn4 from b to d where Pn1 is vertex disjoint from Pn3 and Pn2
is vertex disjoint from Pn4 and all paths are pair-wise edge disjoint. Then G can be
decomposed into two graphs G1 and G2 each of maximum degree 2 such that G1 is
an n1 + n3 cycle and G2 is an n2 + n4 cycle.
Proof. Let G1 =Pn1 ∪{a; b}∪ {c; d}∪Pn3 and G2 =Pn2 ∪{b; c}∪ {a; d}∪Pn4 .
In each case the application of these lemmas towards a solution is similar. For
each graph in question, G, we present a 2-factorization, {F0; F1; : : : ; Fk}, and a cyclic
permutation  of a subset of the vertices of G so that Fi = i(F0) and k+1 is the
identity. We decompose the union of consecutive pairs of 2-factors, Fi ∪Fi+1, into two
other 2-factors with desired cycle structures by applications of Lemmas 1 through 4, or
more intuitively swapping pairs of edges. The cyclic automorphism group guarantees
that any two unions of any two consecutive 2-factors are isomorphic. Thus we can
formulate general statements about decomposition of the complete graphs into these
unions and the possible decompositions of these unions. A few cases require more
sophisticated manipulation. In certain cases we make only one application of a lemma;
in others, we use up to four such applications. These methods demonstrate the power
of Piotrowski’s approach of decomposing pairs of Hamiltonian cycles from a Walecki
decomposition into the desired 2-factors
3. Solution for K2n+1
We construct 2-factors by using Walecki’s 2-factorization of K2n+1 [8]. Let the ver-
tices of K2n+1 be represented by the set Zn×Z2 ∪{∞}. Then the @rst 2-factor, F0, is
the cycle
(∞ 10 11 20 21 30 31 : : : (n− 1)0 (n− 1)1 n0 n1).
This 2-factor is shown in Fig. 4. All other 2-factors are developed from F0 by ap-
plication of the cyclic automorphism  where (∞)=∞, (i0)= (i − 1)0 (i¿1),
(i1)= (i+1)1 (i¡n), (10)= 11 and (n1)= n0. The map  can be viewed as clock-
wise rotation of the @rst 2-factor shown in Fig. 4. Its action on the set of 2-factors is
order n. Everywhere in this article, subscript arithmetic is modulo 2.
Lemma 5. The union of i(F0) and i+1(F0) is isomorphic to the graph given in
Fig. 5.
Proof. Without loss of generality we may take i=0 and use the @rst two 2-factors
from the 2-factorization. The edges contained in F0 are {∞; 10}, {∞; n1}, {i0; i1} for
16i6n and {i1; (i + 1)0} for 16i¡n. The edges contained in (F0) are {∞; 11},
{∞; n0}, {11; 21}, {(n − 1)0; n0}, {i0; (i + 1)1} for 16i6n − 1 and {i0; (i + 2)1} for
16i¡n− 1. These are precisely the edges shown in Fig. 5.
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Fig. 4. A Walecki 2-factor of K2n+1.
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Fig. 5. The union of two consecutive 2-factors, F0 ∪ (F0).
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Fig. 6. The Hamiltonian 2-factor H1.
Taking the pairs of consecutive Walecki 2-factors gives:
Corollary 1. The complete graph of order 2n+1, K2n+1 can be decomposed into n=2
edge disjoint copies of, F0 ∪ (F0), the graph shown in Fig. 5 if n is even and (n−1)=2
copies and a Hamiltonian 2-factor if n is odd.
The graph in Fig. 5, F0 ∪ (F0), can be decomposed into the two following Hamil-
tonian 2-factors which we will refer to as H1 and H2. H1 is shown in Fig. 6 and
contains the edges {l0; (l+ 1)1} and {l1; (l+ 1)0} for 16l6n− 1, {∞; 10}, {∞; 11}
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Fig. 7. The Hamiltonian 2-factor H2.
and {n0; n1}. H2 is shown in Fig. 7 and contains the edges {l0; l1} and {l0; (l + 2)1}
for 16l6n− 2, {11; 21}, {(n− 1)1; (n− 1)0}, {(n− 1)0; n0}, {∞; n0} and {∞; n1}.
Lemma 6. The graph in Fig. 5, F0 ∪ (F0) ∼= H1 ∪H2, can be decomposed into two 2-
factors such that the 0rst is an 2i+1; 2(n−i)-factor and the second is a 2j+1; 2(n−j)-
factor for any 16i = j6n− 2.
Proof. It can be assumed without loss of generality that i¡j.
The vertices i0, i1, (i + 1)0 and (i + 1)1 induce a C4. The remaining edges of H1
form a P2i+1 from i0 to i1 and a P2(n−i) from (i + 1)0 to (i + 1)1 which are vertex
disjoint. The remaining edges of H2 from a P2i from i1 to (i + 1)1 a P2(n−i)+1 from i0
to (i + 1)0 which are vertex disjoint. Similarly the vertices j0, (j + 1)1, (j + 1)0 and
(j + 2)1 induce a C4. The remaining edges of H1 form a P2j+2 from j0 to (j + 1)0
and a P2(n−j)−1 from (j + 1)1 to (j + 2)1 which are disjoint. The remaining edges of
H2 form a P2j+1 from j0 to (j+ 1)1 and a P2(n−j) from (j+ 1)0 to (j+ 2)1 which are
disjoint. Applying Lemma 3 @rst to the C4 at i0, i1, (i + 1)0 and (i + 1)1 and then to
the C4 at j0, (j + 1)1, (j + 1)0 and (j + 2)1 yields the desired 2i + 1; 2(n − i)-factor
and 2j + 1; 2(n− j)-factor.
The 2i + 1; 2(n− i)-factor is
(∞ 11 20 31 : : : ii ii+1 (i − 1)i : : : 21 10)
((i+1)i+1−j (i+2)i−j : : : j0 (j+2)1 (j+3)0 : : : nn−j+1 nn−j (n− 1)n−j+1 : : : (j+1)1
(j + 1)0 j1 (j − 1)0 : : : (i + 1)i−j).
The 2j + 1; 2(n− j)-factor is
(∞ n0 (n− 1)0 (n− 1)1 (n− 3)0 (n− 3)1 : : : a b c d : : : (n− 2)0 n1)
((j + 1)1 (j − 1)0 (j − 1)1 : : : e f g h : : : k l m o : : : p q r s : : : j1 j0),
where {a; b; c; d} is {(j + 1)0; (j + 2)1; (j + 2)0; (j + 4)1} if n and j have the same
parity and {(j + 2)1; (j + 1)0; (j + 3)1; (j + 3)0} if n and j have the opposite parity;
{e; f; g; h} is {i0; (i + 1)1; (i − 1)0; (i − 1)1} if i and j have the opposite parity and
{(i+1)0; i1; (i−2)0; (i−2)1} if i and j have the same parity; {k; l; m; o} is {10; 11; 21; 20}
if j is odd and {20; 21; 11; 10} if j is even; and {p; q; r; s} is {i1; (i+1)0; (i+3)1; (i+3)0}
if i and j have the opposite parity and {(i + 1)1; i0; (i + 2)1; (i + 2)0} if i and j have
the same parity.
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Fig. 8. Decomposition of F0 ∪ (F0) into a 2i + 1; 2(n− i)-factor and a 2j + 1; 2(n− j)-factor.
These two 2-factors are shown in Fig. 8.
Lemma 7. The graph in Fig. 5, F0 ∪ (F0) ∼= H1 ∪H2, can be decomposed into two 2-
factors such that the 0rst is an 2i+1; 2(n− i)-factor and the second is a Hamiltonian
2-factor, for any 16i6n− 2.
Proof. The proof is identical to the proof of Lemma 6 except that we only apply
Lemma 3 to the @rst C4 induced at point i0, i1, (i + 1)0 and (i + 1)1.
The 2i + 1; 2(n− i)-factor is
(∞ 11 20 31 : : : ii ii+1 (i − 1)i : : : 21 10)
((i + 1)0 (i + 2)1 : : : nn−i+1 nn−i (n− 1)n−i+1 (n− 2)n−i : : : (i + 2)0 (i + 1)1).
The Hamiltonian 2-factor is
(∞ n0 (n − 1)0 (n − 1)1 (n − 3)0 (n − 3)1 : : : a b c d : : : e f g h : : : k l m o : : :
(n− 2)0 n1),
where {a; b; c; d} is {i0; (i+1)1; (i−1)0; (i−1)1} if n and i have the opposite parity and
{(i+1)0; i1; (i−2)0; (i−2)1} if n and i have the same parity; {e; f; g; h} is {10; 11; 21; 20}
if n is odd and {20; 21; 11; 10} if n is even; and {k; l; m; o} is {i1; (i+1)0; (i+3)1; (i+3)0}
if n and i have the opposite parity and {(i + 1)1; i0; (i + 2)1; (i + 2)0} if n and i have
the same parity.
These two 2-factors are shown in Fig. 9.
All these results, together with the triviality of @nding pancyclic 2-factorizations of
small complete odd order graphs yields the main result of this section.
Theorem 1. There exists a pancyclic 2-factorization of K2n+1 for all n¿1.
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Fig. 9. Decomposition of F0 ∪ (F0) into a 2i + 1; 2(n− i)-factor and a Hamiltonian 2-factor.
By two additional applications of lemmas from Section 2.2 we can produce a @nal
2-factor with three cycles thus proving:
Theorem 2. There exists a heterogeneous pancyclic 2-factorization of K2n+1 for n=1
and all n¿4. The 2-factor with three cycles can have any admissible cycle structure
with one odd and two even cycles.
Proof. The graph K3 is already a heterogeneous pancyclic 2-factorization. It is impos-
sible to obtain a heterogeneous pancyclic decomposition of K5 because the removal of
any 5-cycle from K5 leaves another 5-cycle. In larger graphs, since pancyclicity forces
all possible 2-factors with either one or two cycles to be present in the decomposition,
heterogeneity requires a 2-factor with at least three cycles. the graph K7 is too small
to contain a 2-factor with three cycles and therefore it cannot have a heterogeneous
pancyclic 2-factorization.
If n=4 then the solution is
(1 4 7) (2 5 8) (3 6 9)
(1 2 9) (3 4 6 8 7 5)
(2 3 8 4) (1 5 9 7 6)
(1 3 7 2 6 5 4 9 8).
If n¿6 is even then by Corollary 1, K2n+1 can be decomposed into n=2 edge disjoint
isomorphic copies of F0 ∪ (F0). By Lemma 6 we can decompose the ith copy of this
graph into a 2i+1; 2(n− i)-factor and a 2n− 2i− 1; 2(i+1)-factor for 16i6n=2− 1.
There will be one copy of F0 ∪ (F0) ∼= H1 ∪H2 remaining, which we decompose into
a 2i+1; 2j; (2n−2j−2i)-factor and a Hamiltonian factor for j+i6n−1, i¿1 and j¿2.
This is done by applying Lemma 3 @rst to the C4 induced by vertices i0, i1, (i + 1)0
and (i + 1)1 and then to the C4 induced by vertices (j + i)0 (j + i)1, (j + i + 1)0 and
(j + i + 1)1. This produces heterogeneous pancyclic 2-factorizations where the single
2-factor with 3 cycles has all possible combinations of one odd and two even cycles.
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If n=5 a heterogeneous pancyclic 2-factorization of K11 is
(∞ 1 2) (3 9 6 7 5 8 4 10)
(∞ 6 8 7) (1 3 2 10 5 9 4)
(∞ 8 10 9) (1 6 2 7) (3 4 5)
(∞ 5 1 9 2 8 3 7 4 6 10)
(∞ 3 6 5 2 4) (1 8 9 7 10).
Since the application of Lemma 3 can only produce one odd cycle in a 2-factor, these
cycle structures are the only achievable by this method. If n=7 there are four possible
cycle structures for the 2-factor with three cycles that contain only one odd cycle:
3,4,8; 3,6,6; 5,4,6; and 7,4,4. The heterogeneous pancyclic 2-factorization with three
cycle structure 7,4,4 is
(∞ 5 6) (1 9 2 8 4 7 3 10 14 11 13 12)
(∞ 8 10 9) (1 2 3 14 5 13 6 11 7 12 4)
(∞ 3 5 2 4) (1 6 14 9 11 10 12 8 13 7)
(∞ 10 13 9 12 11) (1 8 14 7 2 6 3 4 5)
(∞ 1 3 13 4 14 2) (12 5 11 8 9 7 10 6)
(∞ 12 14 13) ( 1 10 2 11) (3 9 4 6 7 5 8)
(∞ 14 1 13 2 12 3 11 4 10 5 9 6 8 7).
The heterogeneous pancyclic 2-factorization with three cycle structure 5,4,6 is
(∞ 1 2) (3 14 4 12 6 10 7 9 8 11 5 13)
(∞ 8 10 9) (1 3 2 14 5 12 7 11 6 13 4)
(∞ 3 5 2 4) (1 6 14 9 11 10 12 8 13 7)
(∞ 10 13 9 12 11) (1 5 4 3 6 2 7 14 8)
(∞ 12 1 11 2 10 14 13) (3 9 4 8 5 6 7)
(∞ 5 7 4 6) (1 10 3 8 2 9) (11 13 12 14)
(∞ 7 8 6 9 5 10 4 11 3 12 2 13 1 14).
The heterogeneous pancyclic 2-factorization with three cycle structure 3,6,6 is
(∞ 1 2) (3 14 4 12 6 10 7 9 8 11 5 13)
(∞ 8 10 9) (1 3 2 14 5 12 7 11 6 13 4)
(∞ 3 5 2 4) (1 6 14 9 11 10 12 8 13 7)
(∞ 10 13 9 12 11) (1 5 4 3 6 2 7 14 8)
(∞ 5 8 3 7 4 6) (1 10 14 12 13 11 2 9)
(∞ 12 1 11 14 13) (5 6 7) (2 10 3 9 4 8)
(∞ 7 8 6 9 5 10 4 11 3 12 2 13 1 14).
The heterogeneous pancyclic 2-factorization with three cycle structure 3,4,8 is
(∞ 1 2) (3 14 4 12 6 10 7 9 8 11 5 13)
(∞ 8 10 9) (1 3 2 14 5 12 7 11 6 13 4)
(∞ 3 5 2 4) (1 6 14 9 11 10 12 8 13 7)
(∞ 10 13 9 12 11) (1 5 4 3 6 2 7 14 8)
(∞ 5 8 3 7 4 6) (1 12 13 11 14 10 2 9)
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(∞ 12 14 13) (5 6 7) (1 11 2 8 4 9 3 10)
(∞ 7 8 6 9 5 10 4 11 3 12 2 13 1 14).
If n¿9 is odd then by Corollary 1, K2n+1 can be decomposed into (n − 1)=2 edge
disjoint copies of F0 ∪ (F0) and an additional Hamiltonian cycle. By Lemma 6 we
can decompose the ith isomorphic copy of this graph into a 2i+1; 2(n− i)-factor and
a 2n − 2i − 1; 2(i + 1)-factor for 16i6(n − 1)=2 − 1. We decompose the remaining
copy into a n; (n + 1)-factor and a 2i + 1; 2j; (2n − 2i − 2j)-factor for 16i6n − 2,
i =(n− 3)=2, (n− 1)=2, i+ j6n− 2, i+ j =(n− 3)=2, (n− 1)=2. The n; (n+1)-factor
obtained by applying Lemma 3 to the C4 induced by vertices ((n−1)=2)0, ((n−1)=2)1,
((n+1)=2)0 and ((n+1)=2)1. The 2i+1; 2j; (2n−2i−2j)-factor is obtained by applying
Lemma 3 to the C4s induced at vertices i0, (i+ 1)1, (i+ 1)0 and (i+ 2)1 and induced
at (j + i)0, (j + i + 1)1, (j + i + 1)0 and (j + i + 2)1.
We have not produced all heterogeneous pancyclic 2-factorizations where the 2-
factor with three cycles has one odd and two even cycles. In particular we have not
produced ones with a n − 2; 2j; n + 3 − 2j-factor or a n; 2j; n + 1 − 2j-factor. It may
also seem that we have not constructed one with a 2i + 1; n− 3− 2i; n+ 3-factor for
i6(n − 7)=2, or a 2i + 1; n − 1 − 2i; n + 1-factor for i6(n − 5)=2. In these cases,
however, the fact that the order of the two even cycles may be switched shows that
we have, in fact, already constructed these examples. To construct an instance with
a n − 2; 2j; n + 3 − 2j-factor, we construct all other 2-factors as previously described
and construct a n− 2; 2j; n+ 3− 2j and a n; n+ 1-factor by applying Lemma 3 to the
following three C4s: ((n− 3)=2)0, ((n− 3)=2)1, ((n− 1)=2)0, ((n− 1)=2)1; ((n− 1)=2)0,
((n+1)=2)1, ((n+1)=2)0, ((n+3)=2)1; ((n−3)=2+ j)0, ((n−3)+ j)1, ((n−1)=2+ j)0,
((n−1)=2+ j)1 (or alternatively, taking advantage of the fact that the order of the two
even cycles does not matter, (n− j)0, (n− j)1, (n− j+1)0, (n− j+1)1). When n¿7
this works to construct the needed cases. To construct a instance with a n; 2j; n+1−2j-
factor, we decompose the ((n− 1)=2)st copy of F0 ∪ (F0) into a 3; n− 2-factor and a
n; 2j; n+1−2j-factor by applying Lemma 3 to the three C4s: 10, 11, 20, 21; ((n−1)=2)0,
((n−1)=2)1, ((n+1)=2)0, ((n+1)=2)1; ((n−1)=2+j)0, ((n−1)=2+j)1, ((n+1)=2+j)0,
((n+ 1)=2 + j)1. The ith copy, we decompose into a 2(i+ 1); 2n− 2i− 1-factor and a
2i + 3; 2n − 2i − 2-factor using Lemma 6. When n¿5 this works to construct all the
needed cases.
4. Solution for K2n − nK2
To solve the anti-Oberwolfach problem for a complete graph on an even number,
2n, of vertices, we @rst remove a 1-factor, so that the vertex degrees are even and a
2-factorization is possible. Since the degree of each vertex is now 2n− 2, there must
be n − 1 2-factors in the 2-factorization. Cycles of size, 1, 2, 2n − 1 and 2n − 2 are
forbidden. Counting the number of cycles of di,erent sizes that must appear shows
that any pancyclic 2-factorization in this case must also be heterogeneous.
We construct 2-factors by using the Walecki 2-factorization of K2n − nK2 which
is a slight modi@cation of the 2-factorization of K2n+1. Let the vertices of K2n be
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n-21
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n-20
Fig. 10. The @rst Walecki 2-factor, F0 and removed 1-factor (dashed) of K2n − nK2.
0 8
8
11 21 31 i-11 i1 i+11 i+21
. . . . . .
n-31 n-21 n-11
10 20 30 i-10 i0 i+10 i+20 n-30 n-20 n-10
Fig. 11. The union of the @rst two consecutive 2-factors, F0 ∪ (F0) and the 1-factor (dashed).
represented by the set Zn−1×Z2 ∪{0;∞}. Then the @rst 2-factor, F0, is the cycle
(∞ 0 10 11 20 21 30 31 : : : (n− 1)0 (n− 1)1).
This 2-factor, F0, is shown in Fig. 10. The removed one factor is shown in dotted
lines. All other 2-factors are developed additively from F0 by application of the cyclic
automorphism  where (∞)=∞, (i0)= (i− 1)0 (i¿1), (i1)= (i+ 1)1 (i¡n− 1),
(10)= 0, (0)= 11 and ((n − 1)1)= (n − 1)0. The map  can again be viewed as
clockwise rotation of F0 as shown in Fig. 10. The action of  is not a group action
on the set of 2-factors since the smallest i¿0 for which i(F0)=F0 is i=2n − 1.
However this does not a,ect the proof of the existence of a pancyclic 2-factorization.
Lemma 8. The union of i(F0) and i+1(F0) is isomorphic to the graph given in
Fig. 11.
Proof. Without loss of generality we may take i=0 and use the @rst two 2-factors
from the 2-factorization. The edges contained in F0 are {∞; 0}, {∞; (n− 1)1}, {0; 10},
{i0; i1} for 16i6n − 1 and {i1; (i + 1)0} for 16i¡n − 1. The edges contained in
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0 8
8 11 21 31 i-11 i1 i+11 i+21
. . . . . .
n-31 n-21 n-11
10 20 30 i-10 i0 i+10 i+20 n-30 n-20 n-10
Fig. 12. The Hamiltonian 2-factor H1.
0 8
8 11 21 31 i-11 i1 i+11 i+21
. . . . . .
n-31 n-21 n-11
10 20 30 i-10 i0 i+10 i+20 n-30 n-20 n-10
Fig. 13. The Hamiltonian 2-factor H2.
(F0) are {∞; 11}; {∞; (n− 1)0}, {11; 0}, {0; 21}, {(n− 2)0; (n− 1)0}, {i0; (i+1)1} for
16i6n− 2 and {i0; (i+2)1} for 16i¡n− 2. These are precisely the edges shown in
Fig. 11. The dashed lines in Fig. 11 are the 1-factor.
Pairing consecutive Walecki 2-factors yields:
Corollary 2. The complete graph of order 2n with a 1-factor removed, K2n − nK2,
can be decomposed into (n− 1)=2 edge disjoint copies isomorphic to F0 ∪ (F0), the
graph shown in Fig. 11 if n is odd and (n− 2)=2 copies and a Hamiltonian 2-factor
if n is even.
The graph in Fig. 11, F0 ∪ (F0), can be decomposed into the two Hamiltonian
2-factors H1 and H2. H1 is shown in Fig. 12 and H2 is shown in Fig. 13.
Lemma 9. The graph in Fig. 11, F0 ∪ (F0), can be decomposed into two 2-factors
such that the 0rst is an 2i+1; (2n−2i−1)-factor and the second is a 2j+1; (2n−2j−1)-
factor for any 16i; j6n− 2, except the case when n is odd and i= j=(n− 1)=2.
Proof. It can be assumed without loss of generality that 2i + 1¿2n − 2i − 1 and
2j + 162n− 2j − 1.
The vertices i0, i1, (i + 1)0 and (i + 1)1 induce a C4. The remaining edges of H1
form a P2i+1 from i0 to i1 and a P2n−2i−1 from (i + 1)0 to (i + 1)1 which are vertex
disjoint. The remaining edges of H2 from a P2i+2 from i1 to (i+1)1 a P2n−2i−2 from i0
to (i+1)0 which are vertex disjoint. Similarly the vertices (j− 1)0, j1, j0 and (j+1)1
induce a C4. The remaining edges of H1 form a P2j from (j − 1)0 to j0 and a P2(n−j)
from j1 to (j + 1)1 which are disjoint. The remaining edges of H2 form a P2j+1 from
(j − 1)0 to j1 and a P2(n−j)−1 from j0 to (j + 1)1 which are disjoint.
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11 21 31
. . . . . . . . . 8
8
8
8
0
0
i-11 i+11 i+21i1 n-31 n-21 n-11j-21 j-11 j+11j1
10 20 30 i-10 i+10 i+20i0 n-30 n-20 n-10j-20 j-10 j+10j0
10 20 30 i-10 i+10 i+20i0 n-30 n-20 n-10j-20 j-10 j+10j0
11 21 31 i-11 i+11 i+21i1 n-31 n-21 n-11j-21 j-11 j+11j1
Fig. 14. Decomposition of F0 ∪ (F0) into a 2i + 1; (2n− 2i − 1)-factor and a 2j + 1; (2n− 2j − 1)-factor.
Applying Lemma 3 @rst to the C4 at i0, i1, (i + 1)0 and (i + 1)1 and then to the
C4 at (j − 1)0, j1, j0 and (j + 1)1 yields the desired 2i + 1; 2(n − i) − 1-factor and
2j + 1; 2(n− j)− 1-factor except when i= j=(n− 1)=2.
In explicit terms, the 2i + 1; (2n− 2i − 1)-factor is
(0 1j+1 2j : : : (j − 1)1 j0 j1 (j + 1)0 (j + 2)1 : : : ii+j+1 ii+j (i − 1)i+j+1 : : : (j + 1)1
(j − 1)0 (j − 2)1 : : : 1j)
((i + 1)1 (i + 2)0 : : : (n− 1)n+i−1 ∞ (n− 1)n+i : : : (i + 1)0).
The 2j + 1; (2n− 2j − 1)-factor is
(∞ 0 21 20 41 : : : a b c d : : : 10 11)
(j0 (j + 2)1 (j + 2)0 : : : e f g h : : : k l m o : : : p q r s : : : (j + 1)1),
where {a; b; c; d} is {(j − 1)0; j1; (j − 2)0; (j − 2)1} if j is odd and {j1;
(j − 1)0; (j − 1)1; (j − 3)0} if j is even; {e; f; g; h} is {i1; (i + 1)0; (i + 3)1; (i + 3)0} if
i and j have the same parity and {(i + 1)1; i0; (i + 2)1; (i + 2)0} if i and j have the
opposite parity; {k; l; m; o} is {(n− 1)0; (n− 2)0; (n− 2)1; (n− 4)0} if j and n have the
same parity and {(n − 2)0; (n − 1)0; (n − 1)1; (n − 3)0} if j and n have the opposite
parity; and {p; q; r; s} is {i0; (i+ 1)1; (i− 1)0; (i− 1)1} if i and j have the same parity
and {(i + 1)0; i1; (i − 2)0; (i − 2)1} if i and j have the opposite parity.
These two 2-factors are shown in Fig. 14.
Lemma 10. The graph in Fig. 11, F0 ∪ (F0) ∼= H1 ∪H2, can be decomposed into two
2-factors such that the 0rst is an 2i + 1; (2n − 2i − 1)-factor and the second is a
Hamiltonian 2-factor, for any 16i6n− 2.
Proof. The proof is identical to the proof of Lemma 9 except that we only apply
Lemma 3 at the C4 induced at points i0, i1, (i + 1)0 and (i + 1)1.
The 2i + 1; (2n− 2i − 1)-factor is
(0 11 20 : : : ii ii+1 (i − 1)i : : : 10)
((i + 1)1 (i + 2)0 : : : (n− 1)n+i−1 ∞ (n− 1)n+i : : : (i + 1)0).
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i-11 i+11 i+21i1 n-31 n-21 n-11
10 20 30 i-10 i+10 i+20i0 n-30 n-20 n-10
11 21 31 i-11 i+11 i+21i1 n-31 n-21 n-11
10 20 30 i-10 i+10 i+20i0 n-30 n-20 n-10
Fig. 15. Decomposition of F0 ∪ (F0) into a 2i + 1; (2n− 2i − 1)-factor and a Hamiltonian 2-factor.
0 8
8 11 21 31 i-11 i1 i+11 i+21
. . .  
n-31 n-21 n-11
10 20 30 i-10 i0 i+10 i+20 n-30 n-20 n-10
Fig. 16. The Hamiltonian 2-factor H ′1.
0 8
8 11 21 31 i-11 i1 i+11 i+21
. . . . . .
n-31 n-21 n-11
10 20 30 i-10 i0 i+10 i+20 n-30 n-20 n-10
Fig. 17. The Hamiltonian 2-factor H ′2.
The Hamiltonian 2-factor is
(∞ 0 11 10 30 : : : a b c d : : : e f g h : : : k l m o : : : 21),
where {a; b; c; d} is {i1; (i + 1)0; (i + 3)1; (i + 3)0} if i is odd and {(i + 1)1; i0; (i +
2)1; (i + 2)0} if i is even; {e; f; g; h} is {(n − 1)1; (n − 1)0; (n − 2)0; (n − 2)1} if n
is odd and {(n − 2)0; (n − 1)0; (n − 1)1; (n − 3)0} if n is even; and {k; l; m; o} is
{i0; (i+1)1; (i− 1)0; (i− 1)1} if i is odd and {(i+1)0; i1; (i− 2)0; (i− 2)1} if i is even.
These two 2-factors are shown in Fig. 15.
The graph in Fig. 11, F0 ∪ (F0), can also be decomposed into the two following
Hamiltonian 2-factors H ′1 and H
′
2, shown in Figs. 16 and 17.
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Lemma 11. The graph in Fig. 11, F0 ∪ (F0), can be decomposed into two 2-factors
such that the 0rst is an 2i; 2(n− i)-factor and the second is a 2j; 2(n− j)-factor for
any 26i; j6n− 2, except the case i= j= n=2.
Proof. Since all cycles are even it can be assumed without loss of generality that
i6n=2 and j¿n=2.
The vertices (i − 1)0, (i − 1)1, i0 and i1 induce a C4. The remaining edges of H ′1
form a P2i from (i−1)0 to (i−1)1 and a P2n−2i from i0 to i1 which are vertex disjoint.
The remaining edges of H ′2 from a P2i−1 from (i−1)1 to i1 a P2n−2i+1 from (i−1)0 to
i0 which are vertex disjoint. Similarly the vertices (j−1)0, j1, j0 and (j+1)1 induce a
C4. The remaining edges of H ′1 form a P2j+1 from (j− 1)0 to j0 and a P2(n−j)−1 from
j1 to (j+1)1 which are disjoint. The remaining edges of H ′2 form a P2j from (j− 1)0
to j1 and a P2(n−j) from j0 to (j + 1)− 1 which are disjoint.
Applying Lemma 3 @rst to the C4 at (i−1)0, (i−1)1, i0 and i1 and then to the C4 at
(j− 1)0, j1, j0 and (j+1)1 yields the desired 2i; 2(n− i)-factor and 2j; 2(n− j)-factor
except when i= j= n=2.
Explicitly, the 2i; 2(n− i)-factor is
(0 ∞ 11 20 : : : (i − 1)i−1 (i − 1)i (i − 2)i+1 : : : 10)
(ii+j (i + 1)i+j+1 : : : j0 j1 (j + 1)0 (j + 2)1 : : : (n − 1)j+n (n − 1)j+n+1 (n − 2)j+n : : :
(j + 1)1 (j − 1)0 (j − 2)1 : : : ii+j+1).
The 2j; 2(n− j)-factor is
(11 0 21 20 41 : : : a b c d : : : e f g h : : : k l m o : : : 10)
(j0 (j + 2)1 (j + 2)0 : : : p q r s : : : (j + 1)1),
where {a; b; c; d} is {(i − 1)1; i0; (i + 2)1; (i + 2)0} if i is odd and {i1; (i − 1)0;
(i+1)1; (i+1)0} if i is even; {e; f; g; h} is {(j−1)0; j1; (j−2)0; (j−2)1} if j is even and
{j1; (j−1)0; (j−1)1; (j−3)0} if j is odd; {k; l; m; o} is {(i−1)0; i1; (i−2)0; (i−2)1} if i is
odd and {i0; (i−1)1; (i−3)0; (i−3)1} if i is even; and {p; q; r; s} is {(n−1)1; infty; (n−
1)0; (n− 2)0} if j and n have the opposite parity and {(n− 2)0; (n− 1)0;∞; (n− 1)1}
if j and n have the same parity.
These two 2-factors are shown in Fig. 18.
Lemma 12. The graph in Fig. 11, F0 ∪ (F0), can be decomposed into two 2-factors
such that the 0rst is an 2i; 2(n− i)-factor and the second is a Hamiltonian 2-factor,
for any 26i6n− 2.
Proof. The proof is identical to the proof of Lemma 11 except that we only apply
Lemma 3 at the C4 induced at points (i − 1)0, (i − 1)1, i0 and i1.
The 2i; 2(n− i)-factor is
(0 ∞ 11 20 : : : (i − 1)i−1 (i − 1)i (i − 2)i+1 : : : 10)
(i1 (i + 1)0 : : : (n− 1)i+n (n− 1)i+n+1 (n− 2)i+n : : : i0).
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n-31 n-21 n-11i+11i1i-21 i-11 j-21
j+10j0j-1010 20 30 n-30 n-20 n-10i+10i0i-20 i-10 j-20
j+10j0j-1010 20 30 n-30 n-20 n-10i+10i0i-20 i-10 j-20
j+11j1j-1111 21 31 n-31 n-21 n-11i+11i1i-21 i-11 j-21
Fig. 18. Decomposition of F0 ∪ (F0) into a 2i; 2(n− i)-factor and a 2j; 2(n− j)-factor.
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n-31 n-21 n-11i-21
i+10i0i-1010 20 30 n-30 n-20 n-10i-20
i+11i1i-1111 21 31 n-31 n-21 n-11i-21
i+10i0i-1010 20 30 n-30 n-20 n-10i-20
Fig. 19. Decomposition of F0 ∪ (F0) into a 2i; 2(n− i)-factor and a Hamiltonian 2-factor.
The Hamiltonian 2-factor is
(11 0 21 20 41 : : : a b c d : : : e f g h : : : k l m o : : : 10),
where {a; b; c; d} is {(i − 1)1; i0; (i + 2)1; (i + 2)0} if i is odd and {i1; (i − 1)0;
(i+1)1; (i+1)0} if i is even; {e; f; g; h} is {(n−1)1;∞; (n−1)0; (n−2)0} if n is even and
{(n−2)0; (n−1)0;∞; (n−1)1} if n is odd; and {k; l; m; o} is {(i−1)0; i1; (i−2)0; (i−2)1}
if i is odd and {i0; (i − 1)1; (i − 3)0; (i − 3)1} if i is even.
These two 2-factors are shown in Fig. 19.
Theorem 3. There exists a heterogeneous pancyclic 2-factorization of K2n − nK2 for
all n¿1.
Proof. In all the four cases of this proof, Corollary 2 allows us to decompose K2n−nK2
into the appropriate number of isomorphic copies of F0 ∪ (F0).
Case 1. n≡ 1mod 4.
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The graph K2 − K2 is trivially a heterogeneous pancyclic 2-factorization. For larger
n, we will need create an even number, (n − 1)=2, of 2-factors that are composed of
odd cycles, an odd number of 2-factors that have even cycles, and one Hamiltonian
2-factor. Similarly to Theorem 1, Lemma 9, Lemma 11 and Lemma 12 allow us to
construct the pancyclic 2-factorization.
Case 2. n≡ 2mod 4.
The graph K4− 2K2 is trivially a heterogeneous pancyclic 2-factorization. For larger
n, we will have an even number of 2-factors with odd cycles which we create in pairs
by Lemma 9. We will also have an even number of 2-factors with even cycles which
we create in pairs by Lemma 11. The remaining Hamiltonian 2-factor is not modi@ed.
Case 3. n≡ 3mod 4.
The heterogeneous pancyclic 2-factorization of K6 − 3K2 is
(1 3 5) (2 4 6)
(1 2 3 4 5 6)
(1 4) (2 5) (3 6).
Where the last line gives the removed 1-factor. For larger n, we have to create an odd
number of odd-factors, all but one of which we will create in pairs, with Lemma 9.
We have an even number of even-factors all of which will be constructed in pairs by
Lemma 11. The Hamiltonian 2-factor and the last odd-factor will be constructed from
the last copy of F0 ∪ (F0) by Lemma 10.
Case 4. n≡ 4mod 4.
For K8 − 4K2 a pancyclic 2-factorization is
(1 2 8) (3 7 4 5 6)
(1 7 8 6) (2 5 3 4)
(1 3 8 5 7 2 6 4)
(1 5) (2 3) (4 8) (6 7).
Where the last line gives the removed 1-factor. A solution for K16 − 8K2 is shown in
Fig. 20.
For n¿12, we have to create an odd number of both the odd-factors and even-
factors. Lemmas 9 and 11 only construct pairs of 2-factors with the same parity of
cycles. However, the union of the @rst two consecutive Hamiltonian cycles and the
removed 1-factor, shown in Fig. 11, can be decomposed into a 7; (2n− 7)-factor, and
a 4; (2n− 4)-factor and a 1-factor as shown in Fig. 21. Using Lemmas 9 and 11, we
can now decompose the remaining isomorphic copies of F0 ∪ (F0) into the remaining
2-factors in pairs with cycles of the same parity. The required Hamiltonian 2-factor
will be the untouched standard 2-factor left over at the end.
5. Solution for K2n;2n and K2n+1;2n+1 − (2n + 1)K2
The solution method for decomposing complete bipartite graphs, Kn;n is similar to
the methods used in Sections 3 and 4. We @nd a decomposition into Hamiltonian
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Fig. 20. Anti-Oberwolfach solution for K16 − 8K2 (n=8).
8
8
8
. . .
8
0
11 21 31
. . .
8
0
. . .
8
0
n-81 n-61 n-51 n-41 n-31 n-21 n-11n-71
11 21 31 n-81 n-61 n-51 n-41 n-31 n-21 n-11n-71
11 21 31 n-81 n-61 n-51 n-41 n-31 n-21 n-11n-71
10 20 30 n-80 n-60 n-50 n-40 n-30 n-20 n-10n-70
Fig. 21. Decomposition of F0 ∪ (F0) into a 7; 2n− 7-factor, a 4; 2n− 4-factor, and a 1-factor.
2-factors that are developed by a cyclic automorphism. We then take consecutive pairs
and decompose them into the desired cycle structures.
The Hamiltonian 2-factors and the cyclic automorphism, , we use are
Fi = i(F0)= (10 (1 + 2i)1 20 (2 + 2i)1 30 (3 + 2i)1 : : : (n − 1)0 (n − 1 + 2i)1 n0
(n+ 2i)1)
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. . .
11 21 31 11
. . .
n-21 n-11 n1
10 20 30 10n-20 n-10 n0
11 21 31 11n-21 n-11 n1
10 20 30 10n-20 n-10 n0
Fig. 22. The @rst two Hamiltonian factors, F0 and F1 = (F0), in Kn;n.
. . .
11 21 31 11
. . .
n-21 n-11 n1
10 20 30 10n-20 n-10 n0
11 21 31 11n-21 n-11 n1
10 20 30 10n-20 n-10 n0
Fig. 23. The decomposition of F0 ∪ (F0) into H1 and H2 in Kn;n.
where (j0)= j0 and (j1)= (j+2)1. where addition is take modulo n and 16i6
n=2.
The @rst two are shown in Fig. 22. The union of these two consecutive Hamiltonian
2-factors can be decomposed into the two 2-factors, H1 and H2 shown in Fig. 23 which
are no longer necessarily Hamiltonian, depending on the parity of n.
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. . . . . . . . .
11 21 31
. . .
i1 i+11 i+21 i+31 i+j1 i+j+11 i+j+21 i+j+31
. . . . . .
n-21 n-11 n1
10 20 30 i0 i+10 i+20 i+30 i+j0 i+j+10 i+j+20 i+j+30 n-20 n-10 n0
11 21 31 i1 i+11 i+21 i+31 i+j1 i+j+11 i+j+21 i+j+31 n-21 n-11 n1
10 20 30 i0 i+10 i+20 i+30 i+j0 i+j+10 i+j+20 i+j+30 n-20 n-10 n0
Fig. 24. Decomposition of F0 ∪ (F0) into a 2i; 2n− 2i-factor and 2j; 2n− 2j-factor when i + j6n− 3.
If n is even then the given 2-factors exhaust all the edges of Kn;n. If n is odd then
there will be a 1-factor remaining edge-disjoint from all the i(F0). In this case we
will be seeking a pancyclic decomposition of Kn;n − nK2.
Lemma 13. The union of two consecutive Hamiltonian factors i(F0)∪ i+1(F0) can
be decomposed into a 2i; 2n − 2i-factor and a 2j; 2n − 2j-factor for 26i; j6n − 2,
and a 2i; 2n− 2i-factor and a Hamiltonian 2-factor for 26i6n− 2.
Proof. Without loss of generality we can let i=0. the union, F0 ∪ (F0) can be de-
composed into two 2-factors H1 and H2 shown in Fig. 23.
We construct the desired 2-factors in cases.
Case 1. n even.
We can assume that i; j6n=2. If i= j= n=2 then H1 and H2 are already in the desired
form. If not, apply Lemma 1 to the induced C4 on n0, n1, 10 and 11 to obtain two
Hamiltonian 2-factors. Apply Lemma 1 to the C4 induced by i0, i1, (i+1)0 and (i+1)1
to produce a 2i; 2n−2i-factor and a n; n-factor. If j= n=2 we are now done. Otherwise
apply Lemma 3 to the C4 induced on (i+1)0, (i+2)1, (i+2)0 and (i+3)1 to produce
a 2i; 2n−2i-factor and a Hamiltonian factor. If this is the structure we desired we stop
here. If i + j6n − 3 apply Lemma 3 to the C4 induced at (i + j + 1)0, (i + j + 2)1,
(i + j + 2)0 and (i + j + 3)1. This is shown in Fig. 24. if i + j= n− 2; n− 1 then we
can assume without loss of generality that j6i and apply Lemma 3 to the C4 induced
at (i− j+1)0, (i− j+2)1, (i− j+2)0 and (i− j+3)1. This second case is shown in
Fig. 25. In either each case we have produced a 2i; 2n−2i-factor and a 2j; 2n−2j-factor.
Case 2. n odd.
We can assume that i; j6(n−1)=2. H1 and H2 are both Hamiltonian 2-factors. Apply
Lemma 3 to the induced C4 on n0, n1, 10 and 11 to produce one Hamiltonian 2-factor
and one n; n-factor. If this is the structure we desire we stop. If not, apply Lemma 2
to the C4 induced by i0, i1, (i + 1)0 and (i + 1)1 to produce a 2i; 2n− 2i-factor and a
Hamiltonian 2-factor. If this structure is what we needed, we are now done. Otherwise
apply Lemma 3 to the C4 induced on (i+1)0, (i+2)1, (i+2)0 and (i+3)1 to produce
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i1 i+11 i+21 i+31
. . . . . . . . .
11 21 31
. . . . . . . . .
n1i-j1 i-j+11 i-j+21 i-j+31 n-21 n-11
i0 i+10 i+20 i+3010 20 30 n0i-j0 i-j+10 i-j+20 i-j+30 n-20 n-10
i1 i+11 i+21 i+3111 21 31 n1i-j1 i-j+11 i-j+21 i-j+31 n-21 n-11
i0 i+10 i+20 i+3010 20 30 n0i-j0 i-j+10 i-j+20 i-j+30 n-20 n-10
Fig. 25. Decomposition of F0 ∪ (F0) into a 2i; 2n− 2i-factor and 2j; 2n− 2j-factor when i + j= n− 2 or
n− 1.
Fig. 26. Anti-Oberwolfach solution for K6;6.
a 2i; 2n− 2i-factor and a n; n-factor. If i+ j6n− 3 apply Lemma 3 to the C4 induced
at (i + j + 1)0, (i + j + 2)1, (i + j + 2)0 and (i + j + 3)1. This is again shown in
Fig. 24. If i + j= n − 2; n − 1 then we can assume without loss of generality that
j6i and apply Lemma 3 to the C4 induced at (i − j + 1)0, (i − j + 2)1, (i − j + 2)0
and (i − j + 3)1. This second case is again shown in Fig. 25. In either case we have
produced a 2i; 2n− 2i-factor and a 2j; 2n− 2j-factor.
We will not list the cycles generated because there are too many cases here to
display and because we assume that the reader is getting familiar with the repeated
application of the decomposition lemmas from Section 2.2.
Theorem 4. There exists a pancyclic 2-factorization of Kn;n for all even n =4 and
Kn;n − nK2 for all odd n =1. The cases n=1 and 4 are impossible.
Proof. We break the problem into four cases:
Case 1. n≡ 1mod 4.
We use Lemma 13 to create 2-factors in pairs. Decompose the union of 2i(F0)∪
2i+1(F0) into a 2(i + 2); 2n − 2i − 4-factor and a 2(i + 3); 2n − 2i − 6-factor, for
06i6(n − 9)=4. Decompose (n−5)=2(F0)∪ (n−3)=2(F0) into a n − 1; n + 1-factor and
a Hamiltonian 2-factor. The 1-factor will be remaining. It is all edges of the form
{i0; (i − 2)1}. The case n=1 is obviously impossible.
Case 2. n≡ 2mod 4.
K2;2 is already a pancyclic 2-factorization and the solution for n=6 is shown in Fig.
26. For n¿10, decompose 2i(F0)∪ 2i+1(F0) into a 2i + 4; 2n − 2i − 4-factor and a
2i + 6; 2n− 2i − 6-factor for 06i6(n− 6)=4. The Hamiltonian 2-factor will remain.
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Fig. 27. Anti-Oberwolfach solution for K7;7.
Case 3. n≡ 3mod 4.
K3;3 is easily decomposed into a Hamiltonian 2-factor and a remaining 1-factor. The
n=7 case is shown in Fig. 27. For n¿11, decompose the union of 2i(F0)∪ 2i+1(F0)
into a 2(i+2); 2n− 2i− 4-factor and a 2(i+3); 2n− 2i− 6-factor, for 06i6(n− 7)=4.
The Hamiltonian 2-factor, (n−3)=2(F0), and 1-factor will be remaining.
Case 4. n≡ 0mod 4.
In K4;4 the complement of any Hamiltonian 2-factor is another Hamiltonian 2-factor.
Thus n=4 is impossible. For n¿8, decompose the union of 2i(F0)∪ 2i+1(F0) into
a 2(i + 2); 2n − 2i − 4-factor and a 2(i + 3); 2n − 2i − 6-factor, for 06i6(n − 8)=4.
Decompose (n−4)=2(F0)∪ (n−2)=2(F0) into a n; n-factor and a Hamiltonian 2-factor.
6. Conclusion
As a demonstration of a powerful method for a wide range of 2-factorization prob-
lems, of similar type to Piotrowski’s Oberwolfach constructions, we have solved the
pancyclic 2-factorization for four in@nite families of complete or nearly complete
graphs, K2n+1, K2n−nK2, K2n;2n and K2n+1;2n+1− (2n+1)K2. In each case, pancyclic 2-
factorizations exist for all n except for a very few small n where the solution is shown
not to exist. Moreover, in each case the solution method is similar. We start with a
2-factorization of the graph in question with a cyclic automorphism group. The union
of consecutive pairs of the 2-factors is shown to be decomposable into two 2-factors
with a wide range of cycle structures by judicious swapping of the two pairs of oppo-
site edges of induced 4-cycles. This >exibility of decomposition and the automorphism
group allow the desired solution to be constructed.
The plethora of induced 4-cycles in the union of consecutive 2-factors from the
various 2-factorizations allow us not only to construct the various solutions in many
di,erent ways, but to go far beyond the problem solved here. In K2n+1 it seems that
the swapping lemmas can only produce one odd cycle per factor and at most two in
K2n−nK2. Beyond this restriction there is a great deal of >exibility in the application of
the swapping lemmas. The use of these methods to solve the pancyclic 2-factorization
problem indicates the strength and range of the swapping lemmas. We propose that the
methods outlined in this article might be powerful for constructing Oberwolfach solu-
tions, and other 2-factorization and scheduling problems. One very interesting problem
is the construction of 2-factorizations with prescribed lists of cycle types for each 2-
factor. If the list can only contain 2-factors with one or two cycles, then the methods
presented here nearly complete the problem. The only obstacle towards the solution
424 B. Stevens / Theoretical Computer Science 297 (2003) 399–424
of these problems is the construction of pairs of 2-factors with the same cycle type,
the Oberwolfach aspect of the question. P. Gvozdjak is currently working on such
constructions.
There are other pancyclic decomposition questions that can be asked. The Author
and H. Verrall are currently working on the directed analogue of the anti-Oberwolfach
problem. Other obvious pancyclic problems can be formulated for higher " for both
directed and undirected graphs; 2-path covering pancyclic decompositions, both re-
solvable and non-resolvable . In each of these cases we gain the >exibility to ask for
di,erent numbers within each size class of cycles, possibly admitting digons and losing
other restrictions enforced by the tightness of the case solved here.
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