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Abstract
In this paper we study the initial problem for a stochastic nonlinear equation arising from 1D integro-
differential scalar conservation laws. The equation is driven by Lévy space–time white noise in the follow-
ing form:
(∂t − A)u+ ∂xq(u) = f (u)+ g(u)Ft,x
for u : (t, x) ∈ (0,∞)×R → u(t, x) ∈ R, where A is an integro-differential operator associated with a sym-
metric, nonlocal, regular Dirichlet form, and Ft,x stands for a Lévy space–time white noise. The problem is
interpreted as a stochastic integral equation of jump type involving certain convolution kernels. Existence
of a unique local (in time) L2(R)-valued solution is obtained.
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This paper is concerned with the initial problem for the following stochastic nonlinear equa-
tion
(∂t −A)u(t, x) + ∂x
(
q
(
t, x, u(t, x)
))= f (t, x, u(t, x))+ g(t, x, u(t, x))Ft,x
on the given domain [0,∞)× R with L2(R) initial condition, where A is an integro-differential
operator, the L2(R)-generator of a symmetric, nonlocal, regular Dirichlet form which generates
a strong Feller semigroup {esA}s>0 with transition density kernels (cf., e.g., [27,28] and more
recently, e.g., [3,13,24] and references therein, and see Section 2.1 for its brief introduction).
Here q : [0,∞)×R×R → R is measurable and corresponds to the “nonlinearity,” f,g : [0,∞)×
R×R → R are measurable, and Ft,x is the so-called Lévy space–time white noise consisting of
Gaussian space–time white noise (i.e., a Brownian sheet on [0,∞)×R) and Poisson space–time
white noise (see Section 2.2 for the definition). An introductory account of integro-differential
scalar conservation laws can be found in [2,30]. Recently, there has been increasing interest in
studying integro-differential conservation laws of nonlocal type involving generators of Lévy
type (see, e.g., [6–12] and references therein) as well as in studying white noise perturbations of
Burgers type nonlinear PDEs with random initial data, see, e.g., [4,5,19,33,37,38] and references
therein, or white noise driven stochastic Burgers and fractal Burgers equations, respectively,
in [34,35], where the initial problem for both the stochastic Burgers equation and stochastic
fractal Burgers equation with Lévy space–time white noise is examined in the mild formulation.
In this paper we introduce a class of stochastic nonlinear equations in one space dimension
driven by Lévy space–time white noise which links nonlocal conservation laws involving sym-
metric integro-differential operators and white noise perturbation of Burgers type nonlinear PDEs
considered in the literature mentioned above. We will prove existence of a unique, local, mild
solution to the initial problem for the stochastic nonlinear equations we posed. Namely, for any
initial function from L2(R), we obtain a local solution with càdlàg (i.e., right-continuous with
left-hand limits in the time variable t ∈ [0,∞)) trajectories in L2(R) (see Theorem 3.1).
The paper is organized as follows. In the next section, we elucidate briefly the symmetric
integro-differential operators and describe in detail our Lévy white noise. In Section 3, in order
to make the problem we are considering precise, we interpret the initial problem for the stochastic
nonlinear equation driven by Lévy space–time white noise (weakly) as a jump type stochastic
integral equation involving the transition density kernels associated with the symmetric integro-
differential operators as the convolution kernels. We present existence of a unique local L2-
solution. Section 4, the final section, is devoted to the proof of Theorem 3.1. Our approach is
based on combining the method for solving stochastic Burgers type nonlinear equations driven by
Lévy space–time white noise in [34,35] with the techniques for studying nonlocal conservation
laws involving Lévy generators developed in [6–12].
2. Preliminaries
2.1. Symmetric integro-differential operators
According to, e.g., [22,25,31,32], a Lévy type operator A is a second-order elliptic pseudo-
differential operator having the following representation:
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∫
R\{0}
[
ϕ(x + z) − ϕ(x)− zϕ
′(x)1|z|<1(z)
1 + |z|2
]
μ(x, dz)
for certain suitable function ϕ :R → R (for instance, ϕ could be a Schwartz test function on R),
where σ,b :R → R, and μ(x, dz) is the so-called Lévy kernel, i.e., ∀x ∈ R,μ(x, dz) satisfies
∫
R\{0}
(|z|2 ∧ 1)μ(x, dz) < ∞.
In terms of Fourier transform (see, e.g., [22,26]), A is determined by its symbol a :R × R → C
via
(Aϕ)(x) = a(x,D)ϕ(x) = (2π)− 12
∫
R
eixka(x, k)ϕˆ(k) dk,
where ϕˆ(k) stands for the Fourier transform of ϕ. The symbol a(x, k) is continuous, and −a(x, k)
is negative definite and is of polynomial growth in the variable k ∈ R. It has the following Lévy–
Khinchin representation:
a(x, k) = ib(x)k − σ 2(x)k2 +
∫
R\{0}
(
e−izk − 1 − izk1|z|<1(z)
1 + z2
)
μ(x, dz).
In this paper, we are interested in a special class of Lévy type operators. Namely, we consider
only the integro-differential part of the Lévy type operator
(Aϕ)(x) =
∫
R\{0}
[
ϕ(x + z) − ϕ(x) − zϕ
′(x)1|z|<1(z)
1 + |z|2
]
μ(x, dz) (1)
with a stable type Lévy kernel
μ(x, dz) = c(x, x + z) dz|z|1+α
for α ∈ (0,2), where c :R×R → [d1, d2] is a symmetric, measurable function with certain given
constants d2  d1 > 0. The symbol of A is assumed to be real-valued with the following repre-
sentation:
a(x, k) =
∫
R\{0}
(
cos(zk) − 1)c(x, x + z) dz|z|1+α .
In this case, the integro-differential operator A is symmetric with respect to L2(R) (cf. Ex-
amples 4.7.30 and 4.7.31 of the monograph [22, vol. I]). We then have a symmetric, regular
Dirichlet form of pure jump type (see, e.g., [22,27,28])
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=
∫
R
∫
R\{0}
[
ϕ1(x + z) − ϕ1(x)
][
ϕ2(x + z) − ϕ2(x)
]c(x, x + z) dz
|z|1+α dx
=
∫ ∫
R2\D
[
ϕ1(x) − ϕ1(y)
][
ϕ2(x) − ϕ2(y)
] c(x, y)
|x − y|1+α dx dy
for ϕ1, ϕ2 ∈ Dom(E) := {ϕ ∈ L2(R): E(ϕ,ϕ) < ∞}, where (·,·)L2 stands for the usual inner
product of L2(R) and D := {(x, x): x ∈ R}, the diagonal set on R2. Notice that in the above
case, the jumping measure J in the Beurling–Deny formula for regular Dirichlet forms (see, e.g.,
[18]) is given by
J (dx, dy) = c(x, y)|x − y|1+α dx dy.
Moreover, from the theory of Dirichlet forms (see, e.g., [18,22]), there is a Feller semigroup, de-
noted by {esA}s>0, associated with E . A typical example of a symmetric integro-differential op-
erator A is the (one-dimensional) fractional Laplacian which can be defined as follows (cf., e.g.,
[1]). Let c(x, y) ≡ 1. Then
A = ρα(−)α2 = ρα
(
− d
2
dx2
) α
2
with the symmetric stable semigroup as its Feller semigroup, where ρα is a negative constant
determined by
ρα =
∫
R\{0}
(cos z − 1) dz|z|1+α .
The particular case when α = 1 corresponds to the Cauchy semigroup. More examples of Lévy
type operators in terms of pseudo-differential operators can be found in [28, Section 4] and [22].
Now we consider the following parabolic equation:
∂tu(t, x) = Au(t, x), (t, x) ∈ (s,∞) × R. (2)
Following [27,28], a function ur(x) = u(r, x) is said to be a weak solution to the above equation
if
sup
r∈(s,t)
(ur , ur) +
t∫
s
E(ur , ur) dr < ∞
and
(ut , ϕ)− (us, ϕ)+
t∫
E(ur , ϕ) dr = 0 (3)s
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Komatsu showed in [28] that there exists a fundamental solution
G : (s, x; t, y) ∈ (0,∞) × R × (0,∞) × R → G(s, x; t, y) ∈ (0,∞)
to the above parabolic equation (2) associated with A, i.e.,{
∂tG(s, x; t, y) = AG(s, x; t, y), (t, y) ∈ (0,∞) × R,
limt↓s G(s, x; t, y) = δ(y − x), y ∈ R, (4)
for (s, x) ∈ [0,∞) × R, such that
G(s, x; t, y) = G(s, y; t, x)
and
u(t, y) =
∫
R
G(s, x; t, y)ϕ(x) dx (5)
is a weak solution to the Cauchy problem for the parabolic equation (2) with initial data u(s, x) =
ϕ(x). In fact, G is nothing but the transition density of the symmetric (strong) Feller process
associated with the Dirichlet form E (cf., e.g., [18,27,28]) or equivalently generated by A via
martingale problem (cf., e.g., [31]). Furthermore, for 0 < t ,
(
etAϕ
)
(y) =
∫
R
G(0, x; t, y)ϕ(x) dx. (6)
The topic of estimating the fundamental solutions (or equivalently, the transition density) as-
sociated with A is started in [27,28] under some general conditions on the function c. More
recently, there are further investigations in [3,24] and [13], where under certain further assump-
tions on the Lévy kernel μ(x, dz) or on the function c, more precise estimates for transition
densities for the stable type processes have been achieved. We point out here that, in this paper,
our assumption that c :R×R → [d1, d2] which is symmetric fulfills all assumptions made by the
above mentioned literatures [3,13,24,27,28]. In fact, the real-valued symbol
a : (x, k) ∈ R × R → a(x, k) ∈ R
of our operator A is bounded below (away from zero) and above by |k|α . Therefore, based on
[28, Theorems 3, 5 and 6], [24, Proposition 3.1, Theorems 3.1 and 3.2], [3, Theorem 1.1], and
[13, Theorem 1.1], there exist nice estimates for our G which we summarize as follows:1 there
exists a constant C only depending on α ∈ (0,2) such that for any 0  s < t and x, y ∈ R, the
following estimates hold:
(t − s) 1α (1 + (t − s)− 1α −1|x − y|1+α)G(s, x; t, y) C (7)
1 For simplicity, here and in the sequel in this paper the constant C is a generic positive constant whose value may vary
from line to line.
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2.2. Lévy space–time white noise
Let (Ω,F ,P ) be a given complete probability space and (U,B(U), ν) be an arbitrary σ -
finite measure space. Usually, (U,B(U), ν) is a parameter space measuring jumps of a sto-
chastic process to be considered. A classical example for this space is that (U,B(U), ν) =
(R \ {0},B(R \ {0}), ν) with ν being a Lévy measure, i.e., ∫
R\{0} 1 ∧ |x|2ν(dx) < ∞. Follow-
ing, e.g., [21] (cf. Theorem I.8.1), there exists a Poisson random measure on the product measure
space ([0,∞)×R×U,B([0,∞)×R)×B(U), dt dx ⊗ ν) associated with Lebesgue (product)
measure space ([0,∞) × R,B([0,∞)× R), dt dx), i.e.,
N :B([0,∞)× R)×B(U)×Ω → N ∪ {0} ∪ {∞} (9)
with mean measure E[N(A,B, ·)] = |A|ν(B),A ∈ B([0,∞) × R),B ∈ B(U). Here and in
the sequel in this paper, |A| stands for Lebesgue measure for any Borel measurable set A ∈
B([0,∞)× R). In fact, N can be constructed canonically as follows:
N(A,B,ω) :=
∑
n∈N
ηn(ω)∑
j=1
1(A∩En)×(B∩Un)
(
ξ
(n)
j (ω)
)
1{ω∈Ω: ηn(ω)1}(ω), ω ∈ Ω, (10)
for A ∈ B([0,∞)× R) and B ∈ B(U), where
(a) {En}n∈N ⊂ B([0,∞) × R) is a partition of [0,∞) × R with 0 < |En| < ∞, n ∈ N, and
{Un}n∈N ⊂ B(U) is a partition of U with 0 < ν(Un) < ∞, n ∈ N;
(b) ∀n, j ∈ N, ξ (n)j :Ω → En ×Un is F/En ×B(Un)-measurable with
P
{
ω ∈ Ω: ξ (n)j (ω) ∈ A×B
}= |A|ν(B)|En|ν(Un) , A ∈ En,B ∈ B(Un),
where En := B([0,∞)× R)∩En and B(Un) := B(U)∩Un;
(c) ∀n ∈ N, ηn :Ω → N ∪ {0} ∪ {∞} is a Poisson distributed random variable with
P
{
ω ∈ Ω: ηn(ω) = k
}= e−|En|ν(Un)[|En|ν(Un)]k
k! , k ∈ N ∪ {0} ∪ {∞};
(d) ξ (n)j and ηn are mutually independent for all n, j ∈ N.
Given any σ -finite measure ν on (U,B(U)), there is always a Poisson random measure N
on the product measure space ([0,∞) × R × U,B([0,∞) × R) × B(U), dt dx ⊗ ν) which can
be constructed in the above manner. Such a N is called a canonical Poisson random measure
associated with the product σ -finite measure dt dx ⊗ ν.
Let {Ft }t∈[0,∞) be a right-continuous increasing family of sub σ -algebras of F , each contain-
ing all P -null sets of F , such that the canonical Poisson random measure N has the property
that:
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[0,∞)×B(R)×B(U) and
(ii) {N([0, t + s] × A, ·) − N([0, t] × A, ·)}s>0,(A,B)∈B(R)×B(U) is independent of Ft for any
t  0,
where P(N ∪ {0} ∪ {∞}) is the power set of N ∪ {0} ∪ {∞}. (For instance, we may directly take
Ft := σ
({
N
([0, t] ×A,B, ·): (A,B) ∈ B(R)×B(U)})∨N , t ∈ [0,∞),
where N denotes the totality of P -null sets of F .)
Next we introduce the compensating {Ft }-martingale measure
M(t,A,B,ω) := N([0, t],A,B,ω)− t |A|ν(B) (11)
for any (t,A,B) ∈ [0,∞)×B(R)×B(U) with |A|ν(B) < ∞. Obviously,
E
[
M(t,A,B, ·)]= 0
and
E
([
M(t,A,B, ·)]2)= t |A|ν(B). (12)
For any {Ft }-predictable integrand f : [0,∞)× R ×U ×Ω → R which satisfies
E
t∫
0
∫
A
∫
B
∣∣f (s, x, y, ·)∣∣ds dx ν(dy) < ∞, a.s. ∀t > 0
for some (A,B) ∈ B(R)×B(U), we can define the stochastic integral
t+∫
0
∫
A
∫
B
f (s, x, y,ω)M(ds, dx, dy,ω) :=
t+∫
0
∫
A
∫
B
f (s, x, y,ω)N(ds, dx, dy,ω)
−
t∫
0
∫
A
∫
B
f (s, x, y,ω)ds dx ν(dy). (13)
Clearly, t ∈ [0,∞) → ∫ t+0 ∫A ∫B f (s, x, y, ·)M(ds, dx, dy, ·) ∈ R is an {Ft }-martingale. More-
over, stochastic integrals with respect to M are also well defined for {Ft }-predictable integrands
f satisfying
E
t∫ ∫ ∫ ∣∣f (s, x, y, ·)∣∣2 ds dx ν(dy) < ∞, ∀t ∈ [0,∞)0 A B
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t ∈ [0,∞) → ∫ t+0 ∫A ∫B f (s, x, y, ·)M(ds, dx, dy, ·) ∈ R is a square integrable {Ft }-martingale
with the quadratic variation process
〈 ·+∫
0
∫
A
∫
B
f (s, x, y, ·)M(ds, dx, dy, ·)
〉
t
=
t∫
0
∫
A
∫
B
[
f (s, x, y, ·)]2 ds dx ν(dy).
On the other hand, it is clear that M defined by (11) is a worthy, orthogonal, {Ft }-martingale
measure in the context of Walsh [36]. Thus stochastic integrals of {Ft }-predictable integrands
with respect to M can be defined alternatively by the method in [36, Section II.3].
For the Poisson random measure N and its compensating martingale measure M , we can
define the heuristic “Radon–Nikodym derivatives” 2
Nt,x(B,ω) := N(dt dx,B,ω)
dt dx
(t, x) (14)
and
Mt,x(B,ω) := M(dt dx,B,ω)
dt dx
(t, x) = Nt,x(B,ω)− ν(B) (15)
for (t, x) ∈ [0,∞)× R and (B,ω) ∈ B(U)×Ω . We call Mt,x Poisson space–time white noise.
A Lévy space–time white noise has the following heuristic structure which is similar to that of
a Lévy process:
Ft,x(ω) = Wt,x(ω)+
∫
U0
c1(t, x;y)Mt,x(dy,ω)
+
∫
U\U0
c2(t, x;y)Nt,x(dy,ω), ω ∈ Ω, (16)
where c1, c2 : [0,∞)×R×U → R are measurable, Wt,x is a Gaussian space–time white noise on
[0,∞)×R used initially by Walsh [36] (formally, Wt,x := ∂2W(t,x)∂t∂x , where W(t, x) is a Brownian
sheet on [0,∞) × R), Mt,x and Nt,x are defined formally as Radon–Nikodym derivatives as in
(15) and (14), respectively, and U0 ∈ B(U) with ν(U \U0) < ∞.
3. The equation and the main result
Let (Ω,F ,P ; {Ft }t∈[0,∞)) be given as in the previous section. In this section we will study
the Cauchy problem for the following stochastic nonlinear equation:
{
(∂t − A)u(t, x,ω) + ∂x(q(t, x,u(t, x,ω)))
= f (t, x,u(t, x,ω)) + g(t, x,u(t, x,ω))Ft,x(ω), (t, x,ω) ∈ (0,∞)× R ×Ω,
u(0, x,ω) = u0(x,ω), (x,ω) ∈ R ×Ω,
(17)
2 Certainly the derivatives should be understood in the sense of distributions.
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{esA}s>0 with transition density kernel G, as introduced in Section 2.1, q : [0,∞)×R×R → R
is measurable which corresponds to the “nonlinearity,” f,g : [0,∞) × R × R → R are measur-
able, F is a Lévy space–time white noise as introduced in Section 2.2, and the initial condition
u0 is F0-measurable.
Essentially, Eq. (17) generalizes the classical Burgers equation
(∂t −)u+ ∂x
(
u2
)= 0, (t, x) ∈ (0,∞)× R,
in two different aspects. First, the Laplacian  = d2
dx2
is replaced by a much more general
integro-differential operator. Second, the equation is driven by a Lévy space–time white noise
as a random force. Moreover, the quadratic nonlinear term is replaced by a measurable function
which depends also on time and space variables.
Equation (17) is also linked with the following 1D deterministic nonlinear PDEs studied in-
tensively by Biler et al. [9–12] under the name of Lévy conservation laws:
(∂t − A)u+ ∂xq(u) = 0
for A ∼ −(−)α2 being a Lévy generator with its symbol a :R → R of constant coefficients
in the Lévy–Khinchin representation. Such kind of nonlinear PDEs has its root in integro-
differential scalar conversation laws, e.g., in [2,30]. In particular, when A = −(−)α2 , q(u) =
|u|r−1u for r > 1, and f = g = 0, one has the following so-called fractal Burgers equations
considered by Biler et al. [7,8]:
(
∂t + (−)α2
)
u+ ∂x
(|u|ru)= 0.
Following [36], let us introduce a notion of weak solution to Eq. (17). An L2(R)-valued and
{Ft }t∈[0,∞)-adapted, càdlàg (in the variable t ∈ [0,∞)) process u : [0,∞) × R × Ω → R is a
solution to (17) if for any ϕ ∈ S(R), the Schwartz space of rapidly decreasing C∞-functions
on R,
∫
R
u(t, x)ϕ(x) dx =
∫
R
u0(x)ϕ(x) dx +
t∫
0
∫
R
u(s, x)(Aϕ)(x) dx ds
+
t∫
0
∫
R
q
(
s, x,u(s, x)
)
(∂xϕ)(x) dx ds +
t∫
0
∫
R
f
(
s, x,u(s, x)
)
ϕ(x)dx ds
+
t∫
0
∫
R
g
(
s, x,u(s, x)
)
ϕ(x)W(ds, dx)
+
t+∫ ∫ ∫
g
(
s, x,u(s−, x))c1(s, x;y)ϕ(x)M(ds, dx, dy)0 R U0
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t+∫
0
∫
R
∫
U\U0
g
(
s, x,u(s−, x))c2(s, x;y)ϕ(x)N(ds, dx, dy)
holds for all t ∈ [0,∞). Here and in the sequel, in order that the stochastic integrals against M
and N are well defined, an {Ft }-predictable version of u is taken as u is cádlág in t ∈ [0,∞) (cf.,
e.g., [21,23]). Moreover, based on this notion, one can present a mild formulation of Eq. (17) in
terms of the fundamental solution G(s, z; t, x) for A:
u(t, x) =
∫
R
G(0, z; t, x)u0(z) dz +
t∫
0
∫
R
[
∂zG(s, z; t, x)
]
q
(
s, z, u(s, z)
)
dzds
+
t∫
0
∫
R
G(s, z; t, x)f (s, z, u(s, z))dzds
+
t∫
0
∫
R
G(s, z; t, x)g(s, z, u(s, z))W(ds, dz)
+
t+∫
0
∫
R
∫
U0
G(s, z; t, x)g(s, z, u(s−, z);y)c1(s, x;y)M(ds, dz, dy)
+
t+∫
0
∫
R
∫
U\U0
G(s, z; t, x)g(s, z, u(s−, z);y)c2(s, x;y)N(ds, dx, dy), (18)
where G(s, z; t, x) stands for the fundamental solution starting from (s, z) ∈ [0,∞) × R, i.e.,
satisfies the following system:{
∂tv(t, y) = (Av)(t, y), (t, y) ∈ (s,∞) × R,
v(s, y) = δ(y − x), y ∈ R. (19)
Let us reformulate Eq. (18) by the following consideration. Observing that ν(U \ U0) < ∞,
we have
t+∫
0
∫
R
∫
U\U0
G(s, z; t, x)g(s, z, u(s−, z))c2(s, z;y)N(ds, dz, dy)
=
t+∫
0
∫
R
∫
U\U0
G(s, z; t, x)g(s, z, u(s−, z))c2(s, z;y)M(ds, dz, dy)
−
t+∫ ∫ ∫ [
G(s, z; t, x)g(s, z, u(s, z))c2(s, z;y)ν(dy)]dzds.
0 R U\U0
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u(t, x) =
∫
R
G(0, z; t, x)u0(z) dz +
t∫
0
∫
R
[
∂zG(s, z; t, x)
]
q
(
s, z, u(s, z,ω)
)
dzds
+
t∫
0
∫
R
G(s, z; t, x)f (s, z, u(s, z))dzds
+
t∫
0
∫
R
G(s, z; t, x)g(s, z, u(s, z))W(ds, dz)
+
t+∫
0
∫
R
∫
U
G(s, z; t, x)h(s, z, u(s−, z);y)M(ds, dz, dy), (20)
where f,g : [0,∞) × R × R → R and h : [0,∞) × R × R × U → R are measurable, and
q : [0,∞)× R × R → R is measurable and satisfies the following growth condition:
∣∣q(t, x, z)∣∣K(x) +C|z|2 (21)
for all (t, x, z) ∈ [0,∞) × R × R, for some nonnegative functions K ∈ L1(R). Clearly, the term
containing the quadratic u2 in Eq. (18) satisfies the above growth condition for q with simply
q(t, x, z) = z2.
Clearly, Eq. (20) is a mild formulation of the following (formal) equation:
(∂t −A)u(t, x) + ∂x
(
q
(
t, x, u(t, x)
))= f (t, x, u(t, x))+ g(t, x, u(t, x))Wt,x
+
∫
U
h
(
t, x, u(t, x);y)Mt,x(dy).
Let us now give a precise formulation of solutions for Eq. (20). By a (global) solution of (20)
on the set-up (Ω,F ,P ; {Ft }t∈[0,∞)), we mean an {Ft }-adapted function u : [0,∞)×R×Ω → R
which is càdlàg in the variable t ∈ [0,∞) for all x ∈ R and for almost all ω ∈ Ω such that (20)
holds. Furthermore, we say that the solution is (pathwise) unique if whenever u(1) and u(2) are
any two solutions of (20), then u(1)(t, x, ·) = u(2)(t, x, ·), P -a.e., ∀(t, x) ∈ [0,∞)×R. Moreover,
one can formulate a (global) solution over a finite time interval [0, T ] for any 0 < T < ∞ in the
same pattern. Furthermore, we say Eq. (20) has a local solution, if there exists an {Ft }-stopping
time τ :Ω → (0, T ] and an {Ft }-adapted function u : [0, T ] × R × Ω → R which is càdlàg in
t ∈ [0, T ] such that Eq. (20) has a unique solution on the (random) interval [0, τ ]. Clearly, a local
solution becomes a global solution if τ = T a.s. Moreover, Eq. (20) has a (pathwise) unique
local solution if for any other local solution u˜ : [0, T ] × R × Ω → R, u(t, x,ω) = u˜(t, x,ω) for
all (t, x,ω) ∈ [0, τ ∧ τ˜ )×R×Ω := {(t, x,ω) ∈ [0, T ]×R×Ω: 0 t < τ(ω)∧ τ˜ (ω)}. We have
the following main result.
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functions L1,L2,L3 ∈ L1(R) such that the growth condition (21) for q and the following growth
conditions:
∣∣f (t, x, z)∣∣2  L1(x)+ C|z|2, (22)∣∣g(t, x, z)∣∣2 + ∫
U
∣∣h(t, x, z;y)∣∣2ν(dy) L2(x)+C|z|2, (23)
and Lipschitz conditions
∣∣q(t, x, z1)− q(t, x, z2)∣∣2 + ∣∣f (t, x, z1)− f (t, x, z2)∣∣2

[
L3(x)+ C
(|z1|2 + |z2|2)]|z1 − z2|2, (24)∣∣g(t, x, z1)− g(t, x, z2)∣∣2 +
∫
U
∣∣h(t, x, z1;y)− h(t, x, z2;y)∣∣2ν(dy)C|z1 − z2|2 (25)
hold for all (t, x) ∈ [0, T ]×R and z, z1, z2 ∈ R. Then for every F0-measurable u0 :R×Ω → R
with E
∫
R
(|u0(x, ·)|2) dx < ∞, there exists a unique local solution u to Eq. (20) with the follow-
ing property:
E
(∫
R
∣∣u(t ∧ τ(·), x, ·)∣∣2 dx)< ∞
for any t ∈ [0, T ].
Remark 3.2. In the special case of M ≡ 0 with A being replaced by the Laplacian , Eq. (20) be-
comes a stochastic Burgers equation driven by Gaussian white noise. Unique global L2-solutions
are obtained by Gyöngy and Nualart [20] in the whole space line and by Da Prato et al. [14] (see
also [15,16]) in bounded space intervals. Their methods depended critically on some uniform es-
timates which employed Burkholder’s inequalities for continuous martingales. We observe that
we are unable to follow this route herein as the corresponding inequalities for càdlàg martingales
(see, e.g., [23]) do not behave so nicely.
4. Proof of Theorem 3.1
We need some preparation before the proof to Theorem 3.1. For any fixed n ∈ N, let the
mapping
πn :L
2(R) → Bn :=
{
u ∈ L2(R): ‖u‖L2 :=
(∫
R
u2(x) dx
) 1
2
 n
}
be defined via
πn(u) =
{
u, if ‖u‖L2  n,
nu
‖u‖ , if ‖u‖L2 > n.
L2
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∥∥πn(u)∥∥L2  n.
Moreover, it is clear that the norm
‖πn‖Lip(L2) := sup
u1,u2∈L2, u1 =u2
‖πn(u2)− πn(u1)‖L2
‖u2 − u1‖L2
 1,
that is, πn :L2(R) → L2(R) is a contraction.
Notice that if u is a solution to Eq. (20), then u is L2(R)-valued, {Ft }-progressive process.
Thus, by [17, Theorem 2.1.6, p. 55], for any n ∈ N,
τn(ω) := inf
{
t ∈ [0, T ]:
∫
R
u2(t, x,ω)dx  n2
}
, ω ∈ Ω,
defines a stopping time. It is clear that {τn}n∈N is an increasing sequence of stopping times
determined by u. Moreover, for any fixed n ∈ N, the stopped process u(t ∧ τn) satisfies the
following equation:
u(t, x,ω) =
∫
R
G(0, z; t, x)u0(z,ω)dz
+
t∫
0
∫
R
[
∂zG(s, z; t, x)
]
q
(
s, z, (πnu)(s, z,ω)
)
dzds
+
t∫
0
∫
R
G(s, z; t, x)f (s, z, (πnu)(s, z,ω))dzds
+
t∫
0
∫
R
G(s, z; t, x)g(s, z, (πnu)(s, z,ω))W(ds, dz)
+
t+∫
0
∫
R
∫
U
G(s, z; t, x)h(s, z, (πnu)(s−, z,ω);y)M(ds, dz, dy,ω). (26)
On the other hand, any solution to Eq. (26) is a local solution to Eq. (20). Therefore, the
existence of a unique local solution to Eq. (20) is equivalent to the existence of a unique solution
to Eq. (26). Hence, we will focus our attention on showing the existence of a unique solution to
Eq. (26).
The following lemma presents some inequalities needed in the proof of Theorem 3.1.
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∫
R
( t∫
0
∫
R
[
∂zG(s, z; t, x)
]
u(s, z) dz ds
)2
dx  C
( t∫
0
(t − s)− 32α
∫
R
∣∣u(s, z)∣∣dzds
)2
(27)
and
∫
R
( t∫
0
∫
R
G(s, z; t, x)u(s, z) dz ds
)2
dx  C
[ t∫
0
( ∫
R
∣∣u(s, z)2∣∣dz) 12 ds
]2
; (28)
in particular,
∣∣∣∣∣
t∫
0
∫
R
G(s, z; t, x)u(s, z) dz ds
∣∣∣∣∣ C
t∫
0
(t − s)− 12α
( ∫
R
∣∣u(s, z)∣∣2 dz) 12 ds. (29)
Proof. By inequality (8) and Minkowski’s inequality (cf., e.g., [29, p. 47]) in turn, we have
∫
R
( t∫
0
∫
R
[
∂zG(s, z; t, x)
]
u(s, z) dz ds
)2
dx
C
∫
R
[ t∫
0
∫
R
(t − s)|x − z|α|u(s, z)|
((t − s)1+ 1α + |x − z|1+α)2
dzds
]2
dx
C
[ t∫
0
∫
R
(t − s)∣∣u(s, z)∣∣(∫
R
|x − z|2α dx
((t − s)1+ 1α + |x − z|1+α)4
) 1
2
dzds
]2
.
Now, by shifting and scaling the integral variable x, we get
∫
R
|x − z|2α dx
((t − s)1+ 1α + |x − z|1+α)4
= (t − s)− 3+2αα
∫
R
|x|2α dx
(1 + |x|1+α)4 .
Since
∫
R
|x|2α dx
(1 + |x|1+α)4 = 2
1∫
0
x2α dx
(1 + x1+α)4 + 2
∞∫
1
x2α dx
(1 + x1+α)4
 2
1∫
x2α dx + 2
∞∫
x−4−2α dx = 2
2α + 1 +
2
2α + 3 < ∞
0 1
626 A. Truman, J.-L. Wu / Journal of Functional Analysis 238 (2006) 612–635which indicates that the integral
∫
R
|x|2α dx
(1 + |x|1+α)4
is a constant only depending on α, thus we obtain
∫
R
( t∫
0
∫
R
[
∂zG(s, z; t, x)
]
u(s, z) dz ds
)2
dx  C
( t∫
0
(t − s)− 32α
∫
R
∣∣u(s, z)∣∣dzds
)2
.
That is, inequality (27) is derived.
Inequality (28) can be proved by utilizing Fubini’s theorem, Minkowski’s inequality, our in-
equality (7), and Young’s inequality (cf., e.g., inequality (4) [29, p. 99] with p = r = 2 and q = 1
there) in turn as follows:
∫
R
( t∫
0
∫
R
G(s, z; t, x)u(s, z) dz ds
)2
dx
=
∫
R
( t∫
0
[∫
R
G(s, z; t, x)u(s, z) dz
]
ds
)2
dx

{ t∫
0
[∫
R
(∫
R
G(s, z; t, x)u(s, z) dz
)2
dx
] 1
2
ds
}2
 C
{ t∫
0
[∫
R
(∫
R
(t − s) 1−α |u(s, z)|
1 + (t − s)− 1α −1|x − z|1+α
dz
)2
dx
] 1
2
ds
}2
 C
{ t∫
0
[∫
R
(t − s)− 1α dx
1 + (t − s)− 1α −1|x|1+α
(∫
R
u(s, z)2 dz
) 1
2
]
ds
}2
 C
{ t∫
0
[∫
R
dx
1 + |x|1+α
(∫
R
u(s, z)2 dz
) 1
2
]
ds
}2
 C
[ t∫
0
(∫
R
u(s, z)2 dz
) 1
2
ds
]2
,
since
∫
R
dx
1 + |x|1+α  2
1∫
0
dx + 2
∞∫
1
x−1−α dx  2 + 2
α
.
Finally, inequality (29) is a direct consequence from inequality (7). 
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Step 1. Suppose that u : [0, T ] ×R×Ω → R is an L2(R)-valued, {Ft }-adapted, càdlàg process.
For any fixed n ∈ N, set
(J u)(t, x,ω) =
∫
R
G(s, z; t, x)u0(z,ω)dz +
4∑
k=1
(Jku)(t, x,ω)
with
(J1u)(t, x,ω) =
t∫
0
∫
R
[
∂zG(s, z; t, x)
]
q
(
s, z, (πnu)(s, z,ω)
)
dzds,
(J2u)(t, x,ω) =
t∫
0
∫
R
G(s, z; t, x)f (s, z, (πnu)(s, z,ω))dzds,
(J3u)(t, x,ω) =
t∫
0
∫
R
G(s, z; t, x)g(s, z, (πnu)(s, z,ω))W(ds, dz,ω)
and
(J4u)(t, x,ω) =
t+∫
0
∫
R
∫
U
G(s, z; t, x)h(s, z, (πnu)(s, z,ω);y)M(ds, dz, dy,ω).
By (27) in Lemma 4.1, condition (21), and Schwarz inequality, we have
∫
R
[
(J1u)(t, x,ω)
]2
dx C
( t∫
0
(t − s)− 32α
∫
R
q
(
s, z, (πnu)(s, z,ω)
)
dzds
)2
C
[ t∫
0
(t − s)− 32α
( ∫
R
K(z)dz +C
∫
R
∣∣(πnu)(s, z,ω)∣∣2 dzdz
)
ds
]2
C
t∫
0
(t − s)− 32α ds
t∫
0
(t − s)− 32α
[(∫
R
K(z)dz
)2
+C
(∫
R
∣∣(πnu)(s, z,ω)∣∣2 dzdz
)2]
ds
Ct1− 32α
t∫
(t − s)− 32α
[(∫
K(z)dz
)2
+Cn4
]
ds0 R
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Notice that here and after the constant C also depends on n (of course, on T as well). By in-
equality (28) in Lemma 4.1, we get
∫
R
[
(J2u)(t, x,ω)
]2
dx  C
[ t∫
0
(∫
R
∣∣f (s, z, (πnu)(s, z,ω))∣∣2 dz
) 1
2
ds
]2
 C
{ t∫
0
[∫
R
(
L1(z) +C
[
(πnu)(s, z,ω)
]2)
dz
] 1
2
ds
}2
 C
[ t∫
0
(∫
R
L1(z) dz + Cn2
) 1
2
ds
]2
 Ct2  CT 2 < ∞.
On the other hand, by Itô’s isometry property for stochastic integrals with respect to (both
continuous and càdlàg) martingales, we have
E
[∫
R
∣∣(J3u)(t, x, ·)∣∣2 dx
]
= E
[∫
R
( t∫
0
∫
R
G2(s, z; t, x)g2(s, z, (πnu)(s, z, ·))dzds
)
dx
]
and
E
[∫
R
∣∣(J4u)(t, x, ·)∣∣2 dx
]
= E
{∫
R
[ t∫
0
∫
R
G2(s, z; t, x)
×
(∫
U
h2
(
s, z, (πnu)(s, z, ·);y
)
ν(dy)
)
dzds
]
dx
}
.
Thus, by inequality (7) and condition (23), we get
E
[∫
R
∣∣(J3u)(t, x, ·)∣∣2 dx +
∫
R
∣∣(J4u)(t, x, ·)∣∣2 dx
]
 CE
[ t∫
0
(t − s)− 1α
∫
R
(∫
R
g2
(
s, z, (πnu)(s, z, ·)
)
+
∫
U
h2
(
s, z, (πnu)(s, z, ·);y
)
ν(dy)
)
dzds
]
 C
t∫
(t − s)− 1α
(∫
L2(z) dz +C
∫
E
[
(πnu)(s, z, ·)
]2
dz
)
ds0 R R
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(∫
R
L2(z) dz + Cn2
)
 Ct1− 1α  CT 1− 1α < ∞.
Therefore, we obtain that
E
(∫
R
∣∣(J u)(t, x, ·)∣∣2 dx)C(T 2− 3α + T 2 + T 1− 1α )< ∞
for any fixed t ∈ [0, T ].
Step 2. Now let θ > 0 be arbitrarily fixed. For any L2(R)-valued, {Ft }-predictable, and square
integrable process u : [0, T ] × R×Ω → R, i.e., E ∫
R
u2(t, x, ·) dx < ∞,∀t ∈ [0, T ], with initial
condition u(0, x,ω) = u0(x,ω), we define
‖u‖2θ :=
T∫
0
e−θtE
(∫
R
u2(t, x, ·) dx
)
dt.
Clearly, ‖ · ‖θ is a norm3. Let B denote the completion of the collection of all L2(R)-valued,
{Ft }-predictable process u : [0, T ] × R × Ω → R with initial condition u(0, x,ω) = u0(x,ω),
such that
‖u‖2θ =
T∫
0
e−θtE
(∫
R
u2(t, x, ·) dx
)
dt < ∞
with respect to the norm ‖ · ‖θ , namely, (B,‖ · ‖θ ) is a Banach space. Now ∀u ∈ B,J u is well
defined and for any fixed t ∈ [0, T ]
E
(∫
R
∣∣(J u)(t, x, ·)∣∣2 dx)C(T 2− 3α + T 2 + T 1− 1α )< ∞.
Thus, by Laplace transform formula
∞∫
0
tλ−1e−st dt = Γ (λ)s−λ
we have
‖J u‖2θ =
T∫
0
e−θtE
(∫
R
(J u)2(t, x, ·) dx
)
dt
3 For this, cf., e.g., [20, p. 794], or one can verify the definition of a norm directly from elementary properties of the
Laplace transform, see, e.g., [16, p. 145].
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∞∫
0
(
t2−
3
α + t2 + t1− 1α )e−θt dt
= C
[
Γ
(
3 − 3
α
)
θ−(3−
3
α
) + 2θ−3 + Γ
(
2 − 1
α
)
θ−(2−
1
α
)
]
 C
[
θ−(3−
3
α
) + θ−3 + θ−(2− 1α )]
< ∞,
that is, J u ∈ B , which implies that J :B → B .
Step 3. Now ∀u,v ∈ B , by (27)–(29) in Lemma 4.1 and the Lipschitz condition (24), together
with utilizing Fubini’s theorem, and the Schwarz inequality, we get for any t ∈ [0, T ]
E
(∫
R
∣∣(J1u)(t, x, ·) − (J1v)(t, x, ·)∣∣2 dx
)
= E
∫
R
{ t∫
0
∫
R
[
∂
∂z
G(s, z; t, x)
](
q
(
s, z, (πnu)(s, z, ·)
)− q(s, z, (πnv)(s, z, ·)))dzds
}2
dx
CE
( t∫
0
(t − s)− 32α
∫
R
∣∣q(s, z, (πnu)(s, z, ·))− q(s, z, (πnv)(s, z, ·))∣∣dzds
)2
CE
[ t∫
0
(t − s)− 32α
∫
R
(
L3(z) + C
[
(πnu)
2(s, z, ·)
+ (πnv)2(s, z, ·)
]) 1
2
∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣dzds
]2
C
t∫
0
(t − s)− 32α ds E
t∫
0
(t − s)− 34
[∫
R
(
L3(z) + C
[
(πnu)
2(s, z, ·)
+ (πnv)2(s, z, ·)
]) 1
2
∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣dz
]2
ds
CE
t∫
0
(t − s)− 32α
∫
R
(
L3(z) +C
[
(πnu)
2(s, z, ·)
+ (πnv)2(s, z, ·)
])
dz
∫ ∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣2 dzds
R
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t∫
0
(t − s)− 32α E
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds
 C
t∫
0
(t − s)− 32α E
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds,
E
(∫
R
∣∣(J2u)(t, x, ·) − (J2v)(t, x, ·)∣∣2 dx
)
= E
∫
R
[ t∫
0
∫
R
G(s, z; t, x)(f (s, z, (πnu)(s, z, ·))− f (s, z, (πnv)(s, z, ·)))dzds
]2
dx
 E
∫
R
{ t∫
0
∫
R
G(s, z; t, x)[L3(z) + C((πnu)2(s, z, ·))
+ (πnv)2(s, z, ·)
] 1
2
∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣dzds
}2
dx
 CE
∫
R
t∫
0
{∫
R
G(s, z; t, x)[L3(z) + C((πnu)2(s, z, ·))
+ (πnv)2(s, z, ·)
] 1
2
∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣dz
}2
ds dx
= CE
t∫
0
∫
R
{∫
R
G(s, z; t, x)[L3(z) +C((πnu)2(s, z, ·))
+ (πnv)2(s, z, ·)
] 1
2
∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣dz
}2
dx ds
 CE
t∫
0
∫
R
[∫
R
G(s, z; t, x) dz
]{∫
R
G(s, z; t, x)[L3(z)
+ C((πnu)2(s, z, ·))+ (πnv)2(s, z, ·)]
× ∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣2 dz
}
dx ds
= CE
t∫
0
∫
R
{∫
R
G(s, z; t, x) dx[L3(z) +C((πnu)2(s, z, ·))
+ (πnv)2(s, z, ·)
]∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣2 dz
}
ds
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t∫
0
∫
R
[
L3(z) + C
(
(πnu)
2(s, z, ·))
+ (πnv)2(s, z, ·)
]
dz
∫
R
∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣2 dzds
C
t∫
0
E
∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dzds,
where we have used the property that
∫
R
G(s, z; t, x) dz =
∫
R
G(s, z; t, x) dx = 1, 0 s < t < ∞,
in the above derivation. Furthermore, by Itô’s isometry for both stochastic integrals with respect
to W(ds, dz) and M(ds, dz, dy,ω), we have
E
∫
R
∣∣(J3u)(t, x, ·) + (J4u)(t, x, ·) − (J3v)(t, x, ·) − (J4v)(t, x, ·)∣∣2 dx
= E
∫
R
[ t∫
0
∫
R
G2(s, z; t, x)(∣∣g(πnu)(s, z, ·) − g(πnv)(s, z, ·)∣∣2
+
∫
U
∣∣h(πnu)((s, z, ·);y)− h((πnv)(s, z, ·);y)∣∣2ν(dy)ds dz
]
dx
CE
∫
R
( t∫
0
∫
R
G2(s, z; t, x)∣∣(πnu)(s, z, ·) − (πnv)(s, z, ·)∣∣2 ds dz
)
dx
CE
∫
R
( t∫
0
∫
R
G2(s, z; t, x)∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dzds
)
dx
= CE
t∫
0
∫
R
(∫
R
G2(s, z; t, x) dx
)∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dzds
CE
t∫
0
(t − s)− 1α
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds
= C
t∫
(t − s)− 1α E
∫ ∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dzds.
0 R
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∥∥J (u− v)∥∥2
θ
= ‖J u−J v‖2θ
=
T∫
0
e−θtE
(∫
R
∣∣(J u)(t, x, ·) − (J v)(t, x, ·)∣∣2 dx)dt
 C
T∫
0
e−θt
t∫
0
(
(t − s)− 32α + 1 + (t − s)− 1α )
× E
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds dt
= C
T∫
0
[ T∫
s
e−θt
(
(t − s)− 32α + 1 + (t − s)− 1α )dt
]
× E
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds
 C
T∫
0
[ ∞∫
s
e−θt
(
(t − s)− 32α + 1 + (t − s)− 1α )dt
]
× E
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds
= C
( ∞∫
0
e−θt t−
3
2α dt +
∞∫
0
e−θt t dt +
∞∫
0
e−θt t−
1
α dt
)
×
T∫
0
e−θsE
(∫
R
∣∣u(s, z, ·) − v(s, z, ·)∣∣2 dz)ds
 C
(
Γ (1 − 32α )
θ1− 32α
+ 1
θ
+ Γ (1 −
1
α
)
θ1− 1α
)
‖u− v‖2θ
 C
(
1
θ1− 32α
+ 1
θ
+ 1
θ1− 1α
)
‖u− v‖2θ .
Now let us take θ large enough so that
C
(
1
1− 3 +
1
θ
+ 1
1− 1
)
< 1θ 2α θ α
634 A. Truman, J.-L. Wu / Journal of Functional Analysis 238 (2006) 612–635which implies that J :B → B is a contraction. Therefore there must be a unique fixed point in
B for J and this fixed point is the unique solution for Eq. (26). To see that this gives us a local
solution to Eq. (20), let us denote by un the unique solution of Eq. (26) for each n ∈ N. For
this un, let us set the stopping time
τn(ω) := inf
{
t ∈ [0, T ]:
∫
R
u2n(t, x,ω)dx  n2
}
, ω ∈ Ω.
Clearly by the contraction property of J , we have for all j  n and for almost all ω ∈ Ω
uj (t, ·,ω) = un(t, ·,ω), ∀(t,ω) ∈ [0, τn)×Ω.
Therefore we define
u(t, x,ω) = un(t, x,ω)
for any (t, x,ω) ∈ [0, τn)× R ×Ω and
τ∞(ω) := sup
n∈N
τn(ω).
Then {
u(t, x,ω): (t, x,ω) ∈ [0, τ∞)× R ×Ω
}
is a local solution to Eq. (20).
Finally, for the uniqueness of the local solution to Eq. (20), suppose that there are two local
solutions u and v to Eq. (20). Then u and v must satisfy Eq. (26) for any fixed n ∈ N. On the
other hand, by the uniqueness of solution to Eq. (26), we get
u(t, x,ω) = v(t, x,ω), ∀(t, x,ω) ∈ [0, τn)× R ×Ω.
Now let n → ∞, we deduce
u(t, x,ω) = v(t, x,ω), ∀(t, x,ω) ∈ [0, τ∞)× R ×Ω.
Hence we obtain the uniqueness. 
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