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1 Introduction
1.1 Overview and acknowledgments
Let G = GLn(F ), where n > 1 and F is a finite extension of Qp, for some
odd prime p. The space C∞(S) of locally constant functions on the set S
of symmetric matrices in G is a (non-smooth) G-module with respect to the
action
(g · f)(ν) = f(tg ν g),
with g ∈ G, f ∈ C∞(S) and ν ∈ S. Given a complex representation (π, Vπ)
of G, we say that a G-equivariant linear embedding of Vπ in C
∞(G) is a
symmetric matrix model for π. One of the main results of this paper specifies
the dimension of the space HomG(π, C
∞(S)) of such models when π is a
tame supercuspidal representation of G (as constructed in [Ho]) with central
character ωπ:
Theorem 1. If π is an irreducible tame supercuspidal representation of G
then π has a symmetric matrix model precisely when ωπ(−1) = 1. In this
case, the dimension of HomG(π, C
∞(S)) is 4.
It is easy to see that determining the symmetric matrix models for π is
equivalent to determining for all ν ∈ S the space HomGν (π, 1) of linear forms
λ on Vπ that are invariant under the action of the orthogonal group
Gν = {h ∈ G : th ν h = ν},
in the sense that
λ(π(h)v) = λ(v),
for all h ∈ Gν and v ∈ Vπ.
For us, “orthogonal group” will mean such a group Gν (or the associated
algebraic group over F ). If H is an orthogonal group in G and HomH(π, 1)
is nonzero, we say that π is H-distinguished. We show:
Theorem 2. If π is an irreducible tame supercuspidal representation of G
and if H is a split orthogonal group then π is H-distinguished precisely when
ωπ(−1) = 1.
Theorems 3 and 4 supplement Theorem 2 by precisely specifying the
distinguished representations and the dimension of HomH(π, 1) for all tame
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supercuspidal representations π ofG and all orthogonal groupsH . Theorem 1
then follows easily from a case-by-case analysis, but we also provide a more
conceptual proof.
To further illustrate Theorem 1 in the context of general symmetric spaces
over F , we state it as a “dichotomy” result in the language of pure inner
forms. In other words, we give a formula for the total dimension of the spaces
HomH(π, 1) as H varies over a pure inner class. This restatement in general
language is not meant to suggest what should happen in all other examples,
but rather to provide a baseline for comparing this example with others.
As we will discuss, the examples considered in this paper are exceptional in
several ways.
For simplicity, we only refer to the dimensions of HomG(π, C
∞(S)) and
HomGν (π, 1) in our results, however, it is a routine matter to use our calcula-
tions and the methods of [HMu] and [HL1] to explicitly describe the elements
of the latter spaces.
In the theory of distinguished representations, it has become expected
that for a given F -symmetric space H\G, the set of H-distinguished rep-
resentations of G is the image of a lifting map from some other group H ′
to G. Ideally, the connection between H-distinction and the lifting from H ′
fits harmoniously within the Langlands program framework and its recent
symmetric space formulation in the work of Sakellaridis and Venkatesh [SV].
Such harmony is lacking for the symmetric spaces we study. On the one
hand, the relevant lifting is the Flicker-Kazhdan metaplectic correspondence
[FK] from the double cover G˜ of G to G. Since G˜ is not a linear group, it
is not described by the Langlands correspondence. In addition, the notion
of the L-group of a symmetric space in [SV] is undefined for our symmetric
spaces. (Roughly speaking, one hopes to have a symmetric space L-group
L(H\G) such that a representation of G is H-distinguished exactly when its
Langlands parameter factors through L(H\G).)
Representations of G with symmetric matrix models arise in the local the-
ory of automorphic representations of GLn with orthogonal periods. Jacquet
[Ja] has suggested a comparison of (global) relative trace formulas associated
to the two sides of the metaplectic correspondence mentioned above. This
idea has been pursued by Mao [Ma], but much work remains. A local im-
plication of this setup is that the linear forms in HomH(π, 1), for suitable
orthogonal groups H , should be correlated with Whittaker functionals for
the corresponding representation of G˜. We refer the reader to the work of
Chinta and Offen ([CO1] and [CO2]) for more information.
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This paper is by no means self-contained. Its heavy dependence on [Ho],
[Y], [HMu] and [HL1] places a burden on the reader that we have attempted
to lessen by including extended sketches of our main proofs and recapitu-
lations of some of the relevant material from the mathematical literature.
Readers of this paper are advised to first read the introductory sections
and then skip to §9 and §10 for a rigorous development of the proofs. The
latter two sections refer to §2–8 for various technical details, from general
facts about tame supercuspidal representations and orthogonal involutions
to technical tools needed specifically in this paper.
The present work uses general techniques for studying distinguished tame
supercuspidal representations developed by the author and Murnaghan [HMu],
together with refinements appearing in [HL1]. This paper also builds on pre-
vious work of the author with Mao [HMa] (the depth zero case) and Lansky
[HL1] (the case in which n is odd) involving the specific examples considered
in this paper.
The author wishes to thank Jeffrey Adams, Stephen DeBacker, Zhengyu
Mao, Omer Offen, Dipendra Prasad, Yiannis Sakellaridis and, especially,
Jeffrey Adler and Joshua Lansky for conversations that affected the progress
and outcome of this paper.
1.2 Dimensions of spaces of invariant linear forms
There is an obvious necessary condition for H-distinction, for any orthogonal
group H :
If an irreducible representation π of G is H-distinguished then
ωπ(−1) = 1.
Indeed, this follows from the fact that if λ ∈ HomH(π, 1) then λ(v) =
λ(π(−1)v) = ωπ(−1)λ(v), for all v ∈ Vπ.
Given a degree n tamely ramified extension E of F and an F -admissible
(in the sense of [Ho]) quasicharacter ϕ : E× → C× then Howe’s construction
[Ho] gives an equivalence class π(ϕ) of tame supercuspidal representations of
G. The central character ωπ of π ∈ π(ϕ) agrees with the restriction of ϕ to
F×. So the necessary condition above can also be expressed as ϕ(−1) = 1.
The analogue of Theorem 2 for non-split orthogonal groups is:
Theorem 3. Suppose H is a non-split orthogonal group and π is a tame
supercuspidal representation asociated to an F -admissible quasicharacter ϕ :
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E× → C× such that ϕ(−1) = 1. Then π is H-distinguished precisely when
one of the following conditions holds:
• E contains a unique quadratic extension L of F and H = Gν, where
(−1)n(n−1)/2 det(ν) lies in NL/F (L×)− (F×)2. In this case, H is neces-
sarily quasi-split.
• E contains three quadratic extensions of F and H is not quasi-split.
For orthogonal groups H and for H-distinguished π, the dimension of the
space HomH(π, 1) is given by:
Theorem 4. Suppose H is an orthogonal group and π is an irreducible
H-distinguished tame supercuspidal representation of G associated to an F -
admissible quasicharacter ϕ : E× → C×.
1. If H is split then the dimension of HomH(π, 1) is
• 1, if n is odd or, equivalently, if E contains no quadratic extensions
of F ,
• 2, if E contains a unique quadratic extension of F ,
• 3, if E contains three quadratic extensions of F .
2. If H is not split then the dimension of HomH(π, 1) is 1.
1.3 Pure inner forms of orthogonal groups
Let G act on S via the right action:
ν · g = tg ν g.
The stabilizer of ν ∈ S is the orthogonal group Gν . We let Sν denote the
orbit of ν. Each orbit Sν is open and closed in S and thus
C∞(S) ∼=
⊕
ν
C∞(Sν),
where we are summing over a set of representatives for the G-orbits (a.k.a.,
similarity classes) in S. The number of G-orbits is 8, unless n = 2 in which
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case there are 7 orbits. The G-orbit of ν ∈ S is determined by the discrimi-
nant and the Hasse invariant of ν.
For a representation π of G, we have
HomG(π, C
∞(S)) ∼=
⊕
ν
HomG(π, C
∞(Sν)).
We may identify Sν with Gν\G. Then the space of smooth vectors in C∞(Sν)
is identified with the smooth representation IndGGν (1) induced from the trivial
character of Gν . Therefore, when π is smooth we have
HomG(π, C
∞(Sν)) ∼= HomG(π, IndGGν(1)).
Applying Frobenius reciprocity, we obtain
HomG(π, C
∞(S)) ∼=
⊕
ν
HomGν(π, 1). (1)
Theorem 1 can be deduced from the latter formula and Theorems 2 – 4
once we recall some basic facts about orthogonal groups. For convenience,
we now fix a tame supercuspidal representation π such that ωπ(−1) = 1.
Assume that π comes from an F -admissible quasicharacter ϕ : E× → C×.
For ν ∈ S, define
θν(g) = ν
−1 · tg−1 · ν,
for all g ∈ G. We call such involutions θν of G orthogonal involutions because
the group Gθν of fixed points in G of θν is the orthogonal group Gν . (See §5
for basic facts about orthogonal involutions.) The group G acts on the set
of its orthogonal involutions by
g · θ = Int(g) ◦ θ ◦ Int(g)−1,
where (Int(g))(g′) = gg′g−1.
We observe that if ν1, ν2 ∈ S then
Gν1 = Gν2 ⇔ θν1 = θν2 ⇔ ν1Z = ν2Z,
where Z is the center of G. Furthermore,
Gν1
∼= Gν2 ⇔ Gν1 and Gν2 are G-conjugate
⇔ θν1 and θν2 are in the same G-orbit
⇔ ν1Z and ν2Z are in the same G-orbit.
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In fact, for all g ∈ G and ν ∈ S we have
Gtgνg = g
−1Gνg.
The G-orbits of orthogonal involutions are given as follows. Let ΘJ be
the G-orbit of θJ , where
J = Jn =
 1. · .
1

Then the involutions in ΘJ are precisely the involutions that give rise to split
orthogonal groups.
If n is odd there is only one other G-orbit of orthogonal involutions.
We denote it by Θnqs. When n is even and greater than two, we let Θnqs
denote the G-orbit consisting of all orthogonal involutions θν associated to
symmetric matrices ν not similar to J but having the same discriminant as
J . Whether n is odd or even, the elements of Θnqs are the involutions that
yield orthogonal groups that are not quasi-split.
When n is even there are three additional G-orbits of orthogonal in-
volutions corresponding to the three possible discriminants other than the
discriminant of J . In other words, if θν is not in ΘJ or Θnqs then its G-orbit
is determined by the discriminant of ν. The associated orthogonal groups
are quasi-split but not split.
Another elementary fact is that we have an isomorphism
HomGν (π, 1)
∼= Homg−1Gνg(π, 1)
given by mapping λ ∈ HomGν (π, 1) to the linear form w 7→ λ(π(g)w). This
shows that, for a given π, the dimension of HomGθ(π, 1) is constant as θ
varies over a G-orbit of involutions.
Let G be the F -group GLn. Given σ ∈ Γ and g ∈ G, we use the notation
σ(g) for the standard Galois action. Fix ν ∈ S such that the orthogonal
group
H = {g ∈ G : tg ν g = ν}
is split over F . (For example, take ν = J .) Let H = H(F ) = Gν . Suppose
z ∈ Z1(F,H) is a Galois 1-cocycle. In other words, if F is an algebraic
closure of F then z is a map σ 7→ zσ from Γ = Gal(F/F ) to H such that
zστ = zσ σ(zτ ), for all σ, τ ∈ Γ.
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We may also view z as an element of Z1(F,G). Since H1(F,G) is trivial,
we can choose ζ ∈ G such that zσ = ζ σ(ζ)−1, for all σ ∈ Γ. The coset ζG is
canonically associated to ω and it consists of all possible choices of ζ . Note
that for any element ζ in G, if we define zσ = ζ σ(ζ)
−1 then we have
tζ ν ζ ∈ S ⇔ σ(tζ ν ζ) = tζ ν ζ, ∀σ
⇔ ν = tzσν zσ, ∀σ
⇔ zσ ∈ H, ∀σ
⇔ z ∈ Z1(F,H).
This gives a canonical bijection between H1(F,H) and the set of G-orbits in
S that sends the cohomology class of z to the G-orbit of tζ ν ζ . (This also
follows from Corollary 1 of Proposition I.5.36 and Lemma III.1.1 in [Se].)
Associated to H and z is the group H∗z which is the same as H with the
modified Galois action
σ∗(g) = zσ σ(g) z
−1
σ .
Consider the group ζ−1H∗zζ with the standard Galois action inherited from
G. Then h 7→ ζhζ−1 determines an F -isomorphism between ζ−1H∗zζ andH∗z.
On the other hand, if ν∗ =
tζ ν ζ then
ζ−1H∗zζ = {g ∈ G : tg ν∗ g = ν∗}.
If ω ∈ H1(F,H) is the cohomology class of z then we let Hω denote the
G-conjugacy class of Gν∗ .
For our purposes, a pure inner form of H is a pair (ω,Hω), with ω ∈
H1(F,H). By abuse of notation, we also use the notation Hω for a specific
group in the conjugacy class ofHω. The connection between HomG(π, C
∞(S))
and pure inner forms (as we have defined them) is now given by
HomG(π, C
∞(S)) ∼=
⊕
ω∈H1(F,H)
HomHω(π, 1).
Therefore Theorem 1 may be stated as:∑
ω∈H1(F,H)
dimHomHω(π, 1) = 4. (2)
One can also consider the sum⊕
ω∈H1(F,H◦)
HomHω(π, 1),
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where H◦ is the identity component of H. So H◦ is a split special orthogonal
group. In the above discussion, to require z ∈ Z1(F,H◦) means that ν∗ =
tζ ν ζ ∈ S and det(ζ σ(ζ)−1) = 1 for all σ ∈ Γ. But the latter condition
is equivalent to det ζ ∈ F×. It is also equivalent to (det ζ)2 = (F×)2. So
z ∈ Z1(F,H◦) if and only if the element ν∗ lies in S and has the same
discriminant as ν. When n = 2,H1(F,H◦) is trivial, but otherwiseH1(F,H◦)
has order two. When n 6= 2 and ω is the nontrivial cohomology class then
Hω is a non-quasi-split orthogonal group. Theorems 2, 3 and 4 imply:∑
ω∈H1(F,H◦)
dimHomHω(π, 1) = [E
× : (E×)2F×]. (3)
1.4 Deducing Theorem 1 from Theorems 2, 3, and 4
1.4.1 Computational approach
Theorem 1 follows directly from Theorems 2, 3, and 4. We now describe in
detail how this is verified, in so doing, we exhibit the contributions of the
various G-orbits in S (or, in other words, the various pure inner forms) to
HomG(π, C
∞(S)).
Assume n is odd. Then there are eight G-orbits in S. Four of these orbits
have representatives of the form zJ , with z ∈ Z. These G-orbits project to
the single G-orbit ΘJ of orthogonal involutions. This, in turn, corresponds
to the unique conjugacy class of split orthogonal groups in G. For such
an orthogonal group H , the dimension of HomH(π, 1) is one, according to
the results of [HL1]. The other four G-orbits in S yield a single conjugacy
class of non-quasi-split orthogonal groups. the representation π is not H-
distinguished for such orthogonal groups H , according to [HL1]. Therefore,
Equation 1 implies
dimHomG(π, C
∞(S)) = 4 · 1 + 4 · 0 = 4,
which is consistent with Theorem 1.
If n is even and greater than 2, then there are again eight G-orbits in
S. The G-orbit of J projects to a unique G-orbit of orthogonal involutions,
namely, ΘJ . The orthogonal groups in this case are split. There is also a
unique G-orbit in S consisting of the symmetric matrices ν that have the
same discriminant as J but do not lie in SJ . This G-orbit projects to Θnqs.
The remaining six G-orbits in S collapse in pairs to form three G-orbits of
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involutions. Two of these G-orbits in S merge precisely when they have the
same discriminant. All of the associated orthogonal groups are quasi-split
but not split. When n = 2, the situation is similar, except that there are
only seven G-orbits in S. The orbit that projects to Θnqs is missing.
According to Lemma 3, when n is even the field E must contain at least
one quadratic extension of F . Let us consider first the case in which E
contains a unique quadratic extension L of F . According to Theorems 2
and 4, if H is a split orthogonal group then HomH(π, 1) has dimension two.
According to Theorems 3 and 4, there is a single conjugacy class of quasi-
split, non-split orthogonal groups H such that π is H-distinguished. For
this H , the dimension of HomH(π, 1) is 1. However, since the conjugacy
class of H comes from two G-orbits in S, we count it twice in the tally of
dimensions coming from Equation 1. For all other orthogonal groups H , the
representation π is not H-distinguished. We obtain
dimHomG(π, C
∞(S)) = 2 + 2 = 4,
which is again consistent with Theorem 1.
Finally, we assume that E contains more than one quadratic extension
of F . Note that if E contains two quadratic extensions of F then it must in
fact contain all three possible quadratic extensions of F . Theorems 2, 3, and
4 imply that HomH(π, 1) has dimension three, when H is split, and has di-
mension one when H is not quasi-split. Otherwise, π is not H-distinguished.
We have
dimHomG(π, C
∞(S)) = 3 + 1 = 4.
1.4.2 Conceptual approach
In this section, we provide another sketch of the proof of Theorem 1 that
highlights the aspects of the argument that might generalize.
Let G be the F -group GLn. Let θ be the involution θJ . We have a
tame supercuspidal representation π of G = G(F ) that is associated to
an F -admissible quasicharacter of the multiplicative group of a degree n
tamely ramified extension E of F . We choose a maximal F -torus T such
that T = T(F ) ∼= E× and T is θ-split in the sense that θ(t) = t−1 for all
t ∈ T. The fact that such a T is a very special feature of our example. (See
[Sp] for moredetails.)
Let H = Gθ, H = H(F ), S = H\G and S = SΓ. We let G act by
right translations on S. Suppose ν ∈ S. Then ν = Hg, where g ∈ G and
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σ 7→ gσ(g)−1 defines a cocycle in Z1(F,H). This yields a canonical bijection
between H1(F,H) and the set of G-orbits in S. We define θν = g−1 · θ and
Gν = G
θν = g−1Hg.
Theorem 1 asserts that the space
HomG(π, C
∞(S)) =
⊕
ν∈H1(F,H)
HomGν (π, 1)
has dimension four. This can be proved by showing that the set X /T of
T -orbits in the set
X = {ν ∈ S : T is θν-split}
has cardinality four and parametrizes a basis of HomG(π, C
∞(S)). This is
essentially what we do.
It is elementary to verify that there is a bijection between T/T 2 and X /T
given by mapping the coset tT 2 to Hs where s is any square root of t in T.
Thus X /T has cardinality four since it is in bijection with E×/(E×)2. (This
argument was suggested to us by Jeffrey Adams. Another argument is given
later.)
Given ν ∈ S, let Xν = {η ∈ Sν : T is θη-split}. It suffices to show that
dimHomGν(π, 1) = #(Xν/T ).
Suppose η ∈ Sν . Let ζ be the T -orbit of θη. Let mT (ζ) be the number of
T -orbits in Sν that project to ζ . Then we have
#(Xν/T ) =
∑
ζ
mT (ζ),
where we are summing over the T -orbits ζ in the G-orbit of θν such that T
is θ-split for some (hence all) θ′ ∈ ζ .
The fact that
dimHomGν (π, 1) =
∑
ζ
mT (ζ)
follows from Proposition 9 and some results of Lusztig on distinguished rep-
resentations of finite groups of Lie type. We sketch the details in the next
section.
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1.5 Proof outlines for Theorems 2, 3, and 4
1.5.1 General theory
For F -groups, like G = GLn, we use boldface letters. Nonbold letters, like
G for GLn(F ), are used for the corresponding groups of F -rational points.
The tame supercuspidal representations of G were constructed by Howe
[Ho] and then Howe’s construction was generalized to other connected, reduc-
tive F -groups by Yu [Y]. The data used by Howe and Yu to parametrize the
supercuspidal representations of G = GLn(F ) looks slightly different. Since
we draw on other papers that refer to both [Ho] and [Y], it is convenient
for us to introduce the notion of a G-datum, an amalgamation of Howe and
Yu’s inducing data. The precise definition is stated in §2.1, but, roughly, a
G-datum Ψ consists of
• a choice of E,
• an F -admissible quasicharacter ϕ of E×,
• a Howe factorization {ϕi : E×i → C×},
• and an F -embedding of E in Mn(F ),
• ~G = (G0, . . . ,Gd = G), where Gi is the centralizer of E×i in G,
• the elliptic maximal F -torus T in G such that T = E× and the corre-
sponding point [y] in the reduced building of G0,
• a certain representation ρ of the isotropy group K0 = G0[y] of [y] in G0,
• ~φ = (φ0, . . . , φd), where φi is the quasicharacter ϕi ◦ detGiE×i of G
i.
The quasicharacter ϕi in the Howe factorization is defined on the multiplica-
tive group of a field Ei and we have
F = Ed ( · · · ( E0 ⊆ E ( Mn(F ).
AG-datum Ψ is toral if E = E0. In this case, ρ is the trivial representation
of E×. In the non-toral case, ρ is defined as follows. Let G0y,0 be the parahoric
subgroup of G0 associated to [y] and G0y,0+ its pro-unipotent radical. The
quotient G0y,0:0+ = G
0
y,0/G
0
y,0+ is isomorphic to the group of f-rational points
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of a connected reductive group G0y defined over the residue field f of F . The
group G0y(f) is isomorphic to GLn0(fE0), where fE0 is the residue field of E0
and n0 = [E : E0]. The restriction of ϕ−1 to the multiplicative group of the
ring of integers of E yields a nonsingular character λ of an elliptic torus T(f)
of G0y(f). The character λ then gives an irreducible cuspidal representation
±Rλ
T(f) of G
0
y(f) via the construction of Green/Deligne/Lusztig [DL]. The
inflation of this representation to G0y,0 is the restriction of ρ to G
0
y,0. To
complete the definition of ρ, we use the fact that K0 is generated by G0y,0
and any prime element ̟E0 of E0 and we declare that ρ(̟E0) is the scalar
operator corresponding to the scalar ϕ−1(̟E0).
Fix Ψ and a G-orbit Θ of orthogonal involutions of G and let π denote
the associated tame supercuspidal representation of G. Let ξ be the set of
refactorizations of Ψ (in the sense of [HMu]). Define
〈Θ, ξ〉G = dimHomGθ(π, 1),
for any θ ∈ Θ. (The fact that this is well-defined is explained in [HMu].)
Since π is induced from a certain open, compact-mod-center subgroup K
of G, one can use Mackey’s theory to express HomGθ(π, 1) as a direct sum of
smaller Hom-spaces parametrized by the double cosets in K\G/Gθ.
Each double coset KgGθ corresponds to a K-orbit of involutions in Θ,
namely, the K-orbit of g · θ. Using this correspondence, one can rewrite the
Mackey sum as a sum parametrized by K-orbits of involutions. This is done
in [HMu] (though there is an error that is corrected in [HL1]). One advantage
of the latter reformulation is that certain repeated terms in the Mackey sum
are identified and collected together.
Unfortunately, the groupK has a rather complicated structure that would
seem to make it impractical to completely describe the structure of the double
coset space K\G/Gθ or the corresponding space of K-orbits of involutions.
Theorem 3.10 (1) [HL1] offers a significant simplification. It replaces the sum
over K-orbits from [HMu] with a certain sum over K0-orbits,
〈Θ, ξ〉G =
∑
ϑ∼ξ
mK0(ϑ) 〈ϑ, ξ〉K0, (4)
that we now explain.
Propositions 5.7 and 5.20 in [HMu] imply that if a given K-orbit param-
etrizes a nonzero term in the sum (in the aforementioned formula in [HMu])
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then there exists Ψ˙ ∈ ξ that is θ-symmetric for some θ in the given K-
orbit. (The notion of θ-symmetry is defined in [HMu] and recalled below
in Definition 5.) If Ψ˙ is θ-symmetric then it is θ′-symmetric for all θ′ in
the K0-orbit ϑ of θ. In this case, we write ϑ ∼ ξ. The key to the transition
from K-orbits to K0-orbits is Proposition 3.8 [HL1] which states that a given
K-orbit can contain at most one K0-orbit ϑ such that ϑ ∼ ξ.
If θ ∈ ϑ, Ψ˙ ∈ ξ and Ψ˙ is θ-symmetric then, according to Proposition 3.9
[HL1], ϑ ∼ ξ. In this case, by definition,
〈ϑ, ξ〉K0 = dimHomK0,θ(ρ(Ψ˙), ηθ(Ψ˙)), (5)
where K0,θ = K0 ∩ Gθ and ηθ is a character of K0,θ whose definition (from
[HMu]) is recalled in §8. A more invariant formula can be obtained by first
defining a quasicharacter
φ(g) =
d∏
i=0
φi(g)
of G0 and letting ρ′ = ρ ⊗ (φ|K0) and η′θ = ηθ(φ|K0,θ). Then ρ′ and η′θ do
not vary within the refactorization class ξ and we have
〈ϑ, ξ〉K0 = dimHomK0,θ(ρ′, η′θ).
It will turn out that, for the examples in this paper, one always has
〈ϑ, ξ〉K0 ≤ 1. Roughly speaking, this is a consequence of the fact that one
has multiplicity-free decompositions over the residue fields.
The constant mK0(ϑ) is defined by
mK0(ϑ) = [Gθ : (K
0 ∩Gθ)Gθ],
where θ is an arbitrary element of ϑ and Gθ is the similitude group associated
to Gθ. It represents the number of double cosets in K\G/Gθ that correspond
to the K-orbit of θ, as indicated above.
1.5.2 The theory for our examples
In the previous section, we described the transition from K-orbits to K0-
orbits. For the examples considered in this paper, we can go two steps further.
We show that if ϑ is a K0-orbit such that 〈ϑ, ξ〉K0 6= 0 then ϑ contains a
unique T -orbit ζ of involutions θ such that T is θ-stable. Moreover, in the
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latter situation T must be θ-split, that is, θ(t) = t−1 for all t ∈ T. This
allows us to replace Equation 4 with an equation
〈Θ, ξ〉G =
∑
ζ
mT (ζ) 〈ζ, ξ〉T , (6)
where we are summing over the T -orbits ζ in Θ that contain involutions θ
such that T is θ-split. (This is Proposition 9.) The constant mT (ζ) is defined
by
mT (ζ) = [Gθ : (T ∩Gθ)Gθ].
(If ζ is contained in the K0-orbit ϑ then mT (ζ) = mK0(ϑ).)
We now sketch the derivation of Equation 6 and describe how its terms
are evaluated.
Let us consider a term 〈ϑ, ξ〉K0 in Equation 4, where ϑ ∼ ξ. We assume
that we have Ψ ∈ ξ and θ ∈ ϑ such that Ψ is θ-symmetric, and note that there
is no essential loss of generality in making this assumption. Then Equation
5 says that
〈ϑ, ξ〉K0 = dimHomK0,θ(ρ, ηθ),
where ηθ is a character of K
0,θ that is the product of φ|K0,θ and another
character η′θ of K
0,θ.
The precise definition of η′θ is rather technical and it appears to be a
rather difficult, but necessary, task to compute η′θ. We proceed as follows.
It is easily seen that η′θ may be regarded as character on G
0,θ
y (f), the group
of θ-fixed points in G0y(f) = G
0
y,0:0+ , but determining the structure of G
0,θ
y,0(f)
requires some effort. Indeed, it appears that this group could have one of
several structures. Ultimately, we show in Lemma 33 that 〈ϑ, ξ〉K0 6= 0
implies that G0,θy (f) is a finite orthogonal group.
Without actually knowing the precise structure of G0y(f), we show in
Lemma 27 that η′θ has trivial restriction to the group (G
0,θ
y )
◦(f) of f-rational
points of the identity component of G0,θy . (The techniques used in the proof
Lemma 27 appear to be applicable to other examples. This may be the most
useful technical tool introduced in this paper that applies to a general class
of examples.)
In Lemma 31, we show that if 〈ϑ, ξ〉K0 is nonzero then there exists Ψ ∈ ξ
and θ ∈ ϑ such that Ψ is θ-symmetric and T is θ-stable. Then, in Lemma 32,
we establish that, in the latter case, T must actually be θ-split. The proof of
Lemma 32 uses Lemma 28 and the fact that ϑ is F -admissible. It also uses
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the theory of “J-symmetric embeddings” from §4 to precisely describe the
restrictions of orthogonal involutions of G to the subgroups Gi. This leads
us to Lemma 33 which establishes that the relevant restrictions of θ to the
groups Gi and G0y(f) must always be orthogonal involutions. (Some of the
restrictions of θ are not orthogonal involutions, however, they can be ignored
because they make no contribution to the dimension we are computing.)
At this point, we can easily compute 〈ϑ, ξ〉K0. Suppose 〈ϑ, ξ〉K0 is nonzero
and ξ is nontoral. Choose Ψ ∈ ξ and θ ∈ ϑ such that Ψ is θ-symmetric and
T is θ-split. Then
〈ϑ, ξ〉K0 = dimHomG0,θy (f)((−1)n0+1RλT(f), ηθ).
Theorem 3.11 [HL1] gives a formula for the latter dimension in which ηθ
may be regarded as an unspecified character. This formula is a routine
generalization of Theorem 3.3 [Lu] that is needed since Lusztig’s result only
addresses the case in which ηθ is trivial. To evaluate the terms in the formula,
we use Lemma 28, which generalizes Lemma 10.4 [Lu], again to account for
nontrivial ηθ. If one examines Lusztig’s lemma, one sees that the proof carries
through with no essential modification in our case due to the fact that η′θ is
trivial on (G0,θy )
◦(f). Lemma 28 says that the tori that enter into Theorem
3.11 [HL1] in our case are θ-split and this makes it trivial to evaluate the
terms in the formula from Theorem 3.11 [HL1]. Remarkably, the only value
of η′θ that is needed to evaluate the latter formula is η
′
θ(−1), which, from the
definition of η′θ is obviously trivial since −1 is a scalar. So, in fact, we never
actually need to compute η′θ. (We only needed to know that it is trivial on
(G0,θy )
◦(f) and at −1).) When ξ is nontoral, we obtain
〈ϑ, ξ〉K0 = dimHomG0,θy (f)((−1)n0+1RλT(f), ηθ)
=
{
1, if ϕ(−1) = 1,
0, otherwise,
but this formula clearly also holds in the toral case.
Lemma 32 shows that if 〈ϑ, ξ〉K0 is nonzero then ϑ must contain a split
T -orbit ζ in the sense that ζ is a T -orbit of involutions θ such that T is
θ-split. According to Proposition 11, it must be the case that ϑ contains a
unique split T -orbit ζ . At this point, we have nearly demonstrated Equation
6 (which is Proposition 9), where if ζ is the unique split T -orbit in ξ, we
define
〈ζ, ξ〉T = 〈ϑ, ξ〉K0.
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The only thing that remains to be shown is that mT (ζ) = mK0(ϑ). This is
proved with an algebraic theory that we develop in §4. This theory involves
the notion of a J-symmetric embedding of E in Mn(F ). We also use this
theory to obtain a very convenient description of the split T -orbits of orthog-
onal involutions, and to determine the restrictions of orthogonal involutions
to the groups Gi and G0y,0(f).
A J-symmetric embedding of E in Mn(F ) is an F -linear embedding x 7→ x
such that J tx J = x for all x ∈ E. Replacing J with another symmetric
matrix ν ∈ S, we obtain the more general notion of a ν-symmetric embedding.
The first question regarding such embeddings is the question of existence.
When ν is the identity matrix, the existence issue is the classical question:
Given a degree n (finite) extension E/F of fields, when does there
exist an F -linear embedding of E in the vector space of symmetric
matrices in Mn(F )?
The existence question has been successfully attacked in many (or perhaps
all) cases. (See [B], for example.) Our approach is to downplay the use
of trace forms and to place J-symmetric embeddings at the center of the
theory of all ν-symmetric embeddings. More precisely, once one understands
J-symmetric embeddings, it is easy to use them to describe ν-symmetric
embeddings for all ν. Using results in [HL1], we see that, for our tamely
ramified extensions of p-adic fields, J-symmetric embeddings always exist,
but ν-symmetric embeddings do not exist for all ν ∈ S.
Suppose we fix a J-symmetric embedding of E in Mn(F ) and choose T,
as we are free to do, so that T is the image of E× in G. Then it is easy to see
that if ν ∈ S then our J-symmetric embedding is also ν-symmetric precisely
when ν = Jt, for some t ∈ T . It is also easy to deduce from this that we have
a bijection between T/(T 2Z) and the set OT of split T -orbits of orthogonal
involutions given by mapping the coset of t ∈ T to the T -orbit of θJt. (See
Proposition 1 and Lemma 24.) Given the latter description of OT , it is a
relatively straightforward matter to determine how the various split T -orbits
in OT are distributed among the various G-orbits of orthogonal involutions.
These calculations overlap with the computations of the constants mK0(ϑ)
and mT (ζ).
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2 Tame supercuspidal representations
2.1 Inducing data
This section discusses basic terminology and notations related to the inducing
data for the construction of tame supercuspidal representations. For the most
part, we follow the presentation in [HMu] and [HL1] and the reader should
consult the latter references for a more detailed exposition.
Howe’s construction [Ho] associates an equivalence class π(ϕ) of irre-
ducible tame supercuspidal representations ofG = GLn(F ) to an F -admissible
quasicharacter ϕ : E× → C× of the multiplicative group of a tamely ramified
degree n extension E of F . Assume that E and ϕ have been fixed.
Howe shows that the choice of ϕ canonically determines a tower of inter-
mediate fields of E/F . Following the conventions in [HMu], we denote this
tower as follows:
F = Ed ( · · · ( E1 ( E0 ⊆ E−1 = E.
To construct an actual representation in the equivalence class π(ϕ), one
needs to choose an F -embedding of E in g = gln(F ) and, in the following
sense, a Howe factorization of ϕ:
Definition 1. A Howe factorization of ϕ consists of
• a tower of fields F = Ed ( Ed−1 ( · · · ( E0 ⊆ E−1 = E, with d ≥ 0,
• a collection of quasicharacters ϕi, i = −1, . . . , d,
with the following properties:
• Let NE/Ei denote the norm map from E× to E×i , for i ∈ { 0, . . . , d }.
Then for each i ∈ { 0, . . . , d }, ϕi is a quasicharacter of E×i such that
the conductoral exponent fi = f(ϕi ◦ NE/Ei) of ϕi ◦ NE/Ei is greater
than 1, and such that ϕi is generic over Ei+1 if i 6= d.
• f0 < f1 < · · · < fd−1
• If ϕd is nontrivial, then fd > fd−1.
• (The toral case) If E0 = E, then ϕ−1 is the trivial character of E×.
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• (The nontoral case) If E0 ( E, then ϕ−1 is a quasicharacter of E×
such that f(ϕ−1) = 1 and ϕ−1 is generic over E0.
• ϕ = ϕ−1
∏d
i=0 ϕi ◦NE/Ei.
Given ϕ, one has latitude in choosing the embedding of E and the Howe
factorization. Later, we describe how to make these choices in ways that
greatly facilitate the study of distinguished representations. The next defi-
nition is taken from [HL1] but derived from [Ho]:
Definition 2. A Howe datum (for G) consists of:
• a degree n tamely ramified extension E of F ,
• an F -admissible quasicharacter ϕ : E× → C×,
• a Howe factorization of ϕ,
• an F -linear embedding of E in Mn(F ).
For our purposes, it is convenient to choose our embedding of E in a way
that particularly well-suited to studying tame supercuspidal representations
that are distinguished with respect to orthogonal groups. To be more pre-
cise, we generally assume that our embeddings are chosen in accordance with
Lemma 12 below.
In [Y], Yu generalizes Howe’s construction to general connected, reductive
F -groups. Yu’s construction provides the foundation for the general theory
of distinguished tame supercuspidal representations in [HMu] and so we tend
adopt Yu’s notations and point of view even though we are only interested
here in representations of GLn(F ). The next definition is from [HMu], but
based on a similar notion in [Y]:
Definition 3. A 5-tuple (~G, y, ~r, ρ, ~φ) satisfying the following conditions is
called a Yu datum (a.k.a., cuspidal G-datum):
D1. ~G is a tamely ramified twisted Levi sequence ~G = (G0, . . . ,Gd) in G
and Z0/Z is F -anisotropic, where Z0 and Z are the centers of G0 and
G = Gd, respectively.
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D2. y is a point in A(G,T, F ), where T is a tame maximal F -torus of G0
and E ′ is a Galois tamely ramified extension of F over which T (hence
~G) splits. (Here, A(G,T, E ′) denotes the apartment in B(G, E ′) cor-
responding to T and A(G,T, F ) = A(G,T, E ′) ∩ B(G, F ).)
D3. ~r = (r0, . . . , rd) is a sequence of real numbers satisfying 0 < r0 < r1 <
. . . < rd−1 ≤ rd, if d > 0, and 0 ≤ r0 if d = 0.
D4. ρ is an irreducible representation of the stabilizer K0 = G0[y] of [y] in
G0 such that ρ |G0y,0+ is 1-isotypic and the compactly induced repre-
sentation π−1 = ind
G0
K0ρ is irreducible (hence supercuspidal). Here, [y]
denotes the image of y in the reduced building of G.
D5. ~φ = (φ0, . . . , φd) is a sequence of quasicharacters, where φi is a qua-
sicharacter of Gi. We assume that φd = 1 if rd = rd−1 (with r−1 defined
to be 0), and in all other cases if i ∈ { 0, . . . , d } then φi is trivial on
Gi
y,r+i
but nontrivial on Giy,ri.
Note that the component ~r of (~G, y, ~r, ρ, ~φ) is determined by the other
components. Furthermore, Yu’s construction only depends on the image [y]
of y in the reduced building of G0, not on y. The 4-tuple (~G, [y], ρ, ~φ) is
canonically associated to a Howe datum, but (~G, y, ~r, ρ, ~φ) is not. In fact,
for the contruction of tame supercuspidal representations of GLn(F ) the
distinction between y and [y] is irrelevant.
The notation [y] seems to express that we have in mind “the point in
the reduced building of G0 corresponding to the point y in the extended
building.” In other words, it seems to convey that we have made a choice of
y. Taking this one step further, if we are given [y] then we will free to use the
notation G0y,0 for the associated parahoric subgroup, since this object only
depends on [y] and since the notation G0y,0 is standard. We trust that the
reader will not be inconvenienced by such abuses of notation. Note that, as
in [HMu], we use condition D1 to embed the building of Gi in the building
of Gi+1, for i ∈ {0, . . . , d− 1}.
Note that we are not assuming that the extension E/F is Galois. The
extension E ′/F occurring in Condition D2 in Definition 3 may be taken to
be the Galois closure of E/F .
In much of this paper, we would like assume that we have a Yu datum Ψ
that comes from a fixed a Howe datum Φ for G and we would like to use all
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of the above notations, ϕ, E, ~φ, ~G, [y], T, etc., without explicitly recalling
them. With this in mind, we make the following definition for the sake of
convenience:
Definition 4. A G-datum Ψ consists of a Howe datum together with an
associated Yu datum.
We will also often say “let ξ be a refactorization class of G-data.”
This means we are considering the set of all refactorizations (in the sense of
Definition 4.19 [HMu]) of a given G-datum Ψ.
Suppose θ is an orthogonal involution of G. The following definition is
essentially in [HMu]:
Definition 5. A G-datum Ψ = (~G, [y], ρ, ~φ) is θ-symmetric if:
• θ(Gi) = Gi, for all i,
• θ([y]) = [y],
• φi ◦ θ = φ−1i , for all i.
If Θ is a G-orbit of orthogonal involutions of G then the methods of
[HMu] reduce the computation of the dimension of HomGθ(π, 1), for θ ∈ Θ
and π ∈ π(ϕ), to the computation of the dimension of certain Hom-spaces
associated to certain θ′-symmetric Yu data Ψ˙, where θ′ is an involution in Θ
and Ψ˙ is a refactoriztion of a Yu datum associated to ϕ. More simply put,
we ultimately only need to study those Yu data Ψ˙ and involutions θ′ such
that Ψ˙ is θ′-symmetric.
In this paper, we take things somewhat further. We essentially consider
T to be part of the datum, as indicated above, and then we show that we
may reduce to the case of studying (Ψ,T, θ) such that Ψ is θ-symmetric and
T is θ-split.
2.2 Buildings
2.2.1 Buildings of general linear groups
There are many accounts of the theory of explicit models of the Bruhat-Tits
building of a general linear group over a nonarchimedean local field F . We
will give a streamlined exposition based on [GY].
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Fix a vector space V of finite dimension n over F and, in this section, let
G = GL(V ). To develop the desired explicit model for the building of G, we
need to fix a a valuation ω : F → R ∪ {+∞}. We will let γ denote ω(̟),
where ̟ is any prime element of F .
Definition 6. An additive norm on V (with respect to ω) is a map
x : V → R ∪ {+∞} that satisfies:
• x(v + w) ≥ inf{x(v), x(w)}, for all v, w ∈ V,
• x(αv) = ω(α) + x(v), for all α ∈ F, v ∈ V,
• x(v) = +∞ if and only if v = 0.
The set B = B(G) of all valuations on V provides an explicit model for
the (extended) Bruhat-Tits building of G. Since we are really only interested
in the reduced building, we will not discuss the polysimplicial structure of B.
(See [GY] for this.) The group G acts on B according to
(g · x)(v) = x(g−1v).
To simplify our notation, we introduce some slightly nonstandard con-
ventions. When we write c ∈ Rn, we mean c is the element of Rn which in
component form is (c1, . . . , cn). Similarly, when we say “let e be a basis of
V ,” we mean that e is ordered F -basis e1, . . . , en of V . Given c ∈ Rn, define
xce ∈ B by
xce
(
n∑
i=1
αiei
)
= inf
i
{ω(αi) + ci},
where the αi’s lie in F . It turns out that every element x ∈ B has the form
xce, but the choice of (c, e) is not uniquely determined by x.
Apartments in the building of G are parametrized by the maximal split
tori of G. Such a torus has n eigenspaces of dimension one and they com-
pletely characterize the torus. Suppose e is a basis of V . Then there is an
associated maximal split torus
Te = {t ∈ G : tei ∈ F×ei for all i}.
Permuting the basis vectors or multiplying them by scalars does not affect
the resulting torus.
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Having fixed a basis e, the apartment A(Te) associated to Te is given by
A(Te) = {xce : c ∈ Rn}.
Implicit in this definition is the fact that Te = Te′ implies A(Te) = A(Te′).
An alternate model for the building of G is given in [GY]. The points in
the building correspond to graded lattice chains in the following sense:
Definition 7. A lattice chain on V is a totally ordered (non-empty) chain
L• of lattices in V that is stable under homotheties. Such a lattice chain is
determined by a segment:
L0 ) L1 ) · · · ) Lm−1 ) PFL0.
The number m is called the rank of the lattice chain. A graded lattice
chain is a pair (L•, c) where L• is a lattice chain and c is a strictly decreasing
function from L• to R such that
c(α · L) = ω(α) + c(L),
for all α ∈ F and L ∈ L•.
Regarding terminology, we mention that lattice chains are also referred
to as periodic lattice chains or lattice flags. In addition, we say we have
a “chain” of lattices means we have lattices Li for each integer i such that
Li ) Li+1, however, the choice of how to index the lattices (that is, which
lattice to call L0) is irrelevant. In some cases, it is convenient to index
the lattices by elements of the image of F× under ω, as with Moy-Prasad
filtrations. The term “period” is sometimes used instead of “rank.” “Strictly
decreasing” means that as L varies over the lattices in L•, then as L gets
larger c(L) decreases.
There is a canonical bijection between graded lattice chains and points
in B. More precisely, if (L•, c) is a graded lattice chain then we define an
additive norm
x(L•,c)(v) = max
L∈L•, v∈L
c(L).
Conversely, if x ∈ B then a graded lattice chain (Lx, cx) is defined by
declaring that the lattices in Lx are the lattices
Lx,r = {v ∈ V : x(v) ≥ r},
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for r ∈ R, and the map cx is given by
cx(Lx,r) = inf
v∈Lx,r
x(v).
When x = xce, the corresponding lattice chain is
Lx,r = Fr−c1e1 + · · ·+ Fr−cnen,
where Ft = ω
−1([t,+∞]) and the corresponding grading is
cx(Lx,r) = inf
i
(
γ
⌈
r − ci
γ
⌉
+ ci
)
.
Note that
r ≤ cx(Lx,r) < r + γ.
Transferring the action of G on B to an action on graded lattice chains,
we have
g · (L•, c) = (g · L•, g · c),
where gL• = (gL)L∈L• and (g · c)(gL) = c(L).
Suppose x ∈ B and x = x(L•,c). Then the parahoric subgroup Gx,0 as-
sociated to x is the stabilizer in G of x or, equivalently, (L•, c). But g
stabilizes (L•, c) precisely when for all i there exists j such that gLi = Lj
and (g ·c)(gLi) = Lj . But (g ·c)(gLi) = c(Li) and, furthermore, c(Li) = c(Lj)
implies i = j. Therefore,
Gx,0 = {g ∈ G : gLi = Li, for all i}.
We define an equivalence relation on B by declaring that x ∼ y precisely
when x − y is a constant. The set Bred = Bred(G) of equivalence classes is
serves as our model for the reduced Bruhat-Tits building of G. If x ∈ B, we
will let [x] denote the corresponding point in Bred.
The choice of a nonzero vector v ∈ V determines a bijection
B ∼= R× Bred : x 7→ (x(v), [x]).
It is common to identify B and R × Bred even though the choice of v, and
hence the associated bijection, is not canonical. On the other hand, if we fix
a basis for V , as we shall throughout most of this paper, then we do in fact
obtain a canonical choice of v.
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In the lattice chain model, the facets in the reduced building are readily
apparent. If x ∈ B corresponds to the graded lattice chain (L•, c) then the
the lattice chain L• is what determines the facet of the image of x in the
reduced building Bred. If m is the rank of L• then m− 1 is the dimension of
the facet.
To give a vertex in Bred is equivalent to giving a lattice chain of the form
L• = {PiFL : i ∈ Z}, where L is some fixed lattice in V . Equivalently,
vertices in Bred correspond to homethety classes of lattices.
2.2.2 What is needed for tame supercuspidal representations
For the construction of tame supercuspidal representations, we are given a
tower of fields
F = Ed ( · · · ( E1 ( E0 ⊆ E−1 = E,
as described in §2.1. Let n0 = [E : E0]. We begin by describing how an
E0-linear embedding of E in Mn0(E0) determines a vertex [y] in Bred(G0),
where G0 = GLn0(E0).
We apply the discussion of the previous section with F replaced by E0
and with V replaced by En00 . Choose an OE0-basis e1, . . . , en0 of OE . Given
x ∈ E, define a vector
x =
 x1...
xn0
 ∈ V,
where x = x1e1+ · · ·+xn0en0 and x1, . . . , xn0 ∈ E0. Multiplication by x is an
E0-linear transformation of E and hence defines a matrix x ∈ Mn0(E0). So
x 7→ x is the regular representation associated to our basis. Given x, y ∈ E,
we have the relations x y = xy and x y = xy.
The basis e1, . . . , en0 generates a lattice
OE0e1 + · · ·+OE0en0
in E whose image under x 7→ x is the lattice
L = OE = O
n0
E0
in V = En00 . The associated lattice chain is
L• = {PiE0L : i ∈ Z} = {PiE : i ∈ Z}.
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(We are using the fact that E/E0 is unramified.) In this way, the choice of
E and an OE0-basis of OE determines a vertex [y] in Bred(G0).
It is not actually necessary to use an OE0-basis of OE ; any E0-basis of
E can be used. However, using integral bases greatly simplifies the form of
our parahoric subgroups and algebras and their Moy-Prasad filtrations. So
we do this as a matter of convenience.
Let g0 = Mn0(E0) be the Lie algebra of G
0. The Moy-Prasad filtration of
g0 is given by
g0y,r =
{
X ∈ g0 : XPkE ⊂ Pk+⌈er⌉E
}
,
where e = e(E/F ). These sets are clearly OE-modules, with OE acting by
x ·X = xX . We have
g0y,r = ̟
⌈er⌉
E g
0
y,0
and
g0y,0 =
⋂
k∈Z
̟kE gln0(OE0) ̟
−k
E .
We define Moy-Prasad filtration groups G0y,r for r ≥ 0 by G0y,0 = g0y,0−{0}
and G0y,r = 1 + g
0
y,r, for r > 0. It is easy to verify that
G0y,0 = GLn0(OE0), G
0
y,0+ = 1 +Mn0(PE0),
G
0
y(fF ) := G
0
y,0:0+ = GLn0(fE0), K
0 := G0[y] = E
×
0 GLn0(OE0),
where OL, PL and fL denote the ring of integers, maximal ideal, and residue
field, respectively, of a p-adic field L.
We have just discussed embedding E in g0 = Mn0(E0) via the choice of
an E0-basis of E and noted that choosing an integral basis simplifies matters.
Similarly, when i ∈ {0, . . . , d− 1}, the choice an Ei+1-basis of Ei (preferably
an integral basis) yields an embedding of Ei in M[Ei:Ei+1](Ei) and thus an
embedding
gi = Mni(Ei) ⊂ Mni(M[Ei:Ei+1](Ei+1)) = Mni+1(Ei+1) = gi+1,
where nj = [E : Ej ]. This yields a chain of inclusions
E ⊆ g0 ( · · · ( gd = g.
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The composite embedding of E in g is, in fact, associated to an F -basis of E,
namely, the basis obtained by tensoring together the various bases associated
to each link in the chain.
Taking multiplicative groups, we obtain a chain
T ⊆ G0 ( · · · ( Gd = G.
Note that we have identities Gi = GLni(Ei), not merely isomorphisms. Be-
sides using integral bases, we will generally assume in our proofs that our
bases are chosen as in Lemma 12 below. This greatly facilitates the study
of tame supercuspidal representations that are distinguished with respect to
orthogonal groups.
Given a graded lattice chain on V , viewed as an Ei-vector space, we may
regard the various lattices as OEi+1-modules, rather than OEi-modules. This
gives an embedding of B(Gi) in B(Gi+1), so long as the valuation we choose
on Ei restricts to the valuation we choose on Ei+1. In fact, for convenience
and compatibility with the literature, we will always choose valuations that
extend the standard valuation on F .
It is easy to see that our embeddings B(Gi) ⊂ B(Gi+1) are compatible
with the projections from the extended buildings to the reduced buildings.
Therefore, we obtain embeddings Bred(Gi) ⊂ Bred(Gi+1). It follows that our
point
[y] = {PiE : i ∈ Z}
may be viewed as an element of each Bred(Gi), however, it is not necessarily
a vertex when i 6= 0.
If i ∈ {0, . . . , d} then the Moy-Prasad filtration of gi is given by
giy,r =
{
X ∈ gi : X PkE ⊂ Pk+⌈er⌉E
}
,
where e = e(E/F ). These sets are clearly OE-modules, with OE acting by
x ·X = xX . Note that
giy,r = ̟
⌈er⌉
E g
i
y,0.
and, assuming we are using inegral bases,
giy,0 =
⋂
k∈Z
̟kE glni(OEi) ̟
−k
E .
We define Moy-Prasad filtration groups Giy,r for r ≥ 0 by Giy,0 = giy,0−{0}
and Giy,r = 1 + g
i
y,r, for r > 0.
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With our chosen bases, it is plausible, though tedious, to give a precise
block matrix description of the giy,r’s and the G
i
y,r’s.
3 Lemmas involving tamely ramified exten-
sions
This section contains a collection of basic, and presumably well known, facts
about tamely ramified extensions. These facts will be needed in the proofs
of our main results. The reader should assume that all fields discussed are
finite extensions of Qp where p is an odd prime. All field extensions will
be finite and tamely ramified. If E/F is such an extension and if L is the
maximal unramified extension of F contained in E then we use the standard
notations e(E/F ) = [E : L] and f(E/F ) = [L : F ]. Tameness means that
e(E/F ) is not divisible by p. The ring of integers of a field F is denoted OF .
The maximal ideal in OF is denoted PF .
Lemma 1. If E/F be a totally ramified, tamely ramified extension of finite
degree n then:
• 1 +PF = (1 +PF )n = (1 +PE)n ∩O×F .
• (O×E)n ∩O×F = (O×F )n.
• There exist prime elements ̟E and ̟F of E and F , respectively, such
that ̟nE = ̟F . Given one such ̟F the coset ̟F (O
×
F )
n is the set of all
such prime elements of F .
Proof. Let p be the characteristic of the residue field of F . Then since E/F
is totally ramified and tamely ramified, its degree n is not divisible by p. Let
̟ be a prime element of F . If a ∈ OF then applying Hensel’s Lemma to the
polynomial
f(x) = ̟−1((1 +̟x)n − (1 +̟a))
allows one to find b ∈ OF such that (1 + ̟b)n = 1 + ̟a. It follows that
(1 +PF )
n = 1 +PF and
1 +PF = (1 +PF )
n ⊂ (1 +PE)n ∩O×F ⊂ 1 +PF .
This proves the first claim.
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To prove the second claim, it suffices to show that
(O×E)
n ∩O×F ⊂ (O×F )n.
Let µ be the set of roots of unity in E whose order is relatively prime to
p. Then µ is also the set of roots of unity in F whose order is relatively
prime to p. We have O×E = µ · (1 + PE) and O×F = µ · (1 + PF ). Suppose
u ∈ (O×E)n∩O×F . Then there exists ζ ∈ µ and v ∈ 1+PE such that u = (ζv)n.
We have ζ−nu = vn ∈ (1 +PE) ∩O×F = 1+PF . Since 1 +PF = (1 +PF )n,
we can assume v ∈ 1 + PF . Thus u = (ζv)n ∈ (O×F )n. The second claim
follows.
The fact that there exist prime elements ̟E and ̟F of E and F such
that ̟nE = ̟F is well known. Suppose we have two such pairs (̟E, ̟F ) and
(̟′E, ̟
′
F ). Let w = ̟
′
E̟
−1
E . Then w
n = ̟′F̟
−1
F ∈ (O×E)n∩O×F = (O×F )n. So
̟′F ∈ ̟F (O×F )n. Conversely, given ̟′′F = ̟F tn, with t ∈ O×F , then (t̟E , ̟′′F )
is another pair of the same type as (̟E, ̟F ). This completes the proof.
Lemma 2. Let L be a finite totally ramified, tamely ramified extension of F
of degree m and let E be a ramified quadratic extension of L. Let n = 2m
and let ̟F be a representative of the coset ̟F (O
×
F )
n of all prime elements
of F that have an n-th root ̟E in E. Then ̟F has an m-th root ̟L in L.
Proof. First, we show that there exists a triple (̟F , ̟L, ̟E) of prime ele-
ments for F , L and E, respectively, such that ̟mL = ̟F and ̟
2
E = ̟L.
Choose a prime element ̟F in F that has an m-th root ̟L in E. If ̟L
has a square root ̟E in E then (̟F , ̟L, ̟E) is a triple of the desired type.
On the other hand, if ̟L does not have a square root in E then we may
choose a root of unity u in L of order prime p such that u̟L has a square
root in E. But since L/F is totally ramified, it must be the case that u lies
in F . We now rename u̟L and u
m̟F as ̟L and ̟F , respectively, and take
̟E to be a square root of the new element ̟L. This proves the existence of
the desired triple.
Given such a triple (̟F , ̟L, ̟E), Lemma 1 implies that the coset
̟F (O
×
F )
n is the set of all prime elements of F that have an n-th root in
E. But since we have chosen ̟F so that it has an m-th root in L, it follows
that every element of the latter coset has an m-th root in L.
For general field extensions of even degree, it is not necessarily the case
that the extension field must contain a quadratic extension of the base field.
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For example, there are quartic extensions of Q, called primitive quartic fields,
that do not contain any quadratic extensions of Q.
On the other hand, for finite fields it is obviously true that an even degree
extension Fqn/Fq contains the quadratic extension Fq2 of Fq. For the field
extensions that we are considering in this section, we also have a positive
result:
Lemma 3. If E is a finite, tamely ramified extension of F of even degree
then E contains a quadratic extension of F .
Proof. Consider first the special case in which E/F is a totally ramified,
tamely ramified extension of even degree n = 2m. Then E = F [̟E], where
̟E is a prime element in E that is an n-th root of a prime element in F .
Then E contains the ramified quadratic extension F [̟mE ] of F .
Now assume E/F is tamely ramified and f(E/F ) is even. Let L be the
maximal unramified extension of F contained in E. This is the unique unram-
ified extension of F of degree f(E/F ) and it contains the unique unramified
quadratic extension of F . So our claim holds in this case.
Now suppose E/F is tamely ramified, f(E/F ) is odd, and e(E/F ) is even.
Let L be the maximal unramified extension of F contained in E. We know
that E contains a totally ramified quadratic extension K of L. It suffices
to show that K contains a ramified quadratic extension of F . We may as
well replace E by K or, equivalently, assume e(E/F ) = 2. Then E = L[̟E],
where ̟E is the square root of a prime element ̟L in L. Let ε be a nonsquare
root of unity in F . In other words, ε(qF−1)/2 = −1, where qF be the order of
the residue field of F . Since f(E/F ) is odd, ε(q
f(E/F )
F −1)/2 = −1 and thus ε is
also a nonsquare root of unity in L. Therefore, given a prime element ̟F in
F , the element ̟L must either lie in ̟F (O
×
L)
2 or ε̟F (O
×
L )
2. It follows that
either F [
√
̟F ] or F [
√
ε̟F ] is a ramified quadratic extension of F contained
in E.
Given a finite extension E/F , let yE/F be defined by letting yE/F − 1
be the number of quadratic extensions of F contained in E. Thus, in the
present setting, yE/F must be 1, 2 or 4. The relevance of yE/F to the study
of distinguished tame supercuspidal representations is discussed in §6.1.
Lemma 4. Let E be a tamely ramified degree n extension of F such that
e = e(E/F ) and f = f(E/F ) are even. Let L be the maximal unramified
extension of F contained in E. Then yE/F = 4 if and only if (O
×
L )
2F×
contains a prime element ̟L in L that has an e-th root in E.
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Proof. When ̟E ∈ E is an e-th root of a prime element ̟L in L, we let√
̟L = ̟
e/2
E . The element ̟L lies in (O
×
L)
2F× precisely when it has the
form ̟L = u
2̟F , where u ∈ O×L and ̟F is a prime element of F . In the
latter situation, u−1
√
̟L is a square root
√
̟F of ̟F that lies in E. Thus
F [
√
̟F ] is a ramified quadratic extension of F that is contained in E. Since
f is even, E must also contain an unramified quadratic extension of F and
thus yE/F = 4.
Now suppose yE/F = 4. Then, since E contains ramified quadratic exten-
sions of F , there exists a prime element ̟F in F with a square root
√
̟F in
E. There also exists a prime element ̟L in L with an e-th root ̟E in E. Let√
̟L = ̟
e/2
E and let u =
√
̟L(
√
̟F )
−1 ∈ O×E . The element ̟L̟−1F = u2 is
a element of O×L ∩ (O×E)2. The element u must lie in O×L , since otherwise L[u]
would be an unramified quadratic extension of L contained in E. It follows
that ̟L ∈ (O×L)2F×, which completes the proof.
Lemma 5. Let L be a tamely ramified extension of F with even ramification
degree e(L/F ). Let E be an unramified quadratic extension of L. Then
yE/F = 4.
Proof. Let e = e(E/F ) = e(L/F ). Let K be the maximal unramified ex-
tension of F contained in L. Choose a prime element ̟K in K that has an
e-th root ̟L ∈ L. Let √̟K = ̟e/2L . Then K[
√
̟K ] is a ramified quadratic
extension of K contained in L. The unique unramified quadratic extension of
K[
√
̟K ] is contained in E. It suffices to solve our problem with E replaced
by the latter quadratic extension of K[
√
̟K ].
In other words, we now assume e = 2 and L = K[
√
̟K ]. Since f(E/F ) is
even, it must be the case that E contains an unramified quadratic extension
of F . Therefore it suffices to show that E contains a ramified quadratic
extension of F .
Fix a prime element ̟F in F . If ̟F has a square root
√
̟F in E then
F [
√
̟F ] is a ramified quadratic extension of F in E and we are done. There-
fore, we assume ̟F does not have a square root in E.
Since ̟F does not have a square root in E, the field L cannot be obtained
by adjoining a square root of ̟F to K. Therefore, we can choose a nonsquare
unit u in K such that the prime element ̟K = u̟F has a square root ̟L
in L. Since E/L is unramified quadratic, there exists a square root v of u in
E. We have ̟2L = ̟K = u̟F = v
2̟F . Thus ̟Lv
−1 is a square root of ̟F
in E. We deduce that E contains a ramified quadratic extension of F and
thus the proof is complete.
Lemma 6. Suppose Q1 is a quadratic extension of F and Q2 is a quadratic
extension of Q1. Then one of the following holds:
(1) yQ2/F = 2 and (NQ2/F (Q
×
2 ))(F
×)2 = NQ1/F (Q
×
1 ).
(2) yQ2/F = 4 and (NQ2/F (Q
×
2 ))(F
×)2 = (F×)2.
Proof. Since [Q2 : F ] is even, Lemma 3 implies yQ2/F = 2 or 4. Suppose
yQ2/F = 4. Then there must exist a quadratic extension Q0 of F that is
contained Q2 and is distinct from Q1. By transitivity of norms, NQ2/F (Q
×
2 )
must be contained in both NQ0/F (Q
×
0 ) and NQ1/F (Q
×
1 ). Since
NQ0/F (Q
×
0 ) ∩NQ1/F (Q×1 ) = (F×)2,
we see that yQ2/F = 4 implies that (NQ2/F (Q
×
2 ))(F
×)2 = (F×)2.
It now suffices to show that if yQ2/F = 2 then (NQ2/F (Q
×
2 ))(F
×)2 =
NQ1/F (Q
×
1 ). So let us assume yQ2/F = 2 and thus Q1/F is the unique
quadratic extension of F contained in Q2. We observe that the image of
NQ1/F (Q
×
1 ) in F
×/(F×)2 is a subgroup of order two that contains the image
of NQ2/F (Q
×
2 ) in F
×/(F×)2. It suffices therefore to show that the image of
NQ2/F (Q
×
2 ) in F
×/(F×)2 is nontrivial.
There are several cases to consider. First, suppose both Q1/F and Q2/Q1
are ramified. If ̟Q2 is any prime element in Q2 then NQ2/F (̟Q2) is a prime
element in F . This gives an element of NQ2/F (Q
×
2 ) whose image in F
×/(F×)2
is nontrivial.
Now, suppose bothQ1/F andQ2/Q1 are unramified. ThenNQ2/F (O
×
Q2
) =
O×F . Thus we can choose an element of NQ2/F (O
×
Q2
) that is a nonsquare unit
in F .
Next, suppose Q1/F is unramified and Q2/Q1 is ramified. There exists a
prime element ̟Q1 in Q1 that has a square root ̟Q2 in Q2. It must be the
case that ̟Q1 6∈ (O×Q1)2F×, since otherwise we would have yQ2/F = 4. We
can choose a prime element ̟F in F and a nonsquare unit u in Q1 such that
̟Q1 = u̟F . Now, NQ2/F (̟Q2) = NQ1/F (−̟Q1) = NQ1/F (u) ·̟2F . But the
latter element has nontrivial image in F×/(F×)2 since NQ1/F determines an
isomorphism
O×Q1/(O
×
Q1
)2 → O×F /(O×F )2
of groups of order two.
Finally, we are left with the case in which Q1/F is ramified and Q2/Q1
is unramified. But this case is impossible since yQ2/Q1 = 2.
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Lemma 7. Suppose L is a finite tamely ramified extension of F and suppose
E is a finite tamely ramified extension of L of even degree. If yE/F = 2 then
yE/L = 2.
Proof. Assume yE/F = 2. Since [E : L] is even, Lemma 3 implies that
yE/L = 2 or 4. Suppose yE/L = 4. Then E contains square roots of all
elements of L. In particular, it contains square roots of all elements of F .
This implies yE/F = 4 which is a contradiction.
Lemma 8. If E is a finite, tamely ramified extension of F of degree n then
the image of NE/F (E
×) in F×/(F×)2 is:
• F×/(F×)2, if yE/F = 1,
• NL/F (L×)/(F×)2, if yE/F = 2 and L is the unique quadratic extension
of F contained in E,
• trivial, if yE/F = 4.
Consequently, the index of NE/F (E
×) · (F×)2 in F× is yE/F .
Proof. Suppose L is a quadratic extension of F that is contained in E. It
follows from Lemma 5.6 [HL1] that L×/((L×)2F×) has order two. Therefore,
the norm NL/F must induce an isomorphism
L×/((L×)2F×) ∼= NL/F (L×)/(F×)2.
If L1 and L2 are distinct quadratic extensions of F contained in E then the
images of NL1/F (L
×
1 ) and NL2/F (L
×
2 ) in F
×/(F×)2 have trivial intersection.
Consequently, the image of NE/F (E
×) in F×/(F×)2 must be trivial. So if
yE/F = 4 then NE/F (E
×) must have trivial image in F×/(F×)2.
Now suppose yE/F = 2 and L is the unique quadratic extension of F
contained in E. Then, according to Lemma 3, there exists a tower
F = Q0 ⊂ Q1 ⊂ · · · ⊂ Qr ⊂ E,
where Q1 = L and each extension of successive terms is quadratic, except for
for E/Qr which is an extension of odd degree. The homomorphism
E×/(E×)2 → Q×r /(Q×r )2
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induced by NE/Qr is an isomorphism (since NE/Qr(Q
×
r )(Q
×
r )
2 = Q×r ). It
follows that the image of NE/Qr−1(E
×) in Q×r−1/(Q
×
r−1)
2 has order two. If
r = 1, we are done. Otherwise, we apply Lemmas 6 and 7 to deduce that the
image of NE/Qr−2(E
×) in Q×r−2/(Q
×
r−2)
2 has order two. Repeatedly applying
Lemmas 6 and 7 in this way, we deduce that the image of NE/F (E
×) in
F×/(F×)2 has order two. But by transitivity of norms, the latter image is
contained in NL/F (L
×). Therefore, the image of NE/F (E
×) in F×/(F×)2 is
NL/F (L
×).
Finally, if E/F contains no quadratic extensions of F then n must be
odd. In this case, as we have just argued for E/L, we can show that NE/F
maps E× onto F×/(F×)2.
4 J-symmetric embeddings
In this section, we develop a geometric algebraic theory to study variants of
the question:
When does a degree n extension E of a field F have an F -linear
embedding in the set of symmetric matrices in Mn(F )?
The latter question has been studied especially for its applications to the
theory of symmetric bilinear forms, but, since we are interested in rather
different applications, we need to refine various aspects of the theory. The
basic results regarding existence of embeddings are mostly known and we
refer to [B] for more details and references to the literature.
The trace form (x, y) 7→ trE/F (xy) on E has tended to play a central
role in the theory of embeddings of the type just mentioned. However, as
discussed in §1.5.2, we deemphasize the use of trace forms and pursue a
different approach than that which was used in [HL1] in the case of odd n.
The two approaches are contrasted somewhat in §7.1. For our purposes, the
approach we use is simpler, more illuminating, and leads to more canonical
constructions.
Though the results in this section are rather simple, the reader may be
surprised to see how frequently these results are used throughout the paper
in seemingly different contexts.
We assume throughout this section that our fields do not have charac-
teristic two. Though we often consider general fields (whose characteristic is
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not two), we really are only interested in finite extensions of a field Fp or Qp,
where p is an odd prime.
4.1 Preliminaries
Let E/F be a field extension of (finite) degree n. Let G = GLn(F ) and let
g = Mn(F ) (viewed as an associative algebra, not a Lie algebra). Fix an
F -basis e1, . . . , en of E. Then to each y ∈ E there is a column vector
y =
y1...
yn
 ∈ F n
such that
y =
n∑
i=1
yiei.
We use y 7→ y to identify E with F n and then, given x ∈ E, we let x denote
the matrix of the F -linear transformation y 7→ xy on E. We then have
x y = xy,
for all x, y ∈ E, and
xej =
n∑
i=1
xijei
for all j.
Every F -embedding of E in g has the form x 7→ x for a suitable choice of
F -basis of E.
Let
J = Jn =
 1. · .
1
 ∈ G.
Definition 8. A matrix X ∈ g is J-symmetric if J · tX · J = X or, equiv-
alently, if it is symmetric about its anti-diagonal (consisting of the matrix
entries Xij with i+ j = n+1). An F -embedding of E in g is J-symmetric
if its image consists only of J-symmetric matrices.
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The notion of a J-symmetric embedding may be generalized by replacing
transpose by the order two anti-automorphism σν of g given by
σν(X) = ν
−1 tX ν,
where ν is any fixed symmetric matrix in G.
Definition 9. If ν ∈ G is symmetric then a matrix X ∈ g is ν-symmetric
if σν(X) = X. An F -embedding of E in g is ν-symmetric if its image
consists of ν-symmetric matrices.
We will see that for the field extensions E/F of interest to us, J-symmetric
embeddings of E always exist, whereas ν-symmetric embeddings do not exist
for arbitrary symmetric matrices ν. Moreover, once one fixes a J-symmetric
embedding of E, it is easy to describe the ν-symmetric embeddings for arbi-
trary ν according to the following:
Proposition 1. Suppose x 7→ x is a J-symmetric embedding of E in g. Then
the set of symmetric matrices ν in G such that x 7→ x is ν-symmetric is
identical to JE×. If x ∈ E× and ν = Jx then det(ν) = (−1)n(n−1)/2NE/F (x).
Proof. Assume ν ∈ G is symmetric and x 7→ x is a J-symmetric embedding
of E in g. If x ∈ E then t(Jx) = txJ = Jx. So the elements of JE
are all symmetric matrices. The given embedding is ν-symmetric precisely
when every x ∈ E satisfies x = ν−1(tx)ν = ν−1JxJν. In other words, the
embedding is ν-symmetric exactly when Jν centralizes E. Since E is its
own centralizer, our first assertion follows. The second assertion reduces to
the well-known fact that if E is embedded as an F -subalgebra of g then the
restriction of the determinant to the image of E agrees with the norm map
NE/F .
The previous result can be used to recover the results about the exis-
tence of 1-symmetric embeddings in [B], once we establish the existence of
J-symmetric embeddings for our extensions E/F .
For us, one of the most important properties of J-symmetric embeddings
is their transitivity with respect to towers of fields:
Lemma 9. Let L be an intermediate field of E/F with r = [L : F ] and
s = n/r = [E : L]. Suppose L is embedded in Mr(F ) via a Jr-symmetric
embedding and suppose E is embedded in Ms(L) via a Js-symmetric embed-
ding. Then the composite embedding of E in g = Mn(F ) = Ms(Mr(F )) is
Jn-symmetric.
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Proof. Embed L in Mr(F ) in a Jr-symmetric way. Thus,
Jr
tx Jr = x,
for all x ∈ L. (For simplicity, we are suppressing the double underline nota-
tion.)
Embed E in Ms(L) in Js-symmetric way. Then
Js
Tx Js = x,
for all x ∈ E, where x 7→ Tx is the transpose in Ms(L).
Since
Ms(L) ⊂ Ms(Mr(F )) = g,
if x ∈ Ms(L) then one needs to distinguish between the transpose Tx in
Ms(L) and the transpose
tx in g.
The relation between these two transposes can be precisely expressed as
follows. Let x ∈ Ms(L). Then x = (xij), where xij ∈ L and 1 ≤ i, j ≤ s. We
have
Tx = T (xij) = (xji).
and
tx = t(xij) = (
txji) = (JrxjiJr) = J
s
r
Tx Jsr ,
where Jsr is the block diagonal matrix
Jsr = Jr ⊕ · · · ⊕ Jr
in G whose diagonal blocks are all Jr. We observe that
Jn = JsJ
s
r = J
s
rJs.
Therefore, if x ∈ E then we have
Jn
tx Jn = Jn J
s
r
Tx Jsr Jn = Js
Tx Js = x.
This proves our claim.
The computations in the latter proof (and the notations Jsr and
Tx) are
used implicitly and explicitly in what follows.
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4.2 Existence and construction of J-symmetric inte-
gral embeddings
For a given symmetric matrix ν ∈ G, we observe that if X1, . . . , Xs ∈ g
are ν-symmetric matrices that commute with each other then their product
X1 · · ·Xs is also ν-symmetric. In particular, powers of ν-symmetric matrices
are ν-symmetric. When ν = J , this yields the following basic construction
of J-symmetric embeddings:
Lemma 10. Suppose n > 1 is an integer and suppose τ is an element of F
such that xn−τ is irreducible over F . Let E = F [ω], where ω is an n-th root
of τ . Then the embedding of E in g associated to the basis 1, ω, ω2, . . . , ωn−1
is J-symmetric.
Proof. The matrix that corresponds to the image of ω in g is
ω =

0 0 · · · 0 τ
1 0 · · · 0 0
0 1
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0
 .
The latter matrix is clearly symmetric about its anti-diagonal. Thus it is
J-symmetric and so are its powers, as are all F -linear combinations of these
powers. Therefore, the given embedding is J-symmetric.
Example 1. If E/F is quadratic and E = F [
√
τ ] then
x+ y
√
τ =
(
x y τ
y x
)
is a J-symmetric embedding of E in M2(F ).
Example 2. If E/F is a totally ramified, tamely ramified degree n extension
of fields that are finite extensions of Qp with p odd then E has a J-symmetric
embedding in g. In this case, we take τ to be a suitable prime element of F
and use Eisenstein’s criterion to show that xn − τ is irreducible.
If E/F is unramified then we cannot necessarily use Lemma 10. In fact,
the unramified case essentially reduces to the case of finite fields, where,
again, Lemma 10 does not construct all J-symmetric embeddings. For ex-
ample, if E = F27 and F = F3, there is no polynomial x
3−τ that is irreducible
over F3 with τ ∈ F3. Fortunately, for finite fields we can appeal to:
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Lemma 11. Let F = Fq and E = Fqn, where q is a power of an odd prime.
Then there exists a Jn-symmetric embedding of E in g.
Proof. We adapt the proof of Lemma 5.13 of [HL1] to finite fields. Let β be
a primitive (qn − 1)-root of 1 in E. Let f be the minimal polynomial of β
over F . Let ei = β
i−1 for i ∈ {1, . . . , n}. This gives an F -basis of E. Let
a = f ′(β)−1 and define a symmetric matrix νa in g by
(νa)ij = trE/F (aeiej) =
n∑
k=1
σk(a) σk(ei) σk(ej),
where σ1, . . . , σn are the distinct F -embeddings of E in an algebraic closure
F of F containing E. The matrix identity
νa = (σj(ei)) (σi(a)δij) (σi(ej))
in Mn(F ) implies
det(νa) = NE/F (a f
′(β)) (−1)n(n−1)/2 = (−1)n(n−1)/2 = det Jn.
So νa and Jn must be similar symmetric matrices in GLn(F ). Therefore,
we can choose g ∈ GLn(F ) such that g νa tg = Jn. We use g to change our
basis: e′i =
∑
j gijej . The embedding associated to the latter basis is then
J-symmetric.
The fact that J-symmetric embeddings always exist for tamely ramified
extensions (of fields that are finite extensions of Qp with p odd) follows from
Lemma 5.14 [HL1]. The proof in [HL1] uses the transitivity of J-symmetric
embeddings (Lemma 9 in this paper) to reduce to the totally ramified case (as
discussed above in Example 2) and the unramified case (treated in Lemma
5.13 [HL1]).
Definition 10. If E/F is tamely ramified degree n extension of fields that
are finite extensions of Qp then a J-symmetric integral embedding of
E in g is a J-symmetric F -embedding of E in g associated to an OF -basis
of OE. In this case, the basis is called a J-symmetric integral basis of
E/F .
The following result is essentially implicit in [HL1]:
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Lemma 12. If E/F is tamely ramified degree n extension of fields that are
finite extensions of Qp with p odd then there exists a J-symmetric integral
embedding of E in g. Given a tower of intermediate fields
F = Ed ⊂ Ed−1 ⊂ · · · ⊂ E0 ⊂ E−1 = E,
such that each Ei with i ∈ {−1, . . . , d − 1} is embedded in M[Ei:Ei+1](Ei+1)
via a J-symmetric integral embedding, the composite embedding of E in g is
a J-symmetric integral embedding.
Proof. The proof of Lemma 5.14 [HL1] shows that E has a J-symmetric
integral embedding in g. The second assertion follows from Lemma 9 and
the fact that if L is an intermediate field of E/F , then the tensor product of
an integral basis of L/F with an integral basis of E/L is an integral basis of
E/F .
4.3 Parahoric subalgebras and Moy-Prasad filtrations
Suppose we are given and F -admissible quasicharacter ϕ : E → C× of the
multiplicative group of a degree n tamely ramified extension E of F . To ex-
ecute Howe’s construction of a representation in the associated isomorphism
class of tame supercuspidal representations, one must choose how to embed
E in g. In Lemma 12, we have described one system of embedding E that is
especially convenient for the purposes of studying distinguished representa-
tions. Unfortunately, with this approach the relevant parahoric groups and
the associated Moy-Prasad filtrations do not have the simplest possible block
matrix form.
On the other hand, if one desires filtration groups with simple block
matrix descriptions, there is a standard way to proceed. If L is the maximal
unramified extension of F contained in E then one embeds E using the basis
{ei} that is the tensor product basis {αjβk}, where
• {αj} is a J-symmetric integral basis of E/L with αj ∈ Pj−1E −PjE ,
• {βk} is a J-symmetric integral basis for L/F with βk ∈ O×L .
Note that e1, . . . , en are ordered as follows: α1β1, α1β2, . . . , α2β1, α2β2, . . . .
We also remark that normally the basis {αj} is constructed by using consec-
utive powers of a prime element of E.
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Fortunately, it is easy to check that if one permutes the elements of one
of our bases in a suitable way then one obtains a basis of the standard form
just described. Thus, after a suitable conjugation by a permutation matrix,
our filtration groups simplify.
Let us now quickly recall the block matrix form of the filtration alge-
bras associated to a basis of the form just described. To get the associated
filtration groups and for more details, the reader can refer to §2.2.2.
Let y ∈ B(G) be associated to our given embedding. The parahoric
algebra at y is
gy,0 =

Mf (OF ) Mf (PF ) · · · Mf (PF )
...
. . .
. . .
...
...
. . . Mf (PF )
Mf (OF ) · · · · · · Mf(OF )
 ,
where f = f(E/F ).
For simplicity, let us assume αj = ̟
j−1
E for some prime element ̟E of E
such that the element ̟L = ̟
e
E lies in L, where e = e(E/F ). Then
̟E =

0 0 · · · 0 ̟L
1f 0 · · · 0 0
0 1f
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1f 0
 .
Then the filtration of gy,0 is given by
gy,r = ̟
⌈er⌉
E gy,0.
Thus a filtration jump occurs at r precisely when r lies in 1
e
Z. Consequently,
if f is the residue field of F then
gy,0:0+ =
Mf (f) . . .
Mf(f)

42
and gy,r:r+ = ̟
⌈er⌉
E gy,0:0+ if r ∈ 1eZ. If r 6∈ 1eZ then gy,r:r+ = 0. In particular,
with a slight abuse of notation, we have
gy,e−1:(e−1)+ =

PFMf(f)
Mf (f)
. . .
Mf (f)
 ,
gy,2e−1:(2e−1)+ =

PFMf (f)
PFMf(f)
Mf (f)
. . .
Mf (f)
 ,
and so forth.
Note that with the above conventions, the family of objects gy,r only
depends on the triple (F, e, f).
4.4 Embeddings of degree n extensions of F stable un-
der an outer automorphism
Let F be a field and let x 7→ x¯ be an automorphism of F whose square is
trivial. Let F ′ be the fixed field of x 7→ x¯. There are two cases:
1. F = F ′ and x¯ = x for all x ∈ F .
2. F/F ′ is quadratic and Gal(F/F ′) = {1, x 7→ x¯}.
If X is a matrix with entries in F , we denote by X the matrix whose ij-th
entry is X ij. We also let X
∗ = tX . If X is a square matrix and X∗ = X
then we say X is hermitian. As before, we let G = GLn(F ) and g = Mn(F )
and we fix a degree n extension E of F .
Fix a matrix ν ∈ G that is a scalar multiple of a hermitian matrix. Define
an anti-automorphism σ∗ν of g of order two by
σ∗ν(X) = ν
−1 X∗ ν.
Definition 11. A ν-embedding of E in g is an F ′-embedding whose image
is stable under σ∗ν.
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The relevance of ν-embeddings to the main problems addressed in this
paper is as follows. We are considering tame supercuspidal representations
of a group G = GLn(F ). These representations are associated to G-data
that involve various subgroups Gi = GLni(Ei) of G. If θ is an orthogonal
involution of G that stabilizes Gi then the restriction of θ to Gi may not be
an orthogonal involution but, rather, a unitary involution. (See Proposition
4.) So when we consider G = GLn(F ) in this section, we really have a twisted
Levi subgroup Gi in mind.
Fix a ν-embedding of E in g and identify E with its image in g. For every
intermediate field L of E/F the restriction of σ∗ν to L is an F
′-automorphism
whose square is trivial. We let Lν denote the fixed field of σ∗ν |L. If F 6= F ′
then σ∗ν |L must have order two and L/Lν must be quadratic. But if F = F ′,
we either have L = Lν or L/Lν is quadratic.
In the present setting, the notion of a ν-symmetric embedding of E in
g is identical to the notion of a ν-embedding of E in g such that E = Eν .
Since we have dealt with such embeddings in the previous section, we will
now assume that our given embedding of E in g is a “strict ν-embedding” in
the following sense:
Definition 12. A strict ν-embedding of E in g is a ν-embedding such
that E/Eν is quadratic.
It turns out that J-symmetric embeddings are just as useful in studying
strict ν-embeddings as they are in studying ν-symmetric embeddings. Note
that Gal(E/Eν) = {1, σ∗ν |E}.
We first treat the case in which F = F ′:
Proposition 2. Let L be an intermediate field of E/F such that E/L is
quadratic and let r = [L : F ] = n/2. Choose τ ∈ L so that E = L[√τ ] and
embed E in M2(L) via
x+ y
√
τ =
(
x yτ
y x
)
and embed L in Mr(F ) via a Jr-symmetric embedding. Then the symmetric
matrices ν in G = GLn(F ) such that σν |E is the nontrivial Galois automor-
phism of E/L are precisely the matrices of the form
ν =
(
1r 0
0 −1r
)
Jn x,
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where x ∈ E× and trE/L(x) = 0. The determinant of ν is then given by
detG(ν) = NE/F (x) = det(Jn)NL/F (x)
2.
Proof. Suppose x lies in E. Then x =
(
a bτ
b a
)
for some a, b ∈ L. The
Galois conjugate of x is identical to µxµ, where µ = 1r ⊕ (−1r). We need to
compute the set of symmetric matrices ν in G such that
x = σν(µxµ) = ν
−1 µ tx µ ν = (Jnµν)
−1x(Jnµν)
for all x ∈ E. The latter condition simply says that Jnµν centralizes E or,
equivalently, Jnµν ∈ E×. Thus the symmetric matrices in question are those
symmetric matrices that lie in µJnE
×.
Now suppose x ∈ E× and let ν = µ Jn x. Then ν is symmetric ex-
actly when µJn x = ν =
tν = tx Jn µ = Jn(Jn
tx Jn)µ = Jnxµ. But, since
µJn = −Jn µ, we deduce that ν is symmetric precisely when −µx = xµ or,
equivalently, −x = µxµ. The latter condition is the same as trE/L(x) = 0.
The determinant identity reduces to showing that det(µJn) = 1, which is
easily verified.
The analogous result when F/F ′ is quadratic is:
Proposition 3. Assume F/F ′ is quadratic and choose τ ∈ F ′ so that F =
F ′[
√
τ ]. Assume L is a degree n extension of F ′ that is embedded in Mn(F
′)
via a Jn-symmetric embedding. Assume L ∩ F = F ′ and let E be the degree
n extension of F given by E = LF = L[
√
τ ]. Embed E in g = Mn(F ) via
x+ y
√
τ =
(
x yτ
y x
)
,
where x, y ∈ L ⊂ Mn(F ′).
Then the set JnL
×F× is identical to the set of matrices in JnE
× that
are scalar multiples of hermitian matrices. It is also identical to the set of
ν ∈ G = GLn(F ) that are scalar multiples of hermitian matrices and satisfy
σ∗ν |E ∈ Gal(E/L). If x ∈ E× and ν = Jn x then
detG(ν) = (−1)n(n−1)/2NE/F (x).
Proof. Suppose ν is a scalar multiple of a hermitian matrix and σ∗ν |E ∈
Gal(E/L). If x ∈ L then
x = σ∗ν(x) = ν
−1 tx ν = ν−1 Jn x Jn ν = (Jn ν)
−1 x (Jn ν).
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So Jn ν centralizes L. Since Jn ν also commutes with
√
τ , it follows that Jn ν
centralizes E. Hence Jn ν ∈ E× or, in other words, ν ∈ JnE×.
Now suppose x ∈ E× and let ν = Jn x. Then ν is a scalar multiple of a
hermitian matrix if and only if there exists z ∈ F× such that zν is hermitian.
But zν = zJx and (zν)∗ = z¯ν∗ = z¯x∗J = z¯Jx¯. Hence, ν is a scalar multiple
of a hermitian matrix exactly when there exists z ∈ F× such that zx = z¯x¯
or, in other words, zx ∈ L. So ν is a scalar multiple of a hermitian matrix
precisely when x ∈ L×F×.
Assume x ∈ L×F× and let ν = Jnx. If u ∈ L then σ∗ν(u) = ν−1 · tu · ν =
ν−1JnuJnν = x
−1ux = u. In addition, σ∗ν(
√
τ ) = −√τ . Hence, σ∗ν is the
nontrivial element of Gal(E/L).
4.5 Restriction and extension of involutions
Our definition of “orthogonal involution of G” may be rephrased as follows:
an F -automorphism of G = GLn is an orthogonal involution of G = GLn(F )
if it has the form θν(g) = σν(g
−1) for some symmetric matrix ν ∈ G. Simi-
larly, if F/F ′ is quadratic, we say that an F ′-automorphism ofG is a “unitary
involution of G” if it has the form θν(g) = σ
∗
ν(g
−1) for some ν ∈ G that is a
scalar multiple of a hermitian matrix.
Suppose L is an extension of F of degree r < n and suppose G′ is a suit-
able subgroup of G isomorphic to GLr(L). We now consider the problem of
restricting orthogonal and unitary involutions of G to orthogonal and unitary
involutions of G′. We start with restrictions of orthogonal involutions:
Proposition 4. Let L be an intermediate field of E/F with r = [L : F ] and
s = n/r = [E : L]. Suppose L is embedded in Mr(F ) via a Jr-symmetric em-
bedding and suppose E is embedded in Ms(L) via a Js-symmetric embedding.
Let G = GLn(F ) and G
′ = GLs(L).
1. Then for ν ∈ G the following conditions are equivalent:
(a) tν = ν and σν(x) = x for all x ∈ L.
(b) The matrix ν ′ = Jsrν lies in G
′ and, viewed as an element of G′,
it is symmetric.
If (a) and (b) hold then σν |Ms(L) = σν′ and
detG(ν) = (−1)n(r−1)/2NL/F (detG′(ν ′)).
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2. Assume L is a quadratic extension L′[
√
τ ] of an intermediate field L′
of L/F . Embed L in M2(L
′) using the J2-symmetric embedding
x+ y
√
τ =
(
x yτ
y x
)
,
for all x, y ∈ L′ ⊂ Mr/2(F ), and embed L′ in Mr/2(F ) using a Jr/2-
symmetric embedding. Let β =
(−τJr/2 0
0 Jr/2
)
and γ = β ⊕ · · · ⊕ β ∈
G. Let z 7→ z¯ be the nontrivial Galois automorphism of L/L′. Then
for ν ∈ G the following conditions are equivalent:
(a) tν = ν and σν(x) = x¯ for all x ∈ L.
(b) The matrix ν ′ = γ ν lies in G′ and, viewed as an element of G′, it
is hermitian with respect to L/L′.
If (a) and (b) hold then σν |Ms(L) = σ∗ν′ and
detG(ν) = (−1)n/2NL′/F (τ)sNL/F (detG′(ν ′)).
Proof. Our proof builds on the proof of Lemma 9 and we use some of the
same identities. As in the proof of Lemma 9, if x is a matrix with entries in
F , we let tx denote the transpose of x. If x is a matrix with entries in L, we
let Tx denote the transpose. Since L is embedded in Mr(F ), a matrix with
entries in L will have both types of transpose and if x ∈ Ms(L) then these
transposes are related by
tx = Jsr
Tx Jsr .
Assume ν ∈ G and write ν as an s-by-s block matrix in which the ij-th
block νij lies in Mr(F ). Condition 1(a) is equivalent to saying that whenever
1 ≤ i, j ≤ s, we have tνji = νij and tx νij = νij x, for all x ∈ L. But
for x ∈ L, we have tx = Jr x Jr. It is now easy to see that the following
conditions are equivalent:
• tx νij = νij x, for all x ∈ L,
• Jr x Jr νij = νij x, for all x ∈ L,
• Jr νij centralizes L,
• Jr νij ∈ L.
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So condition 1(a) is equivalent to saying tνji = νij for all i, j and J
s
rν ∈ G′.
But if Jsrν ∈ G′ then tνji = (tνji Jr)Jr = t(Jrνji)Jr = Jr(Jrνji) = νji. It
follows that condition 1(a) is equivalent to condition 1(b).
Now assume conditions 1(a) and 1(b) are satisfied and x ∈ Ms(L). Then
we have
σν(x) = ν
−1 tx ν = ν ′
−1
Jsr
tx Jsr ν
′ = ν ′
−1 Tx ν ′ = σν′(x).
Therefore, σν |Ms(L) = σν′ . The determinant identity follows from the tran-
sitivity of norms formula in §7.4 of [J1]. More specifically, we have
NL/F (detG′(ν
′)) = detG(ν
′) = detG(J
s
r ) detG(ν)
= ((−1)r(r−1)/2)s detG(ν)
= (−1)n(r−1)/2 detG(ν).
We next consider the proof of assertion 2. Let
ε =
(
1r/2 0
0 −1r/2
)
and observe that z¯ = εzε for all z ∈ L.
Assume ν ∈ G and write ν as an s-by-s block matrix (νij) with νij ∈
Mr(F ). Condition 2(a) says
tνji = νij and
tx νij = νij ε x ε, for all x ∈ L and
all i, j. The following conditions are easily seen to be equivalent:
• tx νij = νij ε x ε, for all x ∈ L,
• x Jr νij ε = Jr νij ε x, for all x ∈ L,
• Jr νij ε centralizes L,
• Jr νij ε ∈ L,
• ε Jr νij ∈ L,
• √τ εJr νij ∈ L.
Since √
τ ε Jr =
(
0 τ
1 0
)(
1r/2 0
0 −1r/2
)(
0 Jr/2
Jr/2 0
)
= β,
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condition 2(a) is equivalent to saying ν is symmetric and ν ′ = γν ∈ G′. But
if ν is symmetric and ν ′ ∈ G′ then
ν ′ij = ε ν
′
ij ε = ε β νij ε = ε β
tνji ε = ε β (
tνji
tβ) tβ−1 ε
= ε β tν ′ji
tβ−1 ε = ε β Jr ν
′
ji Jr
tβ−1 ε = −√τ ν ′ji Jr tβ−1 ε
= −ν ′ji
√
τ Jr
tβ−1 ε = −ν ′ji
√
τ Jr
t
√
τ
−1
ε Jr ε
= ν ′ji
√
τ Jr
t
√
τ
−1
Jr = ν
′
ji
√
τ
√
τ
−1
= ν ′ji
for all i, j. It follows that condition 2(a) is equivalent to condition 2(b).
Now suppose x ∈ Ms(L). Using block matrices in GLs(Mr(F )) = G,
define matrices ξ = ε⊕ · · · ⊕ ε and ζ = √τ ⊕ · · · ⊕ √τ in G. Then
σν(x) = ν
−1 tx ν = ν−1 Jsr
Tx Jsr ν = ν
−1 Jsr ξ
T x¯ ξ Jsr ν
= ν−1 Jsr ξ ζ
−1 T x¯ ζ ξ Jsr ν = ν
′−1 T x¯ ν ′ = σ∗ν′(x).
The verification of the determinant formula is similar to the previous deter-
minant formula, except that the determinant of Jsr is replaced by
detG(γ) = detGLr(F )(β)
s
= detGLr/2(F )(Jr/2)
2s detGLr/2(F )(−τ)s
= (−1)(r/2)((r/2)−1)sNL′/F (−τ)s
= (−1)(n/2)((r/2)−1)(−1)n/2NL′/F (τ)s
= (−1)(nr)/4NL′/F (τ)s
= (−1)s(r/2)2NL′/F (τ)s
= (−1)sr/2NL′/F (τ)s
= (−1)n/2NL′/F (τ)s.
We now consider restrictions of unitary involutions:
Proposition 5. Assume F/F ′ is quadratic and choose τ ∈ F ′ so that F =
F ′[
√
τ ]. Assume L′ is a degree r extension of F ′ that is embedded in Mr(F
′)
via a Jr-symmetric embedding. Assume E
′ is a degree s extension of L′ that
is embedded in Ms(L
′) via a Js-symmetric embedding. Let n = rs.
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Assume E ′ ∩ F = F ′ and let E be the degree n extension of F given by
E = E ′F = E ′[
√
τ ]. Embed E in g = Mn(F ) via
x+ y
√
τ =
(
x yτ
y x
)
,
where x, y ∈ E ′ ⊂ Mn(F ′). Let L = L′[
√
τ ].
Let G = GLn(F ) and G
′ = GLs(L). Then for ν ∈ G the following
conditions are equivalent:
a. ν is a hermitian matrix and σ∗ν |L ∈ Gal(L/L′).
b. The matrix ν ′ = Jsrν lies in G
′ and, viewed as an element of G′, it is
hermitian.
If (a) and (b) hold then σ∗ν |Ms(L) = σ∗ν′ and
detG(ν) = (−1)n(r−1)/2NL/F (detG′(ν ′)).
Proof. Assume ν ∈ G and write ν as an s-by-s block matrix in which the ij-th
block νij lies in Mr(F ). Then ν is hermitian precisely when ν
∗
ji = νij whenever
1 ≤ i, j ≤ s. On the other hand, if ν is hermitian then σ∗ν |L′ is trivial precisely
when Jrνij centralizes L
′ for all i, j. But since Jrνij automatically commutes
with
√
τ , to say that Jrνij centralizes L
′ is the same as saying it centralizes
L which, in turn, is the same as saying Jrνij ∈ L.
So condition (a) is equivalent to saying ν∗ji = νij for all i, j and J
s
rν ∈ G′.
But if Jsrν ∈ G′ then ν∗ji = (ν∗ji Jr)Jr = (Jrνji)∗Jr = Jr(Jrνji) = νji. It
follows that condition (a) is equivalent to condition (b).
Now assume conditions (a) and (b) are satisfied and x ∈ Ms(L). Then
we have
σ∗ν(x) = ν
−1 x∗ ν = ν ′
−1
Jsr x
∗ Jsr ν
′ = ν ′
−1
x• ν ′ = σν′(x),
where x∗ is the conjugate transpose of x in g and x• is the conjugate transpose
of x in Ms(L). Therefore, σν |Ms(L) = σν′ . The determinant identity is
proved in a similar fashion to the proof to the corresponding identity in
Proposition 4.
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5 Quadratic spaces and orthogonal involutions
In this section, we recall well known facts about quadratic forms, quadratic
spaces, orthogonal involutions, and orthogonal groups over a field F that is
either:
• a finite field of odd characteristic,
• a finite extension of Qp with p 6= 2.
Assume we have fixed such a field F . For convenience, we give a unified
treatment of the latter two cases.
Definition 13. TheHilbert symbol is the pairing F××F× → {±1} defined
by
Hilbert(a, b) =
{
1, if z2 = ax2 + by2 has a solution (x, y, z) ∈ F 3 − {0};
−1, otherwise.
When F is finite, Hilbert(a, b) = 1 for all a, b ∈ F× since every quadratic
form in three variables is isotropic.
Let G = GLn(F ), where n > 1, and let S be the set of symmetric matrices
in G. Then G acts on the right of S by ν · g = tg ν g. Two elements of S are
said to be similar when they are in the same G-orbit. It is well known that
the group A of diagonal matrices in S contains a set of representatives for
the similarity classes in S.
Definition 14. The discriminant disc(ν) of ν ∈ S is the image of det ν
in F×/(F×)2. The Hasse invariant (a.k.a., Hasse-Witt invariant)
Hasse(ν) of ν ∈ S is given by
Hasse(ν) =
∏
i≤j
Hilbert(ai, aj),
where diag(a1, . . . , an) is a diagonal matrix similar to ν.
The latter definitions are motivated by the following standard result:
Lemma 13. Two elements ν1, ν2 ∈ S are similar precisely when disc(ν1) =
disc(ν2) and Hasse(ν1) = Hasse(ν2).
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Unfortunately, the literature is not consistent in its use of the terminol-
ogy “discriminant” or “Hasse invariant.” The “discriminant” of ν ∈ S is
sometimes defined as
disc0(ν) = (−1)n(n−1)/2 disc(ν) = det(Jn) disc(ν).
The “Hasse invariant” is sometimes defined as above except that the product
is over i < j instead of i ≤ j, that is,
Hasse0(η) =
∏
i<j
Hilbert(ai, aj).
We have
Hasse(η) = Hasse0(η)
n∏
i=1
(ai, ai) = Hasse0(η) · Hilbert(−1, disc η).
Note that Lemma 13 would still be true regardless of which variants of the
definitions one chooses. More precisely, if ν1, ν2 ∈ S then the statement “ν1
and ν2 have the same discriminant” is independent of which of the two defi-
nitions of “discriminant” one chooses. Moreover, if ν1 and ν2 have the same
discriminant then the statement “ν1 and ν2 have the same Hasse invariant” is
independent of which of the two definitions of “Hasse invariant” one chooses.
(Therefore, to avoid confusion, we try to make such comparative statements
rather than referring directly to the discriminant or Hasse invariant of an
element of S.)
Of the many identities regarding Hilbert symbols and Hasse invariants,
we emphasize the following fact:
If F is is finite extension of Qp with p odd and ν ∈ S ∩GLn(OF )
then Hasse(ν) = Hasse0(ν) = 1.
(See Lemma 5.9 [HL1].)
Suppose F is p-adic. Then F×/(F×)2 has order four (since p 6= 2) and
thus there are four possibilities for the discriminant of an element of S. On
the other hand, there are two possibilities for the Hasse invariant. Therefore,
if ν ∈ S there are eight possibilities for (disc(ν),Hasse(ν)). Hence, there are
at most eight G-orbits (or, in other words, similiarity classes) in S. Using
diagonal matrices, it is easy to see that there are exactly eight G-orbits in S
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when n > 2, but there are only seven orbits when n = 2 since in this case if
disc(ν) = disc(Jn) then ν is similar to Jn.
When F is finite, F×/(F×)2 has two elements and the Hasse invariant is
always trivial. It turns out that there are always two G-orbits in S and they
are characterized by the discriminant.
Definition 15. An orthogonal involution of G is an F -automorphism
of GLn defined by
θν(g) = ν
−1 · tg−1 · ν,
for some ν ∈ G.
Given ν1, ν2 ∈ S, it is elementary to see that θν1 = θν2 precisely when
ν1Z = ν2Z, where Z is the center of G. So νZ 7→ θν determines a bijection
between the set S/Z and the set of orthogonal involutions of G.
The group G acts on the set of its orthogonal involutions by:
g · θ = Int(g) ◦ θ ◦ Int(g−1).
We have
g · θν = θtg−1νg−1 .
The (right) action of G on S yields a right action of G on S/Z.
Lemma 14. The map that sends the G-orbit of θν to the G-orbit of νZ
defines a bijection between the set of G-orbits of orthogonal involutions and
the set of G-orbits in S/Z.
Suppose F is finite. If n is odd then the two G-orbits in S merge into a
single G-orbit in S/Z, but when n is even they remain separate when n is
even. We obtain:
Lemma 15. Suppose F is finite. If n is odd there is a single G-orbit of
orthogonal involutions. If n is even there are two G-orbits.
When F is p-adic, we have:
Proposition 6. Suppose F is p-adic. If n > 1 is odd then there are precisely
two G-orbits of orthogonal involutions of G. If two elements of S have the
same discriminant but different Hasse invariants then their cosets in S/Z lie
in different G-orbits.
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If n ≥ 2 is even then the discriminant determines a map from S/Z onto
F×/(F×)2. If n = 2 then there are four G-orbits in S/Z and they are pre-
cisely the fibers of the discriminant map S/Z → F×/(F×)2. If n > 2 and
even then there are five G-orbits in S/Z. Three of these orbits are fibers of
the discriminant map S/Z → F×/(F×)2. But the fiber of the discriminant
of the matrix
J =
 1. · .
1

breaks up into two orbits and these orbits are distinguished from each other
by the Hasse invariant.
Let G be the F -group GLn. If θ is an orthogonal involution of G then we
let Gθ denote the F -group consisting of the the fixed points of θ in G. We
let Gθ = Gθ(F ) denote the group of fixed points of θ in G.
Lemma 16. Suppose θ1 and θ2 are orthogonal involutions of G = GLn(F )
such that Gθ1 = Gθ2. Then θ1 = θ2. Consequently, θ 7→ Gθ leads to a
bijection between the set of G-orbits of orthogonal involutions of G and the
set of G-conjugacy classes of orthogonal groups in n variables in G.
Proof. We begin by recalling Proposition 1.2 [HW]:
Let G be a connected semi-simple algebraic group and θ1 and θ2
be involutions of G. If the identity components of the fixed point
groups Gθ1 and Gθ2 are identical, then θ1 = θ2.
Now suppose, under the hypotheses of our lemma, Gθ1 = Gθ2 . Then Hθ1 =
Hθ2, where H = SLn(F ). This implies H
θ1 = Hθ2, where H = SLn. This
implies θ1|SLn = θ2|SLn, which implies θ1 = θ2.
6 Orthogonal similitudes
6.1 Generalities
In this section, G will denote a general linear group GLn(F ), with n > 1,
where F is a field whose characteristic is not 2. As in §5, we really only need
to study the case in which F is either a finite field or a finite extension of
some p-adic field Qp, but our initial results hold for arbitrary F .
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We are interested in special cases of a very general and basic problem
involving orthogonal similitude groups. Fix a symmetric matrix ν ∈ G and
define an orthogonal involution θ by θ(g) = ν−1 tg−1 ν. As usual, Gθ will
denote the orthogonal group comprised of the fixed points of θ in G and, in
addition, Gθ will denote the orthogonal similitude group. Thus Gθ consists
of the elements g ∈ G such that gθ(g)−1 lies in the center Z of G. The
similitude ratio defines a homomorphism µ : Gθ → Z : g 7→ gθ(g)−1 and
yields exact sequences
1→ Gθ → Gθ → µ(Gθ)→ 1
and
1→ Gθ/Zθ → Gθ/Z → µ(Gθ)/µ(Z)→ 1
and isomorphisms
Gθ/G
θ ∼= µ(Gθ),
Gθ/(ZG
θ) ∼= µ(Gθ)/µ(Z).
We are interested in special cases of the following:
Problem 1. Given a subgroup H of G, compute the abelian group
Gθ/((H ∩Gθ)ZGθ).
We actually only need to know the order of the latter groups or, in other
words, the constants
mH(θ) := [Gθ : (H ∩Gθ)ZGθ].
Since the similitude ratio gives an isomorphism
Gθ/((H ∩Gθ)ZGθ) ∼= µ(Gθ)/µ((H ∩Gθ)Z),
we have
mH(θ) = [µ(Gθ) : µ((H ∩Gθ)Z)].
There is one special class of examples of particular interest. Suppose E
is a degree n extension of F that is embedded in Mn(F ) via an F -linear
embedding. Let T be the torus E× in G and assume that T is θ-split in the
sense that θ(t) = t−1, for all t ∈ T . In this situation, we are interested in
computing mT (θ). It will turn out that mT (θ) depends on the number of
quadratic extensions of F that are contained in E.
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Definition 16. The involution θ is a distinguishing involution if there
exists a degree n field extension E of F that is embedded in Mn(F ) via an
F -embedding such that the torus T = E× is θ-split.
Roughly speaking, the involutions that are not distinguishing involutions
do not contribute to the theory of distinguished representations of G (at
least in the setting we consider). Thus we assume that our involution θ is a
distinguishing involution and we assume that we have fixed E and T as just
described.
If F ′ is any extension of F , we will define
yF ′/F = 1 +#{quadratic extensions of F contained in F ′}.
In particular, taking F to be an algebraic closure of F , we have
yF/F = [F
× : (F×)2],
since a nontrivial square class x(F×)2 corresponds to the quadratic extension
F [
√
x]. Similarly, for arbitrary F ′ we have
yF ′/F = [(F
′×)2 ∩ F× : (F×)2].
We now enumerate some elementary facts that apply to general F :
Lemma 17. 1. µ(Z) = Z2 = (F×)2.
2. µ(T ∩Gθ) = (E×)2 ∩ F×.
3. mH(θ) is a divisor of yF/F , for all H.
4. If H1 ⊂ H2 then mH2(θ) is a divisor of mH1(θ).
5. mZ(θ) = yE/F ·mT (θ).
The proofs of the latter facts are obvious. The next result is standard,
but we include a proof for completeness.
Lemma 18. If n is odd then µ((H ∩ Gθ)Z) = Z2 = (F×)2 and mH(θ) = 1
for all H.
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Proof. If z ∈ Z then det z = zn ≡ z (mod Z2). In particular, if g ∈ Gθ, we
may take z = µ(g). Since detµ(g) ∈ Z2, we deduce that µ(g) ∈ Z2. Thus,
for all H , we have
Z2 ⊆ µ((H ∩Gθ)Z) ⊆ µ(Gθ) ⊆ Z2
which implies µ((H ∩Gθ)Z) = Z2 and mH(θ) = 1.
Lemma 19. If n even and θ = θJ is associated to
J =
 1. · .
1

then µ(Gθ) = Z = F
×. Therefore, mZ(θ) = yF/F and mT (θ) = yF/F/yE/F .
Proof. Our claim follows from the fact that if z ∈ F× and
gz = diag(z, . . . , z, 1, . . . , 1),
where the first n/2 diagonal entries equal z, then µ(gz) = z.
6.2 Finite fields
When F is a finite field of odd characteristic, we have the following conse-
quence of Lemma 17:
Lemma 20. Suppose q is a power of an odd prime. If F = Fq and E = Fq2
then yF/F = 2 and
1. mZ(θ) = yE/F =
{
1, if n is odd,
2, if n is even.
2. mT (θ) = 1.
3. µ(T ∩Gθ) = (F×qn)2 ∩ F×q =
{
(F×q )
2, if n is odd,
F×q , if n is even.
Proof. We observe that yF/F = 2, since (F
×
q )
2 has index 2 in F×q . Statement
(3) follows from this together with Lemma 17 (2) and it implies
yE/F = [(F
×
q2)
2 ∩ F×q : (F×q )2] =
{
1, if n is odd,
2, if n is even.
Statements (1) and (2) follow from Lemma 18 when n is odd and they follow
from parts (3) and (5) of Lemma 17 when n is even.
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6.3 p-adic fields
Proposition 7. If F is a finite extension of Qp with p 6= 2 then yF/F = 4
and:
1. If yE/F = 1 then n is odd and mH(θ) = 1 for all H.
2. If yE/F = 2 and L is the unique quadratic extension of F in E then
µ(T ∩Gθ) = (E×)2 ∩ F× = (L×)2 ∩ F× and
(a) If θ is in the G-orbit of θJ then µ(Gθ) = Z = F
× and mZ(θ) = 4
and mT (θ) = 2.
(b) Let θ = θν be an orthogonal involution of G associated to a sym-
metric matrix ν ∈ G such that (−1)n/2 det ν ∈ NL/F (L×)− (F×)2.
Then µ(Gθ) = µ(T ∩Gθ) and mZ(θ) = 2 and mT (θ) = 1.
3. If yE/F = 4 then mZ(θ) = 4 and mT (θ) = 1.
Proof. Since p is odd, [F× : (F×)2] = 4 and hence yF/F = 4. This implies
that yE/F is a divisor of 4. Lemma 3 implies that yE/F = 1 precisely when
n is odd. Thus statement (1) follows from Lemma 18. Statement (3) follows
from part (4) of Lemma 17.
Now assume yE/F = 2. We have µ(T ∩ Gθ) = (E×)2 ∩ F×, according to
part (2) of Lemma 17. Suppose α ∈ (E×)2 ∩ F× and α 6∈ (F×)2. Choose
β ∈ E× such that α = β2. The field F [β] is a quadratic extension of F
contained in E and hence it equals L. This implies α ∈ (L×)2 ∩ F× and
hence (E×)2 ∩ F× = (L×)2 ∩ F×.
Statement 2(a) is a special case of Lemma 19. Assume now we are in
the setting of statement 2(b). Because ν and J have different discriminants,
the G-orbit of θ is determined by the discriminant of ν. (See Proposition
6.) Since we are free to replace θ by another element of its G-orbit, we may
assume that ν is a diagonal matrix of the form
ν = diag(1, . . . , 1, τ),
with τ ∈ F×.
We wish to determine the image of the similitude homomorphism µ :
Gθ → F×. This is equivalent to determining the set of all z ∈ F× such that
the equation
g ν−1 tg ν = z
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is solvable for g ∈ G. Let us rewrite the latter equation as
g (zν)−1 tg = ν−1.
Let e1, . . . , en be the rows of g. View these rows as vectors in the quadratic
space V = F n with inner product associated to the diagonal matrix (zν)−1.
Let us consider the Hasse invariant of V (as defined in Definition 14). To
compute the Hasse invariant, one needs to diagonalize the quadratic form on
V or, in other words, one needs to choose an orthogonal basis. If one uses
the basis e1, . . . , en just specified then one obtains Hasse(V ) = 1. On the
other hand, if one uses the standard basis of F n one gets
Hasse(V ) = (z, z)(n−1)(n−2)/2(z, zτ)n−1
= (z, z)(n−2)/2(z, zτ)
= (z, z)n/2(z, τ)
= (z,−1)n/2(z, τ)
= (z, (−1)n/2τ)
= (z, (−1)n/2 det ν).
Therefore if z ∈ µ(Gθ) then (z, (−1)n/2 det ν) = 1 or, in other words, z ∈
NK/F (K
×), where K = F [
√
β] and β = (−1)n/2 det ν. Note that since we
assumed ν and J have distinct discriminants, we know that β cannot be a
square in F×.
We observe that the sets ((K×)2∩F×)−(F×)2 and NL/F (L×)−(F×)2 each
comprise a single square class in F×/(F×)2. Since these square classes both
contain β, they must be identical. So we have (K×)2 ∩ F× = NL/F (L×).
But the latter condition is equivalent to the condition Hilbert(α, β) = 1,
where L = F [
√
α] for some square root
√
α of some nonsquare α in F×. By
symmetry of the Hilbert symbol, we deduce (L×)2 ∩F× = NK/F (K×). Thus
z ∈ (L×)2 ∩ F× = µ(T ∩ Gθ). Since we have shown µ(T ∩ Gθ) ⊆ µ(Gθ) ⊆
µ(T ∩ Gθ), we deduce that µ(Gθ) = µ(T ∩ Gθ). Consequently, mT (θ) = 1
and, according to part (5) of Lemma 17, mZ(θ) = 2. This completes the
proof of statement 2(b).
Lemma 21. Assume F is a finite extension of Qp with p 6= 2. Let E be
a tamely ramified degree n extension of F that contains a unique quadratic
extension L of F . Let E0 be an intermediate field of E/F such that E/E0
is unramified. Embed E in Mn0(E0), with n0 = [E : E0], via a J-symmetric
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embedding and embed E0 in Mm0(F ), with m0 = [E0 : F ], via a J-symmetric
embedding. Let H = E×0 GLn0(OE0) and assume θ is the orthogonal involution
θJ of G = GLn(F ). Then mH(θ) = mT (θ) = 2.
Proof. Assume the hypotheses in the statement of the lemma. In particu-
lar, we assume that θ = θJn. According to part 1(a) of Proposition 4, the
restriction of θ to G0 = GLn0(E0) is the orthogonal involution θ0 = θJn0 of
G0 associated to Jn0 . Let µ0 : G
0
θ0
→ E×0 be the similitude homomorphism
associated to θ0.
Suppose h ∈ GLn0(OE0), z ∈ E×0 and g = hz. Then g ∈ G0θ0 if and only
if h ∈ G0θ0 . If h ∈ GLn0(OE0) ∩ G0θ0 then, taking determinants, we see that
µ0(h) ∈ O×E0 .
Arguing as in the proof of Lemma 18, we see that when n0 is odd we have
µ0(GLn0(OE0)∩G0θ0) = (O×E0)2. Arguing as in the proof of Lemma 19, we see
that when n0 is even we have µ0(GLn0(OE0) ∩G0θ0) = O×E0 . It follows that
µ0(H ∩G0θ0) =
{
(E×0 )
2, if n0 is odd,
O×E0(E
×
0 )
2, if n0 is even.
Thus
µ(H ∩Gθ) = µ0(H ∩G0θ0) ∩ F× =
{
(E×0 )
2 ∩ F×, if n0 is odd,
O×E0(E
×
0 )
2 ∩ F×, if n0 is even.
On the other hand, mH(θ) = [µ(Gθ) : µ(H ∩Gθ)] and, according to Lemma
19, we have µ(Gθ) = F
×.
If n0 is odd then yE0/F must be 2, according to Lemma 3, and thus
mH(θ) = [F
× : (E×0 )
2 ∩ F×] = 4
yE0/F
= 2.
Now suppose n0 is even. Then
mH(θ) = [F
× : O×E0(E
×
0 )
2 ∩ F×].
We observe that E must contain an unramified quadratic extension of F
and thus L/F is unramified. Since L is the unique quadratic extension of
F in E, we have (E×)2 ∩ F× = (L×)2 ∩ F×. Since E contains the unique
unramified quadratic extension of E0, it follows that O
×
E0
⊂ (E×)2. Since L is
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an unramified quadratic extension of F , it must be the case that (L×)2∩F× =
O×F (F
×)2. Therefore,
(L×)2 ∩ F× = O×F (F×)2 ⊆ O×E0(E×0 )2 ∩ F× ⊆ (E×)2 ∩ F× = (L×)2 ∩ F×.
We now have
mH(θ) = [F
× : (L×)2 ∩ F×] = 2.
Our assertion now follows from part 2(a) of Proposition 7.
7 Split T -orbits of orthogonal involutions
7.1 Generalities
Let E/F be a (finite) degree n field extension. Embed E in Mn(F ) via a
J-symmetric embedding. Let G = GLn(F ) and T = E
×.
Definition 17. A split T -orbit is a T -orbit of orthogonal involutions of G
such that T is θ-split.
The main objective of this section is to study the split T -orbits in G,
especially in the following two cases:
• F is a finite extension of Qp for some odd prime p and E/F is tamely
ramified.
• E and F are finite fields of odd order.
In particular, we would like to determine the number of split T -orbits that
lie within a given G-orbit of orthogonal involutions.
Let
YE/F = E
×/((E×)2F×)
and let yE/F denote the cardinality of YE/F . Let OT denote the set of split
T -orbits of orthogonal involutions of G.
The following generalizes the statement of Lemma 5.6 of [HL1], but the
proof is identical:
Lemma 22. If [F× : (F×)2] = [E× : (E×)2] <∞ then yE/F−1 is the number
of quadratic extensions of F contained in E.
We now recall the statement of Corollary 5.5 [HL1]:
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Lemma 23. If E/F is separable then the map
µE/F : YE/F → OT
that sends the coset of x ∈ E× to the orbit of the involution θν with νij =
trE/F (x ei ej) is a bijection.
We will not actually need to use Lemma 23 in this paper, but, instead,
we use a more convenient variant that uses the theory of J-symmetric em-
beddings:
Lemma 24. The map
µ′E/F : YE/F → OT
that sends the coset of x ∈ E× maps to the orbit of θJ x is a bijection. The
involution θJ lies in a split T -orbit.
Proof. According to Proposition 1, the set of symmetric matrices ν in G
such that T is θν-split is identical to JnT . If x1, x2 ∈ T then θJx1 = θJx2 ,
precisely when Jx2x
−1
1 J ∈ F× or, equivalently, x2x−11 ∈ F×. This shows that
xF× 7→ θJx determines a bijection between E×/F× and the set of orthogonal
involutions θ of G such that T is θ-split.
Now suppose x, y ∈ T . Then (y · θJx)(g) = y x−1 J ty tg−1 ty−1 J x y−1 =
x−1y2 J tg−1 J xy−2 = θJxy−2(g), for all g ∈ G. Interpreting the identity
y ·θJx = θJxy−2 as a T -equivariance property of the aforementioned bijection,
we deduce that µ′E/F is a well-defined bijection.
Lemma 24 may appear to apply to any finite extension, however, we stress
that we are assuming throughout this section that E has a J-symmetric
embedding in Mn(F ).
7.2 Finite fields
Assume E/F is an extension of finite fields. From Lemma 15, Lemma 22,
and Lemma 23 (or Lemma 24), we see that
#OT = yE/F =
{
1, if n is odd,
2, if n is even,
= #{G-orbits of orthogonal involutions}.
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Lemma 25. Each G-orbit of orthogonal involutions contains a unique split
T -orbit.
Proof. When n is odd, the unique split T -orbit is obviously contained in the
unique G-orbit.
Now suppose n is even. If ν ∈ G is symmetric then the G-orbit of θν
is characterized by the discriminant of ν, Lemma 15. On the other hand,
according to Proposition 1, θν lies in a split T -orbit precisely when ν ∈ JT .
Suppose this is the case, that is, ν = Jx for some x ∈ T . The determinant of
x is NE/F (x). But since NE/F (E
×) = F×, we see that there must be a single
split T -orbit in each of the two G-orbits.
7.3 p-adic fields
In this section, we assume that E/F is a tamely ramified degree n extension
of fields that are finite extensions of Qp, with p 6= 2.
According to Lemma 23 (or Lemma 24) and Lemma 22, we have
#OT = yE/F = 1 +#{quadratic extensions of F contained in E}.
Recall from §1.3 the inventory of G-orbits of orthogonal involutions of G:
• ΘJ is the G-orbit of θJ ,
• if n is odd then Θnqs is only other G-orbit besides ΘJ ,
• if n is even and greater than two, Θnqs denotes the G-orbit consisting
of orthogonal involutions θν where ν not similar to J but has the same
discriminant,
• if n is even there are three additional G-orbits of orthogonal involutions
and they correspond to the three possible discriminants other than the
discriminant of J .
Having described the G-orbits and enumerated the split T -orbits, we now
describe the split T -orbits in more detail and determine in which G-orbits
they lie. The main result is:
Proposition 8. The elements of OT are described as follows:
• yE/F = 1 (equivalently, n is odd): The T -orbit of θJ is the only element
of OT .
63
• yE/F = 2: The set OT consists of the T -orbit of θJ and the T -orbit of
involutions θJx where x ∈ E× − ((E×)2F×). The two T -orbits lie in
distinct G-orbits. The discriminants of these orbits are distinct since
det x = NE/F (x) ∈ NL/F (L×)− (F×)2, where L is the unique quadratic
extension of F contained in E.
• yE/F = 4 (equivalently, YE/F = E×/(E×)2): Three of the four T -orbits
in OT lie in ΘJ . Let ̟E be a prime element of E such that ̟e(E/F )E
lies in the maximal unramified extension of F contained in E. Let u be
a nonsquare unit in E and let ν = Ju̟E. Then the T -orbit of θν lies
in Θnqs.
Proof. When yE/F = 1 or 2, our assertions follow directly from Lemma
24. Therefore, we assume yE/F = 4. A set of coset representatives for
YE/F = E
×/((E×)2F×) = E×/(E×)2 is given by {1, u,̟E, u̟E}, where u is
a nonsquare unit in E and ̟E is a prime element of E.
We will choose u and ̟E as follows: u will be a nonsquare root of unity
in E and ̟E will be chosen as in Section 4.3. We adopt the notations of
Section 4.3, but, for simplicity, we omit the double underlne notations. Note
that u and ̟L = ̟
e
E must lie in the maximal unramified extension L of F
contained in E, where e = [E : L] and f = [L : F ].
Recall from Lemma 8 thatNE/F (E
×) ⊂ (F×)2. It follows that all matrices
of the form Jx, with x ∈ E×, have the same discriminant as J . This means
that each split T -orbit must lie in either ΘJ or Θnqs. The G-orbit of a given
split T -orbit is therefore determined by its Hasse invariant.
Obviously, the T -orbit of θJ lies in ΘJ . According to Lemma 5.9 [HL1],
the Hasse invariant of Ju is trivial and hence θJu also lies in ΘJ . It remains
to determine the G-orbits containing θJ̟E and θJu̟E . It suffices to compute
the Hasse invaraints of J̟E and Ju̟E. To give a uniform computation of
both of these Hasse invariants, we suppose w is either 1 or u and we compute
the Hasse invariant of Jw̟E.
Let ̟F be any prime element in F . Since yE/F = 4, we may choose a
square root
√
̟F in E. Then there exists a unit v in E such that ̟
e/2
E =
v
√
̟F . Since ̟L = v
2̟F , we see that v
2 ∈ O×L . In fact, v2 ∈ (O×L)2, since
otherwise L[v] would be an unramified quadratic extension of L contained in
the totally ramified extension E/L. It follows that v ∈ O×L .
Using the explicit form of ̟E in Section 4.3, we see that
Jn̟E = J(e−1)f ⊕ Jf̟L.
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Note that since w lies in L it may be viewed as an element of Mf (F ) and we
have
Jnw̟E = J(e−1)fw ⊕ Jf̟Lw.
The matrix Jf̟Lw̟
−1
F = Jfwv
2 has the same discriminant and Hasse
invariant as Jfw. Since Jf̟Lw̟
−1
F must be similar to Jfw and since ̟F is
a scalar matrix, we deduce that Jf̟Lw is similar to Jf̟Fw.
Comparing discriminants and Hasse invariants, we see that J(e−1)fw is
similar to J(e−2)fw⊕Jfw. Likewise, J(e−2)fw and I(e−2)f are similar. It follows
that Jw̟E has the same Hasse invariant (and discriminant) as Jfw⊕Jfw̟F .
Since we are only interested in computing Hasse invariants, we may as well
replace Jw̟E by Jfw ⊕ Jfw̟F . Since we have essentially just reduced to
the case in which e = 2, we will, for simplicity, assume e = 2.
There exist units u1, . . . , uf in F such that Jfw is similar to the diagonal
matrix with diagonal (u1, . . . , uf). Thus Jw̟E is similar to the diagonal
matrix with diagonal
(u1, . . . , uf , u1̟F , . . . , uf̟F ).
The Hasse invariant of Jw̟E can now be computed using standard prop-
erties of the Hilbert symbol, such as the fact that (a, b) = 1 when a, b ∈ O×F
and (ab, c) = (a, c)(b, c), when a, b, c ∈ F×. Using the latter properties, we
see that the Hasse invariant is∏
i,j
(ui, uj̟F )
∏
i<j
(ui̟F , uj̟F ).
The first product is∏
i,j
(ui, uj̟F ) =
∏
i,j
(ui, ̟F ) =
(∏
i
(ui, ̟F )
)f
= 1.
Thus the Hasse invariant reduces to:∏
i<j
(ui̟F , uj̟F ) =
∏
i<j
(ui, ̟F )(uj, ̟F )(̟F , ̟F )
=
(∏
i
(ui, ̟F )
)f−1
(̟F , ̟F )
(f/2)(f−1)
= (det(Jfw), ̟F )(̟F , ̟F )
f/2
= ((−1)f/2NL/F (w), ̟F )(̟F , ̟F )f/2
= ((−̟F )f/2NL/F (w), ̟F ).
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We observe that NL/F determines an isomorphism O
×
L/(O
×
L )
2 ∼= O×F/(O×F )2.
Thus NL/F (u) represents the nontrivial coset in O
×
F /(O
×
F )
2.
Suppose f/2 is even. Then the Hasse invariant reduces to the Hilbert
symbol (NL/F (w), ̟F ). If w = 1 this is trivial. Suppose w = u. The Hilbert
symbol involves solutions to
NL/F (u)x
2 +̟Fy
2 = z2.
It suffices to consider solutions with x, y, z ∈ OF such that x, y and z do not
all lie in PF . Reducing modulo PF yields
NL/F (u)x
2 ≡ z2,
where x and z do not both lie in PF . Since NL/F (u) is a nonsquare, we
deduce that the Hasse invariant is −1 when f/2 is even and w = u.
Suppose f/2 is odd. The Hasse invariant equals the Hilbert symbol
(−̟FNL/F (w), ̟F ). Again, when w = 1 the Hilbert symbol is trivial and so
we assume w = u. The Hilbert symbol involves solutions to
−̟FNL/F (u)x2 +̟Fy2 = z2.
The latter equation has solutions precisely when
−NL/F (u)x2 + y2 = ̟Fz2.
Reducing modulo PF as before, we deduce that the Hasse invariant is −1.
Our assertions now follow.
7.4 The number of split T -orbits in a K0-orbit
Let F be a finite extension of Qp, where p is an odd prime. Let E0 be tamely
ramified finite extension of F of degree m0 and let E be an unramified ex-
tension of E0 of degree n0 = n/m0. Embed E in Mn0(E0) in a Jn0-symmetric
way and embed E0 in Mm0(F ) in a Jm0-symmetric way. This gives a Jn-
symmetric embedding of E in Mn(F ). Let G = GLn(F ) and T = E
×. Let
K0 = E×0 GLn0(OE0).
Lemma 26. Every K0-orbit of orthogonal involutions of G contains at most
one split T -orbit.
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Proof. Suppose ζ and ζ ′ are two distinct split T -orbits that lie in a common
K0-orbit. Then ζ and ζ ′ must lie in a common G-orbit Θ, but, according to
Proposition 8, this implies yE/F = 4 and Θ = ΘJ .
There are several cases to consider and the arguments we use to handle
them are by no means uniform. The G-orbit ΘJ contains three split T -orbits.
Representatives for these orbits are:
• θJ , where J = Jn,
• θJu, where u is a nonsquare unit in E,
• θJ̟, where ̟ is a prime element of E0 such that ̟e(E/F ) lies in the
maximal unramified extension of F contained in E0.
Suppose v = 1 or u. We now show that θJv and θJ̟ lie in distinct
K0-orbits. Suppose, to the contrary, that there exists k ∈ K0 such that
k · θJv = θJ̟. This is equivalent
θtk−1Jvk−1 = θJ̟
which is, in turn, equivalent to the condition J ̟ k v−1 J tk ∈ F×. Since
yE/F = 4, it must be the case that e(E0/F ) is even. Therefore, F
× ⊂
(E×0 )
2O×E . Therefore, we can choose a ∈ E×0 and b ∈ O×E such that
a2b = J ̟ k v−1 J tk.
Next, we write k = hy, with h ∈ GLn0(OE0) and y ∈ E×0 . This yields
a2b = J ̟ h y v−1 J ty th = J ̟ h y2 v−1 J th.
Taking determinants and absolute values in the latter equations, we see that
the elements ̟, a and y of E0 are related by the fact that ̟y
2a−2 is a unit.
But this is impossible since the latter element clearly has odd valuation. This
contradiction proves that θJv and θJ̟ lie in distinct K
0-orbits, if v ∈ {1, u}.
It remains to show that θJ and θJu lie in distinct K
0-orbits. Assume
first that n0 is even. Suppose there exists k ∈ K0 such that k · θJ = θJu.
We use Proposition 4 to describe the restrictions of our involutions to G0 =
GLn0(E0). We have
θJn0u = θJu|G0 = k · θJ |G0 = θtk−1 J k−1 |G0 = θT k−1 Jn0 k−1,
67
where h 7→ Th is the transpose on G0. This contradicts the fact that the
symmetric matrices Jn0u and
Tk−1 Jn0 k
−1 (in G0) have distinct discriminants
(and n0 is even).
Now assume n0 is odd. In this case, we can choose u to be a nonsquare unit
in E0. Suppose k ∈ K0 and θJu = k · θJ = θtk−1 J k−1. Then J u k J tk ∈ F×.
Equivalently, u k J tk J ∈ F×. Write k = hy, with h ∈ GLn0(OE0) and
y ∈ E×0 . Then we have u h y J ty th J = u h y2 J th J = u y2 h θJ(h)−1 ∈ F×.
(Note that θJn(h) = θJn0 (h).)
Let E ′0 be the maximal unramified extension of F contained in E0. Then
E0 = E
′
0[ e
√
α̟F ], for some α ∈ O×E′0 and some prime element ̟F of F . Here,
e = e(E/F ) = e(E0/F ). Let E
′ be the maximal unramified extension of F
contained in E. Then E ′[ e
√
α̟F ] = E
′E0 = E. Since yE/F = 4, Lemma
4 implies α ∈ (O×E′)2. But the fact that n0 is odd implies, α ∈ (O×E′)2 ∩
O×E′0
= (O×E′0
)2. Applying Lemma 4 again allows us to deduce that yE0/F = 4.
This implies F× ⊂ (O×E0)2. Therefore, hθJ (h)−1 ∈ (uy2)−1(O×E0)2 ⊂ O×E0 −
(O×E0)
2. Let h¯ be the image of h in GLn0(fE0). Then h¯ lies in the similitude
group GOJn0 (fE0) and the similitude ratio of h¯ is a nonsquare in fE0. This is
impossible, according to Lemma 20. Indeed, the latter result implies that
GOJn0 (fE0) = f
×
E0
OJn0 (fE0)
which implies that the homomorphism
GOJn0 (fE0)/f
×
E0
→ f×E0/(f×E0)2
induced by the similitude ratio must be trivial since its kernel is OJn0/{±1}.
This contradiction completes the proof.
The proof of the previous lemma involved the special case of the G-orbit
ΘJ when yE/F = 4, because this is the unique case in which multiple split T -
orbits lie in a common G-orbit. We remark that, in the notations of the proof,
the involutions θJ and θJ̟ have identical restrictions to G
0, since ̟ ∈ E×0 .
Moreover, when n0 is odd the involutions in all three involutions θJ , θJu and
θJ̟ have identical restrictions to G
0, since u,̟ ∈ E×0 . Indeed, according to
Proposition 4, the restriction of θJnx to G
0 is θJn0x when x ∈ E×. But when
x ∈ E×0 , we have θJn0x = θJn0 .
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8 The character η′θ
Suppose ξ is a refactorization class of G-data. Let K0 = G0[y] be associated
to ξ and suppose ϑ is a K0-orbit of orthogonal involutions such that ϑ ∼ ξ.
(The notation ϑ ∼ ξ is defined in [HL1] and recalled in §1.5.1.) A character
η′θ : K
0,θ → {±1} is defined in [HMu] and slightly reformulated in [HL1]. In
this section, we compute the values of η′θ we need.
Let us introduce the notations required to state the definition of η′θ. The
groups we use are all defined with respect to any Ψ ∈ ξ and θ ∈ ϑ. The
choices of θ and Ψ are irrelevant.
In Definition 3, there is a (d + 1)-tuple ~r = (r0, . . . , rd). Given an index
i ∈ {0, . . . , d − 1}, let si = ri/2. The space gi+1,dθy,si:s+i = g
i+1,dθ
y,si
/gi+1,dθ
y,s+i
has a
direct sum decomposition
gi+1,dθ
y,si:s
+
i
= gi,dθ
y,si:s
+
i
⊕W+i ,
where the second summand W+i is the unique complement of the first sum-
mand that is contained in the sum of the root spaces attached to roots in
Φ(Gi+1,T)− Φ(Gi,T).
Let f be the residue field of F and let f∗ ∼= Fp denote the prime subfield of
f. We note that W+i has the structure of an f-vector space. Moreover, K
0,θ
acts by conjugation on W+i and in this way each element k ∈ K0,θ defines an
f-linear transformation Ad(k) of W+i .
Given k ∈ K0,θ, we define
η′θ(k) =
d−1∏
i=0
(
Nf/f∗
(
detf(Ad(k)|W+i )
))(p−1)/2
.
Lemma 27. If k ∈ K0,θ = G0,θy,0 has image in (G0,θy )◦(f) then
detf(Ad(k)|W+i ) = 1
for all i ∈ {0, . . . , d− 1} and, consequently, η′θ(k) = 1.
Proof. Given an index j, let Hj denote the f-group (Gj,θy )
◦. We are interested
in the action of H0(f) on a subquotient of gi+1,θy,si . (For simplicity, we sometimes
abbreviate dθ as θ when there is no possibility for confusion.)
Our definition of W+i is a variant of the definition in [HL1]. We may
regard W+i as an object that has “depth si.” It will be convenient for us to
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shift W+i so that it becomes an object of depth 0. Given an index j and a
real number s, we have gjy,s = ̟
s′
Eg
j
y,0, where s
′ = ⌈se(E/F )⌉.
Let us consider the fixed points of dθ in gjy,s. Suppose X = ̟
s′
EY is an
element of gjy,s. Then
dθ(X) = X ⇔ ̟s′EY = (dθ(Y )) σ(̟s
′
E)
⇔ Y = ̟−s′E (dθ(Y )) σ(̟s
′
E)
⇔ Y = dθs(Y ),
where
dθs(Y ) = ̟
−s′
E (dθ(Y )) σ(̟
s′
E).
So Y 7→ ̟s′E determines an abelian group isomorphism from gj,θsy,0 onto gj,θy,s.
This isomorphism restricts to an isomorphism of gj,θsy,0+ with g
j,θ
y,s+ . We also
obtain an f-linear isomorphism of gj,θsy,0:0+ with g
j,θ
y,s:s+.
Let hj,s = Lie(Gj,θsy ). This is defined over f. We observe that g
j,θs
y,0:0+ =
hj,s = hj,s(f).
Define an automorphism (of exponent e(E/F )) ofG by αs(g) = ̟
−s′
E g̟
s′
E .
This yields an automorphism α¯s of H
j . Note that αs is the identity map on
T and α¯s is the identity on T.
Define an action of Hj on hj,s by h ·s X = αs(h)Xh−1.
Now let χj,s be the character H
j → GL1/f that sends h to the determinant
of the linear transformation X 7→ h ·s X of hj,s. This character is certainly
trivial on the derived group of Hj . It is also trivial on the center (because αs
is the identity on the center). So χj,s is trivial.
We now write hi+1,si as a direct sum of hi,si and the unique complement
(hi,si)⊥ that is contained in the sum of the root spaces associated to roots in
Φi+1 − Φi. The decomposition
hi+1,si = hi,si ⊕ (hi,si)⊥
is defined over fF even though the root spaces are not.
Now suppose h ∈ Hi. On the one hand, we have χi+1,si(h) = 1. But the
action of h preserves hi,si and (hi,si)⊥. Let χ′i+1,si(h) and χ
′′
i+1,si
(h) be the
determinants of the linear transformations of the latter summands.
Then χ′i+1,si(h) = χi,s+i (h) = 1 and thus
χ′′i+1,si(h) = χi+1,si(h)χ
′
i+1,si
(h)−1 = 1.
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We have now shown that χ′′i+1,si is trivial. This implies that (G
0,θ
y )
◦(f)
acts in a unimodular fashion on W+i
∼= (hi,si)⊥(f).
9 A multiplicity formula parametrized by split
T -orbits
Let ξ be a refactorization class of G-data and let Θ be a G-orbit of orthogonal
involutions. In this section, we establish a formula for 〈Θ, ξ〉G that involves
a sum whose summands are parametrized by the elements of the set OT (Θ)
of split T -orbits in Θ.
If ζ ∈ OT (Θ) and ϑ is the K0-orbit containing ζ , we define
〈ζ, ξ〉T = 〈ϑ, ξ〉K0
and
mT (ζ) = [Gθ : (T ∩Gθ)Gθ],
where θ is any element of ζ . With these notations, our formula is stated as
follows:
Proposition 9.
〈Θ, ξ〉G =
∑
ζ∈OT (Θ)
mT (ζ) 〈ζ, ξ〉T .
A key ingredient in the proof of Proposition 9 is Proposition 11, which
is stated and proved below. Taking Proposition 11 for granted, we can now
prove Proposition 9.
Proof. We start by recalling the formula
〈Θ, ξ〉G =
∑
ϑ∼ξ
mK0(ϑ) 〈ϑ, ξ〉K0.
from [HL1] which is explained above in §1.5.1. If ϑ is any K0-orbit in Θ then,
according to Proposition 3.9 [HL1] and Propositions 5.9 and 5.20 [HMu], the
condition 〈ϑ, ξ〉K0 6= 0 implies ϑ ∼ ξ. So the previous sum may be regarded
as a sum over all K0-orbits ϑ in Θ, not just the orbits that satisfy ϑ ∼ ξ.
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Proposition 11 tells us that if ϑ is a K0-orbit contained in Θ such that
〈ϑ, ξ〉K0 is nonzero then ϑ contains a unique split T -orbit ζ . This yields the
formula
〈Θ, ξ〉G =
∑
ζ∈OT (Θ)
mK0(ζ) 〈ζ, ξ〉T .
To complete the proof, we observe that case-by-case analysis, given in Propo-
sition 7 and Lemma 21, shows that if ζ ⊂ ξ then mK0(ϑ) = mT (ζ).
9.1 Reduction to θ-split tori over the residue field
Let G be a connected reductive group over Fq, where q is a power of an odd
prime. Let T be a maximal torus that is defined over Fq. Let F be the
Frobenius automorphism that defines the Fq-structures. Then G
F = G(Fq)
and TF = T(Fq).
Fix an Fq-automorphism θ of G of order two and let G
θ be the group of
fixed points of θ. Let Tθ = T∩Gθ and T+ = (Tθ)◦. When H is an Fq-subgroup
of G, let rankFq(H) be the Fq-rank of H. Let M be the centralizer of T+ in G.
If g ∈ G let Z◦
G
(g) denote the identity component of the centralizer of g in G.
As in [Lu], we define a character
ǫT : (T
θ)F/TF+ → {±1}
by
ǫT(t) = (−1)rankFq (M)+rankFq (M∩Z◦G(t)).
When T is θ-split this reduces to
ǫT(t) = (−1)rankFq (G)+rankFq (Z◦G(t)).
A character λ of TF is said to be nonsingular if it is not orthogonal to any
coroot of T. (This is Definition 5.15(i) [DL].) In other words, if h : GL1 → T
is a coroot that is defined over Fqn, for some n ≥ 1, then
(λ ◦N)|h(F×qn) 6= 1,
where
N(t) = t · F (t) · · ·F n−1(t),
for t ∈ T(Fqn). To say that h is defined over Fqn means
h(F×qn) ⊂ T(Fqn)
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or, equivalently, F nh(x) = h(xq
n
), for all x ∈ F×qn. (See 10.2(a) [Lu].)
If λ is a character of TF and χ is a character of (Gθ)F , we define ΞT,λ,χ
be the set of all γ ∈ GF such that (γ · θ)(T) = T and
λ(t) = χ(γ−1tγ) ǫγ−1Tγ(γ
−1tγ),
for all t ∈ (Tγ·θ)F .
Let J denote the (possibly empty) set of maximal tori S of G for which
there exists a Borel subgroup B such that S = B ∩ θ(B). These tori were
studied by Vust [Vu] and it follows from his results that if J contains a θ-
split maximal torus (as will be the case for our examples) then J is identical
to the set of all θ-split maximal tori in G. If S is a θ-stable maximal torus
then (according to 10.1(a) [Lu]) S ∈ J if and only if θ does not fix any
coroots (or, equivalently, roots) of S.
The following generalizes Lemma 10.4 [Lu]:
Lemma 28. If λ is a nonsingular character of TF and χ is a character of
(Gθ)F that is trivial on ((Gθ)◦)F then γ ∈ ΞT,λ,χ implies γ−1Tγ ∈ J .
Proof. If γ ∈ GF then γTγ−1, like T, is a maximal torus in G that is defined
over Fq and the character
γλ of γTFγ−1 defined by (γλ)(γtγ−1) = λ(t), for
t ∈ TF , is nonsingular. Since γ ∈ ΞT,λ,χ if and only if 1 ∈ Ξγ−1Tγ,γ−1λ,χ, it
suffices to prove our assertion when γ = 1.
Suppose 1 ∈ ΞT,λ,χ. This means T is θ-stable and λ(t) = χ(t)ǫT(t), for all
t ∈ (Tθ)F . We claim that nonsingularity implies T ∈ J . Suppose not. Then θ
must fix a coroot h of T. The image of h is a connected group contained in Tθ,
hence it is contained in T+. If h is defined over Fqn then h(F
×
qn) ⊂ T+(Fqn).
Thus N(h(F×qn)) ⊂ N(T+(Fqn)) ⊂ TF+ ⊂ ker(χǫT|(Tθ)F ) ⊂ ker λ. But this
contradicts nonsingularity.
9.2 Lifting finite θ-stable tori to p-adic θ-stable tori
The main result in this section is:
Proposition 10. If θ is an orthogonal involution and Ψ is a θ-symmetric
non-toral G-datum such that T is θ-stable then there exists k ∈ G0y,0+ such
that kTk−1 is θ-stable.
Our proof is an adaptation of a proof suggested to us by Jeffrey Adler
and Joshua Lansky. A similar approach is used in Appendix A [HL1].
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Lemma 29. If θ is an orthogonal involution and Ψ is a θ-symmetric non-
toral G-datum such that T is θ-stable then there exists k ∈ G0y,0+ such that
kTk−1 = θ(T).
Proof. Using field embeddings as in Lemma 12, we have
G0y,0+ = 1 +Mn0(PE0).
Let H be the E0-group GLn0 . Then H(E0) = G
0. There exists a unique E0-
torus in T1 in H such that T1(E0) = T . Similarly, there exists a unique E0-
torus T2 in H such that T2(E0) = θ(T ). There exists a point x ∈ B(H, E0)
such that
H(E0)x,0+ = 1 +Mn0(PE0).
Let Hx be the reductive fE0-group such that Hx(fE0) = H(E0)x,0:0+. We have
G
0
y(fF ) = GLn0(fE0) = Hx(fE0).
The tori Ti correspond to tori Ti in Hx such that
T1(fE0) = T(fF ) = θ(T)(fF ) = T2(fE0).
Lemma 2.2.2 [D] applies to H, E0, x, T1 and T2 and implies that there
exists k ∈ Hx,0+ such that kT1k−1 = T2. But k lies in G0y,0+ and kTk−1 =
θ(T ), which implies kTk−1 = θ(T).
Lemma 30. Let G1 ⊃ G2 ⊃ . . . be a sequence of groups such that Gi+1 is
normal in Gi and [Gi : Gi+1] is (finite and) odd for all i. Let S be a nonempty
set on which G1 acts transitively such that ∩iOi is a singleton set whenever
O1 ⊃ O2 ⊃ . . . is such that Oi is a Gi-orbit in S for all i. Let α be a
permutation of S of order two such that α(Gi · x) = Gi · α(x), for all i and
for all x ∈ S. Then α must have a fixed point in S.
Proof. We first describe a recursive process for choosing a sequence O1 ⊃
O2 ⊃ . . . as in the statement of the lemma, but with the added property that
each Oi is α-stable.
Let O1 = S. To construct our sequence, we need to show that once Oi is
defined, we can choose an α-stable element Oi+1 in the set
Si = {Gi+1-orbits in Oi}.
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Since Gi+1 is normal in Gi, it must be the case that Gi acts transitively on Si.
The cardinality of Si must divide [Gi : Gi+1] and thus it must be odd. Since
α(Gi+1x) = Gi+1α(x), for all x ∈ Oi, it must be the case that α defines a
permutation of Si. Suppose Si does not contain an α-stable element. Then
it can be partitioned into sets of order two of the form {Gi · x,Gi · α(x)}.
But this contradicts the fact that Si has odd cardinality. So, in fact, we an
choose an α-fixed orbit Oi+1 in Si.
Having established that a sequence O1 ⊃ O2 ⊃ . . . of the desired type
may be chosen, we can consider ∩iOi. This is a singleton set {x}, where x
must be a fixed point of α in S.
Proof of Proposition 10. Apply Lemma 30 as follows. Take G1 = G0y,0+ . If
Gi is defined and Gi = G0y,ai 6= G0y,a+i then let Gi+1 = G
0
y,a+i
. Take S to be
the G0y,0+-orbit of T. Since we have shown θ(T) ∈ S, it follows that S is
θ-stable. So we can take α to be the permutation of S associated to θ.
9.3 Reduction to θ-stable tori
We now apply Lemma 28 and Proposition 10 to prove a result that essentially
says that every relevant K0-orbit of orthogonal involutions contains at least
one favorable T -orbit.
We will consider a fixed refactorization class ξ of G-data. Associated to
ξ is the reductive group G0y defined over the residue field f of F such that
G0y(f) = G
0
y,0:0+ . The role of the group G in §9.1 is played by G0y. The torus
T is the f-torus T in G0y such that T(f) is the image of T(OE) in G
0
y(f).
Lemma 31. Suppose ξ is a refactorization class of G-data and ϑ is a K0-
orbit of orthogonal involutions of G such that 〈ϑ, ξ〉K0 is nonzero. Then there
exists θ ∈ ϑ such that T is θ-stable. Given one such θ, every involution in
the T -orbit of θ must also have the same property.
Proof. Consider first the toral case. As is explained in the proof of Proposi-
tion 9, the condition 〈ϑ, ξ〉K0 6= 0 implies that ϑ ∼ ξ. Then Proposition 3.9
[HL1] implies that we may choose Ψ ∈ ξ such that Ψ is θ-symmetric for some
θ ∈ ϑ. Since G0 = T in the toral case, this implies that T is θ-stable. If θ′
is another element of the T -orbit of θ, then T must also be θ′-stable. Thus
we have proved what is required in the toral case.
Now assume we are in the nontoral case. Again, we can choose θ ∈ ϑ and
Ψ ∈ ξ such that Ψ is θ-symmetric. Then, as in §1.5.2 and §6.2 [HL1], we
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have the formula
〈ϑ, ξ〉K0 = dimHomG0,θy (f)((−1)n0+1RλT(f), ηθ)
which can be evaluated using Theorem 3.11 [HL1], a generalization of The-
orem 3.3 [Lu]. We obtain
〈ϑ, ξ〉K0 = (−1)n0
∑
γ∈T(f)\ΞT,λ,ηθ /G
0
y(f)
θ
σ
(
ZG0y
(
(γ−1Tγ ∩ G0,θy )◦
))
,
where ΞT,λ,ηθ is the set of all γ ∈ G0y(f) such that (γ · θ)(T) = T, and
λ(t) = ηθ(γ
−1tγ) εγ−1Tγ(γ
−1tγ),
for all t ∈ T(f)γ·θ, and we use Lusztig’s notation σ(H) = (−1)rankf(H), when H
is an f-subgroup of G0y.
Since, by assumption, 〈ϑ, ξ〉K0 is nonzero, ΞT,λ,ηθ must be nonempty.
Choose γ ∈ ΞT,λ,ηθ . Then we can, and will, replace γ · θ by θ. This causes 1
to lie in ΞT,λ,ηθ , while it does not destroy our assumptions that θ ∈ ϑ and Ψ
is θ-symmetric. Since 1 ∈ ΞT,λ,ηθ , it must be the case that T is θ-stable.
Proposition 10 now implies that there exists a k ∈ G0y,0+ such that kTk−1
is θ-stable or, equivalently, T is (k−1 ·θ)-stable. This says that we can slightly
alter T so that it becomes nicer with respect to θ. Replacing θ by k−1 · θ, we
obtain θ ∈ ϑ such that T is θ-stable. If θ′ is another element of the T -orbit
of θ, then T must also be θ′-stable.
9.4 Reduction to θ-split tori
We now establish the following p-adic analogue of Lemma 28:
Lemma 32. Suppose ξ is a refactorization class of G-data and ϑ is a K0-
orbit of orthogonal involutions of G such that 〈ϑ, ξ〉K0 is nonzero. Suppose
Ψ ∈ ξ and θ ∈ ϑ are chosen such that Ψ is θ-symmetric T is θ-stable. Then
T is θ-split. Given θ such that T is θ-split, every involution in the T -orbit
of θ must also have the same property.
Proof. Fix a G-datum Ψ and θ ∈ ϑ such that Ψ is θ-symmetric and T is
θ-stable. Let σ be the F -automorphism of E such that σ(x) = θ(x)−1, for
all x ∈ E× = T . Our assertion is equivalent to the assertion that σ must be
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the identity automorphism. (Clearly, if T is θ-split then it is θ′-split for all
θ′ in the T -orbit of θ.)
Suppose σ is nontrivial. Then it must have order two or, in other words,
E must be a quadratic extension of the fixed field Eσ of σ. Note that Eσ
contains F .
Consider our Howe factorization of ϕ:
ϕ = ϕ−1
d∏
i=0
(ϕi ◦NE/Ei) = ϕ−1
d∏
i=0
(φi|E×)
and let
ϕ′ = φ|E× = (ϕ−1)−1ϕ =
d∏
i=0
(φi|E×).
Since each φi is θ-symmetric, so is ϕ
′.
We have:
ϕ′ is θ-symmetric ⇔ ϕ′(x) = ϕ′(σ(x)) for all x ∈ E×
⇔ ϕ′(xσ(x)−1) = 1 for all x ∈ E×
⇔ ϕ′|U1(E/Eσ) = 1
⇔ ϕ′ factors through NE/Eσ
⇒ ϕ′ is not admissible over F.
If Ψ is toral then ϕ−1 = 1 and thus ϕ
′ = ϕ. This means we have shown that
ϕ is not admissible over F . This contradiction shows that σ is indeed trivial
in the toral case.
Now assume Ψ is nontoral. Then:
ϕ−1|(1 +PE) = 1 ⇒ ϕ′|(1 +PE) = ϕ|(1 +PE)
⇒ ϕ|(1 +PE) factors through NE/Eσ
⇒ E/Eσ is unramified (by admissibility of ϕ).
We therefore have E = Eσ[
√
ǫ], for some square root
√
ǫ of some nonsquare
unit ǫ in Eσ.
Let Eσ0 = E0 ∩ Eσ. Suppose fE0 = fEσ0 . We claim that that θ must
yield an orthogonal involution of G0y(f). First, we observe that, according to
Proposition 4, θ must restrict to either an orthogonal or unitary involution
of G0 = GLn0(E0). If θ|G0 is an orthogonal involution then E0 = Eσ0 and we
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apply Proposition 2. This says that if E is embedded in M2(E
σ) as the set
of matrices (
x yǫ
y x
)
with x, y ∈ Eσ and if Eσ is embedded in a J-symmetric way in Mn0/2(E0)
then θ|G0 = θν′ for some symmetric matrix
ν ′ =
(
Jy 0
0 −Jyǫ
)
,
with y ∈ (Eσ)×. Since (Eσ)× = E×0 O×Eσ and E×0 is the center of G0, we may
assume y lies in O×Eσ . This implies θ determines an orthogonal involution of
G0y(f) = GLn0(fE0) in the present case.
On the other hand, if θ|G0 is a unitary involution then E0/Eσ0 is a ram-
ified quadratic extension (since we are assuming fE0 = fEσ0 ) and we apply
Proposition 3. Choosing embeddings as in Proposition 3 and arguing as in
the previous case, we see that θ|G0 is the unitary involution associated to
some ν ′ ∈ JO×Eσ . The matrix ν ′ is a scalar multiple of a hermitian matrix
in G0. It therefore reduces to either a symmetric or skew-symmetric matrix
in GLn0(fE0). The skew-symmetric case can be excluded by the results of
Klyachko [K].
We have now shown that our assumption that fE0 = fEσ0 implies that
θ yields an orthogonal involution of G0y(f) = GLn0(fE0). Thus G
0,θ
y (f) is an
orthogonal group. Lemma 28 then implies that T is θ-split and hence
σ(
√
ǫ) ≡ √ǫ (mod PE).
But σ(
√
ǫ) = −√ǫ implies −√ǫ ≡ √ǫ which is impossible. It follows that fE0
is a quadratic extension of fEσ0 . Equivalently, E0/E
σ
0 must be an unramified
quadratic extension.
Since E/E0 is unramified and E0/E
σ
0 is unramified, we now know that
E/Eσ0 is unramified. Let n0 = [E : E0] = [E
σ : Eσ0 ]. Suppose n0 is even.
Then Eσ contains an unramified quadratic extension of Eσ0 . But since E0 is
the unique unramified quadratic extension of Eσ0 in E, we deduce that E0 is
contained in Eσ0 , which is absurd. This implies that n0 must be odd.
Above we defined a quasicharacter ϕ′ and showed that ϕ′ factors through
NE/Eσ . Since ϕ = ϕ−1ϕ
′, it suffices now to show that ϕ−1 also factors through
NE/Eσ . This would then imply that ϕ factors through NE/Eσ contradicting
the admissibility of ϕ over F .
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To show that ϕ−1 factors through NE/Eσ , we use our proof that η
′
θ is
trivial in the present case and then we use Proposition 4.2 [HMu2] (which
uses results of Gow) to show that λ is trivial on U1(fE/fEσ) or, equivalently,
that λ is θ-symmetric. But since ϕ−1|(1 +PE) = 1 and ϕ−1 (mod 1 +PE)
is θ-symmetric, we see that ϕ−1 is θ-symmetric. But this implies ϕ−1 factors
through NE/Eσ and we are done.
9.5 Reduction to orthogonal involutions on Levi sub-
groups and finite groups
For such θ and T it must be the case that T is θ-split. In particular, there
exists θ ∈ ϑ such that T is θ-split. Given θ such that T is θ-split, every
involution in the T -orbit of θ must also have the same property.
Lemma 33. Suppose ξ is a refactorization class of G-data and ϑ is a K0-
orbit of orthogonal involutions of G such that 〈ϑ, ξ〉K0 is nonzero. Then each
θ ∈ ϑ restricts to an orthogonal involution of each of the subgroups Gi ∼=
GLni(Ei) associated to ξ and, in addition, θ yields an orthogonal involution
of G0y(f)
∼= GLn0(fE0).
Proof. According to Lemma 32, it is possible to choose θ ∈ ϑ such that T
is θ-split. Lemma 1 then implies that there exists x ∈ T such that θ = θJx.
Since T = E× = E×0 O
×
E , we can choose z ∈ E×0 and y ∈ O×E such that
x = zy. Proposition 4 implies that the restriction of θJx to G
0 is θJn0x. Since
z is in the center of G0, we have θJn0x = θJn0y. But Jn0y is a symmetric
matrix in GLn0(OE0) and, consequently, θ yields an orthogonal involution of
G0y(f) = GLn0(fE0). We have therefore established that there exists at least
one θ ∈ ϑ with the asserted properties. But then it follows that every element
of ϑ has these properties.
9.6 Reduction from K0-orbits to split T -orbits
Fix a refactorization class ξ of G-data and a K0-orbit ϑ of orthogonal invo-
lutions such that 〈ϑ, ξ〉K0 6= 0.
For each θ ∈ ϑ, there is an associated involution θ¯ of G0y(f). (In other
sections in this paper, we abbreviate θ¯ as θ.) Let ϑ¯ be the image of ϑ under
θ 7→ θ¯.
Since T = E× = E×0 O
×
E and E
×
0 is the center of G
0, we see that θ 7→ θ¯
maps T -orbits in ϑ to T(f)-orbits in ϑ¯. Since K0 = TG0y,0 = G
0
y,0T , we see
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that ϑ¯ must be a single G0y(f)-orbit. Therefore, we see that the map θ 7→ θ¯
yields a surjection from the set of T -orbits in the K0-orbit ϑ onto the set of
T(f)-orbits in the G0y(f)-orbit ϑ¯.
Proposition 11. If ξ is a refactorization class of G-data and ϑ is a K0-orbit
of orthogonal involutions such that 〈ϑ, ξ〉K0 6= 0 then
• ϑ contains a unique split T -orbit ζ,
• ϑ¯ contains a unique split T(f)-orbit ζ¯, and
• ζ¯ is the image of ζ under θ 7→ θ¯.
Proof. The existence of a split T -orbit ζ in ϑ is a consequence of Lemma 32.
The uniqueness of ζ follows from Lemma 26. Clearly, the image ζ¯ of ζ under
θ 7→ θ¯ is a split T(f)-orbit in ϑ¯. But, according to Lemma 25, there must be
a unique split T(f)-orbit in ϑ¯.
10 Evaluating the formula
Let ξ be a refactorization class of G-data and let Θ be a G-orbit of orthogonal
involutions of G. Suppose ζ ∈ OT (Θ). Proposition 9 establishes the formula
〈Θ, ξ〉G =
∑
ζ∈OT (Θ)
mT (ζ) 〈ζ, ξ〉T .
We now evaluate this formula.
10.1 Evaluating 〈ζ, ξ〉T
Assume, with our usual notation, that Ψ comes from an F -admissible qua-
sicharacter ϕ : E× → C×.
Proposition 12. If ϕ(−1) 6= 1 then 〈Θ, ξ〉G = 0. If ϕ(−1) = 1 then
〈Θ, ξ〉G =
∑
ζ∈OT (Θ)
mT (ζ).
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Proof. As observed in §1.5.1, if ϕ(−1) 6= 1 then 〈Θ, ξ〉G = 0. Therefore we
assume ϕ(−1) = 1.
For θ ∈ ζ ∈ OT (Θ), we have
〈ζ, ξ〉T = dimHomK0,θ(ρ′, η′θ).
In the toral case, K0,θ = {±1} and ρ′(−1) = φ(−1) = ϕ(−1) = 1 =
η′θ(−1). (Since −1 is in the center of G, conjugation by −1 is trivial and
hence η′θ(−1) = 1.) Our claim in the toral case follows.
Now assume ξ is nontoral. From Lemma 33, we know that G0,θy (f) is an
orthogonal group in G0y(f) = GLn0(fE0). We also know that
〈ζ, ξ〉T = dimHomG0,θy (f)((−1)n0+1RλT(f), ηθ),
using the notations of §1.5.2.
We now apply Theorem 3.11 [HL1]. As in the proof of Lemma 31, we
obtain the formula
〈ζ, ξ〉T = (−1)n0
∑
γ∈T(f)\ΞT,λ,ηθ /G
0
y(f)
θ
σ
(
ZG0y
(
(γ−1Tγ ∩ G0,θy )◦
))
.
Recall that ΞT,λ,ηθ is the set of all γ ∈ G0y(f) such that (γ · θ)(T) = T and
λ(t) = ηθ(γ
−1tγ) εγ−1Tγ(γ
−1tγ),
for all t ∈ T(f)γ·θ. The condition (γ · θ)(T) = T simply means that γ−1Tγ is
θ-stable. But Lemma 28 then implies γ−1Tγ is θ-split or, equivalently, T is
(γ · θ)-split. This implies
σ
(
ZG0y
(
(γ−1Tγ ∩ G0,θy )◦
))
= σ(G0y) = (−1)n0 .
So we have
〈ζ, ξ〉T =
∑
γ∈T(f)\ΞT,λ,ηθ /G
0
y(f)
θ
1 = #(T(f)\ΞT,λ,ηθ/G0y(f)θ).
If γ ∈ ΞT,λ,ηθ then T(f)γ·θ = {±1}. Therefore, ΞT,λ,ηθ is the set of all
γ ∈ G0y(f) such that T is (γ · θ)-split and
ϕ(−1) = λ(−1) = ηθ(−1) εγ−1Tγ(−1) = 1.
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Since we are assuming ϕ(−1) = 1, we see that ΞT,λ,ηθ is simply the set of all
γ ∈ G0y(f) such that T is (γ · θ)-split.
We now adopt the notations in Proposition 11. Consider the map from
ΞT,λ,ηθ into the set of T(f)-orbits of involutions in ϑ¯ given by mapping the
double coset of γ to the T(f)-orbit of the involution γ · θ¯. According to
Proposition 11, the image of this map must be the unique split T(f)-orbit in
ϑ¯ or, in other words, the orbit of θ¯.
So if γ ∈ ΞT,λ,ηθ then there exists t ∈ T(f) such that γ · θ¯ = t · θ¯. In other
words, t−1γ lies in the orthogonal similitude group G0y(f)θ¯. Now Lemma 20
implies that
G
0
y(f)θ¯ = (T(f) ∩ G0y(f)θ¯)G0,θy .
It follows that γ ∈ T(f)\ΞT,λ,ηθ/G0y(f)θ has a single element, namely, the
double coset of the identity element. Therefore, 〈ζ, ξ〉T = 1 and our assertion
follows.
Note that in the previous proof, we essentially used a generalized version
of Theorem 10.3 [Lu]. Our Lemma 28 provided the generalized version of
Lusztig’s Lemma 10.4 needed to generalize the proof of Lusztig’s theorem.
10.2 Proof of Theorems 2, 3 and 4
We now evaluate the formula in Proposition 12 to obtain Theorems 2, 3 and
4. We may as well assume ϕ(−1) = 1. Then Proposition 12 says
〈Θ, ξ〉G =
∑
ζ∈OT (Θ)
mT (ζ).
Proposition 7 says that if ζ ∈ OT (Θ) then mT (ζ) = 1, except when
yE/F = 2 and ζ is the T -orbit of θJ .
So the evaluation of 〈Θ, ξ〉G rests on the determination of OT (Θ). But
the set OT (Θ) is described by Proposition 8 which says that we have the
following cases:
• yE/F = 1 (equivalently, n is odd): There is one element of OT , namely,
the T -orbit of θJ ,
• yE/F = 2: There are two elements of OT : the T -orbit of θJ and the T -
orbit of involutions θJx where x ∈ E× − ((E×)2F×). The two T -orbits
lie in distinct G-orbits.
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• yE/F = 4: There are four elements of OT : three of them lie in ΘJ and
the fourth lies in Θnqs.
Suppose π is a tame supercuspidal representation associated to aG-datum
in ξ. Then, as we are continuing to assume that ϕ(−1) = 1, we see that π is
Gθ with respect to some (hence all) θ ∈ Θ precisely when OT (Θ) is nonempty.
Since OT (ΘJ) is always nonempty, Theorem 2 follows. Similarly, Theorem 3
reduces to the observation that if Θ 6= ΘJ then OT (Θ) is nonempty precisely
in the two cases listed in the statement of Theorem 3.
It remains to verify Theorem 4. Assume 〈Θ, ξ〉G is nonzero. We have the
following cases:
1. Θ = ΘJ and n odd:
• There is a unique ζ in OT (Θ) and mT (ζ) = 1. Thus 〈ΘJ , ξ〉G = 1.
2. Θ = ΘJ and yE/F = 2:
• There is a unique ζ in OT (Θ) and mT (ζ) = 2. Thus 〈ΘJ , ξ〉G = 2.
3. Θ 6= ΘJ and yE/F = 2:
• There is a unique ζ in OT (Θ) and mT (ζ) = 1. Thus 〈ΘJ , ξ〉G = 1.
4. Θ = ΘJ and yE/F = 4:
• There are three T -orbits ζ in OT (Θ) and we have mT (ζ) = 1 in
each case. Thus 〈ΘJ , ξ〉G = 3.
5. Θ 6= ΘJ and yE/F = 4:
• There is a unique ζ in OT (Θ) and mT (ζ) = 1. Thus 〈ΘJ , ξ〉G = 1.
This completes the proof of Theorem 4. 
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