In this paper we prove the blow-up theorem in the critical case for weakly coupled systems of semilinear wave equations in high dimensions. The upper bound of the lifespan of the solution is precisely clarified.
Introduction
Let us consider the following systems of semilinear wave equations;
for p, q > 1 and n ≥ 2 with the data of the form;
u(x, 0) = εf 1 (x), u t (x, 0) = εg 1 (x) v(x, 0) = εf 2 (x), v t (x, 0) = εg 2 (x) for x ∈ R n , (
where ε > 0 is a small parameter. We assume that f 1 , f 2 , g 1 , g 2 ∈ C ∞ 0 (R n ) for the simplicity. In order to describe the results on (1.1), we set
DelSanto, Georgiev and Mitidieri [2] first showed that the system (1.1) with (1.2) for n ≥ 2 has a global in time solution for sufficiently small ε if F (p, q, n) < 0, while a solution for some positive data blows up in finite time if F (p, q, n) > 0. When the blow-up occurs, it is known that the maximal time T (ε), so-called "lifespan", of the existence of solutions for arbitrarily fixed data can be estimated as cε −F (p,q,n) −1 ≤ T (ε) ≤ Cε −F (p,q,n) −1 ,
where c and C are positive constants independent of ε. See [1, 6, 11, 12, 13] . When F (p, q, n) = 0, the non-existence of global in time solutions, namely T (ε) < ∞, was shown by DelSanto and Mitidieri [3] for n = 3. Moreover, a sharp estimate of the lifespan; exp cε − min{p(pq−1),q(pq−1)} ≤ T (ε) ≤ exp Cε − min{p(pq−1),q(pq−1)} for p = q, exp cε −p(p−1) ≤ T (ε) ≤ exp Cε −p(p−1) for p = q, (1.5) was obtained for n = 2, 3 by [1, 10, 13] . In high dimensions, n ≥ 4, only the lower bounds of the lifespan are estimated. See [6, 11, 12] . The upper bounds of the lifespan have not been obtained, because we have similar technical difficulties to the corresponding problem for single equations;
u tt − ∆u = |u| p in R n × [0, ∞) u(x, 0) = εf (x), u t (x, 0) = εg(x) (1.6)
for n ≥ 4 and p = p 0 (n). To show the blow-up result in this case was an open problem for a long period. See [4, 5, 7, 8, 9, 14, 15, 16, 17, 18, 21, 22] , etc. for the other cases on (1.6). Here, p 0 (n) is a positive root of the quadratic equation 2 + (n + 1)p − (n − 1)p 2 = 0. Note that F (p, p, n) = 0 is equivalent to p = p 0 (n). Finally, Yordanov and Zhang [20] or Zhou [23] independently obtained a blow-up result of T (ε) < ∞ for this open case. Later, Takamura and Wakasa [19] have succeeded to get the optimal estimate of the lifespan by introducing a new iteration argument based on the method in [20] . Zhou Yi and Han Wei [24] have recently reproved the theorem in [19] along with the method in [23] .
Our aim in this article is to clarify the lifespan of a solution to the system (1.1) for the critical case in high space dimensions by employing the argument in [19] .
Theorem 1 Let n ≥ 4 and F (p, q, n) = 0 with 1 < p ≤ q. Assume that
and that f 1 , f 2 , g 1 , g 2 are non-negative, especially that g 1 and g 2 do not vanish identically. Moreover, suppose that the problem (1.1) with (
Then, there exists a positive constant ε 0 = ε 0 (f 1 , f 2 , g 1 , g 2 , p, q, n, R) such that T (ε) has to satisfy 9) for 0 < ε ≤ ε 0 , where C is a positive constant independent of ε.
Remark 1.1 When n ≥ 4 and F (p, q, n) = 0 with 1 < p ≤ q, we have that p ≤ 2. Because p 0 (4) = 2 and p 0 (n) is monotonously decreasing in n. Moreover, we can take R ≥ 1 in the proof of Theorem 1 without loss of the generality.
Remark 1.2
The counter case, 1 < q ≤ p, can be obtained by symmetricity of (1.1) . In fact, if one substitutes p with q and u with v, the upper bounds in (1.5) immediately follow from Theorem1.
The proof is based on the argument in [19] . A blow-up property of a nonlinear system of the ordinary differential inequalities will be employed to show a blow-up of a solution to (1.1). The growing up of L p norm of v is crucial to get the sharp estimate of the lifespan. In order to obtain the growth of the norm by iteration argument, we will employ the integral inequalities of L p norm of v and L q norm of u as a frame of the iteration, which are based on the method of Yordanov and Zhang [20] . Such an argument was introduced by Takamura and Wakasa [19] . This paper is organized as follows. In the next section, we shall show a blow-up property for nonlinear systems of ordinary differential inequalities. By making use of this, we prove Theorem 1 in Section 3. In Section 4, we complete the iteration argument.
2 Blow-up for systems of ODIs with a critical balance
As stated in Introduction, we shall show a blow-up theorem for ordinary differential inequalities with a critical balance in exponents.
3)
where all A, B, K, R, T 0 are positive constants with T 0 ≥ R. Then, T must satisfy that T ≤ 2T 1 provided K ≥ K 0 , where
and
with a positive constant δ ∈ (0, (pq − 1)/(2p + 2)).
Proof. We shall prove this lemma by contradiction. Assume that T > 2T 1 . We note that
by (2.2), (2.3) and (2.4). Multiplying (2.3) by U ′ (t) and integrating it over [0, t], we have
Then, (2.7) gives us
Multiplying this inequality by U ′ (t) again and integrating it over [0, t], we have
where we set
Thus, by (2.2) and (2.7), we have
Substituting this expression into (2.2), we obtain that
Multiplying this inequality by U ′ (t) and integrating it over [0, t], we have
By (2.8), one can easily see that
Then, s-integral in (2.9) is estimated from below as follows.
Moreover, by the monotonicity of U (t), we have
It also follows from the monotonicity of
Therefore, it follows from (2.9), (2.10) and (2.11) that
By the definition of K 0 in (2.5), this inequality can be rewritten as
if t ≥ R. Now, we assume that t ≥ T 1 , where T 1 is the one in (2.6). Multiplying the last inequality by U (t) −1−δ > 0 with a constant δ ∈ (0, (pq − 1)/(2p + 2)) and replacing U (t) in the right hand side by (2.1), we have
because of the critical balance, α + pβ = a(pq − 1) + 2(p + 1). Integrating the above inequality over [T 1 , t], we have
By the assumption of T > 2T 1 , one can set t = 2T 1 . Then, neglecting the second term in the left hand side, we get
By making use of (2.1) again for the right hand side, we find that this inequality implies
. This contradicts to K ≥ K 0 . Therefore we have T ≤ 2T 1 . Lemma 2.1 is now established. ✷
Proof of Theorem 1
In this section we shall prove Theorem 1 by using Lemma 2.1. Let us define
where (u, v) is a solution to (1.1) with (1.2) satisfying (1.8).
First, we shall show (2.2)-(2.4) in Lemma 2.1 for U and V in (3.1). Integrating two equations of (1.1) in x ∈ R n , we have
by the support property (1.8). By making use of Hölder's inequality together with the support property (1.8) again, we have
where B n stands for the volume of the unit ball in R n . This implies that (2.2) and (2.3) are valid with
The assumption on the positiveness of data (1.7) gives us (2.4) with
Next, we shall show the inequality (2.1) in this situation employing the following estimates of U ′′ (t) up to the case of p = q, or p = q. 
for t ≥ a j R and j = 1, 2, 3 · · ·. Here we set a j = 6 · 4 j−1 − 2 and
whereC =C(p, q, n) is a positive constant and S j is a convergent sequence independent of ε and t. 
for t ≥ b j R and j = 1, 2, 3 · · ·. Here we set b j = 10 · 4 j−1 − 2 and
whereC =C(p, q, n) is a positive constant and S ′ j is a convergent sequence independent of ε and t.
These propositions are proved in the next section. From now on, we shall apply (3.3) and (3.5) to the proof of (2.1). We are concentrated on the case p < q only since the proof for the case of p = q is analogue.
First, let t ≥ a j R. Integrating (3.3) over [a j R, t], we have
We can neglect the second term in the left hand side by (2.7). Restricting the time interval to t ≥ (a j + 1)R, we can replace the lower limit by a j t/(a j + 1) because of
Then it follows that
for t ≥ (a j + 1)R because of a j = 6 · 4 j−1 − 2 ≥ 4. Integrating the last inequality over [(a j + 1)R, t] and treating it in the similar way as above, we have
Let us again restrict the time interval to t ≥ (a j + 2) 4 R 2 . Then it holds that
It follows from these inequalities and a j = 6 · 4 j−1 − 2 ≤ 2 · 4 j that
Now, we consider (3.9) for t ∈ [(a j + 2) 4 R 2 , (a j+1 + 2) 4 R 2 ]. Then, by the definition of C j (3.4), K j in (3.9) can be rewritten as
where
Since S j converges to a certain number, there exists a constant S = S(p, q, n) such that S j ≥ S for any j = 1, 2, 3, · · ·. It follows from the definition of
where E = 2(C −1 e 1−S ) (pq−1)/pq . We assume (3.10). Then it follows from t ≤ (a j+1 + 2) 4 R 2 that
Hence we can see that K j (t) goes to infinity if j tends to infinity. Therefore, for K 0 defined in (2.5) with (3.2), a = n + 1 − (n − 1)p/2 and a constant δ ∈ (0, (pq − 1)/(2p + 2)), there exists an integer
as far as j ≥ J. This implies that
provided (3.10) is valid. Now, we are in a position to prove Theorem1 by making use of Lemma2.1. Set
where E is the one in (3.10). Then there exists a positive constant ε 0 = ε 0 (f 1 , f 2 , g 1 , g 2 , p, q, n, R) such that
holds for 0 < ε ≤ ε 0 . As we see, (2.1) is now established for t ≥ T 0 (ε) with this ε. We also obtain other inequalities in Lemma2.1 with (3.2) and a = n + 1 − (n − 1)p/2. Note that the condition in Lemma2.1 α + pβ = a(pq − 1) + 2(p + 1) is equivalent to the critical relation F (p, q, n) = 0. In this way, when T (ε) > T 0 (ε), (2.1) holds for t ∈ [T 0 (ε), T (ε)). Hence Lemme2.1 and (3.12) show that
Taking a supremum over t ∈ [T 0 (ε), T (ε)), we get
When T (ε) ≤ T 0 (ε), (1.9) is trivial. Therefore the proof of Theorem 1 is ended.
Iteration argument
In this section, we will prove Proposition 3.1 and Proposition3.2 by iteration argument. The following integral expressions of U ′′ and V ′′ are the frame in our iteration.
Proposition 4.1 Suppose that the assumptions in Theorem 1 are fulfilled. Then, U (t) and V (t) satisfy
for t ≥ R, where C is a positive constant independent of ε and t.
Proof. Recall that p ≤ 2. Then, these inequalities can be immediately obtained by (2.14) and (2.21) in Yordanov and Zhang [20] . Therefore we shall omit the proof. The first step of the iteration is the following estimate.
Proposition 4.2 Suppose that the assumptions in Theorem 1 are fulfilled. Then, there exists a positive constant
Proof. This inequality can be proved by the same way as (2.5') in Yordanov and Zhang [20] . The key estimates, (2.4) and Lemma 2.2 in [20] , are obatined by the first and second equations in (1.1).
Let us continue to prove Proposition3.1 by making use of the two propositions above. Substituting (4.3) into U ′′ (s) in the s-integral in (4.2), we have
for t ≥ R. Putting the upper limit of the s-integral into a part of the negative power of s + R, we have
Hence we get
Cutting the domain of the ρ-integral, we have
Thus we get
where C ′ = C q+1 ε pq 2 −2nq−n n −q−1 . Next we shall set t ≥ 3R and substitute (4.4) into V ′′ (s) in (4.1). Then, it follows that
for t ≥ 3R. Here we again restrict the time interval to t ≥ a 1 R = 4R. Then, it follows from
Therefore (3.3) is true for j = 1.
Next we shall show (3.3) by induction. Assume that (3.3) for t ≥ a j R holds and C j is unknown here except for j = 1 but will be determined later on. When t ≥ (2a j + 1)R, substituting (3.3) into (4.2), we have
Here we restricted the time interval to t ≥ (2a j + 2)R and cut the domain of ρ-integral to be [0, t − (2a j + 2)R]. Then, it follows from (2a j + 1)R ≤ t − ρ − R and
. In this interval, we have
Hence we have
because of a j ≥ 1 for any j ∈ N. Therefore we obtain
(4.5)
When t ≥ (4a j + 5)R, replacing the V ′′ (s) in the right hand side in (4.1) by the last inequality above, we have
Let us again restrict the time interval to t ≥ (4a j + 6)R and cut the domain of ρ-integral to be [0, t − (4a j + 6)R]. Then, it follows from (4a j + 5)R ≤ t − ρ − R and
. Then, the inequality
holds for F (p, q, n) = 0, the ρ-integral is dominated from below by {t − (4a j + 6)R} n−1 2 n−1 (6a j ) (n−1)p(pq+2q+1)/2 × t−(4a j +6)R (t−(4a j +6)R)/2 dρ t − ρ − (4a j + 5)R log t − ρ + (8a 2 j + 22a j + 14)R 2(4a j + 5)(a j + 2)R pq((pq) j −1) pq−1 ≥ {t − (4a j + 6)R} n−1 2 n−1 (6a j ) (n−1)p(pq+2q+1)/2 × t−(4a j +6)R (t−(4a j +6)R)/2 dρ t − ρ + (8a 2 j + 22a j + 14)R log t − ρ + (8a 2 j + 22a j + 14)R 2(4a j + 5)(a j + 2)R pq((pq) j −1) pq−1 ≥ (pq − 1){t − (4a j + 6)R} n−1 2 n−1 (6a j ) (n−1)p(pq+2q+1)/2 (pq) j+1 log t + (16a 2 j + 48a j + 34)R 4(4a j + 5)(a j + 2)R (pq) j+1 −1 pq−1 .
Setting a j+1 = 4a j + 6, we get the desired inequality for j + 1; U ′′ (t) ≥ C j+1 (t − a j+1 R) n−1−(n−1)p/2 log t + (a 2 j+1 − 2)R (a j+1 − 1)(a j+1 + 2)R (nq + n + 1) p 2 npq+(n+1)p+n−1 (6a j ) (n−1)p 2 q/2+(2n−1)pq+(3n+1)p/2 (pq) j+1 .
To end the proof, we shall fix all the coefficients, C j . It follows from a j = 6 · 4 j−1 − 2 ≤ 2 · 4 j and the definition of C ′ j , (4.5), that
N j , where M = (pq − 1)C p+1 pqn p (nq + n + 1) p 2 (n−1)p 2 q+6npq+(5n+2)p+n−1 3 (n−1)p 2 q/2+(3n−1)pq+(3n+1)p/2 , N = 4 (n−1)p 2 q/2+2npq+(3n+1)p/2 pq.
This equality is rewritten as log C j+1 = pq log C j + log M − j log N.
Then, one can easily get log C j+1 = (pq) j log C 1 + Note that S j converges as j → ∞. Therefore this completes the proof of Proposition 3.1.
We omit to show the proof of Proposition 3.2 because it is almost the same as the single case in Takamura and Wakasa [19] . The difference from the proof Proposition 3.1 appears in handling of logarithmic terms. In order to prove Proposition 3.2, we should integrate the logarithmic term at every steps in the iteration while such an integration is required only to get the estimate for U ′′ (t) in the proof of Proposition 3.1.
