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In the present work, the aerodynamic performance of the Caradonna and Tung and S-76 in hover were 
investigated using a simplified concept of multiple reference frame (MRF) technique in the context 
of high-order Monotone Upstream Centred Scheme for Conservation Laws (MUSCL) cell-centred finite 
volume method. In the present methodology, the frame of reference is defined at the solver level by 
a simple user input avoiding the use of mesh interface to handle the intersections between frames of 
reference. The calculations were made for both out-of-ground-effect (OGE) and in-ground-effect (IGE) 
cases and compared with experimental data in terms of pressure distribution, tip-vortex trajectory, 
vorticity contours and integrated thrust and torque. The predictions were obtained for several ground 
distances and collective pitch angle at tip Mach number of 0.6 and 0.892.
© 2021 The Author(s). Published by Elsevier Masson SAS. This is an open access article under the CC BY 
license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
The helicopter is known by its wide versatility of flight condi-
tion with distinctive ability to take off and land from almost any 
place. Hovering near ground is one of the most important flight 
operations frequently encountered on urban mobility and emer-
gency medical and rescue services. Even though this operation is 
found on a day-by-day routine, it involves a great risk factor, es-
pecially near coastal areas. On sand terrains such as beaches or 
deserts, the close proximity to the ground restrict the in-flight vis-
ibility, due to dust or sand on the air, this phenomenon is known 
as “brown-out”. This interferes with the pilot’s sense of spatial ori-
entation and therefore increases the risk of accidents [1]. On urban 
areas, the obstacle proximity is also another risk factor since the 
aerodynamic performance is heavily influenced by its surrounding. 
This is important not only on the design concept of the helicopter 
or drones but also on noise and safety of the surrounding. How-
ever, accurately predicting this vortex dominated flow-field and 
aerodynamics is a difficult task for most commercial Computa-
tional Fluid Dynamics (CFD) codes since higher-order resolution is 
almost requirement [2].
Until ’80s, modelling hovering rotors was limited to analytical 
lifting line theory and prescribed wake models [3]. At the time, 
the current state of CFD methods were insufficient in conserving 
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1270-9638/© 2021 The Author(s). Published by Elsevier Masson SAS. This is an open accthe wake and computations of the rotor flowfield were based on 
Euler solvers formulated in a rotating reference frame using the 
Jameson’s finite volume scheme with explicit Runge-Kutta time 
stepping [4] and Navier-Stokes coupled with an external wake 
model [5]. The following decade was characterised by significant 
advances in computational power, numerical techniques and tur-
bulence modelling. Srinivasan et al. [6] used a Reynolds Averaged 
Navier Stokes (RANS) solver using an implicit, upwind, finite dif-
ference scheme on a C-H mesh topology. The authors remarked 
the role of well meshed domains and need of dissipative numeri-
cal schemes to capture the tip vortices. Higher-order computations 
introduced later that decade demonstrated efficiency in capturing 
the vortex system up to several revolutions [7]. However, even 
with this numerical advance, it still requiring a minimal mesh 
refinement in the path of the tip vortices, which is unknown be-
forehand. Traditionally, most of the CFD codes were mainly based 
on that Overset mesh methods to reproduce the blade movement 
[8,9]. Since the meshes are mainly cartesian, implementing Adap-
tive Mesh Refinement (AMR) was a natural move to automatically 
refine and coarsen the mesh locally on those complicated vor-
tex structures [10]. The 00’s was marked by the improvement of 
both higher-order schemes coupled with AMR techniques. Hari-
haran et al. [11] used a seventh-order Weighted Essentially Non-
Oscillatory scheme (WENO) on a block-structured overset meshes 
to perform Out of Ground Effect (OGE) of hovering rotor. Post-
dam et al. [12] performed a AMR steady-state solution of the 
V-22 tiltrotor using the OVERFLOW code. The numerical dissipa-ess article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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capabilities of blade-vortex interaction. Numerical simulations of 
rotors in-ground-effect (IGE) was only introduced on the follow-
ing decade. Kutz et al. [13] carried out unsteady RANS simula-
tions of a helicopter on hover and forward flight using low-order 
schemes. These computations were compared with experimental 
values showing the strong impact of the ground on the hover per-
formance and the brown-out problem. Kalra et al. [14] studied 
the effect of different tip shapes on a hovering rotor near ground 
using a third-order Monotone Upstream-Centred Scheme for Con-
servation Laws (MUSCL) scheme on the blade mesh and fifth-order 
WENO resolution on the background mesh. Detailing comparisons 
regarding the tip vortex trajectory and core size were made against 
experimental results. Hariharan et al. [15] performed hover sim-
ulations of the Caradonna-Tung rotor at several radii above the 
ground using a hybrid overset mesh-based solver with fifth-order 
accuracy. More recently, Wang and Zhao [16] presented a design 
optimization by changing the twist and chord length to improve 
the aerodynamic performance of an unmanned helicopter. Hwang 
et al. [17] assessed the ground effect of the S-76 hovering rotor for 
three blades geometries using overset unstructured mesh approach 
and high-order WENO reconstruction in the off-body regions. Hu 
et al. [18] coupled CFD with a discrete element method to inves-
tigate the dust cloud and the motion of sediment particles with 
the ground effect. Stokkermans et al. [19] uses high-fidelity CFD to 
study aerodynamic interactions between rotors of a compound he-
licopter. Pasquali et al. [20] presented a numerical and experimen-
tal correlation to predict the rotor aerodynamic in the presence of 
close ground. A research effort has been made on using this dis-
sipative numerical techniques to understand the wake-breakdown 
phenomena and braid secondary vortex [21,22]
The use of high-order schemes on block structured blocks has 
promoted the development of overset meshes to assess rotary 
wings problems. This powerful combination established this tech-
nique as standard to handle the relative motion of the blade. 
Chen-Long et al. [23] assessed the capability of the Overset and 
other methods such as sliding-mesh and moving reference frame 
to perform a low-order simulation of the hovering Caradonna and 
Tung rotor. These methods were compared in terms of velocity and 
pressure field and differences were pointed in terms of accuracy, 
mesh and convergence time. It is highlighted that sliding-mesh 
and moving reference frame are slightly less accurate than Over-
set in capturing shock waves, but they require considerable lower 
computational cost. Steijl et al. [24] presented the third-order 
MUSCL sliding-mesh work on a block structured mesh to simu-
late a rotor-fuselage interaction. This technique has been success-
fully used in LES simulations of tidal-stream turbines, presenting 
great agreement with experimental power and thrust predictions 
[25]. Ramirez et al., [26] presented a new technique to preserve 
the high-order stencil across the sliding interfaces. The moving 
reference frame simple which avoid the mesh movement by us-
ing a non-inertial mathematical formulation. It has been widely 
used in turbo-machinery [27] and rotary wings [4] applications. 
Zhong et al. [28] presented a block incomplete lower-upper de-
composition on C-H structured inviscid and Navier-Stokes solver 
written in rotating reference frame using the Osher’s approximate 
Riemann solver and MUSCL reconstruction. The findings demon-
strated enhanced convergence acceleration with larger time steps. 
In a Multiple Reference Frame (MRF), the governing equations are 
switched between frames enabling to simulate two or more do-
mains which may be either stationary or in motion. The connec-
tion between these regions is handled by a mesh interface created 
at the Computer-aided design (CAD) level. This surface is required 
exclusively for numerical purpose and has no physical meaning. 
It is mainly responsible for exchanging data between the set of 
equations for these regions. One of main drawbacks of the MRF 2
approach, is the interface location definition [29]. The position of 
the interface is relevant and when misplaced may lead to a time 
consuming procedure of changing the geometry and re-meshing. 
Moreover, meshing algorithms may struggle to maintain a good 
mesh quality when an interface is placed near the blade. In order 
to avoid this non-physical mesh interface, Remaki et al. [30] pro-
posed a simplified technique to virtually split the domain. This ap-
proach was implemented o on the second-order cell-vertex based 
CFD code, SU 2, and compared with experimental and commercial 
software for 2D and 3D cases. The algorithm was also compared 
with the classical MRF multi-zone mesh and it shows a perfect 
agreement between them. The steady-state flow assumption on 
MRF simulations is also very attractive for industrial applications 
and has shown to be accurate for several industrial problems such 
as rotor-stator in turbomachinery [31], fans [32], wind turbines 
[33] and stirred tanks [34].
In the present study, the virtual interface algorithm concept is 
extended to a high-order unstructured cell-centred solver. Solu-
tions are obtained on hybrid (mixed-element) three dimensional 
unstructured meshes using the Spalart-Allmaras turbulence model 
with rotational correction. The governing equations are discretized 
using the absolute velocity formulation, the Harten-Lax-van-Leer-
Contact (HLLC) Riemann solver [35], the spatial discretisation em-
ploys the MUSCL-MOGE variant limiter of Tsoutsanis [36]. The 
solution is advanced in time is with a Lower-Upper Symmet-
ric Gauss-Seidel (LU-SGS) implicit backward Euler time integra-
tion unless otherwise stated. The CFD solver labelled Unstructured 
Compressible Navier-Stokes 3D (UCNS3D) [37] which is validated, 
assessed and evaluated across a wide range of flow conditions 
[38–49]. The proposed algorithm is used to simulate viscous flow 
around the Caradonna and Tung [50] and S-76 [51] rotor in hover 
with and without the ground effect. The Caradonna and Tung [50]
case was chosen to validate the predicted results of pressure distri-
bution and vortex trajectory and to investigate the thrust ratio and 
vortex system for three different ground distances. The size of the 
rotational reference frame and the impact of the mesh resolution 
on the wake breakdown are discussed. The OGE and IGE predicted 
results of the rotor aerodynamic performance of S-76 [51] rotor are 
also compared with experimental data in terms of collective blade 
pitch, thrust and torque.
2. Governing equations
In order to avoid any relative motions between parts of the 
computational domain, the frame of reference is decomposed into 
two parts: rotational and stationary. This procedure is known as 
Multiple Reference Frame (MRF) and works by switching the ob-
server view of the problem. By defining an axisymmetric subdo-
main with a rotating reference frame attached to the blade at a 
particular position, an unsteady problem can be reformulated as 
steady. Then, the governing equation in each subdomain is com-
puted in a different manner. A useful mathematical approach to 
deal with more than one frame of reference is using the absolute 
velocity formulation, as it does not require special reference trans-
formation at the interface between the subdomains. In this sense, 
the governing equations at each subdomain are computed with re-
spect to its reference frame but the velocities are stored in the 
absolute frame. This allows a precise computation of the fluxes on 
non uniform meshes [4] and is widely used on turbomachinery 
applications. For each frame of reference the equations are recast 
and solved in terms of absolute variables, thereby the flow in the 
farfield is uniform but not the relative flow. The relative velocity 
components ur , vr and wr and absolute velocity components u, v
and w are related by the rotational velocity components u , v
and w in the Cartesian coordinates x, y and z as follows:
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For constant clockwise angular velocity in all components 1, 2
and 3 and the radius, r, as the distance of the element from the 
axis origin, the rotational velocity yields
u = 1 × r, v = 2 × r, w = 3 × r. (2)
The three-dimensional, compressible Reynolds Averaged Navier-
Stokes (RANS) equations are formulated in the inertial reference 
frame in the conservative form can be written as:
∂U(x, t)
∂t
+ ∇ · (Fc(U) − Fv(U,∇U) = S(U,∇U), (3)
where U is the vector of the conserved mean flow variables and 
turbulence model variable, x denotes the coordinate of a point of 
the domain, Fc and Fv are the convective and viscous flux vectors, 
respectively, and S is the source term vector due to the inertia 
forces and rotational corrected version of the Spalart-Allmaras (SA) 
turbulence model [52].
Using the absolute velocity formulation the equation (3) in the 
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where ρ is the density, p is the pressure, ν̃ is the turbulent vis-
cosity SA working variable. Assuming a calorically perfect gas, the 
total energy per unit volume is calculated by E = p/(γ − 1) +
0.5ρ(u2 + v2 + w2), where γ = 1.4 is the ratio of specific heats for 
air at normal atmospheric condition. The kinetic laminar viscos-
ity, νl , is computed by the Sutherland’s law relating the dynamic 
viscosity, (νl = μl/ρ) to the ideal gas temperature. The kinematic 3
Fig. 1. Schematic of virtual reference frame.
turbulent viscosity, νt is approximated by the SA turbulence model, 
the implementation is comprehensively described in [53].
The domain decomposition of the frame zones can be per-
formed at two stages of CFD simulation: CAD or CFD solver. The 
former splits the computational domain into two mesh blocks 
using a interface boundary condition to perform the variable ex-
change and interpolation. In this sense, these two parts are inde-
pendently created. In the latter approach, the domain is virtually 
decomposed by a geometry definition. Thereby, the elements of 
each part are identified on the solver and then treated according 
to its frame.
2.1. Virtual multiple reference frame
This approach employs a shape geometry formulation on the 
solver algorithm to identify in which reference frame the element 
is located. The rotational zone can be defined as cylinder by pro-
viding two points tridimensional coordinates (P 1 and P 2), radius 
(r) and rotational velocity (ω), as shown in Fig. 1. Using this in-
formation we can identify whether the element centre (P e) frame 
of reference; Let the rotating origin, P o , defined as the cylinder 
centre as (P o = (P 1 + P 2)/2) and the rotating axis as −−→P1 P2. The 
distance between Pe and Po is Po Pe and its vector 
−−→
Po Pe . Assum-
ing that
θ = acos(−−→Pe Pc · −−→P1 P2)/(||−−→Pe Pc||), (5)
de = abs(Po Pecos(θ)), (6)
re = abs(Po Pesin(θ)), (7)
the following criteria define at which frame the element lies:{
de <
P1 P2
2 and re < r, rotational frame
otherwise, static frame.
(8)
Fig. 2 shows in detail a schematic representation of the element 
identification and reconstruction on the virtual interface frame-
work. The element is treated in the rotational frame of reference 
(grey-filled) if its cell-centre (blue box) locates inside the virtual 
interface (red dashed line). Even though some elements have edges 
inside the virtual interface, element j for instance, they are not 
considered on the rotational frame, since their cell-centre is out of 
this zone. In order to improve the high-order reconstruction, the 
rotational velocity is computed at each Gaussian quadrature points 
(white box) taking into account its relative distance to the rotating 
axis (
−−→
P1 P2), not the cell-centre position (blue box). The main rea-
son for this choice is the gain on precision when computing the 
velocity contravariant and fluxes, especially in large tetrahedral el-
ements. Two additional computation tasks are performed on the 
calculation process to change the frame from inertial frame to ro-
tational: inclusion of extra source term and volume flux correction 
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the reader is referred to the web version of this article.)
on the face of the cells. In the context of cell-centred finite volume 
method the algorithm passes through the following procedures:
1. Identify elements which have their centroid located in the ro-
tational domain.
2. When looping the Gaussian points on fluxes calculation: com-
pute the rotational velocity taking into account their position 
relative to the rotating axis.
3. When looping the elements at the source calculation: add 
non-inertial forces.
4. When looping the elements to compute the Jacobian of the di-
agonal matrix: add Coriolis and Centrifugal contribution, equa-
tion (22).
It is worth mentioning that this virtual decomposition is easy 
to implement on open source codes such as UCNS3D and can 
be easily expanded for multi-rotor problems such as unmanned 
aerial vehicles, drones and main rotor-tail interaction. A similar 
technique is also implemented on the 2nd-order cell-vertex com-
pressible solver, SU 2 [30]. In terms of parallel computing, this 
procedure and allocation of all additional variables is applied in 
each processor. Hence, the virtual decomposition is decoupled with 
the Message Passing Interface. For more information regarding the 
domain decomposition and parallel computations the reader is re-
ferred to [43].
3. Numerical framework
The computational domain is discretized on three dimensional 
shaped elements of type hexahedra, tetrahedra, prisms and pyra-
mids. The element has a volume |V i|. An ordinary differential 
equation is achieved by integrating the equation (3) over the un-
structured mesh using the finite volume formulation, yields
dUi
dt





Fn,1c (U(xα, t))ωα |Al|





Fn,1v (U(xα, t),∇U(xα, t))ωα |Al| + Si, (9)
where Ui and Si is a volume average of the conserved variable 
and source term vectors, respectively, within the control volume 
of element i. Summation limits, N f correspond to the number of 
adjacent faces per element and Nqp is the number of quadrature 
points employed to approximate the surface integrals. |Al| is the 
surface area of the corresponding face, and α correspond to the 
Gaussian points, with coordinate vector xα and weights, ωα , over 
the adjacent face. Both weight and distribution depend on the or-
der of the Gaussian quadrature rule applied. Thereby, higher inte-
gration rule improves the flux approximation. The interface fluxes 4
are computed using extrapolated values, which are obtained from 
a polynomial reconstruction from the element-averaged data.
3.1. Spatial discretisation
The reconstruction algorithm is based on the approach given 
by Tsoutsanis et al. [54] and involves the decomposing of each 
element into unit tetrahedra. This procedure transforms the sys-
tem of equations from physical space to a reference space, this 
is performed to reduce the scaling effect inherent in stencil with 
different element size. The MUSCL method has it origins with the 
pioneering work of Van Leer [55–57] and Kolgan [58,59], Barth and 
Jepersen [60] extended the scheme by applying a limiter to reduce 
the slopes of high gradient regions and preserve monotonicity of 
the solution, so no new local extrema are created.
All polynomials, for all the faces and for all the quadrature 
points are then limited to prevent any spurious oscillations from 
contaminating the solution. This slope limiter requires the mini-
mum and maximum values from the stencil formed by the con-
sidered cell i and the direct side neighbours. The MUSCL-MOGE 
variant employed in this work the minimum and maximum values 
are determined not only from the direct side neighbours but from 
the entire stencil neighbourhood as detailed in [36].
3.2. Fluxes
The Riemann problem is solved with the approximate Harten-
Lax-van-Leer-Contact (HLLC) solver [35] for the convective fluxes. 
This is also used to deal with the convective part of turbulence 
transport equation. Taking into account the rotational velocity in-
variant, Û , on the wave speed, S , for right and left state and its 
reconstructed solution, the flux function yields:
F̂ H LLC =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F̂ − − ÛŴ −,
if 0 ≤ (S− − Û),
F̂ ∗− = F̂ − + S−(Ŵ ∗− − Ŵ −) − ÛŴ ∗−,
if (S− − Û) ≤ 0 ≤ (S∗ − Û),
F̂ ∗+ = F̂ + + S+(Ŵ ∗+ − Ŵ +) − ÛŴ +,
if (S∗ − Û) ≤ 0 ≤ (S+ − Û),
F̂ + − ÛŴ +
if 0 ≥ (S+ − Û),
(10)
where
Ŵ ∗± = ρ±




















Ŵ ∗± is calculated for the element itself or its neighbour “+”. The 
approximations of the wave speeds, S± and S∗ , are iteratively cal-
culated as explained in [61]. The rotational velocity invariant, Û , 
act as a flux correction term on the rotation zone to compute the 
relative velocity as it is on the absolute formulation in equation 
(9). This correction is performed only on cells in the rotating zone. 
Thereby, in each domain, the governing equations are expressed in 
their relative reference-frame.
For the evaluation of the viscous fluxes the unlimited k-exact 
least square reconstruction is used for the gradients and they are 
then averaged from two discontinuous states as detailed in [54,62]. 
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(∇U− + ∇U+) + α
Lint
(
U+ − U−) n, (12)
where Lint is the distance between the cell centres of adjacent 
cells, and α = 4/3 similarly to previous approaches [64,65].
3.3. Temporal discretisation
The implicit approach is much desired in steady state solutions 
of high speed flows, especially dealing with complex geometries 
in RANS problems which requires a small element to ensure a y+
lower than 1. In order to accelerate the solution towards steady 
state, the time step is computed locally taking into account the 
absolute velocity and the minimum edge at each element. Thereby, 
the solution advances in time with the maximum permissible time 
step of the control volume.
Since the goal is a steady state flow, the time step is com-
puted locally taking into account the rotational velocity and the 
minimum edge of each element. In such a technique, the solu-
tion advances in each control volume with maximum permissible 
time step and thereby accelerate the convergence. The method 
marches in time using the Lower-Upper Symmetric Gauss-Seidel 
(LU-SGS) and implicit backward Euler time integration schemes, 
as it presents advantages in terms of parallelisation and computa-
tional cost. The finite volume formulation shown in equation (9) is 




where Ri is the right-hand side residual of the conservative equa-
tion, which convergence approach the machine precision. Employ-








= Ri . (14)








where Ri tends to be equal to zero and 
∂Rni
∂U is the flux Jacobian, 
which contains the linearisation of convective and viscous flux vec-








dUi = Rni , (16)
where I stands for the identity matrix. Once the linear system is 
solved, the solution at each element i is simply updated as Un+1i =
Uni + dUi .
The residual is linearised by a first order approximation of the 
numerical flux using the Rusanov flux function as
Ri(Ui,U j,nij) = 12 (F
nij
c,v(Ui,∇Ui) + (Fni jc,v(U j,∇U j)))
− 1
2
|λi jc + λi jv |(U j − Ui), (17)




c = |Vi j.ni j| + aij, λi jv = μi j
ρ |x − x | , (18)i j j i
5
Table 1
Mesh specification for the rotational size influence simulations of the Caradonna 
and Tung [68] rotor flow.
Mesh Blade elements Volume elements [106]
Upper Lower Span Total Hexa Tetra Pyra Prism Total
Mesh 0 72 72 69 11318 0.62 0.78 0.12 0.04 1.57
Table 2
Rotational Frame zone size.




where ni j is the normal vector to the element interface, Vi j is the 
contravariant absolute velocity at the face j on the cell i and aij is 
the speed of sound.
The linearisation of the Rusanov flux of equation (17) gives the 






















The linear system of the form A X = B in equation (16) is solved 
by its factorisation into three parts given by the following equa-
tion:
(D + L)dU∗ = R(D + U )dU = DdU∗, (20)
where U∗ is the intermediate state and the lower, diagonal and 







































0 0 0 0 0
0 0 −ω3 ω2 0
0 ω3 0 −ω1 0
0 −ω2 ω1 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎦ , (22)
and it is added directly on the diagonal component to keep its 
dominance [66]. The diagonal elements of the matrix are stored 
and inverted directly and the off-diagonal ones are calculated at 
every stage. No numerical test were performed to evaluate the con-
tribution of this term on the diagonal dominance of the matrix, 
however its inclusion has shown desirable convergence properties 
[67].
4. Results
In order to provide a strong level of correlation between the 
prediction and experimental, the accuracy of the developed frame-
work is evaluated on two distinct hovering rotorcraft flow cases: 
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Fig. 3. Influence of mesh resolution at the interface with three rotational domain sizes: small (left), baseline (centre), big (right).Fig. 4. Pressure coefficient at r/R = 0.97 for different rotational domain sizes.
Caradonna and Tung [68] and S-76 [51]. This choice was mainly 
based on the geometry information available and flow properties. 
Both cases have experimental data without the fuselage. It is well 
know that fuselage has a non-negligible effect on the main rotor. 
Including the fuselage modelling significantly increases the com-
plexity of the rotor analyses in terms of geometry fidelity and 
mesh generation. Second, this experimental dataset covers a great 
range flow regimes, in terms of Mach tip velocity, angle of attack 
and ground effect. For a full description of the geometry and de-
tails of the experimental test data, the reader should refer to [68]
and S76.
4.1. Rotational domain size influence
After a consistent refinement study on the blade, the compu-
tational mesh of 2.5M element was selected to perform a study of 
the impact of the rotational subzone size on the solution. The spec-
ifications of the meshes are shown in Table 1. The computational 
domain has a cylindrical shape with 35 radii in each direction, 
in which the rotor is placed at the centre. An angular velocity of 
265.9 rad/s is applied to rotational domain, and at the farfield at 
the outer surfaces. The no-slip adiabatic wall boundary conditions 
are applied to the blade. Quadrilateral elements were used on the 
blade wall due to its benefits on capturing the surface preserving 
its curvature near the leading edge. These elements grow at 1.2 ra-
tio on layers normal to their base forming a dominant hexahedral-
type elements. The first wall cell distance of 2 × 10−6 m is set. 
The volume elements on the rest of domain were generated by 
the advancing front mesh algorithm [69]. It is important to state 
that no local refinement was applied on this mesh, and larger ele-
ments are expected away from the blade. Thereby as the rotational 6
domain increases, it would be poorly defined and less resemble a 
revoluted surface, in this case a cylinder. Three different sizes were 
assessed in this analysis: Small, Baseline and Big, as shows Table 2. 
The main difference among them is the length and radius of the 
rotational domain.
The effect of the domain size on the computed pressure coef-
ficient and velocity profile at the interface, Figs. 4 and 3 respec-
tively. There is no significant difference related to the rotational 
frame size. However, this region must be treated carefully as it im-
pacts the numerical stability of the solver. Regions far from the 
rotor are mainly populated with large tetrahedral elements, es-
pecially using advancing front and Delaunay meshing algorithms. 
Large growth ratio on elements at the virtual interface damage the 
stability of the iterative solver. We believe this numerical detri-
ment is mainly due to the high stiffness of the equation at large 
jump in element size across neighbours. This impact not only the 
gradient calculation at this location but also the linear solver. Since 
it also detriment the diagonal dominance of linear system. Numer-
ical tests using hexahedral dominants meshing algorithms, such as 
Voxel, indicate an improvement on the interface definition and the 
stability of the linear solver, but it significantly increases the num-
ber of cells. In terms of wake physics capturing, previous work 
concerning the rotational domain size, which uses a mesh inter-
face to handle the reference frame regions, suggests keeping the 
domain large contributes to decreased numerical errors due to in-
terpolation exchange between the domains [29]. However, other 
numerical works using a VMRF technique on cell-vertex discretiza-
tion show good agreement with both multi-zone MRF and exper-
imental data [30], even in cases within small gap between rotor 
and stator.
4.2. Wake Mesh refinement
The rotorcraft physics is clearly recognised by its particular 
strong vortical structures which develop at the tip of the blade. 
At each rotation, the blade interacts with the vortex generated by 
its previous passage. This phenomenon, known as Blade-Vortex In-
teraction (BVI), is one of the most complex feature of hovering 
flows and highly sensitive to the numerical approach and spatial 
resolution [70]. It also significantly affects the rotor aerodynamic 
performance. An accurate computation of the wake trajectory and 
strength is much desired and challenging in rotor flow analysis. 
Dealing with such a high diffusive physics requires a local mesh re-
finement along the tip vortex trajectory, which are not known be-
fore the simulation starts. Automatic mesh refinement techniques 
are much desired but require a complex element decomposition in 
the solver computation. Typically, second-order schemes would re-
quire 20 to 30 points across the core of the vortex to numerically 
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Table 3
Specification of the meshes, employed for the simulations of the Caradonna and Tung [68] rotor in ground effect flow.
Mesh Blade elements Wake size [-/c] Volume elements [106]
Airfoil Span Total Length Element Hexa Tetra Pyra Prism Total
Coarse 80 97 7858 15.7 0.52 0.72 1.58 0.08 0.02 2.4
Medium 80 97 7858 15.7 0.23 0.72 6.74 0.81 0.02 7.5
Fine 180 159 29683 22.5 0.091 1.62 13.5 0.30 0.03 15.4
Fig. 5. Velocity contour at wake of MUSCL2 at three mesh size: a) 7M element, b) 15M element.Fig. 6. Pressure coefficient at r/R = 0.97 for all orders.
convect the vortices without being largely dissipated [15]. Higher-
orders schemes, on other hand, are quite useful to capture these 
highly diffusive regions but still needing some degree of local re-
finement.
A refinement study on both blade and wake was performed us-
ing only low-order schemes to assess the multiple frame capability 
in capture the wake and then the mesh is selected to higher or-
der computations. For all simulations, the rotational zone has set 
according to the baseline size showed on Table 2. Through a con-
sistent refining process on the blade and wake, three mesh levels 
was generated ranging from 2.5 × 106 to 15.4 × 106 elements, as 
tabulated in Table 3. A local refinement is performed at the tip 
blade radial station (r/R = 1) at near wake, covering up to 160 
chords downstream the rotor. Fig. 5 shows the velocity magni-
tude contour at the near wake on those meshes. It is clear the 
improvement on capturing the wake velocity magnitude decay as 
the element size decreases. It is also noted that the virtual inter-
face has no significant effect on the wake profile. As result, the 
Fine mesh was down-selected to perform the higher-order compu-
tations.
Fig. 6 shows the effect of the numerical-scheme order on cap-
turing the pressure profile at the tip blade, r/R = 0.96. The flow at 
this section is highly influenced by the tip vortex and characterised 7
Fig. 7. Vortex age and trajectory of computed solutions in terms of vortex radial 
contraction (a) and downwash rate (b) against azimuth angle compared with exper-
iment.
by a shock at x/c ≈ 0.25. The impact of the numerical dissipa-
tion on the pressure profile is clear. The low-order predictions 
struggle to capture sharp pressure drop and its recovery, present-
ing small spurious oscillations at 0.35 < x/c < 0.6. While on the 
higher-order solutions are in good agreement with the experiment 
through entire span section.
Fig. 7 shows the predicted tip vortex trajectories of the com-
puted solutions compared with the experiment hot-wires measure-
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Fig. 8. Iso-vortex surfaces coloured by vorticity magnitude contours comparing the effect of order resolution of vortex wake.ments [68] and prescribed wake models [3]. In comparison to the 
experimental data, the vortex radial contraction, Fig. 7(a), is well 
predicted by computations up to the first blade passage. After this 
point the computed solutions overpredict the vortex contraction. 
This deviation may be associated the effect of the rotor hub which 
is neglected in the present computational model. The fourth-order 
scheme performs slightly better than others, however the effect on 
the numerical scheme on the radial contraction is negligible. Over-
all, the computed solutions of the vortex contraction agree with
the prescribed Kocurek wake models [3]. Fig. 7(b) it can be seen 
that the CFD results accurately predict the slow convection of the 
tip vortices seen in the vertical displacement (Z/R) up to a full 
cycle.
Fig. 8 shows the helical wake structure of the tip vortex us-
ing the same level of iso-vorticity contours. It is clear the ad-
vantages of using higher-order schemes on convecting the vor-
tex structure downstream the rotor. It improves the predictions 
of the wake sheet and vortex tip flow phenomena, preserving 
the helical vortex filaments up to several radii downstream the 
rotor. Looking at the second-order prediction, the wake system 
evolves downstream the rotor before being consumed by the ring-
vortex. It is noticeable how this scheme struggles to deal with 
the large amount of diffusion. This numerical nature contributes 
to the vortex system settle down and achieves this stable ring 
state structure as seen on the couple radii downstream the ro-
tor. As the wake is transported downwards, it can be clearly seen 
the interaction primary and secondary structures, which stretch 
between the tip vortices making an S-shaped path also seen ex-
perimentally [71]. The presence of the vortex-ring close to the 
rotor blade contributes to a larger induced flow and under pre-
dictions of thrust coefficient [15]. On higher-order calculations, the 
ring vortex persists on the converged solution, but it is pushed 
further down. As we increase the scheme-order, it becomes more 
evident how the helical system convects down and breakdown 
toroidal vortex into smaller scales. It can be seen that the horse-
shoe vortices once present on low-order scheme strain into vor-
tex tube as the numerical dissipation decreases. This behaviour 
is also seen in similar works regarding the influence of the lo-
cal mesh refinement on the vortex wake breakdown [22]. It is 
worth to highlight capturing in detail this wake breakdown is chal-
lenging for unstructured solver without an automatic refinement 
meshing algorithm. Until recently this secondary vortex produc-
tion has been seen as overemphasized by high-order solutions and 
not believe to be an accurate physical phenomenon, but state-of-
the-art volumetric flow measurement has confirmed its through 8
Fig. 9. Iso-vortex surfaces coloured by vorticity magnitude with VMRF interface in 
detail on fourth-order MUSCL.
the Lagrangian volumetric PIV variant technique [71]. The reason 
for these phenomena are not known at the time and research 
concerning computed wake breakdown physics still ongoing. For 
a detailed overview of the recent advancements the reader must 
refer to recent papers published at the AIAA Hover Workshop 
[21,72,73].
Fig. 9 shows in detail the iso-vortex surface of the fourth-order 
MUSCL simulation coloured by vorticity magnitude detailing the 
mesh at resolution at the interface. An interesting phenomenon 
is seen regarding the helicity of the tip vortex on the wake. It 
is not clear if helicity of the vortex system it is damaged by un-
structured mesh stretching [21] or interface between the frames. 
In order to investigate the nature of this issue, an additional com-
parison with single rotating reference frame simulation was carried 
out using the same mesh on second-order MUSCL as can be seen 
in Fig. 10. It is noteworthy that there is no significant difference 
on the preservation of the tip vortex trajectory and structure be-
tween the MRF and the SRF simulations. However, it is interesting 
that the wake breakdown and ring vortex are captured only on 
the MRF. This issue may be related to a number of factors that 
still on development research such as turbulent energy transfer 
[74], turbulence modelling, stretched mesh [21] and local refine-
ment [22].
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Fig. 10. Comparison of iso-vortex surfaces between MRF (left) and SRF (right).
Table 4
Specification of the meshes, employed for the simulations of the Caradonna and Tung rotor in ground effect flow.
Mesh Blade elements Wake size [-/c] Volume elements [106]
Airfoil Span Total Length Element Hexa Tetra Pyra Prism Total
Z/r = 0.5 180 159 59374 3.0 0.16 2.3 12.9 0.30 0.04 15.6
Z/r = 1.0, 180 159 59374 6.0 0.25 2.3 9.08 0.3 0.04 11.7
Z/r = 1.25 180 159 59374 7.5 0.16 2.32 20.9 0.30 0.04 23.54.3. In-ground effect
4.3.1. Caradonna-Tung rotor
In order to assess the efficiency of the Multiple Reference 
Frame near wall surfaces, the hovering Caradonna and Tung ro-
tor was placed near ground at three different distances (Z/R =
0.5, 1.0, 3.0) as shown in Table 4 and Fig. 11. The local refinement 
was applied on the wake region. Inviscid wall conditions was set at 
the ground in order to avoid an excessive number of elements. The 
rotational zone was kept as the same size as showed previously 
on the wake refinement section. A Courant-Friedricks-Lewy (CFL) 
number is fixed to 20, which is computed based on the smallest 
edge in the spatial domain. As in the previous solutions, the simu-
lation running strategy is tailored for convergence acceleration; the 
second-order solution is used to initialise third-order simulations 
and subsequently the later is used for the fourth-order.
Fig. 12 shows iso-vorticity magnitude surfaces at the three dif-
ferent height above the ground. At the blade root, a strong upwash 
flow is observed on the IGE computations, in contrast to the OGE. 
The vortex-ring once present not far from the rotor in OGE sim-
ulations, on IGE it spreads due to the ground presence. The wake 
impinges on the ground and rolls up due to the influence of the in-
coming flow. The ground acts as a barrier constrain the flow in the 
axial direction, then it expands radially as it reaches the ground. 
This contact formation of a well-defined ring-like vortex structure 
under the rotor is known as ground vortex. It is clear the improve-
ment of the higher-order schemes on capturing the development 
of the ground vortex and its breakdown into the braid vortex near 
ground. The dissipative nature of these schemes provides in more 
detail the information about the formation of intense vortex struc-
tures due to the proximity to the ground, such as the horseshoe 
vortex mixing in many directions and scales. This complex wake 
system would also contribute to explain the dust transport mix-
ing when the rotor is hovering/lading near dusty-ground terrains. 
Note that the ring-like structure expands in size as it reaches the 9
ground. For the IGE calculations of Z/R equal to 0.5, 1.0 and 1.25 
it touches the ground at 1.3, 1.11 and 1.07 radii, respectively. It 
should be highlighted that capturing these structures are challeng-
ing for unstructured meshes. It also should be considered that 
the free-slip condition applied at the ground surface may cause 
a significant effect on promoting this radial expansion. Results of 
other numerical works also shown that the ground vortex is at 
least three times as strong as the tip vortices shed by the rotor 
[75]. Fig. 13 plots the near-ground to out-ground thrust ratio at 
the three rotor positions computed here and compares it with his-
torical data, image-vortex theory and other numerical predictions 
(data collected from [15]).
Fig. 14 shows slice view vorticity and velocity magnitude con-
tours for the Z/R = 0.5, respectively, detailing the mesh of the 
virtual interface. Through all IGE solutions, it is noted that this in-
terface has no significant effect on the velocity magnitude of the 
flow as it remains continuous at the interface. Concerning the vor-
ticity magnitude, there is small effect on the helicity of the blade 
tip vortex as it move from the rotational frame to the stationary 
frame. The tip blade vortex strength seems to be more easily dissi-
pated on the stationary frame. As this strong core structure passes 
through the interface, it seems to be dissipated at faster decay. 
This behaviour may be associated to gradient-diffusion approxima-
tion of the turbulence model on the rotational and inertial frame. 
Theoretical analysis suggests differences due to the rapid turbu-
lent energy transfer rate due to the rotation and its relation with 
the helicity, an axial energy flux correction in rotating turbulence 
modelling has been recently proposed by [74].
To investigate the effect of the ground on the rotor wake, the 
predicted tip vortex trajectories are compared in Fig. 15 in terms of 
vortex age. The computations of the fourth-order accurate MUSCL 
are presented for radial and vertical positions for a range of the az-
imuth angle from zero to 400 degrees. For the radial contraction, 
Fig. 15(a), the results of the OGE simulation show great agreement 
with prescribed wake-models of Kocurek-Tangler [3]. Taking into 
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Fig. 11. Mesh cut planes of IGE mesh for the Caradonna and Tung rotor.
Fig. 12. Iso-vorticity surface at different ground distance on Caradonna rotor comparing the effect of the spatial accuracy order on the wake vortex.Fig. 13. Comparison of computed thrust gain with image-vortex theory [76] and 
other numerical works [15].
account the ground effect, the IGE and OGE are quite similar up to 
the first blade passage at 180 degrees, in which the tip vortex con-
tract radially. After this point the slope for IGE simulations changes 
considerable, especially for Z/R = 0.5, as the tip vortices start to 
expand as it approaches the ground. In terms of vertical displace-
ment (z/R) of the tip vortices seen in Fig. 15(b), apart from small 
fluctuations for Z/R = 0.5 there is no significant differences be-
tween OGE and IGE calculations. Up to the first passage a slow 
convection is seen in vertical displacement. With the presence of 
the other tip vortex from the previous blade, the downwash de-
cay of the vortex system appears to be faster. The presence of the 10ground seems to have no effect when compared to the change in 
the downwards velocity caused by the blade.
The tip vortex core size is measured based on the same vor-
ticity magnitude level for both IGE and OGE simulations. Fig. 16
shows the growth of the vortex core radius normalized by the 
chord (c = 0.1905 m). The tip vortex experiences a rapid growth 
of radius up to 30 deg. Then, it remains about the same size un-
til the blade passage, where it suddenly contracts due to the BVI 
as shown in the detail. Overall, in terms of vortex core size there 
is no direct correlation with the ground distance, even though it 
experiences a considerable change in shape due induced flow, es-
pecially after 240 degrees age at Z/R = 0.5.
4.3.2. S-76
Among the experimental available, the S-76 rotorcraft is one of 
the main benchmark case for near ground and has been used as 
validation case for many numerical studies [17]. The experimen-
tal study was conducted in a 1/4.71 scaled hovering rotor. The 
4-bladed rotor is based on the aerofoil profiles, with a linear twist 
of 10 deg along the blade’s span. The rotor has the radius of 56.1 
inches and 3.1 chord length. The rotor performance was measured 
for several collective pitch angle operating at Mach tip number of 
0.55, 0.6 and 0.65 using five tip shapes. The ground effect was con-
sidered at three different height-to-radius (z/R) ground positions 
[51]. This vast experimental dataset consists of many rotor scenar-
ios combinations with isolated main rotor, fuselage and tail rotor.
In the present study, the simulations were performed for iso-
lated main rotor using the swept-tapered tip blade at tip Mach 
number of 0.6 and collective pitch of 9. Two flight configurations 
are assessed here, out-ground and the near-ground (z/R = 0.75). 
For this rotor, the OGE simulation was mainly used for a prelim-
inary comparison for the IGE computations. Then, the IGE sim-
ulations, were extended for collective pitch angles of 7 and 11 
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Fig. 14. Contour of vorticity (a) and velocity (b) magnitude detailed at the interface for Caradonna and Tung rotor at Z/r = 0.5.Fig. 15. Vortex age and trajectory of computed solutions in terms of vortex radial 
contraction (a), downwash rate (b) and against azimuth angle compared with ex-
periment.
degrees. In order to reduce the number of elements the flow is as-
sumed as axisymmetric and then the periodic condition was used. 
For all simulations, the computational domain has a quarter of a 
cylindrical shape with radius of 15R and length of 17R. To apply 
periodicity that the symmetry plane, a cylinder shape hub extend-
ing from the whole axial direction with 5% radius rotor R. The 
ground was treated as free-slip wall to avoid an excessive num-
ber of elements at this location. The mesh refinement strategy is 
conducted in similar manner as previous case, the meshes are gen-
erated based on the number of points on the aerofoil section, blade 11Fig. 16. Size of the vortex core versus wake age (in degrees) for the Caradonna and 
Tung rotor.
Fig. 17. Thrust force convergence for the IGE solution at pitch angle equal to 9 de-
grees.
span and regions of interest. The mesh details of the meshes used 
on the OGE and IGE cases are tabulated in Table 5. For both cases 
50 prismatic layers are placed at boundary layer, with the first el-
ement height of 1.0 × 10−6 m. In terms of refinement, the main 
difference between those meshes is related at the wake. On the 
OGE mesh, the volumetric local refinement is applied only at the 
tip blade (r/R = 1) near the wake covering up to 0.7 rotor radii 
downstream the rotor. While on the IGE mesh refinement cover a 
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Fig. 18. Comparison of pressure coefficient distributions between IGE and OGE at collective pitch angle of 9 deg at different radial sections.Fig. 19. Schematic of the computational mesh and boundary conditions for IGE and 
OGE simulations.
cone-shaped volumetric region between the rotor and the ground 
as shows Fig. 19.12The hover solutions are highly unsteady with challenging con-
vergence. Having near-zero velocity makes this equation system 
numerically stiff, especially using more than one reference frame 
with additional strong source term on a selected part of the do-
main. Steady-state solutions were achieved using implicit Jabobi it-
eration algorithm using a CFL number fixed to 10. The convergence 
of the integrated load on the blade for the 9 degrees with IGE so-
lutions, shown in Fig. 17, has seemingly converged within couple 
thousands iterations. The simulation running strategy is tailored 
for convergence acceleration; the second-order solution is used to 
initialise third-order simulations and subsequently the later is used 
for the fourth-order It can be seen that the computation in all or-
ders has run long enough to the point that the relative difference 
between the previous time-step is unnoticeable.
In Fig. 18 the pressure coefficient along the chord is compared 
between IGE and OGE flow conditions for three blade sections. The 
difference of pressure distribution between IGE and OGE predic-
tions is relatively small, except the pressure peaks at the leading 
edge, especially at low blade span station (r/R = 0.2). Other works 
using seventh-order WENO simulations under the same flow con-
ditions present similar values [17].
To investigate the accuracy of the Multiple Reference Frame in 
terms of integrated load, the computed results for the pitch angle 
of 9 degrees are selected as tabulated in Table 6. The compar-
ison is made between the rotor not only with and without the 
ground effect but also concerning the numerical spatial order. The 
comparison is made using three main parameters: trust coefficient 
(Ct ), torque coefficient (Cq), and Figure of Merit (FoM). The results 
re also compared to the experiment [51] in order to measure the 
improvement in accuracy within the computational cost. For the 
OGE predictions, it can be seen that both Ct and Cq are under-
predicted. A small improvement on the torque coefficient as we 
increase the order. As the FoM is an relation between Ct and Cq
(F oM = C3/2t /(
√
2Cq)), this improvement in accuracy with the or-
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Table 5
Specification of the meshes employed for the simulations of S-76 rotor.
Mesh Blade elements Wake size [-/c] Volume elements [106]
Airfoil Span Total Length Element Hexa Tetra Pyra Prism Total
OGE 50 600 74410 6.3 0.52 1.69 6.64 0.5 0.04 8.89
IGE (Z/R=0.75) 50 600 74410 12.7 0.09 2.98 14.79 0.58 0.05 18.4
Table 6
Predicted aerodynamic performance parameters for S76 rotor at collective pitch 9 degrees.
OGE (experimental error) IGE (experimental error)
MUSCL2 MUSCL3 MUSCL2 MUSCL3
Cq/σ 0.00551 (−3.50%) 0.00549 (−3.85%) 0.00555 (−4.81%) 0.00588 (0.90%)
Ct/σ 0.073223(−2.40%) 0.07403 (−1.32%) 0.08596 (4.64%) 0.08485 (3.28%)
FoM 0.674579 (−0.08%) 0.688348 (1.95%) 0.85212 (12.45%) 0.78834 (4.03%)
Fig. 20. Comparison of predicted and experimental aerodynamic performance parameters for S-76 rotor with ground effect against collective pitch angle: (a) blade loading 
coefficient Ct/σ (where σ is rotor solidity), (b) torque coefficient C Q /σ .
e der can be misread if we look at the FoM solely. For the IGE results, 
the improvement with a more diffusive numerical scheme is more 
evident. While the thrust coefficient computed using low-order 
scheme under-predict the experimental value, the highest order 
over-predict it just a bit. The increase in the computed thrust due 
to the in ground effect is 14.6% while the experiment report ap-
proximately 10.4%. Overall, the predicted figure of merit compares 
well with the experiment for both cases.
In Fig. 20 the predicted blade loading (Ct ) and torque coeffi-
cient (Cq) for three collective blade pitch angle for IGE simulations 
are compared with the experimental data. Both coefficients are
normalized with the rotor solidity (σ ). It is interesting that the 
computed integrated thrust is slightly over predicted high collec-
tive pitch angle and overshoot for the lowest degree. Overall, for 
all three collective pitch angles, the computed aerodynamic perfor-
mance parameters Ct and C Q agrees well with experimental data.
5. Conclusion
In the present paper, a MRF algorithm was applied in a high-
order unstructured mixed mesh flow solver to simulate two he-
licopter rotors in hover with and without the ground effect. The 
domain decomposition into rotating and stationary frames was de-
fined at the solver level, avoiding the use of an interface mesh sur-
face defined at CAD. The numerical solutions were compared with 
available experiment data, such as vortex trajectory, thrust, torque 
and pressure coefficients. The flow behaviour of the vortex system 
for both IGE and OGE conditions were also analysed. The resolu-
tion of the vortex path and wake breakdown were considerably 
improved with increased scheme order. It is shown that the MRF 
algorithm coupled with a high-order spatial accuracy enhances the 13prediction of the aerodynamic performance of helicopter blades in 
hover with and without the ground effect.
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