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Abstract
In this thesis, we study the trigonometric and elliptic Cherednik algebras.
In the first part, we give a Lie-theoretic construction of the trigonometric Chered-
nik algebras of type BC,. We construct a functor from the category of Harish-
Chandra modules of the symmetric pair of type AIII to the category of representa-
tions of the degenerate affine and double affine Hecke algebra of type BC. We also
study the images of some D-modules and the principal series modules.
In the second part, we define the elliptic Dunkl operators on an abelian variety
with a finite group action. Using these elliptic Dunkl operators, we construct a new
family of quantum integrable systems.
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Introduction
An affine Hecke algebra is a certain associative algebra that deforms the group algebra
of the affine Weyl group. Ivan Cherednik introduces generalizations of affine Hecke
algebras, called double affine Hecke algebras (DAHA) or Cherednik algebras. Using
this he proves the Macdonald's constant term conjecture for Macdonald polynomials.
The double affine Hecke algebras have two main degenerations: the trigonometric
degeneration which produces the degenerate double affine Hecke algebras (dDAHA) or
trigonometric Cherednik algebras, and the rational degeneration which produces the
rational Cherednik algebras. The degenerate affine Hecke algebra (dAHA) or graded
Hecke algebra introduced by Lusztig and Drinfeld, can be defined as a subalgebra of
the trigonometric Cherednik algebra.
In [E2], the author define global analogues of rational Cherednik algebras, attached
to any smooth complex algebraic variety X with an action of a finite group G. When
X is a vector space and G acts linearly, it reduces to the usual rational Cherednik
algebras. When X is an abelian variety and G is a crystallographic complex reflection
group, we get the elliptic Cherednik algebra.
This paper contains the following two parts corresponding to the studies of the
trigonometric Cherednik algebra and the elliptic Cherednik algebra.
Part I: Trigonometric Cherednik algebras and Schur-Weyl type functors '
The paper [AS] gives a Lie-theoretic construction of representations of the dAHA of
type A,_ 1 . Namely (see [CEE], section 9), for every sIN-bimodule M, an action of
the dAHA 'H of type A_ 1 is constructed on the space Fn(M) := (M 0 (CN) fn)slN
'The results of this part are contained in [EFM), [Ma].
where the invariants are taken with respect to the adjoint action of 'sN on M. This
construction is upgraded to a Lie-theoretic construction of representations of dDAHA
of type A,_ 1 [CEE], Section 9. Namely, for any D-module M on SLN, the paper [CEE]
constructs an action of dDAHA 7U with parameter k = N/n on the space F,(M),
such that the induced action of the dAHA N C M coincides with the action of [AS],
obtained by regarding M as an s(N-bimodule via left- and right-invariant vector fields
on SLN.
In the first part of this paper, we give an analog of the constructions of [AS]
and [CEE] for dAHA and dDAHA of type BCn, which gives a method of obtaining
representations of these algebras from Lie theory. Specifically, given a module M
over the Lie algebra g := g[N, we first construct an action of the dAHA H of type
Bnon the space F,,,,(M) of p-invariants in M 0 (CN)On under the subalgebra to :=
(gpEg[q)fs[N c g, where q = N -p, and p C C is a parameter (here by t-invariants
we mean eigenvectors of to with eigenvalues given by the character yx, where x
is a basic character of to). In this construction, the parameters of H are certain
explicit functions of p and p. Thus we obtain an functor F,p,[, from the category
of g[N-modules to the category of representations of N. It is easy to see that this
functor factors through the category of Harish-Chandra modules for the symmetric
pair (g[N,9 gpgq) , so it suffices to restrict our attention to Harish-Chandra modules.
In particular, the result functor after this restriction, i.e. the functor from the category
of Harish-Chandra modules to the category of representations of H, is exact. 2
Then we upgrade this construction to one giving representations of dDAHA RH
of type BCn. Namely, let G = GLN, and K = GL, x GL, C G. Then for any A-twisted
D-module M on G/K (see Section 2.2.1 for the definition) we construct an action of the
dDAHA M of type BCn on the space Fn,,,,(M). In this construction, the parameters
of 7U are certain explicit functions of A, y, and p. Moreover, the underlying represen-
tation of R coincides with the representation obtained in the previous construction,
if we regard M as a glN-module via the vector fields corresponding to the action of G
2 Unfortunately, Fnp, is not exact without this restriction. The reason is the functor of g-
invariants for a semisimple Lie algebra g is only exact on the category of Harish-Chandra modules.
on G/K. Thus we obtain an functor F , from the category of A-twisted D-modules
on G/K to the category of representations of 7H(. This functor factors through the
category of K-monodromic twisted D-modules, so it suffices to restrict our attention
to such D-modules. In particular, the result functor after this restriction, i.e. the
functor from the category of K-monodromic twisted D-modules to the category of
representations of 7-H, is exact. 3
Finally, we study the image of some objects under these functors. For the double
affine case, we consider a subcategory of the category of twisted D-modules and
study its image under the functor F',. For the affine case, we consider the principal
series modules and study their images under the functor Fn,,,,. It is shown that
the principal series representations of U(p, q) are mapped by the functors to certain
induced modules over the dAHA.
Part I: Elliptic Cherednik algebras and quantum integrable systems
Classical and quantum integrable many-particle systems on the line have been a hot
topic since 1970s. Among these, especial attention has been paid to Calogero-Moser
systems with rational, trigonometric, and elliptic potential; some of the important
early papers on this subject are [C1, S, M, C2, CMR, OP1, OP2, K); see also the re-
views [OP3, OP4]. In particular, in [OP1, OP2], Calogero-Moser systems are general-
ized to the case of any root system, so that the many-particle systems of [C1, C2, S, M]
correspond to type A.
There are a number of ways to construct Calogero-Moser systems and to prove
their integrability. One of them is proposed in the paper [BFV] which introduces the
elliptic counterparts of Dunkl operators (so-called the Elliptic Dunkl operators) for
Weyl groups. Another version of such operators are considered by Cherednik [Chl],
who uses them to prove the quantum integrability of the elliptic Calogero-Moser
systems. It is conjectured in [BFV] that using the elliptic Dunkl operators one can
show the integrability of the quantum elliptic Calogero-Moser system.
3 Similar to the affine case, F , is not exact without this restriction.
4The results of this part are contained in [EM1], [EFMV].
In the second part of this paper, we first define the elliptic Dunkl operators for
any finite group G acting on a (compact) complex torus' X. We attach such a set
of operators to any topologically trivial holomorphic line bundle L on X with trivial
stabilizer in G, and any flat holomorphic connection V on this bundle. In the case
when G is the Weyl group of a root system, and X is the space of homomorphisms
from the root lattice to the elliptic curve, our operators coincide with those of [BFV].
We prove that the elliptic Dunkl operators commute, and show that the monodromy
of the holonomic system of differential equations defined by them gives rise to a family
of |G|-dimensional representations of the Hecke algebra 7((X, G) of the orbifold X/G,
defined in [El]. In the case of Weyl groups, the algebra H,(X, G) is the double
affine Hecke algebra (DAHA) of Cherednik [Ch2] Section 2.12.1, while in the case
G = Sn x (Z/CZ)", n = 2, 3,4, 6, it is the generalized DAHA introduced in [EGO], and
we reproduce known families of representations of these algebras. We also explain
how to use the elliptic Dunkl operators to construct representations from category
o over the elliptic Cherednik algebra, i.e. the Cherednik algebra of the orbifold X/G
defined in [El].
Then we use the elliptic Dunkl operators of [EM1] to attach a family of classical
and quantum integrable systems to every finite irreducible crystallographic complex
reflection group G, i.e. a finite irreducible complex reflection group acting faithfully
on a complex torus X (preserving 0). 6 When G is a real reflection group (i.e., a Weyl
group), our construction reproduces the elliptic Calogero-Moser system attached to G
(in fact, in the BC, case it reproduces the full 5-parameter Inozemtsev system, [I]).
On the other hand, when G is not real, we obtain new examples of elliptic integrable
systems.7 In particular, this proves the conjecture in [BFV].
The main idea of our construction is to consider the classical Calogero-Moser
Hamiltonians (constructed by Heckman's method, as G-invariant polynomials of clas-
5We note that although we work with a general finite group G, the theory essentially reduces to
the case when G is a crystallographic reflection group ([GM],5.1), because G can be replaced by its
subgroup generated by reflections.
6 Such groups are classified by Popov [Po] (see also [M]).
7We note that these new integrable systems do not have a direct physical meaning, since their
Hamiltonians are polynomials in momenta of degree higher than 2.
sical Dunkl operators), and substitute the elliptic Dunkl operators for momentum
variables, and the dynamical parameters A for the position variables. Our main re-
sult is that the resulting operators are regular in A near A = 0 (i.e., this construction
provides the cancellation of poles asked for in [BFV]). Thus we can now set A = 0 and
obtain a collection of G-invariant commuting operators. If we restrict these operators
to the space of G-invariant functions, they become differential operators, and thus
yield the desired integrable system. We also give a geometric construction of elliptic
integrable systems, as global sections of sheaves of elliptic Cherednik algebras for the
critical value of the twisting parameter.
Part I
Trigonometric Cherednik algebras
and Schur-Weyl type functors
Chapter 1
Trigonometric Cherednik algebras
1.1 Degenerate affine and double affine Hecke al-
gebras
Let I be a finite-dimensional real vector space with a positive definite symmetric
bilinear form (-, .). Let {c} be a basis for such that (ei, cj) = 6ij. Let R be an
irreducible root system in 0 (possibly non-reduced). Let R+ be the set of positive roots
of R, and let I {avz} be the set of simple roots. For any root a, the corresponding
coroot is av = 2a/(a, a). Let Q and Qv be the root lattice and the coroot lattice.
Let P = Homz(Qv, Z) be the weight lattice.
Let W be the Weyl group of R. Let E be the set of reflections in W. Let S, E E be
the reflection corresponding to the root a. In particular, we write Si for the simple
reflections Sc. Let K : E -+ C be a conjugation invariant function.
Definition 1.1.1. The degenerate affine Hecke algebra (dAHA) R(i') is the quotient
of the free product CW * S by the relations: Siy - y Sii = r(Si)ai (y), y E .
Obviously, for any a / 0, we have a natural isomorphism between N(s) and
7L(ar,); thus in the simply laced situation, there is only one nontrivial case, K = 1,
and in the non-simply laced case, the function r, takes two values i1 , r12 (the values
of r, on the long and short root reflections for the corresponding reduced system,
respectively), and the algebra depends only on the ratio K2/Ki (unless both values
are zero).
Now let us define dDAHA. Let c : R -+ C, a - Ca, be a function such that
Cg(a) = c, for all g E W. Let t E C.
Definition 1.1.2. For e E r, define the Dunkl-Cherednik operator (or trigonometric
Dunkl operator)
t =r ta cca (6)tCE -e (1 - Sa) + p(c)(e),
aE R+
1
where a, is the differentiation along e, and p(c) = Easz ,coa. This operator acts
on the space E of trigonometric polynomials on [/Qv.
An important property of the operators D is that they commute with each
other.
Definition 1.1.3. The degenerate double affine Hecke algebra (dDAHA) (or the
trigonometric Cherednik algebra) THm(t, k) is generated by W, the Dunkl-Cherednik
operators, and the elements eA (A E P).
Remark 1.1.4. This is not the original definition of dDAHA. But it is equivalent to
the original definition by a theorem of Cherednik.
Obviously, for any a # 0, we have a natural isomorphism between TH((t, k) and
TH((at, ak); thus, there are only two essentially different cases: t = 0 (the classical
case) and t = 1 (the quantum case).
The following proposition can be proved by a straightforward computation.
Proposition 1.1.5 (see [Ch2], Section 2.12.3). The subalgebra of the dDAHA IR(t, k)
generated by W and the Dunkl-Cherednik operators is isomorphic to the dAHA H (K),
where K(S) = Za:S=Sa Ca.
1.2 Type BC, dAHA and dDAHA
1.2.1 Definitions of the type BC, dAHA and dDAHA
Let us now describe the dAHA and dDAHA of type BC, more explicitly.
Let j be a real vector space of dimension n with orthonormal basis ei, . . . , E. We
will identify with its dual by the bilinear form, and set Xi = et, yj = Dt . The
roots of type BCn are R = {±e} U {±2} U {± ± ejip, and the positive roots are
R+ = {ei} U {2c} U {E ± Ej}<.
The function r, considered in the previous section reduces to two parameters K
(Ki, K2), while the function k reduces to three parameters c = (ci, c2 , c3 ) corresponding
to the three kinds of positive roots: those of lengths 2, 1, 4, respectively.
Let W = Sn X (Z/2Z)" be the Weyl group of type BCn. We denote by Sij the
reflection in this group corresponding to the root e - ej, and by -Y the reflection
corresponding to Ej. Then W is generated by Si = Si+1, i = 1,... , n - 1 and 7Y.
The type BC, dAHA 'H( i1 , K2) is then defined as follows:
" generators: yi, ... , y, and CW;
" relations: (i) Si and 7, satisfy the Coxeter relations;
(ii) Siyi - Yi+i = KI1, [Si, y3] = 0, (j # I i + 1);
(iii) nn + yn'n = K2, [7n, yj] = 0, (j # n); iv) [yi, yj] = 0.
On the other hand, the type BC, dDAHA 7t(t, c1, c2, c3) is defined as follows:
" generators: X 1,. .. , Xn, y, ... , y, and CW;
* relations: (i) Si and -yn satisfy the Coxeter relations;
(ii) SiXi - Xi+1 Si = 0, [SiI Xj] = 0, (j # iI i + 1);
(iii) Siy - yi+1Si = c1, [SiyY] = 0, (j # i, i + 1);
(iv) N + ynyn = c2 + c3, YnX, = X;1IN, [yn, yj] = [7y, Xj] = 0, (j # n);
(v) [Xi, Xj] = [yi, y,] = 0;
(vi) [yj, Xi] = c1XiSij - c1XiSije yij, [yi, Xj] = c1XiSij - cIXSi jYYj, (i < j);
(vii) [yI, Xi] = tXi - cIXi Ek>% Sik - c1 k<i SikXi - c1Xi Zkoi Siek Nyk
-(c 2 + c3)Xiyi - c2 Yi.
In particular, we see that the subalgebra in the dDAHA generated by W and yj is
'H,(Ki, r12 ), where i = ci and K2 = C2 + c3.
1.2.2 Another set of generators of dAHA of type BC,
For each i = 1,... , n, define
Qi = yi - 2 i - Sik + -Si - ' SikYi-YL.
k>i k<i ipk
Lemma 1.2.1. The type BC, dAHA 7 1n(r1, K,2) is generated by w E W and & with
the following relations:
Sifi - fi+1si = 0, SAf - fiSj = 0, (i #i);
[2
2 
Un'-Yn +'-n = O, &Y - N&9i = 0, (i f n);
, Sik Si (--Y7 + Y7Yj + 7Yj)Yk
k fi,j
K2
- ( y-Y(k1 
-1,>+1a) + y2 E ( SjkSik - Sik Sjky).
k fi,j
Proof. The proof is contained in the proof of Lemma 1.2.2.
1.2.3 Another set of generators of dDAHA of type BCn
For each i = 1,... , n, define
yi C2 + C3 C1Z Sik
k>i
+ CI:Sik2
k<i
Z Sikik-
ipk
Lemma 1.2.2. The type BCn dDAHA 7HL(t, c1 , c2,c 3) is generated by w G W, Xi
and Qj with the following relations:
(i) the relations among elements of W and Xi are the same as before;
k/'i'j
(ii) Sigi - =i+i = 0,
(iii) Y'7T + 749 = 0,
(iv) [9I Xi] = (X +
(c 2
SA - = Sj 0, (i j;
9i'7n - 7y9j = 0, (i n n);
X )Sij - (Xi + X,-1)Sij7y74, (i # j;2 ~(~)
+ C3 (X;- + Xi)-i 
- c 27Y
- k Z ((Xi + Xk)Sik + (Xi + X- 1)Sik'yyk);
C12 2C 3 E ~ j S k
(vi) [DiD ] = 12+c Sij (7^ 71 + CIE k:i,j SjkSik ai4Ski24
+ 2kAij (SikSjk(--7i'7k +7Ti7Tj+7T'7k) -SykSik('7'i -77k +7iYk)), (i -).
Proof. Only the last relation is nontrivial.
Let Ri = -9 Ek>i Ssk + f- Ek< Sik -- E ZE/g Sik7Ti7k, then we have
c2 + C3
Yi = Qi + 2 7 Ri.
Assume i < j, then we have
[yi, yj] = [pi, gj] - [QI, Rj] - [Ri, I ] - c2 + C3 ([7'iRj]
By direct computation, we have
[9i, 2j] = C1(c 2 + c3) Sij(Tj - 'Ti) - [Ri, Rj],2
+ [Ri, I ]) + [Ri, Rj].
where
Rij = EZki,j ( - SjkSik+SikSjk - SikSjk(--Yi-k - -Yij + Yk) + SjkSik (-Yi'j - -/j'Yk + 'i-)).
Thus, from the commutativity of yj and the above, we get the conclusion. 0
[R I, Rj] =f Rij,
22
Chapter 2
Schur-Weyl type Functors
2.1 Construction of the functor Fnpp
2.1.1 Notations
We will use the following notations. Let p, q E N and let N = p + q. Let Eij be
the N by N matrix which has a 1 at the (i, j)-th position and 0 elsewhere. Set
J = diag(Ip, -Iq), where Ip is the identity matrix of size p.
Let g = g[N(C) be the Lie algebra of G = GLN(C). Let t = g[p(C) x glq(C) be the
Lie algebra of K = GLP(C) x GLq(C). Let to be the subalgebra of trace zero matrices in t.
For any p E C, we define a character x, of t by xi,(diag(X1, X 2)) = M(qtr X -ptr X 2).
For this x,, we have the following obvious lemma.
Lemma 2.1.1. We have X,1 (Eij) = 0 for i # j, and X,(Eii)
pp, if i > p. In particular, X,(IN) 0-
We will also use the following summation notations:
N N
i,...,j i=1 j=1
p p N N
z =z ...z +z... z,+
S..j i=1 j=l 2p+l J~p+l
p p N N p p N N
i ...jk...1 i=1 j=1 k=p+1 1=p+l k=1 l=1 i=p+l j=p+l
= sq, if i < p and -
Thus we have two ranges of summation ([1, p] and [p + 1, N]), and the indices not
separated by anything must be in the same range, while indices separated by a vertical
line must be in different ranges. Indices separated by a comma are independent.
2.1.2 Construction of the functor F,,
Let Y be a to-module. Define the space of p-invariants Y "' to be the space of those
v E Y for which xv = x,(x)v for all x E to.
Let V =CN be the vector representation of g. Let M be a g-module. Define
Fnp,(M) = (M ® V®n)'.
The Weyl group W acts on M 0 V®" in the following way: the element Si1 acts
by exchanging the i-th and j-th factors, and -yi acts by multiplying the i-th factor
by J (here we regard M as the 0-th factor). Thus we have a natural action of W on
F,,,,(M). Define elements ik E End(Fn,,,(M)) as follows:
Yk = -ZEg O(Ei)k, for k = 1, ... , n, (2.1)
where the first component acts on M and the second component acts on the k-th
factor of the tensor product. The main result of this section is the following theorem.
Theorem 2.1.2 ([EFM]). The above action of W and the elements Qk given by (2.1)
combine into a representation of the degenerate affine Hecke algebra 'H( K1,K 2 ) (in
the presentation of Lemma 1.2.1) on the space F,,,,,(M), with
K1= 1, K2 = p- q-pN. (2.2)
So we have a functor Fn,,,, from the the category of g-modules to the category of
representations of type BC, dAHA with such parameters. If we restrict this functor
on the category of Harish-Chandra modules, we get an exact functor.
Proof. Our job is to show that the elements Yk, Sk and y satisfy the relations in
Lemma 1.2.1. We only need to prove the commutation relation between the elements
Yk, since the other relations are trivial.
Let a f b, then we have
L~,YI N IN
[9a,5] = ((Eri - N 60 & (Eji)a 0 (Eij)b - Z((Ekj - N 6kj) 0 (Eji)a 0 (Eik)b
iiIj ilkj
(By the p-invariance and lemma 2.1.1)
2- pN Sab(Y - 7a) - ( 1 (1 - a71 - Yac + 77c)SacSc
+ E (1 - 7a7b + Ya-yc - YbYc)SbcSac.
Comparing this to the relation in Lemma 1.2.1, we get the result. EI
Example 2.1.3. Consider the example p = q = 1, N = 2. Thus, Ki = 1, K2 = -[tN.
For the module M, let us take the module FA,, of tensor fields p(z)zv/ 2 (dz/z)A, where
p is a Laurent polynomial; the Lie algebra g[2 acts in it by infinitesimal fractional
linear transformations of z. Then we get Fn,,i,A,_n) = YA, a representation of
'Hn(ril, K2) of dimension 24, which is isomorphic to V®' as a W-module.
2.2 Construction of the functor FA
2.2.1 The main theorem
Let A E C. For x E g, let L, denote the vector field on G generated by the left action
of x. Thus, (Lxf)(A) = -It=of(e'xA) for a function f. Note that L[x,v] = -[Lx, L']dt
(the minus sign comes from the fact that left multiplication by elements of G gives
rise to a right action of G on functions on G).
Let DXA\ (G/K) be the sheaf of differential operators on G/K, twisted by the character
x\. Local sections of DXA\ (G/K) act naturally on x,-twisted functions on G/K, i.e.
analytic functions f on a small open set U C G such that Rzf = Xx(z)f, z E t, where
Rz is the left invariant vector field corresponding to the right translation by z. This
action is faithful. Note that we can regard elements Lx as global sections of DXA (G/K),
with the same commutation law [LX, Ly] = -L[xy].
Let M be a DXA (G/K)-module. Then M is naturally a g-module, via the vector
fields Lx. Define FA,, (M) - (M Vn4)'o'". Then F,(A ) is a W-module as in the
previous section.
For k = 1, ... n, , define the following linear operators on the space F',,,(M):
Xk = Z(AJA-1J)ij 0 (Eij)k, Yk ZLij 0 (Eji)k (2.3)
i63 ilj
where (AJA- 1 J)ij is the function of A C G/K which takes the ij -th element of
AJA-IJ, Lij = LEi , and the second component acts on the k-th factor in V 3. From
now on, we write X = AJA- 1 J and X = JAJA- 1 . Thus we have JX = X-J.
The main result of this section is the following theorem.
Theorem 2.2.1 ([EFM]). The above action of W and the elements in (2.3) combine
into a representation of the degenerate double affine Hecke algebra 7-n(t, c1, c2, c3)
(in the presentation of Lemma 1.2.2) on the space F",,,(M), with
2n
t = -n + (A + p)(q -- p), Ci1, C2= p - q - AN, C3 = (A - p)N. (2.4)N
So we have a functor F from the the category of D (G/K)-modules to the category
of representations of the type BCn dDAHA with such parameters. If we restrict this
functor on the category of K-monodromic twisted D-modules, we get an exact functor.
Note that the restriction of the representation F,(M) to the affine Hecke algebra
'H clearly coincides with the representation of Theorem 2.1.2.
The rest of this section is devoted to the proof of this theorem.
2.2.2 Proof of Theorem 2.2.1
Our job is to show that the elements Xk, Yk, Sk and -yn satisfy the relations in
Lemma 1.2.2. First of all, the relations in Lemma 1.2.2 which don't involve Xi can
be established as in the proof of Theorem 2.1.2 (as (2.2) is compatible with (2.4)).
Second, there are some trivial relations: [Xi, X] = 0, [yi, X] = 0, (i # J),
[Si, Xi] = 0,(j $ i, i + 1), SiXi - Xi1S = 0, [i, 9j] = 0,(j i), -ji + 9yi 0,
and since JX = X-'J, we have yjXj = Xi-1y.
Third, we have the following result.
Lemma 2.2.2. We have the following commutation relations: if m f k then
[LM, Xk] = (Xk + Xm)Smk - 2jXk + X m
[Wm, X k1 ] i(Xi7 + X- 1 )Smk + Xk + Xm)Smm-Yk.
So we have
[am, Xk +X- 1] - (Xk -X-l+Xm- X 1 )Smk+ I (Xk1 - Xk +Xm - X- 1 )SmkYm-'k.
Proof. The proof is by direct computation. First, we have for r < p < s or s < p < r,
1/\ * 1
Lrs(X)ij = sj (X) ir+ 6 ri(X)sj. So [am, Xk] = IXk+Xm)Smk ( Xk+X-1)SmkYmYk.2 2
By a similar method, we can get the other identities. 13
Thus, we only need to show that Xm and m satisfy v) in Lemma 1.2.2 if the param-
eters satisfy (2.4). Instead of computing [m, Xm], we will compute
[ m, Xm + X-1) and [m, Xm - X-'1].
Computing [Yin, Xm + X-i']
Let we define T = tr (X) = E(X)j & 1.
Suppose X = A1 A 2  where A1
A 3 A 4
that
tn1 )=T+p-qt r (A ) = 2 'q2
Lemma 2.2.3. We have the relation
is a p by p matrix. Then we can easily see
t~A -T-p+qtr (A 4) = 2 (2.5)
p)(q - p))T + (A + P)(p 2 - q 2).(Xm + X?-71") 2n + (A +
NM
Proof. Since (X)ij = -(X- 1 )ij unless ij < p or i,j > p, and (X)ij = (X1 I)ij if
ij < p or ij > p, we have
Xm + XV = ((X + X-')ij 0 (Eij)m.
ii
Thus we have
Z(Xm + X~,1)
E (X + X- 1)jj 0 (Ejj - INi)m
mN
(2.6)
+ (X + X-1) 0
m
( )M
N
(By the p-invariance and Lemma 2.1.1)
- Y + T +( pq(X +X1)jjI-( pp(X + X1)j1
isp i>p
(By (2.5))
SY + ( 2 + p(q - p))T + p(p2 - q2 ), where Y = 2(X)ijLEj 01.
ii
It remains to calculate the expression Y in the algebra DXA (G/K). We can calculate
Y by acting with it on XA-twisted functions f on G/K.
We have (Yf)(A) = d|lt-of (A + t(X + X- 1 )A) =
where X,, := JA-JA. Now, X, + X; 1 c t, so we have
df
+ tA(X* + X; 1)),
Yf = xA(X* + X,- 1 )f = A((q - p)T + (p2 - q2 ))f.
Combining this with formula (2.6), we obtain the statement of the lemma. l
Notice that Qm, T] = Xm - X-o'. So from Lemma 2.2.2 and Lemma 2.2.3, we have
[ m, Xm + X- ] =
- ([m, Xk + X1] +
k:?m
(n (A p)(q -p))[Qm,T].
Thus, we have obtained
[ m,Xm + X;] m
= 2 + (A + p/t)1(q 
- p))1(Xm 
- X;1)
kom
+ ((Xk - X 1 Xm
k~m
+ X-1)SmkYm.
Computing Wm, Xm - X; 1]
At first, we need the following lemmas for the future computation.
Lemma 2.2.5. We have the equality
(qE++pE X -1 )sj 0 (Esj)m= -(N + (q -p) ym) (Xm + X; 1 ).
s<p j s>p j
Proof. By direct computation.
Lemma 2.2.6. In DXA (G/K), we have for r, j < p or r, j > p,
Lfxx-1,Erj] = -L{x+X-1,Erj} + 2X(S)
where {a, b} = ab + ba and S = JA-1 JEjA + A- 1 ErjJAJ.
Proof. Let f(A) be a Xr-twisted function on G/K, i.e. an analytic function on a small
open set U C G such that Rf = xx(z)f, z E t. Then we have
d
L[x~x-1,Erj ()~jt=0f( A + t(X Erj + ErjX-1 )A - t(X-'Erj + ErjX )A).
Notice that f (A + t(XErj + ErjX-j)A - t(X-1 Erj + ErjX)A)
= f(A + 2tAS - t(XErj + EjX-j)A - t(X-1 Erj + ErjX)A),
and S is an element of t. So we have
d
|t-of(A +tAS -t(X 1Ej + ErjX)A) L{X-1,Erj}
Thus we get the lemma.
Lemma 2.2.4.
(2.7)
X;)Smk
Now let us compute [Qm, Xm - X;]. By the definition and Lemma 2.2.6, we have
[Qm, Xm - X-1 ] (2.8)
: ES Lrs((X)ij - (X-'ji) 0 (EsrEij)m - L{x+X-1,Er} 0 (Erj)m
rs ij rj
+2 x A(JA- 1JErjA + A- 1 ErjJAJ) 0 (Ejr)m.
Since we have Lr,((X)ij - (X )i) = (X)ir 6sj + (X) s 6 + (X- 1 )ir osj + (X- 1 )s ir,
by Lemma 2.2.5, the first summand of (2.8) is
(N + (q - p)ym)(Xm±+ X- 1) + (1+ ym )T - p+ + (1 T + p - q
2 2 2
Now let we compute the second summand of (2.8). By definition, we have
= -T + (q - p)ym - (Xm + X; 1 )(N + (p - q)ym)2
- T(Xm + X + Xk + Xk-1)Skm(1 + kKm)
k~m
2n(Xm + X- 1 )
+ m
Now let we compute the third summand of (2.8).
Lemma 2.2.7. For r, j < p or r, j > p, we have:
XA(JA- 1 JErj-A + A- 1 ErjJAJ)
Proof. Let we denote B = A- 1 ErjJA =
A~ )(X +2
2
)
X- 1 )jr + AN6rj,
X- 1 )jr - AN6rj,
r,j < p;
r, j > p.
where B1 is a p by p matrix.
Then JA-1 JEjA + A- 1 Er JAJ = JB + BJ = diag(2B1 , -2B4). Then we have
2tr (B1) - 2tr (B 4 ) = (X + X- 1)jr.
E L{x+X-1,Erj} 0 (Ejr)m
+ p((q - p) + Nym) (Xm + X-j).
On the other hand we have
tr (B) = tr (B) + tr (B 4 )
Then we have for j, r < p,
1
tr(Bi)= (X+X ) +
4
= tr (A- 1 Erj JA) =
1
I 6 r ,2'
1
tr(B 4 )= I+4
-6ri ,
for j, r > p, tr 1(B1) (X+X-) 1tr(B 4 ) 4 X+X-j)jr
1
So we get the lemma.
From Lemma 2.2.7, we have:
2 (3x X(JA-1JErjA + A-1 Erj JAJ) 0 (Ejr)m = 1(q - p)(Xm + X-,;) + 2AN-ym.
rj
Thus, combining the above formulas, we have
Lemma 2.2.8.
[Qm, Xm - X; 1 ]
= (-+ (\ + p)(q - p))(XmN + X-,;
1) - (Xk + Xk-1)(1 + 7m-k)Skm
k=m
1 (Xm + X )(1 + 7m'Yk)Skm + ((q - p) + pN)7m(Xm + X; 1 ) + 2((q - p) + AN)ym.
Conclusion
Adding equations (2.9) and (2.7), and comparing with Lemma 1.2.2, we conclude the
proof of Theorem 2.2.1.
rj < p;
rj > p.
X 1 )jr +
(2.9)
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Chapter 3
Study of the images of the functors
3.1 Images of some D-modules
As we mentioned, the functors F,,,,, F factor through the category of modules
M on which the action of t is locally finite; more precisely, Fnp,,,(M) = Fn,,,,(Mf),
where Mf is the locally finite part of M under t.
Now let M be a DXA (G/K)-module, locally finite under t. The support of such a
D-module is a K-invariant subset of G/K, i.e. a union of K-orbits. Recall that closed
K-orbits of G/K are labeled by the points of the categorical quotient K\G/K, i.e. the
spectrum of the ring Rp,q = O(G/K)K. For every point V) E K\G/K, 0 : Rp,q -+ C, we
can define the subcategory DA(V,) of the category of DXA-modules on G/K which are
set-theoretically supported on the preimage of V@ in G/K, i.e. those on which Rp,q acts
with generalized eigenvalue V).
On the other hand, let T = Cn/Zn = fy/QV, and let Q E T/W. Then we can
define the category 0 of modules over the dDAHA 7H,, on which the subalgebra
C[P]W C MT acts with generalized eigenvalue 3.
The following theorem tells us how the functor F A relates 4 and 3.
Theorem 3.1.1 ([EFMI). The functor F ,,, maps DA( 4' ) to O, where 3 = 0(4'),
and 0 : K\G/K -+ T/W is the regular map defined by the formula
n
0*( Eg(Xm)) - ng(1) + (- + -(A + y)(q - p))tr (g(X) - g(1)),
Mw1 N 2
where g is a Laurent polynomial in one variable such that g(Z) - (Z-1 ).
Proof. The proof is obtained by generalizing the proof of Lemma 2.2.3.
the following lemma.
Lemma 3.1.2. tr (XSJ) = p - q for any s E Z.
Proof. It's easy to see that X 8 J is conjugate to J.
The lemma implies that tr (Xs(J + 1)/2) = tr (Xs) +p - q, and2
tr (X8(1 
- J)/2) 
- tr (X)2
Thus we have
)ij & (Ej - N g(X);i 0+E ( )m (3.1)
(By the p-invariance and Lemma 2.1.1)
Y rn 1 1
= Y+ ( -p(q - p))tr (g(X)) + -pu(p 2 - 2
"N 2 2
where Y = Ei g(X)ijLEi- 1.
It remains to calculate the expression Y in the algebra DXA (G/K). We can calculate
Y by acting with it on X-twisted functions f on G/K.
JA 1 JA. Now, X, + X;-1 G t, so we have
d
It=of(A + tAg(X,)), where
1 1
Yf = XA(g(X*))f = IA((q - p)tr (g(X)) + - (p2 - q 2)g())f.
2 2
Combining this with formula (3.1), we obtain the statement of the theorem.
We'll need
E g (Xm)
?n
= g(X
We have (Yf)(A)
- dt-of(A + tg(X)A)
Remark 3.1.3. In particular, Theorem 3.1.1 implies that 0(1) = 1, where 1 C K\G/K
is the double coset of 1, and 1 C T/W is the image of the unit of the group T. Thus
the functor F, maps the category DA(1) to the category 01. Note that DA(1)
is the category of twisted D-modules supported on the "unipotent variety" in G/K
(which is equivalent to the category on D-modules on g/t supported on the nilpotent
cone), and 01 is the category of 7T-H-modules on which Xi act unipotently (which is
equivalent to category 0 for the rational Cherednik algebra of type Bn).
3.2 Principal series modules
3.2.1 Principal series modules for real reductive Lie groups
Let G be a reductive Lie group and K be its maximal compact subgroup. Let g
and tp be the real Lie algebras of G and K, respectively. For gR, we have the Cartan
decomposition g[ = t® E p. Let a c p be the maximal abelian algebra in p. Let A be
the corresponding connected Lie group. Denote by M the centralizer of A in K. Under
the adjoint action of a on gu, we have a weight decomposition g& = Ea g(a). The
weight a such that g(a) 4 0 is called a restricted root of a in g. Let Ares be the set of
all restricted roots. Fix a positive system Ares C Ares and let n+ = eas§r1 esg(a). Let N
be the corresponding Lie group. We have the Iwasawa decomposition G = K x A x N.
For any element v E ac, we define a character of A by v(exp X) = exp v(X), for X C
a. We will denote v(a) by aL for any a E A. Let (7r, W) be a finite-dimensional irre-
1ducible representation of M and pres = EAre., a. Define the space
H,,&,= {f : G -+ Wjf is measurable, f|K is square integrable,
and for all m C M, a C A, n E N, g C G, f(gman) = a ( +Pres) 7r(M ')f(g)}.
We define the representation te& of G on H,&, by tO®(g)f (x) = f (g-'x), g, x E G.
This representation is called the principal series representation of G with parameters
7r and v. It is easy to see that: t,&, = Ind (7r 0 v 0 1). The principal series
representations have the following nice properties which are used later.
Proposition 3.2.1 (See [Vog], Page 139-141). (i) The principal series representa-
tion is an admissible representation of G. Every irreducible admissible represen-
tation of G is infinitesimally equivalent to a composition factor of a principal
series representation of G.
(ii) The restriction of the principal series module to K is the induced representation
from the representation w of M to K, i.e. we have Res Hg, = Ind W. In
particular, Res H,,, does not depend on v.
3.2.2 The Lie group U(p, q)
Let p, q be two positive integers and N = p+q. Without loss of generality, we suppose
q > p. Let G = U(p, q) and K = U(p) x U(q) be its maximal compact subgroup. Let
g be the real Lie algebra of G, and g= g[N. Let t[ be the real Lie algebra of K, and
t = glp X glq.
The Cartan decomposition of g is given by gR = tR D p, where
0 Bp = {M E MatNxN(C)|M ( , where B E Matpxq(C)}.
At 0)
Then by direct computation, we can find that
0 D 0
a = RP = { D 0 0 |D = diag(ai, ... , ap), a E R}.
0 0 0
Let M U(1) x U(1) x ... x U(1) xU(q -p). The centralizer of A in K is a subgroup of
2p times
M: M = 6(U(1) x U(1) x ... x U(1)) x U(q - p) - U(1) x U(1) x ... x U(1) xU(q - p), where
p times p times
J : U(1) x U(1) x ... x U(1) -+ U(1) x U(1) x ... x U(1) is the diagonal embedding. Let A
p times 2p times
be the Lie group corresponding to a. The restricted roots and the basis for the root
spaces are given in table 1.
Remark 3.2.2. In the future, we will choose A+" = {aj -a~ -ai -aj, -as, -2ai}i4j
as the set of positive restricted roots when p # q. When p = q, we will choose
Are= {a2 - ai, -ai - a3 , -2ai}<j as the set of positive restricted roots. We will
denote n+ = GaE~rsg(a).
3.2.3 Representation theory for unitary groups
The representation theory of the unitary group U(n) is the same as the representation
theory of GL,(C). All the finite-dimensional irreducible unitary representations of U(n)
are classified by the dominant weight, i.e. by a sequence of integers ( = (1,,... ,n)
with 2 2 > ... . Denote an irreducible module with highest weight by
We can see the following conclusions immediately.
(i) The finite-dimensional irreducible representations of M have the form:
P P
0 V(a(i) 0 V V()
i=1 i=1
where az and f3 are integers and ( = ((1, . q-p) is a dominant weight. As
a representation of M, it is o®_ 1 V(a + #3) ® V(s), which is irreducible, and all
finite-dimensional irreducible representations of M have this form.
(ii) As the vector representation of U(N), CN = V(1, 0, ... , 0). Denote it by VN and
denote the trivial module by 1. If we restrict the vector representation to M in
the natural way, we have a decomposition :
CN VI ,D .. (1 VI p DV7P+1
q-p (3.2)
where Vj= 11. V 1 0 ... 0 1 is the representation of M with V
appearing on the i-th component of the tensor product and V = C is the vector
representation of U(j).
3.2.4 Irreducible representations of symmetric groups
Let Sm be the symmetric group. It is well known that all its irreducible representations
are in 1 - 1 correspondence to the partitions of the integer m.
In fact, for each partition A = (A,,...., A,) of m, let JA| = =1 Ai and we call s
the height of A. Then we have an irreducible representation of Sm, denoted by SA,
which is called the Specht module. Any finite-dimensional irreducible representation
of Sm is isomorphic to such a module and we have dA := dim SA =m!/rIAl hk(A),
where hk(A) is the hook length of the Young diagram corresponding to A. For more
details, see [Ful], Part I, Section 7.
Let SA be the Specht module corresponding to the partition A. Let Sij E Sm be
the element corresponding to the transposition of (i, j). Consider the Jucys-Murphy
elements L, = Ej,, Sy E CSm, for s = 2, ... -, m, and Li = 0. These elements com-
mute, and Murphy [Mur] constructed a basis of SA consisting of common eigenvectors
for L,. Now let us recall the construction of such basis.
Let {Ti}l be set of the standard Young tableaux with shape A. For an element
at position (k, 1) in a standard Young tableau, its class is defined to be I - k. Let a,,
for i = 1, ... , n be the class of the position where i sits in T,.
Let e, = eT, = EUECT, sgn(u)u-{T} be the standard basis for SA, where CT, is the
column permutations of T, which is a subgroup of Sm, sgn is the sign function of the
permutation o, and {T} is the element in SA corresponding to the standard Young
tableau T,. Define E, = Him+1 -a m}(c- Lj)(c - ai,,). Then we know from
[Mur] that {wsfw, = Ese8 } is a basis for SA, and Liw, = ai,,w.
Now define a new family of operators as follows: Li = Eig Sij, for i = 1,. .. ,m-
1, and Lm = 0. We have the following lemma:
Lemma 3.2.3. Let o- = f~ Sim-i+1). Then '> = -Ese, are common eigenvectors
of Li for i = 1, ... )m, s = 1, ... , d. The eigenvalues are di,s= am- i+1,s for i #
m, and 6m, = 0.
Proof. Notice that Li = o-Lm-i+1o~- So LiJ9s = am-i+1,so7Eqes = &6,s6ii. E
3.2.5 Schur-Weyl duality
Let V = CN be the vector representation of G = GL(N, C). Let Sm act on VO" by
permutation and G act on it diagonally.
Then from the duality principle, we have that as an (Sm x G)-module,
0
IAI=m, height of A;N
where SA is the Specht module of Sm corresponding to A and V(A) is the highest
weight representation of G corresponding to A.
3.3 Images of principal series modules under F,,,p
Let (7r, W) be an irreducible unitary representation of M with the form
W = V(ni) 0 ... 0 V(n,) 0 V(), (3.3)
where ni's are integers and ( = (I, . .. , (q_,) is a dominant weight for U(q - p).
Let v = (vi,.. .,vp) E a*. Notice that t = to + u(1), and for any X E u(1) C t, the
action on F,,,,(HO,,) is given by Xv = (E_ 1 ni +Ef j+n)v, (Vv E Fnp,(Hnej).
1
Let T = H ( ni + Z _-, i + n) and define 1, to be a 1-dimensional represen-
tation of K with character V = -px - r. From the definition of the character X of
t, we have V (diag(K 1 , K2)) = -p(qtr K1 - ptr K 2 ) - T(tr (K1 ) + tr (K 2 )). In order to
make p-tx lifted to a unitary group character for K, we assume pp, pq Z from now
on. It is easy to see that
Fn,p,,,(H~D) = (Hr,,®( 0 (CN)®on),, j (H~rs 0 (CN)®n K 1 )K
Remark 3.3.1. We can omit the condition that pp, pq E Z if we consider the uni-
VO "
versal covering of the group U(p, q). For simplicity, we assume this condition in the
future discussion.
3.3.1 Dimension of the image
By Frobenius reciprocity and proposition 3.2.1, we can easily see that
(Ha®g 0 (CN)®n & 0 1 )K (Res (H,. 0 (CN On) 0 1 )K
S (Ind (W) 0 ResG(CN)1n K
' (W O (CN) n 0l)M
For any elements in (H,0, 0 (CN)On 0 jV)K, it is a linear combination of f 0 v where
f is a W-valued function on G and v E (CN)®n 0 1e. The isomorphisms I, II tell us
that such an element only depends on fK 0v. The isomorphism III comes from the
Frobenius reciprocity. Then we have the following:
Lemma 3.3.2. We have an isomorphism of vector spaces:
(Ha®o 0 (CN)On)o,p_ -+ (W 0 (CN)On 0 )M E fo0V F-* Ef JKe) 0 V0 1,
where 1, is a nonzero element in 11,.
Let T = {(e01 1,. .. , ap, 0,, no)jVi, a > 010 no > 0, ED_1(ai+# i)+no = n}.
From (3.2), Res (CN)®n -nV( + 13j) 0 (Ve)Oo, and so we have
P
W 0 ResG(CN)®n 0V(n + ai + 03 ) 0 (V(a) 0 (V)®Ono
'I i=1
Now let Sno be the subgroup of Sn generated by permutation of the elements in
(V_,)"no (C P)o c (CN) n. From the Schur-Weyl duality, we know that as a
(g[(q - p) x Sno)-module, we have V,, M ep o V(A) 0 SA, where P,, is the set
of dominant weights appear in the V_"o as a g[(q - p)-module.
Then
(W 0 Res (CN)On G0 M 0 V(A) 0n1) sL.
p times q-p times
space @9i V(ni + ai + 0) 0 V( ) 0 V(A) 0 11 contains M-invariants if and only if
1. V(ni + ai + /i - p(q - p) - 2r) are trivial modules for i = 1, ...
2. V(A) is the dual representation of V(&1 + P - T,... , q-p + /p - T).
Thus we have the following theorem.
Theorem 3.3.3 ([Ma]). Let W be an irreducible representation of M with the form
(3.3).
(i) Fn,P,,,(H70.) = (H~®j 0 (CN)on) to,p 0 if and only if the parameters ni, j
satisfy the following conditions:
(a) all (ni - p(q - p) - 2,F) 's are non-positive integers;
(b) ( 1 + PP - T,... ,9-p + -pp - 7) is a dominant weight for U(q - p) with
1 + pp - T < 0.
(ii) For parameters ni, satisfying the conditions in (i), the dimension of the vector
space F,,,,(HsO) is
n! fj= _2 2nj-p(q-p)-2-rl
H _ni - p(q - p) - 2rl! H V, h,()
where hk( P) is the hook length of the Young diagram with shape ( = (- q-p -
pp+ ,...,-1 pp+T) at position k.
Proof. It is easy to see (i). Now we prove (ii). We know that dim Sri = de =
S!/ H flkhk(). Define C 1 ,...,,3(ai . . . , o no) C qIai + = -ni + p(q - p) +
2r, Vi = 1, . . . , p}, and we have C ,= n!I7H_2ai+i /IP_1 (ai + i)!no!.
n
IF;&E 
._A G=
Since d|m = (-p(q - p) - 2-F, ... , -p(q - p) - 2T, PP - T,..., p - T ), the vector
So dim F,p,( = (H,.. dim Se" = n!rIP 2( -ni+tt(q-p)+2T)
H_ 1(--ni + p(q - p) + 2r)!f _1(1-
D
From now on, we suppose the parameters ni, j for the M-module W are generic
and satisfy the conditions in theorem 3.3.3 (i).
3.3.2 Operator ?k
We use the notation in section 3.2.2. From the Iwasawa decomposition, we have
that for any element X E ga, X = Xe, + Xa + Xn, which corresponding to the
decomposition g = t + a + n+ where n+ is defined in the remark 3.2.2. For any
g, x E G and f E HsO g(f)(x) = f (g- 1 x) and from lemma 3.3.2, the vector E g(f) ®
v E Fn,p, (Hr&) is uniquely determined byE g(f)|K(e) 0v = Ef(g 1 ) &v where e
is the neutral element in G. Thus if we consider the Lie algebra action, we have that
E X(f) 0 v E Fn,p,ii(Hrg) is uniquely determined by E(Xe, + Xa)(f )K(e) 0 v.
Let Ejj C g be the elementary N by N matrix with the only 1 at the position
(i,j). We have: = i, + Ejj) - f(v -Ei,j - v/-[Ej,i)) . From table 1,
we have the following identities:
1 < i < j -< P,
1 j <i - p,
1 i p <j,
1 i = j p,
Ei,p+j + Ep+j,i = 1 (oj - o) + (Ep+i,p+j - Ep+j,p+i),
vl-I(i~~j- Eji = -(w4
142 = l w + '- I1(Ep+,P + Ej ')Ei p+j + Ep+j,i = -V 4.( + V?,g) + (Ej,, - E ,j),
v/- f(Ei,p+j - Ep+j,i) = 4(, + w?,g - s/ f(Ej,i + Eij);
E p+j + Ep+j,i = - + - Ep+j,p+i),
vl/ ~f(Ei,p+j - Ep+j,i) = -W6+1 (pipj+E~~~)
-l +~ v± (E ±,p±1 + Ep±j,p+i);
E P+i + EP+ij = Ei,p+i + EP+ii,
v (EiP+ - Ep+i,) = W + v f(Ep+,P+ - Ei,,).
Here we choose positive root as in the remark 3.2.2. Since n+ acts on the principal
series module by zero, we have as operators on H,,
1 <i < P;
1 < j < P;
1 < i < j.
Ep+i,p+j I <i<j: p
-- Ejj 1 < j < i < p;
Ep+i,p+j, I < i < p <j
,p+i = (Ei,p+i + Ep+ij)2'
1
= (Ei,p+i + Ep+i,i)
So as operators on F.,p,,(H,,&), we have
Yk -- Ei 0(Ej,i)k
ij
+ (Ep+i,p+i - Eii),
- 1 (Ep+i,p+i - Eii), 1 < i < p.
- Ep
1<i<j<p
- p
1 j<i~p
+i,p+j ® (Ep+j,i)k +
Ej,i 0 (Ei,p+j)k -
1<
- (Ei,p+i + Ep+ii)
l<i<p
l<i<j
i Cp<j
Ep+j,p+i 9 (Ei,p+j)k +
<P 0
Ep+i,p+j 0 (Ep+j,i)k +
1<
0 (Ep+i,i)k - > 1(Ep+i,p+i -
1 i
- (Ei,p+i + Ep+ij) 0 (Ei,p+i)k + (Ep+i,p+i -
1<i<p 2 p
E
i~p<j
Ei,p+j I Ep+j,i =
Ei0j 9 (Ep+j,i)k
,+j,p+i 0 (Ei,p+j)k
E ) (Ep+i,i)k
E) (Ei,p+i)k -
Then using the invariant property, we have (as operators on F,,p,,(H,,g)
=- 1 0 (Ei,p+i)k -
1-<i<jsp
1<i<p
-z
1<i<p
-E
kpAl
1 0 (Ep+j,j)k -
1 j<i p 1l<2<p<j 1 0 (Ei,p+i)k
Pi 0 (Ep+i,i)k - pi 0 (Ei,p+i)k - E 0 (Ep+i,i)k
1<i<p i<i<p
1 (Ep+i,i)k 2
(E p+j,p+ 0
1<i<j<p
1
1 i~p
(Ei,j); 0 (Ep+j,i)k -
1j<isp
T (Ei,i); 0 (Ei,p+j)k -
1j<i<p
5 (EP+i,P+j)l 0 (Ep+j,i)k
1 i pKj
+ (EP+j,p+i) 0 (Ei,p+j)k + - (Ep+i,p+i) 0 (Ep+,i)k
l<i<p<j 1<i<p
+ 5 2(Ei,) 0 (Ep+i,i)k
1<i<p
+ 2(EP+i,p+i)l 0 (Ei,p+i)k -
1<i<p <i<p
I(E,i)l 09(Ei~p~i)k)
2
Here pi = v +2pres (Ep+i, + Ei,p+i).
1When q > p, we have Pres = Eyrs '= Ei (p + q - 2i + 1)a.2 + 1 ~~~±q-2 )~
p + q .1 vi
Pt = 2 +2 - 2 - 2 . So as operators on F,,p,p(H r )
+5
l<j<i<p
1 i p<j
1<i<p
- - 2 ) 0 (Ei,p+i)k
(EP+i,p+j)l 9 (Ep+j,i)k +
( p
<i< p
E (El
1<i<j<p
2- + ) (Ep+i,i)k
+j,p+i)l 0 (Ei,p+j)k
(Ei,j)l 0 (Ep+j,i)k - 5 (Ei,i) l 0 (Ei,j+p)k
1<j<i<p
(Ep+i,p+j); 0 (Ep+j,i)k + E (EP+j,P+i)l 0 (Ei,p+j)k +
1<i<p<j
(EP+i,P+i); 0 (Ep+i,i)k + 5 2(Ei,i); 0 (Ep+i,i)k
1<i<p
(Ep+i,p+i)l 0 (Ei,p+i)k - (Ei,)l 0 (Ei,p+i)k)
1<i<p
0 (Ei,p+i)k + 1(j q) @
1<i<p
(E P+i,P+j 1 0 (Ep+j,i)k +
1 i<j5p
1 0 (Ei,p+i)k
(Ei,p+j)k+
Yk = (2
1<i<p
Then
-E - E
k#A 1 <i<j p
1 ij
When q = p, we have pres = Ei<;p(-2p + 2i - 1)aj. Then pi = -p + i - - + -.
So as operators on F,,p,p(H ),
Yk = ( - p) ® (Ei,p+i)k + (- + p) 0 (Ep+i,i)k)
1<i<p
- - E (Ep+i,p+j)l 0 (Ep+j,i)k + (Ep+j,p+i)i 0 (Ei,p+j)k
k7I 14i<j<p 1<349
+ E (Ei,j); 0 (Ep+j,i)k - S (Ejj); & (Ei,j+p)k
1<j<i<p 1<j<i<p
+ E ((-Ep+i,p+i + Ei,i); 0 (Ep+i,i)k + (Ep+i,p+i - Ei,i); 0 (Ei,p+i)k))
1<i<p
3.3.3 Common eigenvectors for y
Let W = V(ni) 0 ... 0 V(ny) 0 V( ) be an irreducible module for M with generic
parameters ni, = ((I, .. . , (q-p) satisfying the condition in theorem 3.3.3.
Let n= -ni + p(q - p)+ 2T, and n - (in" ...,rn). Let (' = -qp-i+1 - tP+ T,
and (= (', .. . , i_). Letn = E ' =- - pp(q - p) + (q - p)r. Notice
that all ni and (' are nonnegative integers and we have i:=1, n + n" = n. Rewrite
(CN)n as CN On' 0g. (C) N ni. Let Sn be the subgroup of S, which is
generated by permutations of the tensor factors in (CN)®ni. Let Sno be the subgroup
of Sn which is generated by permutations of the tensor factors in (CN)@n'.
From section 3.3.1, we know that any vector in Fn,p,,(H ) has the form:
5 zU) U o3... (DUPO i
where wi E W 0 1e, z0j E V(n ) C (CN)@n, and wi E V( ") @ S" C (CN)0n.
Now choose a nonzero vector w E W 01 with the highest weight, and a nonzero
vector wo, E VQ") C (CN)Onfl of weight ' .
For k = 1,... ,p, define Uk = (ek - ek+2)0... 0 (ek - k±p) E (CN)®n, where ej
n times
is the vector in CN with 1 on the i-th position and 0 elsewhere. It is easy to see that
Uk E V(n ).
Define
WS = W Oui up @ (wg- @ Cv,), for s =1.,de,(3.4)
where zZs, as in lemma 3.2.3, are basis for the Specht module S§" of SnA and are
common eigenvectors of Li with eigenvalues di,s. Then o E F,,,,,(HO,) and the
type BC Weyl group, WBCn, acts on them. Now let S, and its subgroups act on us
through the natural embedding of Sn into WBC,. We have the following properties:
Proposition 3.3.4 ([Ma]). (i) rus is invariant under the action of Sat x ... x Sng.
(ii) Under the action of Sn/, wu generates S".
(iii) The subgroup 1 x -.. x 1 x Z C WBC, acts on o, as -1.
(iv) Under the action of Sn, f{wi} generate F,,,,(H7a0).
Proof. From the construction of ui, we can get (i) easily. Since Vo E SnA we have
o (ws) = W 0 ui 0 - - up 0 w A 0 a{?is),
we get (ii). From the construction, wgl E V((") C (CN)®n.
So wg- E Span{eIli > 2p} which implies (iii).
We can see that under the action of WBCn, Z7 k generates a vector space with
n!YJ> 2"'dimension P _= !n-!. Two vector spaces generated by different wi and czu do not
intersect since the last components zi9 and 'yj are linearly independent. So the total
dimension of the space generated by {zi} under the action of WBCn will be
n! _12 - d = n_2
wce d Finn e i in en!.hk(
which equals to dim Fn,,, (H,&j) we find in theorem 3.3.3. This proves (iv).
Remark 3.3.5. All the above discussions hold for q > p. In fact, when q = p, ng = 0
and we can still do the above construction of wo. The only difference is that we do
not have the V( ) & S -' part, which makes things much simpler.
For r = 1,...,p, let mr = 1 ni and mo = 0, mp+1 = n. Notice that when
q = p, we have my = mp+1 = n.
Theorem 3.3.6 ([Ma]). The vector wu defined by (3.4) is a common eigenvector of
the operators Yk, for k = 1,... ,n, s = 1,..., de.
on m, is
vr m, + mr_1 1
+ 2 k
p - q - p(p + q)
2
When q > p, the eigenvalue of Yk
for m,_1 < k mr, where r < p;
for mp < k < mp+1,
where 6z,, is defined in lemma 3.2.3.
When q = p, the eigenvalue of Yk on wu is
vr mr+mr_1 1
2k,s=-+ k +-2 2 2 for mr_ <k Mr.
In the rest of this section, we will prove this theorem. We divide the proof into
the following cases corresponding to the range of the index k.
Case 1: mr_1 <k<m, forr pand q>p.
From the construction of x, we know that the k-th factor of the tensor product must
be er or er+p. Then as an operator on w, yk can be written as follows:
~ p - q vs p(p+ q) q - p vr p + q)__2 2 2 )(r,p+r)k 2 2 + 2
+ 1: (2-
10k
mr-1<1smr
(Er,p+r)k - 0 (Ep+r,r)k2 '
((Ep+r,p+t)l & (Ep+t,r)k + (Er,t)l 0 (Et,p+r)k)
Ak,s =
+ E
r<t<p mt-i<1<mt
-E E
t<r mt-1<l<mt
E(Ep+i,p
1<iip<j
((Ep+r,p+t)l 0 (Et,p+r)k + (Er,t)l 0 (Ep+t,r)k)
+A~ ( (Ep+j,i)k - E (EP+j,p+i)l 0 (Ei,p+j)k
1<i<p<j
Notice that the vector wu can be written as os = w0 (ao (er)k ob-a (e+r)k ob)Oz 8 .
Then we have
(1 o (Er,p+r)k - 0 (Ep+r,r)k) (ws) 1
lfk
Similarly, for mti-1 < 1 < mt, and t < s, we can write
w = w 0 (a 9 (et)i 9 b@ (er)k O c - a 9 (et+p)l b @ (er)k 0 c
-a 0 (et)l 0 b 0 (er+p)k 0 c + a 0 (et+p)i 0 b 0 (er+p)k 0 c) 0 7Ds.
Then
- > ((Ep+r,p+t)l 0 (Et,p+r)k + (Er,t)i 0 (Ep+t,r)k) (Ws)
t<r mt-_<<mt
w - >a 0 ((er); 0 b (et+p)k c0 C s- + a 0 (er+p)l 0 b 0 (et)k ( c®b)
t<r mt-1<l<mt
2 > Skl - Sk yk Yl)(we ).
t<r mt-_ i<imt
By a similar method, we can show that
r<tip
>3(mt -JIM
r<tp m_1<lm
(Ep+r,p+t)l 0 (Ep+t,r)k + (Er,t)l 0 (Et,p+r
I(SkI + Skl-yk-Yi)(Ws ).
2
+E
ky,4
l#k
mr-1<1 <Ilr
Sk7)Yk (Ls).
mr_1<lImr
)k (Os)
Now consider the last term. Since p + j > 2p , we have
(El
k:1 +1<i<p<j
(mp<l<mp+1 p<j
,+i,p+j)l ( (Ep+j,i)k - (Ep+j,p+i)l 0 (Ei,p+j)k)
( j0 + p<j
(Ep+r,p+j)l & (Ep+j,r)k )(10s) -
Now suppose wi . = Z c .  e 0 - e where by our construction, all the
indices i, > 2p. Then we can write
.s.= w. a .(er)kb(c ....... e10 --.-.... e )
aer+P) k b ec elt ha e
It is easy to see that
E 57(Ep+r,p+j)l 0 (Ep+j,r)k(LUs) -
mp<l<mp+1 P<j
From above discussion, we have
S:
mp<l<mp±1
1
-(Slk + S1gYOgk)(0s)2
-(p-q
p- q
2f
V1 p(p+q)
2 0 (Er,p+r)k + ( 2 p
Vr
2
pL(p + q)
+ 2~ 0 (Ep+r,r)k
Slk-YrYk +
From the construction of wu, we have
1 mr - k
2 2
k - mr_- - 1
2
mr + mr-1 +1
2
Yk (us )
S Skl-
t<r mt-1<l<mt
1
k<l<mr
k.
SkO (L-,
r<t<pme-l1<mt
= ( - q
+ p
- ) 0(Er,p+r)k + (q - + (Ep+r,r)k
-p(p + q)7k + mr + mr-1 +1 k
2 ~Y+ 2
Now let us write -o as
us = w ® a ® (er)k 0 b ® &s - w 0 a 0 (er+p)k 0 b 0 tbs.
We have
vr p(p+ q) (q-p
2 2 0 (Er,p+r)k + 2
vr + )_a (e)_
2 2
Vr
2
q-p Vr )
+( 2 2 + 2 )w 0a 0(er~p) ob( b~zs)
and
p - q - p(p+q)
2
p-q- p(p+q)b
2 tbs +-a® (ep+r) 0b&obs).
Then
Vr
k(cs) = (2 mr + mrI2 - k + I)(,), for mr < k < mr,r <- p.
Then
Yk (ms)
(p-qp 2 q
= - q
+ 2 ) 9 (Ep+r,r)k) (cus)
Case 2: mr_1 < k < mr, for r < p and q = p.
By a similar discussion, we have,
= (- - pp) 0 (Er,p+r)k + (-_' + pp) 0 (Ep+r,r)k
(2!i o (Er,p+r)k - 0 (Ep+r,r)k)+ l
m-i _k
+ r t E
r<tsp (mt-1<lsmt
- H
t<r mt-1<smt
(Ep+r,p+t)l 0 (Ep+t,r)k + (Er,t)l (Et,p+r)k
Ep+r,p+t)l 0 (Et,p+r)k + (Er,t)l 0 (Ep+t,r)k) )
Thus by a similar discussion as in the q > p case, we have
Yk (1s) /r +Mr - Mr-1 - k + )(m8 ), for mr- < k < mr, r p,2 2 2
which proves the theorem 3.3.6 for the q = p case.
Case 3: k > mp.
Now let k > my and q > p. In this case, as an operator on zu, yk has the following simple
form:
k = -E E
kol 1<i<p<j
(Ep+j,p+i)l 0 (Ei,p+j)k (Ski - SklrkYlt) -2l<mP
Then
k (Ls)
Notice the action of El>k Sik on ru only affects the component zb,. From the construc-
tion of &,, it is easy to see that E>k Slk(Ws) = ak-mp+1,s(zbs), where di,s is defined in
lemma 3.2.3 and only depends on the partition f.
k (s)
(ms).
(
+ Slk s-
l>k
p - q- p(p +q)
Thus in this case, we have
Yk(Ws)(P - q - p(p + q)2k = Okmp+1,s>Es
3.3.4 Image of the Harish-Chandra modules
We continue to use the setup in section 3.3.3. Let KH,( 1 , K2) be the type BC, dAHA with
parameters as in theorem 2.1.2.
For i = 1,.. .,p, let Z := KHi'(r1) be a type An _1 dAHA generated by Sni' and
Ym_ 1 +1, -- , Ymi. Let K( := r1 (1, '2) be a type BCap dAHA generated by SnK xZ2
and Ym+1, -- ,y. Then K := ® _1=H 0 KH is a subalgebra of Kr(K1, 2 ). Let F
SnA X--- S/A X (Snp x Z 2) as the subgroup of WBC,, in the natural way.
Let P be the Specht module of Sn with basis {Is = 1, ... , dgl,}. Define a K-module
,nistructure on P by letting Sni act trivially, Z act by -1 and y act on P by yi(Fs) = Ai,ss
for s = 1, ... , dgA. Here Ai,, are defined in theorem 3.3.6.
Define P = Ind." ')P.
Theorem 3.3.7 ([Ma]). The image of the Harish-Chandra module HO®, under the functor
F,,, is isomorphic to P as KX ( 1 , K2)-modules.
Proof. Let wu be the vectors defined in theorem 3.3.6. Define a linear map
0 : P -* Fn,p,(H701), FU - oS,
and extend it to P as a KX,(K1, p2)-module homomorphism. It is surjective from proposition
3.3.4. Now compute the dimension of P. Since II = 2"in! =_ n !, we have
2"n! n! HU 2"p|WBC./El 
- pA ~
-1If 0
2"Cng!l_ np g in
n"!
Notice that dim P = Uh thus dim P = n! HP 1 2"p/(H O 1 n H hk(")).flhk(-) %=_=
By comparing the dimension, we can see that 0 is an isomorphism which proves the
theorem. F
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Chapter 4
Elliptic Dunkl operators
4.1 Preliminaries on complex tori
4.1.1 Finite group actions on complex tori
Let 0 be a finite-dimensional complex vector space. Let G be a finite subgroup of GL(1), and
IF C F a cocompact lattice which is preserved by G. Then we get a G-action on the complex
torus X = /F. I For any reflection g E G, let Xg be the set of x E X s.t. gx = x. A
reflection hypertorus is any connected component of Xg which has codimension 1. Let Xreg
be the complement of reflection hypertori in X.
Let T be a reflection hypertorus. Let GT c G be the stabilizer of a generic point in
T. Then GT is a cyclic group with order nT. The generator gT is the element in GT with
determinant exp(21ri/nrT). Let S denote the set of pairs (T, j), where T is a reflection
hypertorus and j = 1, . . . , nT - 1.
Under the gT-action, we have a decomposition: [ 9 = T e oT, where jT is the codi-
mension 1 subspace of I with a trivial action of gT, and T = ((*)9T)-L, which is a 9T-
invariant 1-dimensional space. We also have a similar decomposition on the dual space:
h*=( *)gT 0 *
'Note that we don't assume that X is algebraic, i.e., an abelian variety. For example, if G is a
trivial group, then r can be any lattice. However, in interesting examples X is an abelian variety,
and, moreover, a power of an elliptic curve.
4.1.2 Holomorphic line bundles on complex tori
Let us recall the theory of holomorphic line bundles on complex tori (see [Mu] or [La] for
more details).
Let X = (/F be a complex torus. Any holomorphic line bundle L on X is a quotient of
x C by the F action: 7 : (z, () -4 (z + y, x(7, z)(), where x(-,.) : -+ C* is a holomorphic
function s.t. x(Y1 + 72, Z) = X(-1, z + 72)x(Y2, z).
Denote by L(x) the line bundle corresponding to x.
Let [v = HomC(j, C) be the vector space of C-antilinear forms on [ (i.e. the dual 0*
with the conjugate complex structure). We have a nondegenerate R-bilinear form
W : OV x [ --+ R, W(a, v) = Im a(v).
Then we define pv = a E jvW(,, IF) C Z}. It is easy to see that Fv is a lattice in [Jv
and we have the dual torus Xv - pV/Fv.
To any element a E Xv, we can associate a line bundle L, = L(Xc), where Xy(7, z)
exp(27riw(a, 7)). This is a topologically trivial line bundle on X.
Proposition 4.1.1. The map a -* La is an isomorphism of groups
Xv -+ Pic0 (X).
Now suppose that a finite group G acts faithfully on 0j and preserves a lattice F. By
using the bilinear form w, we can define the dual G-action on lyv which preserves the dual
lattice Lv. So we have an action of G on the complex torus X and its dual Xv.
We define a G-action on Pico(X) by: w : L, - L" = LwA, We have (L9)h - Ehg.
4.1.3 The Poincard residue
Suppose a is a meromorphic 1-form on an n-dimensional complex manifold X with a simple
pole on a smooth hypersurface Z C X and no other singularities. Near any point of Z,
we can choose local coordinates (zi,... , zn) on X s.t. Z is locally defined by the equation
zi = 0. Then a can be locally expressed as a = E', 10(zi,..., z,)dzi/zi, where 3i's are
holomorphic. Then #Iz is a holomorphic function on Z, and it does not depend on the
choice of the coordinates. We define the Poincare residue of a at Z to be Resz(a) = 01| z.
More generally, let S be a holomorphic vector bundle on X, and s be a meromorphic
section of S 0 T*X which has a simple pole on a smooth hypersurface Z c X and no other
singularities. Similarly to the above, we define the Poincare residue of s to be an element
in 1(Z, EIz) denoted by Resz(s).
4.2 Elliptic Dunkl operators
4.2.1 The sections f T
The goal of this subsection is to define certain meromorphic sections of the bundle
(L9) L 0 r which are used in the definition of elliptic Dunkl operators.
The line bundle (L')* 0 La is topologically trivial, and it is holomorphically trivial if
and only if a is a fixed point of w. Since G acts faithfully on l, we can always find a point
a E Xv which is not fixed by any w E G, i.e., there exists a topologically trivial line bundle
L := La such that (L')* 0 L is nontrivial for any w E G. From now on, we fix such a line
bundle. Let T C X be a reflection hypertorus. We have the following lemma.
Lemma 4.2.1. For j = 1,..., nT - 1, the holomorphic line bundle (L9')* 0L has a global
meromorphic section s which has a simple pole on T and no other singularities. Such s is
unique up to a scalar.
Proof. Let T = {x E X Ix + T = T}. Then T is a complex torus.
It is sufficient to assume in the proof that T = T.
We have a short exact sequence of complex tori: 0 -- T -L + X "+ E -+ 0, where E = X/T
is an elliptic curve. It induces a short exact sequence for the dual tori:
0 -+ Ev - Xv - Tv -+ 0, which can be written using the isomorphism of Proposition
4.1.1
1 -+ Pico(E) "*) Pico(X) - Pic0 (T) -* 1.
Since pL*((L9 )* 0 L) is trivial, there exists a topologically trivial line bundle L' on E
such that v*L' = (0 )* @ L. It is well known that L' has a unique meromorphic section,
up to a scalar, which has simple pole at 0. Then s = v*s' is the required section of the
bundle (Lj )* 0 L on X.
Now we prove the uniqueness of s up to a scalar.
The section s can be viewed as a global holomorphic section of the line bundle
Y = ( 09g) 12 E O(T). Since O(T) is the pullback of 0(0) on E, F is the pullback
of the bundle L' 0 0(0) on E. So H0(X, F) ~ H0(E, L' 0 (0)) = C and s is unique up to
a scalar. E
Now choose a nonzero element a E * and consider sOa, where s is the global meromor-
phic section in Lemma 4.2.1. Then s 0 a is a global section of the bundle (12gT)* 0 12 @ *C
Its only singularity is a simple pole at T, and it is defined by this condition uniquely up to
scaling.
Next, observe that since X is a torus, the bundle T*X is canonically trivial, and we can
canonically identify the fibers of T*X with I*. Thus we may consider the Poincard residue
ResT(s 0 a) which is an element in F(T, ((12&r)* 0 £)IT). Since ((49g)*o L) IT is trivial,
ResT(s 0 a) is a holomorphic function on T. Since T is compact, ResT(s 0 a) is a constant.
Then by fixing this constant, we can fix s 0 a uniquely, i.e., we have the following lemma:
Lemma 4.2.2. For any (T, j) E S, we have a unique global meromorphic section f of
the bundle (1299)* 0 L 0 h, such that it has a simple pole on T, no other singularities, and
has residue 1 on T.
4.2.2 Construction of elliptic Dunkl operators
For any g E G, we have a G-action on S: g(T, j) = (gT, j). Let C be a G-invariant function
on S. Notice that the line bundle L comes with a natural Hermitian structure and unitary
connection (coming from the constant ones on j). We will denote this connection by V.
Definition 4.2.3 (Elliptic Dunkl operators, [EMI]). For any v E [, we define the el-
liptic Dunkl operator corresponding to v to be the following operator acting on the local
meromorphic sections of L:
DS VV + C(T, j)( , L~ y
(Tj)ES
where Vv is the covariant derivative along v corresponding to the connection V, and (-,-)
is the natural pairing between j and f*.
Remark 4.2.4. Let V, V' be two flat holomorphic connections on L. Then V - V' =
where E * is a holomorphic 1-form on X. Therefore,
D 'c ~ D 1V'vC vC-
Thus elliptic Dunkl operators attached to different flat connections on the same line bundle
C differ by additive constants.
For simplicity, we will use the same notation V for the connection on each bundle L"
obtained from the connection V on L by the action of w E G. So we will denote the elliptic
Dunkl operator by DT". Then we have the following result on the equivariance of the
elliptic Dunkl operators under the action of G.
Proposition 4.2.5 ([EMI]). One has w o DLc 0w = -oc
4.2.3 The commutativity theorem
Theorem 4.2.6 ([EMI]). The elliptic Dunkl operators commute, i.e. [DLc, Dc = 0.
Proof. Since (ft, v) depends only on the projection of v to 1 T, which is a 1-dimensional
space, it is easy to check that the commutator [DL0 , Dic] does not have differential terms.
In other words, we have
[DL cID' C] sogg
gEG
where pg is a meromorphic section of the line bundle (49)* @ L.
We claim that p1 = 0. Indeed, write DL0 in the form DL0 = Vo + ZT(FTV), where
FT = Uu-1 C(T, j)fL g3. To show that 91 = 0, it suffices to show that [(FT, v), (FT, u)] +
[(FTI, v), (FT,, u)] = 0, if GT n GT $ 1. But this is obvious, given that (FT, v) depends only
on the projection of v to OT, which is 1-dimensional, and [T = rJT once GT n GTI # 1.
The rest of the proof of the theorem is based on the following key lemma.
Lemma 4.2.7. The sections pg are holomorphic.
The lemma clearly implies the theorem, since the bundle (LC)* 0 L is a topologically,
but not holomorphically, trivial bundle, and hence every holomorphic section of this bundle
is zero.
Proof of Lemma 4.2.7. The lemma is proved by local analysis, i.e., essentially, by reduction
to the case of usual (rational) Dunkl-Opdam operators, [DO]. Namely, it is sufficient to
show that Cog are regular when restricted to a small W-invariant neighborhood Xb of Gb,
where b E X is an arbitrary point. Let Gb be the stabilizer of b in G. Then Xb is a union of
IG/Gbj small balls around the points of the orbit Gb. Let us pick a trivialization of L on Xb.
This trivialization defines a trivialization of the line bundle L' for every w E G. With these
trivializations, the elliptic Dunkl operators DLc become operators acting on meromorphic
functions on Xb.
The remainder of the proof is based on the theory of Cherednik algebras for orbifolds.
Namely, it is clear from the definition of the elliptic Dunkl operators that they belong to
the algebra Hc,X,G(Xb). Since FHe,X,G = G x< Ox, this implies that the sections Og, upon
trivialization, become holomorphic functions on Xb. This proves the lemma. 11
Example 4.2.8. ([BFV], Section 3). Assume that G is the Weyl group of a root system R
with root lattice Q, [ is the complexified reflection representation of G, and 1' = Q G 7Q,
where 7 is a complex number with positive imaginary part. In this case, we have X =
Q &z E, where E = C/(1, 71) is the elliptic curve defined by 77.
Let 01 be the standard Jacobi 9-function 0 1(z) = _ i(z+1)(n+i)+7io(n+i)
it represents a section of the bundle 0(1) over E. Consider the function of two variables:
oa(z) = 61(z-w)6'(0)6(z)- 161(-w)- 1 . This function has the following defining properties:
(i) o- (z + 1) = (Z);
(ii) o-,(z + T) = e2 7riwow(z);
(iii) o,, is meromorphic with poles on the lattice generated by 1, 77 and residue 1 at zero.
Now let T, be the reflection hypertorus in X through the origin defined by a root a and
sa be the corresponding reflection. Also, let L be a line bundle on X defined by the weight
A E 6*. Then it follows from the above that f, 1(z) = O,av) ((x, a))a. Thus, the elliptic
Dunkl operators have the form
Dcc = Vv + E Cao(Aav) ((x, a))a(v)sa,
a>O
where C, is a G-invariant function on roots, and sa is the reflection corresponding to a.
These are exactly the elliptic Dunkl operators from [BFV].
Chapter 5
Elliptic Cherednik algebras
5.1 Cherednik algebras of varieties with a finite
group action
Let us recall the basics on the Cherednik algebras of varieties with a finite group action,
introduced in [E2] (see also [EM2), Section 7).
Let X be a smooth affine algebraic variety over C. For a closed hypersurface Y C X, let
Ox(Y) be the space of regular functions on X \ Y with a pole of at most first order on Y.
Let (y : TX -+ Ox(Y)/Ox be the natural map. Let G be a finite group of automorphisms
of X. Let S be the set of pairs (Y, s), where s E G, and Y is a connected component of the
set of fixed points XS such that codimY = 1 (called a reflection hypersurface). Let Ay,, be
the eigenvalue of s on the conormal bundle of Y. Let Xreg be the complement of reflection
hypersurfaces in X.
Fix w E H2 (X)G, and let D,(X) be the algebra of twisted differential operators on X
with twisting w. Let c : S -+ C be a G-invariant function. Let v be a vector field on X, and
let fy E Ox (Y) be an element of the coset (y (v) E Ox (Y) /Ox -
A Dunkl-Opdam operator for G, X is an operator given by the formula
D := Lv + Y fy 2cy,
(Y,s)ES y's
where Lv E D,(X) is the w-twisted Lie derivative along v.
The Cherednik algebra of G, X, Hi,c,w(G, X), is generated inside Dw(Xreg) by the function
algebra Ox, the group G, and the Dunkl-Opdam operators.
Now let X be any smooth algebraic variety (not necessarily affine), and let G be a finite
group acting on X. Assume that X has a G-invariant affine open covering, so that X/G
is also a variety. Recall that twistings of differential operators on X are parametrized by
H2 (X, Q 11) ([BB], Section 2). So for 4 E H2(X, 4 Il)G, we can define the sheaf of Cherednik
algebras H1,c,,PxG (a quasicoherent sheaf on X/G), by gluing the above constructions on
G-invariant affine open sets. Namely, for an affine open set U C X/G, we set
H1,c,9),G,x(U) := H1,c,e (G,
where U is the preimage of U in X. We can also define the sheaf of spherical Cherednik
algebras, B1,c,@,X,G, given by B1,c,4 ,x,G(U) = eHi,c,(G, U)e, where e is the symmetrizing
idempotent of G, defined by (6.5).
Finally, let us define the sheaves of modified Cherednik algebras, H1,,,,G,X and modi-
fied spherical Cherednik algebras B1,c,@,n,G,X. Let r/ be a G-invariant function on the set of
reflection hypersurfaces in X. Define a modified Dunkl-Opdam operator for G, X (when X
is affine) by the formula
D:=- L + fy( 2cy' (8 - 1) + r/Y),1 - Ay,
(Y,s)ES
and define the sheaf of algebras Hic,,ox to be locally generated by Ox, G, and modified
Dunkl-Opdam operators (so, we have H1,c,4,o,G,x = H1,c,gGx). Also, set B1,c,ep,r,,G,X
eHi,c,e),,,G,Xe-
Note that according to the PBW theorem, the sheaf Hi,c,ej,G,X has an increasing fil-
tration F*, such that gr(H1,c,V,7,G,X) = G X OT-x.
Note also that the modified Cherednik algebras can be expressed via the usual ones (see
[E2], [EM2] Section 7.5). Namely, let @y be the twisting of differential operators on X by
the line bundle Ox(Y)*. Then one has
Hi'c,,0,?7,G,x 2 H1,c,V)+Ty 7(Y)#ry,G,X -
Finally, note that we have a canonical isomorphism of sheaves
Hi,c,o,7,x,alxg c CG x DXreg
5.2 The elliptic Cherednik algebra
Let X = (/F be the complex torus with an action of a finite group G as in Chapter 4. Let C
be the G-invariant function on S as in Definition 4.2.3. Notice that we have an isomorphism
S -S. Define a G-invariant function c : S -+ C by letting c(T, j) = (e2xiJ/nT - 1)C(T, j)
and c(T, 0) = 0.
Let U be a small open set in X/G, and U be its preimage in X. Then the algebra
Hi,C,o,x,G(U) = Hi,c,o(U, G) is generated by the algebra of holomorphic functions O(U), the
group G, and Dunkl-Opdam operators
D,=Ov- ( C(T,j)(#T , )g ,
(T,j)ES
where # = (#T) is a collection of 1-forms on U which locally near T have the form OT =
d log eT + 0' , Tr being a nonzero holomorphic function with a simple zero along T, and #'
is holomorphic. For brevity we will denote this sheaf by Hc,X,G. It is called the Cherednik
algebra of the orbifold X/G attached to the parameter c, or the elliptic Cherednik algebra.
The sheaf Hc,X,G sits inside G x Dxeg where DXreg is the sheaf of differential operators
on X with poles on the reflection hypertori. Thus the sheaf Hc,X,G has a filtration by order
of differential operators. It is known [El] that we have F 0 HC,X,G = G x Ox.
5.3 Representations of elliptic Cherednik algebras
arising from elliptic Dunkl operators
Let C = L\ be a holomorphic line bundle on X corresponding to A E Xv. In this section
we will use elliptic Dunkl operators to construct representations of the sheaf of elliptic
Cherednik algebras H,X,G on the sheaf ) := WeWEfG.
Let us write the elliptic Dunkl operator in the form
Dc=VV + (Fg, v)g,
gCG
where F, = g C(Tj)ff,3 is a section of (Eg)* 0 9 0 [*. Note that F 0 =
unless g is a reflection.
Lemma 5.3.1. We have:
(i) Adw(FS,) =FCg, where Adw stands for the adjoint action of w;
(ii) Vu(FCg, v) = Vv(Fg IU);
(iii) Eh,g:hg=k (F'g, v) (F , gu) = Eh,g:hg=k (F,g, u)(Fh, gv);
(iv) Zhghgk(F g, v)(F ,%, u) = Eh,g:h g=k (Fg, u)(FC, v).
Proof. Statement (i) follows from Proposition 4.2.5, Statements (ii),(iii) follow from the
commutativity of the elliptic Dunkl operators, using (i). Statement (iv), using (iii), reduces
to the identity
k(FS,, v) (FS,, u - gu) - (F ,g, u) (F ,, V - gv) =
h,9:hg=k
Every summand in this sum is a skew symmetric bilinear form in u, v which factors through
Im(1-g). But if.FS is nonzero, then g is a reflection, and hence Im(1-g) is a 1-dimensional
space. This means that every summand in this sum is zero, and the identity follows. E
Now we will define the representation of the elliptic Cherednik algebra. We start by
defining an action p = PL,V of the sheaf G X Dxreg, on (local) sections of F (with poles on
reflection hypertori).
For a section # of (1C*)w we define: (p(g)Q)(x) = 0 (gx), (Vg E G), (a section of (L*)9w); if
f is asectionof Ox then p(f)# = f/; and finally, forv E [j, p(Ov)/ = (Vv-EE(F,'g, v))/3.
Proposition 5.3.2 ([EMI]). These formulas define a representation of G V Dxreg on Flx,,g
Proof. The only relations whose compatibility with p needs to be checked are [&v, 89] = 0.
This compatibility follows from statements (ii),(iv) of Lemma 5.3.1. Z
Corollary 5.3.3. The restriction of p to Hc,X,G C G x Dx, is a representation of He,X,G
on F.
Proof. We need to show that for any section D of He,X,G, p(D) preserves holomorphic
sections of F. Clearly, it is sufficient to check this for D = D,4, a Dunkl-Opdam operator.
Obviously, we have
p(Do,)| - C(T,j)((ff ,v) - (# Tv)gy).
(Tj)ES
It is easy to see that each operator in parentheses preserves holomorphic sections, so the
result follows.
Note that the representation p of Hc,X,G belongs to category 0, which is the category
of representations of Hc,X,G on coherent sheaves on X.
5.4 Monodromy representation of orbifold Hecke
algebras
5.4.1 Orbifold fundamental group and Hecke algebra
The quotient X/G is a complex orbifold. Thus for any x E X with trivial stabilizer, we
can define the orbifold fundamental group r rb(X/G, x). It is the group consisting of the
homotopy classes of paths on X connecting x and gx for g E G, with multiplication defined
by the rule: Y1 0 72 is Y2 followed by gyi, where g is such that gx is the endpoint of 7Y2. It is
clear that the orbifold fundamental group of X/G is naturally isomorphic to the semidirect
product G K 1.
The braid group of X/G is the orbifold fundamental group Irrb(Xreg/G, x). It can also
be defined as iri(X'/G, x), where X' is the set of all points of X with trivial stabilizer.
Now let T be a reflection hypertorus. Let CT be the conjugacy class in the braid group
7rb(Xreg,/G, x) corresponding to a small circle going counterclockwise around the image of
T in X/G. Then we have the following result (see e.g. [BMR]):
Proposition 5.4.1 ([EMI]). The group 7rirb(X/G, x) = G x F is a quotient of the braid
group 1rb(Xreg/G, x) by the relations TIT = 1 for all T E CT.
Now for any conjugacy class of T, we introduce complex parameters TT,1, ... , rrI The
entire collection of these parameters will be denoted by T.
The Hecke algebra of (X, G), denoted H,(X, G, x), is the quotient of the group algebra
of the braid group, C[7rorb(Xreg/G, x)], by the relations
nT
IJ (T - e2xim/nTeFTm) = 0, T E CT.
m=1
(This relation is a deformation of the relation TnT = 1, which can be written in the form
[IT (T - e2xim/nT) 0.)
This algebra is independent on the choice of x, so we will drop x from the notation.
5.4.2 The monodromy representation
The representation p (in Section 5.3) defines a structure of a G-equivariant holonomic 0-
coherent D-module (i.e., a G-equivariant local system) on the restriction of the vector bundle
ewEG(E*)W to Xreg. This local system yields a monodromy representation Tr,v of the braid
group 7rorb(Xreg/G, x) (of dimension |GI). Since by Corollary 5.3.3, this local system is
obtained by localization to Xreg of an Ox-coherent Hc,x,G-module, by Proposition 3.4 of
[El], the representation 7r, factors through the Hecke algebra X,(X, G), where r is given by
the formula
rT,m = 27-1 -27ijm/nT
Thus, for any collection of parameters rT, with Ej rT,j = 0 for all T, we have constructed a
family of |G|-dimensional representations 7rLV of the Hecke algebra X,(X, G), parametrized
by pairs (L, V); this family has 2 dim [j parameters.
Chapter 6
Elliptic quantum integrable
systems
6.1 Dunkl operators for complex reflection groups
6.1.1 Complex reflection groups
Let [ be a finite-dimensional complex vector space. We say that a semisimple element
s E GL([) is a complex reflection if rank(1 - s) = 1. This means that s is conjugate to the
diagonal matrix diag(A, 1,..., 1) where A # 1.
Now assume j carries a nondegenerate inner product (., -). We say that a semisimple
element s E O( ) is a real reflection if rank(1 - s) = 1; equivalently, s is conjugate to
diag(-1, 1, ... , 1). Now let G C GL(O) be a finite subgroup.
Definition 6.1.1. (i) We say that G is a complex reflection group if it is generated by
complex reflections.
(ii) If j carries an inner product, then a finite subgroup G C O(l) is a real reflection group
if G is generated by real reflections.
For the complex reflection groups, we have the following important theorem.
Theorem 6.1.2 (The Chevalley-Shepard-Todd theorem, [Che]). A finite subgroup G of
GL(l) is a complex reflection group if and only if the algebra (S)G is a polynomial (i.e.,
free) algebra.
By the Chevalley-Shepard-Todd theorem, the algebra (S)G has algebraically indepen-
dent generators P, homogeneous of some degrees di for i = 1,..., dim l. The numbers di
are uniquely determined, and are called the degrees of G.
From now on, let G be an irreducible complex reflection group with reflection represen-
tation [. Denote S the set of complex reflections in G. For any s E S, let a, E * be the
nonzero linear function on [ vanishing on the fixed hyperplane of s. Let (a be the eigenvalue
of s on a.. Let [reg be the complement of the reflection hyperplanes in [.
6.1.2 Dunkl operators for complex reflection groups
Let us recall the basic theory of Dunkl operators for complex reflection groups (see [DO],
[EM2] Section 2.5). Let c : S -- C be a G-invariant function. The rational Dunkl operators
for G are the following family of pairwise commuting linear operators acting on the space of
rational functions on : z2c(s)as(v)~
Drat = Bo + 2 , (6.1)VsE (1 - (S)as
where v E [, and Bev is the derivation associated to the vector v. 1 Thus, the Dunkl operators
are elements in CG x DOreg) where D(reg) denotes the algebra of differential operators on
reg-
Similarly, one defines the quasiclassical limits of Dunkl operators, called the classical
Dunkl operators, which are elements of CG x O(T*0reg). Namely, for v E j, let pv be the
corresponding momentum coordinate in O(T*reg). Then the classical Dunkl operators are
defined by the formula
Do =P+ 2c(s)aes(v)sDvc=Pv + sS
Vses (1 - (s)as
which is obtained by replacing the derivative o9 by its symbol pv in (6.1).
'This definition of Dunkl operators is slightly different from the one in [E3], [EM2], namely we
have replaced s - 1 by s. This has no significant effect on the considerations below, since our Dunkl
operators are conjugate to the ones in [E3], [EM2].
6.2 Calogero-Moser Hamiltonians
Let m : CG x D()reg) --+ D()reg) be the map defined by the formula m(Lg) = L, where
L E D(jreg), g E G. Define the G-invariant differential operators PFc on [reg by the formula
Pic :=m( 'DC )
In other words, Drat is a linear map [ -+ CG x D(Nreg) whose image is commuting, so it
defines an algebra homomorphism Sj -> CG x D(reg), and Pf is the image of Pi under this
homomorphism. Note that PF = P(89). It is known (see [He], [EM2]) that these operators
are pairwise commuting (i.e., form a quantum integrable system). They are called the
rational Calogero-Moser operators.
Similarly, one can define the quasiclassical limits of Pjc. Namely, let m : CG x O(T* reg)
O(T*[reg) be the map defined by the formula m(Pg) = P, where P E O(T*reg). Define
the G-invariant functions Pic E O(T*reg) by the formula PC(p, q) := m(Pi(D2,c)). Note
that Pf - P(p). It is known (see [He], [EM2]) that these functions are pairwise Poisson
commuting (i.e., form a classical integrable system). They are called the rational classical
Calogero-Moser Hamiltonians.
The following important lemma will be used below.
Lemma 6.2.1. PjC is a function on T*freg, i.e., it does not involve elements of G. Thus,
Pc = P(D,c), i.e. the application of m is not necessary.
Note that this lemma does not hold in the quantum setting.
Proof. Consider the classical rational Cherednik algebra for G, Ho,c(G, t), generated inside
CGxO(T*jreg) by G, Sf* (the algebra of polynomials on ), and the classical Dunkl operators
(see [E3], Section 7, and [EM2], Section 3).
It easy to see that any P(q) E (S,*)G lies in the center of Ho,c(G, ). On the other
hand, there is an isomorphism Ho,c(G, [*) -+ Ho,c(G, f) which maps linear functions on *
to classical Dunkl operators on l (see [EM2], proof of Prop. 3.16). Thus, P(D2,c) is also in
the center of Ho,c(G, ), and thus, in the center of CG x O(Tlhreg). So P(D2,c) commutes
with functions of p and q, and hence is itself a function. El
6.3 Elliptic Dunkl operators for crystallographic
complex reflection groups
Now suppose F C l be a cocompact lattice preserved by G, i.e., G is a crystallographic
complex reflection group. Denote the complex torus by X = b/F. 2
If X is 1-dimensional (an elliptic curve), then we have a natural identification X Xv,
sending x E X to the bundle O(x) 0 0(0)*. This identification yields a natural positive
Hermitian form < -, - > on the line TXv. Hence, for every hypertorus T C X passing
through 0 (of codimension 1), there is a natural positive Hermitian form < -, > on the line
To(X/T)v = To((X/T)v).
Then as in Chapter 4, one can define the elliptic Dunkl operators DjA, where A is a
generic point in v 3, CA is the holomorphic line bundle corresponding to A and v E
We now trying to study the behavior of D L\ near A = 0. For a reflection torus T, let ST
be the corresponding reflection in G with order nT. Let aT := asT E 6* be a nonzero linear
function on [ vanishing on the fixed hyperplane of ST. Then we have f = rJ (A)aT,
where OTJ(A) is a section of (IT)* LA\. We are going to study the behavior of this section
near A = 0.
Fix a G-invariant positive definite Hermitian form 4 B( , ) on 1v (which is unique up to
a positive factor), and use it to identify F with ov; so the element of j corresponding to
A E 1 V will be denoted by B(A). For the reflection s E G with reflection hypertorus T, set
aB(S) = B(u, u)/ < u, u > for 0 # u E To(X/T)v.
Proposition 6.3.1 ([EFMV]). The section ;rTj(A) := B(A, aT)TJ(A) is regular in A near
A = 0, and if B(A, aT) = 0 (i.e., STA = A), we have TT (A) = -aB(sT) /(1 - e27rij/nT).
Proof. Suppose E = C/(ZeZT), p E E, and S = O(p)0 0 (0)* is a degree zero holomorphic
line bundle on E. Let o-A be a section of E with a first order pole at a point zo and no other
singularities. Then, up to scaling, we have
= O(z - zo - p)O'(0)
0(z - zo)6(-p)'
2We will continue using the notations in Chapter 4. The only difference between Chapter 4 and
here is that here G is a complex reflection group not arbitrary finite group in GL().3v is the Hermitian dual of j, i.e. the dual * with the conjugate complex structure.
4We agree that Hermitian forms are linear in the first argument and antilinear on the second one.
where 0 is the Jacobi theta-function. Near t = 0, this has the expansion
1
o-t(z) = + 0(1). (6.2)
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Now let E = X/T (an elliptic curve). It is clear that the bundle (ECXT )* 0 E\ is pulled
back from E, namely it is the pullback of the line bundle E corresponding to the point
(1 - e 2xij/nT)A(a*)aT, where a* E 1 T is such that aT(a*) = 1. This together with formula
(6.2) implies the statement. E
Let S be the set of complex reflections in G and CB : S -+ C be the function given by
the formula
CB(S) = - s aB(S) 1: C(Tlj(s)).
TcXs
(the summation is over the connected components of XS).
Corollary 6.3.2. Near A = 0, the elliptic Dunkl operators have the form:
D = B 9 - (1-B8 )c,(B))s + regular terms.V'C SES(1 - (s)aes(B(A))
Proof. The Corollary follows directly from Proposition 6.3.1 and the definition of CB(S). Z
Remark 6.3.3. Here we realize sections of line bundles on X as functions on l with
prescribed periodicity properties under F.
Remark 6.3.4. Clearly, the same result applies to classical elliptic Dunkl operators.
6.4 The main theorem
6.4.1 Statement of the main theorem
Define the operators
Li':= PB(DCA, B(A)),
acting on local meromorphic sections of EX (where PFc(p, q) are the classical Calogero-
Moser Hamiltonians, defined in Subsection 6.2). It is easy to see that these operators are
independent on the choice of B and commute with each other.
Our main result is the following theorem.
Theorem 6.4.1 ([EFMV]). (i) For any fixed C, the operators Li are regular in A near
A = 0, and in particular have limits Li as CA tends to the trivial bundle (i.e., A tends
to 0).
(ii) The operators L are G-invariant and pairwise commuting elements of CG K D(Xreg).
-C(iii) The restrictions Lq of Li to G-invariant meromorphic functions on X are commuting
differential operators on Xreg, whose symbols are the polynomials Pi.
The collection of operators {Lq} is the elliptic quantum integrable system announced
in the introduction.
Note that only part (i) of Theorem 6.4.1 requires proof; once it is proved, parts (ii) and
(iii) follow immediately. We will give two proofs of Theorem 6.4.1(i). The first proof, given
in Subsection 6.4.2 is based on Lemma 6.2.1. The second proof, given in Subsection 6.4.4,
is based on the techniques of [BE] and reduction to rank 1 (where the result can be proved
by a direct calculation).
Note that the quantum system of Theorem 6.4.1 can be easily degenerated to a classical
integrable system, by replacing elliptic Dunkl operators with their classical counterparts.
Namely, define
EU'i P"(D,', B (A)).
Theorem 6.4.2 ([EFMV]). (i) For any fixed C, the elements L, are regular in A
near A = 0, and in particular have limits ,C as LA tends to the trivial bundle (i.e.,
A tends to 0).
-0'C(ii) The elements Li' are G-invariant and belong to CG x ((T*Xreg).
(iii) The functions L'C -- m(L') are Poisson commuting regular functions on T*Xreg,
whose leading terms in momentum variables are the polynomials Pi(p).
Theorem 6.4.2 follows from Theorem 6.4.1 by taking the quasiclassical limit.
Example 6.4.3. Let F, C C be a lattice generated by 1 and T E C-. Let E, = C/F, be
the corresponding elliptic curve. Let R be a reduced irreducible root system, and Pv be
the coweight lattice of R. Let G = W be the Weyl group of R. Let X = E_ & Pv. In this
case, the reflections sa correspond to positive roots a E R+, and we will write Ta for T,..
It is easy to see that the elliptic curve X/Ta is naturally identified with E, via the map
a:X/Ta -> Er.
Let (., -) be the W-invariant inner product on f*, normalized by the condition that the
long roots have squared length 2. It is easy to see from the above that one can uniquely
choose B so that
aB(sa) = (a, a).
Assume first that C(T, 1) = 0 unless T passes through the origin (e.g., this happens
automatically if X', is connected for all roots a). Let C, = C(Ta, 1). Then we have ca :=
cB(sa) = C(a, a)/2 (so in the simply laced case, ca = Ca). In this case, Pi(p) = (p, p),
and the corresponding differential operator LC is the elliptic Calogero-Moser operator
LC = A - E Ca(Ca + 1)(a, a)p((a, x), r),
a>O
where A is the Laplace operator defined by ( , ), and p is the Weierstrass function.
It remains to consider the case when XQ is disconnected for some a, and C(T, 1) can be
nonzero for T not necessarily passing through 0. This happens only in type Ba, n > 1, for
short roots a. (Here B1 = A 1, but we use the normalization of the form given by (a, a) = 1.)
In this case, X = E,, and sa negates the i-th coordinate for some i = 1,.. ., n, so there are 4
components of Xs-: a(x) = (1, I = 1, 2, 3, 4, where (1 = 0, 2 = 1/2, 3 = T/2, (4 = (1+T)/2
are the points of order 2 on ET. Let us denote the values of C corresponding to these
components by C1. Then ca = (Ci + C2 + C3 + C4)/2, and denoting by k the value of C
for the long roots, we get
n
LC1 = > 2-Zk(k+ l)(p(xi -xj,T) + p(xi+xj,T-))
4 n
- E E C1 (C +1) P(xj - (1, T),
1=1 j=1
which is the Hamiltonian of the 5-parameter Inozemtsev system [I] (4 parameters for n = 1).
Example 6.4.4. Here is our main new example of crystallographic elliptic Calogero-Moser
systems. Let n be a positive integer, and m = 1, 2, 3, 4 or 6. Then G = Sn X (Z/mZ)" is
a complex crystallographic reflection group. Namely, G acts on the torus X = En, where
E, := C/(Z @ Zr) is an elliptic curve, and T is any point in C+ for m = 1, 2, T = e2 '/ 3 for
m = 3, 6, and T = i for m = 4. In this case, the above construction produces a quantum
integrable system with Hamiltonians Lv, ... , LC, (W-invariant differential operators on E.
with meromorphic coefficients) such that
L(7 = a r" + l.o.t.,i=
where L.o.t. stands for lower order terms. A similar construction involving classical coun-
terparts of elliptic Dunkl operators yields a classical integrable system with Hamiltonians
n
L~ _ pj ++1.o.t..
i=1
In the case m = 1, this system essentially reduces to the previous example (the Calogero-
Moser system of type Ani). In the case m = 2, it reduces to the 5-parameter Inozemtsev
system, described in the previous example. However, for m = 3, 4, 6, we get new crystallo-
graphic elliptic Calogero-Moser systems with cubic, quartic, and sextic lowest Hamiltonian,
respectively.
The parameters of these systems are attached to the hypertori xi = xj (a single param-
eter k) and to the hypertori xi = (, where E- E., is a point with a nontrivial stabilizer in
Z/mZ (the number of such parameters is the order of the stabilizer minus 1). For m = 3,
we have three fixed points ( of order 3, for m = 4 - two fixed points of order 4 and a fixed
point of order 2, and for m = 6 - fixed points of orders 2, 3, 6, one of each (up to the
action of Z/mZ). Therefore, for m = 3 this system has 7 parameters, for m = 4 it has 8
parameters, and for m = 6 it has 9 parameters (if n = 1, the number of parameters drops
by 1, since the parameter k is not present).
For instance, consider the case m = 3. In this case, we have the following proposition.
Proposition 6.4.5. The quantum Hamiltonian Lj has the form
n n
L? = S +43 ~ (aop(xi) + aip(xi - i1) + a2p(Xi - 72))Oi (6.3)
2
-3k(k + 1) p g(xi - EPx.)( A + EP0j)
i<j p=o
+ (bo p'(xi) + bi p'(xi - q1) + b2 p'(Xi - 772)),
i=1
where T = E:= e2 ri/ 3 , p(x) := p(X T), 711 = iv/5/3, '2 = -iv/5/3, and al, bl, k are
parameters.
Proof. LC must be a differential operator with meromorphic coefficients on E" which sat-
isfies the following conditions:
(i) The symbol of LC is Z 82;
(ii) Lj is invariant under S, < Z';
(iii) The coefficients of order 3 - j in LC are sums of meromorphic functions on En with
poles on the hypertori xi = 0, Xi = 771, xi = 772, Xi = ePXy (p = 0, 1, 2), and the sum of
orders of all the poles being < j.
It is easy to see that the only operators with this property are those of the form (6.3). F
Note, however, that the new crystallographic elliptic Calogero-Moser systems for m > 2
exist only for special elliptic curves with additional Z/mZ-symmetry.
6.4.2 The first proof of Theorem 6.4.1
For simplicity of exposition, we will work in a neighborhood U of 0 in X (or, equivalently,
in j), which allows us to naturally trivialize the bundles L,, and regard sections of all line
bundles as ordinary functions.
For v E l, define an operator on the space of meromorphic functions of x and A by the
formula
(Ev,cF)(x, A) = (D ± + 2cB (s)aS(v) (s & sv))F(x, A),V +E (1 - (s)as(B(A))
ses (1 -
where (svF)(x, A) := F(x, s-A).
Proposition 6.4.6. The operators E,c commute, i.e. [9,,c, Ev',C] = 0 for all v,v' E 6.
Proof. By the properties of the elliptic Dunkl operator, the operators D*,C, v E f, linear
functions @(B(A)), @ E [*, and the operators s 0 sv' satisfy the defining relations of the
algebra CG < S( 9 *). This implies the desired statement, since the operators Ev,c are
exactly the classical Dunkl operators D.,c on these generators. D
Set ZL := P(E.,c) (these operators make sense and are pairwise commuting by Propo-
sition 6.4.6).
Proposition 6.4.7. One has I LC'A
Proof. By Lemma 6.2.1, P(D,,) PC(p, q). Substituting DfC instead of p (which we can
do by the commutativity and equivariance properties of the elliptic Dunkl operators), we
get the desired equality. 0
Corollary 6.4.8. The operators Lf are linear over functions of A.
Proof. Follows immediately from Proposition 6.4.7. 0
Proposition 6.4.9. The operators Ev,c map the space of functions which are regular in A
near A = 0 to itself.
Proof. By Corollary 6.3.2, near A = 0, the operator 8 v,c has the form
z( s 0 (s' - 1) + regular terms .
sES (1 - (s)as(B(A))
1
Since the operator ( (sv - 1) preserves regularity in A, the statement follows. l
as (B (A))
By Proposition 6.4.9, the operators L, preserve the space of functions which are regular
in A near A = 0. By Corollary 6.4.8, this means that Z9 are themselves regular in A for
-CAA near 0. Hence, by Proposition 6.4.7, the operators Li' are regular in A near A = 0, as
desired.
6.4.3 Relation to Cherednik's proof
In this subsection we would like to explain the connection between the construction of Sub-
section 6.4.2 and Cherednik's proof of the integrability of elliptic Calogero-Moser systems
attached to Weyl groups ([Ch2]).
Recall that to obtain the operators So,c used in Subsection 6.4.2 from the elliptic Dunkl
operators D L, we "subtract" the pole in A by adding the reflection part of the rationalV C
Dunkl operator with respect to A. In the real reflection group case, instead of the rational
Dunkl operator we could have used the trigonometric one. Let us denote the corresponding
operators by ~E . For A E Hom(Pv, C*) v/Q, denote by F\ the space of meromorphic
functions on j which are periodic under Pv and transform by a character under TPv,
representing sections of L4. Let Y = eA regular FA. It is easy to check that the operator
IEVtr acts naturally on F.
On the other hand, in [Ch2], Cherednik defined affine Dunkl operators, Dafc ([Ch2],
formula (3.4) after specialization of the central element). These are differential-difference
operators on functions on j/Pv (involving shifts by elements of TPv composed with reflec-
tions), which preserve the space F.
It turns out that the operators Er and Daff on the space F coincide. This showsIt urs ut ha te oertos v',C v,C
that in the real reflection group case, the construction of Subsection 6.4.2 is, essentially, a
modification of the construction of (Ch2].
6.4.4 The second proof of Theorem 6.4.1
Proposition 6.4.10. Theorem 6.4.1(i) holds in rank 1, i.e., if dimX = 1.
Proof. In the rank 1 case, G = Z/mZ. Let C be the reflection representation of G with
coordinate function x. Let g be the generator of G acting on C by multiplication by ( =
e2,i/m. The primitive idempotents of CG are defined by
m-1
ej = - (jg i i= 0,...,Im -1;
j=0
they satisfy the relations ejej = 6ije , Z 1 ej = 1.
We also have the following cross relations (the indexing is modulo m):
eix = xei_ 1, eiBO = O8ei+1, eip = pei+1(p is the symbol of 82).
For brevity, we will abuse notation and write A instead of B(A). From Corollary 6.3.2,
we know that near A = 0 the elliptic Dunkl operator can be written as
D =x+ rniber+(R -biej,
i=O j=0 i=O
where E bi = 0, b = (bo, ... , bm-1) is related to CB by a certain invertible linear transfor-
mation, and Rj has the form
R5 = E aStxAt, where ast are constants.
s>-1,t>O
saj mod m
s+t= -1 mod m
So we have Rjej = ei+jRj. Here all indices are modulo m.
We have Pi = P = pm, and
Pc = bo bm-1). (6.4)
q q
Define 4)i(p, q) = p - d Di = Di(Dv , A).
q '
Lemma 6.4.11. For any integer r, s with 1 < s < m, the expression Gr+1 - -'r+ser+s is
regular in A at A = 0.
Proof. We prove the statement by induction on s. By a direct computation, one can see
that the statement is true when s = 1. Now for the induction step suppose the statement
is true for s < k, where k > 2, and let us prove it holds for s = k. We have
r+1 'J' 'r+ker+k 'Jr+1' ''r+k-ler+k-1(9x + br+kRm-1)
+br+k 5 Dr+1 ' r+k-ler+k-jRm-j-
j=2
Notice that Rm-j = Aj-R'- for j = 1,..., m, where R is regular at A = 0, and (Ii
has only a simple pole in A. So j = 2,..., k - 1 we have
r+ * ' 'r+k-ler+k-jDm-j = Nr+i * -''r+k-j(Dr+k-j+1A) ... (Dr+k-1Aler+k-j m-j
(NDr+k-j+1A) '.. (Nr+k-1A)Nr+1 ''. ' r+k-jer+k-jR'-J,
which is regular in A by the induction hypothesis, while for k < j : m the above expression
is regular since Rm-j is divisible by Aj- 1. Also, the expression
.r+1 ''' k-ler+k-i(Ox + br+kRm-1)
is regular by the induction hypothesis. The induction step is thus completed. E
Now since
rni rn-
jfE =Jj=~4 j-rn+l 4jej,
i=O j=O
-CA
Lemma 6.4.11 implies that the operators Li' are regular in A near A = 0. O
Now we proceed to prove Theorem 6.4.1(i) in rank n > 1. By Hartogs' theorem, it
suffices to check the regularity of LC at a generic point of a reflection hyperplane H C I.
To this end, we will use the following proposition.
Let H be a reflection hyperplane in I. Let s E S be a generator of GH LZm. Let
p E 1s, q E 1* be such that (p, q) = 1, and let Pi, .. ,Pn-1, qi, .. , qn-1 be bases of ,
(6S)*. Also, since the 1-dimensional space , carries a GH-action, we can define the classical
Calogero-Moser Hamiltonian PC(p, q) (given by formula (6.4)).
Let xO be a generic point of H, and let q, := qi(xo). (Note that q(xo) = 0.)
Proposition 6.4.12. Near a generic point xo of H, for any i = 1,...,n, the function
P can be written as a polynomial of the functions P1,... ,Pn-1, pq, and Pc(p, q), whose
coefficients are power series in the functions q1 - qi... ,qn-1 - qn_ 1 , qr.
Proof. Let
e = g E CG (6.5)
gEG
be the symmetrizing idempotent. The function Pc belongs to the spherical subalgebra
Bo,c(G, j) := eHo,c(G, f)e of the rational Cherednik algebra Ho,c(G, ,) (sitting inside O(T*hreg)
By the classical version of Theorem 3.2 of [BE] (see also [B]), the completion at xo of the alge-
bra Bo,c(G, [) is isomorphic to the completion at 0 of the algebra C[qi, . . . , q-1, pi, ... , p-1o
Bo,c(GH, [s). However, the algebra BO,c(GH, [s) is generated by q", pq and PC(p, q). This
implies the desired statement. LI
Theorem 6.4.1(i) follows immediately from Proposition 6.4.10 and Proposition 6.4.12.
6.5 A geometric construction of quantum elliptic
integrable systems
In this section we will give a geometric construction of the quantum elliptic integrable
systems described above, in the style of the Beilinson-Drinfeld construction of the quantum
Hitchin system, [BD]. Namely, we construct these systems as algebras of global sections
of sheaves of spherical elliptic Cherednik algebras, for the critical value of the twisting
parameter. On the other hand, if the twisting parameter is not critical, we show that the
algebra of global sections reduces to C.
6.5.1 Elliptic Cherednik algebras and elliptic integrable sys-
tems
Let X and G as in Section 5.2. It is easy to see that (A2[i*)G = 0, so X does not admit
nonzero global 2-forms. This implies that the space of G-invariant twistings of differential
operators on X is H1' (X)G, which is 1-dimensional, and spanned by the Kdhler form on X
defined by the Hermitian from B. So we can make the identification H'l,(X)G a C.
It is well known that X admits a G-invariant affine open covering, so we can consider
the sheaves Hi,,,,x,G and B1,c,V,?,Xx on X/G.
Notice that we have an isomorphism S a S. Thus we can substitute for c the function
cT,s = (1 - e 27rij(s)/m,)C(T,j(s))/2.
Also, define a function q on the set of reflection hypertori by the formula
nT-1
71c(T) :=- E C (T, j).
j=1
The main result of this section is the following theorem, which gives a geometric con-
struction of the quantum elliptic integrable systems.
Theorem 6.5.1 ([EFMV]). (i) Restriction to Xreg defines an isomorphism
P(X/G, B1,c,0,?c,G,X) e C[L, ... , L,.
(ii) The algebra of global sections F(X/G, B1,c,4P,G,X) is nontrivial (i.e. not isomorphic to
C) if and only if
V= C(T, j)$T. (6.6)
(Tj)ES
If (6.6) holds, I(X/G, B1,c,V),G,X) is a polynomial algebra in generators Li whose sym-
bols are P.
Example 6.5.2. If C = 0, Theorem 6.5.1 states that for $ E C, there exist nontrivial
G-invariant O-twisted global differential operators on X if and only if 4 = 0, in which case
the algebra of such operators is (Sj)G. This is, of course, easy to check directly.
Proof of Theorem 6.5.1. We first prove (i). The sheaf of algebras H1,c,o,,qc,G,X is locally
generated by regular functions on X, elements of G, and Dunkl-Opdam operators without
a "pure function" term:
D := L, + _fy 12cy 8S
1 Ay~s(Y,s)CS
This implies that for a generic L, the elliptic Dunkl operators D 1  are sections of the
sheaf H1,c,0,c,G,X on the formal neighborhood of any point in X/G. Thus, the same applies
-c' an ec otermt tA -,Lc
to the operators Li' , and hence to their limits at A = 0, Li (which exist by Theorem
-C -C6.4.1). But since the coefficients of Li are periodic, L; are actually global sections of
the sheaf H1,c,O,llc,G,X. Thus, LP are global sections of B1,c,o?c,G,X, i.e., C[L,..., LCI c
F(X/G, B1,c,o,.c,G,X). To see that this inclusion is an isomorphism, it suffices to show
that it is an isomorphism for the corresponding graded algebras, which is obvious, since
1F(X/G, gr(B1,c,onc,G,X)) = (S )G.
Now we prove (ii). As explained above, we have an isomorphism
Hi,c 0o7nc GIx '_ Hi, c~r,jEg C(Tj)Or,G,X,
which proves the "if" part of (ii). It remains to prove the "only if" part, i.e. that if
equation (6.6) does not hold then the algebra of global sections is trivial. To this end, for
r > 1 consider the vector bundle 8 := FrHe/Fr--2He on X, where H = Hi,c,eO,c,x. We
have an exact sequence of vector bundles on X:
0 -+ S'~1 -+ S -* S' -+ 0,
where the bundles Sk% are trivial. Such an extension is determined by an extension class 3
in
ExtI(Sr , Sr-1 0) = Hom (Sr , Sr-) 0 Ext1(Ox, Ox) = Homc(gr , sr-iSr
A direct calculation shows that (up to a nonzero constant) # is the canonical inclusion
multiplied by the number 0 - Z(Tj)ej C(T, j)T. So if (6.6) does not hold, # is injective,
and thus no nonzero section of Srt can be lifted to a section of 8. This implies the "only
if" part of (i).
6.5.2 The classical analog of Theorem 6.5.1
In this subsection we give a geometric construction of the classical elliptic integrable systems.
Define a modified classical Dunkl-Opdam operator for G, X (when X is affine) by the
formula
'Do := p, + fy - C ( "c~ (S - 1) + /(Y))(y S)cy,
(Y,s)&? 1 '
Let T*X denote the O-twisted cotangent bundle of X (see [BB], Section 2), and define
the sheaf of modified classical elliptic Cherednik algebras Ho,cg,,x to be locally gener-
ated inside CG x O('*Xreg) by Ox, G, and modified classical Dunkl-Opdam operators
([E2]). The "unmodified" version Ho,c,IP,O,G,X will be shortly denoted by Ho,c,,P,G,X. Also,
set Bo,c,e,,x := eHo,c,0,?,Gxe.
Theorem 6.5.3 ([EFMV]). (i) Restriction to Xreg defines an isomorphism
F(X/G, Bo,c,o,rnc,,x) C[LOc, ... ,L'
(ii) The algebra of global sections F(X/G, Bo,c,O,,G,X) is nontrivial (i.e. not isomorphic to
C) if and only if
(6.7)= C(T,j)VT.
(Tj)ES
If (6.7) holds, P(X/G, BO,c,4,,G,X) is a polynomial algebra in generators L(O) whose
leading terms in momentum variables are P.
Proof. The proof is parallel to the proof of Theorem 6.5.1, using Theorem 6.4.2. O
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Appendix A
Tables
Table A.1: Restricted roots and restricted root spaces for U(p, q)
Restricted roots a Basis for the restricted root spaces g(a)
ai - aj = (E1 - Ej,j) + (Ep+i,p+j - Ep+j,p+i) + (Ei,p+j + Ep+j,i) + (Ej,p+i + Ep+ ),
(1< i <j <p) w -1(E,j+ Ej ,) + v- (Ep+i,p+ + Ep+j,p+i) + v -1(Ei,p+j - Ep+j,i) - v (Ej,p+i - Ep+i,j)
a = a - ai v= (E - Ej,j) + (Ep+i,p+ - - (Ei,p+j + Ep+j,i) - (Ej,p+i + Ep+,
(1 i < j< p) w? (Ei,j + Ejj)+ va (Ep+i,p+j + Ep+j,p+i) - v-i(Ei,p+j - Ep+j,i) + v -(Ej,p+i - Ep+i,j)
a ai + a. v (E - Ej,j) - (Ep+i p+j - Ep+j,p+i) - (Ei,p+j + Ep+,i) + (Ej,p+i + Ep+,),
(1 i< jp) w v -1(E,3 +E,) - -1(Ep+i,p+ +Ep+j,p+i) - v -(Ei,p+j - Ep+j,i) - v- I(Ej,p+i - Ep+i,j)
a=-ai - a- v (E - Ej,j) - (Ep+i p+j - Ep+jp+i) + (Ei,p+j + Ep+j,i) - (Ej,p+i + Ep+ ),
(15i< jWp) W v/j - (Ei,j + Ej,j) - v -(Ep+i,p+j + Ep+j,p+i) + -1(Ei,p+ - Ep+j,i)+ v -(Ej,p+i - Ep+i,j)-
a = a, o (Ep+i,p+j - Ep+j,p+i) + (Ei,p+j + Ep+j,i)
(1 i p,j>p) w v -1(Ep+ip+j + Ep+j,p+i) + v/- (Ei,p+j - Ep+ji)-
a -ai v (Ep+i,p+j - Ep+j,p+i) - (Ei,p+j + Ep+j,i),
(1 i p,j>p) w N T-(Ep+i,p+j + Ep+j,p+i) - v/ I(Ei,p+j - Ep+ji)-
a 2ai, (1 < i < p) v7 =v/ f(Ep+i,p+i - Ejj) + v -(Ei,p+i - Ep+i,i).
a = -2ai, (1 i p) w = -v -I(Ep+i,p+i - Ejj) + v/-I(Ei,p+i - Ep+ii).
Bibliography
[AS] T. Arakawa, T. Suzuki: Duality between s5((C) and the Degenerate Affine Hecke Al-
gebra. Journal of Algebra 209, Academic Press, 1998
[B] G. Bellamy: Factorization in generalized Calogero-Moser spaces. J. Algebra 321 (2009),
no. 1, 338-344; arXiv:0807.4550v1.
[BB] A. Beilinson, J. Bernstein: Proof of Jantzen's conjecture. Advances in Soviet Mathe-
matics 16 (1993), 1-50.
[BD] A. Beilinson, V. Drinfeld: Quantization of Hitchin's integrable system and Hecke
eigensheaves. preprint, available at http://www.math.uchicago.edu/ mitya/ lang-
lands.html
[BE] R. Bezrukavnikov, P. Etingof: Parabolic induction and restriction functors for rational
Cherednik algebras. Selecta Math. (N.S.) 14 (2009), no. 3-4, 397-425.
[BMR] M. Brou6, G. Malle, R. Rouquier: Complex reflection groups, braid groups, Hecke
algebras. J. Reine Angew. Math. 500 (1998), 127-190.
[BFV] V. Buchstaber, G. Felder, A.Veselov, A., Elliptic Dunkl operators, root systems, and
functional equations Duke Math.J. 76 (1994) 885-911.
[C1] F. Calogero: Solution of the one-dimensional n-body problems with quadratic and/or
inversely quadratic pair potentials. J. Math. Phys. 12 (1971), 419-436.
[C2] F. Calogero: Exactly solvable one-dimensional many-body problems. Lett. Nouvo Ci-
mento 13 (1975), 411-416.
[CEE] D. Calaque, B. Enriquez, P. Etingof: Universal KZB equations I: the elliptic case,
arXiv:math/0702670.
[Chi] I. Cherednik:Elliptic quantum many-body problem and double affine Knizhnik-
Zamolodchikov equation. Comm. Math. Phys. 169 (1995), no. 2, 441-461.
[Ch2] I. Cherednik: Double affine Hecke algebras. London Mathematical Society Lecture
Note Series, 319, Cambridge University Press, Cambridge, 2005.
[Che] C. Chevalley: Invariants of finite groups generated by reflections. Amer. J. Math. 77
(1955), 778-782.
[CMR] F. Calogero, C. Marchioro, 0. Ragnisco: Exact solution of the classical and
quantal one-dimensional many-body problems with the two-body potential Va(x)
g2a2/sinh 2 (ax). Lett. Nuovo Cimento (2) 13 (1975), no. 10, 383-387.
[DO] C. Dunkl, E. Opdam: Dunkl operators for complex reflection groups. Proc. London
Math. Soc. (3) 86 (2003), no. 1, 70-108.
[El] P. Etingof: Cherednik and Hecke algebras of varieties with a finite group action.
math. QA/0406499.
[E2] P. Etingof: Cherednik and Hecke algebras of varieties with a finite group action.
arXiv:math.QA/0406499.
[E3] P. Etingof: Calogero-Moser systems and representation theory. Zurich Lectures
in Advanced Mathematics. European Mathematical Society (EMS), Zurich, 2007;
arXiv:math/0606233.
[EFM] P. Etingof, R. Freund, X. Ma: A Lie-theoretic construction of some representa-
tions of the degenerate affine and double affine Hecke algebras of type BC. Represent.
Theory 13 (2009), 33-49.
[EFMV] P. Etingof, G. Felder, X. Ma, A. Veselov: On elliptic Calogero-Moser systems for
complex crystallographic reflection groups. arXiv:1003.4689.
[EGO] Etingof, P., Gan, W. L., Oblomkov, A., Generalized double affine Hecke algebras of
higher rank. J. Reine Angew. Math. 600 (2006), 177-201.
[EMI] P. Etingof, X. Ma: On elliptic Dunkl operators. Special volume in honor of Melvin
Hochster. Michigan Math. J. 57 (2008), 293-304.
[EM2] P. Etingof, X. Ma: Lecture notes on Cherednik algebras. arXiv:1001.0432.
[Ful] W. Fulton, Young tableaux, LMS 35, Cambridge University, 1997,
[GM] M. Geck, G. Malle: Reflection Groups, A Contribution to the Handbook of Algebra.
arXiv:math/0311012.
[He] G. Heckman: An elementary approach to the hypergeometric shift operators of Opdam.
Invent. Math. 103, (1991), 341-350.
[I] V. Inozemtsev: Lax representation with spectral parameter on a torus for integrable
particle systems. Lett. Math. Phys. (1989) vol. 17 (1) 11-17.
[K] I.M. Krichever: Elliptic solutions of the Kadomtsev-Petviashvili equations and inte-
grable systems of particles. Funkt. Anal. Prilozh. 14 (1980), no. 4, 45-54.
[La] S. Lang: Abelian varieties. Springer-Verlag, New York, 1983.
[M] G. Malle: Presentations for Crystallographic Complex Reflection Groups. Transform.
Groups 1 (3), 259-277. (1996).
[Ma] X. Ma: On some representations of degenerate affine Hecke algebras of type BCn.
arXiv:0810.0791
[Mu] D. Mumford: Abelian varieties. Oxford University Press, 1974.
[Mur] G. Murphy: A new construction of Young's seminormal representation of the sym-
metric groups. Journal of Algebra 69 (1981), 287-297.
[OPI] M. Olshanetsky, A. Perelomov: Completely integrable hamiltonian systems connected
with semisimple Lie algebras. Invent. Math. 37, 93-108 (1976).
[OP2] M. Olshanetsky, A. Perelomov: Quantum completely integrable systems connected
with semisimple Lie algebras. Lett. Math. Phys. 2 (1977/78), no. 1, 7-13.
[OP3] M. Olshanetsky, A. Perelomov: Classical integrable finite-dimensional systems re-
lated to Lie algebras. Phys. Rep. 71 (1981), no. 5, 313-400.
[OP4] M. Olshanetsky, A. Perelomov: Quantum integrable systems related to Lie algebras.
Phys. Rep. 94, (1983), 313-404.
[S] B. Sutherland: Exact results for a quantum many-body problem in one-dimension II
Phys. Rev. A5 (1972), 1372-1376.
[Vog] D. Vogan: Representations of real reductive Lie groups. Birkhauser, 1981.
