We consider a family of continued fraction expansions of any number in the unit closed interval [0, 1] whose digits are differences of consecutive non-positive integer powers of an integer m ≥ 2. For this expansion, we apply the method of Rockett and Szüsz from [6] and obtained the solution of its Gauss-Kuzmin type problem.
Introduction
The purpose of this paper is to prove a Gauss-Kuzmin type problem for nonregular continued fraction expansions introduced by Chan [1] .
Gauss' Problem
One of the first and still one of the most important results in the metrical theory of continued fractions is so-called Gauss-Kuzmin theorem. Write x ∈ [0, 1) as a regular continued fraction
where a n ∈ N + := {1, 2, 3, . . .}. The metrical theory of continued fractions started on 25th October 1800, with a note by Gauss in his mathematical diary. Gauss wrote that (in modern notation) lim n→∞ λ (τ n ≤ x) = log(1 + x) log 2 , x ∈ I := [0, 1].
Here λ is Lebesgue measure and the map τ : [0, 1) → [0, 1), the so-called regular continued fraction (or Gauss) transformation, is defined by
where ⌊·⌋ denotes the floor (or entire) function. Gauss' proof (if any) has never been found. A little more than 11 years later, in a letter dated 30 January 1812, Gauss asked Laplace to estimate the error
This has been called Gauss' Problem. It received a first solution more than a century later, when R.O. Kuzmin (see [3] ) showed in 1928 that e n (x) = O(q √ n ) as n → ∞, uniformly in x with some (unspecified) 0 < q < 1. One year later, using a different method, Paul Lévy (see [5] ) improved Kuzmin's result by showing that |e n (x)| ≤ q n , n ∈ N + , x ∈ I, with q = 3.5 − 2 √ 2 = 0.67157.... The Gauss-Kuzmin-Lévy theorem is the first basic result in the rich metrical theory of continued fractions.
A non-regular continued fraction expansion
In this paper, we consider a generalization of the Gauss transformation and prove an analogous result. This transformation was studied in detail by Chan in [1] and Lascu and Kawamura in [4] .
In [1] , Chan shows that any x ∈ [0, 1) can be written in the form
where m ∈ N + , m ≥ 2 and a n (x)'s are non-negative integers. For any m ∈ N + with m ≥ 2, define the transformation τ m on I by
where {·} stands for fractionary part. It is easy to see that τ m maps the set Ω of irrationals in I into itself. For any x ∈ (0, 1) put
Transformation τ m which generates the continued fraction expansion (1.1) is ergodic with respect to an invariant probability measure, γ m , where
) and B I is the σ-algebra of Borel subsets of I (which, by definition, is the smallest σ-algebra containing intervals).
Next, we briefly present the results of Lascu and Kawamura in [4] . Were given some basic metric properties of the continued fraction expansion in (1.1). Hence, it was found the Brodén-Borel-Lévy formula used to determine the probability structure of (a n ) n∈N+ under λ (=the Lebesgue measure).
Also, it was given the so-called natural extension τ m , and were defined and studied the extended incomplete quotients a l , l ∈ Z.
The associated Perron-Frobenius operator under different probability measures on B I was derived. The Perron-Frobenius operator of τ m under the invariant measure γ m induced by the limit distribution function was studied and it was derived the asymptotic behaviour of this operator. Also, the Perron-Frobenius operator was restricted to the linear space of all complex-valued functions of bounded variation and to the space of all bounded measurable complex-valued functions.
The main result in [4] is the solving of Gauss-Kuzmin type problem using the method of random systems with complete connections by Iosifescu [2] .
Main theorem
We show our main theorem in this subsection. For this purpose let µ be a non-atomic probability measure on B I and define
with F 0 (x) = µ([0, x)). Our main result is the following theorem.
. Then there exists 5) where 0 < q m < 1.
2 Proof of Theorem 1.1
First, we show that {F n }, defined in (1.4), satisfy a Gauss-Kuzmin-type equation, i.e., the following holds.
Proposition 2.1. If {F n } are the functions defined in (1.4) , then F n satisfies the following Gauss-Kuzmin-type equation
it follows that
Assuming that for some p ∈ N the derivative F ′ p exists everywhere in I and is bounded, it is easy to see by induction that F ′ p+n exists and is bounded for all n ∈ N + . This allows us to differentiate (1.4) term by term, obtaining
where
Proof of Theorem 1.1 Introduce a function R n (x) such that
Because F n (0) = 0 and F n (1) = 1, we have R n (0) = R n (1) = 0. To prove the theorem, we have to show that To demonstrate that f n (x) has this desired form, it suffices to establish that f
Now from (2.3), we have
By applying the mean value theorem of calculus to the difference
Thus, from (2.7), we have
(2.9)
We now must calculate the maximum value of the sums in this expression. First, we note that The relations (2.10) and (2.11) allow us to rewrite inequality (2.9) as 
