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ISOMONODROMIC DEFORMATION OF q-DIFFERENCE EQUATIONS
AND CONFLUENCE
THOMAS DREYFUS
Abstract. We study isomonodromic deformation of Fuchsian linear q-difference sys-
tems. Furthermore, we are looking of the behaviour of the Birkhoff connexion matrix
when q goes to 1. We use our results to study the convergence of the Birkhoff connexion
matrix that appears in the definition of the q-analogue of the sixth Painlevé equation.
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Introduction
The study of isomonodromic deformation and Painlevé equations in the framework
q-difference equations have obtained many contributions. See [Bor04, GNP+94, KK03,
KMN+04, NRGO01, PNGR92, RGH91, Sak01, Sau06]. In [JS96], Jimbo and Sakai have
introduced a q-analogue of Painlevé sixth equation. Analogously to what happens in the
differential case, the equation appears after considering an isomonodromic deformation of
a q-difference equation. More precisely, let q ∈ C∗ with |q| > 1, and let us define the
q-difference operator σq,
σq
(
f(z)
)
:= f(qz).
A q-difference equation may be seen as a discretization of a differential equation, since
σ−1q −Id
q−1−1 converges to the derivation z
d
dz when q goes to 1. This leads Jimbo and Sakai to
consider a q-deformation of the differential equation that is relevant for the sixth Painlevé
equation:
(1) σ−1q Y (z, t) = (z − 1)(z − t)(I + (q−1 − 1)zA(z, t))Y (z, t) = A(z, t)Y (z, t),
where A(z, t) := A0z + A1z−1 + Atz−t , A0,A1,At are 2 × 2 complex matrices, t denotes a
parameter that belongs to U , an open connected subset of C∗ stable under σq, and I denotes
the identity matrix. Then, under convenient assumptions, Jimbo and Sakai construct
invertible matrix solutions, Y0, Y∞, at z = 0 and z = ∞ of (1) and consider the Birkhoff
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2 THOMAS DREYFUS
connexion matrix P (z, t) := Y −1∞ (z, t)Y0(z, t), which play a role that is analogous to that
of the monodromy matrices for differential equations. Then, the authors of [JS96] find a
necessary and sufficient condition so that the matrix P is pseudo constant, that is for all
t ∈ U , P (z, t) = P (z, qt). The condition they found is the existence of an invertible matrix
z 7→ B(z, t) having coefficients in C(z), such that
Y0(z, qt) = B(z, t)Y0(z, t), and Y∞(z, qt) = B(z, t)Y∞(z, t).
Moreover, the matrix B satisfies
A(z, qt)B(z, t) = B(qz, t)A(z, t),
which leads Jimbo and Sakai to the definition of the q-analogue of the sixth Painlevé
equation.
Many objects that appear in the Galois theory of q-difference equations may be seen as
q-analogues of the corresponding objects that appear in the Galois theory of differential
equations. See [Ada29, Béz92, Car12, Dre15, DE14, DR08, DSK05, DV02, GR04, MZ00,
Ram92, Roq11, RS15, RSZ13, RZ02, Sau00, Trj33, vdPR07, Zha02]. The convergence
of the operator σq−Idq−1 to z
d
dz when q goes to 1 leads to the study of the confluence
∗ of
these objects. Confluence of solutions of Fuchsian linear q-difference systems has been
considered in [Sau00]. Let us summarize the work of Sauloy. Considering a convenient
family of q-difference systems of the form
σqY (z, q) = (I + (q − 1)zA(z, q))Y (z, q),
how do behave the solutions Y0, Y∞ at z = 0 and z = ∞, when q goes to 1? Contrary to
[JS96], to construct the solutions Y0 and Y∞, the author of [Sau00] uses only functions
that are meromorphic on C∗, rather than multivalued functions. Assume that A(z, q)
converges to A˜(z) in a convenient way. Under reasonable assumptions, Sauloy proves
that the univalued solutions Y0, Y∞ converge when q goes to 1 in a convenient way,
to multivalued solutions of the linear differential system ddz Y˜ (z) = A˜(z)Y˜ (z). Then,
he obtains that the Birkhoff connexion matrix P (z, q) = Y −1∞ (z, t)Y0(z, t) converges
to a locally constant matrix P˜ (z) when q goes to 1. In [Sau00], it is shown that the
monodromy matrices at the intermediates singularities (those different from 0 and ∞) of
the linear differential system ddz Y˜ (z) = A˜(z)Y˜ (z) can be expressed with the values of P˜ (z).
The main goal of this paper is the following. Can we use the reasoning of Sauloy to
study the behaviour when q goes to 1, of the Birkhoff connexion matrix that is involved
in the definition of the q-analogue of the sixth Painlevé equation?
The paper is organized as follows. In §1, we make a reminder of the local study of
Fuchsian linear q-difference equations. We introduce the meromorphic functions we will
use to solve Fuchsian linear q-difference systems and we define the Birkhoff connexion
matrix. In §2, we adapt the work of Jimbo and Sakai to a different situation and with
using meromorphic solutions on C∗ rather than multivalued functions. In particular, we
study in general isomonodromic deformation of Fuchsian linear q-difference systems. In
§3 we use the work of Sauloy to state a result of convergence of the Birkhoff connexion
matrix when q goes to 1. See Theorem 3. Finally in §4, we apply this result to (1), the
equation that leads the authors of [JS96] to the q-analogue of the sixth Painlevé equation.
Unfortunately, (1) does not behave very well when q goes to 1. In particular, we prove that
the Birkhoff connexion matrix of (1) equals to the product of a Birkhoff connexion matrix
of another system, that converges when q goes to 1, and matrices that do not behave well
∗Throughout the paper, we will use the word “confluence” to describe the q-degeneracy when q → 1.
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when q goes to 1, but that we might express explicitly. See Theorem 5. Note that further
applications of this theorem could be to study analytic properties of the q-analogue of the
sixth Painlevé equation.
1. Fuchsian linear q-difference systems
We are going to remind in this section how to solve Fuchsian linear q-difference systems
using meromorphic functions on C∗. Let us fix q a complex number with |q| > 1. For
R a ring and ν ∈ N∗, let GLν(R) be the field of invertible ν × ν matrices in coefficients
in R. Let us fix log, a determination of the logarithm over C˜, the Riemann surface of
the logarithm. For a ∈ C, we are going to write qa instead of ea log(q). For S ⊂ R, let
qS := {q`, ` ∈ S}. Let us consider the linear q-difference system of rank ν ∈ N∗:
(2) σqY (z) = R(z)A(z)Y (z), with R ∈ C(z) \ {0}, A ∈ GLν (C(z)) .
Let us assume that A has no poles at 0 and∞. Let us also assume that A0 := A(0), (resp.
A∞ := A(∞)) is invertible.
To solve (2), we are going to introduce three meromorphic functions on C∗,
Θq(z) :=
∑
n∈Z
q
−n(n+1)
2 zn =
∞∏
n=0
(
1− q−n−1
) (
1 + q−n−1z
) (
1 + q−nz−1
)
,
Λq,a(z) := Θq(z)Θq(z/a) with a ∈ C∗, and lq(z) := Θq(z)−1z ddzΘq(z). They satisfy the q-
difference equations:
• σqΘq(z) = zΘq(z).
• σqΛq,a(z) = aΛq,a(z).
• σqlq = lq + 1.
The theta function Θq(z) is analytic on C∗ and has zeroes of order 1 in the q-spiral −qZ.
The function Λq,a has poles of order 1 in the q-spiral −aqZ, and zeroes of order 1 in the
q-spiral −qZ.
Let B be an invertible matrix with complex coefficients and consider now the decom-
position in Jordan normal form B = P (DU)P−1, where D := Diag(di) is diagonal, U is
a unipotent upper triangular matrix with DU = UD, and P is an invertible matrix with
complex coefficients. Following [Sau00], we construct the matrix:
Λq,B := P
(
Diag (Λq,di) elog(U)lq
)
P−1 ∈ GLm
(
C
(
lq, (Λq,b)b∈C∗
) )
that satisfies:
σqΛq,B = BΛq,B = Λq,BB.
Note that the matrix Λq,B depends implicitly upon the choice of the change of basis ma-
trix P . Let b ∈ C∗ and consider the corresponding matrix (b) ∈ GL1(C). By construction,
we have Λq,b = Λq,(b).
Let µ0 be the valuation of R (resp. µ∞ be the degree of R) et let r0 (resp. r∞) be the
value of z−µ0R at z = 0 (resp. z−µ∞R at z =∞). Assume that the distinct eigenvalues of
A0 (resp. A∞) are distinct modulo qZ. Let C{z} be the ring of germs of analytic functions
at z = 0. As we can see in [Sau00], §1, there exist two invertible matrices with entries
that are meromorphic on C∗, solution of (2), of the form
Y0(z) = Hˆ0(z)Λq,r0A0Θq(z)µ0 ,
Y∞(z) = Hˆ∞(z)Λq,r∞A∞Θq(z)µ∞ ,
where Hˆ0(z), Hˆ∞
(
z−1
) ∈ GLν(C{z}), and Hˆ0 (0) = Hˆ∞ (∞) = I.
Let a1, . . . , am be the poles of A, (resp. θ1, . . . , θν be the eigenvalues of A0). From
[Sau00], §1, it follows that
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• Y0 has its poles contained in the q-spirals −qZ,−r0θ1qZ, . . . ,−r0θνqZ, and
a1qZ>0 , . . . , amqZ>0 .
• Y −1∞ has its poles contained in the q-spirals −qZ, and a1qZ≤0 , . . . , amqZ≤0 .
The Birkhoff connection matrix is defined by
P (z) := Y −1∞ (z)Y0(z).
It satisfies σqP = P , i.e., the entries of P belong to the field of meromorphic functions
over the torus C∗ \ qZ. This field can be identified with the field of elliptic functions.
Therefore, the entries of P may be written in terms of theta functions. Note that it plays an
analogue role to that of the monodromy matrices for differential equations. The entries of
P are meromorphic on C∗ with poles contained in the q-spirals, −qZ,−r0θ1qZ, . . . ,−r0θνqZ,
a1qZ, . . . , amqZ.
2. Connection preserving deformation
In this section, we are going to prove that under convenient assumptions, the work of
Jimbo and Sakai, see §4, stay valid in a different situation and with using the meromorphic
solutions of §1 rather than multivalued functions.
Following [JS96], we consider the linear q-difference system,
(3) σqY (z, t) = R(z, t)A(z, t)Y (z, t),
with z 7→ R(z, t) ∈ C(z) \ {0} and z 7→ A(z, t) ∈ GLν (C(z)). Here t denotes a complex
parameter belonging to U ⊂ C∗, an open connected set that is stable under σq. Let us
assume that:
• For all t ∈ U , the matrix A has no poles at 0 and ∞. Let us also assume that
A0 := A(0, t), (resp. A∞ := A(∞, t)) is invertible, does not depend upon t, with
distinct eigenvalues that are distinct modulo qZ.
• Each poles of z 7→ A(z, t) is proportional to t or does not depend upon t.
• The valuation and the degree of R are independent of t. Let µ0 be the valuation
of R (resp. µ∞ be the degree of R). Assume that r0(t) (resp. r∞(t)), the value
of z−µ0R(z, t) at z = 0 (resp. z−µ∞R(z, t) at z = ∞) satisfies for all t ∈ U ,
r0(qt) ∈ r0(t)qZ (resp. r∞(qt) ∈ r∞(t)qZ).
Let
Y0(z, t) = Hˆ0(z, t)Λq,r0(t)A0Θq(z)
µ0 ,
Y∞(z, t) = Hˆ∞(z, t)Λq,r∞(t)A∞Θq(z)µ∞ ,
be the solutions of (3) defined in §1. Let a1(t), . . . , am(t) be the poles of A(z, t). Without
loss of generalities, we may assume the existence of integer m1, such that a1(t), . . . , am1(t)
are proportional to t and am1+1(t), . . . , am(t) do not depend upon t. Now, we are going
to determine a necessary and sufficient condition so that, for all values of the parameter
t ∈ U , the Birkhoff connection matrix P (z, t) := Y −1∞ (z, t)Y0(z, t) is pseudo constant, that
is for all t ∈ U ,
P (z, t) = P (z, qt).
The next proposition is analogous to [JS96], Proposition 2.
Proposition 1. The Birkhoff connection matrix P is pseudo constant if and only if there
exists z 7→ B(z, t) ∈ GLν(C(z)) such that
Y0(z, qt) = B(z, t)Y0(z, t), and Y∞(z, qt) = B(z, t)Y∞(z, t).
Moreover, in this case, B(z, t) has its poles in C∗ that are equal to a1(t), . . . , am1(t), and
we have
(4) A(z, qt)B(z, t) = B(qz, t)A(z, t).
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Proof. The Birkhoff connection matrix P is pseudo constant if and only if
B(z, t) := Y∞(z, qt)Y∞(z, t)−1 = Y0(z, qt)Y0(z, t)−1.
Using the description of the poles of Y0 and Y −1∞ , their construction, see §1, and
the assumptions on r0(t), r∞(t), A0, A∞, we find that B(z, t) is meromorphic on
C∗ and has its poles in C∗ that are equal to a1(t), . . . , am1(t). The assumption
we have made on r0(t)A0 implies that, z 7→ Λq,r0(qt)A0Λ−1q,r0(t)A0 ∈ GLν(C(z)). Sim-
ilarly, z 7→ Λq,r∞(qt)A∞Λ−1q,r∞(t)A∞ ∈ GLν(C(z)). We remind that for all t ∈ U ,
Hˆ0 (0, t) = Hˆ∞ (∞, t) = I. Hence, we find that, for all t ∈ U , the matrix B is meromorphic
at z = 0 (resp. the matrix B is meromorphic at z =∞), since
B(z, t) = Hˆ0(z, qt)Λq,r0(qt)A0Λ
−1
q,r0(t)A0Hˆ0(z, t)
−1
= Hˆ∞(z, qt)Λq,r∞(qt)A∞Λ
−1
q,r∞(t)A∞Hˆ∞(z, t)
−1.
Therefore, z 7→ B(z, t) ∈ GLν(C(z)). The relation (4) follows from
Y0(qz, t) = A(z, t)Y0(z, t), and Y0(z, qt) = B(z, t)Y0(z, t).

3. Behaviour of the Birkhoff connection matrix when q goes to 1
In this section, we see q as a parameter. We are going to make the matrix A(z, t) of §2
depends upon q and see what is the behaviour of the Birkhoff connection matrix when q
goes to 1. First of all, let us fix q0 ∈ C∗ with |q0| > 1. Inspiriting from the ideas of Sauloy
in [Sau00], we are going to put q := qε0 with ε ∈ R>0 and make ε goes to 0+. For R a
ring, let Mν (R) be the ring of ν× ν matrices with coefficients in R. Formally δq := σq−Id(q−1) ,
converges to the derivation z ddz when q goes to 1. Then, it is natural to consider
(5) δqε0Y (z, t, ε) = A(z, t, ε)Y (z, t, ε), with z 7→ A(z, t, ε) ∈ Mν (C(z)) .
Here, t belongs to U ⊂ C∗, that is an open connected set which is for all ε > 0 stable
under σqε0 . Let us assume that:
• For all t ∈ U , for all ε > 0 sufficiently close to 0, the matrix A has no poles at 0
and ∞. Let us also assume that A0(ε) := A(0, t, ε), (resp. A∞(ε) := A(∞, t, ε))
does not depend upon t and its Jordan normal form depends continuously upon ε.
Assume the existence of complex invertible matrices Q0(ε), Q∞(ε) with entries
that are continuous in ε, such that for all ε ∈ R>0 close to 0, the matrices
Q0(ε)A0(ε)Q0(ε)−1 and Q∞(ε)A∞(ε)Q∞(ε)−1 are in Jordan normal form.
• Each poles of z 7→ A(z, t, ε) is proportional to t or does not depend upon t.
Let a1(t, ε), . . . , am(t, ε) be the poles of A(z, t, ε). Let us also assume that
a1(t, ε), . . . , am(t, ε) converge to t 7→ a˜1(t), . . . , t 7→ a˜m(t) ∈ C∗ when ε→ 0+.
• For every t ∈ U , for every compact subset of P1(C) \ {a˜1(t), . . . , a˜m(t)}, we have
the uniform convergence of A(z, t, ε) to z 7→ A˜(z, t) ∈ Mν (C(z)) when ε→ 0+.
• For all t ∈ U , the differential system z ddz Y˜ (z, t) = A˜(z, t)Y˜ (z, t) is Fuchsian on
P1(C) and has exponents at 0 and ∞ which are non resonant, which means that
the eigenvalues of A˜0 := A˜(0, t) (resp. A˜∞ := A˜(∞, t)) do not differ by a non zero
integer†.
• For all t ∈ U , the complex numbers
−1, a˜1(t), . . . , a˜m(t)
are distinct modulo qR0 .
† Note that combined with the previous assumptions, this implies that for every ε > 0 sufficiently small,
the distinct eigenvalues of I + (qε0 − 1)A0(ε) (resp. I + (qε0 − 1)A∞(ε)) are distinct modulo qεZ0 .
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Note that after choosing another complex number q0 with |q0| > 1, and taking another open
connected set U , we always may reduce to the case where the last assumption is satisfied.
Remark also that for every ε sufficiently close to 0, (5) satisfies the same assumptions as
(3) in §2. Let
Y0(z, t, ε) = Hˆ0(z, t, ε)Λqε0,I+(qε0−1)A0(ε),
Y∞(z, t, ε) = Hˆ∞(z, t, ε)Λqε0,I+(qε0−1)A∞(ε),
be the solutions of (5) defined in §1. We would like to study the behaviour of the two
solutions when ε → 0+. For A ∈ Mν(C), we are going to write zA instead of eA log(z). In
this situation, the work of Sauloy, see [Sau00], §3, may be applied and we find:
Proposition 2. (1) For all t ∈ U , there exists z 7→ H˜0(z, t) ∈ GLν(C{z}), with
H˜0(0, t) = I such that Hˆ0(z, t, ε)Λqε0,I+(qε0−1)A0(ε) converges uniformly to H˜0(z, t)z
A˜0 in ev-
ery compact subset of
Ω˜0,t := C∗ \
{
−qR0 , a˜1qR>00 , . . . , a˜mqR>00
}
,
when ε→ 0+.
(2) For all t ∈ U , there exists z 7→ H˜∞(z, t) ∈ GLν(C{z−1}), with H˜∞(∞, t) = I, such that
Hˆ∞(z, t, ε)Λqε0,I+(qε0−1)A∞(ε) converges uniformly to H˜∞(z, t)z
A˜∞ in every compact subset
of
Ω˜∞,t := C∗ \
{
−qR0 , a˜1qR<00 , . . . , a˜mqR<00
}
,
when ε→ 0+.
Let
Y˜0(z, t) := H˜0(z, t)zA˜0 ,
Y˜∞(z, t) := H˜∞(z, t)zA˜∞ ,
which are the solutions obtained via the Frobenius algorithm of
z
d
dz Y˜ (z, t) = A˜(z, t)Y˜ (z, t).
It follows that P (z, t, ε) converges uniformly to P˜ (z, t) := Y˜∞(z, t)−1Y˜0(z, t) in every com-
pact subset of
Ω˜t := C∗ \
{
−qR0 , a˜1qR0 , . . . , a˜mqR0
}
,
when ε → 0+. Moreover, the matrix P˜ (z, t) is locally constant, since it is meromorphic
and satisfies ddz P˜ (z, t) = 0.
-1-1
Figure 1. Domain of definition of z 7→ P (z, t, ε) (left), and z 7→ P˜ (z, t) (right).
Let a˜0 = a˜m+1 := −1. We remind that for all t ∈ U , the complex numbers
−1, a˜1(t), . . . , a˜m(t) are distinct modulo qR0 . Let φ be the bijection of {0, . . . ,m+ 1}, such
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that φ(0) = 0, φ(m+ 1) = m+ 1, and for all t ∈ U , a positive circle around z = 0 starting
at z = −1 intersect the spirals a˜φ(1)(t)qR0 , . . . , a˜φ(m)(t)qR0 in this order. For j ∈ {0, . . . ,m},
let U˜j be the open connected subset of C∗ with border a˜φ(j)(t)qR0 ∪ a˜φ(j+1)(t)qR0 . Note that
the connected component of the domain of definition of P˜ are the U˜j with j ∈ {0, . . . ,m}.
Let z 7→ P˜j(z, t) ∈ GLν(C) be the value of P˜ in U˜j .
Theorem 3 ([Sau00], §4). Let j ∈ {1, . . . ,m}. The monodromy matrix of the linear
differential equation z ddz Y˜ (z, t) = A˜(z, t)Y˜ (z, t) in the basis Y˜0(z, t) around the singular-
ity a˜φ(j)(t) is
(
P˜j
)−1
P˜j−1.
4. Application to the q-analogue of the sixth Painlevé equation
We begin this section, by reminding the work of Jimbo and Sakai, see [JS96], in the
framework of meromorphic functions on C∗, rather than multivalued functions. Let us
consider the 2×2 linear differential system that is relevant for the sixth Painlevé equation:
d
dzY (z, t) = A(z, t)Y (z, t), with A(z, t) :=
A0
z
+ A1
z − 1 +
At
z − t .
Here, t denotes a parameter that belongs to U , an open connected subset of C∗, and
A0,A1,At are 2×2 complex matrices. Let us fix q a complex number with |q| > 1, assume
that U is stable under σq. Let p = 1/q and σp := σ−1q . Following [JS96], we consider the
linear q-difference system,
(6) σpY (z, t) = (z − 1)(z − t)(I + (p− 1)zA(z, t))Y (z, t)= (A0(t) +A1(t)z + (I + (p− 1)A2) z2)Y (z, t) = A(z, t)Y (z, t).
Moreover, let us assume that:
• A0(t) is diagonalizable and has eigenvalues, counted with multiplicity, tθ1 and tθ2.
Therefore, there exists B0 ∈ GL2(C), such that A0(t) = tB0.
• For all t ∈ U , A1(t) is a complex 2× 2 matrix.
• A2 :=
(
κ1 0
0 κ2
)
.
• For all t ∈ U , tθ1, tθ2, (resp. 1 + (p− 1)κ1, 1 + (p− 1)κ2) are equal or are distinct
modulo qZ‡.
• There exist a1, . . . , a4 ∈ C∗ such that
det(A(z, t)) = (1 + (p− 1)κ1)(1 + (p− 1)κ2)(z − ta1)(z − ta2)(z − a3)(z − a4).
Note that for p sufficiently close to 1, (6) satisfies the same assumptions as (3) in §2 and
we may apply Proposition 1. Therefore, the Birkhoff connection matrix is pseudo constant
if and only if we have the existence of a convenient matrix z 7→ B(z, t) ∈ GL2(C(z)) that
satisfies properties described in Proposition 1. Moreover, B(z, t) has only simple poles
that are equal to ta1, ta2 if a1 6= a2, (resp. B(z, t) has only a double pole that is equal to
ta1 if a1 = a2) and we have
A(z, qt)B(z, t) = B(qz, t)A(z, t).
The latter system leads Jimbo and Sakai to the definition of the q-analogue of the sixth
Painlevé equation.
As in §3 we would like to make (6) depends upon q and see what is the behaviour of
the Birkhoff connection matrix when q goes to 1. Unfortunately, (6) does not degenerate
‡Note that this assumption is not present in the work of Jimbo and Sakai. The reason of this extra
assumption is due to the fact that we will use the confluence results of [Sau00] in §3 that force us to
consider q-difference systems that are not resonant.
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very well when q goes to 1, due to the factor (z − 1)(z − t). Therefore, we are going to
solve the factor (z − 1)(z − t) separately. As in §3, let us fix a complex number q0 with
|q0| > 1. Put q := qε0 and let us make ε ∈ R>0 goes to 0+ in the equation
(7) σq−ε0 Y (z, t, ε) =
(
I + (q−ε0 − 1)zA(z, t)
)
Y (z, t, ε).
Assume that ddz Y˜ (z, t) = A(z, t)Y˜ (z, t) has exponents at 0 and∞ which are non resonant.
Moreover, let us assume that for all t ∈ U , −1, 1, t, are distinct modulo qR0 , and U is
stable under σqε0 for every ε ∈ R>0. Note that for ε sufficiently close to 0, (7) satisfies the
assumptions of (5) in §3. Let
Y0(z, t, ε) = Hˆ0(z, t, ε)Λqε0,B−10 (ε),
Y∞(z, t, ε) = Hˆ∞(z, t, ε)Λqε0,(I+(q−ε0 −1)A2)−1
,
with z 7→ Hˆ0(z, t, ε) ∈ GL2(C{z}), z 7→ Hˆ∞(z, t, ε) ∈ GL2(C{z−1})
and Hˆ0(0, t, ε) = Hˆ∞(∞, t, ε) = I be the solutions of (7) defined in §1. Let
Y˜0(z, t), Y˜∞(z, t), be the solutions of ddzY (z, t) = A(z, t)Y (z, t) defined in §3. Let
P (z, t, ε) = Y∞(z, t, ε)−1Y0(z, t, ε), be the Birkhoff connection matrix of (7). Due to Propo-
sition 2, for all t ∈ U , we have the uniform convergence of P (z, t, ε) to the locally constant
matrix P˜ (z, t) = Y˜∞(z, t)−1Y˜0(z, t) in every compact subset of
Ω˜t := C∗ \
{
−qR0 , qR0 , tqR0
}
when ε→ 0+. Moreover, Theorem 3 may be applied, and the values of P˜ (z, t) in the con-
nected component of its domain of definition allow us to recover the monodromy matrices
at the singularities z = 1 and z = t of ddzY (z, t) = A(z, t)Y (z, t).
Remark 4. Note that P is also a Birkhoff connexion matrix of
(8)
σq−ε0
Y (z, t, ε) = (z − 1)(z − t)(I + (q−ε0 − 1)zA(z, t))Y (z, t, ε)
=
(
tB0(ε) +A1(t, ε)z +
(
I + (q−ε0 − 1)A2
)
z2
)
Y (z, t, ε).
Unfortunately, P is different to Q, the Birkhoff connexion matrix of (8), that is defined
in §1. To simplify the notations, from now, we are going to write q instead of qε0 and
p = 1/q instead of q−ε0 . The goal of what follows is to prove the following theorem:
Theorem 5. The Birkhoff connection matrix Q(z, t, ε) of (8) that is defined in §1 equals
to
(9) Θq(qz)
2∏∞
n=0
(
1− q−n−1)2
Θq (−qz) Θq
(−qz
t
) (I + (p− 1)A2)2 P (z, t, ε) (Λq,B−10 (ε))−1 Λq,t−1B−10 (ε)q3 .
Furthermore, the Birkhoff connection matrix Q(z, t, ε) is pseudo constant if and only if
P (z, qt, ε) = −P (z, t, ε)t2B0(ε).
Before proving the theorem, let us sate and prove a lemma.
Lemma 6. Let α ∈ C∗\
{
−qZ
}
. Let yα,0, yα,∞, be the two solutions of σpy(z) = (z−α)y(z)
described in §1. Then, we have
yα,0 :=
Θq(z)
∞∏
n=0
(
1− q−n−1 qz
α
)
Θq(−αz)
, yα,∞ :=
∞∏
n=0
(
1− q−n α
qz
)
Θq(qz)
,
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and
y−1α,∞yα,0 =
∞∏
n=0
(
1− q−n−1
) Θq(z)Θq(qz)
Θq
(−qz
α
)
Θq(−αz)
.
Proof of Lemma 6. First of all, note that σpy(z) = (z − α)y(z) is equivalent to
σqy = 1qz−αy. Therefore, there exist hˆ0(z) ∈ C{z}, and hˆ∞ (z) ∈ C{z−1} with
hˆ0 (0) = hˆ∞ (∞) = 1 such that
yα,0 :=
hˆ0(z)Θq(z)
Θq(−αz) , and yα,∞ :=
hˆ∞(z)
Θq(qz)
.
The function hˆ0 is solution of σq
(
hˆ0
)
= 11− qzα
h0. Since h0(0) = 1, we have
h0 =
∞∏
n=0
(
1− q−n−1 qz
α
)−1
.
Similarly, σq
(
hˆ∞
)
= 11− αqz
h∞ and
h∞ =
∞∏
n=0
(
1− q−n α
qz
)
.
We now use the Jacobi triple product formula
Θq
(−qz
α
)
=
∞∏
n=0
(
1− q−n−1
)(
1− q−n−1 qz
α
)(
1− q−n α
qz
)
,
to deduce that
h−1∞ h0
∞∏
n=0
(
1− q−n−1
)−1
= Θq
(
−qz
α
)−1
.
This completes the proof. 
Proof of Theorem 5. Let W0(z, t, ε),W∞(z, t, ε) be the solutions of (8) that are defined
in §1. Since (8) is equivalent to
σqY (z, t, ε) =
(
tB0(ε) +A1(t, ε)qz + (I + (p− 1)A2) q2z2
)−1
Y (z, t, ε),
we find
W0(z, t, ε) = Fˆ0(z, t, ε)Λq,t−1B−10 (ε),
W∞(z, t, ε) = Fˆ∞(z, t, ε)Λq,(I+(p−1)A2)−1q−2Θq(z)
−2,
with z 7→ Fˆ0(z, t, ε) ∈ GL2(C{z}), z 7→ Fˆ∞(z, t, ε) ∈ GL2(C{z−1}) and
Fˆ0(0, t, ε) = Fˆ∞(∞, t, ε) = I. Using Lemma 6, we find
W0(z, t, ε) = y1,0(z, ε)yt,0(z, t, ε)Y0(z, t, ε)
(
Λq,B−10 (ε)
)−1 Θq(−z)Θq(−tz)Λq,t−1B−10 (ε)
Θq(z)2
and
W∞(z, t, ε) = y1,∞(z, ε)yt,∞(z, t, ε)Y∞(z, t, ε)
(
Λq,(I+(p−1)A2)−1
)−1 Θq(qz)2Λq,(q2(I+(p−1)A2))−1
Θq(z)2
= y1,∞(z, ε)yt,∞(z, t, ε)Y∞(z, t, ε)q3 (I + (p− 1)A2)−2 .
We now apply Lemma 6, to prove that the Birkhoff connection matrix
Q(z, t, ε) = W−1∞ (z, t, ε)W0(z, t, ε) equals to
∞∏
n=0
(
1− q−n−1
)2 Θq(qz)2
Θq (−qz) Θq
(−qz
t
) (I + (p− 1)A2)2 P (z, t, ε) (Λq,B−10 (ε))−1 Λq,t−1B−10 (ε)q3 .
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This proves (9). To conclude the proof of the theorem, we just have to show
that the Birkhoff connection matrix Q(z, t, ε) is pseudo constant if and only if
P (z, qt, ε) = −P (z, t, ε)t2B0(ε). We use (9) to deduce that the Birkhoff connection matrix
Q(z, t, ε) is pseudo constant if and only if
P (z, qt, ε)Λq,(qt)−1B−10 (ε)
Θq
(−z
t
) = P (z, t, ε)Λq,t−1B−10 (ε)
Θq
(−qz
t
) .
This is equivalent P (z, qt, ε) = −P (z, t, ε)t2B0(ε), which proves the result. 
Remark 7. Instead of the Birkhoff connexion matrix, following [Sau15], one could prefer to
study the behaviour of the matrix Fˆ∞(z, t, ε)−1Fˆ0(z, t, ε). Applying Proposition 2, we find
that for all t ∈ U , there exist z 7→ H˜0(z, t) ∈ GL2(C{z}), z 7→ H˜∞(z, t) ∈ GL2(C{z−1}),
with H˜0(0, t) = H˜∞(∞, t) = I such that Hˆ∞(z, t, ε)−1Hˆ0(z, t, ε) converges uniformly to
H˜∞(z, t)−1H˜0(z, t) in every compact subset of Ω˜t when ε → 0+. Moreover as we can see
in the proof of Lemma 6, we obtain that
Fˆ∞(z, t, ε)−1Fˆ0(z, t, ε) =
∏∞
n=0
(
1− qn−1)2
Θq (−qz) Θq
(−qz
t
)Hˆ∞(z, t, ε)−1Hˆ0(z, t, ε).
References
[Ada29] Clarence Raymond Adams. On the linear ordinary q-difference equation. Ann. of Math. (2),
30(1-4):195–205, 1928/29.
[Béz92] Jean-Paul Bézivin. Sur les équations fonctionnelles aux q-différences. Aequationes Math., 43(2-
3):159–176, 1992.
[Bor04] Alexei Borodin. Isomonodromy transformations of linear systems of difference equations. Ann.
of Math. (2), 160(3):1141–1182, 2004.
[Car12] Robert Daniel Carmichael. The General Theory of Linear q-Difference Equations. Amer. J.
Math., 34(2):147–168, 1912.
[DE14] Thomas Dreyfus and Anton Eloy. Computing bugeaud’s solutions of q-difference equations
with a q-borel-laplace summation. Preprint, 2014.
[DR08] Anne Duval and Julien Roques. Familles fuchsiennes d’équations aux (q-)différences et conflu-
ence. Bull. Soc. Math. France, 136(1):67–96, 2008.
[Dre15] Thomas Dreyfus. Building meromorphic solutions of q-difference equations using a Borel-
Laplace summation. Int. Math. Res. Not. IMRN, (15):6562–6587, 2015.
[DSK05] Alberto De Sole and Victor G. Kac. On integral representations of q-gamma and q-beta func-
tions. Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl., 16(1):11–
29, 2005.
[DV02] Lucia Di Vizio. Arithmetic theory of q-difference equations: the q-analogue of Grothendieck-
Katz’s conjecture on p-curvatures. Invent. Math., 150(3):517–578, 2002.
[GNP+94] B. Grammaticos, F. W. Nijhoff, V. Papageorgiou, A. Ramani, and J. Satsuma. Linearization
and solutions of the discrete Painlevé III equation. Phys. Lett. A, 185(5-6):446–452, 1994.
[GR04] George Gasper and Mizan Rahman. Basic hypergeometric series, volume 96 of Encyclopedia
of Mathematics and its Applications. Cambridge University Press, Cambridge, second edition,
2004. With a foreword by Richard Askey.
[JS96] Michio Jimbo and Hidetaka Sakai. A q-analog of the sixth Painlevé equation. Lett. Math. Phys.,
38(2):145–154, 1996.
[KK03] Kenji Kajiwara and Kinji Kimura. On a q-difference Painlevé III equation. I. Derivation, sym-
metry and Riccati type solutions. J. Nonlinear Math. Phys., 10(1):86–102, 2003.
[KMN+04] K. Kajiwara, T. Masuda, M. Noumi, Y. Ohta, and Y. Yamada. Hypergeometric solutions to
the q-Painlevé equations. Int. Math. Res. Not., (47):2497–2521, 2004.
[MZ00] Fabienne Marotte and Changgui Zhang. Multisommabilité des séries entières solutions formelles
d’une équation aux q-différences linéaire analytique. Ann. Inst. Fourier (Grenoble), 50(6):1859–
1890 (2001), 2000.
[NRGO01] F. W. Nijhoff, A. Ramani, B. Grammaticos, and Y. Ohta. On discrete Painlevé equations
associated with the lattice KdV systems and the Painlevé VI equation. Stud. Appl. Math.,
106(3):261–314, 2001.
ISOMONODROMIC DEFORMATION OF q-DIFFERENCE EQUATIONS AND CONFLUENCE 11
[PNGR92] V. G. Papageorgiou, F. W. Nijhoff, B. Grammaticos, and A. Ramani. Isomonodromic defor-
mation problems for discrete analogues of Painlevé equations. Phys. Lett. A, 164(1):57–64,
1992.
[Ram92] Jean-Pierre Ramis. About the growth of entire functions solutions of linear algebraic q-
difference equations. Ann. Fac. Sci. Toulouse Math. (6), 1(1):53–94, 1992.
[RGH91] A. Ramani, B. Grammaticos, and J. Hietarinta. Discrete versions of the Painlevé equations.
Phys. Rev. Lett., 67(14):1829–1832, 1991.
[Roq11] Julien Roques. Generalized basic hypergeometric equations. Invent. Math., 184(3):499–528,
2011.
[RS15] Jean-Pierre Ramis and Jacques Sauloy. The q-analogue of the wild fundamental group and the
inverse problem of the Galois theory of q-difference equations. Ann. Sci. Éc. Norm. Supér. (4),
48(1):171–226, 2015.
[RSZ13] Jean-Pierre Ramis, Jacques Sauloy, and Changgui Zhang. Local analytic classification of q-
difference equations. Astérisque, (355):vi+151, 2013.
[RZ02] Jean-Pierre Ramis and Changgui Zhang. Développement asymptotique q-Gevrey et fonction
thêta de Jacobi. C. R. Math. Acad. Sci. Paris, 335(11):899–902, 2002.
[Sak01] Hidetaka Sakai. Rational surfaces associated with affine root systems and geometry of the
Painlevé equations. Comm. Math. Phys., 220(1):165–229, 2001.
[Sau00] Jacques Sauloy. Systèmes aux q-différences singuliers réguliers: classification, matrice de con-
nexion et monodromie. Ann. Inst. Fourier (Grenoble), 50(4):1021–1071, 2000.
[Sau06] Jacques Sauloy. Isomonodromy for complex linear q-difference equations. In Théories asympto-
tiques et équations de Painlevé, volume 14 of Sémin. Congr., pages 249–280. Soc. Math. France,
Paris, 2006.
[Sau15] Jacques Sauloy. Espace des données de monodromie pour les équations aux q-différences.
Preprint, 2015.
[Trj33] Waldemar Joseph Trjitzinsky. Analytic theory of linear q-difference equations. Acta Math.,
61(1):1–38, 1933.
[vdPR07] Marius van der Put and Marc Reversat. Galois theory of q-difference equations. Ann. Fac. Sci.
Toulouse Math. (6), 16(3):665–718, 2007.
[Zha02] Changgui Zhang. Une sommation discrète pour des équations aux q-différences linéaires et à
coefficients analytiques: théorie générale et exemples. In Differential equations and the Stokes
phenomenon, pages 309–329. World Sci. Publ., River Edge, NJ, 2002.
Université Claude Bernard Lyon 1, Institut Camille Jordan, 43 boulevard du 11 novembre
1918, 69622 Villeurbanne, France.
E-mail address: dreyfus@math.univ-lyon1.fr
