Decompositions of the unitary group U (2 N ) are useful tools in quantum information theory as they allow one to decompose unitary evolutions into local evolutions and evolutions causing entanglement. In this paper, we propose a recursive procedure to obtain a decomposition of any unitary evolution on N qubits. This decomposition systematically uses Cartan decompositions of the classical Lie algebras. We present the linear algebra tools involved in the actual calculation of the factors of the decomposition and present several examples of applications.
Introduction
Decompositions of the unitary Lie group U (n) are methods to factorize any element X f ∈ U (n) in the product X f = X 1 X 2 · · · X m , where X 1 , . . . , X m are (elementary) factors in U (n). There are several reasons to study such decompositions for unitary evolutions in quantum mechanics. They allow one to analyze the dynamics of a quantum systems in terms of simpler, possibly meaningful, factors. In particular, for multipartite systems they often allow the identification of the local and entangling parts of a given evolution. In this context one can study entanglement dynamics [2] , [3] , [12] . Moreover, from a more practical point of view, they often allow one to decompose the task of designing a given evolution, such as a quantum gate, into simpler, readily available, dynamics (cf. e.g. [10] ). For this reason several decompositions have been introduced in recent years [7] , [9] . In [2] , [3] , a decomposition called the Concurrence Canonical Decomposition (CCD) was studied in the context of entanglement theory. The CCD is a way to decompose every unitary evolution on N q-bits into a part that does not modify the concurrence on the N q-bits and a part that does. It is a Cartan decomposition in that it corresponds to a symmetric space of SU (2 N ) [8] . In an independent work [1] the same decomposition was used to characterize the classes of spin networks which give the same average magnetization when subjected to the same external magnetic field (input-output equivalent networks). In [6] the CCD was further studied and generalized to multipartite systems of arbitrary dimensions. The resulting decomposition was called an Odd-Even Decomposition (OED). The OED is a decomposition of unitary evolutions on multipartite systems constructed in terms of decompositions on the single subsystems. In the present paper, we go back to the case of N q-bits systems and derive a recursive decomposition which has the CCD as first step. We study the algebraic properties of this decomposition as well as the issues involved in its actual computation. Our procedure is similar in spirit to the one in [9] although it gives a different decomposition. The resulting factorization allows the identification of the local and entangling part in every unitary evolution.
The paper is organized as follows. In Section 2 we review the basic concepts on Cartan decompositions of Lie algebras with particular emphasis on the decompositions which will be used in the recursive procedure. We also summarize the main results concerning the CCD and OED decompositions of unitary evolutions for multipartite systems (of dimensions n 1 , . . . , n N ), i.e., decompositions on the Lie algebra u(n 1 n 2 · · · n N ) and the corresponding Lie group U (n 1 n 2 · · · n N ). In Section 3, we present the recursive procedure to decompose the Lie algebra u(2 N ). In Section 4, we explain how the recursive decomposition of the Lie algebra u(2 N ) induces a decomposition for the Lie group U (2 N ). This section contains the main results for the decompositions of unitary quantum evolutions. In Section 5, we discuss the practical computation of the factors in the decomposition and an example involving a generalized SWAP operator. We give an application of the decomposition to a controllability problem in Section 6, and present some conclusions in Section 7.
Background Material

Cartan decomposition of a Lie Algebra
A Cartan decomposition of a semisimple Lie algebra L is a vector space decomposition
where the subspaces K and P satisfy the commutation relations
In particular, K is closed under the Lie bracket and therefore K is a Lie subalgebra of L. A Cartan decomposition of a Lie algebra L induces a decomposition of the connected Lie group associated to L, which we denote by e L . In particular, every element L of e L can be written as
where K ∈ e K and P is the exponential of an element in P. Since [P, P] ⊆ K, any Lie subalgebra contained in P is necessarily Abelian. A maximal Abelian subalgebra H contained in P is called a Cartan subalgebra and the dimension of H is called the rank of the decomposition. The Cartan subalgebra is not unique; however it is possible to prove that two Cartan subalgebras H and H 1 are conjugate via an element of e K . This means that there exists S ∈ e K such that H = Ad S (H 1 ). Here Ad S denotes the adjoint map defined as Ad S (H) := SHS † for H ∈ L. Let H be a Cartan subalgebra of L. One can prove that
and therefore exp(P) =
It follows that P in (2) has the form P = SAS † with S ∈ e K and A ∈ e H . Hence, from (2), every L ∈ e L can be written as
where K 1 , K 2 ∈ e K and A ∈ e H . This decomposition is referred to as the KAK decomposition of the Lie group e L . Cartan [4] , [5] , [8] has classified all the Cartan decompositions of the classical Lie algebras. In particular, up to conjugacy, there exist three types of Cartan decompositions of the special unitary Lie algebra su(n). These are labeled by AI, AII, and AIII. There exist two types of Cartan decompositions of the special orthogonal Lie algebra so(n) labeled by BDI and DIII, and two types of Cartan decompositions of the symplectic Lie algebra sp(n) labeled by CI and CII. In this paper, we will only use decompositions of types AI, AII, CI and DIII. Therefore we review these decompositions below.
A decomposition of type AI is the Cartan decomposition of su(n) into purely real and purely imaginary matrices, i.e.,
The inner product of any two matrices A, B in su(n) is given by A , B = Tr(AB † ). The diagonal matrices in so(n) ⊥ span a maximal Abelian subalgebra. Since the trace of any matrix in su(n) is equal to 0, the rank of the decomposition is n − 1. The decomposition of type AII is of the form
and the rank of the decomposition is n − 1. The Cartan decompositions of type CI of sp(n) and DIII of so(2n) are of the form
where K = sp(n) ∩ so(2n). The Lie algebra K so defined is isomorphic to u(n). The isomorphism is given by the map
The rank of the decomposition of type CI is n and the rank of the decomposition of type DIII is n 2 . Consider the Cartan decomposition (1) of the special unitary Lie algebra su(n) of type either AI or AII. Let 1 n be the n × n identity matrix. Notice that i 1 n commutes with each element of su(n). Hence the Cartan decompositions of su(n) of types AI and AII can be naturally extended to decompositions of u(n) by replacing P with P ⊕ Span{i 1 n }. We also call these decompositions of types AI and AII. In both Cartan decompositions the rank becomes n.
A detailed presentation of the material in this subsection along with proofs can be found in [8] .
2.2 Cartan Decompositions of u(n 1 n 2 · · · n N ): OED and CCD
In this subsection, we illustrate the duality between the unitary Lie algebra u(n) and the corresponding Jordan algebra iu(n), and then we describe the decompositions of odd-even type (OED) and the concurrence canonical decomposition (CCD).
We consider N unitary Lie algebras u(n j ) of dimensions n
be a Cartan decomposition of type either AI or AII. Note that iu(n j ) is a Jordan algebra of Hermitian matrices equipped with the anti-commutator operation
Associated to the Cartan decomposition (4) of u(n j ) there corresponds a decomposition
of the Jordan algebra iu(n j ) where the subspaces K j and P j satisfy the anti-commutator relations
Notice that P j is a Jordan subalgebra. The decomposition in (5) is referred to as the Cartan decomposition of the Jordan algebra. Let K j and P j be generic elements of orthonormal bases of K j and P j , respectively. An orthonormal basis of iu(n 1 n 2 · · · n N ) can be obtained by the tensor products of the form
where I o (I e ) is the span of the tensor products which displays an odd (even) number of elements K j . The corresponding decomposition
of the unitary Lie algebra u(n 1 n 2 · · · n N ) is a Cartan decomposition [6] . The Cartan decomposition in (6) is called the odd-even type decomposition (OED) of u(n 1 n 2 · · · n N ). The concurrence canonical decomposition (CCD) [2] , [3] is a special case of the OED when n j = 2, for all j = 1, ..., N and (4) is of type AII for all 1 ≤ j ≤ N . In the rest of the paper, we will consider the CCD of u(2 N ). Therefore, we explain in more detail the construction associated to the CCD. Let σ x , σ y , σ z be the Pauli matrices and let 1 be the 2 × 2 identity matrix, i.e.,
The Pauli matrices with 1 form a basis of the Jordan algebra iu(2). An orthogonal basis of iu(2 N ) is given by the tensor products of the form
can be seen as a Cartan decomposition of type AII of iu(2) (since sp(1) = su(2)) so that the CCD of u(2 N ) is given by
where
is the span of the tensor products which displays an odd (even) number of elements σ x , σ y and σ z . The superscript N in (7) indicates the number of the factors in the tensor product. As (7) is a Cartan decomposition, it has to be up to conjugacy of the type AI, AII or AIII. The type of the Cartan decomposition in (7) 3 Recursive Procedure at the Lie Algebra Level
In the following we shall use repeatedly the CCD of u(2 k ) for a general 1 ≤ k ≤ N , i.e.,
As proved in [6] , the commutator and anti-commutator relations of iI k o and iI k e are given by
The first step of the procedure is to apply the CCD with k = N . Then we observe that iI N o in (7) is a Lie subalgebra isomorphic to either so(2 N ) or sp(2 N −1 ). Hence, it also has a Cartan decomposition. Therefore, we turn our attention to decompose the Lie subalgebra iI
We consider the decomposition
of the Lie subalgebra iI
Proof. We first show that iK is a Lie subalgebra of iI 
it can be seen that
. Since A j and B j are arbitrary elements, it follows that
Hence, iK is a Lie subalgebra of iI
Hence we have proved that (9) is a Cartan decomposition. The next theorem, whose proof is obvious, says that iK is isomorphic to u(2 N −1 ). Hence it follows that (9) is a Cartan decomposition of type either CI or DIII, and therefore iK is conjugate to sp(2 N −1 ) ∩ so(2 N ). Recall that the isomorphism in the standard basis from sp(2 N −1 ) ∩ so(2 N ) to u(2 N −1 ) was given in (3).
THEOREM 3.2. Theorem The Lie subalgebra iK in (9) is isomorphic to u(2 N −1 ), and the isomorphism is given by the map
By a slight abuse of notation, we write u(2 N −1 ) for iK. Hence the Theorems 3.1 and 3.2 with (7) imply that u(2
At this point the procedure continues by applying the CCD to u(2 N −1 ) and then the decomposition described in (9) and it continues recursively by decomposing analogously u(2 k ), for every k > 1. At each step, the type of decompositions performed on u(2 k ) depends on k. If k is an even integer, the CCD gives I k o isomorphic to so(2 k ) (it is of type AI), and the following decomposition is of the type DIII. Otherwise I k o is isomorphic to sp(2 k−1 ), the CCD is of type AII and the following decomposition is of type CI. We illustrate the recursive procedure by the binary tree in Figure 1 .
Cartan Subalgebras
It is important to identify the Cartan subalgebras at each step of the recursive procedure described above. In order to do that, we define the commuting set
Let H l denote the set obtained by tensor products of l elements of H, i.e. H l = H⊗· · ·⊗H, l times. Using induction on l along with the formula (10), it is easy to see that H l is also a commuting set. These sets are used in the definition of the Cartan subalgebras in the various steps of the recursive decomposition. The CCD of u(2 k ) with k even is of type AI, and therefore the associated rank is 2 k . Let m = N − k, then Cartan subalgebra is given by
which has indeed dimension 4 k 2 = 2 k . The CCD of u(2 k ) with k odd is of type AII. Therefore the associated rank is 2 k−1 . A Cartan subalgebra in this case has the form
this corresponds to a CI decomposition of sp(2 k−1 ) or to a DIII decomposition of so(2 k ). In the case CI, the Cartan subalgebra has dimension 2 k−1 and can be chosen equal to
In the case DIII, the subalgebra can be taken equal to
The dimensions of the Cartan subalgebras quoted in this subsection follow from the general facts quoted in Section 2
Recursive Procedure at the Lie Group Level
In this section, we describe the decomposition of the Lie group of unitary evolutions induced by the recursive decomposition procedure of u(2 N ) for N ≥ 2. The first step of the procedure is to apply the CCD, u(2
and A ∈ e A where A is a Cartan subalgebra of the associated decomposition contained in iI In order to refine the decomposition in (13), one factorizes K j , j = 1, 2, using the Cartan decomposition iI N o = iK ⊕ iP given in (9) , that is, each K j can be written as
with K j1 , K j2 ∈ e iK and A j ∈ e A1 where A 1 is a Cartan subalgebra of the associated decomposition. Note that iK is isomorphic to u(2 N −1 ), hence one can repeat the procedure for N − 1, and continue to obtain a decomposition of the unitary evolution U in terms of elementary factors.
The embedding of U (2
The first (second) tree is for N odd (even). D denotes the diagonal matrices of appropriate sizes, and T denotes tridiagonal matrices.
where A and B are real matrices. If N is odd, in standard basis, (14) corresponds to the decomposition of the elements of Sp(2 N −1 ) in terms of the matrices of U (2 N −1 ) and A j can be taken as diagonal. On the other hand, for N even, (14) corresponds to the decomposition of the elements of SO(2 N ) and A j can be taken as a matrix of form
where E is tridiagonal [8] . The first steps of the recursive decomposition are illustrated by the trees in Figure 2 .
Computational Issues and Examples
This section focuses on an application of the recursive procedure described in the previous section to a generalized SWAP operator X sw ∈ U (8). In the process we shall discuss computational issues which are of interest for other problems as well. In the tensor product basis, the action of X sw is defined by X sw : |i ⊗ |j ⊗ |k → |j ⊗ |k ⊗ |i , where i, j, k = 0, 1 , with an orthonormal basis { |0 , |1 } of the Hilbert spaces of the three systems, that is, X sw is the cyclic right shift operator acting on three qubits. Our goal is to factorize X sw in terms of elementary matrices. The matrix representation of this operator is given by 
The recursive procedure uses four different kinds of decompositions of the corresponding Lie groups. Numerical algorithms for the decomposition of SU (2 N ) induced by the Cartan decompositions of types AI and AII can be found in [2] and [3] . The first step of the procedure is to find the decomposition of X sw induced by the CCD u(8) = iI e . According to [2] , the orthogonal matrix o . Let X sw = F T X sw F , then using the numerical algorithm given in [3] , one can decomposẽ X sw as the productX sw = K 1 AK 2 with K j ∈ Sp(4) , j = 1, 2 , so that
o . But,X sw is a matrix the of formX sw = 1 ⊗X ′ sw , wherẽ
Note thatX sw is symplectic and contained in the image of U (4) embedded into Sp(4). Indeed,X sw is represented byX ′ sw in U (4), and therefore the first step of the decomposition is trivial. SinceX ′ sw ∈ SO(4), the computational problem is to find the factorization ofX ′ sw in terms of matrices contained in a subgroup isomorphic to U (2). In order to do this, we write the matrix equation
where L = 
Note that L is contained in the image of U (2) embedded into SO(4), and D ′ is the exponential of an element of the Cartan subalgebra of the associated Cartan decomposition. We write L T as the product
′ , and thereforeX sw =L 1L2D ,
with L k = FL k F T , and D = FDF T , k = 1, 2 . We write all three factors in (17) as an exponential of the matrices in the tensor product basis to obtain 
Application to a Controllability Problem
In this section, we investigate the controllability of a quantum system S by means of a quantum probe P in the presence of a third quantum system E, which we call the environment. The total system varies according to a given Hamiltonian H T OT . The assumption is that only the initial state of P is controllable and the controllability problem is to give conditions on H T OT so that, by modifying the initial state of the probe P it is possible to drive the state of S to any value. Our study is in the spirit of [11] where the same controllability problem was studied without the environment E. We want to show how the recursive decomposition proposed in the previous sections can be used in the solution of this problem.
We consider three initially uncorrelated quantum systems S, P and E and assume that the initial state ρ P of the quantum probe P can be modified at will by the control u ∈ U. We study the controllability of S using the interactions among the three systems. In this scheme, the controls do not enter the dynamics of S directly. In our setting, the time evolution of a state ρ S of S is given by
where Tr P E is the partial trace operator over the degrees of freedom of P and E, and X(t) = e −iHT OT t is the unitary propagator of the composite system, acting on H S ⊗ H P ⊗ H E such that H T OT ∈ isu (8) . The system is said to be controllable if, by varying ρ P , it is possible to achieve every possible density matrix ρ S with (18). The problem is to give necessary and sufficient conditions on H T OT so that this is the case.
For a general H T OT , this problem seems to be extremely difficult. For this reason, we assume more structure on H T OT . In particular, we assume that H T OT is contained in the Jordan algebra
x,y,z are the Pauli matrices acting on H S , H P and H E respectively. Under this assumption, the Hamiltonian H T OT of the composite system is of the form H T OT = H S + H P + H SP E where H S and H P are local Hamiltonians of the system S and the probe P respectively and H SP E is the nonlocal Hamiltonian causing entanglement. In fact, if H SP E = 0, there will be no interaction among the three systems and therefore S is not controllable.
Note that iI is isomorphic to su(4) and is one of the Lie subalgebras resulting from the recursive decomposition of su (8) . We take the Cartan decomposition iI = iK ⊕ iP of type AII where
The Lie subalgebra iK is isomorphic to two direct copies of su (2), and therefore the unitary propagator X(t) = e −iHT OT t can be decomposed X(t) = K 1 (t)e at K 2 (t), where
A such that c x , c y and c z are real constants. Note that the Lie subalgebra iK consists of only local tensor products and each K j , j = 1, 2, is of the form
∈ SU (2). Therefore the time evolution (18) becomes
The following lemma is the extension of the Lemma II.1 of [11] to three qubits and the proof is analogous. 
It is convenient to use the coherence vector representation for the states of the systems S , P and E , that is,
where s(t, u), p(t, u) and e(t, u) are real vectors and σ S , σ P and σ E are the vectors of the Pauli matrices. In this representation, the sets P S , P P and P E are given by three Bloch spheres S S = { s ∈ R 3 | || s|| ≤ 1} , S P = { p ∈ R 3 | || p|| ≤ 1} , and S E = { e ∈ R 3 | || e|| ≤ 1} , and the time evolution (20) of ρ S is given by s(t, u) = A(t, s 0 , e 0 ) p(u) + a(t, s 0 ) ,
where A =   sin(2c y t) sin(2c z t) −s z e z sin(2c y t) cos(2c z t) s y e z cos(2c y t) sin(2c z t) s z e z sin(2c x t) cos(2c z t) sin(2c x t) sin(2c z t) −s x e z cos(2c x t) sin(2c z t) −s y e z sin(2c x t) cos(2c y t) s x e z cos(2c x t) sin(2c y t) sin(2c x t) sin(2c y t)   , and a(t, s 0 ) =   s x cos(2c y t) cos(2c z t) s y cos(2c x t) cos(2c z t) s z cos(2c x t) cos(2c y t)
Note that the coherence vector representation of (20) is the same as in (2.8) of [11] except that the non-diagonal entries of A(t, s 0 , e 0 ) in (21) are multiplied by e z . It turns out that the necessary and sufficient conditions for controllability of (20) The controllability conditions in Theorem 6.2 were derived from two body interactions between S and P in [11] . We have derived the same conditions using three body interactions. An interesting result of this study is that the quantum state E which we called environment does not affect the controllability, under our assumptions.
Conclusions
Decompositions of Lie groups can be used to study entanglement dynamics for multipartite quantum systems. In this paper, we have proposed a recursive procedure to decompose the unitary evolution on a number of qubits into simpler factors. Such a decomposition is given in terms of tensor products of matrices and allows to identify entangling and local transformations in a given evolution. We have also discussed how the decomposition can be used in the investigation of a controllability problem. In the future it will be of interest to study more in depth how the structure of the unitary Lie groups can be exploited in the definition of entanglement measures and criteria, much in the same way the CCD was described in [2] , [3] in terms of generalized concurrences.
