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Stochastic Framework for Evaluating the Effect of
Displaced Antenna Elements on DOA Estimation
Veronique Inghelbrecht, Jo Verhaevert, Tanja Van Hecke, Hendrik Rogier, Marc Moeneclaey, and Herwig Bruneel
Abstract—We establish a statistical framework for investigating
the influence of correlated random displacements of antenna ele-
ments in a uniform circular antenna array (UCA) on the distribu-
tion of direction-of-arrival (DOA) estimates. More specifically, we
apply a stochastic collocation method for modeling the sparse UCA
root-MUSIC-DOA estimates as polynomial expansions of the ran-
dom displacements. Compared to Monte-Carlo simulations, this
approach yields a speedup of about 40 for the case of a displace-
ment of two antenna elements.
Index Terms—Antenna arrays, direction-of-arrival estimation,
stochastic collocation method (SCM).
I. INTRODUCTION
UNIFORM circular antenna arrays (UCAs) are attractiveconfigurations for direction-of-arrival (DOA) estimation,
as their circular symmetry may be effectively exploited by al-
gorithms such as UCA root-MUSIC and UCA ESPRIT [1]. Yet,
mutual coupling effects may significantly deteriorate the accu-
racy of the DOA estimates. Therefore, adapted algorithms were
proposed that include a calibration procedure that accounts for
the exact radiation characteristics of all antennas embedded in
the array through a phase-mode or spherical-wave expansion
of their impedance matrix and direction-dependent open-circuit
voltages [2]. Hence, in most algorithms, perfect knowledge of
the steering vector is assumed. Some algorithms, such as the
rank reduction estimator (RARE), do not require mutual cou-
pling compensation. Instead, they are based on a symmetry
property in the array geometry, which may be embedded in the
second-order statistics of the observed data (SOS-RARE) [3].
However, most of these algorithms experience a significant per-
formance loss when random antenna position errors break the
symmetry property [4].
Unfortunately, random deviations between the actual and the
assumed steering vector are unavoidable in practice, whereas
array calibration only removes systematic errors. Indeed, most
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calibration procedures are time-consuming and, therefore,
difficult to apply in real-time applications where the antenna
positions change randomly with time (e.g., because of wind,
etc.). Hence, it is interesting to quantify the effects of uncer-
tainty in the positions of the sensor elements by a stochastic
framework. In [5], a closed-form formula for the mean square
error is derived for the FOC-RARE algorithm in the presence of
sensor errors based on a first-order perturbation. The algorithm
is only valid for sufficiently small displacements of the an-
tenna elements. In [6], we introduced the stochastic collocation
method (SCM) [7] to calculate the probability density functions
(pdfs) of the DOA estimates due to a random displacement of
one sensor element in an acoustical array without mutual cou-
pling. This procedure proved to be much more efficient than the
time-consuming Monte-Carlo (M-C) method.
In this letter, we extend the SCM-DOA technique to random
displacements of multiple antenna elements in an electromag-
netic array with mutual coupling. The random variables describ-
ing the position errors are assumed to be multivariate Gaussian
distributed and may be correlated. The procedure is illustrated
by relying on the Sparse UCA Root-MUSIC [8] DOA estima-
tion algorithm. This method compensates for mutual coupling
by incorporating all relevant phase modes of the active elements
patterns of the antenna elements in the nominal UCA, even when
the number of relevant phase modes is larger than the number
of elements. A comparison between the M-C method and the
SCM technique shows a reduction in CPU time by a factor of
about 40, for the same accuracy in the statistical distribution of
the DOA estimates, when two antenna elements are randomly
displaced.
Section II describes how we adapt the DOA estima-
tion algorithm for the case of displacements of antenna
elements. Section III explains the SCM theory, whereas
Section IV summarizes the sparse UCA Root-MUSIC algo-
rithm. Finally, Section V validates the accuracy of the SCM
approach.
II. SIGNAL MODEL INCORPORATING ANTENNA
DISPLACEMENTS
The nominal UCA consists of N identical antenna elements
distributed over a circle with radius R. Each antenna element
is located in the xy-plane, at azimuth angles ϕn = (n− 1) 2πN
with n = 1, 2, . . . , N . The number of incoming plane waves
equals K, with corresponding elevation and azimuth angles
(θk , ϕk ), k = 1, . . . ,K. In the following, we point out how to
model the received signals in the presence of antenna element
displacements, for given (θk , ϕk ), k = 1, . . . ,K.
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When antenna elements are displaced, both the radiation pat-
tern [9] and the impedance matrix change. The element-space
manifold vectors depend on both characteristics and, hence, are
affected by a displacement of the antenna elements. In order to
account for the antenna element displacements, we adjust the
received signals x, as follows.
1) Obtain the N ×N impedance matrix Z and embedded
element patterns Fn (θ, ϕ) of the actual UCA (being non-
symmetric due to the displacements) for the K DOAs,
using an electromagnetic field solver such as NEC-2 [10].
We obtain Fn (θ, ϕ) [Ohm] (two-dimensional field vector
in (uθ ,uϕ )-plane) by exciting antenna n with 1-A current
and leaving the other antennas open-circuited.
2) Calculate [2] the element space manifold vector
adispl(θ, ϕ) by
aopen,n (θ, ϕ) = −2jλ
Rc
einc(θ, ϕ) · Fn (θ, ϕ) (1)
adispl(θ, ϕ) = Z0(Z + Z0I)−1aopen(θ, ϕ) (2)
with einc(θ, ϕ) [V/m], a two-dimensional electric field
vector of an incoming plane wave at angles (θ, ϕ), λ
the wavelength, and Rc the impedance of the medium
in which the antenna radiates. Z0 is the load impedance,
which we assume identical at all antennas terminals. The
array signal model includes all electromagnetic details,
such as mutual coupling effects, through the impedance
matrix Z and the open-circuit voltage vector aopen(θ, ϕ) =
[a1(θ, ϕ), . . . , aN (θ, ϕ)].
3) Determine the actual element-space manifold matrix
Adispl and the corresponding received signal vector at in-
stant t as
x(t) = Adispls(t) + v(t), t = 0, 1, 2, . . . (3)
where s(t) ∈ RK×1 is the transmitted signal vector at
time instant t, x(t) ∈ CN×1 is the received signal vector,
and v ∈ CN×1 is assumed to be a spatially uncorrelated
additive white Gaussian noise vector. The kth column
of the (N ×K) matrix Adispl equals the element-space
manifold vector adispl(θk , ϕk ), determined by the DOA
(θk , ϕk ) of the kth plane wave.
Apply the DOA estimation algorithm (in this letter sparse
UCA Root-MUSIC, Section IV) to the actual received signal x,
assuming the nominal antenna positions, hence a perfect UCA
configuration.
III. STOCHASTIC COLLOCATION METHOD
In order to investigate the influence of a random displacement
of the antenna elements on the statistical distribution of the
DOA estimates, one could resort to M-C simulation. Because of
the typically 1/
√
Nr convergence of M-C simulations, a large
amount of realizations of the antenna element displacements
Nr is required to accurately capture the statistics of the DOA
estimates. Instead, we apply the SCM, proposed in [6] and [7], as
a more efficient way to model geometrical uncertainty. Here, we
extend the method from [6], which considers the displacement
of only one of N antenna elements of a uniform linear array,
to multiple correlated Gaussian displacements; the number of
displacements is denoted O.
First, we apply a Karhunen–Loe`ve transform [11] to decor-
relate the Gaussian random variables: The vector u of O cor-
related displacements with covariance matrix Σ is related to
a vector η of O statistically independent variables through
u =
√
2V
√
Λη, where the columns of V are the eigenvec-
tors of Σ, and Λ is the diagonal matrix containing the cor-
responding eigenvalues. The pdf of η is given by p(η) =
(2/π)L/2 exp(−|η|2). TheK DOA estimates, which result from
the actual nonsymmetric UCA, are functions of the O indepen-
dent variables η, which are related to the displacement vector
u. Stacking the DOA estimates into the K × 1 vector y(u), we
rely on the Askey scheme [12] to approximate y(
√
2V
√
Λη)
as a truncated polynomial expansion of the variables η, i.e.,
y(
√
2V
√
Λη) ≈ f(√2V√Λη), with
f(
√
2V
√
Λη) =
∑
i1 ,...,iO
yi1 ,...,iO Hi1 (η1) . . . HiO (ηO ) (4)
where Hi(v) represents the Hermite polynonial of degree
i, and the summation index il ranges from 0 to Pl (l =
1, . . . , O); hence, the expansion (4) has a degree Ptot = P1 +
· · ·+ PO . Considering that the Hermite polynomials satisfy∫
Hi(v)Hj (v)e−v
2
dv = δi,j with δi,j representing the Kro-
necker delta function, it follows that the mean-square ap-
proximation error
∫ |y(√2V√Λη)− f(√2V√Λη)|2p(η)dη
is minimized when the coefficients yi1 ,...,iO of the polynomial
expansion (4) are given by
yi1 ,...,iO =
∫
y(
√
2V
√
Λη)Hi1 (η1) . . . HiO (ηO )p(η)dη.
(5)
We approximate the integral (5) by cubature formulas with
weight function e−|η|2 [13], yielding
yi1 , . . . , iO =
Q∑
k=1
wky(
√
2V
√
Ληk )Hi1 (ηk ,1 ) . . . HiO (ηk ,O ) (6)
with ηk = [ηk,1 , . . .] the quadrature points and wk the weights
associated with ηk . The degree de of the cubature formula de-
notes that (6) is exact for polynomials of degree up to de . The
cubature formulas applied in this letter are those from [13] with
(Q = 9, de = 5), (Q = 44, de = 15), and (Q = 99, de = 21).
The maximum degree of expansion must satisfy Ptot ≤ de/2.
The computation of the coefficients yi1 ,...,iO according to (6)
requires the actual element-space manifold matrix Adispl com-
putation [to be used in (3)] and the subsequent DOA estimation
[based on x(t) from (3)] to be executed for only Q sets of
displacements corresponding to the Q quadrature points. An
arbitrary number Nr of realizations of the DOA estimate vec-
tor, each corresponding to a different displacement vector u, is
obtained by simply evaluating (4) for Nr realizations of η. An
M-C approach would require the actual element-space manifold
matrix Adispl and the corresponding DOA estimates to be com-
puted for each of the Nr realizations of u. Hence, considering
the high computational complexity of the actual element-space
manifold matrix Adispl, the SCM has a considerable computa-
tional advantage over the M-C approach when Nr  Q, which
will be more important for even more complex antenna arrays.
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IV. SPARSE UCA ROOT-MUSIC ALGORITHM
We now provide a brief summary of the sparse UCA root-
MUSIC algorithm [8]. We decompose the component a(θ, ϕ)
into phase modes [14], which can be efficiently evaluated as a
fast Fourier transform
a(θ, ϕ) =
+∞∑
m=−∞
am (θ)ejmϕ . (7)
The electromagnetic dimensions of the UCA restrict the
number of relevant terms in (7) to 2M + 1, i.e., |m| ≤
M , with M ≥ 2πR
λ
[8]. The weight vector that excites
the array with the mth phase mode is given by wHm =
1/
√
N [1, ej2mπ/N , . . . , ej2m (N−1)π/N ]
wHma(θ, ϕ) = am (θ)e
jmϕ + δ(θ, ϕ) (8)
where
δ(θ, ϕ) =
+∞∑
q = −∞
q 	= 0
am+qN (θ)ej (m+qN )ϕ (9)
and the superscript H denotes the transpose conjugate. For N >
2M , the first term in (8) is dominant and we can neglect the
residual term δ(θ, ϕ). When the number of antenna elements is
too small (N = 2L + 1 and L < M ), the phase modes of orders
L < |m + qN | ≤ M contribute to the residual term. A UCA
with less than 2M + 1 antenna elements is denoted as a sparse
UCA. Then, the transformation into beamspace is governed by
only 2L + 1 weight vectors: W = [w−L , . . . ,w0 , . . . ,wL ]. To
apply the sparse UCA Root-MUSIC algorithm [8], we construct
the beamspace data:xbeam(θ, ϕ) = WH x.Next, we evaluate the
covariance matrix Rcov of the beamspace data and decompose
Rcov into a signal and noise subspace
Rcov = E{xbeamxHbeam} = ESΛSEHS + EN ΛN EHN . (10)
The columns ofES andEN denote the signal and noise subspace
eigenvectors, and the diagonal matrices ΛS and ΛN contain the
signal subspace and noise subspace eigenvalues.
To deliver bias-free estimates for any signal-to-noise ratio
(SNR) level, we incorporate all M > L relevant phase modes.
Therefore, we define
F(θ) = diag[a−M (θ), . . . , aM (θ)] (11)
ae(z) = [z−M , . . . , zM ] with z = ejϕ . (12)
Define the matrix H by
H = [Jl,1
.
.
. I
.
.
. Jr,1 ] if 2L + 1 < M ≤ 3L + 1
= [Jl,2
.
.
.I
.
.
.I
.
.
.I
.
.
.Jr,2 ] if 3L + 1 < M ≤ 5L + 2 (13)
with the matrix I a (2L + 1)× (2L + 1) identity matrix. Jr,1
is a (2L + 1)× (M − L) matrix consisting of the M − L
first columns of the identity matrix I, and Jr,2 is a (2L +
1)× (M − 3L− 1) matrix consisting of the M − 3L− 1 first
columns of the identity matrix I. Jl,1 is a (2L + 1)× (M − L)
matrix consisting of the M − L last columns of the identity
matrix I, and Jl,2 is a (2L + 1)× (M − 3L− 1) matrix
consisting of the M − 3L− 1 last columns of the identity
matrix I. For M = L, the sparse UCA Root-MUSIC reduces
to the traditional UCA Root-MUSIC. Finally, assuming that
the elevation angles of the impinging signals are known, the
MUSIC function can be written as
fMUSIC(z) = aHe (z)F
H (θ)HH EN EHN HF(θ)ae(z) (14)
enabling us to estimate the azimuth angles by finding the K
roots of the polynomial fMUSIC(z) closest to the unit circle. The
DOA estimates are the arguments of these K roots.
V. NUMERICAL RESULTS
Consider a uniform circular array consisting of nine
dipole antenna elements tuned to 2.45 GHz. (dipole length
l = λ/2 = 6.12 cm). All antennas are terminated by a load
Z0 = 73Ω. In the center of the circle, there is a short-circuited
dipole with length l = λ/2. The N = 
8R
λ
+ 4 = 9 array
elements are uniformly distributed on a circle with radius
λ/2. The short-circuited dipole acts as a platform effect. The
phase modes of the UCA, incorporating all electromagnetic
effects and simulated with the 4nec2 field simulator, differ
significantly from the phase modes of an identical hypothetical
UCA consisting of ideal uncoupled dipoles. We consider
K = 3 uncorrelated sources, each transmitting pseudorandom
bit sequences of length 500, using BPSK modulation. These
signals are impinging on the UCA along the same elevation
angle θ = 90◦ and along the azimuth angles [20◦, 200◦, 285◦].
The signals are received in the presence of additive white
Gaussian noise v(t). The SNR (in dB) is defined as
SNR = 10 log10
(
E
{||As(t)||2}
E {||v(t)||2}
)
. (15)
We take SNR = 25 dB. In order to obtain the DOA esti-
mates, we use the sparse UCA Root-MUSIC algorithm, with
L = floor((N − 1)/2) and M = 10 ≥ ceil(2πR/λ). We con-
sider the case where the first and second antenna element have
random radial displacements u1 and u2 , while the remaining
antenna elements are at their nominal positions. These random
variables are assumed to be multivariate Gaussian distributed
with zero mean and covariance matrix (expressed in cm)
Σ =
(
1 0.7
0.7 1
)
. (16)
To obtain the cumulative distributions of the estimated azimuth
angles, we apply two different methods: M-C simulation and
the two-dimensional SCM theory. We have carried out an M-C
simulation with 10 000 realizations of (u1 , u2 ,v). For each of
these realizations, we estimate the three DOAs, yielding 10 000
DOA estimates per actual DOA.
We compare this to the two-dimensional SCM theory that re-
lies on the cubature formulas for the plane with Q = 9, Q = 44,
and Q = 99 quadrature points, and with a polynomial expan-
sion of order Ptot = 2, Ptot = 7, and Ptot = 10, respectively.
In order to incorporate the noise vector v in the SCM model,
we calculate for a random realization of v the DOA estimates
in each of the Q quadrature points (u1 , u2) and determine the
coefficients of the polynomial expansion. Using this polynomial
expansion, we calculate the DOA estimates for 500 realizations
INGHELBRECHT et al.: STOCHASTIC FRAMEWORK FOR EVALUATING EFFECT OF DISPLACED ANTENNA ELEMENTS 265
Fig. 1. CDF obtained with M-C (solid line) method and SCM (asterisk) of
log10 (θˆ − θ)2 , with θ and θˆ in degrees, for a radial displacement of the first
two antenna elements, true DOAs=[20◦, 200◦, 285◦].
TABLE I
MEASURED VALUE Dn,n ′ OF THE KS TEST (CRITICAL VALUE = 0.0192),
DISPLACEMENT OF FIRST AND SECOND ANTENNA ELEMENT, TRUE DOAS =
[20◦, 200◦, 285◦]; THE LAST COLUMN IS THE SIMULATION TIME TO OBTAIN
THE 3 CDFS
Dn , n ′ for
P t o t Q θ1 θ2 θ3 time
2 9 0.0232 0.0419 0.0138 51 s
7 44 0.0189 0.0154 0.0071 100 s
10 99 0.0098 0.0082 0.0053 205 s
of (u1 , u2), given the considered realization of v. We repeat
this procedure for 19 other randomly chosen noise vectors v,
and eventually obtain 10 000 DOA estimates per actual DOA.
For lower SNR, the effect of the noise on the DOA estimation
error increases, so we need more realizations of v to accurately
capture the noise statistics.
In Fig. 1, we have plotted the cumulative distribution func-
tions (cdfs) of log10(θˆ − θ)2 with θ and θˆ in degrees, obtained
by the M-C method and by the SCM (for Q = 44 quadrature
points and for the three actual DOAs [20◦, 200◦, 285◦]). We ob-
serve that the curves obtained by SCM theory and the curves
obtained by M-C simulation are virtually identical. However,
the simulation time to obtain the three cdfs using M-C simula-
tion is 7870 s, whereas the SCM for 44 quadrature points only
requires 100 s. The accuracy of the cdf can be demonstrated by
means of the two-sample Kolmogorov–Smirnov test (KS test)
[15]. This test verifies the null hypothesis that the two sample
sets belong to the same distribution. The test statistic is de-
fined as Dn,n ′ = supx(|F1,n (x)− F2,n ′(x)|), with supx(f(x))
the supremum of the function f(x). The functions F1,n (x) and
F2,n ′(x) denote the empirical cdfs obtained with the M-C sim-
ulation and with SCM, respectively, where n and n′ are the
number of samples for the two methods. For n = n′ = 10 000
samples, the two-sample KS test accepts, with a confidence of
95%, that the SCM samples and the M-C samples have the same
distribution when Dn,n ′ < 0.0192.
In Table I, we show the values of the test statistic Dn,n ′
for different values of the number of quadrature points Q. We
observe that the null hypothesis is accepted for Q = 44 and
Q = 99 quadrature points. We also show the time necessary to
obtain the three cdfs using the SCM method in the last column,
which is substantially less than the 7870 s for M-C simulation
in all cases.
VI. CONCLUSION AND FUTURE WORK
For a UCA with a shorted-circuited dipole in its center, we
have investigated the influence of correlated Gaussian random
radial displacements of two out of nine antenna elements to
the DOA estimates. We have applied the SCM formalism, us-
ing cubature formulas to approximate the DOA estimates as a
polynomial expansion of the antenna element displacements.
Comparison of the SCM to the M-C method demonstrates that
the SCM method accurately predicts the CDFs of the DOAS,
for a reduction in CPU time of about 40.
However, with this approach, the number of function evalua-
tions increases exponentially with the number of random vari-
ables. In future work, we will study other techniques [16] to
investigate the influence on DOA estimates of multiple three-
dimensional displacements of antenna elements.
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