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A Convexity Theorem and
Reduced Delzant Spaces
Bong H. Lian and Bailin Song
ABSTRACT. The convexity theorem of Atiyah and Guillemin-Sternberg says that
any connected compact manifold with Hamiltonian torus action has a moment map whose
image is the convex hull of the image of the fixed point set. Sjamaar-Lerman proved that
the Marsden-Weinstein reduction of a connected Hamitonian G-manifold is a stratified
symplectic space. Suppose 1 → A → G → T → 1 is an exact sequence of compact Lie
groups and T is a torus. Then the reduction of a Hamiltonian G-manifold with respect
to A yields a Hamiltonian T -space. We show that if the A-moment map is proper, then
the convexity theorem holds for such a Hamiltonian T -space, even when it is singular. We
also prove that if, furthermore, the T -space has dimension 2dim T and T acts effectively,
then the moment polytope is sufficient to essentially distinguish their homeomorphism
type, though not their diffeomorphism types. This generalizes a theorem of Delzant in the
smooth case.
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1. Introduction
Let G be a compact Lie group, and (M,ω) a connected symplectic manifold with
a Hamiltonian G-action and a moment map J . Then the Marsden-Weinstein reduced
space M0 = J
−1(0)/G can in general be a singular space [11]. Arms-Gotay-Jennings
[1] introduced the smooth structure C∞(M0) = C
∞(M)G/IG on M0, where I
G is the
ideal of invariant functions vanishing on J−1(0), and showed that C∞(M0) inherits a
Poisson structure from C∞(M). Sjamaar-Lerman [13] proved that M0 has the structure
of a stratified space in the sense of Goresky-MacPherson [4]. Moreover, the stratified
space M0 is symplectic in the sense that the Poisson structure is compatible with the
symplectic structure on each stratum of M0 (Definition 1.12 [13]). Another remarkable
result in [13] says that if J is proper, the reduced space M0 always contains a unique open
connected dense stratum. Clearly a stratified symplectic space, in general, need not have
this property. Thus Sjamaar-Lerman’s result can be thought of as a kind of obstruction:
if a stratified symplectic space has no connected open dense stratum then it cannot be the
reduction of a smooth Hamiltonian manifold.
Throughout this paper T denotes a torus.
Definition 1.1. A stratified space X is called a reduced T -space if there is an exact
sequence of compact Lie groups 1 → A
i
→G → T → 1 and a connected Hamiltonian G-
manifold M with a moment map J , such that X = (i∗ ◦ J)−1(0)/A, where the A-moment
map i∗ ◦ J :M → a∗ is assumed proper.
By Theorem 4.4 [13], a reduced T -space is a stratified symplectic T -space with a
moment map JT induced by J . In section 2, we prove
1
Theorem 1.2. Let X be a reduced T -space. Then the induced moment map JT has the
following properties:
i. the level sets of JT are connected;
ii. the image of JT is convex;
After the completion of this paper, in a joint work with Dong Wang we have extended this
theorem to the case when T is nonabelian, hence generalizing a theorem of Kirwan [8] to reduced
stratified T spaces.
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iii. the image of JT is the convex hull of the image of the fixed points of the T action.
Part i. generalizes a theorem of Atiyah, while ii.-iii. generalizes the convexity theorem
of Atiyah [2] and Guillemin-Sternberg [6]. The convexity of JT (X) provides a new obstruc-
tion: if a stratified symplectic T -space (in the sense of [13]) has non-convex moment image
JT (X) then it cannot be the reduction of a Hamiltonian manifold. There are examples
that show that this obstruction is independent of the Sjamaar-Lerman obstruction.
Definition 1.3. A reduced T -space X is called a reduced Delzant T -space if dim X =
2dim T and T acts effectively on the dense open stratum of X.
Definition 1.4. We say that an n dimensional polytope in t∗ = Lie(Tn)∗ is rational (or
T -rational) if every facet has a normal vector u ∈ t which is rational, i.e. it generates a
closed subgroup in T .
Theorem 1.5. The moment polytope of a reduced Delzant T -space is a rational polytope.
Every rational polytope can be realized as the moment polytope of a reduced Delzant T -space
which has the structure of a complete toric variety.
Theorem 1.6. Let X be a reduced Delzant T -space. Assume that the stabilizer of each
point x in X is connected. Then JT (X) determines the homeomorphism type of X. In fact
if (X, JT ), (X
′, J ′T ) are two reduced Delzant T -spaces with the same moment polytope in
t∗, then there exists a T -equivariant homeomorphism ϕ : X → X ′ such that JT = J ′T ◦ ϕ.
These two theorems generalize results of Delzant [3] in the smooth case and of Lerman-
Tolman [9] the orbifold case; see Guillemin’s book [5] for a more extensive review. The
second theorem implies that the homeomorphism types of those reduced Delzant T -spaces
are classified by their moment polytopes, and that all of them are realized by toric varieties.
Note however that one cannot hope to recover the smooth structure of a Delzant T -space
in this generality. For example, consider the projective line P1 and P1/Zn, where Zn is the
cyclic subgroup of order n in S1 acting by standard rotations on P1. Both can be realized
as reduced Delzant S1-spaces. By making a suitable choice of symplectic structures, we can
also make their moment polytopes equal. Yet the two spaces can have different smooth
structures. The condition on the stabilizers in X is a technical assumption which we
conjecture to be superfluous. When X is smooth, this is a consequence of the equivariant
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Darboux theorem. We will prove the Theorem 1.5 in sections 3-4, and Theorem 1.6 in
section 5.
There is a construction in algebraic geometry that realizes toric varieties as a kind
of “categorical quotients”. It should be emphasized that Theorem 1.5 above does not
rely on results in algebraic geometry, and is not a consequence of the categorical quotient
construction. What the theorem shows is that those toric varieties can also be realized
topologically as a symplectic stratified space a la Delzant. There has been assertions in the
literature that mistakenly claim that only a projective toric variety can have the structure
of a Delzant space. One should not confuse a projective structure of a variety, which is
a feature of the variety’s complex structure, with its symplectic structure as a stratifed
space. In fact, as an immediate consequence of Delzant’s result, any smooth complete
toric variety, projective or not, is diffeomorphic (in fact symplectically if a suitable Kahler
structure is chosen) to a Delzant space. Delzant’s diffeomorphism is about the symplectic
diffeomorphism classes, and not about the complex algebraic isomorphism classes. Like-
wise, our result is not about the latter. But rather it is about the homeomorphism classes
of symplectic stratified spaces. The reader should be cautioned to avoid this confusion
here.
We now comment on the main ideas of our proofs. The proof of Theorem 1.2 follows a
strategy that is parallel to that in the smooth case. We want to show that the intersection
of image of the moment map with any rational line is connected. At a crucial point, we need
to use the so-called local normal form of the moment map, discovered by Marle [10] and
Guillemin-Sternberg [7], and in the form we will use, developed by Sjamaar-Lerman [13].
This is needed to establish that the fixed point set is a stratified space having only finitely
many components. The image of the moment map is then recovered as the the convex
hull of the image of fixed point set, as in the smooth case. Theorems 1.5 and 1.6 are a
bit more delicate. In the smooth case, Darboux theorem was a principal tool in Delzant’s
approach. To analyze the local structures of the singular symplectic spaces in question,
we find it necessary again to make extensive use of the local normal form. The proof of
Theorem TheoremIII also requires the minimal coupling procedure of Sternberg [14] and
Weinstein [15].
In this paper, we only consider symplectic reductions for the zero level set. More
tools will be needed to deal with other level sets. For a thorough review of more recent
developments in reduction theory in the general case, see [12].
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2. Convexity of Image of Moment Map
We begin with some notations, which will be used throughout the paper. Let
1→ A
i
→G
pi
→T → 1
be an exact sequence of compact Lie groups where T = Tn is a torus. This induces the
sequence of the dual of the Lie algebras 0 ← a∗
i∗
←g∗
pi∗
←t∗ ← 0. Let M be a Hamiltonian
G-space with a moment map J . The A-moment map JA := i
∗ ◦ J will be assumed proper
throughout the paper. Put
X = J−1A (0)/A.
This is a reduced T -space equipped with a T -moment map JT induced by J .
Consider a fixed but arbitrary point p˜ ∈ J−1A (0) and let p = A · p˜. Let V be the
symplectic slice to the orbit G · p˜, i.e.
V = Tp˜(G · p˜)
ω/Tp˜(G · p˜),
the fiber at p˜ of the symplectic normal bundle of G · p˜ in M . The symplectic form ω at
the point p˜ induces a symplectic bilinear form on the vector space V which we denote by
ωV . Introduce the notations, all of which depending on p˜,
H = StabGp˜
K = H ∩ A
B = Image of H under (G→ T )
N = T/B
Q = G/H
L = A/K.
Denote by M(K) the subset of points in M whose stabilizers are conjugate to K in G. At
the tangent space level, we shall always denote by lower case gothic letters the correspond-
ing tangent spaces at the identity or identity cosets. So we have the diagrams of exact
sequences:
0 0 0
↑ ↑ ↑
0 → l → q → n → 0
↑ ↑ ↑
0 → a → g → t → 0
↑ ↑ ↑
0 → k → h → b → 0
↑ ↑ ↑
0 0 0
(2.1)
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It is easy to see that K is a normal subgroup of H, and that 1→ B → T → N → 1 is an
exact sequence of groups. Put
D = Ker(G→ N)
where G→ N is the composition G→ T → N . Then we have
D = A ·H = H ·A
D/H ∼= A/K
H/K ∼= D/A.
Lemma 2.1. G contains a central torus N ′ such that N ′ → N is a finite cover under
G→ N .
Proof: Since N is connected, we may as well assume that G is connected without loss
of generality. Thus G has the shape Z × Gss where Z is the identity component of the
center of G and Gss the semi-simple part of G. It follows that Z surjects onto N . Thus
we have reduced our question to the case when G is a torus. Thus we may as well write
Z = (S1)p = Rp/Zp and N = (S1)n = Rn/Zn. At the Lie algebra level we have a linear
map π : Rp ։ Rn where π(Zp) =: Π ⊂ Zn. Let L = Ker(Zp → Π) and fix the standard
inner product on Rp. Then we have an exact sequence LR →֒ Rp = LR ⊕ L⊥R ։ R
n
where the last map is π which maps L⊥
R
isomorphically onto Rn. Put N ′ = L⊥
R
/L⊥. Then
N ′ ⊂ Rp/Zp canonically. Since L⊥
R
∼= Rn, it follows that L⊥ →֒ Zn is torsion. Hence
N ′ → N is a finite cover under Z → N .
Obviously H acts on V linearly and symplectically. It has a H-moment map ΦV such
that
ξ ◦ ΦV (v) =
1
2
ωV (ξV · v, v), ξ ∈ h.
Here ξV is the operator on V representing ξ.
2.1. Local normal form for half-reduced space
Lemma 2.2. (Local Normal Form) A neighborhood of the orbit T ·p in X is T -equivariantly
symplectomorphic to a neighborhood of the zero section of Y0 = T ×B (n∗ × Ψ
−1
V (0)/K)
with the T -moment map J˜T,vp : Y0 → t
∗ given by
J˜T,vp([g, η, v]) = η + ΦV (v) + vp.
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Here vp = JT (p), ΨV := j
∗ ◦ΦV is the induced moment map on V for the subgroup K
j
⊂H.
Proof: The vector vp ∈ t∗ ⊂ g∗ is clearly G-invariant. By Proposition 2.5 [13], a neighbor-
hood of the G-orbit G · p˜ in M is G-equivariantly symplectomorphic to a neighborhood of
the zero section of the vector bundle over G/H:
Y = G×H (q
∗ × V )
with the moment map J˜G,vp : Y → g
∗
J˜G,vp([g, η, v]) = Ad
∗(g)(η + ΦV (v)) + vp.
Here we have used a G-invariant inner product on g∗ to make the identification g∗ =
h∗⊕ q∗. Since i∗ : g∗ → a∗ is a G-module homomorphism, we have i∗Ad∗(g)(η+ΦV (v)) =
Ad∗(g)(i∗η + i∗ΦV (v)). Since Ad
∗(g) is invertible and i∗η ∈ l∗, i∗ΦV (v) ∈ k∗, it follows
from (2.1) that i∗ ◦ J˜G,vp([g, η, v]) = 0 iff η ∈ n
∗, j∗ ◦ ΦV (v) = 0 where j = i|H. In other
words,
(i∗ ◦ J˜G,vp)
−1(0) = G×H (n
∗ ×Ψ−1V (0)).
Now taking the A-orbit space of this zero set, we get
(i∗ ◦ J˜G,vp)
−1(0)/A = T ×B (n
∗ ×Ψ−1V (0)/K) =: Y0.
The G-equivariant symplectomorphism above restricts and descends to a T -equivariant
symplectomorphism from a neighborhood of the T -orbit T ·p = (G · p˜)/A in X = J−1A (0)/A
to a neighborhood of the zero section of Y0.
Now J˜T,vp is the map induced by J˜G,vp on Y0. For [g, η, v] ∈ Y0, we have Ad
∗(g) = 1
and ΨV (v) = 0, hence ΦV (v) ∈ b∗. So we have
J˜T,vp([g, η, v]) = J˜G,vp([g, η, v]) = η + ΦV (v) + vp ∈ t
∗.
Remark 2.3. As shown in [13], the symplectic structure on the local normal form G×H
((g/h)∗× V ) is given by the standard form on T ∗G = G× g∗ plus the induced form ωV on
V .
Let W be the symplectic orthogonal, with respect to ωV , of the K-fixed subspace V
K
in V , so that
V =W ⊕ V K
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as K-modules. This is also an H-module decomposition, since K is a normal subgroup of
H. Put
ΨW := ΨV |W.
Lemma 2.4. We have Ψ−1V (0) = Ψ
−1
W (0)×V
K . Hence Y0 = T ×B (n∗×Ψ
−1
W (0)/K×V
K).
Proof: Let v = (w, v0) ∈ W ×V K = V . Suppose ΨV (v) = 0. Then ωV (j(ξ)v, v) = 0 ∀ξ ∈ k
where j : k →֒ h. Since w, v0 are orthogonal and v0 ∈ V
K , it follows that ωV (j(ξ)w,w) = 0
implying that w ∈ Ψ−1W (0). The converse is similar.
Note that each of the three factors in parentheses are B = H/K invariant: B acts
trivially on n∗ and H leaves each Ψ−1W (0), V
K invariant, hence the H action descends to a
B action on the K orbit spaces.
Lemma 2.5. In the local normal form of p˜ ∈M , M(K) ∩ J
−1
A (0) corresponds to a relative
neighborhood of the zero section in G×H (n∗× 0×V K). T ×B (n∗× 0×V K) is the unique
stratum containing [e, 0, 0, 0] in the stratified space Y0.
Proof: Recall that the local normal form at p˜ ∈ J−1(0) is Y = G×H (q∗ × V ). The same
is true if p˜ ∈ J−1A (0), since G acts trivially on t
∗. The stratum M(K) of orbit type K is
locally Y(K) = G×H (q
∗
(K) × V(K)), Recall that J
−1
A (0) is locally G×H (n
∗ ×Ψ−1V (0)). We
claim that
n∗ ⊂ q∗(K), V(K) ∩Ψ
−1
V (0) = V
K .
Since T acts trivially on t∗, so does G via the homomorphism G→ T . In particular K =
H∩A also acts trivially on n∗ ⊂ t∗. This shows that n∗ ⊂ (q∗)K ⊂ q∗(K) := ∪g∈H(q
∗)g
−1Kg.
Now V(K) = ∪g∈HV
g−1Kg. But V g
−1Kg = V K because H · V K = V K . This shows that
V(K) = V
K . On the other hand, we have Ψ−1V (0) = Ψ
−1
W (0)× V
K ⊃ V K . This proves the
equality above. It follows that M(K) ∩ J
−1
A (0) is locally
G×H (n
∗ × 0× V K).
Taking quotient of this by A, we see that the local normal form of (M(K) ∩ J
−1
A (0))/A is
T ×B (n∗× 0×V K). The former space is the unique stratum in X = J
−1
A (0)/A containing
p (Theorem 2.1 [13]). Our assertion is nothing but the local version of this.
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2.2. Proof of the convexity property
For any closed subgroup C ⊂ T , the moment map JT : X → t∗ for the T action on
X = J−1A (0)/A induces a moment map for the C action which we denote by JC .
Lemma 2.6. For any η ∈ c∗, the level set J−1C (η) is connected.
Proof: Let G′ ⊂ G be the preimage of C ⊂ T under the map G → T , and let JG′ be
the induced G′-moment map. Since A ⊂ G′ induces a projection r∗ : g′∗ → a∗ and
JA = r
∗ ◦ JG′ , it follows that JG′ is proper, because JA is. Since G acts trivially on t∗, we
can view η as a G′-invariant element of g′
∗
. By a result of Kirwan [8], J−1G′ (η) is connected.
It follows that J−1C (η) = J
−1
G′ (η)/A is connected.
Theorem 2.7. The moment map JT : X → t∗ has the following properties:
i. the level sets of JT are connected;
ii. the image of JT is convex;
iii. the image of JT is the convex hull of the image of the fixed points of the T action.
Proof: Part i. follows from the preceding lemma. The main point of the rest of the proof
is that the strategy of the proofs of Atiyah and Guillemin-Sternberg in the smooth case
carry over, but with two changes. The fixed point set is now a stratified space (rather than
a manifold), and the local structure of a fixed point is replaced by the local normal form
in a stratified space. We will use the identifications T = Rn/Zn and t = Rn ≡ t∗.
Part ii. Let ∆ = JT (X). Since X is compact, so is ∆. For every line L = {v0+ tv1|t ∈
R} with rational direction i.e. v1 ∈ Q
n, we will show that L ∩∆ is connected. Consider
the (n − 1) dimensional Lie subgroup C with Lie algebra {a ∈ Rn|〈v1, a〉 = 0}, and let
P : Rn → Rn/Rv1 be the projection. Then JC = P ◦ JT is a moment map for the
C action on X . By the preceding lemma, J−1C (Pv0) is connected. So JT (J
−1
C (Pv0)) =
P−1(Pv0) ∩ JT (X) = L ∩∆ is connected. This shows that ∆ is convex.
Part iii. By [13], the fixed point set XT is closed subset which is a disjoint union of
closed connected stratified symplectic subspaces Ci of X . We claim that there are only
finitely many connected components Ci. Assume the contrary. Then there is an infinite
set of points pi ∈ Ci. Let p be a limit point of this set. By continuity of the T action, we
have p ∈ XT , hence p ∈ Ci for some i. By the local normal form, there is a neighborhood
of T ·p in X which is equivariantly symplectomorphic to a neighborhood of the zero section
of Y0 = T ×B (n∗ × Ψ
−1
V (0)/K). But since T · p = p, it follows that B = T , N = 1, and
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p corresponds to 0 ∈ Ψ−1V (0)/K. Note that if x ∈ Ψ
−1
V (0)/K is any T fixed point then
it is connected to 0 because T acts linearly on V and the points {tx|t ∈ R} are T -fixed.
This shows that the points pi sufficiently close to p must all be in the same connected
component of fixed points, contradicting that the Ci are distinct connected components of
XT . Hence XT is a union of finitely many components C1, .., CN .
Since the T -action on each stratified space Ci is trivial, JT |Ci must be constant. Put
ηi = JT (Ci). By convexity of ∆, the convex hull ∆
′ = conv(η1, .., ηN) is a subset of ∆.
Suppose that ξ ∈ ∆\∆′. We can choose ξ so that the ξ − ηi all lie in the same half space
bounded by a hyperplane in Rn. Let χ be a normal vector to the hyperplane so that
〈ξ, χ〉 > 〈ηi, χ〉 ∀i.
Choose the hyperplane so that χ is generic i.e. the components of the vector χ are in-
dependent over Q. Then the one-parameter subgroup T ′ = {exp tχ|t ∈ R} is a dense
subgroup in Tn. Note that the zeros of the vector field Vχ on X are T
′ fixed points, hence
T fixed points (by density).
Let p be a point where the function 〈JT , χ〉 on X attains a maximum, say at p. Then
in the stratum containing p, we have 〈dJT , χ〉 = 0 at p. By the moment map condition, it
follows that the vector field Vχ vanishes at p, hence p is a fixed point, which means that
JT (p) = ηi for some i. This implies that 〈ηi, χ〉 ≥ 〈JT (x), χ〉 for all x ∈ X , contradicting
the inequalities above. This shows that ∆ = ∆′.
3. Rationality of Moment Polytope
In this section, we prove the first assertion in Theorem 1.5. The notations introduced
in the last section, such as (2.1), will remain in force here. Thus X is the reduced Delzant
T -space obtained by reducing a connected Hamiltonian G-manifold (M,ω) with respect to
a normal subgroup A ⊂ G. First we prove that the moment polytope classifies the T -orbits
in X .
3.1. Orbit theorem
Lemma 3.1. B acts effectively on E := Ψ−1W (0)/K × V
K and 2dim B = dim E.
Proof: Note that B acts trivially on n∗. Suppose C ⊂ B is a subgroup that acts trivially
on the open dense stratum of E. Then we have Y0 = T ×B (n∗×E) ∼= T/C×B/C (n
∗×E).
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Since T is abelian, this means that C acts trivially on this fiber product. We claim that
C = 1, which shows that B acts effectively on E.
When a Lie group acts effectively on a space in a Hamiltonian fashion, then any
subgroup of T that fixes a nonempty open subset must be the trivial group. By assumption
T acts effectively on the open dense stratum of X . It follows that T acts effectively on a
neighborhood of the zero section of Y0. Since C acts trivially on Y0, it follows that C = 1.
Finally the dimension assertion follows from that 2dim T = dim X = dim Y0 =
dim T + dim n+ dim E − dim B, and that dim T = dim n+ dim B.
Corollary 3.2. The generic B orbits in Ψ−1W (0)/K and in V
K have dimensions exactly
half the respective dimensions of those spaces.
Proof: Call the respective dimensions of those symplectic spaces 2a, 2b, and consider a
generic orbit B · (p, q) in E. By the preceding lemma, this orbit has dimension dim B =
1
2dim E = a + b. Since B · (p, q) ⊂ B · p × B · q. Since the dimension of an orbit of a
symplectic action on a stratified space cannot exceed half the dimension of the space, it
follows that dim B · p ≤ a and dim B · q ≤ b. But these must be equalities in order that
dim B · (p, q) = a+ b.
Lemma 3.3. Let C = Ker(B → Sp(V K)). Then 2dim B/C = dim V K . Moreover, V K
has no nonzero B-fixed point.
Proof: Since B/C acts effectively and symplectically on V K , the generic orbit has dimen-
sion dim B/C ≤ 1
2
dim V K . But this must be an equality since 2dim B = dim E.
Now since B/C is a torus acting linearly and effectively on a linear space V K with
2dim B/C = dim V K , the only fixed point is 0.
Corollary 3.4. Let S be the stratum containing p in X. Then dim SB = 2dim T/B.
Proof: By Lemma 2.2, a neighborhood of p in X is T -equivariantly symplectomorphic to a
neighborhood of [e, 0, 0, 0] ∈ T ×B (n∗×Ψ
−1
W (0)/K×V
K). By Lemma 2.5, a neighborhood
of p in S is mapped into the stratum E := T ×B (n
∗ × 0 × V K) in Y0. Thus we have
dim SB = dim EB. Since T is abelian, we have EB = T ×B (n∗ × 0 × (V K)B). By the
preceding corollary, (V K)B = 0. This shows that EB ∼= T/B × n∗, which has dimension
2dim T/B because n = t/b.
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Corollary 3.5. Ψ−1W (0)/K has no nonzero B-fixed point.
Proof: If x ∈ Ψ−1W (0)/K is a fixed point, then so is the set R · x. Suppose x 6= 0, which we
may assume to be close to 0. The point [e, 0, 0, 0] ∈ T ×B (n∗×x× 0), correspond to some
point q ∈ X . Let S be the stratum containing q in X . Then dim SB = 2dim T/B by the
preceding corollary. But as we move along R · x (in the stratum containing [e, 0, x, 0] in
the local model), the B-fixed point set around this point in T ×B (n∗ ×R · x × 0) would
have dimension at least 2dim T/B + 1, a contradiction.
Corollary 3.6. The T -fixed points of X are isolated.
Proof: Note that at a T -fixed point p, we have B = T,H = G,K = A, so that the local
normal form is a neighborhood of (0, 0) ∈ Ψ−1W (0)/K × V
K . By the preceding lemma, V K
has no nonzero B-fixed point. By the preceding corollary, the same holds for Ψ−1W (0)/K.
So (0, 0) is the only B-fixed point.
Lemma 3.7. For v ∈ V K , if ΦV (v) = 0 then v = 0.
Proof: Let C = Ker(B → Sp(V K)) as before. We claim that V K → (b/c)∗ ⊂ b∗,
v 7→ ΦV (v) is the moment map for the linear B-action on V
K sending 0 7→ 0. This suffices,
for then the moment map must be of the form v 7→ ΦV (v) = (
∑dim B/C
j=1 wij |zj(v)|
2) where
the zj are a choice of the linear complex coordinates of V
K and (wij) is some matrix. Since
B/C acts effectively, this matrix has full rank and we know that 2dim B/C = dimR V
K ,
it follows that ΦV (v) = 0 =⇒ |zj(v)|2 = 0 for all j hence v = 0.
We now prove the claim. By definition ΦV : V → h∗ is the unique H-moment map
for V with ΦV (0) = 0. Since Ψ
−1
V (0)/K is a connected stratified Hamiltonian B-space,
ΦV induces a moment map by restricting to the zero level set and taking K-orbits. By
Lemma 2.4, Ψ−1V (0)/K = Ψ
−1
W (0)/K×V
K , we can further restrict the moment map to the
stratum 0 × V K , and ΦV induces a B = H/K-moment map. Since C ⊂ B acts trivially,
ΦV further induces a B/C-moment map on V
K . This completes the proof.
Theorem 3.8. (Orbit Theorem, cf. p21 [5]) The map JT : X → ∆ := JT (X) descends to
a homeomorphism X/T → ∆.
Proof: Since T is compact and JT is a T -equivariant continuous map of compact stratified
spaces, if the quotient map X/T → ∆ is a bijection it is automatically a homemorphism.
Given p ∈ X , put vp = JT (p). By T -equivariance of JT , J
−1
T (vp) contains at least one
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T -orbit, and we want to show that J−1T (vp) contains no more than one orbit. Consider the
local normal form of p, Lemma 2.2, given by Y0 = T ×B (n∗ × Ψ
−1
V (0)/K) with moment
map J˜T,vp([g, η, v]) = η + ΦV (v) + vp. Now J˜T,vp([g, η, v]) = vp iff η + ΦV (v) = 0 iff
η = 0 = ΦV (v) because η ∈ n∗, ΦV (v) ∈ b∗. We know that T · p must be contained in
the stratum of p. The stratum of p in Y0 is T ×B (n
∗ × 0× V K) by Lemma 2.5. So for a
point [g, η, v] to be in the orbit of p, we may assume that v lies in V K . By the preceding
lemma, we have v = 0. This shows that the T -orbit of p contained in that stratum and in
J−1T (vp) must be T ×B (0× 0 × 0). This shows that each stratum of X contains at most
one T -orbit in J−1T (vp). But since J
−1
T (vp) is connected by Theorem 1.2i, there can’t be
more than one T -orbit altogether.
Corollary 3.9. If F ⊂ ∆ is any connected subset, then J−1(F ) is connected.
Proof: By the preceding lemma J−1(F )/T is connected. Since T is connected, it follows
that J−1(F ) is connected.
3.2. Rationality
Notation. For p ∈ X , vp = JT (p) lies in the relative interior of a unique face of the
moment polytope ∆ = JT (X). We denote that interior of that face by F . We shall refer to
F as the face containing vp. Note that the interior ∆
◦ of ∆ is the largest face. Again, the
reader is reminded that the notations B,D,H,K, L,Q,N, V,W, F are all associated with
the given point p ∈ X . If p′ ∈ X is a second point, we denote those associated objects by
B′, D′, ....
Lemma 3.10. Let S be the stratum containing p in X. If S0 is the connected component
containing p in SB then JT (S0) is a connected open subset of the affine subspace JT (p)+n
∗
in t∗.
Proof: By Lemma 2.2, in some neighborhood U0 ∋ p in X , we know that JT : U0∩S0 → t∗
is represented by the projection T ×B (n
∗ × 0 × 0) → n∗ ⊂ t∗ plus vp = JT (p). Thus
JT (U0∩S0) = JT (p)+O0 for some open neighborhood O0 ∋ 0 in n∗. By Lemma 2.5, every
point q in a relative neighborhood of p in S0 has the same B, n, etc. Since S0 is connected,
we can cover it with small open sets and repeat the argument above in each open set. In
the end, we see that JT (S0) is a union of sets of the form JT (q) + O, where q ∈ S0 with
JT (q) − JT (p) ∈ n∗ and O is a relative neighborhood of 0 in n∗. This shows that JT (S0)
is an open subset of JT (p) + n
∗. Since S0 is connected, so is JT (S0). .
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Corollary 3.11. For any p ∈ X, the face F containing vp also contains an open neigh-
borhood of vp in vp + n
∗.
Proof: Since JT (S0) ⊂ ∆, there is a neighborhood of vp in vp + n∗ which lies in ∆. Since
∆ is convex by Theorem 1.2ii, this neighborhood must lie in F .
Lemma 3.12. Let F be the interior of a given face of ∆. Let p ∈ J−1T (F ) be a point such
that dim n is the largest possible as p varies over J−1T (F ) (remember that n is associated
to p). Then in the local normal form, a neighborhood of p in J−1T (F ) corresponds to the
stratum T ×B (n∗ × 0). Moreover F ⊂ vp + n∗.
Proof: In a small neighborhood U0 of p in X , we may regard J
−1
T (F ) ∩ U0 as a subset of
Y0 = T ×B (n∗×Ψ
−1
V (0)/K) by Lemma 2.2. We claim that p
′ = [t, η, v] ∈ J−1T (F )∩U0 =⇒
v = 0. Otherwise the stabilizer of p′ in T would be a proper subgroup B′  B by Lemma
3.3 and one of its corollaries. The local normal form of p′ would then take the shape
T ×B′ (n
′∗ × Ψ−1V ′ (0)/K
′). Since B′  B, this would mean that dim n′ > dim n and that
F contains a neighborhood of vp′ in vp′ + n
′, contradicting the maximality of dim n. It
follows that p′ = [t, η, 0]. So we have shown that J−1T (F ) ∩ U0 ⊂ T ×B (n
∗ × 0). Applying
JT to both sides we get that F ⊂ vp + n∗.
Warning. The argument above only establishes that F ⊂ vp+n∗ for some p ∈ J
−1
T (F ).
It does not show that F ⊂ vp + n
∗ for every p ∈ J−1T (F ). For this, we need more work
below.
Theorem 3.13. JT (X) = ∆ is a rational polytope in t
∗.
Proof: Each facet of ∆ lies in an affine hyperplane of the shape vp+n
∗, which has a normal
vector in the line b = Lie(B). It follows that ∆ is rational.
3.3. Face theorem
Theorem 3.14. Let F be the interior of a given face in ∆. For any p ∈ J−1T (F ) we have
F ⊂ vp + n
∗, hence dim F = dim n∗.
Proof: The dimension assertion follows from the fact that F contains a neighborhood of
vp in vp + n
∗ and the inclusion assertion, which we now show. Suppose the contrary,
which means that dim F > dim n∗. By the preceding theorem F is rational, hence there
is a rational affine line ℓ transverse to n∗ in F . Note that ℓ ∩ (vp + n∗) = vp. Since
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t′ := (ℓ− vp)
⊥ ⊂ t is a rational subspace, it is the Lie algebra of a codimension one closed
subtorus T ′ ⊂ T .
Let G′ be the preimage of T ′ in G and JG′ the G
′-moment map induced by J . Then
we have JA = r
∗ ◦ JG′ , r∗ : g′
∗ → a∗ is the projection induced by A ⊂ G′. Since JA is
proper, so is JG′ . The reduced space X
′ := J−1G′ (w)/G
′ is a stratified symplectic space
with a unique open connected dense stratum (Theorem 5.9 [13]). Here w is the image
under t′
∗ →֒ g′∗ of j∗vp ∈ t′
∗
, where j : t′ →֒ t. Note that w is a G′-invariant vector
because G′ acts trivially on t′ via G′ → T ′. By section 4 [13], we have a moment map
JT ′ : X → t′
∗
, and the space X ′ = J−1T ′ (j
∗vp)/T
′ has an induced T/T ′ action with a
moment map JT/T ′ : X
′ → t′⊥ = ℓ − vp. Since dim t′ = dim t − 1 and dim X = 2dim t
and T acts effectively, it follows that dim X ′ = 2. The image JT/T ′(X
′) is ℓ∩∆ = ℓ∩Fp,
a line segment. By the Orbit Theorem, X ′/(T/T ′) is homeomorphic to this line segment.
Now the complement of the point vp in ℓ is a disjoint union of open half lines ℓ1, ℓ2.
In particular, the J−1T/T ′(ℓi) are two non-empty open subsets of X
′. We also have
J−1T/T ′(vp) = J
−1
T (vp)/T
′ = T · p/T ′ ∼= T/BT ′.
Since T is connected, so is T/BT ′. It is a point because the tangent space at e is t/(b+ t′),
which is zero.
So X ′ is a two dimensional space which is a disjoint union of two nonempty open sets
J−1T/T ′(ℓi) and a single point J
−1
T/T ′(vp). But X
′ has a connected open dense stratum, which
is a contradiction.
Corollary 3.15. dim J−1T (vp) = dim F .
Proof: By the Orbit Theorem, we have J−1T (vp) = T · p
∼= T/B = N , which has dimension
dim F by the preceding theorem.
Corollary 3.16. p ∈ XT iff F is a vertex of ∆.
Corollary 3.17. dim J−1T (F ) = 2dim F = 2dim T/B.
Corollary 3.18. Let p ∈ J−1T (F ), S be the stratum containing p in X, and S0 the
connected component containing p in SB. Then J−1T (F ) = S0.
Proof: By Lemma 3.10, JT (S0) is a connected open set in the (relative) interior of ∆∩(vp+
n∗). By the Face Theorem, F ⊂ vp + n∗, it follows that F is the interior of ∆ ∩ (vp + n∗).
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Hence JT (S0) ⊂ F , i.e. S0 ⊂ J
−1
T (F ). Note that S0, being a connected component of
a fixed point set SB in a stratum, is a manifold of dimension 2dim T/B (a corollary to
Lemma 3.3). Therefore J−1T (F ) is a union of such manifolds S
′
0, one for each p
′ ∈ J−1T (F ),
and any two are either disjoint or equal. But since J−1F (F ) is connected and has the same
dimension as each S′0, these manifolds S
′
0 must all coincide. Thus J
−1
T (F ) = S0.
Corollary 3.19. The points in J−1T (F ) have the same stabilizer group in T .
Proof: Near each point p ∈ J−1T (F ), S0 looks locally like T ×B (n
∗ × 0) where every point
has stabilizer B. So there is a neighborhood of p in S0 having the same stabilizer. Thus
the set of points in J−1T (F ) having a given stabilizer group is open in S0. Since S0 is
connected, there cannot be two different stabilizer groups.
Corollary 3.20. J−1T (∆
◦) is the open dense stratum in X and T acts freely there.
Proof: Since X is a reduced Delzant T -space, T acts effectively on the unique open dense
stratum in X . Since the strata in X are labeled by stabilizer subgroups B in T , and each
J−1T (F ) has dimension 2dim T/B, it follows that the open stratum must correspond to
a B which is finite in order that the stratum has dimension 2dim T = dim X . But by
uniqueness of the open stratum, and the effectiveness of the T -action, B = 1, and J−1T (∆
◦)
is the only stratum with this property.
Corollary 3.21. Let π : J−1A (0) → X be the projection. The points in π
−1J−1T (F ) =
J−1G (0× F ) have the same stabilizer type in G.
Proof: This follows from the next lemma and the fact that F is connected.
Lemma 3.22. In the local normal form of a point p˜ ∈ J−1(0 × F ), we have J−1(0 ×
F ) ∩ U0 ⊂ G ×H (n∗ × 0). In particular if O is a small open set in F , then the points in
J−1(0×O) have the same stabilizer type in G.
Proof: Again we represent a neighborhood of p˜ in M by its local normal form. Then
the composition map J−1A (0)
pi
→X
JT→t∗, which is a restriction of J : M → g∗ ≡ a∗ ⊕ t∗, is
represented by
G×H (n
∗ ×Ψ−1V (0))→ t
∗, [g, η, v] 7→ Ad∗(g)(η +ΦV (v)) + vp = η +ΦV (v) + vp
by Lemma 2.2. Since F ⊂ n∗ + vp, by the Face Theorem, it follows that [g, η, v] ∈
J−1(0 × F ) =⇒ ΦV (v) = 0. This shows that for a small open set O ⊂ F , J−1(0 × O) is
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(corresponding to) a subset of G ×H (n
∗ × Φ−1V (0)). But the image of J
−1(0 × O) under
π is J−1T (O), where every point has the same stabilizer B in T , by Corollary 3.19. This
means J−1T (O) must be (corresponding to) a subset of T ×B (n
∗ × 0). This implies that
for [g, η, v] ∈ J−1(0 × F ) we must have v = 0. In other words, J−1(0 × O) is a subset of
G×H (n∗ × 0).
Now since H acts trivially on (g/h)∗ ←֓ n∗, it is easy to check that each point in
G×H (n∗ × 0) has stabilizer which is conjugate to H in G.
Corollary 3.23. The restriction of ω to J−1(0× F ) ⊂M has constant rank.
Proof: By the preceding lemma, ω restricted to J−1(0 × F ) is locally equivalent to the
symplectic form on the local normal form restricted to G ×H (n∗ × 0). Since n remains
the same for all p ∈ J−1T (F ), by Corollary 3.19, it follows that the symplectic form has
constant rank.
4. Realizing Reduced Delzant Spaces
In this section, we shall prove the second part of Theorem 1.5. Thus given an n
dimensional rational polytope ∆ in Rn∗, we will construct a reduced Delzant T -space X∆,
whose moment polytope coincides with ∆. Here T = Rn/Zn. In the next subsection, we
will show that X∆ also has the structure of a complete toric variety. Both constructions
are generalizations of the construction for the case when ∆ is regular or simplicial (see
Guillemin’s book [5]).
There is one subtle point that requires clarification. The notion of a rational polytope,
Definition 1.4, is in terms of a choice of a torus T . If T = Rn/Π, then t∗ = Lie(T )∗ = Rn∗.
A polytope ∆ in t∗ is rational iff each facet has a normal vector u which lies in Π. This
is equivalent to requiring that a normal vector u lies in Zn. In particular the same set
∆ ⊂ Rn∗ can be rational with respect to many different tori T with the same Lie algebra.
Moreover, the same set ∆ can be the moment polytope of many T -spaces for different T
with the same Lie algebra. These different T -spaces need not even be homeomorphic (see
below). This does not contradict Theorem 1.6, which is a statement about T -spaces for a
single chosen T .
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4.1. From rational polytopes to reduced spaces
First let’s label the codimension one faces of ∆: 1, .., p. The ith one lies in a unique
hyperplane 〈x, ui〉 = λi where ui is the unique primitive vector in Zn which is an inward
pointing normal of the hyperplane. In other words, x ∈ ∆ iff
〈x, ui〉 ≥ λi, ∀i.
Define π : Zp → Zn, ei 7→ ui, so that there is an exact sequence
0→ L
ι
→֒Zp
pi
→π(Zp) =: Π→ 0
where L ⊂ Zp is the set of vectors l such that
∑
i liui = 0. Note that since ∆ is assumed n
dimensional π : Rp → Rn is surjective. But π : Zp → Zn is surjective iff the ui generates
Zn. Put
A := LR/L, T := R
n/Π, G := (S1)p = Rp/Zp.
Then we have an exact sequence of Lie groups 1 → A → G → T → 1, and canonical
identifications a = LR, t = R
n, g = Rp. LetCp be given the standard symplectic form, and
let G act on Cp by the usual coordinate-wise scaling. A moment map JG : C
p → g∗ = Rp∗
is given by
JG(z) =
1
2
(|z1|
2, ..., |zp|
2) + λ =
1
2
∑
i
(|zi|
2 + 2λi)e
∗
i ∈ R
p∗
≥ + λ.
Lemma 4.1. JG(C
p) = Rp∗≥ + λ and ι
∗−1(0) = L⊥ in Rp∗.
Proof: Straightforward.
Lemma 4.2. π∗∆ = (Rp∗≥ + λ) ∩ L
⊥ = (Rp∗≥ + λ) ∩ ι
∗−1(0) in Rp∗.
Proof: Note that L⊥ = Ker(ι∗ : Rp∗ → L∗
R
). First π∗∆ ⊂ Im π∗ = Ker ι∗ implies ι∗
kills π∗∆, which means that l · π∗∆ = 0, ∀l ∈ L. Thus π∗∆ ⊂ L⊥. We have
x ∈ ∆⇔ 〈x, π(ei)〉 ≥ λi, ∀i⇔ 〈π
∗(x)− λ, ei〉 ≥ 0, ∀i⇔ π
∗(x)− λ ∈ Rp∗≥.
Lemma 4.3. J−1A (0) = (ι
∗ ◦ JG)−1(0) = J
−1
G (π
∗∆).
Proof: We have
J−1G ι
∗−1(0) = J−1G (L
⊥) = J−1G (L
⊥ ∩ (Rp∗≥ + λ)) = J
−1
G (π
∗∆).
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Lemma 4.4. JA := ι
∗ ◦ JG : C
p → a∗ = L∗
R
is proper.
Proof: Let C ⊂ a∗ be a compact set. Since C is closed so is J−1A (C). So it suffices to show
that this set is bounded. Since any linear projection can be represented topologically by
orthogonal projection, we can always find a closed ball B ⊂ Rp∗ such that C ⊂ ι∗(B). We
will show that J−1A (ι
∗(B)) is bounded. We have
J−1A (ι
∗(B)) = ∪b∈BJ
−1
A (ι
∗(b)) = ∪b∈BJ
−1
G (π
∗∆b) = J
−1
G π
∗(∪b∈B∆b)
where ∆b is the set defined by 〈x, ui〉 ≥ λi − bi. Here we have used that J
−1
A (ι
∗(b)) =
J−1G (π
∗∆b) by a computation similar to the preceding lemma.
Note that since ∆0 = ∆ is assume a convex polytope, each ∆b (possibly empty) re-
mains bounded because it can be obtained from ∆0 simply by parallel translating bounding
planes. Since b is varying over a bounded set, the union of polytopes ∆b remains bounded.
Since π∗ is linear, it follows that the π∗(∪b∈B∆b) is also bounded. Finally since JG is
proper, the inverse image of a bounded set is bounded. This completes the proof.
Lemma 4.5. The zero set J−1A (0) has dimension p + n and A acts effectively on the
set. Hence X∆ := J
−1
A (0)/A has dimension 2n. Moreover the induced T action on X∆ is
effective.
Proof: Note that dim A = p − n, so that dim X∆ = 2n follows from our first assertion,
which we now prove.
Since dim ι∗−1(0) = n and each fiber J−1G (y) has dimension at most p, it follows
that J−1A (0) = J
−1
G ι
∗−1(0) has dimension at most p + n. We will show that there exists
z ∈ J−1A (0) with all zi 6= 0. If so, then y = JG(z) ∈ L
⊥ and JG(z) is away from the
boundary of π∗∆ by Lemma 4.2. Hence as y vary slightly but arbitrarily in L⊥ we can
always find z with all zi 6= 0 such that y = JG(z). Moreover, G = (S
1)p obviously acts
freely on a small neighborhood of z with all zi 6= 0. This shows that the dimension of
J−1A (0) at y is at least dim G + dim L
⊥ = p + n. This shows that dim J−1A (0) is exactly
p + n. Since G acts effectively on the zero set, so does A ⊂ G. This also shows that the
induced T action on X∆ is effective, proving our third assertion.
We now show the existence of z. Pick x in the interior of ∆ so that 〈x, ui〉 > λi, ∀i;
hence y = (〈x, u1〉, .., 〈x, up〉) ∈ Rp
∗
> + λ is in the interior of π
∗∆. Note that y ∈ L⊥ =
ι∗−1(0). Pick any z ∈ Cp such that 0 < yi−λi =
1
2 |zi|
2 for all i. Then JG(z) = y ∈ ι∗
−1(0),
hence z ∈ J−1A (0).
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Lemma 4.6. Consider the moment map JT : X∆ → t
∗ = Rn∗, [z] 7→ (π∗)−1JG(z). We
have JT (X∆) = ∆.
Proof: Note that JT is well-defined because JG is G-equivariant and that z ∈ J
−1
A (0) ⇔
JG(z) ∈ Im π
∗ by Lemma 4.3, and that π∗ is injective. We have
π∗JT (X∆) = JG(J
−1
A (0)) = JG(J
−1
G (π
∗∆)) ⊂ π∗∆.
Conversely, given y ∈ π∗∆ = (Rp∗≥ + λ) ∩ ι
∗−1(0), we have y = JG(z) for some z ∈ Cp.
It follows that ι∗ ◦ JG(z) = 0, hence z ∈ J
−1
A (0), and π
∗JT ([z]) = JG(z) = y ∈ π∗∆. This
shows that π∗JT (X∆) ⊃ π∗∆. This proves that JT (X∆) = ∆.
Theorem 4.7. For any n dimensional rational polytope ∆ ⊂ Rn∗, the space X∆ is a
reduced Delzant T -space equipped with the moment map JT and whose moment polytope is
∆.
Proof: This follows from the three preceding lemmas.
We now show that if Γ ⊂ T is any finite subgroup, then X∆/Γ is a reduced Delzant
T/Γ-space with the same moment polytope ∆ in Lie(T/Γ)∗ = Lie(T )∗ = Rn∗. Be warned,
however, that X∆/Γ is not homeomorphic to X∆ in general. Note that we can also regard
X∆/Γ as a T -space, but one in which T does not act effectively. We now prove the following
more general assertion.
Theorem 4.8. If X is a reduced T -space and Γ ⊂ T is a finite subgroup, then X/Γ is a
reduced T/Γ-space with the same moment polytope in Lie(T/Γ)∗ = Lie(T )∗.
Proof: Let 1 → A → G → T → 1 be an exact sequence and suppose that X is obtained
by reducing the G-manifold (M,ω) with respect to A. We have another exact sequence
1 → A′ → G → T/Γ → 1 where A′ is the kernel of the composition map G → T → T/Γ.
We can reduce (M,ω) with respect to A′. Call the reduced space X ′. Since A and A′
have the same moment map, and A′ is the preimage of Γ under G→ T , we have an exact
sequence 1 → A → A′ → Γ → 1. Thus we can apply reduction in two stages [13] and
obtain X ′ = X/Γ, which is a T/Γ-space with moment map JT/Γ = JT . Since JT is
T -invariant, it follows that JT (X/Γ) = JT (X).
In particular, if we let Γ = Zn/Π, then the preceding two theorems imply that there
exists a reduced Delzant Rn/Zn-space (T/Γ = Rn/Zn) whose moment polytope is ∆.
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4.2. From reduced spaces to complete toric varieties
We continue to use the notations of the preceding section.
Let F be the relative interior of a face of ∆. Then there is a unique index set IF ⊂
{1, .., p} such that the closure
F¯ = {x ∈ ∆|〈ui, x〉 = λi, i ∈ IF }.
Put
VF := {z ∈ C
p|zi = 0⇔ i ∈ IF } ⊂ C
p
which has complex dimension p−#IF and is clearly invariant under the action of GC =
(C×)p. Since the IF are pairwise distinct, the VF are pairwise disjoint, and
V := ∪FVF ⊂ C
p
defines a GC-invariant disjoint union of GC-orbits. It is not hard to show that this is also
a complex stratified space. Moreover this stratification corresponds to the stratification of
∆ by the interiors of its faces F . A note about notation: since we will not be discussing the
local normal form in this subsection, V here should not be confused with the symplectic
slice in M .
Lemma 4.9. J−1G (π
∗F ) ⊂ VF . In particular J
−1
A (0) ⊂ V . Moreover the inclusion is
G-equivariant.
Proof: The last assertion is obvious. The second assertion follows from that the first
assertion and that J−1A (0) = J
−1
G (π
∗∆) = ∪FJ
−1
G (π
∗F ). For the first assertion, note that
JA(z) = 0⇔ JG(z) ∈ π∗F, ∃!F . This holds iff JG(z) = π∗(x), ∃ x ∈ F . But x ∈ F means
that 〈x, π∗(ei)〉 = λi ⇔ i ∈ IF . It follows that 〈JG(z), ei〉 = 〈π(x), ei〉 = λi ⇔ i ∈ IF .
Since JG(z) =
1
2 (|z1|
2, .., |zp|2) + λ, this means that zi = 0⇔ i ∈ IF , i.e. z ∈ VF .
Corollary 4.10. Consider JT : J
−1
A (0) → R
n∗ = t∗. Then J−1T (F ) = J
−1
G (π
∗F ) =
VF ∩ J
−1
A (0).
Proof: The second equality follows from the preceding lemma and the fact that J−1A (0)
is the disjoint union of the J−1G (π
∗F ) as F¯ ranges over faces of ∆. For the first equality,
consider the commutative diagram
J−1A (0) ⊂ C
p
JT ↓ ↓ JG
∆ ⊂ Rn∗
pi∗
→֒ Rp∗
ι∗
→ L∗
R
.
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For z ∈ Cp, we have
JT (z) ∈ F ⇔ π
∗JT (z) = JG(z) ∈ π
∗F ⇔ z ∈ J−1G (π
∗F ).
This completes the proof.
Recall that σF :=
∑
i∈IF
R≥ui ⊂ Rn, so that σ∨F = {x ∈ R
n∗|i ∈ IF =⇒ 〈x, ui〉 ≥ 0}.
It follows that all z
〈x,uj〉
j are well-defined for any z ∈ VF and x ∈ σ
∨
F ∩Π
∗. For F 6= ∆, we
define
φF : VF → UF := Homsg(σ
∨
F ∩ Π
∗,C), z 7→ (x→
∏
j
z
〈x,uj〉
j ).
Here C is regarded as a multiplicative semigroup. For F = ∆, we use the same definition
except that C is replaced by C×. Let Σ = Σ∆ be the fan consisting of the cones σF , as F¯
ranges over all faces of ∆. By definition, the toric variety PΣ(Π) is the union of the UF
modulo the relations given by the open embeddings UF →֒ UE , E¯ ⊂ F¯ . Gluing the maps
φF together, we get a map
φ : V → PΣ(Π) = ∪FUF
where we identify UF with a subset of PΣ(Π). It is helpful to keep in mind that
E¯ ⊂ F¯ ⇔ IE ⊃ IF ⇔ σE ⊃ σF ⇔ σ
∨
E ⊂ σ
∨
F ⇔ UE ⊃ UF .
The group U∆ := Hom(Π
∗,C×) acts on each UF , by multiplication of functions:
U∆ × UF → UF , f, g 7→ f · g. In turn, the group TC := Cn/Π acts on UF via the group
isomorphism TC → U∆, u 7→ e
2pii〈−,u〉. The group GC = C
p/Zp acts on UF via the group
homomorphism π : GC → TC induced by π : Zp → Π, ei 7→ ui. Explicitly, this action
GC×UF → UF is given by (g, v+Zp) 7→ e2pii〈−,pi(v)〉 ·g. Note that AC := LC/L = Ker(π :
GC → TC).
Lemma 4.11. φ : V → PΣ(Π) is continuous, GC-equivariant and AC-invariant.
Proof: The argument for continuity is standard. To show the GC-equivariance, note that
GC acts on C
p hence on V , by f ·z = (e2pii〈e
∗
1 ,v〉z1, .., e
2pii〈e∗p,v〉zp) for f = v+Z
p. It follows
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that for z ∈ VF ,
φF (g · z) : x 7→
∏
j
(e2pii〈e
∗
j ,v〉zj)
〈x,uj〉
=
∏
j
(e2pii〈e
∗
j ,v〉zj)
〈x,pi(ej)〉
=
∏
j
(e2pii〈e
∗
j ,v〉zj)
〈pi∗(x),ej〉
= e2pii〈pi
∗(x),v〉
∏
j
z
〈x,uj 〉
j
= e2pii〈x,pi(v)〉
∏
j
z
〈x,uj〉
j
= g · φF (z)(x).
This shows that φF is GC-equivariant. Finally since π(L) = 0, the last formula shows that
that for g ∈ AC = LC/L we have φF (g · z) = φF (z), hence φF is AC-invariant.
Corollary 4.12. φ induces a T -equivariant continuous map φ : X∆ = J
−1
A (0)/A →
PΣ(Π).
Lemma 4.13. (Transversality) Consider the vector part LR of the noncompact group
AC = LC/L = LR×A acting on C
p. Each LR-orbit is transversal to the zero set J
−1
A (0).
In other words, for v ∈ LR and z ∈ J
−1
A (0) we have v · z ∈ J
−1
A (0) =⇒ v · z = z.
Proof: The LR-action on C
p is z 7→ v · z = (ev1z1, .., evpzp) for v ∈ LR ⊂ Rp i.e. π(v) = 0.
Since v ∈ LR and JA : Cp → L∗R, the following function g : R> → R makes sense:
g(s) = 〈JA(s
v · z), v〉
=
∑
i
(
1
2
|zi|
2s2vi + λi)〈ι
∗(e∗i ), v〉
=
∑
i
(
1
2
|zi|
2s2vi + λi)vi.
Since z, v · z ∈ J−1A (0), it follows that that g(1) = g(e) = 0. Thus g
′(s) = 0 for some
s ∈ [1, e]. Hence
g′(s) =
1
s
∑
i
|zi|
2s2viv2i = 0
implying that |zi|vi = 0 for all i. This shows that evizi = zi for all i, i.e. v · z = z.
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Corollary 4.14. Let z ∈ J−1A (0). Then (AC · z) ∩ J
−1
A (0) = A · z. In particular the
inclusion J−1A (0) ⊂ V induces a T -equivariant inclusion map ψ˜ : J
−1
A (0)/A →֒ V/AC.
Lemma 4.15. (Open Embedding) Put X◦ := J−1G (π
∗∆◦). The map ψ : X◦ × LR → V∆◦ ,
(z, v) 7→ v · z, is an AC-equivariant open mapping. In particular, ψ(X◦/A) ⊂ V∆/AC is
open.
Proof: Given the first assertion, (X◦ × LR)/AC = X◦/A is mapped to an open set in
V∆/AC yielding the second assertion. Note that AC = A × LR acts on X◦ × LR by
(t, v), (z, v′) 7→ (t · z, v + v′), and on V∆ ⊂ Cp by (t, v), z 7→ tv · z. Hence ψ is AC-
equivariant. To prove the openness of ψ, it suffices to show that X◦ ⊂ V∆ is an embedded
closed submanifold and each LR-orbit in V∆ that meets X
◦ meets it transversally, which
follows from the Transversality Lemma because X◦ ⊂ J−1A (0). Now by Corollary 4.10,
X◦ = V∆ ∩ J
−1
A (0) = {z ∈ C
×p|JA(z) = 0}.
We have JA(z) = 0 ⇔
1
2
|z|2 + λ ∈ L⊥
R
in Rp. Thus X◦ is defined by a finite set of real
quadratic equations in C×
p
. If we choose a basis l1, .., lk of LR, then the equations are
( 12 |z|
2 + λ) · lj = 0. This shows that X
◦ ⊂ V∆ is closed. The normal vectors of those
hypersurfaces are
(z¯1l1j , .., z¯plpj , z1l1j , .., zplpj), j = 1, .., k.
Putting them in a 2p × k matrix, we get
[
diag(z¯)l
diag(z)l
]
where l = (lij). Since z ∈ (C×)p,
this matrix and l have the same rank i.e. k. This shows that the complete intersection
X◦ ⊂ V∆ of those real hypersurfaces is an embedded smooth submanifold of dimension
2p− k.
For v ∈ F , we have R(F − v) = ∩i∈IF u
⊥
i = σ
⊥
F , so that dim σ
⊥
F = dim F . Since
σ⊥F ∩Π
∗ is primitive sublattice of Π∗ of rank dim σ⊥F = dim F , it follows that
WF := Hom(σ
⊥
F ∩ Π
∗,C×) ∼= (C×)dim F .
Note that TC ∼= Hom(Π∗,C×) acts on WF by function multiplications, and the action is
clearly transitive.
Lemma 4.16. There is a TC-equivariant inclusion WF →֒ UF given by extension by zero.
Thus we can regard WF ⊂ UF .
Proof: Note that σ⊥F is the largest vector subspace in the cone σ
∨
F in R
n∗. Let τ be
any finitely generated cone over R, and τ˜ the largest vector subspace in τ . Define a
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projection map f : τ → τ˜ , by f(x) = x if x ∈ τ˜ , and f(x) = 0 if x /∈ τ˜ . Using the
fact that ∀x, y ∈ τ, x + y ∈ τ˜ ⇔ x, y ∈ τ˜ , it’s straightforward to check that f is a
real semi-group homomorphism. We apply this to the case τ = σ∨F and τ˜ = σ
⊥
F . Define
WF → UF = Hom(σ⊥F ∩ Π
∗,C×), x 7→ x ◦ f ∈ UF . It is an inclusion because σ⊥F ⊂ σ
∨
F ,
and so x ◦ f = x′ ◦ f implies that x = x′ on σ⊥F . The map is clearly TC-equivariant.
Lemma 4.17. φF (VF ) ⊂WF .
Proof: Recall that φF (VF ) ⊂ UF and that for α ∈ UF , we have
α ∈WF ⇔ α(x) = 0, ∀x /∈ σ
⊥
F ∩Π
∗.
Let z ∈ VF so that zi = 0 ⇔ i ∈ IF . Then φF (z)(x) =
∏
i z
〈x,ui〉
i = 0 iff 〈x, ui〉 > 0,
∃i ∈ IF , iff x /∈ σ⊥F ∩Π
∗. If follows that φF (z) ∈WF .
Lemma 4.18. By dropping all the zeros in VF , view VF ∼= (C×)p−#IF as a group. Then
the map φF : VF →WF is an AC-invariant group homomorphism. Moreover the AC-action
on VF is equivalent to the one obtained from the group homomorphism AC = LC/L→ VF ,
v + L 7→ e2piiv · 1lF where 1lF ∈ VF is the unique vector with entries 0 or 1.
Proof: Straightforward.
Lemma 4.19. For each α ∈ WF , the fiber φ
−1
F (α) in VF is a single AC-orbit.
Proof: By the preceding lemma, it suffices to show that φ−1F (1) = AC · 1lF . The inclusion
⊃ is obvious from the definition of φF . Suppose z ∈ φ
−1
F (1) in VF . This means that
zi = 0⇔ i ∈ IF and that
∏
j
z
〈x,uj〉
j = 1, ∀x ∈ R := σ
⊥
F ∩ Π
∗.
We want to find v ∈ LC such that e2piiv · 1lF = z, i.e. zj = e2piivj for j /∈ IF . Pick any
w ∈ Cp such that 0 6= zj = e2piiwj for j /∈ IF . Note that we are free to change the values
of the wj , j ∈ IF , without changing this relation. We have
1 =
∏
j
e2pii〈x,wjuj〉, x ∈ R.
Since 〈x, uj〉 = 0, ∀j ∈ IF , this holds for any values we choose for wj , j ∈ IF . This equation
now reads 1 = e2pii〈x,pi(w)〉 where w =
∑
j wjej ∈ C
p, because π(ej) = uj . It follows that
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π(w) ∈ R∗ = (σ⊥F ∩ Π
∗)∗ = Π/ΠF , where ΠF := RσF ∩ Π. This means that there exists
u ∈ RσF =
∑
i∈IF
Rui = π(
∑
i∈IF
Rei). such that π(w) + u ∈ Π. In other words, we can
change the values of the wj , j ∈ IF , so that π(w) ∈ Π = π(Zp). Finally, pick a vector
w′ ∈ Zp so that π(w + w′) = 0. Then v = w + w′ ∈ LC, and we have zj = e2piiwj = e2piivj
for j /∈ IF because w′ ∈ Zp. This completes the proof.
Lemma 4.20. The map φ : V → PΣ(Π) induces a continuous T -equivariant bijection
φ˜ : V/AC → PΣ(Π).
Proof: This follows from the preceding lemma and the fact that the VF are pairwise disjoint
in V and that the WF are pairwise disjoint in PΣ(Π).
Theorem 4.21. The natural maps X∆
ψ˜
→V/AC
φ˜
→PΣ(Π) are T -equivariant homeomor-
phisms.
Proof: The maps are T -equivariant by constructions. Since PΣ(Π) is Hausdorff (in the
usual analytic topology), the preceding lemma implies that V/AC is Hausdorff. Since
X = X∆ = J
−1
A (0)/A is compact and ψ˜ is continuous, it follows that ψ˜(X) ⊂ V/AC is
compact, hence closed. In particular ψ˜(X) ∩ V∆◦/AC is closed in V∆◦/AC.
Since the VF /AC are pairwise disjoint, by Corollary 4.10 we have ψ˜(X
◦) =
ψ˜(J−1G (π
∗∆◦)) = ψ˜(X) ∩ V∆◦/AC. By the Open Embedding Lemma, this is open in
V∆◦/AC. But V∆◦/AC is an n dimensional algebraic torus, hence connected. It follows
that ψ˜(X◦) must be all of V∆◦/AC. In particular it is dense in V/AC. Since ψ˜(X) is also
closed in V/AC and contains the dense subset ψ˜(X
◦), it must be all of V/AC. By the
corollary to the Transversality Lemma, it follows that ψ˜ is a continuous bijection. Since
φ˜ is also a continuous bijection, so is the composition φ˜ ◦ ψ˜. Since both X and PΣ(Π)
are finite union of manifolds, this composition is a homeomorphism. Thus both ψ˜, φ˜ are
homeomorphisms.
5. Classification of Reduced Delzant Spaces
In this section, we reconstruct the T -equivariance homeomorphism type of a reduced
Delzant T -space X from its moment polytope in t∗. Again, the notations introduced in
section 2 shall remain in force here.
Fix a rational polytope ∆ in t∗, and let F be the (relative) interior of a given face of
∆. Put XF = J
−1
T (F ) ⊂ X , ZF = J
−1
G (0× F ) ⊂M . By a corollary of the Face Theorem,
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the points in ZF have the same stabilizer type H ⊂ G. Since F is smoothly contractible,
by choosing a base point in F we have a G-equivariant isomorphism ZF ∼= G/H × F over
F . Taking the A-orbit spaces, we get a T -equivariant isomorphism XF ∼= T/B × F . We
shall make the identification of spaces by means of these isomorphisms.
For each F , we would like to describe a neighborhood of XF in X , as a stratified
symplectic space, and the moment map JT there in order to reconstruct the topology of
X and its moment map. The idea is to first describe a neighborhood of ZF in M by
using the constant rank embedding theorem of Sjamaar-Lerman and the minimal coupling
procedure of Sternberg and Weinstein. Then we reduce that neighborhood with respect to
A. From this we get a kind of semi-global form in a neighborhood of each stratum of the
reduced space. Some of the machinery used in this section is borrowed from [13]. Finally
we reconstruct X and its moment map JT by gluing together these semi-global forms.
5.1. Geometric normal bundle
In this subsection, we shall write Z = ZF . By the corollary to Lemma 3.22, we saw
that the two-form τ := ω|Z has constant rank. By the constant rank embedding theorem,
Z →֒ M corresponds to a symplectic vector bundle N → Z. In fact N is G-equivariantly
isomorphic to G×H V ×F , where V is the symplectic slice at a chosen point p˜ ∈ G/H×F .
Note that Z sits inside G×H V × F as the set (G×H 0)× F . Note that by construction
of the local normal form, we can assume that V depends only on v ∈ F .
Let V the subbundle of TZ whose typical fiber is the radical of the two-form τ , i.e.
Vz = {v ∈ TzZ|τ(v, u) = 0, ∀u ∈ TzZ}.
Let πV∗ : V
∗ → Z be the dual bundle. Then the geometric normal bundle of Z →֒ M
is isomorphic to the Whitney sum V∗ ⊕ N . Since ω is a G-invariant form, V is also a
G-equivariant bundle.
Lemma 5.1. For (gH, v) ∈ Z, we have V(gH,v) = TgH(gD/H) × 0 where the right hand
side is viewed as the fiber of a subbundle of T (G/H × F ) = T (G/H)× (F × n∗) over Z.
Proof: In the local normal form of Z, the symplectic form ω is given by the form inherited
from a neighborhood of the zero section of G×H (q∗ × V ) ⊂ (G× g∗ × V )/H, where the
symplectic form is the form on G× g∗ plus ωV (cf. Remark 2.3.) The constant rank form
τ is the restriction to the submanifold Z ≡ G/H × F ⊂ G/H × (pt+ n∗), where pt is any
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point in F . The tangent space at (gH, v) of Z is TgH(G/H)× n
∗ ∼= g/h× n∗. The bilinear
form τ on this vector space is inherited from the pairing on g× g∗. Thus the radical of τ
on T(gH,v)Z is TgH(gD/H) ∼= d/h.
Choose a G-equivariant splitting TZ = V ⊕ H. This corresponds to a choice of G-
equivariant section s : V∗ → T ∗Z of the bundle map T ∗Z ։ V∗ over Z. Put
µ = (πV∗)
∗τ + s∗γ (5.1)
where γ is the canonical symplectic form on T ∗Z. The two-form µ on V∗ is G-invariant,
closed, and non-degenerate near the zero section Z →֒ V∗.
Fix t ∈ T and g ∈ π−1(t).
Lemma 5.2. The fiber of the composed map V∗ → Z → XF at (tB, v) ∈ XF is the
manifold T ∗(gD/H)× v. Moreover the µ restricted to this fiber agrees with the canonical
form on T ∗(gD/H).
Proof: The fiber of Z = G/H × F → XF = T/B × F at (tB, v) is gD/H × v where
π : g 7→ t under the map π : G → T . It follows that the fiber of the composed map is
the bundle V∗|(gD/H × v). By Lemma 5.1, the typical fiber of this bundle at (gdH, v),
where d ∈ D, is T ∗gdH(gdD/H) × v = T
∗
gdH(gD/H) × v. It follows that the fiber over
(tB, v) of the bundle V∗ → XF is T
∗(gD/H)× v. The typical tangent space of this fiber
is TgdH(gD/H)× T ∗gdH(gD/H).
First we claim that (πV∗)
∗τ restricted to this fiber is zero, i.e. that as a bilinear form
on the tangent space TgdH(gD/H) × T ∗gdH(gD/H), it is identically zero. Here the first
factor is V(gdH,v), which is in the radical of τ in T(gdH,v)Z hence (πV∗)
∗τ evaluated on this
factor is zero. The second factor is V∗(gdH,v) →֒ T
∗
(gdH,v)Z is the fiber of the vector bundle
V∗. But (πV∗)
∗τ(V∗(gdH,v),−) = 0. This proves our claim.
It remains to show that s∗γ as a bilinear form on TgdH(gD/H)×T ∗gdH(gD/H) agrees
with the canonical form. By definition γ as a bilinear form on a typical tangent space of
T ∗Z is given by the pairing on TzZ × T ∗z Z, z = (gdH, v). We have TZ = V ⊕ H and
T ∗Z = V∗ ⊕ H∗ via the section s. Thus the pairing on TzZ × T
∗
z Z just restricts to the
pairing on Vz × V∗z .
Lemma 5.3. The fiber of the composed map N → Z → XF at (tB, v) ∈ XF is the
manifold gD ×H V × v ⊂ G×H V × F = N .
Proof: Again, the fiber at (tB, v) of Z → XF is gD/H × v ⊂ G/H × F . Since N → Z is
the bundle G×H V × F , its restriction to gD/H × v is clearly given by our assertion.
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5.2. Minimal coupling procedure
In this subsection, we construct the symplectic structure near the zero section of the
geometric normal bundle N ⊕ V∗ of Z in M . Consider the symplectic normal bundle
N = G×H V ×F over Z with typical fiber V . We can view the symplectic structure ωV as
the imaginary part of an H-invariant hermitian form on V , and make N a hermitian vector
bundle. Then the symplectic H-action now becomes a unitary action. Put U = U(V ), the
unitary group on V , and let π˜N : Fr(N )→ Z be the unitary frame bundle of N , which is
a principal U -bundle on which U acts on the right. The left G-action on N makes Fr(N )
an G-equivariant bundle.
Let πN# : N
# → V∗ be the pullback of the bundle N → Z along V∗ → Z. Then we
have the G-equivariant commutative diagram:
N# −→ N
πN# ↓ ↓ πN
V∗
piV∗−→ Z.
(5.2)
Note that N# = N ⊕ V∗ as bundles over Z. The pullback of Fr(N ) along V∗ → Z is
the principal U -bundle Fr(N#) over V∗. We have another G-equivariant commutative
diagram
Fr(N#)
p˜iV∗−→ Fr(N )
π˜N# ↓ ↓ π˜N
V∗
piV∗−→ Z.
(5.3)
Fix a G × U -invariant connection θ on Fr(N ), and let θ˜ = (π˜V∗)∗θ. Then there exists a
G× U -invariant symplectic form (see section 8 [13])
σ = (π˜N#)
∗µ− d〈pr2, θ˜〉
in a neighborhood of Fr(N#) × 0 in Fr(N#) × u∗. Here pr2 : Fr(N#) × u∗ → u∗ is the
projection and is also the negative of a moment map for the Hamiltonian U -action; µ is
defined in (5.1).
The U -action on a neighborhood in Fr(N#)× u∗× V is Hamiltonian with a moment
map (l, η, ν) 7→ Ψ(ν)−η ∈ u∗, where Ψ is a U -moment map on V . Let (Fr(N#)×u∗×V )0
be the zero set of the moment map. Then we have a natural G-equivariant isomorphism
N# = Fr(N#)×U V
j
→(Fr(N#)× u∗ × V )0/U.
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Define
σ# = j∗(σ + ωV )
′ (5.4)
where (σ + ωV )
′ is the form induced on the reduced space (Fr(N#)× u∗ × V )0/U . Then
σ# is a G-invariant symplectic form in a neighborhood of the zero section V∗ →֒ N#.
This symplectic structure on N# as a bundle over XF = T/B × F can also be
easily described fiberwise. Recall that the fiber at (tB, v) ∈ XF of the composed map
V∗ → Z → XF is T
∗(gD/H)×v = gD×H (d/h)
∗×v and that its canonical form coincides
with µ restricted to this fiber by Lemma 5.2. Here t = π(g) under π : G → T . Also
the fiber of the map N → XF is gD ×H V × v. Thus the fiber at (tB, v) of the bundle
N# = V∗ ⊕N → XF is
gD ×H ((d/h)
∗ × V )× v. (5.5)
Note that this is canonically isomorphic to the reduced space (T ∗gD×V )0/H where T ∗gD
is given the canonical form and V is given ωV . By direct calculations, we find
Lemma 5.4. The induced symplectic structure on the reduced space (T ∗gD × V )0/H
coincides with σ# restricted to the fiber (5.5) of N# → XF .
Here is a schematic picture of the structures we have gathered so far:
Fr(N#)× u∗, σ −→ Fr(N#), θ˜
p˜iV∗−→ Fr(N ), θ
pr2 ↓ π˜N# ↓ ↓ π˜N
u∗ V∗, µ
piV∗−→ Z, τ →֒ M,ω
s ↓ ↓
T ∗Z, γ XF
µ = (πV∗)
∗τ + s∗γ
σ = (π˜N#)
∗µ− d〈pr2, θ˜〉
σ# = j∗(σ + ωV )
′
θ˜ = (π˜V∗)
∗θ
N# = Fr(N#)×U V
j
→(Fr(N#)× u∗ × V )0/U
[e, ν] 7→ [e,Ψ(ν), ν].
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5.3. G-moment map on ZF
We want to analyze the G-moment map JG :M → g∗ modeled on a neighborhood of
the zero section of Z →֒ N#. This is where we get the crucial local information we need
about our G-moment map. We shall write N# when we mean a neighborhood of its zero
section, and denotes the moment map here by J#.
Fix a point (tB, v) ∈ XF and consider the fiber (5.5) of the bundle N# → XF . The
normal subgroup D ⊂ G acts on the left. The D-moment map is given by
Dg ×H ((d/h)
∗ × V )→ d∗, [dg, η, ν] 7→ Ad∗(dg)(η +Φ(ν)) + c
where c ∈ d∗ is a constant to be determined, and Φ is the H-moment map on V . Now
g∗ = n∗⊕d∗, as Ad∗(G)-module. Hence J# : N# → g∗ has the shape J# = (J1, J2) where
J2 is the moment map for the subgroup D ⊂ G given above when restricted to the fiber
(5.5).
Lemma 5.5. Let q˜ = (gH, v) ∈ Z →֒ N#. Write v = (v1, v2) ∈ n∗ ⊕ d∗. Then Ji(q˜) = vi
for i = 1, 2. Moreover J2 restricted to fiber (5.5) is
J2([dg, η, ν]× v) = Ad
∗(dg)(η + Φ(ν)) + v2
Proof: The G-moment map J# restricted to Z = G/H × F ⊂ M is the projection prF :
Z → F . The point q˜ ∈ Z has the shape [dg, 0, 0]×v in (5.5). Since J#(q˜) = prF (q˜) = v, the
first assertion follows. On the other hand, the expression for J2 above yields c = J2(q˜) = v2.
We now analyze J1. Recall that in Lemma 2.1, we have a central torus N
′ in G such
that N ′ → N is a finite cover under G→ N . First we want to establish the existence of a
horizontal distribution on the principal U -bundle Fr(N#) which is G × U -invariant and
contains every tangent space Tx(N
′ · x) of an N ′-orbit. Since the bundles N ,V∗ are all
G-equivariant, it is enough to do this on
P = Fr(N )
and then pullback the distribution to Fr(N#).
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Lemma 5.6. N ′ × U acts locally freely on P .
Proof: It is easy to check that G acts freely on the principal U -bundle P . Suppose
(n, u) ∈ N ′ × U stabilizes x ∈ P , i.e. nxu−1 = x, i.e. nx = xu. Project this down to
the base Z; we get nπ˜N (x) = π˜N (x) because π˜N is U -invariant and G-equivariant. Hence
n ∈ StabN ′ π˜N (x). But any stabilizer subgroup of N ′ acting on Z = G/H × F is finite,
because n′ ∩ d = 0 and h ⊂ d imply that N ′ ∩H is finite. This shows that for a given x,
n ranges over only a finite subset of N ′. Now for each n in that finite subset, there is at
most one u ∈ U such that (n, u) stabilizes x because U acts freely on P . This shows that
the stabilizer subgroup of x in N ′ × U is finite.
Lemma 5.7. The principal U -bundle P = Fr(N ) over Z has a G × U -invariant
connection one-form θ which vanishes on each tangent space to an N ′-orbit in P . We
shall use this one-form in our definition of the minimal-coupling symplectic form σ#.
Proof: Fix a basis ξi for u and a basis ηj for n
′. By the preceding lemma, there exists
one-forms θi, oj on P such that ιξiθ
j = δji , ιηio
j = δji , and ιξio
j = 0 = ιηiθ
j . Then
θ′ :=
∑
θi ⊗ ξi is a connection one-form which vanishes on each tangent space to an N ′-
orbit in P . Now average θ′ over G× U and get a G× U -invariant connection one-form θ
with the same vanishing property.
Consider a hermitian vector bundle E →M , and identify E = Fr(E)×U(n)C
n. Then
a tangent vector of the shape [∗, 0] ∈ TE = T (Fr(E))×TCn)/U(n) is tangent to the zero
section M →֒ E. We apply this to the following situation. Recall the diagram (5.2):
N# → N
πN# ↓ ↓ πN
V∗
piV∗→ Z.
From the zero section Z →֒ V∗, we get N#|Z = N and the inclusion
N = Fr(N )×U V = Fr(N
#|Z)×U V →֒ Fr(N
#)×U V = N
#.
Since Z →֒ N as the zero section, we also have Z →֒ N# as a submanifold, and so
TzZ ⊂ TzN ⊂ TzN
# for z ∈ Z.
Lemma 5.8. Consider a tangent vector of the shape (y1, 0) ∈ T (Fr(N#) × V ) and its
image [y1, 0] ∈ TzN
# where z ∈ Z. If [y1, 0] is tangent to N , then it is tangent to Z →֒ N .
Proof: By assumption [y1, 0] ∈ TzN . Applying the observation above to the vector bundle
N → Z with typical fiber V ≡ Cn, we see that a tangent vector of the form [y1, 0] ∈ TzN
is tangent to the zero section Z.
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Extend the map prF : Z → F to N ⊃ Z by composing with the projection N → Z.
Likewise extend it to V∗ and to N#. Denote the extension of prF by pr
#
F : N
# → F ⊂ g∗.
Lemma 5.9. Consider the principal bundle P = Fr(N#) → V∗, and a tangent vector
of the shape [0, y2] ∈ T (P ×U V ) = TN#, which is the image of tangent vector (0, y2) ∈
T (P × V ). Then 〈d(ξ ◦ pr#F ), [0, y2]〉 = 0 for any ξ ∈ n.
Proof: By definition of pr#F as a composition of maps, we have
d(ξ ◦ pr#F ) = d(ξ ◦ prF ) ◦ (πV∗)∗ ◦ (πN#)∗.
Since [0, y2] is vertical it follows that (πN#)∗[0, y2] = 0.
Lemma 5.10. Keep the same notations as in the preceding lemma. Consider ξ ∈ n
and a tangent vector of the shape [y1, 0] ∈ T (P ×U V ) = TN#, which is the image of a
tangent vector (y1, 0) ∈ T (P × V ). If [y1, 0] is tangent to N , then 〈d(ξ ◦ pr
#
F ), [y1, 0]〉 =
σ#(Xξ, [y1, 0]).
Proof: By Lemma 5.8, a vector of the shape [y1, 0] in TN# being tangent to N means
that it is tangent to Z →֒ N . By Lemma 5.5, for q˜ = [dg, 0, 0]× v ∈ Z, we have J1(q˜) =
prF (q˜) − v2 = v1, i.e. J1 = prF − v2 on Z. Since ξ ◦ v2 = 0 because ξ ∈ n and v2 ∈ d∗, it
follows d(ξ ◦ pr#F ) = d(ξ ◦ prF ) = d(ξ ◦ J1) when evaluated on [y1, 0] ∈ TZ. Since J1 is a
N ′-moment map for the symplectic manifold (N#, σ#), it follows that
〈d(ξ ◦ J1), [y1, 0]〉 = σ
#(Xξ, [y1, 0])
which implies our assertion.
Lemma 5.11. The restriction of J1 to N →֒ N# coincides with pr
#
F − v2. In fact we
have J1 : N = G×H V × F → n∗, [g, ν, v] 7→ v1 where v = (v1, v2).
Proof: The second assertion follows from the first assertion. By Lemma 5.5, J1 = prF −v2
on each connected component of Z (G/H need not be connected). Since N is a vec-
tor bundle over Z, the connected components of N corresponds 1-1 with the connected
components in Z. It suffices to show that the vector valued function pr#F − v2 satisfies
d(pr#F −v2) = dJ1 on N , i.e. that this equality holds as n
∗-valued function when contracted
with each tangent vector y ∈ TN . Since J1 is an N
′-moment map for (N#, σ#), we have
〈d(ξ ◦ J1), y〉 = 〈ιξσ#, y〉 = σ#(Xξ, y) for all ξ ∈ n. It suffices to show that pr
#
F − v2
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satisfies the same condition. Since ξ ◦ v2 = 0 for ξ ∈ n because v2 ∈ d
∗, we only need to
show that
〈d(ξ ◦ pr#F ), y〉 = σ
#(Xξ, y), ∀ξ ∈ n, ∀y ∈ TN .
As before, represent y ∈ TN ⊂ TN# as the image [y1, y2] of tangent vector (y1, y2)
on Fr(N#) × V under the U -orbit map. Since y = [y1, 0] + [0, y2], by the two preceding
lemmas, it remains to show that
σ#(Xξ, [0, y2]) = 0.
Here is the calculations:
σ#(Xξ, [0, y2])
= (σ + ωV )([X˜
ξ, 0, 0], [0,Ψ∗(y2), y2]),
N# = Fr(N#)×U V
i
∼=(Fr(N#)× u∗ × V )0/U, [e, ν] 7→ [e,Ψ(ν), ν]
= σ([X˜ξ, 0], [0,Ψ∗(y2)]) + ωV (0, y2), σ operates on 1st two slots, ωV on 3rd slot
= µ((π˜N#)∗X˜
ξ, (π˜N#)∗0)− d〈pr2, θ˜〉([X˜
ξ, 0], [0,Ψ∗(y2)]), σ = (π˜N#)
∗µ− d〈pr2, θ˜〉
= −[X˜ξ, 0]′〈〈pr2, θ˜〉, [0,Ψ∗(y2)]
′〉+ [0,Ψ∗(y2)]
′〈〈pr2, θ˜〉, [X˜
ξ, 0]′〉
+ 〈〈pr2, θ˜〉, [[X˜
ξ, 0]′, [0,Ψ∗(y2)]
′]〉.
For the last equality, we have use dα(X, Y ) = Xα(Y )−Y α(X)−α([X, Y ]) for a one form
α and vector fields X, Y . Here [· · ·]′ means extending the tangent vector at a point to a
tangent vector field in a neighborhood. Consider the last three-term expression. The first
term is zero because θ˜, being a one-form on Fr(N#) operates on the first slot of [0,Ψ∗(y2)]′.
The third term is zero because [X˜ξ, 0]′ can be viewed as a vector field on Fr(N#), while
[0,Ψ∗(y2)]
′ on u∗, hence they commute. Finally, in the second term, the second factor is
〈pr2, θ˜(X˜ξ)〉 But X˜ξ is a vector field generated by the N ′-action on Fr(N#) and θ˜ is by
construction vanishing on such vector fields, by Lemma 5.7. It follows that this term is
also zero. This completes the proof.
5.4. T -moment map near XF
In this subsection, we shall use the results we obtained about the G-moment map near
Z ⊂ N to give a partial description of the T -moment map after symplectically reducing
N# (near Z) with respect to A. As before, we denote by J# the G-moment map on N#
corresponding to JG on M .
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Recall that J# = (J1, J2) takes values in g
∗ = n∗ × d∗. When we reduce N# with
respect to A, we get a semi-global form for XF in X equipped with a T -moment map.
Since A ⊂ D, the A-reduction does not affect J1. On the A-reduced space, J2 induces a
(d/a)∗ valued map J ′2 defined on A-orbits of the zero level set of i
∗ ◦ J2 where i : A →֒ D.
The T -moment map on the A-reduced space is then JF := (J1, J
′
2). Note that JF is also
n∗ × b∗ = t∗-valued because d/a = h/k = b by (2.1). To describe JF explicitly, we will use
the description of J1|N in the preceding subsection.
The semi-global form gives a local description of a neighborhood of J−1G (F ) in M
and the corresponding neighborhood of J−1T (F ) in X , in terms of the data H,K,D, V,Φ,
corresponding to a chosen point p˜ ∈ J−1G (F ). Let Ψ be the K = H ∩ A-moment map on
V with respect to the linear action K ⊂ H → U(V ). Consider the fiber (5.5).
Lemma 5.12. A\(Dg ×H V ) ∼= tB ×B V/K.
Proof: Since D = A · H, we have π(D) = π(A)π(H) = B, hence π(Dg) = tB. Thus we
have a natural map
π × (−)/K : Dg × V ։ tB × V/K.
This map is H-equivariant where H acts on the domain by (dg, ν) 7→ (dgh−1, hν), and on
the target via π : H → B. Thus the map descends to a map f : Dg ×H V ։ tB ×B V/K.
It is straightforward to check that this map is 1-1.
Lemma 5.13. Consider Ψ := i∗ ◦ Φ the K-moment map on V where i : K →֒ H. Then
the A-zero level set in the fiber (5.5) is
(∗∗) gD ×H (0×Ψ
−1(0))× v.
In particular, the A-reduced space is fiberwise tB ×B Ψ−1(0)/K × v.
Proof: In section 7 [13], it was shown that the A-reduction on a symplectic bundle can be
done fiberwise. We apply this to the symplectic bundle N# → XF with fiber (5.5). This
fiber has the D-moment map
J2([dg, η, ν]× v) = Ad
∗(dg)(η + Φ(ν)) + v2.
The A-zero level set on this fiber is defined by i∗ ◦ J2 = 0. Now i∗ : d∗ ։ a∗ is a Ad∗(G)-
module map. Moreover we have i∗(v2) = 0 because v = (v1, v2) ∈ n∗×b∗ and b∗ = (d/a)∗.
So we get
i∗ ◦ J2([dg, η, ν]× v) = Ad
∗(dg)(i∗η +Ψ(ν)).
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This is zero iff i∗η ∈ (a/k)∗ and Ψ(ν) ∈ k∗ are zero separately. Note that η ∈ (d/h)∗ and
i : A/K ∼= D/H is isomorphism (earlier lemma), which means that i∗η ∈ (a/k)∗ is zero
iff η = 0. This shows that on the fiber (5.5), the A-zero level set is exactly (**). Now
performing reduction fiberwise, we get (∗∗)/A ∼= tB ×B Ψ−1(0)/K × v.
Lemma 5.14. Let The T -moment map JF = (J1, J
′
2) induced on the A-reduced space
(i∗◦J#)−1(0)/A is given, on each fiber tB×BΨ−1(0)/K×v over (tB, v) ∈ T/B×F ⊂ XF ,
by
JF ([tb, ν]× v) = v +Θ(ν)
where Θ : Ψ−1(0)/K → b∗ = (h/k)∗ is the B-moment map induced by Φ : V → h∗ on the
K-reduced space Ψ−1(0)/K.
Proof: By the preceding lemma, on each fiber the A-zero level set is (**), having zero
component along (d/h)∗. But this means that this zero level set lies in N →֒ N#. By
Lemma 5.11, it follows that J1 = pr
#
F − v2 on the A-zero level set. The same is true for
the A-reduced space.
Now consider the second component of JF . Again a point in the A-reduced space has
the shape [[dg, 0, ν]]× v (double bracket here means taking A-orbit), and we have
J2([[dg, 0, ν]]× v) = J2([tb, ν]× v) = Φ(ν) + v2
where t = π(g) and b = π(d). Note that Ad∗(dg) acts trivially on Φ(ν) ∈ b∗ because G
acts trivially on t. It follows that
JF ([tb, ν]× v) = v − v2 +Φ(ν) + v2 = v + Φ(ν).
By definition Φ(ν) is the value of the B-moment map on the K-orbit of the vector ν ∈ V .
This completes the proof.
Corollary 5.15. Let E ⊂ F be a compact set. There is closed ball B ⊂ b∗ around zero,
a B-invariant closed neighborhood U ⊂ Ψ−1(0)/K ⊂ V/K around zero, and a bijection
(Wv0 ×B) ∩∆→ U/B ×Wv0, v + β → (B · ν, v) with
Θ(ν) = β, J−1F (v + β) = T ×B (B · ν)× v.
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Moreover for any λ ∈ [0, 1], v + λ2β corresponds to (B · λν, v).
Proof: The preimage of a small neighborhood of v0 in ∆ under JF is a small neighborhood
of the T -orbit J−1F (v0) = T ×B 0× v0 in T ×B Ψ
−1(0)/K×F , by the preceding lemma. In
particular for a small closed ballB ⊂ b∗ around 0, J−1F (v+B) is a closed T -invariant subset
of T ×BΨ−1(0)/K×v, for each v ∈Wv0 . Thus there is a closed B-invariant neighborhood
U around 0 in Ψ−1(0)/K such that
J−1F (v +B) = T ×B U × v.
By the Orbit Theorem, for each v + β ∈ (v + B) ∩ ∆, there is a unique B-orbit B · ν in
U such that J−1F (v + β) = T ×B (B · ν) × v. Then v + β = v + Θ(ν) follows from the
preceding lemma. This proves the first assertion. The second assertion follows from that
Θ(λν) = λ2Θ(ν).
In this subsection, we will prove Theorem 1.6. Thus we are given two exact se-
quences 1 → A(k) → G(k) → T → 1, k = 1, 2, of Lie groups and symplectic manifolds
(M(k), ω(k)) such that the respective A(k)-reductions X(k) have identical moment poly-
tope ∆ = JT (1)(X(1)) = JT (2)(X(2)) in t
∗. We would like to construct a T -equivariant
homeomorphism ϕ : X(1)→ X(2) such that JT (1) = JT (2) ◦ ϕ, under the assumption of
Theorem 1.6.
Step 0. We first construct a covering of ∆ by compact sets as follows. Fix a vertex
E of ∆. For ǫ > 0, let B(ǫ) ⊂ t∗ be the closed ball centered at 0 of radius ǫ. We identify
E × B(ǫ) with the ǫ-ball centered at E. By Corollary 5.15, we can choose ǫ so that a
semi-global form corresponding to E is valid in J−1T (E ×B(ǫ)). Likewise do the same for
each vertex, and shrink the ǫ if necessary so that the E × B(ǫ) do not overlap. We also
arrange that these properties continue holds when the ǫ are perturbed slightly. Next fix
a 1-face and consider its interior F . Cut off both ends of F slightly to get a compact set
E ⊂ F . For ǫ > 0, let B(ǫ) ⊂ b∗ (b∗ depends on F ⊂ v + n∗) be the closed ball centered
at 0 of radius ǫ. Again we identify E × B(ǫ) with a compact tubular neighborhood of E
obtained by thickening E in the normal directions (i.e. along b∗) by ǫ. The identification
is E × B(ǫ) ∋ (v, β) ↔ v + β ∈ t∗. Choose ǫ so that a semi-global form corresponding
to F is valid in J−1T (E ×B(ǫ)). Likewise do the same for each 1-face, and shrink the ǫ if
necessary so that the E × B(ǫ) corresponding to the 1-faces do not overlap. Likewise do
the same for all 2-faces, 3-faces, ..., (n−1)-faces. The result is a covering of ∆ by compact
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neighborhoods of the shape E × B(ǫ), one for each proper face of ∆, with the properties
that those neighborhoods supported on faces of the same dimension do not overlap, and
that a semi-global form is valid in each J−1T (E ×B(ǫ)). Again, we arrange the covering so
that all these properties continue to hold when the ǫ are perturbed slightly.
Next, we shall use the semi-global form for each face F to define a global homeomor-
phism.
Lemma 5.16. Let S be the set of K-orbits ν ∈ Ψ−1(0)/K such that Θ(ν) ∈ ∂B(ǫ), and
put S≤ := {λν|λ ∈ [0, 1], ν ∈ S}. Then
i. S is a subset of quadric hypersurface in the stratified space V/K.
ii. J−1F (E × ∂B(ǫ)) = T ×B S ×E.
iii. Every point in J−1F (E×B(ǫ)) away from the zero section XF has the shape [t, λν]× v
for a unique λ ∈ (0, 1] and [t, ν] ∈ T ×B S.
iv. J−1F (E ×B(ǫ)) = T ×B S≤ ×E.
v. (E ×B(ǫ)) ∩∆ ∼= S≤/B ×E, (v, β) 7→ (B · ν, v).
vi. There is a dense subset S◦ ⊂ S on which B acts freely such that
J−1F ((E × ∂B(ǫ)) ∩∆
◦) = T ×B S
◦ × E.
Proof: Part i. follows from that Ψ(ν) = 0 is a quadratic equation on V . Part ii.-iv. follow
from Corollary 5.15. Part v. follows from taking T -orbit spaces on both sides of iv. and
applying the Orbit Lemma on the left hand side.
By a corollary to the Face Lemma, T acts freely on J−1F ((E × ∂B(ǫ)) ∩∆
◦). By part
ii., we have J−1F ((E × ∂B(ǫ)) ∩∆
◦) = T ×B S◦ × E for some S◦ ⊂ S. Since the T -action
on the left hand side is free, the B-action on S◦ is also free. In fact S◦ must be the full
subset of S on which B acts freely. Since JF is an open mapping it follows that the closure
of J−1F ((E×∂B(ǫ))∩∆
◦) coincides with J−1F (E×∂B(ǫ)) = T ×B S×E. This means that
S is the closure of S◦.
Step 1. We now begin dealing with two reduced Delzant T -spaces X(k) with the
same moment polytope ∆, as before. Thus each has its own moment map JT (k), and for
each face F of ∆, X(k) has its own moment map JF (k) defined on a semi-global form
corresponding to a compact neighborhood E ⊂ F constructed in Step 0. Corresponding
to this is a stabilizer subgroup B(k) in T , and quadric S(k) as in Lemma 5.16. We begin
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with a fixed (n − 1)-face F . Then we have the following T -equivariant JT -compatible
commutative diagram
T ×∆◦ = T ×∆◦
∼↑ ↑∼
JT (1)
−1(∆◦) → JT (2)−1(∆◦)
∪ ∪
JT (1)
−1(E × ∂B(ǫ)) → JT (2)−1(E × ∂B(ǫ))
∩ ∩
JT (1)
−1(E ×B(ǫ)) · · · → JT (2)−1(E ×B(ǫ)).
The first horizontal arrow is an isomorphism induced by the equality. The second horizontal
arrow is the restriction of the first one to one side of the boundary of the neighborhoods.
The third horizontal arrow is an extension, which we want to construct, of the second
arrow to the interior of the neighborhoods. We shall do so by using Lemma 5.16. More
precisely we want to complete the diagram T -equivariantly, JT -compatibly, obtained from
the bottom rectangle with JT (k) replaced by JF (k).
By Lemma 5.16, the problem becomes completing the diagram
T ×B(1) S(1)× E
ϕF→ T ×B(2) S(2)×E
∩ ∩
T ×B(1) S(1)≤ ×E · · · → T ×B(2) S(2)≤ × E.
(5.6)
By assumption of Theorem 1.6, the B(k) are connected. Since the B(k) have the same Lie
algebra b ⊂ t, it follows that B(1) = B(2) which we will denote by B.
Lemma 5.17. ϕF preserves the factor E ⊂ F .
Proof: Since ϕF is the restriction of a J-compatible map, if we write ϕF ([t1, ν1] × v1) =
[t2, ν2]× v2 and apply JF (2), we get v1+Θ(1)(ν1) = v2+Θ(2)(ν2) ∈ E×B(ǫ). Projecting
into the E factor, we get v1 = v2.
Since dim F = n− 1, the ball B(ǫ) is an interval and (v×∂B(ǫ))∩∆ is a single point
in the interior ∆◦, for each v ∈ E. It follows from Lemma 5.16 that each S(k) is a single
free B-orbit, say B · νk. Hence there exists a unique continuous function f : E → T such
that
ϕF ([e, ν1]× v) = [f(v), ν2]× v.
Extend this to T ×B S(1)≤ × E → T ×B S(2)≤ × E by
ϕ˜F : [t, λb · ν1]× v 7→ [tf(v), λb · ν2]× v.
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By Lemma 5.16, this is well-defined for all t ∈ T, b ∈ B, and λ ∈ [0, 1]; it is also manifestly
T -equivariant. It is clear that this is a homemorphism. Using the quadratic scaling prop-
erty of Θ(k), it is easy to check that the extension is compatible with the moment maps
JF (k). Hence ϕ˜F gives a well-defined map
JT (1)
−1(E ×B(ǫ))→ JT (2)
−1(E ×B(ǫ)).
Thus ϕ∆◦ together with the ϕ˜F constructed above for dim F = n − 1, defines a
T -equivariant homeomorphism
ϕ : JT (1)
−1(∆n−1)→ JT (2)
−1(∆n−1)
which is compatible with the moment maps JT (k). Here ∆p ⊂ ∆ is the closure of the
complement of the union of the compact neighborhoods E ⊂ F for dim F < p.
Step 2. dim F = n − 2 or lower. We proceed by induction. Thus suppose that we
have defined a T -equivariant homeomorphism
ϕ : JT (1)
−1(∆p)→ JT (2)
−1(∆p)
which is compatible with the moment maps JT (k) for a given p ≤ n − 1. Then for each
F of dimension dim F = p− 1, the top row ϕF in the diagram (5.6) is a well-defined T -
equivariant homeomorphism compatible with the moment maps. We want to complete that
diagram, i.e. to extend the ϕF to a T -equivariant homemorphism ϕ˜F which is compatible
with the moment maps.
Since B ⊂ T is a assumed connected, we have a splitting
T = N ×B.
It follows that
T ×B S(k)≤ ×E = N × S(k)≤ ×E
as T -spaces, where T acts on the first two factors of the right hand side via T = N × B.
Thus for the top row of (5.6), there exist unique continuous functions f, g such that
ϕF : N × S(1)× E → N × S(2)× E, (n, ν)× v 7→ (n · f(ν, v), g(ν, v))× v.
Since ϕF is also B-equivariant, it follows that f : S(1) × E → N is B-invariant, and
g : S(1)× E → S(2) is B-equivariant.
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Lemma 5.18. There exists a homotopy φ : [0, 1]× S(1) × E → N such that φ(1, ν, v) =
f(ν, v), φ(0, ν, v) = e, and that the map ϕ˜F : N × S(1)≤ × E → N × S(2)≤ × E with
ϕ˜F (n, λν, v) = (n · φ(λ, ν, v), λg(ν, v))× v
is a homeomorphism which is the identity map when λ = 0. Moreover ϕ˜F is T -equivariant
and compatible with the moment maps JF (k).
Proof: By Lemma 5.16v, S(1)/B is homeomorphic to a closed ball. In particular it is
contractible, i.e. there is a continuous map
r : [0, 1]× S(1)/B → S(1)/B
such that r(1,−) = id and r(0,−) = pt. Put φ(λ, ν, v) = f(ν′, v) where ν′ ∈ r(λ,B · ν).
Since f is B-invariant, this is independent of the choice of ν′. If the point r(1, B · ν) = pt
does not get mapped to e ∈ N under f , then multiply φ by a curve c : [0, 1] → N
connecting e to f(pt). Thus φ satisfies the boundary conditions we seek. That ϕ˜F is a
homeomorphism follows easily from Lemma 5.16.
Finally, T = N × B-equivariance of ϕ˜F follows readily from the B-equivariance of g,
the B-invariance of f . That ϕ˜F is compatible with the JF (k) follows from the preceding
lemma and that the maps Θ(k) are quadratic.
Since the compact neighborhoods E we attach to the faces F of a given dimension
p− 1 do not overlap by construction, the same procedure can be performed separately to
construct the desired extension ϕ˜F of ϕF , for each such F . Together with our inductive
hypothesis, we have now extended ϕ above to a T -equivariant homeomorphism
ϕ : JT (1)
−1(∆p−1)→ JT (2)
−1(∆p−1)
which is compatible with the moment maps JT (k). This completes the proof of Theorem
1.6.
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