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SUMMARY
Optimization is essential in machine learning, statistics, and data science. Among the
first-order optimization algorithms, the popular ones include the Frank-Wolfe method, Nes-
terov’s accelerated methods, and Polyak’s momentum. While theoretical analysis of the
Frank-Wolfe method and Nesterov’s methods are available in the literature, the analysis can
be quite complicated or less intuitive. Polyak’s momentum, on the other hand, is widely
used in training neural networks and is currently the default choice of momentum in Py-
torch and Tensorflow. It is widely observed that Polyak’s momentum helps to train a neural
network faster, compared with the case without momentum. However, there are very few
examples that exhibit a provable acceleration via Polyak’s momentum, compared to vanilla
gradient descent. There is an apparent gap between the theory and the practice of Polyak’s
momentum.
In the first part of this dissertation research, we develop a modular framework that can
serve as a recipe for constructing and analyzing iterative algorithms for convex optimiza-
tion. Specifically, our work casts optimization as iteratively playing a two-player zero-sum
game. Many existing optimization algorithms including Frank-Wolfe and Nesterov’s ac-
celeration methods can be recovered from the game by pitting two online learners with
appropriate strategies against each other. Furthermore, the sum of the weighted average
regrets of the players in the game implies the convergence rate. As a result, our approach
provides simple alternative proofs to these algorithms. Moreover, we demonstrate that our
approach of “optimization as iteratively playing a game” leads to three new fast Frank-
Wolfe-like algorithms for some constraint sets, which further shows that our framework is
indeed generic, modular, and easy-to-use.
In the second part, we develop a modular analysis of provable acceleration via Polyak’s
momentum for certain problems, which include solving the classical strongly quadratic
convex problems, training a wide ReLU network under the neural tangent kernel regime,
xv
and training a deep linear network with an orthogonal initialization. We develop a meta
theorem and show that when applying Polyak’s momentum for these problems, the induced
dynamics exhibit a form where we can directly apply our meta theorem.
In the last part of the dissertation, we show another advantage of the use of Polyak’s
momentum — it facilitates fast saddle point escape in smooth non-convex optimization.
This result, together with those of the second part, sheds new light on Polyak’s momentum




1.1 Bridging classical convex optimization and online learning via Fenchel game





where w is a vector that represents a model, K ⊆ Rd is a constraint set, and f(·) is an
objective function which is typically a loss function, e.g. prediction errors of the model
over a training dataset. In other words, we are searching for the best model w satisfying K
that minimizes the objective value.
For f(·) being convex, there are many well-established results in optimization liter-
ature and quite a few textbooks cover the results well, see e.g. Bertsekas, Nedic, and
Ozdaglar [27], Ben-Tal and Nemirovski [26], Hiriart-Urruty and Lemarechal [130], Rock-
afellar [232], Nesterov [207], Boyd and Vandenberghe [30], Borwein and Lewis [29]. On-
line learning (a.k.a. no-regret learning), on the other hand, is a growing and an active
research area in machine learning, see e.g. Littlestone and Warmuth [177], Cesa-Bianchi
and Lugosi [48], Shalev-Shwartz [235], Hazan [126], Orabona [216], Rakhlin and Sridha-
ran [225]. The standard protocol in online learning is that in each round t, the learner must
select a point xt ∈ K, where K is her decision space. Then the learner is charged a loss
`t(xt) and typically can observe the loss function `t(·) after she takes an action xt. The











The goal of the learner is to minimize her regret and to compete with the comparator who
foresees all the loss functions and commits to a fixed action.
Algorithm 1 Online-to-batch conversion (adapted from the presentation of Luo [189])
1: Input: number of rounds T .
2: Input: Training data {s1, s2, . . . , sT} and an online learning algorithm OAlgx.
3: for t = 1, 2, . . . , T do
4: Let xt be the action of the online learning algorithm OAlgx at t.
5: Feed OAlgx with `t(·) := f(·; st) as the loss function, where f(·; st) is a loss func-
tion associated with a sample st.
6: end for




A natural question is “Can we apply an online learning algorithm to solving an offline
problem (1.1) and also obtain some theoretical guarantees?”. The answer is yes and there is
a way to achieve this goal by a technique called the “Online-to-Batch Conversion”, which
is shown on Algorithm 1 and has the following guarantee (see also e.g. Cesa-Bianchi,
Conconi, and Gentile [47] and Appendix B in Shalev-Shwartz [235]).
Theorem 1 (Adapted from the presentation of Luo [189]). Assume Es∈D[f(·; s)] is convex.
Then, with probability 1− δ, the online-to-batch conversion (Algorithm 1) guarantees that








where x∗ ∈ arg minx∈K Es∼Df(x; s).




, gives a bound of the conver-
gence rate for solving the offline problem (1.1).
It is well known in the literature that if the online loss functions {`t(·)} are convex,




; if the online loss functions are strongly convex, then
2
O (log(T )) is achievable, see e.g. Shalev-Shwartz [235], Cesa-Bianchi and Lugosi [48],











for solving (1.1) when we convert an online learning algorithm to
an offline one. However, in the optimization literature, there are algorithms that achieve





for solving a L-smooth convex optimization problem, e.g. Nes-
terov’s methods ([205, 204, 208, 207]). Furthermore, when an underlying problem is both










is the condition number of the underling function f(·), see e.g. Lan [160]. The gap
implies that (offline) optimization and online learning have not been well-connected yet. In
this thesis, we will show how to bridge optimization and online learning in a modular and
unified way.
Our contributions: Our approach of connecting offline convex optimization and online
learning is based on iteratively solving the following two-player game which we call the
Fenchel Game. We define the payoff function of the game g : K × Rd as follows:
g(x, y) := 〈x, y〉 − f ∗(y), (1.3)
where f(·) is the underlying function of (1.1) and f ∗(·) is the conjugate of f(·), defined as
f ∗(y) := supx∈dom(f)〈x, y〉 − f(x). In this game, the y-player tries to maximize the payoff
function g(·, ·), while the x-player tries to minimize it. The equilibrium of this game is
minw∈K f(w) under the assumption that f(·) is convex and lower semi-continuous. There-
fore, approximately solving the game is equivalent to approximately solving the offline
convex problem (1.1).
This game perspective provides a modular framework for designing and analyzing of-
fline convex optimization algorithms. We will show that several algorithms together with
their convergence rates can be recovered from our approach of optimization as iteratively
playing a game. The algorithms that we will recover include Frank-Wolfe [91] and its sev-
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eral variants [169, 159, 203, 186], Nesterov’s accelerated methods [205, 204, 208, 207] and
their variants, Heavy Ball [223], and the accelerated proximal method [25]. In particular,
we show that the tools and techniques in online learning can actually be used to design ac-













by using the regret analysis with
an appropriate weighting scheme.
Most importantly, our insight of optimization as iteratively playing a game leads to
three new fast Frank-Wolfe-like algorithms for certain constraints sets. Specifically, we
propose a Frank-Wolfe-like algorithm that works for non-smooth convex functions with-






Frank-Wolfe-like algorithm for smooth convex problems with constraint sets satisfying a
notion called strongly convex (Algorithm 14), and a fast parallelizable projection-free al-
gorithm for the nuclear-norm-ball constraint (Algorithm 15). The introduction of the new
algorithms verifies that our approach is indeed very modular.
Our results are summarized in Table 2.1 and Table 2.2 in Chapter 2. The materials of
Chapter 2 are based on the following papers.
• “On Frank-Wolfe and Equilibrium Computation”.
Jacob Abernethy and Jun-Kun Wang. NeurIPS 2017 (Spotlight).
• “Faster Rates for Convex-Concave Games”.
Jacob Abernethy, Kevin Lai, Kfir Levy, and Jun-Kun Wang. COLT 2018.
• “Acceleration through Optimistic No-Regret Dynamics”.
Jun-Kun Wang and Jacob Abernethy. NeurIPS 2018 (Spotlight).
• “A Fast Parallelizable Projection-Free Algorithm for the Nuclear-Norm-Ball Con-
straint”. Jun-Kun Wang, Bhuvesh Kumar, Jacob Abernethy, and Guanghui Lan.
4
1.2 Acceleration via Polyak’s momentum in deep learning
Polyak’s momentum (Algorithm 17 and Algorithm 18) is very popular nowadays for train-
ing neural networks and it is the default choice of momentum in PyTorch and Tensorflow.
The success of Polyak’s momentum in deep learning is widely appreciated and almost all
of the recently-developed adaptive gradient methods like Adam [151] and AMSGrad [229]
adopt the use of Polyak’s momentum, in favor of Nesterov’s momentum.
Despite its empirical success in modern machine learning, there is limited theory show-
ing any advantage over vanilla gradient descent. As far as we know, the strongly quadratic
convex problem is perhaps the only known example such that discrete-time Polyak’s mo-
mentum has a provable acceleration in terms of the global convergence compared with
vanilla gradient descent. Most of the existing results (e.g. [223, 168]) only establish a
convergence rate in the limit, which is due to the use of Gelfand’s formula [107] for ap-
proximating the spectral norm of a matrix by its spectral radius. In other words, these
results fail to explain the behavior of Polyak’s momentum in the non-asymptotic regime
even for the classical strongly quadratic convex problems. Moreover, before our work, we
are not aware of any theoretical works showing any provable acceleration of Polyak’s mo-
mentum over vanilla GD in deep learning. Understanding Polyak’s momentum remains
elusive even though empirically Polyak’s momentum appears to provide acceleration in
modern machine learning problems.
Our contributions: In Chapter 3, we will develop a modular analysis of Polyak’s mo-
mentum when applied to the following problems.





w>Γw + b>w, (1.4)







• (Training a wide ReLU network with the squared loss)
We will consider training the following ReLU network by Polyak’s momentum,






where σ(z) := z · 1{z ≥ 0} is the ReLU activation, w(1), . . . , w(m) ∈ Rd are the
weights of m neurons on the first layer, a1, . . . , am ∈ R are weights on the second
layer, and N ReLUW (x) ∈ R is the output predicted on input x.
Giving n number of training samples, following [76, 17, 244], we define a Gram
matrix H ∈ Rn×n for the weights W , and its expectation H̄ ∈ Rn×n over the random






1{〈w(r), xi〉 ≥ 0 & 〈w(r), xj〉 ≥ 0}
H̄i,j := E
w(r)
[x>i xj1{〈w(r), xi〉 ≥ 0 & 〈w(r), xj〉 ≥ 0}].
(1.6)
The matrix H̄ is also called a neural tangent kernel (NTK) matrix in the literature
(e.g. [138, 283, 28]). We can denote the condition number of the neural tangent





• (Training a deep linear network with the squared loss)
We will also consider training the following deep linear network by Polyak’s mo-
mentum,
N L-linearW (x) :=
1√
mL−1dy
W (L)W (L−1) · · ·W (1)x, (1.7)
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where W (l) ∈ Rdl×dl−1 is the weight matrix of the layer l ∈ [L], and d0 = d, dL = dy





















Theorem 2. (Informal; see Chapter 3) By setting the momentum parameter β and η ap-





















where ξt is some residual vector and κ = {κSC, κReLU, κL-linear} is the condition number of
the underlying problem.
Our theorem shows the advantage of Polyak’s momentum over vanilla gradient descent,
as the convergence rate depends on the square root of the condition number
√
κ, while the
rate of vanilla GD has a dependency on κ. Our work hence shows that Polyak’s momentum
does improve the neural net training at least for the two canonical models.
Chapter 3 of this thesis is based on the following paper.
• “A Modular Analysis of Provable Acceleration via Polyak’s momentum: Training a
Wide ReLU Network and a Deep Linear Network” Jun-Kun Wang, Chi-Heng Lin,
and Jacob Abernethy. arXiv:2010.01618. 2021
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1.3 Exploiting negative curvatures via stochastic Polyak’s momentum:
In smooth non-convex optimization, when the iterate enters a region of strict saddle points,
defined as {
w ∈ dom(f) : ‖∇f(w)‖ ≤ ε and ∇2f(w)  −εI
}
, (1.8)
the optimization progress slows down. Therefore, it is very important to quickly escape the
saddle point region. In the literature, there are specialized algorithms designed to exploit
the negative curvature explicitly and can escape the saddle point region faster than alterna-
tive methods (e.g. [46, 6, 9, 282]). There are also simple GD/SGD variants with minimal
tweaks of standard GD/SGD (e.g. [105, 171, 86, 145, 147, 146, 63, 246]). However, none
of these works study SGD with Polyak’s momentum for escaping saddle points.
Our contributions: We will show that, under certain assumption and some minor con-
straints that upper-bound parameter β, if SGD with Polyak’s momentum has some prop-
erties, then we demonstrates that a larger momentum parameter β can help in escaping
saddle points faster. Some experiments are provided to support our theoretical results. As
saddle points are pervasive in the loss landscape of optimization in deep learning ([68,
55]), this result could help to explain why SGD with momentum enables training faster
in optimization for deep learning. We then provide some empirical findings showing that
over-parametrization, which is another popular technique in modern machine learning, can
help gradient descent exploit negative curvature in the so-called phase retrieval problem.
Some discussions are provided in the end.
Chapter 4 of this thesis is based on the following paper.
• “Escaping Saddle Points Faster with Stochastic Momentum” Jun-Kun Wang, Chi-
Heng Lin, and Jacob Abernethy. ICLR. 2020.
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CHAPTER 2
FENCHEL GAME: A MODULAR APPROACH OF SOLVING CONVEX
OPTIMIZATION VIA ITERATIVELY PLAYING A TWO-PLAYER GAME
2.1 Introduction
The main goal of this work is to develop a framework for solving convex optimization
problems using iterative methods. Given a convex function f : Rd → R, domain K ⊂ Rd,
and some tolerance ε > 0, we want to find an approximate minimizer x ∈ K so that
f(x) − minx′∈K f(x′) ≤ ε, using a sequence of oracle calls to f and its derivatives. This
foundational problem has received attention for decades, and researchers have designed
numerous methods for this problem under a range of oracle query models and structural
assumptions on f(·). What we aim to show in this chapter is that a surprisingly large num-
ber of these methods—including those of Nesterov [205, 204, 208, 206, 207], Frank and
Wolfe [91], Polyak [223], and Beck and Teboulle [25]—can all be described and analyzed
through a single unified algorithmic framework, which we call the Fenchel game no-regret
dynamics (FGNRD). We show that several novel methods, with fast rates, emerge from
FGNRD as well.
Let us give a short overview before laying out the FGNRD framework more precisely. A
family of tools, largely developed by researchers in theoretical machine learning, consider
the problem of sequential prediction and decision making in non-stochastic environments,
often called adversarial online learning. This online learning setting has found numerous
applications in several fields beyond machine learning—finance, for example, as well as
statistics—but it has also emerged as a surprisingly useful tool in game theory. What we call
no-regret online learning algorithms are particularly well-suited for computing equilibria
in two-player zero-sum games, as well as solving saddle point problems more broadly. If
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each agent employs a no-regret online learning algorithm to choose their action at each of
a sequence of rounds, it can be shown that the agents’ choices will converge to a saddle
point, and at a rate that depends on their choice of learning algorithm. Thus, if we are able
to simulate the two agents’ sequential strategies, where each aims to minimize the “regret”
of their chosen actions, then what emerges from the resulting no-regret dynamics (NRD)
can be implemented explicitly as an algorithm for solving min-max problems.
How does NRD help us to develop and analyze methods for minimizing a convex f?
What is our main focus in the present work is a particular game of interest which we call
the Fenchel game: from f we can construct a two-input “payoff” function g : Rd×Rd → R
defined by
g(x, y) := 〈x, y〉 − f ∗(y).
We view this as a game in the sense that if one player selects an action x and a second
player selects action y, then g(x, y) is the former’s “cost” and the latter’s “gain” associated
to their decisions. If the two players continue to update their decisions sequentially, first
choosing x1 and y1 then x2 and y2, etc., and each player relies on some no-regret algorithm
for this purpose, then one can show that the time-averaged iterates x̄, ȳ form an approximate
equilibrium of the Fenchel game—that is, g(x̄, y′) − ε ≤ g(x̄, ȳ) ≤ g(x′, ȳ) + ε for any
alternative x′, y′. But indeed, this approximate equilibrium brings us right back to where
we started, since using the construction of the Fenchel game it is easy to show that x̄ then
satisfies f(x̄)−minx∈K f(x) ≤ ε. The approximation factor ε is important, and we will see
that it depends upon the number of iterations of the dynamic and the players’ strategies.
What FGNRD gives us is a recipe book for constructing and analyzing iterative al-
gorithms for convex optimization. To simulate a dynamic we still need to make partic-
ular choices as for both players’ strategies and analyze their performance. We begin in
Section 2.3 by giving a brief overview of tools from adversarial online learning, and we
introduce a handful of simple online learning algorithms, including variants of FollowThe-
Leader and OnlineMirrorDescent, and prove bounds on the weighted regret—we generalize
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slightly the notion of regret by introducing weights αt > 0 for each round. We will also
prove a key result that relates the error ε of the approximate equilibrium pair x̄, ȳ, which
are the weighted-average of the iterates of the two players, to the weighted regret of the
players’ strategies. In Section 2.5 we show how several algorithms, including the Heavy
Ball method [223], Frank-Wolfe’s method [91], and several variants of Nesterov Acceler-
ated Gradient Descent [205, 204, 208, 206, 207, 25], are all special cases of the FGNRD
framework, all with special choices of the learning algorithms for the x− and y−players,
and the weights αt; see Table 2.1 for a summary of these recipes. In addition we provide
several new algorithms using FGNRD in Section 2.6, summarized in Table 2.2.
2.2 Preliminaries
We summarize some results in convex analysis that will be used in this chapter. We also
refer the readers to some excellent textbooks (e.g. [27, 130, 232, 207, 30, 29]).
Smoothness and strong convexity A function f(·) on Rd is L-smooth with respect to
a norm ‖ · ‖ if f(·) is everywhere differentiable and it has Lipschitz continuous gradient
‖∇f(x)−∇f(z)‖∗ ≤ L‖x− z‖, where ‖ · ‖∗ denotes the dual norm. A function f(·) is µ-
strongly convex w.r.t. a norm ‖·‖ if the domain of f(·) is convex and that f(θx+(1−θ)z) ≤
θf(x)+(1−θ)f(z)− µ
2
θ(1−θ)‖x−z‖2 for all x, z ∈ dom(f) and θ ∈ [0, 1]. If a function
is µ-strongly convex, then f(z) ≥ f(x)+∂f(x)>(z−x)+ µ
2
‖z−x‖2 for all x, z ∈ dom(f),
where ∂f(x) denotes a subgradient of f at x.
Convex function and conjugate For any convex function f(·), its Fenchel conjugate is
f ∗(y) := sup
x∈dom(f)
〈x, y〉 − f(x) (2.1)
If a function f(·) is convex, then its conjugate f ∗(·) is also convex, as it is a supremum over
linear functions. Furthermore, if the function f(·) is closed and convex, the following are
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equivalent: (I) y ∈ ∂f(x), (II) x ∈ ∂f ∗(y), and (III)
〈x, y〉 = f(x) + f ∗(y), (2.2)
which also implies that the biconjudate is equal to the original function, i.e. f ∗∗(·) = f(·).
Moreover, when the function f(·) is differentiable, we have ∇f(x) = sup
y
〈x, y〉 − f ∗(y).
We refer to the readers to Bauschke and Lucet [23], Kakade, Shalev-shwartz, and Tewari
[148], and textbooks (e.g. [232, 30, 29]) for more details of Fenchel conjugate. Througout
this chapter, unless specifically mentioned, we assume that the underlying convex function
is proper, closed, and differentiable.
An important property of a closed and convex function is that f(·) is L-smoooth w.r.t.
some norm ‖ · ‖ if and only if its conjugate f ∗(·) is 1/L-strongly convex w.r.t. the dual
norm ‖ · ‖∗ (e.g. Theorem 6 in Kakade, Shalev-shwartz, and Tewari [148]).
Bregman Divergence. We will denote the Bregman divergence Dφz (·) centered at a point
z with respect to a β-strongly convex distance generating function φ(·) as
Dφz (x) := φ(x)− 〈∇φ(z), x− z〉 − φ(z). (2.3)
Strongly convex sets. A convex set K ⊆ Rm is an λ-strongly convex set w.r.t. a norm
‖ · ‖ if for any x, z ∈ K, any θ ∈ [0, 1], the ‖ · ‖ ball centered at θx+ (1− θ)z with radius
θ(1 − θ)λ
2
‖x − z‖2 is included in K [100]. Examples of strongly convex sets include `p
balls: ‖x‖p ≤ r,∀p ∈ (1, 2], Schatten p balls: ‖σ(X)‖p ≤ r for p ∈ (1, 2], and Group (s,p)
balls: ‖X‖s,p = ‖(‖X1‖s, ‖X2‖s, . . . , ‖Xm‖s)‖p ≤ r (see e.g. [100]).
Min-max problems and (approximate) Nash equilibrium A large number of core prob-
lems in statistics, optimization, and machine learning, can be framed as the solution of a
two-player zero-sum game. Linear programs, for example, can be viewed as a competi-
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Table 2.1: Summary of recovering existing optimization algorithms from Fenchel Game.
Here T denotes the total number of iterations, αt are the weights which set the emphasis on
iteration t, the last two columns on the table indicate the specific strategies of the players
in the FGNRD.
L-Smooth convex optimization: minw f(w)
as a game g(x, y) := 〈x, y〉 − f∗(y).
Algorithm rate weight y-player x-player
Frank-Wolfe
method [91]
Thm. 5 and 6







Thm. 5 and 6


















Thm. 9 and 10
O( L
T 2








Thm. 9 and 10
O( L
T 2








Thm. 9 and 11
O( L
T 2


















Non-smooth convex optimization: minw f(w)
as a game g(x, y) := 〈x, y〉 − f∗(y).
Algorithm rate weight y-player x-player
Smoothed
FW [159] O( 1√
T





Composite optimization: minw f(w) + ψ(w), where ψ(·) is possibly non-differentiable,
as a game g(x, y) := 〈x, y〉 − f∗(y) + ψ(x).




Thm. 9 and 13
O( L
T 2





L-smooth and µ strongly convex optimization: minw f(w)
as a game g(x, y) := 〈x, y〉 − f̃∗(y) + µ‖x‖
2
















tion between a feasibility player, who selects a point in Rn, and a constraint player that
aims to check for feasibility violations [5]. Boosting [95] can be viewed as the competition
between an agent that selects hard distributions and a weak learning oracle that aims to
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Table 2.2: Summary of new optimization algorithms from Fenchel Game. Here T denotes
the total number of iterations, αt are the weights which set the emphasis on iteration t, the
last two columns on the table indicate the specific strategies of the players in the FGNRD.
Non-smooth convex optimization: minw∈K f(w), where K is a λ-strongly convex set
as a game g(x, y) := 〈x, y〉 − f∗(y).
Assume that the norm of cumulative gradient does not vanish, ‖1t
∑t
s=1 ∂f(xs)‖ ≥ ρ.









L-smooth convex optimization: minw∈K f(w),
where K is a λ-strongly convex set that is centrally symmetric and contains the origin,
as a game g(x, y) := 〈x, y〉 − f∗(y)












L-smooth convex optimization: minw∈K f(w),
where K is a nuclear-norm ball
{
W ∈ Rd1×d2 :
∑d1∧d2
i=1 σi(W ) ≤ r
}
with the spectral norm of the gradient satisfying ‖∇f(·)‖2 ≤ G for all W ∈ NBd1,d2(r),
as a game g(x, y) := 〈x, y〉 − f∗(y)















overcome such challenges [94]. The hugely popular technique of Generative Adversarial
Networks (GANs) [119], which produce implicit generative models from unlabelled data,
has been framed in terms of a repeated game, with a distribution player aiming to produce
realistic samples and a discriminative player that seeks to distinguish real from fake.
Given a zero-sum game with payoff function g(x, y) which is convex in x and concave
in y, define V ∗ = infx∈K supy g(x, y). An ε-equilibrium of g(·, ·) is a pair x̂, ŷ such that
V ∗ − ε ≤ infx∈K g(x, ŷ) ≤ V ∗ ≤ supy g(x̂, y) ≤ V ∗ + ε. (2.4)






we instead construct a saddle-point problem which we call the Fenchel Game. We define
g : K × Rd as follows:
g(x, y) := 〈x, y〉 − f ∗(y). (2.6)
This payoff function is useful for solving the original optimization problem, since an equi-
librium of this game provides us with a solution to minx∈K f(x). Let x̂, ŷ be any equilib-














g(x̂, y) = sup
y
{〈x̂, y〉 − f ∗(y)} = f(x̂)
In other words, given an equilibrium pair x̂, ŷ of g(·, ·), we immediately have a minimizer
of f(·). This simple observation can be extended to approximate equilibria as well.
Lemma 1. If (x̂, ŷ) is an ε-equilibrium of the Fenchel Game (2.6), then f(x̂)−minx f(x) ≤
ε.
Lemma 1 sets us up for the remainder of the chapter. The framework, which we lay
out precisely in Section 2.3.2, will consider two players sequentially playing the Fenchel
game, where the y-player sequentially outputs iterates y1, y2, . . ., while alongside the x-
player returns iterates x1, x2, . . .. Each player may use the previous sequence of actions
of their opponent in order to choose their next point xt or yt, and we will rely heavily on
the use of no-regret online learning algorithms described in Section 2.3. In addition, we
need to select a sequence of weights α1, α2, . . . > 0 which determine the “strength” of each
round, and can affect the players’ update rules. What we will be able to show is that the
α-weighted average iterate pair, defined as
(x̂, ŷ) :=
(
α1x1 + . . .+ αTxT
α1 + · · ·+ αT
,
α1y1 + · · ·+ αTyT
α1 + · · ·+ αT
)
,
is indeed an ε-equilibrium of g(·, ·), and thus via Lemma 1 we have that x̂ approximately
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minimizes f . To get a precise estimate of ε requires us to prove a family of regret bounds,
which is the focus of the following section.
2.3 No-regret learning algorithms
An algorithmic framework, often referred to as no-regret learning or online convex opti-
mization, has been developed mostly within the machine learning research community, has
grown quite popular as it can be used in a broad class of sequential decision problems. As
we will explain in Section 2.3.1, one imagines an algorithm making repeated decisions by
selecting a vector of parameters in a convex set, and on each round is charged according
to a varying convex loss function. The algorithm’s goal is to minimize an objective known
as regret. In Section 2.3.2, we describe how online convex optimization algorithms with
vanishing regret can be implemented in a two-player protocol which sequentially computes
an approximate equilibria for a convex-concave payoff function. This is the core tool that
allows us to describe a range of known and novel algorithms for convex optimization, by
modularly combining pairs of OCO strategies. In Section 2.4 we provide several such OCO
algorithms, most of which have been proposed and analyzed over the past 10-20 years.
Protocol 2 Weighted Online Convex Optimization
1: Input: decision set K ⊂ Rn
2: Input: number of rounds T
3: Input: weights α1, α2, . . . , αT > 0 # Weights determined in advance
4: Input: algorithm OAlg #This implements the learner’s update strategy
5: for t = 1, 2, . . . , do
6: Return: xt ← OAlg #Alg returns a point xt
7: Receive: αt, `t(·)→ OAlg #Alg receives loss fn. and round weight
8: Evaluate: Loss← Loss + αt`t(xt) #Alg suffers weighted loss for choice of xt
9: end for
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2.3.1 Online Convex Optimization and Regret
Here we describe the framework, given precisely in Protocol 2, for online convex opti-
mization. We assume we have some learning algorithm known as OAlg that is tasked with
selecting “actions” from a compact and convex decision set K ⊂ Rd. On each round
t = 1, . . . , T , OAlg returns a point xt ∈ K, and is then presented with the pair αt, `t, where
αt > 0 is a weight for the current round and `t : K → R is a convex loss function that
evaluates the choice xt. While OAlg is essentially forced to “pay” the cost αt`t(xt), it can
then update its state to provide better choices in future rounds.
On each round t, the learner must select a point xt ∈ K, and is then “charged” a loss of
αt`t(xt) for this choice. Typically it is assumed that, when the learner selects xt on round
t, she has observed all loss functions α1`1(·), . . . , αt−1`t−1(·) up to, but not including, time
t. However, we will also consider learners that are prescient, i.e. that can choose xt with
knowledge of the loss functions up to and including time t. The objective of interest in









Oftentimes we will want to refer to the average regret, or the regret normalized by the time
weight AT :=
∑T





. Note that in online
learning literature, what has become a cornerstone of online learning research has been the
existence of no-regret algorithms, i.e. learning strategies that guarantee α-REGx → 0 as
AT →∞.
Let us consider some very simple learning strategies that will be used in this chapter,
and we note the available guarantees for each. We also refer the readers to some tutorial of
online learning for more online learning algorithms (see e.g. [216, 225, 127, 236]).
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2.3.2 Framework: optimization as Fenchel Game
We consider Fenchel game (2.6) with weighted losses depicted in Algorithm 3. In this
game, the y-player plays before the x-player plays and the x-player sees what the y-player
plays before choosing its action. The y-player receives loss functions αt`t(·) in round t, in
which `t(y) := f ∗(y)− 〈xt, y〉, while the x-player see its loss functions αtht(·) in round t,
in which ht(x) := 〈x, yt〉 − f ∗(yt). Consequently, we can define the weighted regret of the

















Notice that the x-player’s regret is computed relative to x∗ the minimizer of f(·), rather
than the minimizer of
∑T
t=1 αtht(·).
Protocol 3 Fenchel Game No-Regret Dynamics
1: Input: number of rounds T
2: Input: decision sets X ,Y ⊂ Rd
3: Input: Convex-concave payoff function g : X × Y → R
4: Input: weights α1, α2, . . . , αT > 0 Weights determined in advance
5: Input: algorithms OAlgY ,OAlgX #Learning algorithms for both players
6: for t = 1, 2, . . . , T do
7: Return: yt ← OAlgY #y-player returns a point yt
8: Update: αt, ht(·)→ OAlgX #x-player updates with αt and loss −g(·, yt)
9: where ht(·) := −g(·, yt)
10: Return: xt ← OAlgX #x-player returns a point xt
11: Update: αt, `t(·)→ OAlgY #y-player updates with αt and loss g(xt, ·)
12: where `t(·) := g(xt, ·)
13: end for










At times when we want to refer to the regret on another sequence y′1, . . . , y
′
T we may re-
fer to this as α-REG(y′1, . . . , y
′
T ). We also denote At as the cumulative sum of the weights
At :=
∑t
s=1 αs and the weighted average regret α-REG :=
α-REG
AT
. Finally, for offline
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constrained optimization (i.e. minx∈K f(x)), we let the decision space of the benchmark/-
comparator in the weighted regret definition to be X = K; for offline unconstrained op-
timization, we let the decision space of the benchmark/comparator to be a norm ball that
contains the optimum solution of the offline problem (i.e. contains arg minx∈Rn f(x)),
which means that X of the comparator is a norm ball. We let Y = Rd be unconstrained.
Theorem 3. Assume a T -length sequence α are given. Suppose in Algorithm 3 the online
learning algorithms OAlgx and OAlgy have the α-weighted average regret α-REGx and
α-REGy respectively. Then the output (x̄T , ȳT ) is an ε-equilibrium for g(·, ·), with ε =
α-REGx + α-REGy.
Proof. Suppose that the loss function of the x-player in round t is αtht(·) : X → R, where
ht(·) := g(·, yt). The y-player, on the other hand, observes her own sequence of loss func-






































































































g(x∗, y) + α-REGx
Note that supy∈Y g(x∗, y) = f(x∗) by Fenchel conjugacy, and hence we can conclude
that supy∈Y g(x∗, y) = V ∗ = supy∈Y infx∈X g(x, y) = infx∈X supy∈Y g(x, y). Combining
(2.11) and (2.13), we see that (x̄T , ȳT ) is an ε = α-REG
x
+ α-REGy equilibrium.
In order to utilize minimax duality, we have to define decision sets for two players, and
we must produce a convex-concave payoff function. First we will assume, for convenience,
that f(x) :=∞ for any x /∈ X . That is, it takes the value∞ outside of the convex/compact
set X , which ensures that f(·) is lower semi-continuous and convex. Now, let the x-player
be given the set X := {∇f(x) : x ∈ X}. One can check that the closure of the set X is a
convex set. Section 2.7.1 describes the proof.
Theorem 4. The closure of (sub-)gradient space {∂f(x)|x ∈ X} is a convex set.
2.4 Online Convex Optimization: An Algorithmic Menu
In this section we introduce and analyze several core online learning algorithms. Later in
Sections 2.5 & 2.6, we will show how composing different online learning algorithm within
the Fenchel Game No-Regret Dynamics (Protocol 3) enables to easily recover known re-
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sults and methods for convex optimization (Section 2.5), as well as to design new algorithm
with novel guarantees (Section 2.6).
We start by introducing the simplest algorithmic templates, and then move towards
more advanced techniques. In Subsection 2.4.6 we introduce and analyze a Meta-algorithm
that generalizes many of the methods and results that we introduce in the first subsec-
tions. For the sake of generality we provide guarantees assuming that the loss functions
are strongly-convex. Setting the strong-convexity parameter to 0 recovers the results for
general convex losses.
2.4.1 FTL (Follow The Leader)
FTL (Follow The Leader) is perhaps the simplest strategy in online learning, which plays
the best fixed action for the cumulative (weighted) loss seen so far in each round (Equa-
tion (2.14)). The corresponding analysis has been shown in many textbooks (e.g. [216,
236]).
Lemma 2. (FTL[zinit]) Let {αt`t(·)}Tt=1 be a sequence of loss functions such that each `t(·)















By Lemma 2, when we set the weights uiniformly, i.e. αt = 1 ∀t, and assume a bound
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which is a logarithmic regret in T .
On the other hand, when the loss function is linear, i.e. `t(·) := 〈θt, ·〉 for some loss
vector θt ∈ Rd, FTL might suffer linear regret. That is, the uniform regret could be
REG:=
∑T
t=1 `t(zt) − minz∈Z
∑T
t=1 `t(z) = Θ(T ) for some convex polytope Z , which
means that the learner fails to learn (see e.g. Example 2.2 [236]). However, if the con-
straint set Z satisfies a notion called strongly-convexity, then obtaining a logarithmic regret
is possible even when the loss function is linear.
Lemma 3 (Theorem 3.3 in [137]). Let {`t(·) := 〈θt, ·〉}Tt=1 be any sequence of linear
loss functions. Denote G := maxt≤T ‖θt‖ and assume that the support function Φ(·) :=
maxz∈Z(z, ·) has a unique maximizer for each cumulative loss vector Lt :=
∑t
s=1 θs at
round t. Define νT := min1≤t≤T ‖Lt‖. Let Z ⊂ Rd be an λ-strongly convex set. Choose











(1 + log(T )). (2.17)
2.4.2 FTL+ (Be The Leader)
As can be seen from Equation (2.18), in FTL+ (a.k.a. Be The Leader) the learner plays
the best fixed action for the cumulative (weighted) loss seen so far including the current
round. FTL+ is often used as analytic tool rather than a practical algorithm. Nevertheless,
note that in FGNRD (protocol 3) the x-player is allowed to view the current loss prior to
playing, and can therefore apply FTL+. This algorithm was named by [149], who also
proved that it actually guarantees non-positive regret. Here we provide a tighter bound.
22
Lemma 4. (FTL+) Let {αt`t(·)}Tt=1 be a sequence of loss functions such that each `t(·) is










‖zt−1 − zt‖2 ≤ 0. (2.19)
2.4.3 OPTIMISTICFTL
In the previous subsection, we have seen that FTL+ uses the knowledge of the loss function
at rounds t in order to ensure negative regret. While this knowledge is oftentimes unavail-
able, one can often access a “hint” function mt(·) that approximates `t(·) prior to choos-
ing an action zt. As can be seen from Equation (2.20) and Lemma 5, OPTIMISTICFTL
makes use of the availability of such hints in order to provide better guarantees. The next
statement shows that when we have “good” hints, in the sense that mt(·) ≈ `t(·), then
OPTIMISTICFTL obtains improved guarantees compared to standard FTL.
Lemma 5. (OptimisticFTL[zinit]) Let {αt`t(·)}Tt=1 be a sequence of loss functions such
that each `t(·) is µt-strongly convex. Given an initial point zinit = arg minz∈Z m1(·),
OptimisticFTL[zinit] is defined as follows,
z1 ← zinit














αt (`t(zt)− `t(wt+1))− αt (mt(zt)−mt(wt+1)) (2.21)
where wt := argminz∈Z
∑t−1
s=1 `s(z).
2.4.4 FTRL (Follow The Regularized Leader)
FTRL also called dual averaging in optimization literature [280] is a classic algorithm in
online learning (see e.g. [216, 127]). Looking at Equation (2.22) one can notice that FTRL
is similar to FTL with an additional Regularization term R(·) that is scale by a factor 1/η.
The regularization term induces stability into the decisions of the player, i.e., it enforces
consecutive decisions to be close to each other; and this property is often crucial in order
to ensure regret guarantees. For example, in the case of linear loss functions, FTRL (with
appropriate choices of η,R(·)) can ensure sublinear regret guarantees, while FTL cannot.
In what follows we assume that R(·) is a β-strongly-convex function over Z .
Lemma 6. (FTRL[R(·), η]) Let {αt`t(·)}Tt=1 be a sequence of loss functions such that each
`t(·) is µ-strongly convex, where µ ≥ 0. Also let η > 0 and R(·) be a β-strongly-convex















‖∇`t(zt)‖2∗ + 1η (R(z
∗)−R(z1)) . (2.23)
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2.4.5 FTRL+ (Be The Regularized Leader)
FTRL+ is a very similar to FTRL, with the difference that the former has an access to
all past loss functions up to and including the current round. Recall that in our FGNRD
template (protocol 3) the x-player is allowed to view the current loss prior to playing, and
can therefore apply FTRL+.
Lemma 7. (FTRL+ [R(·), 1/η]) Let {αt`t(·)}Tt=1 be a sequence of loss functions such that
each `t(·) is µ-strongly convex, where µ ≥ 0. Also let η > 0 and R(·) be a β-strongly-
convex function over Z . Then FTRL+[R(·), η] is defined as follows,





















‖zt−1 − zt‖2. (2.25)
where z0 = minz∈Z R(z) and z∗ is any point in Z .
2.4.6 A meta online learning algorithm: OPTIMISTICFTRL
Here we describe OPTIMISTICFTRL, a Meta-algorithm that captures all previously men-
tioned methods as a private cases. As can be seen from Equation (2.26), OPTIMISTICFTRL
employs a regularization term (similarly to FTRL and FTRL+), and makes use of a hint
sequence mt(·) (similarly to OPTIMISTICFTL).
In Lemma 8 we state the regret guarantees of OPTIMISTICFTRL, and then show how
does the guarantees of FTL, FTL+, OPTIMISTICFTL, FTRL, and FTRL+ follow as corol-
laries of this Lemma. The proof of Lemma 8 is provided in Subsection 2.4.10.
Lemma 8. (OptimisticFTRL[R(·), η]) Let {αt`t(·)}Tt=1 be a sequence of loss functions
such that each `t(·) is µt-strongly convex, µ ≥ 0 ∀t. Also let η > 0 and R(·) be a β-
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strongly-convex function over Z . Then OptimisticFTRL[R(·), η] is defined as follows,











where mt(·) is the hint (or the guess) for the loss function `t(·); and we assume that each


































‖zt − wt+1‖2 (term (D))











∗) (similarly to the way we define in
Equation (2.9)).
Remark: Note that the regret bound actually holds for any comparator z∗ ∈ Z . In our
Fenchel game fomulation, we will take z∗ be a minimizer of the optimization problem
minx∈K f(x) and Z ← K. The proof of Lemma 8 is deferred to Section 2.4.10. Next we
show how the aforementioned guarantees for FTL, FTL+, OptimisticFTL, FTRL, and
FTRL+ follow from the above Lemma.
Proof of Lemma 5 on OptimisticFTL . Observe that OPTIMISTICFTL is actually OPTI-
MISTICFTRL when R(·) is a zero function. Therefore, let R(·) = 0 in Lemma 8 and drop
term (C) and (D) in (2.27) as they are non-positive, we obtain the result.
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Proof of Lemma 7 on FTRL+ . Observer that the FTRL+ update is exactly equivalent to
OPTIMISTICFTRL with mt(·) = `t(·). Furthermore, wt+1 in Lemma 8 is actually zt of














‖zt−1 − zt‖2. (2.28)
Proof of Lemma 4 on FTL+ . Observe that FTL+ is actually FTRL+ withR(·) = 0. There-






‖zt−1 − zt‖2 ≤ 0. (2.29)
Proof of Lemma 6 on FTRL . Observe that FTRL is actually OPTIMISTICFTRL where









where we have dropped term (C) and term (D) on (2.27) since they are non-positive, and we
also note that wt in Lemma 8 is the same as zt here. To continue, we use Lemma 9. Specif-










R(·). Then, we have that φ(·) = αt`t(·), u1 = zt, u2 = zt+1 and that σ =
∑t
s=1 αsµ+ β.
So by Lemma 9 below, we have that







Combining (2.30) and (2.31) leads to the result.
Lemma 9 (Lemma 5 in [153]). Let ψ1(·), ψ2(·) : Z → R be two convex functions de-
fined over a closed and convex domain. Denote u1 := arg minz∈Z ψ1(z) and u2 :=
arg minz∈Z ψ2(z). Assume that ψ2 is σ-strongly convex with respect to a norm ‖ · ‖. Define
φ(·) := ψ2(·)− ψ1(·). Then,




Furthermore, if φ(·) is convex, then,




Proof of Lemma 2 on FTL . Observe that FTL is actually FTRL with R(·) = 0 . There-
fore, let R(·) = 0 and β = 0 in Lemma 6, we obtain the result.
Next, in Subsections 2.4.7, 2.4.9, and 2.4.8, we go on by presenting three additional on-
line learning algorithms that cannot be captured by the OPTIMISTICFTRL Meta-algorithm.
2.4.7 FTPL (Follow the Perturbed Leader)
One of the most powerful techniques that grew our of online learning is the use of pertur-
bations as a type of regularization to obtain vanishing regret guarantees. This idea was first
suggested and analyzed by Hannan [122], and later simplified and generalized by Kalai and
Vempala [149], who coined the name Follow the Perturbed Leader (FTPL). The main idea
is to solve the FTL optimization problem with an additional random linear function added
to the input, and to select1 zt as the expectation of the argmin under this perturbation. More
1Technically speaking, the results of [149] only considered linear loss functions and hence their analysis












Here ξ is some random vector drawn according to an appropriately-chosen distribution and
`s(z) is the loss function of the player on round s. Curiously, it was shown in [1] that there
is a strong connection between FTPL and FTRL.
2.4.8 BESTRESP+ (Best Response)
Perhaps the most trivial strategy for a prescient learner is to ignore the history of the




`t(z) ; (BestResp+) . (2.34)






t=1 αt`t(z) ≤ 0 (2.35)
Proof. Since zt = argminz∈Z `t(z), we have that `t(zt) ≤ `t(z) for any z ∈ Z . The result
follows by summing the inequalities from t = 1, . . . , T , and recalling that the αt’s are
non-negative.
2.4.9 OMD+ (Prescient Mirror Descent)
For any sequence of proper lower semi-continuous convex functions {αt`t(·)}Tt=1, consider
that the player uses OMD+ for updating its action, which is defined as follows.




+ [φ(·), γ]) (2.36)
here due to space, actually computing the average argmin is indeed non-trivial.
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where we recall that the Bregman divergence Dφz (·) is with respect to a β-strongly convex
distance generating function φ(·)(see Equation (2.3)). Note that in the above definition of
OMD+, we assume that the online player is prescient, i.e., it knows the loss functions `t
prior to choosing zt. Recall that in FGNRD (protocol 3) the x-player is allowed to view the
current loss prior to playing, and can therefore apply OMD+.
Lemma 11. (OMD+ [φ(·), γ]) Assume that the Bregman Divergence is uniformly bounded
on Z , so that D := Dφz0(z
∗), where z0, z∗ are any points in Z . For any sequence of proper
lower semi-continuous convex loss functions {αt`t(·)}Tt=1, the weighted regret of OMD+









Proof. The key inequality we need is Lemma 12; using the lemma with θ(z) = γ(αt`t(z)),
z+ = zt and c = zt−1 we have that
γ(αt`t(zt))− γ(αt`t(z∗)) = θ(zt)− θ(z∗) ≤ Dφzt−1(z
∗)−Dφzt(z
∗)−Dφzt−1(zt). (2.37)
















































Lemma 12 (Property 1 in [259]). For any proper lower semi-continuous convex function
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θ(z), let z+ = argminz∈Z θ(z) +D
φ
c (z). Then, it satisfies that for any z
∗ ∈ Z ,




Proof. The result is quite well-known and also appeared in (e.g. [49]). For completeness,
we replicate the proof here. Recall that the Bregman divergence with respect to the distance
generating function φ(·) at a point c is: Dφc (z) := φ(z)− 〈∇φ(c), z − c〉 − φ(c).
Denote F (z) := θ(z) + Dφc (z). Since z
+ is the optimal point of minz∈Z F (z), by
optimality,
〈z∗ − z+,∇F (z+)〉 = 〈z∗ − z+, ∂θ(z+) +∇φ(z+)−∇φ(c)〉 ≥ 0, (2.40)
for any z∗ ∈ Z . Now using the definition of subgradient, we have that
θ(z∗) ≥ θ(z+) + 〈∂θ(z+), z∗ − z+〉. (2.41)
By combining (2.40) and (2.41), we have that
θ(z∗) ≥ θ(z+) + 〈∂θ(z+), z∗ − z+〉.
≥ θ(z+) + 〈z∗ − z+,∇φ(c)−∇φ(z+)〉.
= θ(z+)− {φ(z∗)− 〈∇φ(c), z∗ − c〉 − φ(c)}
+ {φ(z∗)− 〈∇φ(z+), z∗ − z+〉 − φ(z+)}
+ {φ(z+)− 〈∇φ(c), z+ − c〉 − φ(c)}







2.4.10 Proof of Lemma 8



























































































as w1 := arg minz∈Z R(z). So the base case trivially holds.
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Let us assume that the inequality (2.44) holds for t = 0, 1, . . . , T − 1. Now consider
round T . We have that
T∑
t=1
αt (mt(zt)−mt(wt+1) + `t(wt+1))
(a)









































‖zT − wT‖2 +
T−1∑
t=1
αt`t(zT ) + αTmT (zT )
(c)















































where (a) we use the induction such that the inequality (2.44) holds for any z∗ ∈ Z includ-


























as wT is the minimizer of a βη +
∑T−1









and (c) is because
T−1∑
t=1























as zT is the minimizer of a βη +
∑T−1
t=1 αtµt + αT µ̂T strongly convex function since











and (d) is due to








2.5 Recovery of existing algorithms
What we are now able to establish, using the tools developed above, is that several iterative
first order methods to minimize a convex function can be cast as simple instantiations of
the Fenchel game no-regret dynamics. But more importantly, using this framework and the
various regret bounds stated above, we able to establish a convergence rate for each via a
unified analysis.
For everyone one of the optimization methods we explore below we provide the fol-
lowing:
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1. We state the update method described in its standard iterative form, alongside an
equivalent formulation given as a no-regret dynamic. To provide the FGNRD form,
we must specify the payoff function g(·, ·)–typically the Fenchel game, with some
variants—as well as the sequence of weights αt, and the no-regret algorithms OAlgY ,OAlgX
the two players.
2. We provide a proof of this equivalence, showing that the FGNRD formulation does
indeed produce the same sequence of iterates as the iterative form; this is often de-
ferred to the appendix.
3. Leaning on Theorem 3, we prove a convergence rate for the method.
2.5.1 Frank-Wolfe method and its variants
The Frank-Wolfe method (FW) [91], also known as conditional gradient, is known for solv-
ing constrained optimization problems. FW is entirely first-order, while requiring access
to a linear optimization oracle. Specifically, given a compact and convex constraint set
K ⊂ Rd, FW relies on the ability to (quickly) answer queries of the form argminx∈K〈x, v〉,
for any vector v ∈ Rd. In many cases this linear optimization problem is much faster for
well-behaved constraint sets; e.g. simple convex polytopes, the PSD cone, and various balls
defined by vector and matrix norms [103, 101, 34]. When the constraint set is the nuclear
norm ball, which arises in matrix completion problems, then the linear optimization oracle
corresponds to computing a top singular vector, which requires time roughly linear in the
size of the matrix [290, 127].
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Algorithm 4 Frank-Wolfe [91]





wt ← (1− γt)wt−1 + γtvt




Iterative Description FGNRD Equivalence
Output: wT = x̄T
We describe the Frank-Wolfe method precisely in Algorithm 4, in both its iterative
form and its FGNRD interpretation. We begin by showing that these two representations
are equivalent.
Theorem 5. The two interpretations of Frank-Wolfe, as described in Algorithm 4, are
equivalent. That is, for every t, the iterate wt computed iteratively on the left hand side
is identically the weighted-average point x̄t produced by the dynamic on the right hand
side.
Proof. We show, via induction, that the following three equalities are maintained for ev-
ery t. Note that three objects on the left correspond to the iterative description given in
Algorithm 4 whereas the three on the right correspond to the FGNRD description.
∇f(wt−1) = yt (2.49)
vt = xt (2.50)
wt = x̄t. (2.51)
To start, we observe that since the OAlgY is set as FTL[∇f(w0)], we have that the base case
for (2.49), y1 = ∇f(w0), holds by definition. Furthermore, we observe that for any t we





αt (〈x, yt〉 − f ∗(yt)) = argmin
x∈X
〈x,∇f(wt−1)〉 = vt (2.52)









, a bit of algebra verifies






















Finally, we show that (2.49) holds for t > 1 via induction. Recall that yt is selected via
FTL against the sequence of loss functions αt`t(·) := −αtg(xt, ·) Precisely this means
that, for t > 1,



















x̄>t−1y − f ∗(y)
}
= ∇f(x̄t−1),
The final line follows as a result of the Legendre transform [30]. Finally, by induction, we
have that x̄t−1 = wt−1, and hence we have established (2.49). This completes the proof.
Now that we have established Frank-Wolfe as an instance of Protocol 3, we can now
prove a bound on convergence using the tools established in Section 2.3.
Theorem 6. Let wT be the output of Algorithm 4. Let f be L-smooth and let K have
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Proof. Now that we have established that Algorithm 4 is an instance of Protocol 3, we can
appeal directly to Theorem 3 to see that
f(wT )−min
w∈K
f(w) ≤ α-REGx[BESTRESP+] + α-REGy[FTL].
Recall that, by Lemma 10, we have that α-REGx[BESTRESP+] ≤ 0. Let us then turn our
attention to the regret of OAlgY .
First note that, since f(·) is L-smooth, its conjugate f ∗(·) is 1
L
-strongly convex, and
thus the function −g(x, ·) is also 1
L
-strongly convex in its second argument. Next, if we
define `t(·) := −g(xt, ·), then we can bound the norm of the gradient as
‖∇`t(yt)‖2 = ‖xt −∇f ∗(yt)‖2 = ‖xt − x̄t−1‖2 ≤ D.

















This completes the proof.
2.5.1.1 Variant 1: a linear rate Frank-Wolfe over strongly convex set
Levitin and Polyak [169], Demyanov and Rubinov [69], Dunn [81] show that under certain
conditions, Frank-Wolfe for smooth convex function (not necessarily a strongly convex
function) for strongly convex sets has linear rate under certain conditions. We show that a
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similar result can be derived from the game framework.
Theorem 7. Suppose that minx∈K f(x) is L-smooth convex. and that K is a λ-strongly
convex set. Also assume that the gradients of the f(·) in K are bounded away from 0, i.e.,
maxx∈K ‖∇f(x)‖ ≥ B. Then, there exists a FW-like algorithm that has O(exp(−λBL T ))
rate which is an instance of Algorithm 3 with the weighting scheme αt := 1‖∇`t(yt)‖2 if Alg. 3
sets OAlgY := FTL and OAlgX := BESTRESP+.
Note that the weights αt are not predefined but rather depend on the queries of the
algorithm. The proof of Theorem 7 is described in full detail in Section 2.7.2.
2.5.1.2 Variant 2: a smoothing Frank-Wolfe for non-smooth functions
Looking carefully at the proof of Theorem 6, the fact that FTL was suitable for the vanilla
FW analysis relies heavily on the strong convexity of the functions `t(·) := −g(xt, y),
which in turn results from the smoothness of f(·). But what about when f(·) is not smooth,
is there an alternative algorithm available?
We observe that one of the nice techniques to grow out of the online learning com-
munity is the use of perturbations as a type of regularization to obtain vanishing regret
guarantees [149] – their method is known as Follow the Perturbed Leader (FTPL). The
main idea is to solve an optimization problem that has a random linear function added to











Here Z is some random vector drawn according to an appropriately-chosen distribution and
`s(x) is the loss function of the x-player on round s; with the definition of payoff function
g, i.e. `s(y) := −x>s y + f ∗(y).
2Technically speaking, the results of Kalai and Vempala [149] only considered linear loss functions and
hence their analysis did not require taking averages over the input perturbation. While we will not address
computational issues here due to space, actually computing the average argmin is indeed non-trivial.
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One can show that, as long asZ is chosen from the right distribution, then this algorithm





, although obtaining the correct dimen-
sion dependence relies on careful probabilistic analysis. Recent work of Abernethy et al.
[1] shows that the analysis of perturbation-style algorithm reduces to curvature properties
of a stochastically-smoothed Fenchel conjugate.
What is intriguing about this perturbation approach is that it ends up being equivalent
to an existing method proposed by Lan [159] (Section 3.3), who also uses a stochastically














(ȳt−1 + Z/(t− 1))>x− f ∗(x)
}]
= EZ [∇f(ȳt−1 + Z/(t− 1))] = ∇f̃t−1(ȳt−1)
(2.53)
where f̃α(x) := E[f(x + Z/α)]. Lan [159] suggests using precisely this modified f̃ ,





. As discussed, the same would follow from
vanishing regret of FTPL. In other words, by plugging in FTPL as the alternative algorithm,
what we’re actually doing is using a “stochastically smoothed” version of f .
2.5.1.3 Variant 3: an incremental Frank-Wolfe
Recently, Négiar et al. [203] and Lu and Freund [186] propose stochastic Frank-Wolfe algo-
rithms for optimizing smooth convex finite-sum functions, i.e. minx∈K f(x) := 1n
∑n
i=1 fi(x),
where each fi(x) := φ(x>zi) represents a loss function φ(·) associated with sample zi. In
each iteration the algorithms only require a gradient computation of a single component,
see option (A) of Algorithm 5. Négiar et al. [203] show that the algorithm has O( cκ
T
) ex-
pected convergence rate, where cκ is a number that depends on the underlying data matrix
z and in worst case is bounded by the number of components n. We show that a similar




deterministic convergence rate, which picks a sample in each iteration by cycling through
the data points. We have the following theorem and its proof is in Section 2.7.3.
Algorithm 5 Stochastic Frank-Wolfe algorithm: (option (A) is the algorithm of [203], while option
(B) is the algorithm analyzed in this work.)
1: Init: w0 ∈ K.
2: For each sample i, compute gi,0 := 1n∇fi(w0) ∈ R
d.
3: for t = 1, 2, . . . , T do
4: Option (A): Sample a it ∈ [n] uniformly at random.
5: Option (B): Select a sample it ∈ [n] by cycling through the samples.




8: vt = arg minx∈K〈x, gt〉.










Theorem 8. When both are run for exactly T rounds, the output x̄T of Algorithm 3 with
the weighting scheme {αt = t} is identically the output wT of Algorithm 5 with learning
rate γt = 1t as long as: (I) Alg. 3 sets OAlg
Y := gt (line 7 of Algorithm 5); (II) Alg. 3 sets
OAlgX := BESTRESP+. Furthermore, assume that f(·) is L-smooth convex and that its






, where r is a bound of the length of any point x in the
constraint set K, i.e. maxx∈K ‖x‖ ≤ r, and D is the squared of the diameter of K.
2.5.1.4 Related works
Bach [20] shows that for certain types of objectives, subgradient descent applied to the pri-
mal domain is equivalent to FW applied to the dual domain. Garber and Hazan [100] shows
that for strongly convex and smooth objective functions, FW can achieve O(1/T 2) conver-
gence rate over strongly convex set . Garber and Hazan [99], Garber and Hazan [101] show
that exponential convergence for strongly convex and smooth objectives over some poly-
topes can be achieved by a projection-free algorithm. Their algorithms require a stronger
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oracle by using the standard one, but can be efficiently implemented for certain polytopes
like simplex. Other linear rate of FW-like algrorithms for certain convex polytopes includes
[103, 276, 111, 157, 93]. There are also many works of Frank-Wolfe on different aspects,
e.g. online learning setting [128], minimizing some structural norms [124, 287], reducing
the number of gradient evaluations [161], block-wise update for structural SVM [158, 217,
270]. Finally, we note that Frank-Wolfe has a nice property that it tends to produce sparse
solution (see e.g. [139, 56]), as it adds one component at a time.
2.5.2 Accelerated methods for smooth convex optimization
In this subsection, we are going to introduce several accelerated algorithms. To achieve
acceleration, we will consider that the y-player in the game plays OPTIMISTICFTL





αs`s(y), and let mt(·) := `t−1(·), (2.54)
where the learner uses the loss function of the previous round `t−1(·) as the guess mt(·) of
the loss function at t before observing the loss function.











It is critical that we have two parallel sequences of iterate averages for the x-player. Our
final algorithm will output x̄T , whereas the Fenchel game dynamics will involve computing
∇f at the reweighted averages x̃t for each t = 1, . . . , T .








∗(y)− 〈xs, y〉) = argmax
y









∗(y)− 〈xs, y〉) (2.58)
= ∇f(x̃t), (2.59)
x̃t − x̄t =
αt
At
(xt−1 − xt). (2.60)
Equations (2.56) and (2.58) follow from elementary properties of Fenchel conjugation and
the Legendre transform [232]. Equation (2.60) follows from a simple algebraic calculation.
Lemma 13. Suppose f(·) is a convex function that is L-smooth with respect to the the norm
‖ · ‖ with dual norm ‖ · ‖∗. Let x1, . . . , xT be an arbitrary sequence of points. Then, we
have





‖xt−1 − xt‖2. (2.61)
Proof. Using Lemma 5 withmt(·)← `t−1(·),wt ← ŷt, and zt ← ỹt, and that αt (`t(y)− `t−1(y))
= αt〈xt−1 − xt, y〉 in Fenchel Game, we have
∑T
t=1 αt`t(ỹt)− αt`t(y∗) ≤
∑T
t=1 αt (`t(ỹt)− `t−1(ỹt)− (`t(ŷt+1)− `t−1(ŷt+1)))
(Eqns. 2.56, 2.58) =
∑T
t=1 αt〈xt−1 − xt,∇f(x̃t)−∇f(x̄t)〉
(Hölder’s Ineq.) ≤
∑T
t=1 αt‖xt−1 − xt‖‖∇f(x̃t)−∇f(x̄t)‖∗
(L-smoothness of f ) ≤ L
∑T
t=1 αt‖xt−1 − xt‖‖x̃t − x̄t‖





‖xt−1 − xt‖‖xt−1 − xt‖
as desired, where the first inequality is because that mt(·) = `t−1(·).
Theorem 9. Let us consider the output (x̄T , ȳT ) of Algorithm 3 under the following con-
ditions: (a) the sequence {αt} is positive but otherwise arbitrary (b) OAlgy is chosen
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OPTIMISTICFTL, (c) OAlgx is OMD+ with a parameter γ, and (d) we have a bound
Vx0(x




















On the other hand, following the same setting, if OAlgx is chosen as FTRL+ with a β-




















where R(x̂) = minx∈X R(x).
Proof. We have already done the hard work to prove this theorem. Lemma 1 tells us we can
bound the error of x̄T by the ε error of the approximate equilibrium (x̄T , ȳT ). Theorem 3
tells us that the pair (x̄T , ȳT ) derived from Algorithm 3 is controlled by the sum of averaged
regrets of both players, 1
AT
(α-REGx[OMD+] + α-REGy[OPTIMISTICFTL]). But we now
have control over both of these two regret quantities, from Lemmas 13 of OPTIMISTICFTL




















On the other hand, if the y-player is OPTIMISTICFTL and the x-player is FTRL+, then,
by Lemma 13 of OPTIMISTICFTL and Lemma 7 of FTRL+ with µ = 0 (as the x-player




















where R(x̂) = minx∈X R(x).
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Theorem 3 is somewhat opaque without a specifying the sequence {αt}. But what we





constant! This is where we obtain the following fast rate.
Corollary 1. Following the setting as Theorem 9, if the x-player is MD with a 1-strongly
convex distance generating function φ(·) and the parameter γ that satisfies 1
CL
≤ γ ≤ 1
4L







∗) ≤ D. Similarly, if the x-player is FTRL+ with a 1-strongly convex regular-
izer R(·), and the parameter γ satisfies 1
CL
≤ η ≤ 1
4L










where R(x̂) = minx∈X R(x).
Proof. As we use αt = t, we have that At :=
t(t+1)
2
. The choice of {αt, γ} implies
D
γ







≤ 2L ≤ 1
2γ
, which ensures that the summation term in (2.62)
is negative. The rest is simple algebra.
Similar calculations can be done for the bound (2.63), and hence omitted.
It is worth dwelling on exactly how we obtained the above result. A less refined anal-
ysis of the OMD+ algorithm would have simply ignored the negative summation term in
Lemma 11, and simply upper bounded this by 0. But the negative terms ‖xt − xt−1‖2 in
this sum happen to correspond exactly to the positive terms one obtains in the regret bound
for the y-player, but this is true only as a result of using the OPTIMISTICFTL algorithm.
To obtain a cancellation of these terms, we need a γt which is roughly constant, and hence




= O(1). The final bound, of course, is determined by the in-
verse quantity 1
AT
, and a quick inspection reveals that the best choice of αt = θ(t). This
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is not the only choice that could work, and we conjecture that there are scenarios in which
better bounds are achievable for different αt tuning. We show in Subsection 2.5.3 that a
linear rate is achievable when f(·) is also strongly convex, and there we tune αt to grow
exponentially in t rather than linearly.
2.5.2.1 Nesterov’s methods
Algorithm 6 Nesterov’s 1-memory method [206, 259]
Given: L-smooth f(·), convex domain K, arbitrary v0 ∈ K, 1-strongly convex distance
generating function φ(·), iterations T
βt ← 2t+1 , γt ←
t
4L




wt ← (1− βt)wt−1 + βtvt
g(x, y) := 〈x, y〉 − f∗(y)
αt := t for t = 1, . . . , T
OAlgY := OPTIMISTICFTL[∇f(v0)]
OAlgX := OMD+[φ(·), 14L ]
Iterative Description FGNRD Equivalence
Output: wT = x̄T ,
Algorithm 7 Nesterov’s∞-memory method [208, 259]
Given: L-smooth f(·), convex domain K, arbitrary v0 ∈ K, 1-strongly convex regularizer
R(·), iterations T
βt ← 2t+1 , γt ←
t
4L






wt ← (1− βt)wt−1 + βtvt
g(x, y) := 〈x, y〉 − f∗(y)
αt := t for t = 1, . . . , T
OAlgY := OPTIMISTICFTL[∇f(v0)]
OAlgX := FTRL+[R(·), 14L ]
Iterative Description FGNRD Equivalence
Output: wT = x̄T ,
Starting from 1983, Nesterov has proposed three accelerated methods for smooth con-
vex problems (i.e. [205, 204, 206, 208]). In this section, we show that our accelerated
algorithm to the Fenchel game can generate all the methods with some simple tweaks.
We first consider recovering Nesterov’s (1988) 1-memory method [206] and Nesterov’s
(2005)∞-memory method [208]. To be precise, we adopt the presentation of Nesterov’s
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algorithm given in Algorithm 1 and Algorithm 3 of Tseng [259] respectively.
Theorem 10. The two interpretations of Nesterov’s 1-memory method (Nesterov’s ∞-
memory method, as described in Algorithm 6 (Algorithm 7, respectively), are equivalent.
That is, for every t, the iterate wt computed iteratively on the left hand side is identically
the weighted-average point x̄t produced by the dynamic on the right hand side.
Proof. Let us recall the notations (2.55), x̄t := 1At
∑t




s=1 αsxs). We show, via induction, that the following three equalities are maintained
for every t. Note that three objects on the left correspond to the iterative description given
in Algorithm 6 whereas the three on the right correspond to the FGNRD description.
∇f(zt) = yt (2.66)
vt = xt (2.67)
wt = x̄t. (2.68)
We first note that the initialization ensures that (2.66) holds for t = 1. Second, the choices











αsvs, if (βt =
2
t+ 1
, αt = t). (2.69)
From (2.69), we see that (2.67) implies (2.68), as wt is always an average of the updates vt.
It remains to establish (2.66) and (2.67) via induction.
Let us first show (2.66). We have already shown in (2.58) that yt = ∇f(x̃t). So

























xt−1 = x̃t. To show (2.67), observe that the update on line 5 of Algorithm 3
is exactly equivalent to OMD+ shown on (2.36) for which γ ← 1
4L
and θt ← yt = ∇f(zt).
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Since by induction, xt−1 = vt−1, we have that xt = vt. We thus have completed the first
part of proof.
Similar analysis can be conducted for the equivalency between Nesterov’s∞-memory
method. Specifically, the method corresponds to FTRL+ is used as the x-player’s strategy.
2.5.2.2 Acceleration for unconstrained smooth convex problems
Algorithm 8 Nesterov’s first acceleration method [204, 205]
Given: L-smooth f(·), arbitrary z0 ∈ Rd, iterations T
θ ← t
2(t+1)L
, βt ← t−1t+2
wt ← zt−1 − θ∇f(zt−1)
zt ← wt + βt(wt − wt−1)
g(x, y) := 〈x, y〉 − f∗(y)
αt := t for t = 1, . . . , T
OAlgY := OPTIMISTICFTL[∇f(z0)]





Iterative Description FGNRD Equivalence
Output: wT = x̄T
Now let us consider that the x-player’s action space is unconstrained. That is, K = Rn.
We are going to show that our framework can recover Nesterov’s first acceleration method
[205, 204] (see also [248]).
Theorem 11. The interpretations of Nesterov’s first acceleration method [205, 204] as
described in Algorithm 8 are equivalent. That is, for every t, the iterate wt computed
iteratively on the left hand side is identically the weighted-average point x̄t produced by
the dynamic on the right hand side.
Proof. First of all, in the OMD+ strategy of the x-player, we can let the distance generating
function of the Bregman divergence to be the squared of L2 norm, i.e. φ(x) := 1
2
‖x‖22.
Then, the update becomes xt = argminx γt〈x, αtyt〉 + Vxt−1(x) = argminx γt〈x, αtyt〉 +
1
2
‖x‖22 − 〈xt−1, x− xt−1〉 − 12‖xt−1‖
2
2. Differentiating the objective w.r.t x and setting it to
zero, one will get xt = xt−1 − γtαtyt.
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To see the equivalence, let us re-write x̄t := 1At
∑t










































)(x̄t−1 − x̄t−2). (2.70)
Let us switch to comparing the update of (2.70) of Nesterov’s method with the update of
the HEAVYBALL algorithm. We see that (2.70) has the so called momentum term (i.e. has a
(x̄t−1− x̄t−2) term). But, the difference is that the gradient is evaluated at x̃t = 1At (αtxt−1 +∑t−1




s=1 αsxs, which is the consequence that the y-player plays
OPTIMISTICFTL. To elaborate, let us consider a scenario (shown in Algorithm 9) such that
the y-player plays FTL instead of OPTIMISTICFTL.
Algorithm 9 Heavy Ball
Given: L-smooth f(·), arbitrary z0 ∈ K, iterations T
ηt ← t2(t+1)L , βt ←
t−1
t+2
vt ← wt−1 − wt−2
wt ← wt−1 − ηt∇f(wt−1) + βtvt
g(x, y) := 〈x, y〉 − f∗(y)
αt := t for t = 1, . . . , T
OAlgY := FTL[∇f(w0)]





Iterative Description FGNRD Equivalence
Output: wT = x̄T
Following what we did in (2.70), we can rewrite x̄t of Algorithm 9 as










by observing that (2.70) still holds except that ∇f(x̃t) is changed to ∇f(x̄t−1) as the y-
player uses FTL now, which give us the update of the Heavy Ball algorithm as (2.71).
Moreover, by the regret analysis, we have the following theorem. The proof is in Sec-
tion 2.7.4.
Theorem 12. Let αt = t. Assume K = Rn. Also, let γt = O( 1L). The output x̄T of
Algorithm 9 is an O( 1
T
)-approximate optimal solution of minx f(x).
To conclude, by comparing Algorithm 8 and Algorithm 9, we see that Nesterov’s (1983)
method enjoys O(1/T 2) rate since its adopts OPTIMISTICFTL, while the HEAVYBALL
algorithm which adopts FTL may not enjoy the fast rate, as the distance terms may not
cancel out. The result also conforms to empirical studies that the HEAVYBALL does not
exhibit acceleration on general smooth convex problems.
2.5.2.3 Accelerated proximal method
Algorithm 10 Accelerated proximal method
Given: L-smooth f(·), arbitrary w0 ∈ Rd, iterations T .
βt ← 2t+1 , γt ←
t
4L
zt ← (1− βt)wt−1 + βtvt−1
vt ← proxtγψ(xt−1 − tγ∇f(zt))
wt ← (1− βt)wt−1 + βtvt
g(x, y) := 〈x, y〉 − f∗(y) + ψ(x)
αt := t for t = 1, . . . , T
OAlgY := OPTIMISTICFTL[∇f(v0)]
OAlgX := OMD+[φ(·), 14L ]
Iterative Description FGNRD Equivalence
Output: wT = x̄T
In this section, we consider solving composite optimization problems
min
x∈Rd
f(x) + ψ(x), (2.72)
where f(·) is smooth convex but ψ(·) is possibly non-differentiable convex (e.g. ‖ ·‖1). We
want to show that the game analysis still applies to this problem. We just need to change the
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g(x, y) := {〈x, y〉 − f ∗(y) + ψ(x)}. (2.73)
Notice that the minimax value of the game is minx f(x) + ψ(x), which is exactly the
optimum value of the composite optimization problem. Let us denote the proximal operator






. 3 We have Algorithm 10. We remark that
Algorithm 10 is essentially Algorithm 6, as the learners use the same stategies and the
weighting scheme αt = t is the same. The only difference is the new payoff function
g(x, y) (2.73).




‖x‖22, which leads to the following update,
xt = argmin
x
γ(αtht(x)) + Vxt−1(x) = argmin
x






(‖x‖22 + 2〈αtγyt − xt−1, x〉) = proxαtγψ(xt−1 − αtγ∇f(x̃t)).
(2.74)
One can view Algorithm 10 as a variant of the so called “Accelerated Proximal Gradient”in
Beck and Teboulle [25]. Yet, the design and analysis of our algorithm is simpler than that
of Beck and Teboulle [25].






Proof. Even though the payoff function g(·, ·) is a bit different, the proof still essentially
follows the same line as Theorem 9 and Collorary 1, as y-player plays OPTIMISTICFTL
and the x-player plays OMD+.
3It is known that for some ψ(·), their corresponding proximal operations have closed-form solutions (see
e.g. [220] for details).
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2.5.2.4 Related works
In recent years, there are growing interest in giving new interpretations of Nesterov’s ac-
celerated algorithms or proposing new varaints. For example, Tseng [259] gives a unified
analysis for some Nesterov’s accelerated algorithms Nesterov [206], Nesterov [207], Nes-
terov [208], using the standard techniques and analysis in optimization literature. Lessard,
Recht, and Packard [168], Hu and Lessard [133] connects the design of accelerated algo-
rithms with dynamical systems and control theory. Bubeck, Lee, and Singh [37] gives a
geometric interpretation of the Nesterov’s method for unconstrained optimization, inspired
by the ellipsoid method. Flammarion and Bach [87] studies the Nesterov’s methods and
the HEAVYBALL method for quadratic non-strongly convex problems by analyzing the
eigen-values of some linear dynamical systems. Allen-Zhu and Orecchia [11] proposes
a variant of accelerated algorithms by mixing the updates of gradient descent and mirror
descent and showing the updates are complementary. Diakonikolas1 and Orecchia [72],Di-
akonikolas and Orecchia [71] propose a primal-dual view that recovers several first-oder
algorithms with careful discretizations of a continuous-time dynamic, which also leads to
a new accelerated extra-gradient descent method. Cohen, Sidford, and Tian [57] show a
simple acceleration proof of mirror prox operators and problems [215] and dual extrapo-
lation Nesterov [210] based on solving the Fenchel game. Su, Boyd, and Candes [248],
Wibisono, Wilson, and Jordan [274], Shi et al. [241] connect the acceleration algorithms
with differential equations. Finally, we note an independent work Lan and Zhou [162],
Lan [160] provide a game interpretation of Nesterov’s accelerated method. In our work,
we show a deeper connection with regret analysis in online learning and propose a modu-
lar framework that is not limited to Nesterov’s method. We also note that in recent years
there has emerged a lot of work where learning problems are treated as repeated games,
and many researchers have been studying the relationship between game dynamics and
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provable convergence rates (see e.g. [4, 22, 113, 67, 194]).
2.5.3 Accelerated linear-rate method for strongly convex smooth problems
Algorithm 11 Accelerated Gradient with Linear Convergence
Given: L-smooth µ-strongly convex f(·), convex domain K, arbitrary w0 ∈ K, iterations







, γt ← αt






wt ← (1− β)wt−1 + βvt
g(x, y) := 〈x, y〉 − f̃∗(y) + µφ(x)






1−θAt−1 for t = 2, . . . , T,






Iterative Description FGNRD Equivalence
Output: wT = x̄T
Nesterov observed that, when f(·) is both µ-strongly convex and L-smooth, one can
achieve a rate that is exponentially decaying in T (e.g. page 71-81 of [207]). It is natural to
ask if the zero-sum game and regret analysis in the present work also recovers this faster rate
in the same fashion. We answer this in the affirmative. Denote κ := L
µ
. In the following,
we assume that the function f(·) is L-smooth with respect to some norm ‖ · ‖ and there
exists a differentiable function r(·) that is Lφ-smooth and 1-strongly convex with respect to
the same norm ‖ · ‖. Furthermore, assume f(·) is µ-strongly convex in the following sense
(see also Section 3.3 of [160]),
f(z) ≥ f(x) + 〈∇f(x), z − x〉+ µDφx(z), (2.75)
for all z, x ∈ K, where Dφx(z) is the Bregman divegence. In the case that the norm is the
l2 norm, i.e. ‖ · ‖2, we can define φ(x) := 12‖x‖
2
2 (and hence Lφ = 1), and the strong
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convexity condition (2.75) becomes
f(z) ≥ f(x) + 〈∇f(z), z − x〉+ 1
2
‖z − x‖22. (2.76)
The function f̃(x) := f(x)− µφ(x) is a convex function for all x ∈ K (see e.g. [187]).
Based on this property, we consider a new game
g̃(x, y) := 〈x, y〉 − f̃ ∗(y) + µφ(x), (2.77)
where the minimax vale of the game is V ∗ := minx maxy g̃(x, y) = minx f̃(x) + µφ(x) =
minx f(x). In this game, the loss of the y-player in round t is αt`t(y) := αt(f̃ ∗(y) −
〈xt, y〉), while the loss of the x-player in round t is a strongly convex function αtht(y) :=
αt(〈x, yt〉+ µφ(x)). We have the following theorem
Theorem 14. Suppose that the function f(·) is L-smooth with respect to some norm ‖ · ‖
and φ(·) is differentiable, Lφ-smooth, and 1-strongly convex with respect to the same norm.
Assume that the function f(·) is µ-strongly convex in the sense of (2.75). Define the game
g̃(x, y) := 〈x, y〉 − f̃ ∗(y) + µφ(x). If the y-player plays OPTIMISTICFTL: yt ← ∇f̃(x̃t)
and the x-player plays FTRL+: xt ← arg minx∈X
∑t
s=1 αshs(x) + R(x), where R(x) :=







approximate equilibrium of the game, where the weights α0, α1, . . . , αT satisfy α1α0 ≤
µ
2L(1+Lφ)


















Proof. As the proof of Lemma 13, we first bound the regret of the y-player as follows.
∑T
t=1 αt`t(ỹt)− αt`t(y∗) ≤
∑T
t=1 αt〈xt−1 − xt, ỹt − ŷt+1〉
(Eqns. 2.56, 2.58) =
∑T
t=1 αt〈xt−1 − xt,∇f̃(x̃t)−∇f̃(x̄t)〉
(Hölder’s Ineq.) ≤
∑T
t=1 αt‖xt−1 − xt‖‖∇f̃(x̃t)−∇f̃(x̄t)‖∗
=
∑T
t=1 αt‖xt−1 − xt‖
×‖∇f(x̃t)− µ∇φ(x̃t)−∇f(x̄t) + µ∇φ(x̄t)‖∗
(triangle inequality) ≤
∑T
t=1 αt‖xt−1 − xt‖
×(‖∇f(x̃t)−∇f(x̄t)‖∗ + µLφ‖x̄t − x̃t‖)
(L-smoothness and L ≥ µ) ≤ L(1 + Lφ)
∑T
t=1 αt‖xt−1 − xt‖‖x̃t − x̄t‖





‖xt−1 − xt‖‖xt−1 − xt‖
Therefore, the regret satisfies





‖xt−1 − xt‖2. (2.78)
For the x-player, denote Ãt :=
∑t
s=0 αs. Notice that this is different from At :=∑t






‖xt−1 − xt‖22, (2.79)
where x0 = arg minxR(x). Summing (2.78) and (2.79), we have












By choosing the weight {αt} to satisfy α1α0 ≤
µ
2L(1+Lφ)















) ≤ 0, which
means that the distance terms will cancel out. To see this, let αt
At
= θ for some constant

























































































We observe that the meta-algorithm previously discussed assumed that the y-player (i.e.
the player who plays gradients) was first to act, followed by the x-player who was allowed
to be prescient. Here we reverse their roles, and we instead allow the y-player to be pre-
scient. The new meta-algorithm is described in Algorithm 13. We are going to show that
this framework lead to a new projection-free algorithm that works for non-smooth objec-
tive functions. Specifically, if the constraint set is strongly convex, then this exhibits a
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novel projection free algorithm that grants aO(log T/T ) convergence even for non-smooth
objective functions. The result relies on very recent work showing that FTL for strongly
convex sets Huang et al. [137] grants a O(log T ) regret rate. Prior work has considered
strongly convex decision sets [100], yet with the additional assumption that the objective
is smooth and strongly convex, leading to O(1/T 2) convergence. Boundary Frank-Wolfe
requires neither smoothness nor strongly convexity of the objective. What we have shown,
essentially, is that a strongly convex boundary of the constraint set can be used in place of
smoothness of f(·) in order to achieve O(1/T ) convergence.
Algorithm 12 Boundary Frank-Wolfe
1: Input: Init. x1 ∈ K.
2: for t = 2, 3 . . . , T do




5: Output: x̄T = 1T
∑T
t=1 xt
Algorithm 13 Modified meta-algorithm, swapped roles
1: for t = 1, 2, . . . , T do
2: xt := OAlgX(g(·, y1), . . . , g(·, yt−1))
3: yt := OAlgY (g(x1, ·), . . . , g(xt−1, ·), g(xt, ·))
4: end for
5: Output: x̄T = 1T
∑T





Theorem 15. Algorithm 12 is a instance of Algorithm 13 if (I) Init. x1 in Alg 12 equals x1
in Alg. 13; (II) Alg. 13 sets OAlgX := FTL; and (III) Alg. 13 sets OAlgY := BESTRESP+.















∂f(xs), and LT := min1≤t≤T ‖Θt‖.
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Proof. Note that we have chosen the weighting scheme be αt = 1 for all t. Since y-player
plays BESTRESP+, its regret is 0. For the x-player, we use Lemma 3, its has regret which
satisfies α-REGx ≤ O(M log T
λLT
). So, by summing the average regrets of both players, we
obtain the result, i.e.
f(x̄T )−minx∈K f(x) ≤ 1T (α-REG




Note that the rate depends crucially on LT , which is the smallest averaged-gradient
norm computed during the optimization. Now let us discuss when the boundary FW
works; namely, the condition that causes the cumulative gradient being nonzero. If a
linear combination of gradients is 0 then clearly 0 is in the convex hull of subgradients
∂f(x) for boundary points x. Since the closure of {∇f(x)|x ∈ K} is convex, accord-
ing to Theorem 4, this implies that 0 is in {∇f(x)|x ∈ K}. If we know in advance that
0 /∈ closure({∇f(x)|x ∈ K}) we are assured that the cumulative gradient will not be
0. Hence, the proposed algorithm may only be useful when it is known, a priori, that the
solution x∗ will occur not in the interior but on the boundary of K. It is indeed an odd con-
dition, but it does hold in many typical scenarios. One may add a perturbed vector to the
gradient and show that with high probability, LT is a non-zero number. The downside of
this approach is that it would generally grant a slower convergence rate; it cannot achieve
log(T )/T as the inclusion of the perturbation requires managing an additional trade-off.
2.6.2 Gauge Frank-Wolfe
We propose a new FRANK-WOLFE like algorithm that not only requires a linear oracle but
also enjoys O(1/T 2) rate on all the strongly convex constraint sets that contain the origin,
like lp ball and Schatten p ball with p ∈ (1, 2]. To describe our algorithm, denote K be any
58
closed convex set that contains the origin. Define “gauge function” of K [92, 195] as




Notice that, for a closed convex K that contains the origin, K = {x ∈ Rd : γK(x) ≤ 1}.
Furthermore, the boundary points on K satisfy γK(x) = 1.
Next we provide a characterization of sets based on their gauge function.
Definition 1 (λ-Gauge set). LetK be a closed convex set which contains the origin. We say
that K is λ-Gauge if its squared gauge function, γ2K(·), is λ-strongly-convex.
This property captures a wide class of constraints. Among these are lp balls, Schatten p
balls, and the Group (s, p) ball [100]. In fact, Theorem 4 in [222] and Theorem 2 in [198]
show that for any centrally symmetric strongly convex set K that contains the origin, the
gauge function γ2K(·) is strongly convex w.r.t. the induced gauge norm γK(·) on K.
We introduce a family of FTRL+ algorithms that rely solely on a linear oracle, and we
believe this is a novel approach to online linear optimization problems. The restriction we
require is that the regularizer R(·) is chosen as the squared gauge function γ2K(·) for the
decision set K of the learner. Here we will assume4 for every t that `t(·) = 〈lt, ·〉 for some
vector lt, hence FTRL+ (2.24) reduces to
xt = argmin
x∈K
η〈Lt, x〉+ γ2K(x), (2.85)
where Lt = l1 + . . .+ lt. Denote bndry(K) as the boundary of the constraint set K. We can
reparameterize the above optimization, by observing that any point x ∈ K can be written













4One can reduce any arbitrary convex loss to the linear loss case by convexity `t(x)−`(x∗) ≤ 〈∂ft(x), x−
x∗〉 ([236, 225]).
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Algorithm 14 Gauge Frank-Wolfe (smooth convex f(·))
1: Let {αt = t} be a T -length weight sequence.
2: for t = 1, 2, . . . , T do
3: The y-player plays OPTIMISTICFTL: yt = ∇f(x̃t).
4: The x-player plays BTRL:






ρ2 and set xt = ρtx̂t.
6: end for





We are able to remove the dependence on the gauge function since it is homogeneous,
γK(ρx) = |ρ|γK(x), and is identically 1 on the boundary of K. The inner minimization
reduces to the linear optimization z∗ := argminz∈K〈Lt, z〉, and the optimal ρ is
ρ = max(0,min(1,−(η/2)〈Lt, z∗〉)). (2.87)
Theorem 16. Suppose the constraint set K is a λ-Gauge set. Assume that the function f(·)
is L-smooth convex with respect to the induced gauge norm γK(x̂). Suppose that the step
















Proof. We have just shown that line 4-5 is due to that the x-player plays FTRL+ with the
squared of the guage function as the regularizer. So Algorithm 14 is an instance of the
meta-algorithm, and we can invoke Corollary 1 to obtain the convergence rate.
We want to emphasize again that our analysis does not need the function f(·) to be
strongly convex to show O(1/T 2) rate. On the other hand, Garber and Hazan [100] shows
the O(1/T 2) rate under the additional assumption that the function is strongly convex.
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2.6.3 A Fast Parallelizable Projection-Free Algorithm for the Nuclear-Norm-Ball Constraint





where NBd1,d2(r) denotes the nuclear norm ball in Rd1×d2 with radius r, defined as
NBd1,d2(r) :=
{
W ∈ Rd1×d2 :
d1∧d2∑
i=1
σi(W ) ≤ r
}
(2.89)
where ∧ is the min operator and σi(W ) denotes the ith singular value of W . This optimiza-
tion problem is an important task for many applications in machine learning and signal
processing, including matrix completion and collaborative filtering (e.g. [43, 239, 245,
123]), phase retrieval (e.g. [41]), affine rank minimization problems (e.g. [141, 228]), ro-
bust PCA (e.g. [42] ), multi-task learning (e.g [142]), multi-class classification (e.g. [79,
293]), distance metric learning (e.g. [281, 286]), kernel matrix learning (e.g. [118]), learn-
ing polynomial networks (e.g. [182]), and more. The typically large dimensions d1, d2 that
arise in common ML tasks has led to great interest in the development of a highly efficient
method to solve (2.88).
A natural approach to solve (2.88) is projected gradient descent (PGD), where one per-
forms alternating gradient updates followed by nuclear norm projections. But this last step,
the projection, requires an expensive singular value decomposition (SVD) on each itera-
tion whose complexity scales as O(d1d2(d1 ∧ d2)), cubic in the dimension (see e.g. [126]).
On the other hand, the Frank-Wolfe method (Frank and Wolfe [91]) has a key benefit for
dealing with the ball constraint: each iteration involves solving a linear optimization ora-
cle (LMO) of the form arg maxx∈X 〈x, v〉. When the constraint is the nuclear norm ball,
i.e. X = NBd1,d2(r), the linear optimization problem reduces to computing the leading
singular vector of (the negative of) the gradient matrix −∇f(W ) (see e.g. [126, 139]). In
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Algorithm Convergence rate # Computations in iteration t




























Table 2.3: Comparison of first-order methods for solving Problem 2.88. The second col-
umn (convergence rate) is the optimization error f(WT ) − minW∈NBd1,d2 (r) f(W ) in it-
eration t. Here r is the radius of the ball, L is the smoothness constant of f(·), and G
is the constant that bounds the spectral norm of the gradient (i.e. ‖∇f(·)‖2 ≤ G for all
W ∈ NBd1,d2(r)). The last column is the cost per iteration, where c-SVD represents the
cost of approximating a singular value decomposition (SVD), which is O(d1d2(d1 ∧ d2))
in practice; c-LMO is the cost of approximately solving the linear optimization oracle
of Frank-Wolfe, which is O(d1d2) in practice; c-MEV is the cost of computing a matrix
exponential-vector product, which is O(d1d2) in practice. The convergence rate of our
method is better than the baselines under some reasonable conditions, e.g. when the largest
gradient norm satisfies G ≤ Lr2 or when the radius r is large. Please see the main text
(Section 2.6.3.3) for the discussion.
practice, one can approximate the top singular vector efficiently via standard approaches
like power iteration or the Lanzcos algorithm, where the complexity is roughly proportional
to the number of non-zeros in the input matrix (see e.g. [290, 59]). The cost of approxi-
mately computing the singular vector is O(d1d2) in the worst case, up to log factors (see
e.g. [117]). Therefore, it is observed that the Frank-Wolfe method significantly improves
performance compared to PGD or Accelerated PGD [206, 208] due to its cheap iteration
cost (see e.g. [97, 126]).
A major concern of the Frank-Wolfe method is that it has a suboptimal O(Lr2/T ) con-
vergence rate for the smooth convex problems, compared to O(Lr2/T 2) of the accelerated
gradient methods (see e.g. [211]), where L is the smoothness constant. To deal with this
issue, some works have developed Frank-Wolfe-like algorithms that enjoy a better con-
vergence rate. However, these results only apply to the case when the constraint set is a
certain convex polytope [24, 33, 101, 103, 157, 32], or a strongly convex set [2, 100] and
do not apply to the nuclear norm constraint studied in this work. On the other hand, Lan
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[159] and Lan [160] developed an O(1/T ) lower bound for any algorithm that relies on
the linear optimization oracle to generate the iterates for a smooth convex problem on the
simplex, which might imply the hardness to get a rate beyond O(1/T ) for the nuclear norm
ball constraint without additional assumptions. In this work, we propose a projection-free
algorithm that enjoys a provably better convergence rate than the O(Lr2/T ) rate of Frank-
Wolfe and Projected Gradient Descent (PGD) under some reasonable conditions. As can
be seen from Table 4.1, our algorithm has an advantage when the radius r is large. This
improvement helps especially for some applications like matrix completion (e.g. Jaggi and
Sulovský [140]). We will return to this point in details in the later sections.
Our algorithm has an additional advantage: it naturally lends itself to a simple paral-




wheremt ≈ t and where Ψu·(·) is a special oracle that maps a symmetric matrix to the spec-
trahedron in a randomized fashion that requires a matrix exponential vector product. This
can be efficiently approximated by the Lanczos method, with complexity in the same ball-
park as the Frank-Wolfe LMO which requires matrix-vector products and costs O(d1d2).
Furthermore, by exploiting multiple processing units that are pervasively available in mod-
ern machines, the average 1
mt
∑mt
i=1 Ψui(·) is embarrassingly parallelizable as each term can
be independently and simultaneously computed.
2.6.3.1 Preliminaries
Smooth convex function We assume that the optimization problem is L-smooth convex
w.r.t. the nuclear norm ‖ · ‖. This means that f(·) is differentiable everywhere (Van-
denberghe [262]) and that it has Lipschitz continuous gradient ‖∇f(W ) − ∇f(Z)‖∗ ≤
L‖W −Z‖, where ‖ · ‖∗ denotes the dual norm which is the spectral norm ‖ · ‖2 (Tibshirani
[255]).
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Spectrahedron and an associated operator Ψu(·) We denote Sd the set of symmetric
d× d matrices and denote the spectrahedron as
∆d := {X ∈ Sd : X  0,Tr(X) = 1}, (2.90)
which is the space of d × d real positive semi-definite symmetric matrices whose trace
equals 1. For a symmetric matrix X ∈ Sd with d := d1 + d2, we will use the following





where the dimension of the sub-matrix X(1) is d1× d1, X(2) is d1× d2, and X(3) is d2× d2.















Dk is its matrix exponential, and
vu := exp(D/2)u with u ∼ Uni(Sd), i.e. uniformly sampled from the unit sphere Sd. From
(3.92), we see that the computation of Ψu(D) needs a matrix exponential-vector product,
which can be done by Lanczos method , see e.g. the discussion in Section 3 of Carmon














where the expectation is over the random draw from the unit sphere u ∼ Uni(Sd). The
function Ψ̄(D) is a gradient of the function ψ̄(D) := Eu[log(u> exp(D)u)], which is a
continuously twice differentiable, convex spectral function (Lewis and Sendov [172]).
The spectrahedron operator Ψ̄(·) is the key to a recent breakthrough by Carmon et al.
[45] in online learning literature for a randomized sketch of the celebrated Matrix Mul-
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tiplicative Weight (MMW) algorithm (Tsuda, Rätsch, and Warmuth [260], Warmuth and
Kuzmin [272], Arora, Hazan, and Kale [18]). In the online setting, in each round the online
learner plays an action in the spectrahedron Xt ∈ ∆d, and the adversary supplies a sym-
metric matrix Lt ∈ Sd, and the player suffers a loss 〈Xt, Lt〉 := tr(LtXt). The goal of the





where the second term is the loss of the best single action in hindsight. MMW is a cele-
brated algorithm for this setting, and it has wide applications in machine learning and the-





) , where L1:t−1 := ∑t−1s=1 Ls.
The update in general is expensive because computing matrix exponential needs an eigen-
decomposition whose cost is proportional to the cubic size of the matrix in practice, i.e.
O(d3). On the other hand, Carmon et al. [45] propose a simple randomized algorithm with a
cheaper computational cost that enjoys anO(
√
T ) expected regret guarantee as MMW. The
algorithm efficiently updates the action in each round according to Xt = Ψut(−ηL1:t−1),
which only needs a matrix exponential-vector product and can be efficiently approximated
by Lanczos method that costs only O(d2) in practice. Our algorithm adopts this random
projection oracle Φu(·). While it is possible to obtain an O( 1√T ) convergence rate in expec-
tation by applying the standard online-to-batch conversion (e.g. [235]) to the algorithm of
Carmon et al. [45], we develop a new algorithm that has a faster convergence rate in this
work.
2.6.3.2 Equivalent optimization problem










(2)). Suppose that X ∈ ∆d1+d2 satisfies Fr(X) − Fr(X∗) ≤ ε,
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where X∗ ∈ ∆d1+d2 is a minimizer of Fr(·) over ∆d1+d2 . Then,
f(2rX(2))− min
X∈NBd1,d2 (r)
f(X) ≤ ε (2.95)
and that 2rX(2) ∈ NBd1,d2(r).
Remark 1: Lemma 14 shows the equivalency between problem (2.88) and (2.94). Solving
(2.94) over the spectrahedron ∆d1+d2 is equivalent to solving problem (2.88). Note that for





In the following, we will denote the dimension d := d1 + d2.
Remark 2: We will assume that Fr(·) is L̂-smooth w.r.t. the nuclear norm ‖ · ‖ over ∆d.
Suppose that the original function f(·) is L-smooth over the nuclear norm ballNBd1,d2(r).








. We have that
‖∇Fr(X)−∇Fr(Z)‖∗ = ‖∇f(2rX(2))−∇f(2rZ(2))‖∗
≤ 2rL‖X(2) − Z(2)‖ = 2rL‖M1XM2 −M1ZM2‖
≤ 2rL‖X − Z‖,
(2.97)
where we use the fact that the nuclear norm of a matrix product ‖AB‖ satisfies ‖AB‖ ≤
σmax(A)‖B‖, see e.g. Huang, Chen, and Hu [136], and that the largest singular values
σmax(M1) = σmax(M2) = 1. So we see that L̂ ≤ 2rL.
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Algorithm 15 Proposed algorithm for solving (2.88)
1: Set parameter δ > 0, βt = 2t+1 , η ≤
1
36L̂
, and mt = max{dlog(4d/δ)e, t}.
2: Init: W0 = X0 ∈ ∆d and G0 = 0d×d with d = d1 + d2.
3: for t = 1, 2, . . . , T do
4: Zt = (1− βt)Wt−1 + βtXt−1.













Ψujt (Gt), where each ujt ∼ Uni(S
d). *easily done in parallel*
7: Wt = (1− βt)Wt−1 + βtXt.
8: end for
9: Output 2rW (2)T ∈ NBd1,d2(r).
2.6.3.3 Main result
Algorithm 15 shows the proposed algorithm. Similar to those accelerated gradient methods
(e.g. Nesterov, Lan and Zhou [208, 162]), it maintains two interleaving sequences {Wt}
and {Zt} such that the gradient is computed at an auxiliary variable Zt instead of the pri-
mary variable Wt (line 5). Furthermore, like the Frank-Wolfe method, it has the steps of
the “convex averaging” so that the iterate Wt and Zt are always in the constraint set (line
4 and 7), as the outputs from the oracle (line 6) and the initial points (line 2) are all in the
constraint set. We remark that line 6 is where the parallelization can be exploited for the
oracle calls.
2.6.3.4 Convergence rate
Theorem 17. Suppose that the function Fr(·) on (2.94) is L̂-smooth with respect to the
nuclear norm over the spectrahedron ∆d and that the gradient norm of f(·) satisfies
‖∇f(·)‖2 ≤ G over the ball NBd1,d2(r). If η ≤ 136L̂ and ∀t,mt ≥ log(4d/δ), then with a































In Section 2.6.3.7 and Section 4.4.6 we will provide the analysis and the proof. We
note that the convergence rate in Theorem 17 has two components — one is a fast rate term
O( L̂ log d
T 2
) = O(Lr log d
T 2
), while the other is controlled by the number of oracle calls mt.
Corollary 2. Under the same setup as Theorem 17, if the number of oracle calls mt to
construct xt is mt = max{dlog(4d/δ)e, t}, then with a constant probability 1 − δ, the
















2.6.3.5 Comparison of the convergence rates
Let us compare the convergence rates in the literature. The convergence rate of Frank-











f(Z ′)−f(Z)+ 〈Z ′−Z,∇f(Z)〉
)
with the constraint
Ω := {Z, V ∈ X , θ ∈ R,Z ′ = Z + θ(V −Z)} (see e.g. Clarkson, Jaggi and Sulovský [56,
140]). The constant Cf can be upper-bounded by
Cf ≤ sup
Z,V ∈X
L‖Z − V ‖2, (2.101)
since smoothness implies that f(Z ′) − f(Z) + 〈Z ′ − Z,∇f(Z)〉 ≤ L‖Z ′ − Z‖ (Vanden-
berghe [262]). On the other hand, projected gradient descent (PGD) is known to have:
f(XT )− min
X∈X





where X∗ is one of the minimizers of f(X) (see e.g. Section 3.2 of [38]). Furthermore,








Now let us identify conditions such that the rate of Algorithm 15 stated in Corollary 2
is better than the baselines. We consider two cases, which are (A): O( L̂ log(dT/δ)
T 2
) being






being the dominant term of the rate (2.99). The first case happens when L̂ is large, i.e.
L̂ G, and T is not too large. In this case, our algorithm has a fast rate of O(1/T 2) which
matches that of Accelerated PGD, while Frank-Wolfe and PGD have the slow rateO(1/T ).
Moreover, the convergence rate of Algorithm 15 is better when r is large. Specifi-
cally, for a fixed T and δ, the constant factor of the convergence rate of Algorithm 15,
i.e. L̂ log(dT/δ) ≤ 2Lr log(dT/δ), can be smaller than 4Lr2 of Frank-Wolfe (2.101),
of PGD (2.102), and of Accelerated PGD (2.103). This happens when the radius r is
large. For example, in the experiments of Jaggi and Sulovský [140], to obtain a good
testing performance for solving the matrix completion problem, the authors set the ra-
dius of the nuclear norm ball to be r = 4988 for the MovieLens 100k dataset (a 943
by 1682 user-rating matrix) and r = 18080 for the MovieLens 1m dataset (a 6040 by
3706 user-rating matrix). On the other hand, the logarithm of dimension d = d1 + d2 is
log d = log(943 + 1682) = 7.87 for MovieLens 100k and log d = 9.18 for MovieLens
1m. Therefore, the constants 2Lr log(dT/δ) and 4Lr2 are in significantly different scales,
which suggests that our algorithm can have a better performance over the baselines.





) is the dominant term. In this case, Al-
gorithm 15, Frank-Wolfe, and PGD all have the same O(1/T ) rate. However, they depend
on different constants. Consider a point Ŵ in the ball NBd1,d2(r) whose gradient norm is
the smallest one among the points in the ball. Then, G := maxW∈NBd1,d2 (r) ‖∇f(W )‖2 =
maxW∈NBd1,d2 (r) ‖∇f(W ) − ∇f(Ŵ ) + ∇f(Ŵ )‖2 ≤ L‖W − Ŵ‖2 + ‖∇f(Ŵ )‖2 ≤
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2Lr + ‖∇f(Ŵ )‖2. Hence, if the smallest gradient norm satisfies ‖∇f(Ŵ )‖2 ≤ 2rL,
then G ≤ 4Lr is smaller than 4Lr2 of Frank-Wolfe and PGD when r > 1.
2.6.3.6 Analysis of the computational cost
In this subsection, we analyze the computational cost required for Algorithm 15 to reach
at a point whose function value is ε-close to the optimal value of (2.88) and compare it







iterations to reach f(2rW (2)T ) − minX∈NBd1,d2 (r) f(X) ≤ ε. As Algorithm 15 describes,




Ψujt (Gt) in each iteration t. Each call to the oracle Ψu·(·)
requires a matrix exponential-vector product (recall the definition in Section 3.2). The
matrix exponential-vector product can be efficiently approximated by Lanczos method in
O(d1d2) time, see e.g. the discussion in Section 3 of Carmon et al. [45] or Musco, Musco,
and Sidford [201]. In our algorithm, the number of calls to the oracle Ψu·(·) in each iteration
grows linearly with iteration t. The total number of oracle calls, and hence the total number







)e, t} = dlog(4d
δ














if log(4d/δ) ≤ T . Now let us compare this number with that of the Frank-Wolfe method.
The Frank-Wolfe method needs T = O(Lr
2
ε
) iterations to achieve an ε error. In each iter-
ation, it makes one linear optimization oracle call for computing the top singular vector of
a gradient matrix (Hazan [126]). Therefore, the total number of oracle calls and hence the
total number of top singular vector computations by Frank-Wolfe is O(Lr
2
ε
). The top sin-
gular vector can be efficiently approximated by power iteration or by the Lanczos method,
and the cost is in the order of O(d1d2). So the cost of a single call to our oracle and the
cost of a single call of that of Frank-Wolfe is similar. Algorithm 15 makes fewer number
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), which holds when r is
large as discussed. On the other hand, even if Algorithm 15 needs more number of oracle
calls, its actual running time can be better than that of Frank-Wolfe due to the fact that calls
to its oracle are embarrassingly easy to be parallelized.
Modern computational resources have multi-cores or multiple processing units, which
enables conducting a task in a parallel fashion. Our algorithm can immediately bene-





Ψujt (Gt), is embarrassingly easy — simply let each worker of the machine inde-
pendently and simultaneously compute some Ψujt (Gt) in parallel. As the result, the actual
time spent in computing Xt can be significantly reduced by the parallel computing. Since
the actual running time is the number of iterations times the cost (computational time) per
iteration, mathematically speaking, the actual running time is,








where M ≥ 1 represents a factor of reduction due to the parallelization of the calls and
could be viewed as the “effective” number of workers in a machine. Hence, the effec-




) × c-LMO = O(Lr2
ε
) × O(d1d2). On the other hand, it is not clear if parallelizing
the calls to the linear optimization oracle of Frank-Wolfe is feasible and we are not aware
of any works in this direction.
2.6.3.7 Algorithm design
Let us first consider an instance of Algorithm 3 by setting the weight αt = t and let the
function F (·) in the definition of the payoff function (2.6) of the game be F (·) = Fr(·)














〈x̃t, y〉 − F ∗r (y) = ∇Fr(x̃t), (2.107)










As we have seen earlier in this chapter, the strategy (2.107) is OPTIMISTICFTL, while the
strategy (2.108) can be viewed as a variant of the dual averaging strategy (see e.g. Xiao
[280]) but with the learner being prescient, i.e. knows the loss function of the current
round before playing an action. By choosing the parameter η and the weighting scheme
{αt} appropriately, we can show that the weighted regret isO( L̂ log dT 2 ). Hence, it will lead to
an O( L̂ log d
T 2




However, the strategy (2.108) involves computing the expectation, Ψ̄(·), which is hard















where each ujt ∼ Uni(Sd).
Theorem 18. Algorithm 15 is exactly equivalent to Algorithm 3 if αt = t, F (·) ← Fr(·),
and the y-player plays according to (2.107), while the x-player plays according to (2.109).
Specifically, there is a following correspondence: Wt = x̄t, Xt = xt, and Zt = x̃t, given
the same initialization X0 = x0 = x̃1.
We defer the proof of Theorem 18 to Section 2.7.6. By Theorem 3 and 18, to prove
Theorem 17, it suffices to upper-bound the sum of weighted regrets of both players in the
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game when the x-player plays according to (2.109) and the y-player outputs (2.107). The
proof of Theorem 17 is available in Section 2.7.5, which follows the above discussion but
has to deal with the case that the x-player plays according to (2.109) instead of the expected
one (2.108).
2.6.3.8 Related works
There have been growing research works for projection-free algorithms in recent years
(e.g. [161, 114, 253, 58, 20, 114, 289, 82, 264, 50, 203]). When the underlying function is
strongly convex or satisfies a notion called quadratic growth in addition to being smooth,
there are Frank-Wolfe-like algorithms for the nuclear norm constraint that achieve a better
rate than the original Frank-Wolfe method, with a less expensive cost than that of a full-rank
SVD (e.g. [8, 97, 73]). However, it is unclear if the algorithms still have the benefit when
the function is only smooth but not strongly convex. For the same problem in this work,
Garber [98] show that with a warm-start initialization, each iteration of PGD or Acceler-
ated PGD does not need the full-rank SVD computations but a low-rank SVD instead under
certain conditions. Garber and Kaplan [102] propose an efficient implementation of Matrix
Multiplicative Weight Algorithm [261] that avoids a full-rank eigen-decomposition under
certain conditions and enjoys a O(1/t) local convergence rate from a warm-start initial-
ization for the spectrahedron constraint. In this work, we aim at developing an algorithm
that avoids SVD computations while achieves a better convergence rate over the nuclear
norm ball without the assumption of the strong convexity nor the need of a warm-start
initialization.
We notice that in the literature, there are some works suggesting some efforts to par-
allelize the Frank-Wolfe method (e.g. [271, 292, 294, 265]). We want to emphasize that
these works are fundamentally different from ours. Wang et al. [271] consider a setting
wherein the linear optimization problem of Frank-Wolfe can be decomposed into several
smaller ones due to a property called “block-separable” of the variables, which is present in
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the dual form of structural SVM (Lacoste-Julien et al. [158]), and propose solving them in
parallel. The block-separable property does not hold in our problem. Zhang et al., Wan, Tu,
and Zhang [292, 265] consider a setting that there is a network of learners and each learner
commits an action in each round according to the Online Frank-Wolfe method (Hazan and
Kale [128]). The goal is to minimize the sum of regrets of all the learners. So the goal and
the notion of parallelization is different from ours. Zheng, Bellet, and Gallinari [294] con-
sider exploiting parallel computing to parallelize the computations of matrix-vector prod-
ucts inside the power iteration, i.e. linear optimization oracle, of Frank-Wolfe for solving
problem (2.88), while our work deals with parallelizing the calls to the proposed oracle so
that the calls can be made simultaneously. The parallelization is used on a different level.
In particular, one can parallelize the internal computations (e.g. matrix-vector products,
summations) of computing a single Ψu·(·) of ours as well. But it is tricky to parallelize
the calls to the linear optimization oracle of Frank-Wolfe. The notion of parallelization is
different and complementary.
2.7 Detailed proofs
2.7.1 Proof of Theorem 4
Proof. This is a result of the following lemmas.
Definition: [Definition 12.1 in Rockafellar and Wets [231]] A mapping T : Rn → Rn is
called monotone if it has the property that
〈v1 − v0, x1 − x0〉 ≥ 0 whenever v0 ∈ T (x0), v1 ∈ T (x1).
Moreover, T is maximal monotone if there is no monotone operator that properly contains
it.
Lemma 2: [Theorem 12.17 in Rockafellar and Wets [231]] For a proper, lsc, convex func-
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tion f , ∂f is a maximum monotone operator.
Lemma 3: [Theorem 12.41 in Rockafellar and Wets [231]] For any maximal monotone
mapping T , the set “domain of T“ is nearly convex, in the sense that there is a convex set
C such that C ⊂ domain of T⊂ cl(C). The same applies to the range of T .
Therefore, the closure of {∂f(x)|x ∈ X )} is also convex, because we can define an-
other proper, lsc, convex function f̂(x) such that it is f̂(x) = f(x) if x ∈ X ; otherwise,
f̂(x) = ∞. Then, the sub-differential of f̂(x) is equal to {∂f(x)|x ∈ X}. So, we can
apply the the lemmas to get the result.
2.7.2 Proof of Theorem 7
Note that in the algorithm that we describe below the weights αt are not predefined but
rather depend on the queries of the algorithm. These adaptive weights are explicitly defined
in Algorithm 16 which is used by the y-player. Note that Algorithm 16 is equivalent to







x-player plays best response, which only involves the linear optimization oracle.
Algorithm 16 Strongly-Convex Adaptive Follow-the-Leader (SC-AFTL)
1: for t = 1, 2, . . . , T do
2: Play yt ∈ Y
3: Receive a strongly convex loss function αt`t(·) with αt = 1‖∇`t(yt)‖2 .




Proof. Since the x-player plays best response, α-REGx = 0, we only need to show that the
y-player’s regret satisfies α-REGy ≤ O(exp(−λB
L
T )), which we do next.
We start by defining a function s(y) := maxx∈X −x>y + f ∗(y) is a strongly convex
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function. We are going to show that s(·) is also smooth. We have that
‖∇ws(·)−∇zs(·)‖ = ‖ arg max
x∈X
(−w>w + f ∗(w))− arg max
x∈X
(−z>x+ f ∗(z))‖




−z>x′)‖ ≤ 2‖w − z‖
λ(‖w‖+ ‖z‖)




where the second to last inequality uses Lemma 16 regarding λ-strongly convex sets, and
the last inequality is by assuming the gradient of ‖∇f(·)‖ ≥ B and the fact that w, z ∈ Y





























where we denote y∗ := arg miny s(y) and the last inequality follows from the fact that
s(yt) := `t(yt) and `t(y) = −g(xt, y) ≤ −g(xy, y) = s(y) for any y.
In the following, we will denote c a constant such that ‖∇`t(yt)‖ = ‖xt −∇f ∗(yt)‖ =































where (a) is by the definition of ˜̀t(·), and (b) is shown using Lemma 2 with strong convexity
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where (a) is by Lemma 17, (b) is by (2.112) and the fact that 1+log z
z
is monotonically
decreasing for z ≥ 1. This completes the proof.
Proposition 1. For arbitrary y, let `(·) := −g(xy, ·). Then −∇y`(·) ∈ ∂ys(·), where xy
means that the x-player plays x by BESTRESP+ after observing the y-player plays y.
Proof. Consider any point w ∈ Y ,
s(w)− s(y) = g(xy, y)− g(xw, w)
= g(xy, y)− g(xy, w) + g(xy, w)− g(xw, w) ≥ g(xy, y)− g(xy, w) + 0
≥ 〈∂yg(xy, y), w − y〉 = 〈−∇y`(y), w − y〉
(2.114)
where the first inequality is because that xw is the best response to w, the second inequal-
ity is due to the concavity of g(xy, ·). The overall statement implies that −∇y`(y) is a
subgradient of s at y.
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Lemma 15. For any L-smooth convex function `(·) : Rd 7→ R, if x∗ = argminx∈Rd `(x),
then
‖∇`(x)‖2 ≤ 2L (`(x)− `(x∗)) , ∀x ∈ Rd .
Lemma 16. 5 Denote xp = argmaxx∈K〈p, x〉 and xq = argmaxx∈K〈q, x〉, where p, q ∈ Rd
are any nonzero vectors. If a compact set K is a λ-strongly convex set, then




Proof. Polovinkin [222] show that a strongly convex set K can be written as intersection











where xu is defined as xu = argmaxx∈K〈 u‖u‖ , x〉.
Let xp = argmaxx∈K〈
p
‖p‖ , x〉 and xq = argmaxx∈K〈
q
‖q‖ , x〉. Based on the definition of
strongly convex sets, we can see that xq ∈ B 1
λ











‖p‖ · ‖xp − xq‖2 ≤
2
λ
〈xp − xq, p〉. (2.116)
Similarly,







‖q‖ · ‖xp − xq‖2 ≤
2
λ
〈xq − xp, q〉. (2.117)
5Polovinkin [222] discuss the smoothness of the support function on strongly convex sets. Here, we state
a more general result.
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Summing (2.116) and (2.117), one gets (‖p‖ + ‖q‖)‖xp − xq‖2 ≤ 2λ〈xp − xq, p − q〉.
Applying the Cauchy-Schwarz inequality completes the proof.












2.7.3 Proof of Theorem 8
Proof. The equivalency of the update follows the proof of Theorem 5. Specifically, we
have that the objects on the left in the following equalities correspond to Alg. 3 and those
on the right to Alg. 5.
xt = vt (2.118)
x̄t = wt. (2.119)
To analyze the regret of the y-player, we define {ŷt} as the points if the y-player would
have played FTL.























































f ∗(yt)− f ∗(ŷt) + 〈xt, ŷt − yt〉
)
(b)

























































































where we used that ‖∇`t(ŷt)‖2 = ‖xt − ∇f ∗(ŷt)‖2 = ‖xt − x̄t−1‖2 ≤ D, (b) we assume
that the conjugate is L0-Lipschitz and that maxx∈K ‖x‖ ≤ r, (c) we denote τt(i) ∈ [T ] as
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the last iteration that ith sample’s gradient is computed at t, and (d) is because that





















































For the x-player, since it plays BESTRESP+, the regret is non-positive.
Combining the average regrets of both players leads to the result.
2.7.4 Proof of Theorem 12
Proof. First, we can bound the norm of the gradient as
‖∇`t(yt)‖2 = ‖xt −∇f ∗(yt)‖2 = ‖xt − x̄t−1‖2
































Since the distance terms may not cancel out, one can only bound the differences of the
distance terms by a constant, which leads to the non-accelerated O(1/T ) rate.
2.7.5 Proof of Theorem 17
Assume that the spectral norm of the gradient ‖∇f(·)‖2 over the nuclear-norm ballNBd1,d2(r)
satisfies ‖∇f(·)‖2 ≤ G. Then,
‖∇Fr(X)‖∞ := max{|λmin(∇Fr(X))|, |λmax(∇Fr(X))|}
= ‖∇f(2rX(2))‖2 ≤ G,
(2.124)
where the equality is due to the structure of the gradient matrix (2.96).
Proof. (of Theorem 17) Following the discussion in the main text, Subsection 2.6.3.7, we
consider an instance of Algorithm 3 by setting the weight αt = t, the function F (·) in the
definition of the payoff function (2.6) of the game as F (·) ← Fr(·) as defined in (2.94).













s=1 αsys), where each ujt ∼ Uni(Sd), (2.126)
where x̃t := 1At (αtxt−1 +
∑t−1















‖xt−1 − xt‖2, (2.128)
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where L̂ is the smoothness constant of the underlying function Fr(·).
In the following, we denote the Bregman divergence with the distance generating func-
tion ψ̄(·) (defined in the preliminary section):
VC(B) = ψ̄(B)− ψ̄(C)− 〈Ψ̄(C), B − C〉, (2.129)
for any symmetric matrices B,C ∈ Sd. Recall that Ψ̄(·) = ∇ψ̄(·).
Now we are going to analyze the regret of the x-player. But before that, let us analyze






















































where (a) is by αt = t and the y-player strategy (2.125), (b) we define Gt = Gt−1 −
ηt∇Fr(x̃t), (c) we use the well-known three-point inequality:
〈Ψ̄(B1)− Ψ̄(B0), B2 −B1〉 = VB0(B2)− VB0(B1)− VB1(B2), (2.131)
and we let B1 ← Gt, x̂t = Ψ̄(Gt), B2 ← Gt−1, x∗ = Ψ̄(G′) and B0 ← G′ for some
symmetric matrix G′ ∈ Sd, (d) we use that G0 = 0d and that VG′(0d) ≤ log 4d for any
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G′ ∈ Sd by Proposition 1 of Carmon et al. [45], (e) we use that VGt(Gt−1) ≥ 16‖x̂t− x̂t−1‖
2
by Proposition 1 of Carmon et al. [45] and Lemma 16 in Krichene [154], as x̂t = Ψ̄(Gt)
and x̂t−1 = Ψ̄(Gt−1).




αt〈xt − x∗, yt〉 =
T∑
t=1










t=1 αt〈xt − x̂t, yt〉.
(2.132)
For the terms {αs〈xs − x̂s, ys〉}ts=1, notice that it is a martingale difference sequence. Us-
ing the fact that αs = s and that ys is a gradient at some point which is bounded, i.e.
‖∇Fr(·)‖∞ ≤ G, see (2.96) and (2.124), we have that αs〈xs,js , ys〉 ≤ αs‖ys‖∞ ≤ αsG.
Hoeffding’s lemma implies that {αs〈xs,js − x̂s, ys〉} is α2sG2-sub-Gaussian, and conse-
quently {αs〈xs− x̂s, ys〉} = { 1ms
∑ms
js=1










-sub-Gaussian implies that max{Pr(ξs ≥ θ), P r(ξs ≤
−θ)} ≤ 2 exp(− ms
2α2sG
2 θ
2). So we can apply a variant of Azuma-Hoeffding inequality
(Lemma 18 in Section 2.7.7) to conclude that
t∑
s=1






with probability at least 1− δ/2. Therefore, the sum of the weighted average regret of both
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T (T + 1)/2
,
(2.134)
where (a) is because ‖xt−1−xt‖2 = ‖xt−1−x̂t−1+x̂t−1−x̂t+x̂t−xt‖2 ≤ 3(‖xt−1−x̂t−1‖2+






+ 3‖x̂t−1 − x̂t‖2 and the inequality






















log(4d/δ) ≤ 1, and (b) of (2.134) is due to the constraint of
η ≤ 1
36L̂
so that the distance terms cancel out and that AT =
∑
t t. Thus, by Lemma 14,
Theorem 1 we have established the convergence rate.
Since by Theorem 18, Algorithm 15 is exactly equivalent to the instance of Algorithm 3
here, we have completed the proof.
2.7.6 Proof of Theorem 18






Xt = xt, and Zt = x̃t for any t > 0.
For the base case t = 1, we have W1 = (1− β1)W0 + β1X1 = X1 = x1 = α1A1x1, as by
the same initialization Z1 = X0 = x0 = x̃1, one can ensure that X1 = x1.
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Now assume that the one-to-one correspondence holds at t − 1. We have that Wt =


























xs = x̄t. On the other hand, we have that


























xt−1 = x̃t. The result implies thatGt =
−η
∑t
s=1 s∇Fr(x̃s) = −η
∑t
s=1 αsys; consequently Xt = xt. We now have completed the
proof.
2.7.7 Some supporting lemmas
Lemma 18. Let ξ1, ξ2, . . . , ξT be a martingale difference sequence with respect to a se-
quence F1, . . . ,FT , and suppose there are constants {bt} ≥ 1 and {ct} > 0 such that for
any θ > 0
max{Pr(ξt > θ|F1, . . . ,Ft−1), P r(ξt < −θ|F1, . . . ,Ft−1)} ≤ bt exp(−ctθ2)















Proof. The lemma’s statement is an extension of Theorem 2 in Shamir [237] which con-
siders the case that bt = b and ct = c for some numbers b > 1, c > 0.
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exp(sξt)|F1, . . . ,FT ]]
≤ exp(−sTε)E
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we have that Pr( 1
T
∑T














and solving ε leads to the result.
Lemma 19. (Lemma 1 in Shamir [237]) Let ξ be a random variable with E[ξ] = 0, and
suppose there exist a constant b ≥ 1 and a constant c > 0 such that for all θ > 0, it holds
that
max{Pr(ξ ≥ θ), P r(ξ ≤ −θ)} ≤ b exp(−cθ2).
Then for any s > 0.
E[exp(sξ)] ≤ exp(7bs2/c).
2.8 Conclusion
In this chapter, we present a modular analysis that bridges the online learning/no-regret
learning and the classical offline convex optimization. The generic scheme also makes de-
signing fast algorithms easier. Simply pitting any two no-regret learning algorithms against
each other with an appropriate weighting scheme will lead to an offline convex optimiza-
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tion with a guarantee implied by our meta theorem. We believe our generic acceleration
scheme can help to design new algorithms. For example, in online learning there are many
adaptive algorithms which enjoy data-dependent regret guarantees and allow a different
adaptive learning rate for a different coordinate (e.g. Levy [170] and McMahan [193]). It
is interesting to check if our approach of optimization as iteratively playing a game can
help to design a fast adaptive algorithm for offline optimization.
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CHAPTER 3
A MODULAR ANALYSIS OF PROVABLE ACCELERATION VIA POLYAK’S
MOMENTUM: TRAINING A WIDE RELU NETWORK AND A DEEP LINEAR
NETWORK
3.1 Introduction
Momentum methods are very popular for training neural networks in various applications
(e.g. [129, 263, 156]). It has been widely observed that the use of momentum helps faster
training in deep learning (e.g. [185, 62]). Among all the momentum methods, the most
popular one seems to be Polyak’s momentum (a.k.a. Heavy Ball momentum) [223], which
is the default choice of momentum in PyTorch and Tensorflow. The success of Polyak’s
momentum in deep learning is widely appreciated and almost all of the recently developed
adaptive gradient methods like Adam [151], AMSGrad [229], and AdaBound [190] adopt
the use of Polyak’s momentum, instead of Nesterov’s momentum.
However, despite its popularity, little is known in theory about why Polyak’s momen-
tum helps to accelerate training neural networks. Even for convex optimization, problems
like strongly convex quadratic problems seem to be one of the few cases that discrete-time
Polyak’s momentum method provably achieves faster convergence than standard gradient
descent (e.g. [168, 116, 108, 115, 183, 184, 40, 234, 88, 275, 90, 70, 241, 132]). On
the other hand, the theoretical guarantees of Adam, AMSGrad , or AdaBound are only
worse if the momentum parameter β is non-zero and the guarantees deteriorate as the mo-
mentum parameter increases, which do not show any advantage of the use of momentum
[7]. Moreover, the convergence rates that have been established for Polyak’s momentum
in several related works [96, 251, 284, 181, 192] do not improve upon those for vanilla
gradient descent or vanilla SGD in the worst case. Lessard, Recht, and Packard, Ghadimi,
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Feyzmahdavian, and Johansson [168, 108] even show negative cases in convex optimiza-
tion that the use of Polyak’s momentum results in divergence. Furthermore, Kidambi et al.
[150] construct a problem instance for which the momentum method under its optimal tun-
ing is outperformed by other algorithms. A solid understanding of the empirical success of
Polyak’s momentum in deep learning has eluded researchers for some time.
We begin this chapter by first revisiting the use of Polyak’s momentum for the class of




w>Γw + b>w, (3.1)
where Γ ∈ Rd×d is a PSD matrix such that λmax(Γ) = α, λmin(Γ) = µ > 0. This is one
of the fewknown examples that Polyak’s momentum has a provable globally accelerated
linear rate in the discrete-time setting. Yet even for this class of problems existing results
only establish an accelerated linear rate in an asymptotic sense and several of them do
not have an explicit rate in the non-asymptotic regime (e.g. [223, 168, 196, 227]). Is it
possible to prove a non-asymptotic accelerated linear rate in this case? We will return to
this question soon.
For general µ-strongly convex, α-smooth, and twice differentiable functions (not nec-
essarily quadratic), denoted as F 2µ,α, Theorem 9 in Polyak [223] shows an asymptotic accel-
erated linear rate when the iterate is sufficiently close to the minimizer so that the landscape
can be well approximated by that of a quadratic function. However, the definition of the
neighborhood was not very precise in the paper. In this work, we show a locally accelerated
linear rate under a quantifiable definition of the neighborhood.
Furthermore, we provably show that Polyak’s momentum helps to achieve a faster con-
vergence for training two neural networks, compared to vanilla GD. The first is training a
one-layer ReLU network. Over the past few years there have appeared an enormous number
of works considering training a one-layer ReLU network, provably showing convergence
results for vanilla (stochastic) gradient descent (e.g. [173, 144, 176, 76, 77, 10, 244, 297,
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Algorithm 17 Gradient descent with Polyak’s momentum [223] (Equivalent Version
1)
1: Required: Step size parameter η and momentum parameter β.
2: Init: w0 ∈ Rd and M−1 = 0 ∈ Rd.
3: for t = 0 to T do
4: Given current iterate wt, obtain gradient∇`(wt).
5: Update momentum Mt = βMt−1 +∇`(wt).
6: Update iterate wt+1 = wt − ηMt.
7: end for
Algorithm 18 Gradient descent with Polyak’s momentum [223] (Equivalent Version
2)
1: Required: step size η and momentum parameter β.
2: Init: w0 = w−1 ∈ Rd
3: for t = 0 to T do
4: Given current iterate wt, obtain gradient∇`(wt).
5: Update iterate wt+1 = wt − η∇`(wt) + β(wt − wt−1).
6: end for
17, 138, 164, 54, 218, 35, 51, 254, 243, 21, 175, 121, 64, 298, 80, 65, 273, 285, 84, 247,
53]), as well as for other algorithms (e.g. [291, 278, 39, 295, 106, 31, 166, 221]). However,
we are not aware of any theoretical works that study the momentum method in neural net
training except the work Krichene, Caluyay, and Halder [155]. These authors show that
SGD with Polyak’s momentum (a.k.a. stochastic Heavy Ball) with infinitesimal step size,
i.e. η → 0, for training a one-hidden-layer network with an infinite number of neurons,
i.e. m → ∞, converges to a stationary solution. However, the theoretical result does not
show a faster convergence by momentum. In this work we consider the discrete-time set-
ting and nets with finitely many neurons. We provide a non-asymptotic convergence rate of
Polyak’s momentum, establishing a concrete improvement relative to the best-known rates
for vanilla gradient descent.
Our setting of training a ReLU network follows the same framework as previous results,
including [76, 17, 244]. Specifically, we study training a one-hidden-layer ReLU neural net
of the form,
N ReLUW (x) := 1√m
∑m
r=1 arσ(〈w(r), x〉), (3.2)
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where σ(z) := z · 1{z ≥ 0} is the ReLU activation, w(1), . . . , w(m) ∈ Rd are the weights
of m neurons on the first layer, a1, . . . , am ∈ R are weights on the second layer, and
N ReLUW (x) ∈ R is the output predicted on input x. Assume n number of samples {xi ∈
Rd}ni=1 is given. Following [76, 17, 244], we define a Gram matrix H ∈ Rn×n for the
weights W and its expectation H̄ ∈ Rn×n over the random draws of w(r) ∼ N(0, Id) ∈ Rd






1{〈w(r), xi〉 ≥ 0 & 〈w(r), xj〉 ≥ 0}
H̄i,j := E
w(r)
[x>i xj1{〈w(r), xi〉 ≥ 0 & 〈w(r), xj〉 ≥ 0}].
(3.3)
The matrix H̄ is also called a neural tangent kernel (NTK) matrix in the literature (e.g.
[138, 283, 28]). Assume that the smallest eigenvalue λmin(H̄) is strictly positive and certain
conditions about the step size and the number of neurons are satisfied. Previous works Du
et al., Song and Yang [76, 244] show a linear rate of vanilla gradient descent, while we
show an accelerated linear rate 1 of gradient descent with Polyak’s momentum. As far
as we are aware, our result is the first acceleration result of training an over-parametrized
ReLU network.
The second result is training a deep linear network. The deep linear network is a canon-
ical model for studying optimization and deep learning, and in particular for understanding
gradient descent (e.g. [238, 233, 135]), studying the optimization landscape (e.g. [154,
163]), and establishing the effect of implicit regularization (e.g. [199, 143, 174, 226, 16,
112, 120, 191]). In this work, following Du and Hu [74], Hu, Xiao, and Pennington [135],
we study training a L-layer linear network of the form,
N L-linearW (x) := 1√mL−1dyW
(L)W (L−1) · · ·W (1)x, (3.4)
1We borrow the term “accelerated linear rate” from the convex optimization literature [211], because the
result here has a resemblance to those results in convex optimization, even though the neural network training
is a non-convex problem.
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where W (l) ∈ Rdl×dl−1 is the weight matrix of the layer l ∈ [L], and d0 = d, dL = dy
and dl = m for l 6= 1, L. Therefore, except the first layer W (1) ∈ Rm×d and the last
layer W (L) ∈ Rdy×m, all the intermediate layers are m ×m square matrices. The scaling
1√
mL−1dy
is necessary to ensure that the network’s output at the initialization N L-linearW0 (x)
has the same size as that of the input x, in the sense that E[‖N L-linearW0 (x)‖
2] = ‖x‖2, where
the expectation is taken over some appropriate random initialization of the network (see e.g.
[74, 135]). Hu, Xiao, and Pennington [135] show vanilla gradient descent with orthogonal
initialization converges linearly and the required width of the network m is independent
of the depth L, while we show an accelerated linear rate of Polyak’s momentum and the
width m is also independent of L. To our knowledge, this is the first acceleration result of
training a deep linear network.
A careful reader may be tempted by the following line of reasoning: a deep linear
network (without activation) is effectively a simple linear model, and we already know
that a linear model with the squared loss gives a quadratic objective for which Polyak’s
momentum exhibits an accelerated convergence rate. But this intuition, while natural, is
not quite right: it is indeed nontrivial even to show that vanilla gradient descent provides a
linear rate on deep linear networks [135, 74, 238, 14, 125, 277, 299], as the optimization
landscape is non-convex. Existing works show that under certain assumptions, all the local
minimum are global [154, 163, 288, 188, 296, 125]. These results are not sufficient to
explain the linear convergence of momentum, let alone the acceleration; see Section 3.6 for
an empirical result.
Similarly, it is known that under the NTK regime the output of the ReLU network can
be approximated by a linear model (e.g. [134]). However, this result alone neither im-
plies a global convergence of any algorithm nor characterizes the optimization landscape.
Liu, Zhu, and Belkin [180], Liu, Zhu, and Belkin [179] establish an interesting connec-
tion between solving an over-parametrized non-linear system of equations and solving the
classical linear system. They show that for smooth and twice differentiable activation, the
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optimization landscape of an over-parametrized network satisfies a (non-convex) notion
called the Polyak-Lokasiewicz (PL) condition [224], i.e. 1
2
‖∇`(w)‖2 ≥ µ (`(w)− `(w∗)),
where w∗ is a global minimizer and µ > 0. It is not clear whether their result can be
extended to ReLU activation, however, and the existing result of [66] for the discrete-time
Polyak’s momentum under the PL condition does not give an accelerated rate nor is it better
than that of vanilla GD. Aujol, Dossal, and Rondepierre [19] show a variant of Polyak’s
momentum method having an accelerated rate in a continuous-time limit for a problem that
satisfies PL and has a unique global minimizer. It is unclear if their result is applicable to
our problem. Therefore, showing the advantage of training the ReLU network and the deep
linear network by using existing results of Polyak’s momentum can be difficult.
To summarize, our contributions in the present work include
• In convex optimization, we show an accelerated linear rate in the non-asymptotic
sense for solving the class of the strongly convex quadratic problems via Polyak’s
momentum (Theorem 25). We also provide an analysis of the accelerated local con-
vergence for the class of functions in F 2µ,α (Theorem 28 in Section 3.5.9). We estab-
lish a technical result (Theorem 23) that helps to obtain these non-asymptotic rates.
• In non-convex optimization, we show accelerated linear rates of the discrete-time
Polyak’s momentum for training an over-parametrized ReLU network and a deep
linear network. (Theorems 26 and 27)
Furthermore, we will develop a modular analysis to show all the results in this work.
We identify conditions and propose a meta theorem of acceleration when the momentum
method exhibits a certain dynamic, which can be of independent interest. We show that
when applying Polyak’s momentum for these problems, the induced dynamics exhibit a
form where we can directly apply our meta theorem.
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3.2 Preliminaries
Throughout this work, ‖·‖F represents the Frobenius norm and ‖·‖2 represents the spectral
norm of a matrix, while ‖·‖ represents l2 norm of a vector. We also denote⊗ the Kronecker
product, σmax(·) = ‖ · ‖2 and σmin(·) the largest and the smallest singular value of a matrix
respectively.
For the case of training neural networks, we will consider minimizing the squared loss








where xi ∈ Rd is the feature vector, yi ∈ Rdy is the label of sample i, and there are n
number of samples. For training the ReLU network, we have NW (·) := N ReLUW (·), dy = 1,
and W := {w(r)}mr=1, while for the deep linear network, we have NW (·) := N L-linearW (·),
and W represents the set of all the weight matrices, i.e. W := {W (l)}Ll=1. The notation Ak
represents the kth matrix power of A.
3.2.1 Prior result of Polyak’s momentum
Algorithm 17 and Algorithm 18 show two equivalent presentations of gradient descent with
Polyak’s momentum. Given the same initialization, one can show that Algorithm 17 and
Algorithm 18 generate exactly the same iterates during optimization.
Let us briefly describe a prior acceleration result of Polyak’s momentum. The recursive
dynamics of Poylak’s momentum for solving the strongly convex quadratic problems (3.1)
can be written as wt − w∗
wt−1 − w∗
 =










where w∗ is the unique minimizer. By a recursive expansion, one can get
‖
 wt − w∗
wt−1 − w∗
 ‖ ≤ ‖At‖2‖
 w0 − w∗
w−1 − w∗
 ‖. (3.7)
Hence, it suffices to control the spectral norm of the matrix power ‖At‖2 for obtaining a
convergence rate. In the literature, this is achieved by using Gelfand’s formula.
Theorem 19. (Gelfand [107]; see also Foucart [89]) (Gelfand’s formula) Let A be a d×d
matrix. Define the spectral radius ρ(A) := maxi∈[d] |λi(A)|, where λi(·) is the ith eigen-
value. Then, there exists a non-negative sequence {εt} such that ‖At‖2 = (ρ(A) + εt)t and
limt→∞ εt = 0.
We remark that there is a lack of the convergence rate of εt in Gelfand’s formula in
general.
Denote κ := α/µ the condition number. One can control the spectral radius ρ(A) as
ρ(A) ≤ 1− 2√
κ+1
by choosing η and β appropriately, which leads to the following result.
Theorem 20. (Polyak [223]; see also [168, 227, 196]) Gradient descent with Polyak’s mo-













 wt − w∗
wt−1 − w∗




 w0 − w∗
w−1 − w∗
 ‖,
where εt is a non-negative sequence that goes to zero.
That is, when t→∞, Polyak’s momentum has the (1− 2√
κ+1
) rate, which has a better
dependency on the condition number κ than the 1−Θ( 1
κ
) rate of vanilla gradient descent. A
concern is that the bound is not quantifiable for a finite t. On the other hand, we are aware
of a different analysis that leverages Chebyshev polynomials instead of Gelfand’s formula
(e.g. [178]), which manages to obtain a t(1−Θ( 1√
κ
))t convergence rate. So the accelerated
linear rate is still obtained in an asymptotic sense. Theorem 9 in Can, Gürbüzbalaban, and
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Zhu [40] shows a rate max{C̄1, tC̄2}(1−Θ( 1√κ)
t) for some constants C̄1 and C̄2 under the
same choice of the momentum parameter and the step size as Theorem 20. However, for
a large t, the dominant term could be t(1 − Θ( 1√
κ
)t). In this work, we aim at obtaining a
bound that (I) holds for a wide range of values of the parameters, (II) has a dependency on
the squared root of the condition number
√
κ, (III) is quantifiable in each iteration and is
better than the rate t(1−Θ( 1√
κ
))t.
Finally, we remark that, to our knowledge, the class of the strongly convex quadratic
problems is one of the only known examples that Polyak’s momentum has a provable ac-
celerated linear rate in terms of the global convergence in the discrete-time setting. For
general smooth, strongly convex, and differentiable functions, a linear rate of the global
convergence via discrete-time Polyak’s momentum is shown by Ghadimi, Feyzmahdavian,
and Johansson [108] and Shi et al. [241]. However, the rate is not an accelerated rate and
is not better than that of the vanilla gradient descent.
3.2.2 (One-layer ReLU network) Settings and Assumptions
The ReLU activation is not differentiable at zero. So for solving (3.5), we will replace the






























As described in the introduction, we assume that the smallest eigenvalue of the Gram
matrix H̄ ∈ Rn×n is strictly positive, i.e. λmin(H̄) > 0. We will also denote the largest
eigenvalue of the Gram matrix H̄ as λmax(H̄) and denote the condition number of the
Gram matrix as κ := λmax(H̄)
λmin(H̄)
. Du et al. [76] show that the strict positiveness assumption
is indeed mild. Specifically, they show that if no two inputs are parallel, then the least
eigenvalue is strictly positive. Panigrahi, Shetty, and Goyal [219] were able to provide a
quantitative lower bound under certain conditions. Following the same framework of Du
et al. [76], we consider that each weight vector w(r) ∈ Rd is initialized according to the
normal distribution, i.e. w(r) ∼ N(0, Id), and each ar ∈ R is sampled from the Rademacher
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distribution, i.e. ar = 1 with probability 0.5; and ar = −1 with probability 0.5. We also
assume ‖xi‖ ≤ 1 for all samples i. As the previous works (e.g. [173, 144, 76]), we
consider only training the first layer {w(r)} and the second layer {ar} is fixed throughout
the iterations. We will denote ut ∈ Rn whose ith entry is the network’s prediction for
sample i, i.e. ut[i] := N ReLUWt (xi) in iteration t and denote y ∈ R
n the vector whose ith
element is the label of sample i. The following theorem is a prior result due to Du et al.
[76].
Theorem 21. (Theorem 4.1 in Du et al. [76]) Assume that λ := λmin(H̄)/2 > 0 and
that w(r)0 ∼ N(0, Id) and ar uniformly sampled from {−1, 1}. Set the number of nodes
m = Ω(λ−4n6δ−3) and the constant step size η = O( λ
n2
). Then, with probability at least
1 − δ over the random initialization, vanilla gradient descent, i.e. Algorithm 17& 18 with
β = 0, has
‖ut − y‖2 ≤ (1− ηλ)t · ‖u0 − y‖2.
Later Song and Yang [244] improve the network size m to m = Ω(λ−4n4 log3(n/δ)).
Wu, Du, and Ward [279] provide an improved analysis over Du et al. [76], which shows
that the step size η of vanilla gradient descent can be set as η = 1
c1λmax(H̄)
for some quantity
c1 > 0. The result in turn leads to a convergence rate (1 − 1c2κ) for some quantity c2 > 0.
However, the quantities c1 and c2 are not universal constants and actually depend on the
problem parameters λmin(H̄), n, and δ. A question that we will answer in this work is “Can






, where the factor
Θ( 1√
κ
) does not depend on any other problem parameter?”.
3.2.3 (Deep Linear network) Settings and Assumptions
For the case of deep linear networks, we will denote X := [x1, . . . , xn] ∈ Rd×n the data
matrix and Y := [y1, . . . , yn] ∈ Rdy×n the corresponding label matrix. We will also denote
r̄ := rank(X) and the condition number κ := λmax(X
>X)
λr̄(X>X)
. Following Hu, Xiao, and Pen-
nington [135], we will assume that the linear network is initialized by the orthogonal initial-
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Figure 3.1: Empirical risk `(Wt) vs. iteration t. Polyak’s momentum accelerates the opti-
mization process of training an over-parametrized one-layer ReLU network. Experimental
details are available in Section 3.6.
ization, which is conducted by sampling uniformly from (scaled) orthogonal matrices such
that (W (1)0 )
>W
(1)
















mIm for layer 2 ≤ l ≤ L − 1. We will denote W (j:i) := WjWj−1 · · ·Wi = Πjl=iWl,
where 1 ≤ i ≤ j ≤ L and W (i−1:i) = I . We also denote the network’s output U :=
1√
mL−1dy
W (L:1)X ∈ Rdy×n.
In our analysis, following Du and Hu [74], Hu, Xiao, and Pennington [135], we will
further assume that (A1) there exists a W ∗ such that Y = W ∗X , X ∈ Rd×r̄, and r̄ =
rank(X), which is actually without loss of generality (see e.g. the discussion in Section B
of Du and Hu [74]).
Theorem 22. (Theorem 4.1 in Hu, Xiao, and Pennington [135]) Assume (A1) and the use
of the orthogonal initialization. Suppose the width of the deep linear network satisfies






dy(1 + ‖W∗‖22) + log(r̄/δ)
)
and m ≥ max{dx, dy} for some δ ∈ (0, 1)
and a sufficiently large constant C > 0. Set the constant step size η = dy
2Lσ2max(X)
. Then,
with probability at least 1− δ over the random initialization, vanilla gradient descent, i.e.
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Algorithm 17& 18 with β = 0, has






· ‖U0 − Y ‖2F .
3.3 Modular Analysis
In this section, we will provide a meta theorem for the following dynamics of the residual
vector ξt ∈ Rn0 ,ξt+1
ξt
 =









where η is the step size, β is the momentum parameter, H ∈ Rn0×n0 is a PSD matrix,
ϕt ∈ Rn0 is some vector, and In0 is the n0 × n0-dimensional identity matrix. Note that ξt
and ϕt depend on the underlying model learned at iteration t, i.e. depend on Wt.
We first show that the residual dynamics of Polyak’s momentum for solving all the
four problems in this work are in the form of (3.8). The proof of the following lemmas
(Lemma 21, 22, and 23) are available in Section 3.5.1.
3.3.1 Realization: Strongly convex quadratic problems
One can easily see that the dynamics of Polyak’s momentum (3.6) for solving the strongly
convex quadratic problem (3.1) is in the form of (3.8). We thus have the following lemma.
Lemma 20. Applying Algorithm 17 or Algorithm 18 to solving the class of strongly convex
quadratic problems (3.1) induces a residual dynamics in the form of (3.8), where




3.3.2 Realization: Solving F 2µ,α
A similar result holds for optimizing functions in F 2µ,α.
Lemma 21. Applying Algorithm 17 or Algorithm 18 to minimizing a function f(w) ∈ F 2µ,α
induces a residual dynamics in the form of (3.8), where


























where w∗ := arg minw f(w).
3.3.3 Realization: One-layer ReLU network
More notations: For the analysis, let us define the event Air := {∃w ∈ Rd : ‖w−w(r)0 ‖ ≤
RReLU,1{x>i w
(r)
0 } 6= 1{x>i w ≥ 0}}, where RReLU > 0 is a number to be determined later.
The event Air means that there exists a w ∈ Rd which is within the RReLU-ball centered
at the initial point w(r)0 such that its activation pattern of sample i is different from that of
w
(r)
0 . We also denote a random set Si := {r ∈ [m] : 1{Air} = 0} and its complementary
set S⊥i := [m] \ Si.
Lemma 22 below shows that training the ReLU network N -ReLUW (·) via momentum in-
duces the residual dynamics in the form of (3.8).
Lemma 22. (Residual dynamics of training the ReLU network N ReLUW (·)) Denote





x>i xj × 1{〈w
(r)
t , xi〉 ≥ 0 & 〈w
(r)
t , xj〉 ≥ 0}.
Applying Algorithm 17 or Algorithm 18 to (3.5) for training the ReLU network N ReLUW (x)
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induces a residual dynamics in the form of (3.8) such that
ξt[i] = N ReLUWt (xi)− yi (and hence n0 = d)
H = H0
ϕt = φt + ιt,
where each element i of ξt ∈ Rn is the residual error of the sample i, and the ith-element












and ιt = η (H0 −Ht) ξt ∈ Rn.
3.3.4 Realization: Deep Linear network
Lemma 23 below shows that the residual dynamics due to Polyak’s momentum for training
the deep linear network is indeed in the form of (3.8). In the lemma, “vec” stands for the
vectorization of the underlying matrix in column-first order.
Lemma 23. (Residual dynamics of training N L-linearW (·)) Denote Mt,l the momentum term























Applying Algorithm 17 or Algorithm 18 to (3.5) for training the deep linear networkN L-linearW (x)
induces a residual dynamics in the form of (3.8) such that
ξt = vec(Ut − Y ) ∈ Rdyn, and hence n0 = dyn
H = H0























(L− 1)βW (L:1)t X + βW
(L:1)











ιt = η(H0 −Ht)ξt.
3.3.5 A key theorem of bounding a matrix-vector product
Our meta theorem of acceleration will be based on Theorem 23 in the following, which
upper-bounds the size of the matrix-vector product of a matrix power Ak and a vector v0.
Compared to Gelfand’s formula (Theorem 19), Theorem 23 below provides a better control
of the size of the matrix-vector product, since it avoids the dependency on the unknown
sequence {εt}. The result can be of independent interest and might be useful for analyzing
Polyak’s momentum for other problems in future research.
Theorem 23. Let A :=
(1 + β)In − ηH −βIn
In 0
 ∈ R2n×2n. Suppose that H ∈ Rn×n
















min{h(β, ηλmin(H)), h(β, ηλmax(H))}
≥ 1, (3.10)













Note that the constant C0 in Theorem 23 depends on β and ηH . It should be written
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as C0(β, ηH) to be precise. However, for the brevity, we will simply denote it as C0 when
the underlying choice of β and ηH is clear from the context. The proof of Theorem 23
is available in Section 3.5.2. Theorem 23 allows us to derive a concrete upper bound of
the residual errors in each iteration of momentum, and consequently allows us to show an
accelerated linear rate in the non-asymptotic sense. The favorable property of the bound
will also help to analyze Polyak’s momentum for training the neural networks. As shown
later in this chapter, we will need to guarantee the progress of Polyak’s momentum in each
iteration, which is not possible if we only have a quantifiable bound in the limit. Based on
Theorem 23, we have the following corollary. The proof is in Section 3.5.3.
Corollary 3. Assume that λmin(H) > 0. Denote κ := λmax(H)/λmin(H). Set η =


















Let λ > 0 be the smallest eigenvalue of the matrix H that appears on the residual dynamics















where C0 is the constant defined on (3.10), and C1, C2 ≥ 0 are some constants, 1ϕ is an
indicator if any ϕt on the residual dynamics (3.8) is a non-zero vector. For the case of
training the neural networks, we have 1ϕ = 1.
Theorem 24. (Meta theorem for the residual dynamics (3.8)) Assume that the step size

















































Proof. The proof is by induction. At s = 0, (3.11) holds sinceC0 ≥ 1 by Theorem 23. Now
assume that the inequality holds at s = 0, 1, . . . , t − 1. Consider iteration t. Recursively




















By assumption, given (3.11) holds at s = 0, 1, . . . , t−1, we have (3.12). Combining (3.12),
(3.14), (3.15), and (3.16), we have (3.13) and hence the proof is completed.
Remark: As shown in the proof, we need the residual errors be tightly bounded as (3.11)
in each iteration. Theorem 23 is critical for establishing the desired result. On the other
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hand, it would become tricky if instead we use Gelfand’s formula or other techniques in
the related works that lead to a convergence rate in the form of O(tθt).
3.4 Main results
The important lemmas and theorems in the previous section help to show our main results
in the following subsections. The high-level idea to obtain the results is by using the meta
theorem (i.e. Theorem 24). Specifically, we will need to show that if the underlying residual
dynamics satisfy (3.11) for all the previous iterations, then the terms {ϕs} in the dynamics
satisfy (3.12). This condition trivially holds for the case of the quadratic problems, since
there is no such term. On the other hand, for solving the other problems, we need to
carefully show that the condition holds. For example, according to Lemma 22, showing
acceleration for the ReLU network will require bounding terms like ‖(H0 − Hs)ξs‖ (and
other terms as well), where H0 −Hs corresponds to the difference of the kernel matrix at
two different time steps. By controlling the width of the network, we can guarantee that
the change is not too much. A similar result can be obtained for the problem of the deep
linear network. The high-level idea is simple but the analysis of the problems of the neural
networks can be tedious.
3.4.1 Non-asymptotic accelerated linear rate for solving strongly convex quadratic problems





)2. Gradient descent with Polyak’s momentum for solving (3.1) has
‖
 wt − w∗
wt−1 − w∗
 ‖ ≤ (√β)tC0‖








min{h(β, ηµ), h(β, ηα)}
≥ 1, (3.18)












. Consequently, if the step size η = 1
α







, then it has
‖
 wt − w∗
wt−1 − w∗








 w0 − w∗
w−1 − w∗
 ‖. (3.19)











from above, then it






The convergence rates shown on (3.17) and (3.90) do not depend on the unknown se-
quence {εt}. Moreover, the rates depend on the squared root of the condition number
√
κ.
We have hence established a non-asymptotic accelerated linear rate of Polyak’s momentum,
which helps to show the advantage of Polyak’s momentum over vanilla gradient descent in






same choices of the parameters as the previous works. The detailed proof can be found
in Section 3.5.4, which is actually a trivial application of Lemma 20, Theorem 24, and
Corollary 3 with C1 = C2 = C3 = 0.
In Section 3.5.9 (Theorem 28), we also provide a local acceleration result for general
smooth strongly convex and twice differentiable function F 2µ,α of the discrete-time Polyak’s
momentum.
3.4.2 Acceleration for training N ReLUW (x)
Before introducing our result, we need the following lemma.
Lemma 24. [Lemma 3.1 in Du et al. [76] and Song and Yang [244]] Setm = Ω(λ−2n2 log(n/δ)).
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Suppose that the neurons w(1)0 , . . . , w
(m)
0 are i.i.d. generated by N(0, Id) initially. Then,
with probability at least 1− δ, it holds that


















Lemma 24 shows that by the random initialization, with probability 1 − δ, the least
eigenvalue of the Gram matrix H := H0 defined in Lemma 22 is lower-bounded and
the largest eigenvalue is also close to λmax(H̄). Furthermore, Lemma 24 implies that the










where κ := λmax(H̄)
λmin(H̄)
.




that w(r)0 ∼ N(0, Id) and ar uniformly sampled from {−1, 1}. Denote λmax := λmax(H̄) +
λmin(H̄)
4
and denote κ̂ := λmax/λ = (4κ + 1)/3. Set a constant step size η = 1λmax , fix




)2, and finally set the number of network nodes m =
Ω(λ−4n4κ2 log3(n/δ)). Then, with probability at least 1− δ over the random initialization,




















We remark that κ̂, which is the condition number of the Gram matrix H0, is within
a constant factor of the condition number of H̄ (recall that κ := λmax(H̄)
λmin(H̄)
). Therefore,






. The rate has an
improved dependency on the condition number, i.e.
√
κ instead of κ, which shows the
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advantage of Polyak’s momentum over vanilla GD when the condition number is large. We
believe this is an interesting result, as the acceleration is akin to that in convex optimization,
e.g. [211, 241].
Our result also implies that over-parametrization helps acceleration in optimization. To
our knowledge, in the literature, there is little theory of understanding why over-parametrization
can help training a neural network faster. The only exception that we are aware of is Arora,
Cohen, and Hazan [15], which shows that the dynamic of vanilla gradient descent for an
over-parametrized objective function exhibits some momentum terms, although their mes-
sage is very different from ours. The proof of Theorem 26 is in Section 3.5.5.
3.4.3 Acceleration for training N L-linearW (x)




Set a constant step size η = dy
Lσ2max(X)







set a parameter m that controls the width m ≥ C κ5
σ2max(X)
(dy(1 + ‖W ∗‖22) + log(r̄/δ)) and
m ≥ max{dx, dy} for some constant C > 0. Then, with probability at least 1− δ over the




















Compared with Theorem 22 of Hu, Xiao, and Pennington [135] for vanilla GD, our re-
sult clearly shows the acceleration via Polyak’s momentum, as it improves the dependency
of the condition number to
√




in this case). Furthermore, the
result suggests that the depth does not hurt optimization. Acceleration is achieved for any
depth L and the required width m is independent of the depth L as [135, 299] (of vanilla
GD). The proof of Theorem 27 is in Section 3.5.7.
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3.5 Detailed proofs
3.5.1 Proof of Lemma 21, Lemma 22, and Lemma 23
Lemma 21: Applying Algorithm 17 or Algorithm 18 to minimizing a function f(w) ∈ F 2µ,α
induces a residual dynamics in the form of (3.8), where































Id + βId −βId
Id 0d
 ·







Id − η ∫ 10 ∇2f((1− τ)wt + τw∗)dτ + βId −βId
Id 0d
 ·




Id − η ∫ 10 ∇2f((1− τ)w0 + τw∗)dτ + βId −βId
Id 0d
 ·

























∇2f((1− τ)wt + τw∗)dτ
)
(wt − w∗), (3.24)
and that∇f(w∗) = 0.
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Lemma 22: (Residual dynamics of training the ReLU network N ReLUW (·)) Denote







t , xi〉 ≥ 0 & 〈w
(r)
t , xj〉 ≥ 0}.
Applying Algorithm 17 or Algorithm 18 to (3.5) for training the ReLU network N ReLUW (x)
induces a residual dynamics in the form of (3.8) such that
ξt[i] = N ReLUWt (xi)− yi and hence n0 = d
H = H0
ϕt = φt + ιt,
where each element i of ξt ∈ Rn is the residual error of the sample i, the ith-element of












and ιt = η (H0 −Ht) ξt ∈ Rn.






























arxi1{〈w(r), x〉 ≥ 0}, (3.26)
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1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)
t , xj〉 ≥ 0}. (3.27)
Let us also denote






1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)
t , xj〉 ≥ 0}. (3.28)
We have that














arσ(〈w(r)t+1, xi〉)− yi. (3.29)
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t−1), xi〉 · 1{〈w
(r)







ar〈w(r)t , xi〉 · 1{〈w
(r)





ar〈w(r)t , xi〉 · 1{〈w
(r)





ar〈w(r)t−1, xi〉 · 1{〈w
(r)


















































where (a) uses that for r ∈ Si, 1{〈w(r)t+1, xi〉 ≥ 0} = 1{〈w
(r)
t , xi〉 ≥ 0} = 1{〈w
(r)
t−1, xi〉 ≥





















1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)














































1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)















1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)
t , xj〉 ≥ 0}.
(3.32)
Combining (3.29) and (3.31), we have that















1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)








t , xi〉)− βarσ(〈w
(r)




So we can write the above into a matrix form.
ξt+1 = (In − ηHt)ξt + β(ξt − ξt−1) + φt
= (In − ηH0)ξt + β(ξt − ξt−1) + φt + ιt,
(3.34)
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1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)









t , xi〉)− βarσ(〈w
(r)















1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)









t , xi〉)− βarσ(〈w
(r)




















































































































1{〈w(r)t , xi〉 ≥ 0 & 〈w
(r)












































































Lemma: 23 (Residual dynamics of training N L-linearW (·)) Denote Mt,l the momentum term























Applying Algorithm 17 or Algorithm 18 to (3.5) for training the deep linear networkN L-linearW (x)
induces a residual dynamics in the form of (3.8) such that
ξt = vec(Ut − Y ) ∈ Rdyn, and hence n0 = dyn
H = H0






















(L− 1)βW (L:1)t X + βW
(L:1)











ιt = η(H0 −Ht)ξt.
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(l−1:1) + Φt, (3.37)















, and Φt contains all the high-order terms (in terms of η), e.g. those
with ηMt,i and ηMt,j , i 6= j ∈ [L], or higher. Based on the equivalent update expression of































































t−1 ) + φt













Multiplying the above equality with 1√
mL−1dy
X , we get


































ΦtX + β(Ut − Ut−1)
(3.39)
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Using vec(ACB) = (B> ⊗ A)vec(C), where ⊗ stands for the Kronecker product, we can
apply a vectorization of the above equation and obtain












































which is a positive semi-definite matrix.
In the following, we will denote ξt := vec(Ut − Y ) as the vector of the residual er-
rors. Also, we denote φt := 1√
mL−1dy












ψt := vec( 1√
mL−1dy
(





































where ϕt = φt + ψt + ιt ∈ Rdyn and Idyn is the dyn× dyn-dimensional identity matrix.
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3.5.2 Proof of Theorem 23
Theorem 23 Let A :=
(1 + β)In − ηH −βIn
In 0
 ∈ R2n×2n. Suppose that H ∈ Rn×n
















min{h(β, ηλmin(H)), h(β, ηλmax(H))}
≥ 1, (3.44)
and the function h(β, z) is defined as















We would first prove some lemmas for the analysis.
Lemma 25. Under the assumption of Theorem 23, A is diagonalizable with respect to
complex field C in Cn, i.e., ∃P such that A = PDP−1 for some diagonal matrix D.
Furthermore, the diagonal elements of D all have magnitudes bounded by
√
β.
Proof. In the following, we will use the notation/operation Diag(· · · ) to represents a block-
diagonal matrix that has the arguments on its main diagonal. Let UDiag([λ1, . . . , λn])U∗















. Then, after applying some permutation matrix P̃ , A can be further
simplified into
A = Ũ P̃ΣP̃ T Ũ∗, (3.47)
where Σ is a block diagonal matrix consisting of n 2-by-2 matrices Σ̃i :=
1 + β − ηλi −β
1 0
.
The characteristic polynomial of Σ̃i is x2 − (1 + β − λi)x+ β. Hence it can be shown that
when β > (1 −
√
ηλi)
2 then the roots of polynomial are conjugate and have magnitude
√
β. These roots are exactly the eigenvalues of Σ̃i ∈ R2×2. On the other hand, the corre-
sponding eigenvectors qi, q̄i are also conjugate to each other as Σ̃i ∈ R2×2 is a real matrix.
As a result, Σ ∈ R2n×2n admits a block eigen-decomposition as follows,
Σ =Diag(Σ̃i, . . . , Σ̃n)








Diag(Q−11 , . . . , Q−1n ), (3.48)
where Qi = [qi, q̄i] and zi, z̄i are eigenvalues of Σ̃i (they are conjugate by the condition on



















P−1 = PDP−1, (3.50)
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where
P = Ũ P̃Q, (3.51)
by the fact that P̃−1 = P̃ T and Ũ−1 = Ũ∗.
Proof. (of Theorem 23) Now we proceed the proof of Theorem 23. In the following, we
denote vk := Akv0 (so vk = Avk−1). Let P be the matrix in Lemma 25, and uk := P−1vk,
the dynamic can be rewritten as uk = P−1Avk−1 = P−1APuk−1 = Duk−1. As D is
































Hence, now it suffices to prove upper bound and lower bound of λmax and λmin, respec-
tively. By using Lemma 26 in the following, we obtain the inequality of (3.43). We remark





lower bounded by 1.
Lemma 26. Let P be the matrix in Lemma 25, then we have λmax(PP ∗) ≤ 2(β + 1) and
λmin(PP
∗) ≥ min{h(β, ηλmin(H)), h(β, ηλmax(H))}/(1 + β), where
















Proof. As (3.51) in the proof of Lemma 2, P = Ũ P̃Diag(Q1, . . . , Qn). Since Ũ P̃ is
unitary, it does not affect the spectrum of P , therefore, it suffices to analyze the eigen-
values of QQ∗, where Q = Diag(Q1, . . . , Qn). Observe that QQ∗ is a block diagonal
matrix with blocks QiQ∗i , the eigenvalues of it are exactly that of QiQ
∗




i ) and likewise for the minimum. Recall Qi = [qi, q̄i] consisting of
eigenvectors of Σ̃i :=
1 + β − ηλi −β
1 0
 with corresponding eigenvalues zi, z̄i. The
eigenvalues satisfy
zi + z̄i = 2<zi = 1 + β − ηλi, (3.54)
ziz̄i = |zi|2 = β. (3.55)
On the other hand, the eigenvalue equation Σ̃iqi = ziqi together with (3.54) implies qi =
[zi, 1]




i = 2<qiq∗i = 2<qi<qiT + 2=qi=qiT . Thus,
QiQ
∗














Let the eigenvalues of QiQ∗i be θ1, θ2, then by (3.54)-(3.56) we must have
θ1 + θ2 = 2(β + 1), (3.57)
θ1θ2 = 4
(




















From (3.57), as both eigenvalues are nonnegative, we deduce that
2(1 + β) ≥ max{θ1, θ2} ≥ β + 1. (3.59)
On the other hand, from (3.57) we also have
















:=h(β, ηλi)/(1 + β). (3.60)
Finally, as the eigenvalues of QQ∗ are composed of exactly that of QiQ∗i , applying the




h(β, ηλi)/(1 + β)
≥min{h(β, ηλmin(H)), h(β, ηλmax(H))}/(1 + β), (3.61)
where the last inequality follows from the facts that λmin(H) ≤ λi ≤ λmax(H) and h is
concave quadratic function of of λ in which the minimum must occur at the boundary.
3.5.3 Proof of Corollary 3
Corollary 3 Assume that λmin(H) > 0. Denote κ := λmax(H)/λmin(H). Set η =




















Proof. For notation brevity, in the following, we let µ := λmin(H) and α := λmax(H).
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where we use ηµ = 1
κ















3.5.4 Proof of Theorem 25





)2. Gradient descent with Polyak’s momentum has
‖
 wt − w∗
wt−1 − w∗
 ‖ ≤ (√β)tC0‖







min{h(β, ηµ), h(β, ηα)}
, (3.67)












. Consequently, if the step size η = 1
α
and the momentum parameter β =
(
1−√ηµ
)2, then it has
‖
 wt − w∗
wt−1 − w∗








 w0 − w∗
w−1 − w∗
 ‖. (3.68)











from above, then it






Proof. The result (3.66) and (3.68) is due to a trivial combination of Lemma 20, Theo-
rem 24, and Corollary 3.


































. Formally, it is










, hence, for any β converges
to (1 − 2√
κ+1
)2 slower than inverse exponential of κ, i.e., β = (1 − 2√
κ+1
)2 + ( 1
κ
)o(t), we




3.5.5 Proof of Theorem 26
We will need some supporting lemmas in the following for the proof. In the following anal-




, where h(β, ·) is defined in Theo-






0 , xi〉 ≥




ηλ)2 := β2∗ . We summarize the notations in Table 3.1.
Notation definition (or value) meaning
N ReLUW (x) N ReLUW (x) := 1√m
∑m
r=1 arσ(〈w(r), x〉) the ReLU network’s output given x
H̄ H̄i,j := E
w(r)









0 , xi〉 ≥ 0 & 〈w
(r)
0 , xj〉 ≥ 0} the Gram matrix at the initialization
λmin(H̄) λmin(H̄) > 0 (by assumption) the least eigenvalue of H̄ .
λmax(H̄) the largest eigenvalue of H̄
κ κ := λmax(H̄)/λmin(H̄) the condition number of H̄
λ λ := 34λmin(H̄)
(a lower bound of)
the least eigenvalue of H0.
λmax λmax := λmax(H̄) +
λmin(H̄)
4
(an upper bound of)
the largest eigenvalue of H0.




3 the condition number of H0.
η η = 1/λmax step size
β β = (1− 12
√




)2 := β2∗ momentum parameter
β∗ β∗ =
√
β = 1− 12
√
ηλ squared root of β




ηλ = 1− 14
√









the constant used in Theorem 23
Table 3.1: Summary of the notations for proving Theorem 26.
Lemma 27. Suppose that the neurons w(1)0 , . . . , w
(m)
0 are i.i.d. generated by N(0, Id) ini-
tially. Then, for any set of weight vectors Wt := {w(1)t , . . . , w
(m)
t } that satisfy for any
r ∈ [m], ‖w(r)t − w
(r)
0 ‖ ≤ RReLU := λ1024nC0 , it holds that




with probability at least 1− n2 · exp(−mRReLU/10).
Proof. This is an application of Lemma 3.2 in Song and Yang [244].
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Lemma 27 shows that if the distance between the current iterateWt and its initialization
W0 is small, then the distance between the Gram matrix H(Wt) and H(W0) should also be
small. Lemma 27 allows us to obtain the following lemma, which bounds the size of ϕt
(defined in Lemma 22) in the residual dynamics.
Lemma 28. Following the setting as Theorem 26, denote θ := β∗ + 14
√




Suppose that ∀i ∈ [n], |S⊥i | ≤ 4mRReLU for some constant RReLU := λ1024nC0 > 0. If we
have (I) for any s ≤ t, the residual dynamics satisfies ‖
 ξs
ξs−1




some constant ν > 0, and (II) for any r ∈ [m] and any s ≤ t, ‖w(r)s − w(r)0 ‖ ≤ RReLU, then



























Proof. Denote β∗ := 1− 12
√
ηλ and θ := β∗+ 14
√
ηλ = 1− 1
4
√



































































































Now let us switch to bound ‖ιt‖.
















The assumption of Lemma 28, ∀i ∈ [n], |S⊥i | ≤ 4mRReLU only depends on the initial-
ization. Lemma 30 shows that it holds with probability at least 1− n · exp(−mRReLU).
Lemma 29. Following the setting as Theorem 26, denote θ := β∗ + 14
√




Suppose that the initial error satisfies ‖ξ0‖2 = O(n log(m/δ) log2(n/δ)). If for any s < t,
the residual dynamics satisfies ‖
 ξs
ξs−1
 ‖ ≤ θs · νC0‖
 ξ0
ξ−1




































































































































1{〈w(r)s , x〉 ≥ 0}‖ ≤ 1√m
∑n
















, (g) is by that the initial error satisfies ‖y − u0‖2 = O(n log(m/δ) log2(n/δ)),
and (h) is by the choice of the number of neuronsm = Ω(λ−4n4C40 log
3(n/δ)) = Ω(λ−4n4κ2 log3(n/δ)),
as C0 = Θ(
√
κ) by Corollary 3.
The proof is completed.
Lemma 29 basically says that if the size of the residual errors is bounded and decays
over iterations, then the distance between the current iterate Wt and its initialization W0
is well-controlled. The lemma will allows us to invoke Lemma 27 and Lemma 28 when
proving Theorem 26. The proof of Lemma 29 is in Section 3.5.5. The assumption of
Lemma 29, ‖ξ0‖2 = O(n log(m/δ) log2(n/δ)), is satisfied by the random initialization
with probability at least 1− δ/3 according to Lemma 31 .
Lemma 30. (Claim 3.12 of Song and Yang [244]) Fix a number R1 ∈ (0, 1). Recall that
S⊥i is a random set defined in Subsection 3.3.3. With probability at least 1−n·exp(−mR1),
we have that for all i ∈ [n],
|S⊥i | ≤ 4mR1.
A similar lemma also appears in Du et al. [76]. Lemma 30 says that the number of
neurons whose activation patterns for a sample i could change during the execution is only
a small faction of m if R1 is a small number, i.e. |S⊥i | ≤ 4mR1  m.
Lemma 31. (Claim 3.10 in Song and Yang [244]) Assume that w(r)0 ∼ N(0, Id) and ar
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uniformly sampled from {−1, 1}. For 0 < δ < 1, we have that
‖y − u0‖2 = O(n log(m/δ) log2(n/δ)),
with probability at least 1− δ.
3.5.6 Proof of Theorem 26
Proof. (of Theorem 26) Denote λ := 3
4
λmin(H̄) > 0. Lemma 24 shows that λ is a lower
bound of λmin(H) of the matrix H defined in Lemma 22. Also, denote β∗ := 1 − 12
√
ηλ




ηλ = 1 − 1
4
√
ηλ. In the following, we let ν = 2 in
Lemma 28, 29, and let C1 = C3 = C0 and C2 = 14
√











∥∥∥∥∥∥∥ for all t by induction. To achieve this, we will also
use induction to show that for all iterations s,
∀r ∈ [m], ‖w(r)s − w(r)0 ‖ ≤ RReLU := λ1024nC0 , (3.72)
which is clear true in the base case s = 0.






















∀r ∈ [m], ‖w(r)t − w
(r)
0 ‖ ≤ RReLU := λ1024nC0 , (3.74)
where the matrix A and the vector ϕt are defined in Lemma 22. The inequality (3.73) is
the required condition for using the result of Theorem 24, while the inequality (3.74) helps
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)t−1−s ≤ θt−1∑t−1s=0 θt−1−s ≤ θt−1 4√ηλ , (d) uses that θ ≥ 34 and ηλ ≤












By Lemma 29 and Lemma 31, we have (3.74). Furthermore, with the choice of m, we
have 3n2 exp(−mRReLU/10) ≤ δ. Thus, we have completed the proof.
3.5.7 Proof of Theorem 27
We will need some supporting lemmas in the following for the proof. In the follow-




, where h(β, ·) is the con-

















ηλ)2 := β2∗ . As mentioned in the main text, following Du and Hu [74], Hu, Xiao, and
132
Pennington [135], we will further assume that (A1) there exists a W ∗ such that Y = W ∗X ,
X ∈ Rd×r̄, and r̄ = rank(X), which is actually without loss of generality (see e.g. the
discussion in Section B of Du and Hu [74]). We summarize the notions in Table 3.2.
Notation definition (or value) meaning
NL-linearW (x) NL-linearW (x) := 1√mL−1dyW















>] ∈ Rdyn×dyn H in (3.8) is H = H0 (Lemma 23)
λmax(H0) λmax(H0) ≤ Lσ2max(X)/dy (Lemma 32) the largest eigenvalue of H0
λmin(H0) λmin(H0) ≥ Lσ2min(X)/dy (Lemma 32) the least eigenvalue of H0
λ λ := Lσ2min(X)/dy
(a lower bound of)
the least eigenvalue of H0






(A1) the condition number of X
κ̂ κ̂ := λmax(H0)λmin(H0) ≤
σ2max(X)
σ2min(X)





β β = (1− 12
√




)2 := β2∗ momentum parameter
β∗ β∗ =
√
β = 1− 12
√
ηλ squared root of β




ηλ = 1− 14
√









the constant used in Theorem 23
Table 3.2: Summary of the notations for proving Theorem 27. We will simply use κ to
represent the condition number of the matrix H0 in the analysis since we have κ̂ ≤ κ.
Lemma 32. [Lemma 4.2 in Hu, Xiao, and Pennington [135]] By the orthogonal initializa-
tion, we have
λmin(H0) ≥ Lσ2min(X)/dy, λmax(H0) ≤ Lσ2max(X)/dy.
σmax(W
(j:i)




0 ) = m
j−i+1
2
Furthermore, with probability 1− δ,








for some constant B0 > 0.
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Lemma 33. Following the setting as Theorem 27, denote θ := β∗+ 14
√




we have (I) for any s ≤ t, the residual dynamics satisfies ‖
 ξs
ξs−1


















































































(L− 1)βW (L:1)t X + βW
(L:1)















ιt := η(H0 −Ht)ξt. (3.79)
So if we can bound ‖φt‖, ‖ψt‖, and ‖ιt‖ respectively, then we can bound ‖ϕt‖ by the
triangle inequality.
‖ϕt‖ ≤ ‖φt‖+ ‖ψt‖+ ‖ιt‖. (3.80)


















(l−1:1) + Φt. (3.81)






















θsνC0‖U0 − Y ‖F ,
(3.82)
where the second inequality we use Lemma 35 and that ‖
 ξs
ξs−1




‖ξs‖ = ‖Us − Y ‖F .
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νC0‖U0 − Y ‖F ,
(3.83)
where in the second to last inequality we use β = β2∗ ≤ θ2.


































































t · (−ηMt,kj−1) · · · (−ηMt,k1) ·W
(k1−1:1)
t








To proceed, let us bound η 4.4L‖X‖2√
mdy
θt














νC0‖U0 − Y ‖F
≤ 0.5,
(3.85)
































































Now let us switch to upper-bound ‖ψt‖. It is equivalent to upper-bounding the Frobe-
nius norm of 1√
mL−1dy















t X , which can be rewritten as
1√
mL−1dy








































The above can be written asB0+ηB1+η2B2+· · ·+ηLBL for some matricesB0, . . . , BL ∈
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(L− 1)βW (L:1)t−1 X︸ ︷︷ ︸






t−1 X︸ ︷︷ ︸





t−1 X︸ ︷︷ ︸



























due to the third term
= 0.
(3.88)
So what remains on (3.87) are all the higher-order terms (in terms of the power of η), i.e.
those with ηMt−1,i and ηMt−1,j , ∀i 6= j or higher.
To continue, observe that for a fixed (i, j), i < j, the second-order term that involves
ηMt−1,i and ηMt−1,j on (3.87) is with coefficient 1√
mL−1dy
β, because the first term on
(3.87) contributes to 1√
mL−1dy
(L − 1)β, while the third term on (3.87) contributes to
− 1√
mL−1dy
(L − 2)β. Furthermore, for a fixed (i, j, k), i < j < k, the third-order term
that involves ηMt−1,i, ηMt−1,j , and ηMt−1,k on (3.87) is with coefficient −2 1√
mL−1dy
β, as
the first term on (3.87) contributes to − 1√
mL−1dy
(L − 1)β, while the third term on (3.87)
contributes to 1√
mL−1dy
(L− 3)β. Similarly, for a p-order term ηMt−1,∗, · · · , ηMt−1,∗∗︸ ︷︷ ︸
p terms
, the
coefficient is (p− 1) 1√
mL−1dy
β(−1)p.






νC0‖U0 − Y ‖F . (3.89)
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Combining all the pieces together, we have
‖ 1√
mL−1dy








































































where (a) uses (3.89), the above analysis of the coefficients of the higher-order terms and





t−1 · (−ηMt−1,kj−1) · · · (−ηMt−1,k1) ·W
(k1−1:1)
t−1 , where 1 ≤ k1 <







Let us bound η 4.4L‖X‖2√
mdy
θt−1














νC0‖U0 − Y ‖F
≤ 0.5,
(3.91)



















































































where the last inequality uses η ≤ dy
L‖X‖22
.
Now let us switch to bound ‖ιt‖. We have




























































(Ut − Y )(W (l−1:1)t X)>W
(l−1:1)
t X‖F︸ ︷︷ ︸
first term
+ ‖W (L:l+1)0 (W
(L:l+1)
0 )

































(Ut − Y )(W (l−1:1)t X)>W
(l−1:1)
t X‖F︸ ︷︷ ︸
first term
≤ ‖W (L:l+1)t (W
(L:l+1)
t )
> −W (L:l+1)0 (W
(L:l+1)
0 )




For ‖(W (l−1:1)t X)>W
(l−1:1)
















For ‖W (L:l+1)t (W
(L:l+1)
t )
> − W (L:l+1)0 (W
(L:l+1)
0 )



























≤ 2‖∆(L:l+1)t ‖2 · σmax(W
(L:l+1)
t ) + ‖∆
(L:l+1)
t ‖22
























where ‖∆i‖2 ≤ ‖W (i)t −W
(i)





νC0B0 by Lemma 34. The product





0 ∆kl−1 · · ·∆k1W
(k1−1:i)
0 , (3.98)
where i ≤ k1 < · · · < kl ≤ j. Recall that ‖W (j
′:i′)
0 ‖2 = m
j′−i′+1
2 by Lemma 32. Thus, we
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can bound





























































































(b) follows by the inequality (1 + x/n)n ≤ ex,∀x ≥ 0, n > 0, (c) from Bernoulli’s
inequality er ≤ 1 + (e− 1)r,∀0 ≤ r ≤ 1, and (d) by choosing any sufficiently larger C ′.
From (3.99), we have ‖∆(L:l+1)t ‖2 ≤ 1480κ(
√
m)L−l. Combining this with (3.94), (3.95),













(Ut − Y )(W (l−1:1)t X)>W
(l−1:1)














































mL−1‖Ut − Y ‖F ,
(3.100)



























≤ ‖(W (L:l+1)0 (W
(L:l+1)
0 )
>‖2‖Ut − Y ‖F‖(W (l−1:1)t X)>W
(l−1:1)







For ‖W (L:l+1)0 (W
(L:l+1)
0 )




>‖2 ≤ mL−l. (3.102)
To bound ‖(W (l−1:1)t X)>W
(l−1:1)





0 X‖2, we proceed as follows.




t , we have
‖(W (l−1:1)t X)>W
(l−1:1)












































where the second to last inequality uses (3.99), Lemma 34, and Lemma 35, while the last





























mL−1‖Ut − Y ‖F .
(3.104)
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Now we have (3.86), (3.92), and (3.105), which leads to



































where the last inequality uses that 1 ≤ 16
9
θ2 as ηλ ≤ 1 so that θ ≥ 3
4
.
Lemma 34. Following the setting as Theorem 27, denote θ := β∗ + 14
√




If for any s ≤ t, the residual dynamics satisfies ‖
 ξs
ξs−1
 ‖ ≤ θs · νC0‖
 ξ0
ξ−1
 ‖, for some
constant ν > 0, then
‖W (l)t −W
(l)

































































































θsνC0‖U0 − Y ‖F
(see (3.82)), (d) is because that β = β2∗ ≤ θ2, (e) is because that 1(1−θ)2 =
16
ηλ
, and (f) uses




. The proof is
completed.
Lemma 35. Hu, Xiao, and Pennington [135] Let RL-linear be an upper bound that sat-
isfies ‖W (l)t − W
(l)
t ‖F ≤ RL-linear for all l and t. Suppose the width m satisfies m >
C(LRL-linear)2, where C is any sufficiently large constant. Then,
σmax(W
(j:i)




t ) ≥ 0.9m
j−i+1
2 .
Proof. The lemma has been proved in proof of Claim 4.4 and Claim 4.5 in Hu, Xiao, and
Pennington [135]. For completeness, let us replicate the proof here.
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0 . The product above minus W
(j:i)
0 can be written as a finite sum





0 ∆kl−1 · · ·∆k1W
(k1−1:i)
0 , (3.109)
where i ≤ k1 < · · · < kl ≤ j. Recall that ‖W (j
′:i′)
0 ‖2 = m
j′−i′+1






































where the last step uses m > C(LRL-linear)2. By combining this with Lemma 32, one can
obtain the result.
Remark: In the proof of Lemma 33, we obtain a tighter bound of the distance ‖W (j:i)t −
W
(j:i)
0 ‖F ≤ O( 1κ(
√
m)j−i+1). However, to get the upper-bound σmax(W
(j:i)
t ) shown in
Lemma 35, (3.110) is sufficient for the purpose.
3.5.8 Proof of Theorem 27
Proof. (of Theorem 27) Denote λ := Lσ2min(X)/dy. By Lemma 32, λmin(H) ≥ λ. Also,
denote β∗ := 1 − 12
√
ηλ and θ := β∗ + 14
√
ηλ = 1 − 1
4
√
ηλ. Let ν = 2 in Lemma 33,
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34, and let C1 = C3 = C0 and C2 = 14
√









∥∥∥∥∥∥∥ for all t by induction. To achieve this, we will also use
induction to show that for all iterations s,
∀l ∈ [L], ‖W (l)t −W
(l)






which is clearly true in the base case s = 0.

























∀l ∈ [L], ‖W (l)t −W
(l)






where the matrix A and the vector ϕt are defined in Lemma 23, and B0 is a constant such
that B0 ≥ ‖Y − U0‖F with probability 1 − δ by Lemma 32. The inequality (3.112) is the
required condition for using the result of Theorem 24, while the inequality (3.113) helps
us to show (3.112) through invoking Lemma 33 to bound the terms {ϕs} as shown in the
following.
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)t−1−s ≤ θt−1∑t−1s=0 θt−1−s ≤ θt−1 4√ηλ ≤ θt 163√ηλ , β∗ = 1 − 12√ηλ ≥ 12 ,
































κ5 ≤ m for some sufficiently large constants C ′, C > 0,
and (f) uses that ηλ = 1
κ
and C0 ≤ 4
√
κ by Corollary 3. Hence, we have shown (3.112).












By Lemma 34, we have (3.113). Thus, we have completed the proof.
3.5.9 Non-asymptotic accelerated linear rate of the local convergence for solving f(·) ∈ F 2µ,α
Theorem 28. Assume that the function f(·) ∈ F 2µ,α and its Hessian is α-Lipschitz. Denote
the condition number κ := α
µ
. Suppose that the initial point satisfies ‖





. Then, Gradient descent with Polyak’s momentum with the step size η = 1
α
and the



















 w0 − w∗
w−1 − w∗
 ‖, (3.115)
where w∗ = arg minw f(w).
Remark: Compared to Theorem 9 of Polyak [223], Theorem 28 clearly indicates the re-
quired distance that ensures an acceleration when the iterate is in the neighborhood of
the global minimizer. Furthermore, the rate is in the non-asymptotic sense instead of the
asymptotic one.
Proof. In the following, we denote ξt := wt−w∗ and denote λ := µ > 0, which is a lower







dτ defined in Lemma 21, i.e.
λmin(H) ≥ λ.Also, denote β∗ := 1−12
√





ηλ. Suppose η =
1
α







κ by Corollary 3. Let C1 = C3 = C0 and C2 = 14
√











∥∥∥∥∥∥∥ for all t by induction. To achieve this, we will also
use induction to show that for all iterations s,
‖ws − w∗‖ ≤ R := 364√κC0 . (3.116)
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A sufficient condition for the base case s = 0 of (3.116) to hold is
‖
 w0 − w∗
w−1 − w∗








as C0 ≥ 1 by Theorem 23, which in turn can be guaranteed if ‖
 w0 − w∗
w−1 − w∗
 ‖ ≤ 1683κ3/2
by using the upper bound C0 ≤ 4
√
κ of Corollary 3.




∇2f((1− τ)ws + τw∗)dτ −
∫ 1
0





(1− τ)‖ws − w0‖dτ
)
‖ξs‖ ≤ ηα‖ws − w0‖‖ξs‖
(b)
≤ ηα (‖ws − w∗‖+ ‖w0 − w∗‖) ‖ξs‖,
(3.118)
where (a) is by α-Lipschitzness of the Hessian and (b) is by the triangle inequality. By













































































where (a) uses Theorem 23 with β = β2∗ , (b) is by (3.118), (3.116), and the induction
that ‖ξs‖ ≤ θs2C0‖
 ξ0
ξ−1


























Now let us switch to show (3.120). We have
‖ξt‖ := ‖wt − w∗‖
induction
≤ θt2C0‖
 w0 − w∗
w−1 − w∗
 ‖ ≤ R, (3.122)
where the last inequality uses the constraint ‖
 w0 − w∗
w−1 − w∗
 ‖ ≤ R2C0 by (3.117).
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Figure 3.2: Training a 100-layer deep linear network. Here “momentum” stands for gradi-
ent descent with Polyak’s momentum.
3.6 Experiments
3.6.1 ReLU network
We report a proof-of-concept experiment for training the ReLU network. We sample n = 5
points from the normal distribution, and then scale the size to the unit norm. We generate
the labels uniformly random from {1,−1}. We let m = 1000 and d = 10. We compare
vanilla GD and gradient descent with Polyak’s momentum. We use the empirical Gram ma-
trix at the initialization as an estimate of H̄ . Denote λ̂max := λmax(H0), λ̂min := λmin(H0),
and κ̂ := λ̂max/λ̂min. Then, for gradient descent with Polyak’s momentum, we set the









descent, we set the same step size. The result is shown on Figure 3.3.











as there are mn patterns. For gradient descent with Polyak’s momentum, the percentiles of
pattern changes is approximately 0.76%; while for vanilla gradient descent, the percentiles
of pattern changes is 0.55%.
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3.6.2 Deep linear network
We let the input and output dimension d = dy = 20, the width of the intermediate layers
m = 50, the depth L = 100. We sampled a X ∈ R20×5 from the normal distribution. We
let W ∗ = I20 + 0.1W̄ , where W̄ ∈ R20×20 is sampled from the normal distribution. Then,
we have Y = W ∗X , η = dy
2Lσ2max(X)
and β = (1 − 1
2
√





GD also uses the same step size. The network is initialized by the orthogonal initialization
and both algorithms start from the same initialization. The result is shown on Figure 3.2.
3.7 Conclusion
We show some non-asymptotic acceleration results of the discrete-time Polyak’s momen-
tum in this work. The results not only improve the previous results in convex optimiza-
tion but also establish the first time that Polyak’s momentum has provable acceleration for
training certain neural networks. We analyze all the acceleration results from a modular
framework. We hope the framework can serve as a building block towards understanding
Polyak’s momentum in a more unified way.
One of the possible future work is considering applying Polyak’s momentum to the




w>Aw + b>w + ρ
3
‖w‖3, (3.123)
where the matrixA ∈ Rd×d is symmetric and possibly indefinite. At the first glance, it looks
a bit like the quadratic problems. However, due to the presence of the cubic-regularized
term, the Hessian is changing and can change significantly during the optimization process.
Empirically (Figure 3.3) we observe that Polyak’s momentum leads to acceleration. Yet,
as far as we know, no theoretical result in the literature is able to explain this observation.
Therefore, it is interesting to check if our modular analysis can be extended to this problem
as well.
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Figure 3.3: Optimality gap f(wt) − min f(w) vs. iteration t. We see that a larger mo-
mentum leads to an acceleration. The setup of the experiment is as follows. We first set
step size η = 0.01, dimension d = 4, ρ = ‖w∗‖ = ‖A‖2 = 1, λmin(A) = −0.2 and
gap = 5 × 10−3. Then we set A = diag([λmin(A);λmin(A) + gap; a33; a44]), where the
entries a33 and a44 are sampled uniformly random in [λmin(A) + gap; ‖A‖2]. We draw
w̃ = (A + ρ‖w∗‖Id)−ξθ, where θ ∼ N (0; Id) and log2 ξ is uniform on [−1, 1]. We set
w∗ =
‖w∗‖
‖w̃‖ w̃ and b = −(A + ρ‖w∗‖Id)w∗. The procedure makes w∗ the global mini-
mizer of problem instance (A, b, ρ). Patterns shown on this figure exhibit for other random
problem instances as well.
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CHAPTER 4
ESCAPING SADDLE POINTS FASTER VIA POLYAK’S MOMENTUM
4.1 Introduction
SGD with stochastic momentum has been a de facto algorithm in nonconvex optimization
and deep learning. It has been widely adopted for training machine learning models in var-
ious applications. Modern techniques in computer vision (e.g.[156, 129, 60, 104]), speech
recognition (e.g. [12]), natural language processing (e.g. [263]), and reinforcement learn-
ing (e.g. [242]) use SGD with stochastic momentum to train models. The advantage of
SGD with stochastic momentum has been widely observed ([131, 185]). Sutskever et al.
[252] demonstrate that training deep neural nets by SGD with stochastic momentum helps
achieving in faster convergence compared with the standard SGD (i.e. without momen-
tum). The success of momentum makes it a necessary tool for designing new optimization
algorithms in optimization and deep learning. For example, all the popular variants of
adaptive stochastic gradient methods like Adam ([151]) or AMSGrad ([229]) include the
use of momentum.
Despite the wide use of stochastic momentum (Algorithm 19) in practice, 1 justifica-
tion for the clear empirical improvements has remained elusive, as has any mathematical
guidelines for actually setting the momentum parameter—it has been observed that large
values (e.g. β = 0.9) work well in practice. It should be noted that Algorithm 19 is the
default momentum-method in popular software packages such as PyTorch and Tensorflow.
In this work we provide a theoretical analysis for SGD with momentum. We identify some
mild conditions that guarantees SGD with stochastic momentum will provably escape sad-
1Heavy ball momentum is the default choice of momentum method in PyTorch and Tensorflow, instead of
Nesterov’s momentum. See the manual pages https://pytorch.org/docs/stable/ modules/torch/optim/sgd.html
and https://www.tensorflow.org/api docs/python/tf/keras/optimizers/SGD.
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Algorithm 19 SGD with stochastic heavy ball momentum
1: Required: Step size parameter η and momentum parameter β.
2: Init: w0 ∈ Rd and m−1 = 0 ∈ Rd.
3: for t = 0 to T do
4: Given current iterate wt, obtain stochastic gradient gt := ∇f(wt; ξt).
5: Update stochastic momentum mt := βmt−1 + gt.
6: Update iterate wt+1 := wt − ηmt.
7: end for
dle points faster than the standard SGD, which provides clear evidence for the benefit of
using stochastic momentum. For stochastic heavy ball momentum, a weighted average of
stochastic gradients at the visited points is maintained. The new update is computed as the
current update minus a step in the direction of the momentum. Our analysis shows that
these updates can amplify a component in an escape direction of the saddle points.
In this work, we focus on finding a second-order stationary point for smooth non-convex
optimization by SGD with stochastic heavy ball momentum. Specifically, we consider
the stochastic nonconvex optimization problem, minw∈Rd f(w) := Eξ∼D[f(w; ξ)], where
we overload the notation so that f(w; ξ) represents a stochastic function induced by the
randomness ξ while f(w) is the expectation of the stochastic functions. An (ε, ε)-second-
order stationary point w satisfies
‖∇f(w)‖ ≤ ε and ∇2f(w)  −εI. (4.1)
Obtaining a second order guarantee has emerged as a desired goal in the nonconvex opti-
mization community. Since finding a global minimum or even a local minimum in general
nonconvex optimization can be NP hard ([13, 213, 200, 209]), most of the papers in non-
convex optimization target at reaching an approximate second-order stationary point with
additional assumptions like Lipschitzness in the gradients and the Hessian (e.g. [9, 44, 61,
63, 75, 85, 86, 105, 145, 146, 152, 167, 165, 171, 197, 212, 230, 246, 257, 282]). We
follow these related works for the goal and aim at showing the benefit of the use of the
momentum in reaching an (ε, ε)-second-order stationary point.
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We introduce a required condition, akin to a model assumption made in (Daneshmand
et al. [63]), that ensures the dynamic procedure in Algorithm 20 produces updates with
suitable correlation with the negative curvature directions of the function f .
Definition 2. Assume, at some time t, that the HessianHt = ∇2f(wt) has some eigenvalue
smaller than −ε and ‖∇f(wt)‖ ≤ ε. Let vt be the eigenvector corresponding to the small-
est eigenvalue of ∇2f(wt). The stochastic momentum mt satisfies Correlated Negative
Curvature (CNC) at t with parameter γ > 0 if
Et[〈mt, vt〉2] ≥ γ. (4.2)
As we will show, the recursive dynamics of SGD with heavy ball momentum helps in
amplifying the escape signal γ, which allows it to escape saddle points faster.
Contribution: We show that, under CNC assumption and some minor constraints that
upper-bound parameter β, if SGD with momentum has properties called Almost Positively
Aligned with Gradient (APAG), Almost Positively Correlated with Gradient (APCG), and
Gradient Alignment or Curvature Exploitation (GrACE), defined in the later section, then
it takes T = O((1 − β) log(1/(1 − β)ε)ε−10) iterations to return an (ε, ε) second order
stationary point. Alternatively, one can obtain an (ε,
√
ε) second order stationary point in
T = O((1 − β) log(1/(1 − β)ε)ε−5) iterations. Our theoretical result demonstrates that a
larger momentum parameter β can help in escaping saddle points faster. As saddle points
are pervasive in the loss landscape of optimization and deep learning ([68, 55]), the result
sheds light on explaining why SGD with momentum enables training faster in optimization
and deep learning.
Notation: In this chapter we use Et[·] to represent conditional expectation E[·|w1, w2, . . . , wt],
which is about fixing the randomness upto but not including t and notice that wt was deter-
mined at t− 1.
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Figure 4.1: The trajectory of the standard SGD (left) and SGD with momentum (right).
4.2 Background
4.2.1 A thought experiment.
Let us provide some high-level intuition about the benefit of stochastic momentum with
respect to escaping saddle points. In an iterative update scheme, at some time t0 the pa-
rameters wt0 can enter a saddle point region, that is a place where Hessian ∇2f(wt0) has
a non-trivial negative eigenvalue, say λmin(∇2f(wt0)) ≤ −ε, and the gradient ∇f(wt0)
is small in norm, say ‖∇f(wt0)‖ ≤ ε. The challenge here is that gradient updates may
drift only very slowly away from the saddle point, and may not escape this region; see ([75,
165]) for additional details. On the other hand, if the iterates were to move in one particular
direction, namely along vt0 the direction of the smallest eigenvector of ∇2f(wt0), then a
fast escape is guaranteed under certain constraints on the step size η; see e.g. ([46]). While
the negative eigenvector could be computed directly, this 2nd-order method is prohibitively
expensive and hence we typically aim to rely on gradient methods. With this in mind,
Daneshmand et al. [63], who study non-momentum SGD, make an assumption akin to our
CNC property described above that each stochastic gradient gt0 is strongly non-orthogonal
to vt0 the direction of large negative curvature. This suffices to drive the updates out of the
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saddle point region.
In the present work we study stochastic momentum, and our CNC property requires that
the update directionmt0 is strongly non-orthogonal to vt0; more precisely, Et0 [〈mt0 , vt0〉2] ≥
γ > 0. We are able to take advantage of the analysis of (Daneshmand et al. [63]) to es-
tablish that updates begin to escape a saddle point region for similar reasons. Further, this
effect is amplified in successive iterations through the momentum update when β is close
to 1. Assume that at some wt0 we have mt0 which possesses significant correlation with the
negative curvature direction vt0 , then on successive rounds mt0+1 is quite close to βmt0 ,
mt0+2 is quite close to β
2mt0 , and so forth; see Figure 4.1 for an example. This provides an
intuitive perspective on how momentum might help accelerate the escape process. Yet one
might ask does this procedure provably contribute to the escape process and, if so, what is
the aggregate performance improvement of the momentum? We answer the first question in
the affirmative, and we answer the second question essentially by showing that momentum
can help speed up saddle-point escape by a multiplicative factor of 1− β. On the negative
side, we also show that β is constrained and may not be chosen arbitrarily close to 1.
4.2.2 Momentum helps escape saddle points: an empirical view
Let us now establish, empirically, the clear benefit of stochastic momentum on the problem
of saddle-point escape. We construct two stochastic optimization tasks, and each exhibits

























Problem (4.3) of these was considered by (Staib et al. [246], Reddi et al. [230]) and repre-
sents a very straightforward non-convex optimization challenge, with an embedded saddle
given by the matrix H := diag([1,−0.1]), and stochastic gaussian perturbations given by
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(a) Solving objective (4.3) (b) Solving objective (4.4). (phase re-
trieval)
Figure 4.2: Performance of SGD with different values of β = {0, 0.3, 0.5, 0.7, 0.9}; β = 0
corresponds to standard SGD. Figure of the left: We plot convergence in function value f(·)
given in (4.3). Initialization is always set as w0 = 0. All the algorithms use the same step
size η = 5× 10−5. Figure of the right: We plot convergence in relative distance to the true
modelw∗, defined as min(‖wt−w∗‖, ‖wt+w∗‖)/‖w∗‖, which more appropriately captures
progress as the global sign of the objective (4.4) is unrecoverable. All the algorithms are
initialized at the same point w0 ∼ N (0, Id/(10000d)) and use the same step size η =
5× 10−4.
bi ∼ N (0, diag([0.1, 0.001])); the small variance in the second component provides lower
noise in the escape direction. Here we have set n = 10. Observe that the origin is in the
neighborhood of saddle points and has objective value zero. SGD and SGD with momen-
tum are initialized at the origin in the experiment so that they have to escape saddle points
before the convergence. The second objective (4.4) appears in the phase retrieval problem,
that has real applications in physical sciences ([41, 240]). In phase retrieval2, one wants
to find an unknown w∗ ∈ Rd with access to but a few samples yi = (a>i w∗)2; the design
vector ai is known a priori. Here we have sampled w∗ ∼ N (0, Id/d) and ai ∼ N (0, Id)
with d = 10 and n = 200.
The empirical findings, displayed in Figure 4.2, are quite stark: for both objectives,
convergence is significantly accelerated by larger choices of β. In the first objective (Sub-
figure (a) of Figure 4.2), we see each optimization trajectory entering a saddle point region,
2It is known that phase retrieval is nonconvex and has the so-called strict saddle property: (1) every local
minimizer {w∗,−w∗} is global up to phase, (2) each saddle exhibits negative curvature (see e.g. ([249, 250,
52]))
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apparent from the “flat” progress, yet we observe that large-momentum trajectories escape
the saddle much more quickly than those with smaller momentum. A similar affect appears
in Subfigure (b) of Figure 4.2. To the best of our knowledge, this is the first reported em-
pirical finding that establishes the dramatic speed up of stochastic momentum for finding
an optimal solution in phase retrieval.
4.2.3 Related works.
Heavy ball method: The heavy ball method was originally proposed by Polyak [223]. It
has been observed that this algorithm, even in the deterministic setting, provides no conver-
gence speedup over standard gradient descent, except in some highly structure cases such
as convex quadratic objectives where an “accelerated” rate is possible ([168, 116, 108, 251,
183, 184, 96, 284, 150, 40]). In recent years, some works make some efforts in analyzing
heavy ball method for other classes of optimization problems besides the quadratic func-
tions. For example, Ghadimi, Feyzmahdavian, and Johansson [108] prove an O(1/T ) er-
godic convergence rate when the problem is smooth convex, while Sun et al. [251] provide
a non-ergodic convergence rate for certain classes of convex problems. Ochs et al. [214]
combine the technique of forward-backward splitting with heavy ball method for a spe-
cific class of nonconvex optimization problem. For stochastic heavy ball method, Loizou
and Richtárik [183] analyze a class of linear regression problems and shows a linear con-
vergence rate of stochastic momentum, in which the linear regression problems actually
belongs to the case of strongly convex quadratic functions. Other works includes ([96]),
which shows almost sure convergence to the critical points by stochastic heavy ball for
general non-convex coercive functions. Yet, the result does not show any advantage of
stochastic heavy ball over other optimization algorithms like SGD. Can, Gürbüzbalaban,
and Zhu [40] show an accelerated linear convergence to a stationary distribution under
Wasserstein distance for strongly convex quadratic functions by SGD with stochastic heavy
ball momentum. Yang, Lin, and Li [284] provide a unified analysis of stochastic heavy ball
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momentum and Nesterov’s momentum for smooth non-convex objective functions. They
show that the expected gradient norm converges at rate O(1/
√
t). Yet, the rate is not bet-
ter than that of the standard SGD. We are also aware of the works of [110], [109], which
propose some variants of stochastic accelerated algorithms with first order stationary point
guarantees. Yet, the framework in [110, 109] does not capture the stochastic heavy ball mo-
mentum used in practice. There is also a negative result about the heavy ball momentum.
Kidambi et al. [150] show that for a specific strongly convex and strongly smooth problem,
SGD with heavy ball momentum fails to achieving the best convergence rate while some
algorithms can.
Reaching a second order stationary point: As we mentioned earlier, there are many
works aim at reaching a second order stationary point. We classify them into two cate-
gories: specialized algorithms and simple GD/SGD variants. Specialized algorithms are
those designed to exploit the negative curvature explicitly and escape saddle points faster
than the ones without the explicit exploitation (e.g. [46, 6, 9, 282]). Simple GD/SGD vari-
ants are those with minimal tweaks of standard GD/SGD or their variants (e.g. [105, 171,
86, 145, 147, 146, 63, 246]). Our work belongs to this category. In this category, perhaps
the pioneer works are Ge et al. [105] and Jin et al. [145]. Jin et al. [145] show that explicitly
adding isotropic noise in each iteration guarantees that GD escapes saddle points and finds a
second order stationary point with high probability. Following Jin et al. [145], Daneshmand
et al. [63] assume that stochastic gradient inherently has a component to escape. Specif-
ically, they make assumption of the Correlated Negative Curvature (CNC) for stochastic
gradient gt so that Et[〈gt, vt〉2] ≥ γ > 0. The assumption allows the algorithm to avoid the
procedure of perturbing the updates by adding isotropic noise. Our work is motivated by
Daneshmand et al. [63] but assumes CNC for the stochastic momentum mt instead. Very
recently, Jin et al. [146] consider perturbing the update of SGD and provide a second order
guarantee. Staib et al. [246] consider a variant of RMSProp [256], in which the gradient
gt is multiplied by a preconditioning matrix Gt and the update is wt+1 = wt − G−1/2t gt.
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Algorithm Complexity
Perturbed SGD ([105]) O(ε−16)
Average-SGD ([86]) O(ε−7)
Perturbed SGD ([146]) O(ε−8)
CNC-SGD ([63]) O(ε−10)
Adaptive SGD ([246]) O(ε−10)
SGD+momentum (this work) O((1− β) log( 1(1−β)ε)ε
−10)
Table 4.1: Iteration complexity to find an (ε, ε) second-order stationary point .
The work shows that the algorithm can help in escaping saddle points faster compared to
standard SGD under certain conditions. Fang, Lin, and Zhang [86] propose average-SGD,
in which a suffix averaging scheme is conducted for the updates. They also assume an
inherent property of stochastic gradients that allows SGD to escape saddle points.
We summarize the iteration complexity results of the related works for simple SGD
variants on Table 4.1. 3 The readers can see that the iteration complexity of Fang, Lin, and
Zhang [86] and Jin et al. [146] are better than Daneshmand et al., Staib et al. [63, 246] and
our result. So, we want to explain the results and clarify the differences. First, we focus
on explaining why the popular algorithm, SGD with heavy ball momentum, works well
in practice, which is without the suffix averaging scheme used in Fang, Lin, and Zhang
[86] and is without the explicit perturbation used in Jin et al. [146]. Specifically, we focus
on studying the effect of stochastic heavy ball momentum and showing the advantage of
using it. Furthermore, our analysis framework is built on the work of Daneshmand et al.
[63]. We believe that, based on the insight in our work, one can also show the advantage
of stochastic momentum by modifying the assumptions and algorithms in ([86]) or ([146])
and consequently get a better dependency on ε.
3We follow the work Daneshmand et al. [63] for reaching an (ε, ε)-stationary point, while some works are
for an (ε,
√
ε)-stationary point. We translate them into the complexity of getting an (ε, ε)-stationary point.
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4.3 Main Results
We assume that the gradient ∇f is L-Lipschitz; that is, f is L-smooth. Further, we as-
sume that the Hessian ∇2f is ρ-Lipschitz. These two properties ensure that ‖∇f(w) −
∇f(w′)‖ ≤ L‖w − w′‖ and that ‖∇2f(w) − ∇2f(w′)‖ ≤ ρ‖w − w′‖, ∀w,w′. The L-
Lipschitz gradient assumption implies that |f(w′) − f(w) − 〈∇f(w), w′ − w〉| ≤ L
2
‖w −
w′‖2,∀w,w′, while the ρ-Lipschitz Hessian assumption implies that |f(w′) − f(w) −
〈∇f(w), w′ − w〉 − (w′ − w)>∇2f(w)(w′ − w)| ≤ ρ
6
‖w − w′‖3, ∀w,w′. Furthermore,
we assume that the stochastic gradient has bounded noise ‖∇f(w)−∇f(w; ξ)‖2 ≤ σ2 and
that the norm of stochastic momentum is bounded so that ‖mt‖ ≤ cm. We denote ΠiMi as
the matrix product of matrices {Mi} and we use σmax(M) = ‖M‖2 := supx 6=0
〈x,Mx〉
〈x,x〉 to
denote the spectral norm of the matrix M .
4.3.1 Required properties with empirical validation
Our analysis of stochastic momentum relies on three properties of the stochastic momentum
dynamic. These properties are somewhat unusual, but we argue they should hold in natural
settings, and later we aim to demonstrate that they hold empirically in a couple of standard
problems of interest.
Definition 3. We say that SGD with stochastic momentum satisfies Almost Positively Aligned
with Gradient (APAG) 4 if we have




We say that SGD with stochastic momentum satisfies Almost Positively Correlated with
4Note that our analysis still go through if one replaces 12 on r.h.s. of (4.5) with any larger number c < 1;
the resulted iteration complexity would be only a constant multiple worse.
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Gradient (APCG) with parameter τ if ∃c′ > 0 such that,
Et[〈∇f(wt),Mtmt〉] ≥ −c′ησmax(Mt)‖∇f(wt)‖2, (4.6)












for any integer 1 ≤ k ≤ τ − 1, and η is any step size chosen that guarantees each Gs,t is
PSD.
Definition 4. We say that the SGD with momentum exhibits Gradient Alignment or Curvature
Exploitation (GrACE) if ∃ch ≥ 0 such that
Et[η〈∇f(wt), gt −mt〉+ η
2
2
m>t ∇2f(wt)mt] ≤ η2ch. (4.7)
APAG requires that the momentum term mt must, in expectation, not be significantly
misaligned with the gradient ∇f(wt). This is a very natural condition when one sees that
the momentum term is acting as a biased estimate of the gradient of the deterministic f .
APAG demands that the bias can not be too large relative to the size of∇f(wt). Indeed this
property is only needed in our analysis when the gradient is large (i.e. ‖∇f(wt)‖ ≥ ε) as
it guarantees that the algorithm makes progress; our analysis does not require APAG holds
when gradient is small.
APCG is a related property, but requires that the current momentum term mt is almost
positively correlated with the the gradient∇f(wt), but measured in the Mahalanobis norm
induced by Mt. It may appear to be an unusual object, but one can view the PSD matrix
Mt as measuring something about the local curvature of the function with respect to the
trajectory of the SGD with momentum dynamic. We will show that this property holds
empirically on two natural problems for a reasonable constant c′. APCG is only needed
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in our analysis when the update is in a saddle region with significant negative curvature,
‖∇f(w)‖ ≤ ε and λmin(∇2f(w)) ≤ −ε. Our analysis does not require APCG holds when
the gradient is large or the update is at an (ε, ε)-second order stationary point.
For GrACE, the first term on l.h.s of (4.7) measures the alignment between stochastic
momentummt and the gradient∇f(wt), while the second term on l.h.s measures the curva-
ture exploitation. The first term is small (or even negative) when the stochastic momentum
mt is aligned with the gradient ∇f(wt), while the second term is small (or even negative)
when the stochastic momentum mt can exploit a negative curvature (i.e. the subspace of
eigenvectors that corresponds to the negative eigenvalues of the Hessian∇2f(wt) if exists).
Overall, a small sum of the two terms (and, consequently, a small ch) allows one to bound
the function value of the next iterate (see Lemma 43).
On Figure 4.3, we report some quantities related to APAG and APCG as well as the
gradient norm when solving the previously discussed problems (4.3) and (4.4) using SGD
with momentum. We also report a quantity regarding GrACE on Figure 4.4.
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(a) Gradient norm ‖∇f(wt)‖. (b) Gradient norm ‖∇f(wt)‖.
(c) About APAG. (d) About APAG.
(e) About APCG. (f) About APCG.
Figure 4.3: Plots of the related properties. Sub-figures on the left are regarding solving
(4.3) and sub-figures on the right are regarding solving (4.4) (phase retrieval). Note that
the function value/relative distance to w∗ are plotted on Figure 4.2. Above, sub-figures (a)
and (b): We plot the gradient norms versus iterations. Sub-figures (c) and (d): We plot the
values of 〈∇f(wt),mt − gt〉/‖∇f(wt)‖2 versus iterations. For (c), we only report them
when the gradient is large (‖∇f(wt)‖ ≥ 0.02). It shows that the value is large than −0.5
except the transition. For (d), we observe that the value is almost always nonnegative. Sub-
figures (e) and (f): We plot the value of 〈∇f(wt),Mtmt〉/(ησmax(Mt)‖∇f(wt)‖2). For (e),




s=1 Gs,t) and we only report the values when the update is in
the region of saddle points. For (f), we let Mt = (Π500s=1Gs,t)(Π
500
s=1Gs,t) and we observe that
the value is almost always nonnegative. The figures implies that SGD with momentum has
APAG and APCG properties in the experiments. Furthermore, an interesting observation is
that, for the phase retrieval problem, the expected values might actually be nonnegative.
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(a) About GrACE for problem (4.3). (b) About GrACE for problem (4.4).
(phase retrieval)







/η2 versus iterations. An interesting observation is that the value is well
upper-bounded by zero for the phase retrieval problem. The results imply that the constant
ch is indeed small.
4.3.2 Convergence results
The high level idea of our analysis follows as a similar template to ([145, 63, 246]). Our
proof is structured into three cases: either (a) ‖∇f(w)‖ ≥ ε, or (b) ‖∇f(w)‖ ≤ ε and
λmin(∇2f(w)) ≤ −ε, or otherwise (c) ‖∇f(w)‖ ≤ ε and λmin(∇2f(w)) ≥ −ε, meaning
we have arrived in a second-order stationary region. The precise algorithm we analyze
is Algorithm 20, which identical to Algorithm 19 except that we boost the step size to a
larger value r on occasion. We will show that the algorithm makes progress in cases (a)
and (b). In case (c), when the goal has already been met, further execution of the algorithm
only weakly hurts progress. Ultimately, we prove that a second order stationary point is
arrived at with high probability. While our proof borrows tools from ([63, 246]), much of
the momentum analysis is entirely novel to our knowledge.
Theorem 29. Assume that the stochastic momentum satisfies CNC. Set 5 r = O(ε2),
η = O(ε5), and Tthred = c(1−β)ηε log(
Lcmσ2ρc′ch




constant c > 0. If SGD with momentum (Algorithm 20) has APAG property when gradi-
5See Table 4.2 in Section 4.4.4 for the precise expressions of the parameters. Here, we hide the parame-
ters’ dependencies on γ, L, cm, c′, σ2, ρ, ch, and δ. W.l.o.g, we also assume that cm, L, σ2, c′, ch, and ρ are
not less than one and ε ≤ 1.
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Algorithm 20 SGD with stochastic heavy ball momentum
1: Required: Step size parameters r and η, momentum parameter β, and period parameter Tthred.
2: Init: w0 ∈ Rd and m−1 = 0 ∈ Rd.
3: for t = 0 to T do
4: Get stochastic gradient gt at wt, and set stochastic momentum mt := βmt−1 + gt.
5: Set learning rate: η̂ := η unless (t mod Tthred) = 0 in which case η̂ := r
6: wt+1 = wt − η̂mt.
7: end for
ent is large (‖∇f(w)‖ ≥ ε), APCGTthred property when it enters a region of saddle points
that exhibits a negative curvature (‖∇f(w)‖ ≤ ε and λmin(∇2f(w)) ≤ −ε), and GrACE
property throughout the iterations, then it reaches an (ε, ε) second order stationary point in




with high probability 1− δ, where Fthred = O(ε4).
The theorem implies the advantage of using stochastic momentum for SGD. Higher β
leads to reaching a second order stationary point faster. As we will show in the following,
this is due to that higher β enables escaping the saddle points faster. In Subsection 3.2.1,
we provide some key details of the proof of Theorem 29. The interested reader can read a
high-level sketch of the proof, as well as the detailed version, in Section 4.4.6.
Remark 1: (constraints on β) .
W.l.o.g, we assume that cm, L, σ2, c′, ch, and ρ are not less than one and that ε ≤ 1. 6
We require that parameter β is not too close to 1 so that the following holds,
• 1) L(1− β)3 > 1.
• 2) σ2(1− β)3 > 1.
• 3) c′(1− β)2 > 1.
• 4) η ≤ 1−β
L
.
• 5) η ≤ 1−β
ε
.
6We assume that β is chosen so that 1 − β is not too small and consequently the choice of η satisfies




Table 4.2: Constraints and choices of the parameters.
Parameter Value Constraint origin constant
r δγε2cr (4.64), (4.65), (4.66)





































Fthred ” Fthred ≤ ε
2r
4 from (4.89) ”
Tthred




• 6) Tthred ≥ c(1−β)ηε log(
Lcmσ2ρc′ch
(1−β)δγε ) ≥ 1 +
2β
1−β .
The constraints upper-bound the value of β. That is, β cannot be too close to 1. We note that
the β dependence on L, σ, and c′ are only artificial. We use these constraints in our proofs
but they are mostly artefacts of the analysis. For example, if a function is L-smooth, and
L < 1, then it is also 1-smooth, so we can assume without loss of generality that L > 1.
Similarly, the dependence on σ is not highly relevant, since we can always increase the
variance of the stochastic gradient, for example by adding an O(1) gaussian perturbation.
Remark 2: (escaping saddle points) Note that Algorithm 2 reduces to CNC-SGD of [63]
when β = 0 (i.e. without momentum). Therefore, let us compare the results. We show




(see Section 4.4.4, especially






. One can clearly see that Tthred of our result has a dependency 1− β, which makes
it smaller than that of [63] for any same η and consequently demonstrates escaping saddle
point faster with momentum.
Remark 3: (finding a second order stationary point) Denote ` a number such that
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′ , Algorithm 20 is strictly better than CNC-SGD of [63], which means that
a higher momentum can help find a second order stationary point faster. Empirically, we
find out that c′ ≈ 0 (Figure 4.3) and ch ≈ 0 (Figure 4.4) in the phase retrieval problem, so
the condition is easily satisfied for a wide range of β.
Comparison to [63] Theorem 2 in [63] states that, for CNC-SGD to find an (ε, ρ1/2ε)








where ` is the bound of the stochastic gradient norm ‖gt‖ ≤ ` which can be viewed as
the counterpart of cm in our work. By translating their result for finding an (ε, ε) sta-





)ε−10). On the other hand, using the param-
eters value on Table 4.2, we have that T = 2Tthred
(










−10) for Algorithm 20.
Before making a comparison, we note that their result does not have a dependency on
the variance of stochastic gradient (i.e. σ2), which is because they assume that the variance
is also bounded by the constant ` (can be seen from (86) in the supplementary of their paper
where the variance terms ‖ζi‖ are bounded by `). Following their treatment, if we assume
that σ2 ≤ cm, then on (4.71) we can instead replace (σ2 + 3c2m) with 4c2m and on (4.72) it
becomes 1 ≥ 576c
3
mρcrε
(1−β)3 . This will remove all the parameters’ dependency on σ
2. Now by
comparing Õ((1 − β)c9mc2hc′ ·
ρ3L3
δ4γ4
ε−10) of ours and T = Õ(ρ2`10 · ρ3L3
δ4γ4
ε−10) of [63], we




′ , Algorithm 20 is strictly
better than that of [63], which means that a higher momentum can help to find a second
order stationary point faster.
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4.3.3 Escaping saddle points
In this subsection, we analyze the process of escaping saddle points by SGD with mo-
mentum. Denote t0 any time such that (t0 mod Tthred) = 0. Suppose that it enters
the region exhibiting a small gradient but a large negative eigenvalue of the Hessian (i.e.
‖∇f(wt0)‖ ≤ ε and λmin(∇2f(wt0)) ≤ −ε). We want to show that it takes at most Tthred
iterations to escape the region and whenever it escapes, the function value decreases at
least by Fthred = O(ε4) on expectation, where the precise expression of Fthred will be
determined later in Section 4.4.4. The technique that we use is proving by contradiction.
Assume that the function value on expectation does not decrease at least Fthred in Tthred
iterations. Then, we get an upper bound of the expected distance Et0 [‖wt0+Tthred−wt0‖2] ≤
Cupper. Yet, by leveraging the negative curvature, we also show a lower bound of the form
Et0 [‖wt0+Tthred−wt0‖2] ≥ Clower. The analysis will show that the lower bound is larger than
the upper bound (namely, Clower > Cupper), which leads to the contradiction and concludes
that the function value must decrease at least Fthred in Tthred iterations on expectation.
Since Tthred = O((1 − β) log( 1(1−β)ε)ε
6), the dependency on β suggests that larger β can
leads to smaller Tthred, which implies that larger momentum helps in escaping saddle points
faster.
Lemma 36 below provides an upper bound of the expected distance. The proof is in
Section 4.4.2.
Lemma 36. Denote t0 any time such that (t0 mod Tthred) = 0. Suppose that Et0 [f(wt0)−
















We see that Cupper,t in Lemma 36 is monotone increasing with t, so we can define
Cupper := Cupper,Tthred . Now let us switch to obtaining the lower bound of Et0 [‖wt0+Tthred −
wt0‖2]. The key to get the lower bound comes from the recursive dynamics of SGD with
momentum.
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Lemma 37. Denote t0 any time such that (t0 mod Tthred) = 0. Let us define a quadratic
approximation at wt0 , Q(w) := f(wt0) + 〈w−wt0 ,∇f(wt0)〉+ 12(w−wt0)
>H(w−wt0),
where H := ∇2f(wt0). Also, define Gs := (I − η
∑s
k=1 β
s−kH). Then we can write















































The proof of Lemma 37 is in Section 4.4.3. Furthermore, we will use the quantities
qv,t−1, qm,t−1, qq,t−1, qw,t−1, qξ,t−1 as defined above throughout the analysis.
Lemma 38. Following the notations of Lemma 37, we have that
Et0 [‖wt0+t−wt0‖2] ≥ Et0 [‖qv,t−1‖2]+2ηEt0 [〈qv,t−1, qm,t−1+qq,t−1+qw,t−1+qξ,t−1〉] =: Clower.
We are going to show that the dominant term in the lower bound of Et0 [‖wt0+t−wt0‖2]
is Et0 [‖qv,t−1‖2], which is the critical component for ensuring that the lower bound is larger
than the upper bound of the expected distance.






k−1 and λ := −λmin(H). Following the






Proof. We know that λmin(H) ≤ −ε < 0. Let v be the eigenvector of the Hessian H with
173
unit norm that corresponds to λmin(H) so that Hv = λmin(H)v. We have (I − ηH)v =





























where (a) is because v is with unit norm, (b) is by Cauchy–Schwarz inequality, (c), (d) are
by the definitions, and (e) is by the CNC assumption so that Et0 [〈mt0 , v〉2] ≥ γ.
Observe that the lower bound in (4.8) is monotone increasing with t and the momentum
parameter β. Moreover, it actually grows exponentially in t. To get the contradiction, we
have to show that the lower bound is larger than the upper bound. By Lemma 36 and
Lemma 38, it suffices to prove the following lemma. We provide its proof in Section 4.4.4.
Lemma 40. Let Fthred = O(ε4) and η2Tthred ≤ r2. By following the conditions and nota-
tions in Theorem 29, Lemma 36 and Lemma 37, we conclude that if SGD with momentum
(Algorithm 20) has the APCG property, then we have that Clower := Et0 [‖qv,Tthred−1‖2] +
2ηEt0 [〈qv,Tthred−1, qm,Tthred−1 + qq,Tthred−1 + qw,Tthred−1 + qξ,Tthred−1〉] > Cupper.
4.4 Detailed proofs
4.4.1 Lemma 41, 42, and 43
In the following, Lemma 42 says that under the APAG property, when the gradient norm is
large, on expectation SGD with momentum decreases the function value by a constant and
consequently makes progress. On the other hand, Lemma 43 upper-bounds the increase of
function value of the next iterate (if happens) by leveraging the GrACE property.
Lemma 41. If SGD with momentum has the APAG property, then, considering the update






Proof. By the L-smoothness assumption,









Taking the expectation on both sides. We have











where we use the APAG property in the last inequality.
Lemma 42. Assume that the step size η satisfies η ≤ ε2
8Lc2m
. If SGD with momentum has
the APAG property, then, considering the update step wt+1 = wt − ηmt, we have that
Et[f(wt+1)] ≤ f(wt)− η4ε
2 when ‖∇f(wt)‖ ≥ ε.
















ε2, where the last inequality is due to the constraint of η.
Lemma 43. If SGD with momentum has the GrACE property, then, considering the update




Proof. Consider the update rule wt+1 = wt − ηmt, where mt represents the stochastic
momentum and η is the step size. By ρ-Lipschitzness of Hessian, we have f(wt+1) ≤








conditional expectation, one has













4.4.2 Proof of Lemma 36
Lemma 36 Denote t0 any time such that (t0 mod Tthred) = 0. Suppose that Et0 [f(wt0)−
f(wt0+t)] ≤ Fthred for any 0 ≤ t ≤ Tthred. Then,



















Proof. Recall that the update is wt0+1 = wt0 − rmt0 , and wt0+t = wt0+t−1 − ηmt0+t−1, for
t > 1. We have that
‖wt0+t − wt0‖2 ≤ 2(‖wt0+t − wt0+1‖2 + ‖wt0+1 − wt0‖2) ≤ 2‖wt0+t − wt0+1‖2 + 2r2c2m,
(4.14)
where the first inequality is by the triangle inequality and the second one is due to the









and let us rewrite gt = ∇f(wt) + ξt, where ξt is the zero-mean noise. We have that
Et0 [‖wt0+t − wt0+1‖2] = Et0 [‖
t−1∑
s=1






























































To proceed, we need to upper bound Et0 [4η2‖
∑t−1





































































where (a) is because Et0 [ξ>t0+iξt0+j] = 0 for i 6= j, (b) is by that ‖ξt‖
2 ≤ σ2 and maxt αt ≤
1
1−β . Combining (4.14), (4.15), (4.16), (4.17),
















Now we need to bound Et0 [
∑t−1
s=1 ‖∇f(wt0+s)‖2]. By using ρ-Lipschitzness of Hessian,
we have that










By adding η〈∇f(wt0+s−1), gt0+s−1〉 on both sides, we have











Taking conditional expectation on both sides leads to




where Et0+s−1[η〈∇f(wt0+s−1), gt0+s−1−mt0+s−1〉+ 12η
2m>t0+s−1∇
2f(wt0+s−1)mt0+s−1] ≤
η2ch by the GrACE property. We have that for t0 ≤ t0 + s− 1
Et0 [η‖∇f(wt0+s−1)‖2] = Et0 [Et0+s−1[η‖∇f(wt0+s−1)‖2]]
(4.21)



























where (a) is by the assumption (made for proving by contradiction) that Et0 [f(wt0) −
f(wt0+s)] ≤ Fthred for any 0 ≤ s ≤ Tthred. By (4.21) with s = 1 and η = r, we have



































where (a) is by the constraint that η2t ≤ r2 for 0 ≤ t ≤ Tthred and (b) is by the constraint
that r ≥ η. By combining (4.25) and (4.18)
































4.4.3 Proof of Lemma 37 and Lemma 38
Lemma 37 Denote t0 any time such that (t0 mod Tthred) = 0. Let us define a quadratic
approximation at wt0 , Q(w) := f(wt0) + 〈w−wt0 ,∇f(wt0)〉+ 12(w−wt0)
>H(w−wt0),











































Then, wt0+t − wt0 = qv,t−1 + ηqm,t−1 + ηqq,t−1 + ηqw,t−1 + ηqξ,t−1.
Notations:
Denote t0 any time such that (t0 mod Tthred) = 0. Let us define a quadratic approxi-
mation at wt0 ,
Q(w) := f(wt0) + 〈w − wt0 ,∇f(wt0)〉+
1
2
(w − wt0)>H(w − wt0), (4.27)
where H := ∇2f(wt0). Also, we denote











































wt0+t − wt0 = wt0+t−1 − wt0 − ηmt0+t−1
(a)


























































where (a) is by using (4.29) with j = t−1, (b) is by subtracting and adding back the same
term, and (c) is by∇Q(wt0+t−1) = ∇f(wt0) +H(wt0+t−1 − wt0).
To continue, by using the nations in (4.28), we can rewrite (4.30) as










Recursively expanding (4.31) leads to





















































where (a) we use the notation that Πt−1j=sGj := Gs × Gs+1 × . . . . . . Gt−1 and the notation
that Πt−1j=tGj = 1 and (b) is by the update rule. By using the definitions of {q?,t−1} in the
lemma statement, we complete the proof.
Lemma 38 Following the notations of Lemma 37, we have that
Et0 [‖wt0+t − wt0‖2] ≥ Et0 [‖qv,t−1‖2] + 2ηEt0 [〈qv,t−1, qm,t−1 + qq,t−1 + qw,t−1 + qξ,t−1〉]
:= Clower
(4.33)
Proof. Following the proof of Lemma 37, we have
wt0+t − wt0 = qv,t−1 + η
(
qm,t−1 + qq,t−1 + qw,t−1 + qξ,t−1
)
. (4.34)
Therefore, by using ‖a+ b‖2 ≥ ‖a‖2 + 2〈a, b〉,
Et0 [‖wt0+t − wt0‖2] ≥ Et0 [‖qv,t−1‖2] + 2ηEt0 [〈qv,t−1, qm,t−1 + qq,t−1 + qw,t−1 + qξ,t−1〉].
(4.35)
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4.4.4 Proof of Lemma 40
Lemma 40 Let Fthred = O(ε4) and η2Tthred ≤ r2. By following the conditions and nota-
tions in Theorem 29, Lemma 36 and Lemma 37, we conclude that if SGD with momentum
(Algorithm 20) has the APCG property, then we have that Clower := Et0 [‖qv,Tthred−1‖2] +
2ηEt0 [〈qv,Tthred−1, qm,Tthred−1 + qq,Tthred−1 + qw,Tthred−1 + qξ,Tthred−1〉] > Cupper.
Some supporting lemmas To prove Lemma 40, we need a series of lemmas with the
choices of parameters on Table 4.2.
Upper bounding Et0 [‖qq,t−1‖]:






















































































































where (a), (c), (d) is by triangle inequality, (b) is by the fact that ‖Ax‖2 ≤ ‖A‖2‖x‖2




≤ L‖wt0+k − wt0+s‖
(b)
≤ Lη(s− k)cm. (4.38)
where (a) is by the assumption of L-Lipschitz gradient and (b) is by applying the triangle
inequality (s − k) times and that ‖wt − wt−1‖ ≤ η‖mt−1‖ ≤ ηcm, for any t. We can also























Above, (a) is by the fact that if a function f(·) has ρ Lipschitz Hessian, then
‖∇f(y)−∇f(x)−∇2f(x)(y − x)‖ ≤ ρ
2
‖y − x‖2 (4.40)
(c.f. Lemma 1.2.4 in ([211])) and using the definition that
Q(w) := f(wt0) + 〈w − wt0 ,∇f(wt0)〉+
1
2
(w − wt0)>H(w − wt0),
(b) is by Lemma 36 and η2t ≤ r2 for 0 ≤ t ≤ Tthred





























































































































































Above, we use the notation that θj :=
∑j
k=1 β
j−k. For (a), it is due to that λ := −λmin(H),
λmax(H) ≤ L, and the choice of η so that 1 ≥ ηL1−β , or equivalently,
η ≤ 1− β
L
. (4.45)
For (b), it is due to that θj ≥ 1 for any j and λ ≥ ε. Therefore, we can upper-bound the






























































(1−β)2 for any 0 ≤ β < 1, (b) is by us-


























































































































































where (a) is by the fact that
∑s
k=1 β












(1−z)2 for any |z| ≤ 1 and substituting
z = 1
1+ηε












last inequality is by chosen the step size η so that ηε ≤ 1.





































































which completes the proof.
Upper bounding ‖qv,t−1‖:























where the last inequality is because η is chosen so that 1 ≥ ηL
1−β and the fact that λmax(H) ≤
L.
Lower bounding Et0 [2η〈qv,t−1, qq,t−1〉]:




































Proof. By the results of Lemma 44 and Lemma 45









































Lower bounding Et0 [2η〈qv,t−1, qξ,t−1〉]:
Lemma 47. Following the conditions in Lemma 36 and Lemma 37, we have
Et0 [2η〈qv,t−1, qξ,t−1〉] = 0. (4.53)
Proof.






























where (a) holds for some coefficients αk, (b) is by the tower rule, (c) is because qv,t−1 is
measureable with t0, and (d) is by the zero mean assumption of ξ’s.
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Lower bounding Et0 [2η〈qv,t−1, qm,t−1〉]:
Lemma 48. Following the conditions in Lemma 36 and Lemma 37, we have






























notice that the matrix B is symmetric positive semidefinite. To see that the matrix B is




written in the form of Gj = UDjU> for some orthonormal matrix U and a diagonal matrix










is symmetric positive semidefinite as long as each Gj is. So, (b) is by the property of a
matrix being symmetric positive semidefinite.
Lower bounding 2ηEt0 [〈qv,t−1, qw,t−1〉]:
Lemma 49. Following the conditions in Lemma 36 and Lemma 37, if SGD with mo-
mentum has the APCG property, then






Proof. Define Ds := Πt−1j=1GjΠ
t−1
j=s+1Gj .












































where (a) is by the APCG property. We also have that












where (a) and (b) is by (4.44). Substituting the result back to (4.58), we get























Using the fact that ‖∇f(wt0)‖ ≤ ε completes the proof.
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Proof of Lemma 40 Recall that the strategy is proving by contradiction. Assume that the
function value does not decrease at least Fthred in Tthred iterations on expectation. Then,
we can get an upper bound of the expected distance Et0 [‖wt0+Tthred − wt0‖2] ≤ Cupper
but, by leveraging the negative curvature, we can also show a lower bound of the form
Et0 [‖wt0+Tthred − wt0‖2] ≥ Clower. The strategy is showing that the lower bound is larger
than the upper bound, which leads to the contradiction and concludes that the function value
must decrease at least Fthred in Tthred iterations on expectation. To get the contradiction,
according to Lemma 36 and Lemma 38, we need to show that
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qm,Tthred−1 + qq,Tthred−1 + qw,Tthred−1 + qξ,Tthred−1〉]
> Cupper.
(4.61)
Yet, by Lemma 48 and Lemma 47, we have that ηEt0 [〈qv,Tthred−1, qm,Tthred−1〉] ≥ 0 and
ηEt0 [〈qv,Tthred−1, qξ,Tthred−1〉] = 0. So, it suffices to prove that
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qq,Tthred−1 + qw,Tthred−1〉] > Cupper, (4.62)
and it suffices to show that
• 1
4
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qq,Tthred−1〉] ≥ 0.
• 1
4
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qw,Tthred−1〉] ≥ 0.
• 1
4
Et0 [‖qv,Tthred−1‖2] ≥ Cupper.
Proving that 1
4
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qq,Tthred−1〉] ≥ 0:
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By Lemma 39 and Lemma 46, we have that
1
4










































































Now w.l.o.g, we assume that cm, L, σ2, c′, and ρ are not less than one and that ε ≤ 1.
By using the values of parameters on Table 4.2, we have the following results; a sufficient
































and a sufficient condition for the above (4.71), by the assumption that both σ2 ≥ 1 and







Now let us verify if (4.67), (4.68), (4.69), (4.70), (4.72) are satisfied. For (4.67), using




. Using this inequality, it




for getting (4.67), which holds by using the constraint








. Using this inequality, it suffices to let cr ≥ c0c3mρLσ4(1−β)3 , which holds













≥ cr which holds by using the constraint that σ2(1 − β)3 > 1. For







≥ cr, which holds by using the constraint that
L(1 − β)3 > 1 and ε ≤ 1. Therefore, by choosing the parameter values as Table 4.2, we
can guarantee that 1
4
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qq,Tthred−1〉] ≥ 0.
Proving that 1
4
Et0 [‖qv,Tthred−1‖2] + 2ηEt0 [〈qv,Tthred−1, qw,Tthred−1〉] ≥ 0: By Lemma 39 and
Lemma 49, we have that
1
4


















A sufficient condition is cr
cη
≥ 8ε4c′












, which holds by using the
constraint that L(1− β)3 > 1 (so that L(1− β) > 1) and ε ≤ 1.
Proving that 1
4
Et0 [‖qv,Tthred−1‖2] ≥ Cupper:
























We know that 1
4
(





ΠTthred−1j=1 (1 + ηθjε)
)2

























Note that the left hand side is exponentially growing in Tthred. We can choose the
number of iterations Tthred large enough to get the desired result. Specifically, we claim
that Tthred ≥ c(1−β)ηε log(
Lcmσ2ρc′ch
(1−β)δγε ) for some constant c > 0. To see this, let us first apply






+ log(r2γ) ≥ log(8aTthred + 8b) (4.77)
















proceed, we are going to use the inequality log(1 + x) ≥ x
2





































where (a) is by using the inequality log(1 + x) ≥ x
2




(1−β)2 , which is equivalent to the condition that




Now let us substitute the result of (4.79) back to (4.77). We have that















) = O((1− β) log( 1
(1− β)ε
)ε−6) (4.82)
for some constant c > 0, we can guarantee that the above inequality (4.81) holds.
4.4.5 Proof of Lemma 50
Lemma 50 ([63]) Let us define the event Υk := {‖∇f(wkTthred)‖ ≥ ε or λmin(∇2f(wkTthred)) ≤
−ε}. The complement is Υck := {‖∇f(wkTthred)‖ ≤ ε and λmin(∇2f(wkTthred)) ≥ −ε},
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which suggests that wkTthred is an (ε, ε)-second order stationary points. Suppose that








Set T = 2Tthred
(
f(w0) − minw f(w)
)
/(δ∆). We return w uniformly randomly from
w0, wTthred , w2Tthred , . . . , wkTthred , . . . , wKTthred , where K := bT/Tthredc. Then, with prob-
ability at least 1− δ, we will have chosen a wk where Υk did not occur.
Proof. Let Pk be the probability that Υk occurs.
E[f(w(k+1)Tthred)− f(wkTthred)]
= E[f(w(k+1)Tthred)− f(wkTthred)|Υk]Pk + E[f(w(k+1)Tthred)− f(wkTthred)|Υ
c
k](1− Pk)
≤ −∆Pk + δ∆/2(1− Pk)
= δ∆/2− (1 + δ/2)∆Pk
≤ δ∆/2−∆Pk.
(4.84)























(1− Pk) ≥ 1− δ.
(4.85)
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4.4.6 Proof of Theorem 29
Theorem 29 Assume that the stochastic momentum satisfies CNC. Set r = O(ε2), η =
O(ε5), and Tthred = c(1−β)ηε log(
Lcmσ2ρc′ch
(1−β)δγε ) = O((1 − β) log(
Lcmσ2ρc′ch
(1−β)δγε )ε
−6) for some con-
stant c > 0. If SGD with momentum (Algorithm 20) has APAG property when gradient
is large (‖∇f(w)‖ ≥ ε), APCGTthred property when it enters a region of saddle points
that exhibits a negative curvature (‖∇f(w)‖ ≤ ε and λmin(∇2f(w)) ≤ −ε), and GrACE
property throughout the iterations, then it reaches an (ε, ε) second order stationary point in




with high probability 1− δ, where Fthred = O(ε4).
Proof sketch of Theorem 29 In this subsection, we provide a sketch of the proof of
Theorem 29. The complete proof is available in Section 4.4.6. Our proof uses a lemma
in ([63]), which is Lemma 50 below. The lemma guarantees that uniformly sampling a w
from {wkTthred}, k = 0, 1, 2, . . . , bT/Tthredc gives an (ε, ε)-second order stationary point
with high probability. We replicate the proof of Lemma 50 in Section 4.4.5.
Lemma 50. ([63]) Let us define the event Υk := {‖∇f(wkTthred)‖ ≥ ε or λmin(∇2f(wkTthred)) ≤
−ε}. The complement is Υck := {‖∇f(wkTthred)‖ ≤ ε and λmin(∇2f(wkTthred)) ≥ −ε},
which suggests that wkTthred is an (ε, ε)-second order stationary points. Suppose that







Set T = 2Tthred
(
f(w0) − minw f(w)
)
/(δ∆). 7 We return w uniformly randomly from
w0, wTthred , w2Tthred , . . . , wkTthred , . . . , wKTthred , where K := bT/Tthredc. Then, with prob-
ability at least 1− δ, we will have chosen a wk where Υk did not occur.
To use the result of Lemma 50, we need to let the conditions in (4.86) be satisfied. We
can bound E[f(w(k+1)Tthred) − f(wkTthred)|Υk] ≤ −Fthred, based on the analysis of the
7One can use any upper bound of f(w0)−minw f(w) as f(w0)−minw f(w) in the expression of T .
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large gradient norm regime (Lemma 42) and the analysis for the scenario when the update
is with small gradient norm but a large negative curvature is available (Subsection 4.3.3).
For the other condition, E[f(w(k+1)Tthred) − f(wkTthred)|Υck] ≤ δ
Fthred
2
, it requires that the
expected amortized increase of function value due to taking the large step size r is limited
(i.e. bounded by δFthred
2
) when wkTthred is a second order stationary point. By having the
conditions satisfied, we can apply Lemma 50 and finish the proof of the theorem.
Proof of Theorem 29
Proof. Our proof is based on Lemma 50. So, let us consider the events in Lemma 50, Υk :=
{‖∇f(wkTthred)‖ ≥ ε or λmin(∇2f(wkTthred)) ≤ −ε}.We first show that E[f(w(k+1)Tthred)−
f(wkTthred)|Υk] ≤ Fthred.
When ‖∇f(wkTthred)‖ ≥ ε:
Consider that Υk is the case that ‖∇f(wkTthred)‖ ≥ ε. Denote t0 := kTthred in the follow-
































































where (a) is by using Lemma 41 with step size r, (b) is by using Lemma 43, (c) is due to
the constraint that η2Tthred ≤ r2, (d) is by the choice of r, (e) is by ‖∇f(wt)‖ ≥ ε, (f) is
by the choice of r so that r ≤ ε2
4(Lc2m+ch)
, and (g) is by
r
4
ε2 ≥ Fthred. (4.89)
When ‖∇f(wkTthred)‖ ≤ ε and λmin(∇2f(wkTthred)) ≤ −ε:
The scenario that Υk is the case that ‖∇f(wkTthred)‖ ≤ ε and λmin(∇2f(wkTthred)) ≤
−ε has been analyzed in Section 4.4.4, which guarantees that E[f(wt0+Tthred)− f(wt0)] ≤
−Fthred under the setting.
When ‖∇f(wkTthred)‖ ≤ ε and λmin(∇2f(wkTthred)) ≥ −ε:




that Υck means that ‖∇f(wkTthred)‖ ≤ ε and λmin(∇2f(wkTthred)) ≥ −ε. Denote t0 :=
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kTthred in the following. We have that







































where (a) is by using Lemma 43 with step size r, (b) is by using Lemma 43 with step
step size η, (c) is by setting η2Tthred ≤ r2 and η ≤ r, (d) is by the choice of r so that
8r2ch ≤ δFthred.
Now we are ready to use Lemma 50, since both the conditions are satisfied. Accord-





/(δFthred) = O((1 − β) log(Lcmσ
2ρc′ch
(1−β)δγε )ε
−10), which will re-
turn a w that is an (ε, ε) second order stationary point. Thus, we have completed the proof.
4.5 Discussion: Over-parametrization
In the previous sections, we show that Polyak’s momentum helps fast saddle point escape.
In this section, we consider a different technique — over-parametrization, which is recently
very popular in modern machine learning. Specifically, let us consider over-parametrizing








(1))2 + (x>i w





where xi ∼ N(0, Id), yi = (x>i w∗)2, and w∗ ∈ Rd. This is over-parametrization since the
objective has more variables than necessary.
Let us try a simulation. We set the dimension d = 10 and the number of training
samples n = 200. We let w∗ = e1 with e1 being the unit vector. Each neuron w(k) ∈ Rd
(k ∈ [K]) of the student network is initialized by sampling from an isotropic distribution
and is close to the origin (i.e. w(k)0 ∼ 0.01 ·N(0, Id/d) ). Figure 4.5 show a very interesting
result of applying vanilla gradient descent to train different sizes of models. Each curve
represents the progress of gradient descent for different K. It shows that for a larger K,
gradient descent escapes “the origin” faster, however, we remark that the origin is different
for a different K, as each problem of K has a different dimensional parameter space.
We also report a distance measure on the same figure.
dist(W,w∗) := minq∈RK :‖q‖2≤1 ‖W − w∗q>‖. (4.92)
This is due to our observation that for any K, the global optimal solutions of (4.91) that
achieve zero testing error are w∗q> ∈ Rd×K for any q ∈ RK such that ‖q‖2 = 1. To
see this, substitute W = w∗q> ∈ Rd×K into (4.91). We have that for any xi ∈ Rd
it holds that (x>i w
(1))2 + (x>i w
(2))2 + ... + (x>i w







− (x>i w∗)2 = 0. Therefore, the metric dist(W,w∗) as be viewed
as a surrogate of the testing error. In particular, dist(Wt, w∗) represents the distance of
the current iterate Wt and its closest global optimal solution to the over-parametrized ob-
jective (4.91) that achieves zero testing error. Note that the argmin of (4.92) is q∗ :=
W>w∗
‖W>w∗‖2 = arg minq∈RK :‖q‖2≤1 ‖W −w∗q
>‖. Subfigure (b) of Figure 4.5 plots the distance
of the iterates generated by gradient descent and its closet global optimal solution for dif-
ferent sizes K of models. We see that over-parametrization enables shrinking the distance
dist(W#Kt , w∗) faster.
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(a) Objective value (4.91) vs. iteration t. (b) Distance (4.92) vs. iteration t.
Figure 4.5: Vanilla gradient descent for training different over-parametrized models (4.91).
We see that over-parametrization helps the iterate of gradient descent escapes the origin
faster and hence converges faster.
Informal analysis Let us provide an informal analysis to explain why over-parametrization
might help the fast escape. Given the infinite number of samples xi ∼ N(0, Id), the popu-
lation objective of (4.91) is









w(k)(w(k))> − w∗w>∗ ‖2F . (4.93)








Let v(K) ∈ Rd×K be the bottom eigenvector of ∇2F (0d×K) and v(1) ∈ Rd be the bottom
eigenvector of∇2F (0d×1). We might be able to write
(v(K))>∇2F (0d×K)v(K) = K × (v(1))>∇2F (0d×1)v(1). (4.94)
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Figure 4.6: Gradient descent for (4.95) under different sizes K and scales of the outputs C
That is, effectively a K-times-larger size of models results in a k-times-larger negative
curvature at the origin.
A natural question is then “Is the effect of over-parametrization equivalent to using a
larger step size η?”. To answer the question, let us also consider an over-parametrized
version of (4.95),
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Applying vanilla gradient descent to (4.95) of K = 1 might be viewed as using a C-times









xi. On Figure 4.6, we report gradient descent with the same step size η for solving
(4.95) under different C’s and K’s. It suggests that to some degree, over-parametrization
is kind of like using a larger step size. However, in order to converge to a good solution,
an upper-bound of the step size should be required. A deeper investigation needs to be
conducted. It is also interesting to check if the effect of over-parametrization also exists in
other problems as well, not necessarily limited to phase retrieval.
Related works The observation that a larger network can be trained to achieve a certain
level of prediction performance with fewer iterations than that of a smaller net can be dated
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back as early as the work of Livni et al. (Section 5 of [182]), who try different levels of
over-parametrization and report that SGD converges much faster and finds a better solution
when it is used to train a larger network. However, the reason why over-parametrization
can lead to an acceleration still remains a mystery, and very little theory has helped explain
the observation, with perhaps the notable exception of Arora et al. [15]. Arora et al.
[15] consider over-parametrizing a single-output linear regression with lp loss for p > 2–
the square loss corresponds to p = 2–and they study the linear regression problem by
replacing the model w ∈ Rd by another model w1 ∈ Rd times a scalar w2 ∈ R. They show
that the dynamics of gradient descent on the new over-parametrized model are equivalent
to the dynamics of gradient descent on the original objective function with an adaptive
learning rate plus some momentum terms. However, in practice, people actually use the
techniques of over-parametrization, adaptive learning rate, and momentum simultaneously
in deep learning (see e.g. [131, 151, 185, 252]), as each technique appears to contribute to
performance and they may, to some extent, be complementary. It has been suggested that
over-parameterizing a model leads implicitly to an adaptive learning rate or momentum,
but this does not appear to fully explain the performance improvement.
Finally, we also want to acknowledge some related works of understanding over-parametrization
in different aspects (e.g. [36, 83, 202]).
4.6 Conclusion
In this work, we identify three properties that guarantee SGD with momentum in reaching
a second-order stationary point faster by a higher momentum, which justifies the practice
of using a large value of momentum parameter β. We show that a greater momentum leads
to escaping strict saddle points faster due to that SGD with momentum recursively enlarges
the projection to an escape direction. However, how to make sure that SGD with momen-
tum has the three properties is not very clear. It would be interesting to identify conditions
that guarantee SGD with momentum to have the properties. Perhaps a good starting point
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is understanding why the properties hold in phase retrieval. We also discuss the effect of
over-parametrization and report some interesting observations. We hope our results shed
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