Two computational methods for estimating the cell cycle phase distribution of a budding yeast (Saccharomyces cerevisiae) cell population are presented. The first one is a nonparametric method that is based on the analysis of DNA content in the individual cells of the population. The DNA content is measured with a fluorescence-activated cell sorter (FACS). The second method is based on budding index analysis. An automated image analysis method is presented for the task of detecting the cells and buds. The proposed methods can be used to obtain quantitative information on the cell cycle phase distribution of a budding yeast S. cerevisiae population. They therefore provide a solid basis for obtaining the complementary information needed in deconvolution of gene expression data. As a case study, both methods are tested with data that were obtained in a time series experiment with S. cerevisiae. The details of the time series experiment as well as the image and FACS data obtained in the experiment can be found in the online additional material at
INTRODUCTION
Many recent studies have concentrated on the construction of dynamic models for genetic regulatory networks [1] [2] [3] [4] . In such studies, the gene expression levels of cell-cycle-regulated genes are observed as time series with a relatively short sampling interval over a relatively long period of time. Because currently it is difficult to profile single cells, time series microarray experiments are usually carried out by synchronizing a population of cells. In a synchronous cell population, all cells are initially in the same phase of the cell cycle. Regardless of the synchronization method, synchrony of the cell population is lost over time. For the budding yeast Saccharomyces cerevisiae, cells seem to remain relatively synchronized for two cell cycles [5] , although the loss of synchrony is a continuous process, and the cells are much less synchronized in the second cell cycle than in the first cycle.
The unavoidable asynchrony of the cell population results in that the measured gene expression level is in fact an average of the true values of the neighboring cell cycle phases. In the case of a relatively synchronous population, this effect can be modeled by convolution. Moreover, if the cell cycle phase distribution of the cell population can be estimated, the blurring effect of convolution can be inverted to obtain an estimate of the true expression level that would have been obtained in a hypothetical perfectly synchronized experiment. In the case of the budding yeast, several different approaches have been proposed for this task [6, 7] . These studies have concentrated on the deconvolution task. However, since the quality of the obtained estimate of the true expression levels depends on the quality of the estimate of the cell cycle phase distribution, we concentrate here on the distribution estimation.
There are two basic approaches to estimating the cell cycle phase distribution of a cell population. In the first one, the numbers of cells that are in different phases of the cell cycle are found for one time instant or a short time interval. The result is an age distribution of the cell population. In the second approach, the number of cells that are in a given phase of the cell cycle is monitored over time. The result is a time distribution of the cell population. Both types of distribution estimates can be used for the deconvolution task [6, 7] .
A fluorescence-activated cell sorter (FACS) is a device that can be used to measure the DNA content of a single cell with the aid of fluorescence dyeing. It produces a histogram of DNA content in the cells under investigation. In earlier studies with budding yeast [5, 7, 8] , an estimate for the cell cycle phase distribution of a cell population has been obtained from the FACS histogram by counting the number of cells in different phases. This has been done manually by marking the range of each phase in the FACS histogram and counting the number of cells in that range, see Figure 1 . The results obtained with this approach are dependent on the method used to determine the location of each phase. It is also difficult to obtain a good estimate for the S phase of the cell cycle with this approach [9] . The phase of the cell cycle depends by definition on the amount of DNA in the cell. Cells that are in the G1 phase have the DNA amount N, whereas cells in the G2/M phase have the amount 2N. In the S phase, the amount of DNA is between N and 2N. In this study, we further assume that the size of a bud of a dividing cell depends on the phase of the cell cycle [5, 7, 10] . Cells that are in the G1 phase are assumed not to have a bud, cells that are in the S phase are assumed to have a small bud, and cells that are in the G2/M phase are assumed to have a large bud. Based on these assumptions, we propose two computational high-throughput methods for estimating the cell cycle phase distribution of a budding yeast cell population. Some preliminary results have been published in conference proceedings [11, 12] .
The first estimation method is a nonparametric method, in which the estimate of the age distribution is obtained by analyzing the amount of DNA in the cells with a FACS. The method has two stages. At the first stage, we use FACS data from an asynchronous cell population for estimating the rate of DNA replication in a cell. This estimate can then be used to find the age distribution of a cell population whose FACS histogram is known. The population whose distribution is estimated can be synchronized or it can be otherwise aligned so that its age distribution is different from a wild-type population. In the second method, the estimate of the time distribution is obtained by performing budding index analysis through image analysis. The method is developed for images taken with a light microscope without any fluorescence staining, which makes the image analysis significantly more difficult than if fluorescent micrographs were used [13] . Also, in contrast to earlier studies where the image analysis is performed manually through visual inspection of the cells [5, 7] , our image analysis method is fully automated.
METHODS
In this section, we present two computational methods for estimation of the cell cycle phase distribution of a yeast cell population. The FACS-based method is presented in Section 2.1, and the image analysis methods needed for budding index analysis are presented in Section 2.2. It should be noted that neither of the presented methods depends on the synchronization method. In fact, the methods do not require the cell population to be synchronized at all. Thus, both methods can be directly applied to data from any experiment in which the cell cycle phase distribution of the population differs from that of a wild-type population.
Distribution estimation using FACS histograms
In a growing cell culture, the number of cells increases. As a result of cell division, two newborn cells are obtained. Thus, there are twice as many newborn as dividing cells in the culture. The age distribution of the wild-type asynchronous cell population can be modeled as p(t) = 2 (1−t) [14] . Here, t is a discrete variable and denotes the cell cycle phase, that is, the age of the cell from the cell division, normalized to the interval [0, 1] and uniformly sampled with Δt intervals as t ∈ {0, Δt, 2Δt, . . . , 1}. Thus, cells divide at age 1 and newborn cells are of age 0. This distribution is shown in Figure 2 (a).
Since we know the total number, N, of cells used in the FACS measurement as well as the underlying age distribution p(t), we can compute the number of cells at each small
That is, for a given t, C(t) is the total number of cells at the earlier phases of the cell cycle.
As we know the cumulative number of cells C(t) and have measured the histogram h a of the DNA content of the cells (see Figure 2 (b) for a simulated histogram and Figure 1 for a histogram from a real FACS measurement), we can estimate the DNA replication function, denoted by f (t). This is a mapping from "number of cells"-"cell cycle phase"-space to "number of cells"-"amount of DNA"-space, see Figure 2 . It can be estimated from the FACS histogram of an asynchronous population h a by finding, for each t ∈ {0, Δt, 2Δt, . . . , 1},
where h a (i) is the value of the FACS histogram of the asynchronous population at the point i, and K ∈ N. An example of a simulated f (t) is shown in Figure 2 amount of DNA, the estimated f (t) is a discrete version of the true continuous DNA replication function. Examples of the DNA replication functions estimated from simulated data under different amounts of noise are shown in Figure 3 . The effect of the noise is studied by using a simple additive Gaussian noise model:
where e ∼ N(0, σ) and x is a noise-free DNA amount of a cell. This noise model, although simple, produces FACS histograms that resemble those measured from real data. The details of the data simulation process can be found in the online additional material [15] . Figure 3 shows that in the noise-free case the obtained discrete estimate is consistent with the underlying DNA replication function f (t). As the amount of noise increases, the accuracy of the obtained estimate for DNA replication degrades. It would be possible to improve the quality of the estimate under noisy conditions by using a model-based estimation approach. However, this approach would require us to make assumptions about the form of the true DNA replication function and about the noise characteristics of FACS measurements. As neither of these are known in detail, we rely on our proposed nonparametric approach that does not make any assumptions about the characteristics of the noise or the DNA replication function.
Having obtained an estimate for the DNA replication function f (t), we can estimate the age distribution of a synchronous population. We assume that the function f (t) is the same for all cells, that is, for cells of synchronous as well as of asynchronous populations. This assumption is justified, because f (t) represents the DNA replication of a single cell, and the behavior of a single cell is not thought to be affected by whether the population is synchronous or asynchronous.
The function f (t) presents the amount of DNA that is present at each time instant of the cell cycle. Having this information, we can use the FACS histogram of a synchronous population to evaluate the number of cells that this amount of DNA corresponds to. Thus, the age distribution of the cell population is obtained by
where f (t) is the value of the DNA replication function and h s (i) is the value from the FACS histogram of the synchronous population at the point i. The obtained age distribution is discrete, and the cell cycle phase parameter t is a discrete variable, t ∈ {0, Δt, 2Δt, . . . , 1}. When a FACS histogram from a real measurement (see Figure 1 ) is compared with the ideal simulated histogram (see Figure 2 having DNA amounts less than N or greater than 2N, the respective bins can be assumed to be due to measurement errors and should be excluded from the analysis. As illustrated in Figure 1 , the peaks of the histogram correspond to the G1 (DNA amount N) and G2/M (DNA amount 2N) phases, while the area between the peaks corresponds to the S phase. Therefore, all data that are not included in these three areas should be considered as measurement errors and should be removed. The removal can be done by estimating the locations of the two highest peaks and excluding all data that are not in the range between these two peaks. This preprocessing step will make the real FACS histogram resemble the ideal simulated histogram shown in Figure 2 (b).
Although the above estimation method was introduced in the context of a synchronous cell population, it can be applied to any population of yeast cells. The only requirement for the applicability of the method is that FACS measurements are available for a wild-type yeast population as well as for the population whose age distribution is being estimated. The estimated population can be a synchronized population or it can be otherwise aligned because of a perturbation.
Distribution estimation using budding index analysis
An automated image analysis method for budding index analysis is needed, because obtaining the budding index data manually through visual analysis has a number of drawbacks.
One of the drawbacks is that accurate visual analysis is tedious and slow, and in a typical experiment, the number of budding yeast images for which budding index data are needed is large. Moreover, manual counting is always subjective. If visual analysis is performed a second time by the same or a different person, the results will usually not be the same as they were the first time. With automated image analysis, objectivity of the results is guaranteed because the same criteria are always used to determine if a feature in the image represents a cell or bud, and the results are therefore easily reproducible.
In budding yeast images, the cell membranes are typically clearly visible as circular or elliptic regions that are darker than the background. The image shown in Figure 4 is taken of a wild-type budding yeast population, and is used here in the presentation of the image analysis methods. Since yeast cells grow loose in a solution, the scene that is imaged in any experiment is three-dimensional. Therefore, all the cells are not visible in the two-dimensional images, because not all of them are in the same focal plane. Moreover, a bud may be hidden behind the parent cell. However, to estimate the distribution of the population, we do not need to know the real percentage of buds versus parent cells. Rather, it is enough to find the relative numbers of buds between different images. Therefore, the goal is to detect cells that are focused relatively well and to completely ignore cells that are in poor focus.
The first task is segmentation of the images in order to separate the cell membranes from the background. First, the effect of uneven illumination is removed from the image with a polynomial fit. After this, the estimates of the local mean and the local variance are computed. The resulting local mean and variance images are used to form a two-dimensional histogram. The core of the segmentation method is the subsequent clustering of the mean-variance space. The clustering is based on two assumptions. The first assumption is that the cell membranes are darker than their neighborhoods on the average. The second assumption is that if a cell is in focus, it has sharp edges, and the variance of the cell neighborhood is higher than the variance of the background of the image.
The result of clustering is a binary image in which the cell membranes are represented by ones (shown as white pixels) and the background is represented by zeros (shown as black pixels). Then, the remaining holes in the cell membranes are filled by applying the morphological closing operation with a circular structuring element inside an 11 × 11 square. Next, all small objects are removed. The assumption is that objects that are very small are not cells but result from artifacts in the original image. The removal is done by labeling the connected components after which it is straightforward to determine the sizes of each object and to remove them if necessary. Finally, the Euclidean distance transform is performed on the binary image to detect the inner and outer boundaries of the cell membranes. The result for the image in Figure 4 is shown in Figure 5 .
It can be seen in Figure 5 that the inner boundary of the cell membrane can be used for detection of small buds. Specifically, in most cases a small bud remains connected to the parent cell, and there is bridge-like connection between the parent cell and the bud. A good example is shown in Figure 6 , which shows a part of the image in Figure 4 at different image processing stages (see below). On the other hand, the inner boundaries of larger buds are usually disconnected from the inner boundaries of the parent cell. Buds that are separated from the parent cell in the segmentation result can thus be detected based on the sizes and numbers of objects (inner boundaries of a cell membrane) that are inside the outer boundary of a cell membrane.
Before any cells or buds are detected, all objects (cell membranes) that touch the edges of the image are removed Antti Niemistö et al. from the image, because it is not realistic to estimate the sizes of objects that are not completely seen in the image. The next step is to remove all outer boundaries of the cell membranes. Since there are now no objects touching the edges of the image, a simple flood-fill can be performed from any pixel at the edge of the image, after which the outer boundaries can be removed by removing the object that touches the edges of the image. Some objects that are not in good focus in the original image only have a horseshoe-like outer boundary with no inner boundary, and thus they get removed here, too. One example of this can be seen near the upper left corner of the image in Figure 4 .
Next, the objects are filled to obtain the image in Figure 7 . This is based on labeling the connected components of the complement image (black and white reversed). In the labeled complement image, the component that touches the edges of the image corresponds to the background, and all the other components correspond to cell regions that need to be filled in the original image. The filling is then done according to the labels of the connected components.
Separation of buds from the parent cells is done with a modification of the object separation method that has been proposed in [16] . The method is based on two criteria of the objects. The first one is a compactness measure:
where A is the area of an object and p is the length of its boundary line, that is, its perimeter. Both of these can be measured in pixels, but note that c is a dimensionless quantity. The compactness can be computed efficiently using the chain code representation of objects. Objects that have a low compactness are candidates for objects that represent cells that have a small bud. The second criterion is calculated in the case of bud separation only for objects for which c < 0.6. It is given by
where x 1 = (x 1 , y 1 ) and x 2 = (x 2 , y 2 ) are the coordinates of two points on the boundary of the object, B is the set of boundary coordinates, l b is the distance between the points along the boundary of the object, and l d is the Euclidean distance between the points. In the case of bud separation, a cutline is drawn between the corresponding boundary coordinates if r > 3.5. The threshold values of c and r were obtained in iterative tests with different threshold values and different images. The result of applying the object separation method to the image of Figure 7 is shown in Figure 8 , in which the buds are marked with the red color. It can be seen that all small buds are detected and separated from their parent cells. Moreover, there are no false separations, that is, all cutlines are located between a bud and a parent cell. The steps of the bud-separation procedure for one cell taken from Figure 4 are illustrated by the images in Figure 6 , in which the details are more clearly visible.
To be able to determine the number of cells that do not have a bud, the total number of cells must be determined as well. This number is also used to normalize the numbers of buds in the budding yeast images. The procedure is similar to the bud-counting procedure. The main difference is that the outer boundaries of the cell membranes are utilized instead of the inner boundaries. Because the cells can touch each other, the object separation method must be applied as well. Good results can be obtained with c < 0.45 and r > 3.5 as the criteria in the object separation method.
CASE STUDY
The cell cycle phase distribution of a budding yeast population was estimated using the presented methods. The FACS-based estimation method was used to find the age distribution, and budding index analysis was used to find the time distribution. We used alpha factor-based synchronization, which is a block-and-release-type synchronization method [17] . The S. cerevisiae strain Y01408 from Euroscarf (BY4741; MATa; his3D1; leu2D0; met15D0; ura3D0; YIL015w::kanMX4) was used. Samples of the cultivated population were imaged using a light microscope with the sampling interval of 2 minutes, and samples taken with the sampling interval of 6 minutes were analyzed with a FACS. The imaging and FACS analysis were performed for a total of 280 minutes. The details of the experiment as well as all the obtained image and FACS data can be found in the online additional material [15] . Some of the FACS histograms are also presented in Figure 9 .
The DNA replication function obtained with (1) is shown in Figure 10 . It is interesting to observe that the obtained function is similar to the one that was obtained with noisy simulated data (σ = 0.01, see Figure 3 ). Even though we removed clear outliers from the data, that is, we removed the FACS bins beyond the two peaks (as explained above), a significant amount of measurement noise is still present in the remaining data. This can be observed from the shape of the FACS histogram. The peaks, corresponding to the G1 and G2/M phases, are wide, and there is a large number of cells between the peaks. Thus, the proposed estimation method The image shown in Figure 5 after removing objects that touch the edges and filling the objects according to the inner boundary of the cell membrane.
works consistently when applied to the real measurement data. The obtained replication function suggests that DNA replication starts at the beginning of the cell cycle and continues in a nearly linear rate throughout the cell cycle. However, this observation is due to the noise in the data. As demonstrated earlier by simulation (see Figure 3) , additive noise in FACS measurement biases the estimate towards linear behavior. The FACS histograms obtained in our experiment suggest that the population was aligned when it was released from alpha factor arrest. The FACS histograms obtained for the first few time instants show a clear peak at the position corresponding to the G1 phase (see the online additional material [15] ). This indicates that a majority of the cells have a DNA amount corresponding to N when the population is released from alpha factor arrest. However, once the population is released from alpha factor arrest, the alignment is lost rapidly. This behavior can be observed directly from the FACS histograms, available in the online additional material. Let us now look at some of the estimated distributions. The age distributions obtained using the FACS-based estimation method are shown in Figure 11 . The distributions have been filtered using a mean filter of length 4 to smooth out estimation errors. This filter is able to remove estimation errors caused by numerical problems, but has very little effect on the shape of the filtered distribution. If we look at Figure 11 (a), we see that the obtained age distribution shows that a majority of the cells are at an early phase of the cell cycle and a large number of cells are at the middle part of the cell cycle. This is consistent with what is observed directly from the FACS histograms (see Figure 9) . Thus, it is clear that the cells start losing alignment rapidly right after the population is released from alpha factor arrest and that cells do not enter the S phase synchronously at the same time. The estimates presented in Figures 11(b) and 11(c) show that over time the majority of the cells have moved to a later phase of the cell cycle, but the alignment is lost even further, which is illustrated by the fact that the corresponding peaks in the distributions have spread.
Antti Niemistö et al. Automated image analysis was applied to all the images that were obtained in the time series experiment. For each image our method determines the total number of cells and for each cell the size of its bud. The size of the bud is measured in pixels. The cells were divided into three classes: cells that do not have a bud, cells that have a small bud (smaller than one half of the yeast cell), and cells that have a large bud. These classes are assumed to correspond to the cell cycle phases G1, S, and G2/M, respectively. Because our assumption that the size of a bud depends on the phase of the cell cycle is an approximation, the respective time distributions are noisy. The mean filter of length 4 is used to smooth out this noise. The obtained time distributions are shown in Figure 12 For comparison, the population estimates obtained using the conventional FACS-based estimation method [7] are shown in Figure 13 . Although the data in the FACS and budcounting datasets are noisy, all three estimation methods show similar alignment in the cell cycle phase distribution of the cells. The data do not show a high degree of synchronization in the way that it should if the population was in perfect synchrony. However, although a good synchronization is not observed, different cell cycle phases can still be observed in the obtained distribution estimates. Thus, due to alpha factor arrest, cells with equal amounts of DNA have aligned to some extent.
CONCLUSIONS
Two computational methods for estimating the cell cycle phase distribution of a budding yeast (S. cerevisiae) cell population were presented. The methods are based on the analysis of the amounts of DNA in the individual cells of a cell population and on counting the number of buds of a predefined size in microscopic images. The method for analyzing the amounts of DNA is a nonparametric method and does not make any assumptions on DNA replication or the noise characteristics. The image analysis method is fully automated, which ensures objectivity of the image processing results. Neither of the proposed methods makes any assumptions on the synchronization method or the synchrony of the cell population.
The estimated cell cycle phase distributions are discrete distributions. To be able to utilize the distributions for deconvolution of gene expression data, continuous distributions may need to be estimated. For example, an approach for fitting a normal distribution to a discrete distribution has been proposed earlier [7] . Existing deconvolution methods such as the ones published in [6, 7] can benefit from our automated distribution estimation methods. Figure 1 , was used to obtain the time distribution estimates. The number of cells is normalized with the maximum number of cells. Only the first cell cycle data are shown. Note that the axes are different from the axes in Figure 11 .
