Two trace formulas for the spectra of arbitrary Hermitian matrices are derived by transforming the given Hermitian matrix H to a unitary analogue. In the first type the unitary matrix is e i(λI−H) where λ is the spectral parameter. The new feature is that the spectral parameter appears in the final form as an argument of Eulerian polynomials -thus connecting the periodic orbits to combinatorial objects in a novel way. To obtain the second type, one expresses the input in terms of a unitary scattering matrix in a larger Hilbert space. One of the novel features here is that the poles of the scattering matrix depends on the spectral radius of Gershgorin's theorem. Both formulas are discussed and possible applications are outlined.
A simple example arises in the study of the spectra finite of Hermitian matrices. The spectral density of a N × N Hermitian matrix H with spectrum denoted by {λ j } N j=1 can be expressed in terms of the resolvent (Green function) G(z) = (zI − H)
For z ∈ C outside the spectral radius, one can expand tr G(z) = ∞ n=0 tr H n z n+1 to obtain,
Thus, the spectral density is expressed in terms of the geometrical information embedded in tr H n . The connection to "geometry" comes by recalling that
which can be viewed as a sum over weighted periodic walks on a connected graph on N vertices (with self loops but no parallel edges), where the weight on the edge i, j is the matrix element H i,j . When H is e.g., an adjacency matrix of a combinatorial graph, with H i,j ∈ [0, 1]), tr H n counts the number of periodic walks with period n on the graphs. This connection was used by E. Wigner [9] in deriving the semi-circle law by counting the mean number of periodic walks on random graphs.
The above example also illustrates an important characteristic of trace formulas: when they are written as equalities, they are formal, and cannot be used as numerical ones. Rather, they express relations whose contents can be elucidated by analytical continuation, or by application to appropriate test functions.
In the present work we derive and study two types of trace formulas, which, to the best of our knowledge were not previously formulated. Both of them express the spectral density or the spectral counting function of a Hermitian matrix H in terms of (weighted) periodic orbits on an underlying graph in the sense explained above. The common feature of both approaches is that the spectral data of the original matrix H is stored in a unitary matrix S(λ) such that λ = λ j is an eigenvalue of H if and only if the unitary matrix S(λ) has a stationary eigenvector (that is an eigenvector x that satisfies S(λ)x = x). The two kinds of trace formulas that we present are derived from different choices of the matrix S(λ).
In Sec. II we present the first approach where S(λ) has the same dimension N as H and is constructed from the "evolution operator" e −iHt for a unit of time t (without loss of generality we will set t = 1). In this case the trace formula will be expressed in two different forms that involve the traces tr H n and thus the same periodic orbits and weights on an underlying graph as described in (3) . In the final expression, the Polylogarithmic functions of negative index (which may be expressed in terms of Eulerian polynomials) play a crucial role.
In Sec. III we present a rather different approach. There, we construct a unitary matrix S(λ) that may be viewed as an evolution operator of a discrete time quantum random walk on the directed edges of the underlying simple graph without the self-loops present in the first approach. The dimension of the S matrix is larger than N and equals the number of non vanishing off-diagonal matrix elements (if H vw = H * wv = 0 and w = v both matrix elements are counted). It enables writing a trace formula in yet another form, albeit the input to the effective weights and the phases carried by the paths, are different than the ones used to compute tr H n in the first approach. This second approach is a generalization of previous work [10] where a similar trace formula has been derived for discrete graph Laplacians. In spectral graph theory there is a long history of expressing the spectra of (weighted) graph
Laplacians in terms of walks or periodic orbits on the directed edges. Starting from the Ihara ζ-function [13, 14] these use a number of determinental equalities that have been developed by various authors [11, 12, [15] [16] [17] [18] [19] [20] [21] [22] . Our approach leads to a determinental equality that is, to the best of our knowledge new and belongs in the same context. A main difference between our approach and the ones found in the literature is its generality as one may start from an arbitrary complex Hermitian matrix while the most general equalities available in the literature are for graph Laplacians [22] (a subset of real symmetric matrices). In the Ihara trace formula and many of its generalizations the sum over periodic orbits is reduced to non-backscattering orbits. This simplification does not apply to our approach however.
In Sec. IV we conclude this paper with a general outlook.
II. APPROACH I: A TRACE FORMULA BASED ON THE TIME EVOLUTION OPERATOR
Let H be a Hermitian matrix of dimension N , with spectrum
consisting of the roots of the characteristic polynomial
We write the Heaviside step function as θ(x) and denote by
the number of eigenvalues (zeros of the characteristic polynomial with multiplicities) which are smaller or equal λ. We will refer to N (E) as the (spectral) counting function and its (formal) derivative
as the density of states.
In this section we shall present two variants of a trace formula which express N (λ) for in terms of the traces of powers of H in a different way than given by (2) in the introduction Sec I. For this we consider the unitary N × N matrix
such that S I (0) = e −iH is equal to the time evolution operator e −iHt for a unit of time t where the units have been chosen such that t = 1. Without loss of generality we assume that the spectrum is normalized and shifted such that it is in the real interval (−π, π), and ordered monotonically λ i ≤ λ i+1 . This ensures that there is a one-to-one and orderpreserving correspondence between the eigenvalues {e −iλ j } of S I (0) on the unit circle and the eigenvalues {λ j } of H. Moreover, strict positivity of the gap
will be assumed in order to ensure convergence of the trace formulas. This restriction can always be met by a trivial rescaling H → cH with some c ∈ R. We also introduce the secular function
which is a periodic function ζ I (λ + 2π) = ζ I (λ) with N zeros in the interval λ ∈ (−π, π) at the eigenvalues λ = λ j of H.
A. The first variant of the trace formula based on S I (λ)
Restricting λ ∈ (−π, π) the first variant of the trace formula is given by
The corresponding expression for the density of states reads
We will refer to N I (λ) and ρ I (λ) as the smooth part and to N as the oscillating parts. One should note that we have defined N I (λ) and ρ I (λ) only for |λ| < π while N (λ) and ρ(λ) are defined on the real line. If one uses the given expressions for the trace formulas one finds that the spectrum is repeated periodically such that ρ I (λ + 2π) =
(λ) so outside the interval |λ| < π one generally has N I (λ) = N (λ) and ρ I (λ) = ρ(λ). This periodic behaviour makes this approach fundamentally different from the second approach that we will lay out in Sec. III where no such periodicity will appear.
The trace formula (10) can be derived by using ζ I (λ) = 0 as the secular equation. Using
Cauchy's theorem, the identity log det (I−S) = tr log(I−S) and expanding e −iH in a Taylor series gives (10) . Note that while the double sum in the limit converges for any > 0 it does not converge absolutely for arbitrarily small > 0 as
which converges only if > max N j=1 (|λ j |) (thus > π for uniform convergence over all allowed matrices H). Nonetheless we formally interchange the two summations in the last line of (10c) in order to arrive at an expression where tr H s (and thus any periodic orbit)
can be attributed a specific weight. Note that almost all interesting trace formulas express distributional identities. This applies to the present case as well and the interchange of summation just implies a suitable restriction to test functions that render the double summation absolutely convergent. In this case this is achieved by considering test functions f (λ) defined for λ ∈ (−π, π) by a Fourier series f (λ) = ∞ n=−∞ f n e iλn with lim sup e πn |f n | < C for some constant C. This condition implies that the test functions are analytic on the real axis 1 . Trace formulas are often used as formal devices far beyond the rigorous applicability.
Indeed we will show later that this trace formula gives correct results even when formally applied to test functions that do not obey the stated rigorous restrictions.
An equivalent derivation starts with the expression
which is valid for λ ∈ (−π, π). Summing this identity over the N eigenvalues {λ j } then gives the trace formula (10).
B. The second variant of the trace formula based on S I (λ): Polylogarithms and
Eulerian polynomials
The second variant of the trace formula is obtained by noting that the sum over n in the trace formula (10) can be expressed in terms of the Polylogarithm functions
1 In general, a periodic function that is analytic on the real line has Fourier coefficients that decay exponentially with some exponent. Our requirement that the exponent is at least π implies that we are dealing with very smooth analytic functions.
Performing the sum over n in (10) one then obtains the trace formula
for the spectral counting function, and
for the density of states. The relevant Polylogarithms are explicitly given by
and the recursion
for s > 0. This implies that the Polylogarithms with negative index are rational functions
where A s (z) are known to be the Eulerian polynomials [23] (not to be confused with the Euler polynomials) which may be written as
in terms of the Eulerian numbers
The Eulerian numbers are often denoted as s k = A(s, k) and they were introduced originally in a combinatorial context. Note that A(s, s) = 0 which is the reason that the sum in (21) is often extended to include the term k = s. Note that (19) implies that near the pole, as
As the Eulerian numbers are real one also has Li −s (z)
For the sake of completeness we quote yet another alternative expression for the trace formula which may be obtained by expressing Li −n (z) as a polynomial in
Here S(n, k) are the Stirling numbers of the second kind
The Stirling numbers satisfy S(n, n) = S(n, 1) = 1. For fixed k and n 1,
C. The trace formula as a sum over periodic orbits on an underlying graph
To the matrix H we may associate the graph G I with N vertices. We enumerate the vertices and associate each to one dimension of the matrix H. The adjacency matrix A I of G I is given by 
where the sum is over all periodic orbits p of length n p = s. is the length of the primitive orbitp. In that case one also has A I,p = A rp I,p . It is then straight forward to write the oscillatory parts of the trace formulas (15c) and (16c) as sums over primitive periodic orbits and their repetitions
and
Note that we have expressed (29) and (30) in terms of Eulerian polynomials rather than the (equivalent) Polylogarithm.
D. Application to spectral averages and the Worpitzky identity
Let us now consider how the trace formula in either the form (11) or (16) may be used to perform spectral averages. For a function f (λ) defined on the interval −π < λ < π we define the spectral average as
As we have discussed above the trace formulas (11) and (16) are only valid in a weak sense and thus, in order to use it in evaluation of spectral averages, the function f (λ) must belong to the set of test functions for which the trace formula is valid. So let us assume that
inλ with coefficients f n that decay at least as fast as e −πn as |n| → ∞. If f (λ) is a real function then f 0 is real and f n = f * −n for n ≥ 1. We will consider f (λ) as a function on the unit circle z = e iλ by defininĝ
Using the trace formula we may now derive the following
and prove that the sum over s converges absolutely. One may derive (33) by replacing
by the trace formula (11) (or, equivalently (16)). We will consider the individual terms in the sum over s separately and write
Here
The contribution to f from s > 0 is given by
Next let us show
with absolute convergence of the right-hand side. For this we consider
where δ > 0 is the gap defined in (8) . Thus the positivity of the gap ensures that we can take the limit → 0 in (39) term by term and absolutely convergence of the sum on the right-hand side.
What remains to be shown in order to derive (33) is the identity
This can be shown using the Worpitzky identity [24] s−1 k=0
which is valid for z ∈ C and integer s ≥ 1. This identity implies many useful combinatorial relations and is central to making sense of the trace formulas (15) and (16) . Using (21) and (32), and then applying the Worpitzky identity (42) one obtains
which is equivalent to (41) (after multiplication with e isπ/2 ). This finishes the derivation of (33). If f (λ) is a real test function then the average f must be real as well and this is not obvious in the right-hand side of (33). Our derivation shows that the contribution for each s is individually real. Indeed, for real f (λ) one has f n = f * −n and this turns the left-hand side of (41) real.
An alternative derivation of (33) may be obtained starting directly from the resummed trace formula (16) where the Eulerian polynomials are directly related to the expansion of the Polylogarithm around their pole at z = 1.
While (33) is valid rigorously only for very restricted test functions let us now illustrate that it can be applied formally to a larger set of test functions and give formally correct results. For this we consider the heat kernel
This identity is obvious when we express
We will show that the trace formula gives back that result as well. So let f (λ) = e −βλ for λ ∈ (−π, π). It has Fourier coefficients f n which only decay as 1/|n|. This is too weak to ensure convergence of the trace formula and f (λ) is formally not an allowed test function.
Inserting f (λ) = e −βλ (and thusf (z) = z iβ ) into (33) one may use the Worpitzky identity
We then find
as expected.
Another instructive example is to consider f (λ) = λ m for integer m and λ ∈ (−π, π).
Again the Fourier coefficients only decay as 1/|n|. Nonetheless we will show that (33)
we thus need to show
This is equivalent to requiring
This identity is derived in Appendix B alongside a number of other useful relations that follow from the Worpitzky identity.
E. Example: Derivation of the semi-circle law from Wigner's estimate of tr H n Another possible application of the trace formulas (10), (11), (15) and (16) that we will now explore is in random-matrix theory. For instance one choose H to be a random element of one of the Gaussian β ensembles GβE (for β = 1 and β = 2 this is GOE and GUE) [8, [25] [26] [27] . We will denote the ensemble average of any function f (H) as f (H) β .
Note that these matrices generally do not obey the restriction that the spectrum is contained in (−π, π). So in general N (λ) = N I (λ) even for |λ| < π. As is well known, in the limit N → ∞ of the ensemble average of the density of states is given by Wigner's semicircle law which by appropriate scaling (which coincides with a standard convention in randommatrix theory) limits the spectrum of the ensemble element H to the interval [−π, π] with unit probability. For finite values of N the average density of states has tails which extend to arbitrarily large values of |λ|. We will show that the trace formulas built on the evolution operator S I (λ) = e i(λ−H) give a consistent relation between Wigner semi-circle law and the known asymptotic formulas for ensembles averaged traces tr H s β . By direct expansion of the Wigner semi-circle law into traces of H the large N asymptotics of the latter is given by
for even powers while for odd powers the trace vanishes trivially. We will show that this is consistent with the trace formula (10) for N I (λ) by starting from (49) and substituting this into N I (λ) and resumming the (integrated version of) Wigner semi-circle law using the trace formula. Using
one then obtains
Note that the sum above is just the Fourier transform of the oscillating part. Using (10) the latter may also be written as
which shows that the trace formula (15) for
In order to show that these results are consistent with the integrated semi-circle distri-
one needs to compute the sin-transform of
and show that it is consistent with the result obtained from the trace formula (51). This follows by using
Hankel's integral expression
III. APPROACH II: TRACE FORMULA FROM AN EVOLUTION OPERATOR ON THE DIRECTED EDGES OF THE ASSOCIATED SIMPLE GRAPH
In this section let H be an arbitrary N × N Hermitian matrix. We do not require the the spectrum of H is restricted to any interval. In Sec. II C we have written the trace formulas (29) and (30) Our aim will be to rewrite the corresponding eigenproblem
with a real spectral parameter λ as a unitary scattering problem on the associated graph.
This will allow us to derive a trace formula that expresses the spectrum of the matrix in terms of periodic orbits on the associated graph G II . This trace formula will turn out to be different from the one derived in Section II. The first difference is that the new trace formula will describe N (λ) for λ on the real line. Another difference is in the set of periodic orbits which is larger in the first approach by containing additional loops (repeated vertices). And one more difference is that the weight of a periodic orbit in Section II C contains the product of matrix elements of H along the orbit while here we will derive a construction where the weight is a product of scattering amplitudes that stem from unitary scattering matrices at the vertices along the orbit.
A. Wave function amplitudes on directed edges
For any edge (v, w) we introduce two complex amplitudes a vw and a wv . One may think of a vw as the amplitude of a wave going from vertex w to vertex v, and of a wv as an amplitude for a counter-propagating wave from v to w. This physical interpretation is often helpful but not necessary for our approach. We will however use that the double indices vw and wv refer to the two directions on the edge (v, w). Next we equate the components of the N -dimensional vector φ v with a linear combination of amplitudes on adjacent edges 
The physical interpretation of (59) and (60) 
We get one more condition by taking the v-th equation of the eigenproblem
and expressing the vertex amplitudes by linear combinations of wave amplitudes on the adjacent edges using (59) and (61). This results in the equation 
where
is known as the Gershgorin radius of Gershgorin's circle theorem [28] which (for the present context) states that each eigenvalue λ of the Hermitian matrix H vw lies in at least one of
Writing (64) as
one obtains a d v × d v vertex scattering matrix σ (v) (λ). One may write this as
Note, that if one matrix element H vŵ is very small then also the corresponding component
w becomes small which suppresses the modulus of scattering amplitude between the edge (v,ŵ) and any other edge imminent to v while backscattering is increased. In the limit 
with a straight forward calculation.
The expression (67) also allows for a calculation of the complete spectrum of σ (v) (λ). Obviously, Λ (v) is an eigenvector of the vertex scattering matrix
Next, let u be any vector orthogonal to
with eigenvalue i. The eigenvalue i is d v − 1-fold degenerate as there are d v − 1 linearly independent choices of u orthogonal to Λ (v) . It follows that the determinant of the vertex scattering matrix is given by
which can also be calculated directly from (67).
C. The discrete-time quantum evolution operator and its spectral determinant
Writing all 2E coefficients a vw as a column vector a one may now write all the matching conditions at all vertices as
using a single 2E × 2E dimensional unitary matrix
where the double indices vw or v w run over the 2E directed edges. We will call S II (λ) the discrete-time quantum evolution operator. For clarity we would like to stress that the discrete time steps do not correspond to a discretization of a continuous time. It is a "topological" time that counts the number of scattering events. One may view S II (λ) as the evolution operator of a discrete-time quantum random walk on the directed edges and its unitarity can be verified straight-forwardly by observing that one may write
where P 1 and P 2 are permutation matrices that depend on the ordering of the 2E coefficients a vw in a. Let us order the directed edges such that P 2 is the identity. Then P 1 interchanges each directed edge with the opposite direction on the same edge, and P 2 1 = I. The unitarity of S II (λ) then follows from the unitarity of the permutation matrices and the vertex scattering matrices σ (v) (λ) that now appear as diagonal blocks. The determinant of S II (λ) may be calculated straight-forwardly. As P 1 consists of E transpositions one obtains
The set of linear equations (73) has non-trivial solutions if the corresponding determinant det (I − S II (λ)) = 0. Let us thus define the spectral determinant
such that there is a non-trivial solution to (73) if
Let us denote the set of real values of the spectral parameter where this occurs as
Denoting the spectrum of H as ς(H) one has ς(H) ⊂ ς II (H) because the conditions (73) are satisfied by construction if λ ∈ ς(H). The identity ς(H) = ς II (H) follows from the determinental identity
which we are now going to derive. For this we consider ζ II (λ) as a complex function with λ ∈ C. By construction ζ II (λ) is a rational function of λ and ζ H (λ) = 0 implies ζ II (λ). This
where C is a constant and p(λ) = np k=1 (p k − λ) and q(λ) = nq l=1 (q l − λ) are polynomials of degrees n p and n q which we have written in factorized form. Without loss of generality we may assume that p k = q l (for 1 ≤ k ≤ n p and 1 ≤ l ≤ n q ). By considering λ → ∞ one may find a relation between the orders of the polynomials and fix the constant C. In this limit each vertex scattering matrix becomes proportional to the identity σ (v) → i and thus S II (λ) → iP 1 . From this one finds by direct calculation (using that P 1 is the permutation matrix that interchanges a directed edge with the opposite directed edge between the same vertices)
So, C = 2 E and the orders of the polynomials obey n q = n p + N . It remains to be shown
as this implies n q = N , n p = 0 and p(λ) = 1. It is obvious from the construction that the matrix S II (λ) has poles at the positions λ = H vv − iΓ v and no other poles. It is less obvious that these poles are all simple poles when the determinant is calculated (naively one may be tempted to believe that they come with a multiplicity 
where U (v) is a d v -dimensional unitary matrix that does not depend on λ. This implies
where U andσ(λ) are the block-diagonal matrices with N diagonal blocks
In the matrix U † P 1 U −σ(λ) the poles at λ = H vv − iΓ v appear in a single matrix element and thus the determinant has single poles as well. This concludes the derivation of equation
It is useful and interesting in its own right to consider the spectrum of the quantum evolution operator S II (λ) for a given value of λ. As S II (λ) is a unitary matrix there are 2E eigenvalues of the form e −iθn(λ) (n = 1, . . . , 2E). One may generalize the definition of the spectral determinant as
such that ζ II (λ, e iθ ) = 0 if and only if θ = θ n (λ) mod 2π is an eigenvalue of S II (λ). We will continue to use ζ II (λ) ≡ ζ II (λ, z = 1).
D. The trace formula for the counting function and the density of states
We have shown that the quantum evolution matrix S II (λ) is unitary for real spectral parameter λ. If one chooses λ ∈ C in the complex plane then S II (λ) is in general not unitary. For sufficiently small one then finds (by direct calculation) |det S II (λ + i )| < 1 which indicates that S II (λ + i ) is subunitary. Under these conditions one finds that the spectral counting function is given by The oscillating part is a sum of traces and may thus be recast as a sum over primitive periodic orbits and their repetition
In the last line the sum is over primitive periodic orbits p on the graph G II and their r-th repetition. Note that the periodic orbits on G II here differ from the periodic orbits on G I in the first approach which contains loops at the vertices. A periodic orbit p = v 1 v 2 . . . v np of length n p ∈ N on G II consist of a sequence of n p vertices such that v k and v k+1 are always different and connected by an edge on G II (we again set v 0 = v np and v np+1 = v 1 ). The weight of the periodic orbit may be written as
The expression (88) contains an infinite sum over periodic orbits of arbitrary length. Let us show, by reference to well known facts, that all relevant information can be drawn from relatively short orbits. For this we introduce the notion of a pseudo-orbit
which is just a formal product of a finite set of periodic orbits {p k } M k=1 with multiplicities m k . We associate the length n P = M k=1 m k n p k (where n p k is the length of the periodic orbit p k ) and the amplitude
The main observation [29] here is that the amplitude of a long periodic orbit p 0 that travels through the same directed edges more than once can be expressed as the amplitude of a
(with length n P = n p 0 ) where none of the periodic orbits p k visits any directed edge more than once. If this decomposition is non-trivial (if P = p 0 ) one calls p 0 reducible otherwise (if P = p 0 ) one calls p 0 irreducible. Alternatively a periodic orbit is reducible if any directed edge is visited more than once and otherwise irreducible.
As irreducible orbits have at most length 2E (the number of directed edges) only a finite number of amplitudes contains all relevant spectral information.
Unitarity of the discrete-time quantum evolution operator S II (λ) implies the functional equation
The latter leads to a further reduction in the number of independent amplitudes such that only irreducible orbits p of length p ≤ E (rather than 2E) are required. We refer to the literature [29, 30] for the complete systematic development of the pseudo-orbit approach to trace formulas.
E. Associated discrete-time classical random walk on the underlying graph
The evolution operator S II (λ) defines a discrete-time quantum random walk on the directed edges of the graph G II . We may associate to this a discrete-time classical random walk on the directed edges. For this, one replaces the quantum amplitude S II (λ) e e to scatter from one directed edge e to another directed edge e by the absolute square
The unitarity of S II (λ) then implies that
where the sums are over all directed edges. In other words M (λ) is a bi-stochastic matrix and defines a Markov process on the directed edges that is consistent with the connectivity of the graph, in short a random walk. An analogous association of a corresponding classical dynamics on quantum graphs (i.e. metric graphs with a self-adjoint Schrödinger operator)
has been very useful in applications of quantum graphs in quantum chaos [31] .
IV. CONCLUSION
In this work we have presented two rather different trace formulas that may be used to analyse the spectrum of a Hermitian matrix H. Both approaches have in common that the spectral information is contained in a unitary matrix S(λ) such that λ is an eigenvalue of H if and only if S(λ) has a unit eigenvalue.
In the first method we have made a connection to Polylogarithms and Eulerian polynomials.
The coefficients of these polynomials are the Eulerian numbers which are of combinatorial character. The relation to combinatorics was further explored in the appendix where tr H m for large m > N is expressed in terms the first N traces using Newton identities and properties of the Eulerian numbers.
In the second approach the unitary matrix S II (λ) expresses the spectral information of H in a quantum random walk on the directed edges of an associated graph such that each nonvanishing off-diagonal matrix element of H is represented by an edge. The random walk depends parametrically on the spectral parameter λ. We derive a trace formula which may be expressed as a sum over periodic orbits of this quantum random walk. It is interesting that the Gershgorin radius which gives bounds on the spectrum is explicitly present in the trace formula and the smooth part of the trace formula incorporates these bounds in a smooth way: the smooth part of the density of states is a sum over Lorentzians with positions and widths determined by Gershgorin's theorem.
Apart from giving new interesting connections to combinatorics and spectral theory both approaches give a new tool to understand spectra of families of Hermitian matrices in terms of the underlying graph. Among the potential future applications of the trace formulas are random matrix ensembles for a fixed underlying graph -e.g., given a connected graph G with adjacency matrix A vw one may consider random matrices H with off-diagonal matrix elements H vw = A vw X vw where X vw are random variables distributed to some given law.
For instance one may define relatives of the well-known Gaussian ensembles GOE and GUE by choosing X from either of these ensembles. For large well connected graphs one then expects to recover GOE or GUE behaviour while less well connected (sparse graphs, or graphs with few bridges between large well connected subgraphs) will show deviations. Expressing spectral information in terms of periodic orbits via the trace formulas that we have presented here is a new potentially fruitful tool for understanding such random-matrix ensembles for a given graph.
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Appendix A: A few remarks on the numerical convergence of the trace formulas
As stated in the main text the trace formulas (10) and (15) do not converge as an identity of functions but only in a weaker sense of distributions acting on a suitable set of sufficiently smooth test functions. This remains the case even if one does not perform the implied limit and keeps > 0. Absolute convergence is only recovered for > π where any resolution of the spectrum is lost. In this appendix we want to consider how to make use of these trace formulas if one has access to a finite number of traces tr (H s ) and we want to use the trace formula (10) to get some information about the location of the spectrum. Even at finite > 0 the expression (15) in terms of Polylogarithmic functions cannot be used in this case (unless > π) rather one needs to go back to the double sum in the first line of (10c) where one first sums over s and then over n. This double sum converges (though not absolutely) at finite > 0 to a sum of step functions where the steps are smeared out over an interval of size ∝ .
For a reasonable approximation of the counting function at a given resolution it is sufficient (and practical) to introduce cut-offs n max and s max such that only the traces for s ≤ s max contribute. These cut-offs depend on the resolution > 0 that one wants to achieve, and both cut-offs increase unboundedly (s max → ∞ and n max → ∞) as → 0. In order to estimate a reasonable choice of cut-offs that ensures convergence to the exact counting function as → 0 one should first consider the summation over s which is of exponential type. The exponential series e z = ∞ s=0 z s s! starts to converge when |z| s < s!. Using Stirling's formula a reasonable cut-off for the exponential function is s max > e|z|. In our case one should choose |z| = πn max (as the eigenvalue spectrum is bounded −π < λ k < π). With πe < 9 one may then choose s max > 9n max . Note that this cut-off depends on n max rather than the resolution . Once the exponential has converged the remaining sum over n is of logarithmic
e −n n and thus starts to converge when n > 1/ which leads to the cut-off n max > 1 where [x] denotes the smallest integer large than (or equal to) x.
Altogether we find
At any finite > 0 one may increase the cut-offs and the sums converge as long as the first inequality in (A1) is kept.
In Figure 1 we show how this works in practice if H is a matrix of dimension N = 4 with eigenvalues λ 1 = −1.6, λ 2 = −1.4, λ 3 = 0.1, and λ 4 = 2.8.
Appendix B: Some relations following from the Worpitzky identity
The Worpitzky identity (42) can be used to derive many identities involving the Eulerian numbers. Below we derive a few and use them to prove the identity (48).
Let us start by substituting z = ±r with r ∈ Z + and r < s in the Worpitzky identity (42). We get two sets of identities by removing all the terms in the product which include a vanishing factor. This gives
and Other identities are obtained by first writing the binomial coefficients in (42) as a polynomial of degree s in the variable z
where α j (s, k) are the coefficients of this polynomial. Then (42) reads
Hence, all the coefficients in the polynomial on the left hand side must vanish, except for the j = s one for which, using (23) one finds α s (s, k) = 1.
Denoting t r = s q=1 (k + 1 − q) r , the Newton identities enable one to write
The terms for j = 0 vanishes identically since α 0 (s, k) =
The next simple identities are obtained for j = 1 and j = s − 1 :
Further identities can be written by expressing the α j (s, k) explicitly.
In the rest of this appendix we derive the identity (48). Let us start by introducing
as a short-hand for the expression in the square brackets in identity (48). This can be computed to give
where, P(k, l) is the set of partitions of l to k integers 
substitute (B10) and sum to obtain F (s, k; y) = k + y s
which is exactly the polynomial whose coefficients are the α j (s, k) as defined above. This proves (48).
Appendix C: Examples
For illustration we work out explicitly the discrete-time quantum evolution operator S II (λ) and the corresponding spectral determinant ζ II (λ, z) if the underlying graph is either an interval (the complete graph with N = 2 vertices) or a 2-star (equivalently, a chain of N = 3 vertices).
The interval (N = 2)
For a Hermitian 2 × 2 matrix H with H 12 = 0 the corresponding graph is just a single interval and the quantum evolution operator takes the form
11 (λ) σ 
where σ
22 (λ) and σ
11 (λ) are unimodular scattering phases σ 
The determinant is given by det (S II (λ)) = − σ
22 (λ)σ 
and the spectral determinant is
22 (λ)σ (2) 11 (λ) = 1 − z σ (1) (λ)σ (2) (λ) 1 + z σ (1) (λ)σ (2) (λ)
which is consistent with the fact that the two eigenvalues of S II (λ) (which can be read directly from the matrix itself) are
22 (λ)σ
11 (λ)
.
Rewriting the spectral determinant as
with ζ II (λ) = 2ζ H (λ) (H 11 − λ − ih 12 ) (H 22 − λ − ih 12 )
shows that ζ II (λ) has the same zeros as ζ H (λ) in the complex λ-plane. 
The quantum evolution operator has the form 
and has determinant det S II (λ) = σ
11 σ
11 det σ
where G(λ) =Re 
The spectral determinant can be calculated by direct calculation as
At z = 1 this reduces to
Note that the spectral determinant ζ II (λ, z) is bi-quadratic and the zeros can be calculated directly as 
