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ABSTRACT
The motivation for this study was to address the problem that Australian SME
professional-service providers in the personal financial-planning industry have in
enhancing their clients’ perception of their relationship and their commitment to it.
The overall objective of this thesis was to develop and empirically test a proposed
model that explains the roles and impact of interpersonal communication effectiveness,
service quality and trust on client relationship commitment from a client perspective, in
the context of SME financial-planning professional services. More specifically, the
study provides an understanding of how the three proposed sub-constructs of
interpersonal communications effectiveness (ICE) interact with trust and service quality,
and examines the impact of these key mediating variables on client relationship
commitment. This thesis will argue that interpersonal communication effectiveness is a
key construct that SME personal financial planners can use to enhance clients’
perception of service quality and to build trust with the overall goal of retaining their
clients’ commitment to the relationship and to the planner’s business.
Previous research in this area had used a broadly defined constructs approach in their
modelling. Whilst this approach identified which constructs were involved, it was of
limited benefit to practitioners who wanted to apply this new knowledge, and may have
contributed to very limited identification and recognition of important “soft” factors.
This study takes a different approach to the analysis of the interpersonal
communications effectiveness, trust and service-quality constructs thought to be
important in explaining relationship commitment. Instead of adding more constructs, as
has been the traditional approach, this thesis makes both theoretical and practice
contributions by breaking down these broad constructs into their dimensions and
treating these as sub-constructs to develop a new and more comprehensive model. This
approach provides much-improved diagnostic and explanatory power.
The proposed model was comprehensively analysed using structural equation modelling
(SEM) techniques both for confirmatory factor analysis and for testing the structural
model itself.

The use of SEM (which tests the relationships between constructs
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simultaneously and takes error into account) offers worthwhile improvements in
analysis power over older approaches, such as exploratory factor analysis and multiple
regression analysis, used in many of the earlier studies.
This study makes additional contributions to theory development by developing and
testing new measurement scales for the sub-constructs of interpersonal communications
effectiveness (information provision, communication style and social dialogue), service
quality (process quality and outcome quality) and trust (credibility trust and
benevolence trust).

These new measurement scales are validated, assessed for

reliability and tested before using them to test the proposed model.
Important contributions for professional-services practitioners are made by not only
giving them an insight into the linkages between the sub-constructs, but also by
providing the direction and the strength of these interactions. Knowing the direction,
significance and strength of these linkages provides never-before available information
on which to base business and marketing strategies.
The results of this thesis provide insights to help solve the professional-service
provider’s problem with their client relationships and highlights the strong importance
of “soft” factors in such interpersonal business relationships, which had been widely
ignored in previous research.
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CHAPTER 1: INTRODUCTION
This study investigates a proposed client-relationship marketing/management model in
the context of a small to medium enterprise (SME) professional-service provider. The
study was inspired by recent changes in three broad fields of study: the nature and
prevalence of SMEs (in particular the sub-category of professional-service providers),
the growth of the personal financial-planning industry and relationship-based services
marketing. More specifically, the study provides an understanding of how the three
proposed sub-constructs of interpersonal communications effectiveness (ICE) interact
with trust and service quality, and examines the impact of these key mediating variables
on client relationship commitment in the context of SME personal financial-planning
professional services in Australia.
To date, much of the research dealing with these issues has started from the perspective
of the larger firm and/or the professional-service provider; there has been only limited
research from the client’s perspective (Sharma & Patterson 1999). Caution is needed in
relying on research findings based on professional-service provider perspectives and
large-firm contexts, as they may not be valid for client-focused perspectives or SME
contexts, and may lead to an imbalanced view of relationship commitment and its
antecedents. This study used the client’s viewpoint, as they often need to be an active
partner in service delivery. For example, if a client does not cooperate and give a true
indication of their current financial and personal situation and longer-term goals, the
financial planner cannot provide an effective financial plan. Such a client-perspective
focus is supported by Crane (1989) when he insists that “professional services
marketers must really put themselves in their client’s shoes” (p.12).
This chapter sets the context for this study and discusses its importance to researchers as
well as practitioners. It then presents the research problem its associated research
questions, theoretical gaps and objectives that are central to this dissertation. This is
followed by a brief overview of the research design. Finally, the chapter provides an
outline of the thesis structure.
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1.1

Research Context

SMEs were chosen as the business context for this study because they are
acknowledged as playing an important economic and social role in Australia (COSBOA
2010; Emerson 2010). Of the many domains in which SMEs operate, this study focuses
on professional services SMEs, and more specifically, those that provide personal
financial planning services.
SMEs are not just miniature versions of large firms; they have characteristics and
circumstances that differ from larger firms (Welsh & White 1981). The approaches
taken by larger firms with respect to customer retention and loyalty schemes are
generally unsuitable for SMEs, as smaller firms cannot put the necessary resources in
place to replicate such initiatives (Carrier 1994; McCartan-Quinn & Carson 2003;
Haugh & McKee 2004). Welsh and White (1981) refer to these constraints as “resource
poverty” (p.18). SMEs’ principals tend to have more hands-on involvement in running
their firms (Reynolds, Williams & Savage 2000; Coviello, Winklhofer & Hamilton
2006) and are usually able to have contact with their clients on an individual-toindividual basis (Butcher 2000; Dowling 2002). Given this close proximity to their
clients, Coviello, Winklhofer and Hamilton (2006) suggest that service-sector SMEs
“might be expected to be more relational in their approach” (p.42) to retain them
(Hisrich 1992; Carson & McCartan-Quinn 1995). Adelman, Ahuvia and Goodwin
(1994) also note SMEs’ advantages over the larger, more impersonal firms in getting
close to their customers and providing them with customised services and social support
(pp.143-144).
Whilst SME research in some areas such as entrepreneurship, accounting and finance
has been quite extensive, research in the SME services sector has been limited,
especially in the professional-services sub-sector. The focus of this thesis, will allow it
to make a valuable contribution to SME research and practitioner literature.

An

investigation into SME professional services is timely, as the professions have been
growing with no signs of a slowdown (Derber, Schwartz & Magrass 1990). This
growth phenomenon is evidenced by the increase in the variety of professions, the
number of qualifying tertiary institutions and, importantly, by the number of students
wanting to enrol in courses that lead to professional qualifications. Professional-service
providers are an important group to study, as they make a significant contribution to the
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economy and satisfy the demands of clients to enable the smooth functioning of society
(Boyt, Lusch & Naylor 2001).
In this study the professional-services research context has been further narrowed to the
important sector of SME personal financial planning services. People’s lives in general
have become more complex, with many facing continual and rapid changes to their
work, family and social conditions.

Such circumstances need customised and

sophisticated financial arrangements to deal with them effectively; this has driven the
need for financial planning services (Price 1999; Joiner, Leveson & Langfield-Smith
2002). The research reported in this thesis will make an important contribution to both
theory and practice for such an increasingly important industry group (Bowen 2010;
Joiner, Leveson & Langfield-Smith 2002; Lucy 2006).
1.2

Theoretical Gaps and Academic Importance of This Research

This research proposes and tests a new detailed model to explain why clients are
committed to their relationship with their SME financial planner. Prior marketing
research has reported on the relationships between the broad constructs of
communication, trust, service quality and relationship commitment (e.g. Dwyer, Schurr
& Oh 1987; Anderson & Weitz 1989; Moorman, Zaltman & Desphandé 1992; Morgan
& Hunt 1994; Sharma & Patterson 1999). The prior research has provided a broad and
general understanding of the interrelationships between these constructs. However,
only very limited literature could be found that addressed the interrelationships between
any of the dimensions of these constructs and none could be found that investigated
most of the interrelationships together.
There are important theoretical gaps in the understanding of the specific
interrelationships between the individual dimensions of interpersonal communication
effectiveness [ICE] (information provision, communication style and social dialogue),
trust [T] (credibility and benevolence trust), service quality [SQ] (process and outcome
quality) and relationship commitment [RC]. More specifically there are theoretical gaps
in the understanding of the interrelationship between the following dimensions:
1.

Information provision (ICE) and process quality (SQ)

2.

Information provision (ICE) and outcome quality (SQ)

3.

Information provision (ICE) and credibility trust (T)

4

4.

Communication style (ICE) and process quality (SQ)

5.

Communication style (ICE) and outcome quality (SQ)

6.

Communication style (ICE) and credibility trust (T)

7.

Social dialogue (ICE) and process quality (SQ)

8.

Social dialogue (ICE) and outcome quality (SQ)

9.

Social dialogue (ICE) and benevolence trust (T)

10.

Process quality (SQ) and credibility trust (T)

11.

Process quality (SQ) and benevolence trust (T)

12.

Outcome quality (SQ) and credibility trust (T)

13.

Outcome quality (SQ) and benevolence trust (T)

14.

Outcome quality (SQ) and relationship commitment (RC)

15.

Benevolence trust (T) and relationship commitment (RC)

16.

Credibility trust (T) and relationship commitment (RC)

These theoretical gaps and their relationship with the research questions are shown in
Table 1.1 at the end of the discussion on research questions.
This thesis makes a number of important contributions by taking a new approach to the
analysis of constructs thought to be important in explaining relationship commitment.
Instead of adding more constructs, as has been the usual approach, it limits analysis to
the key constructs of interpersonal communications effectiveness, trust, service quality
and relationship commitment (Figure 3.3). An innovative contribution in this study is
the decomposition of these overall constructs into their dimensions and their treatment
as sub-constructs to develop a new and more comprehensive model (Figures 3.4 and
3.5). This approach provides a much-improved diagnostic and explanatory power when
compared to merely using broad constructs. Chapter 2 gives details of the broad
constructs and their associated sub-constructs and the rationale for the decomposition,
whilst Chapter 3 discusses the proposed structural model and gives the rationale for the
interconnecting linkages between sub-constructs.
The proposed model is comprehensively analysed using structural equation modelling
(SEM) techniques both for confirmatory factor analysis and for testing the structural
model itself. This technique offers improvements in analysis over past approaches,
which used exploratory factor analysis and multiple regression. As there were only
limited measures available for many of the new sub-constructs, this study makes
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additional contributions by developing and testing new measurement scales for the
interpersonal communications effectiveness, service quality and trust sub-constructs.
Chapters 4 and 5 give details of the methodology used, the measurement-item
refinement process and the structural model analysis results.
As has been pointed out, the contexts for this research themselves are also a
contribution, as only limited research has been undertaken in SME financial-planning
professional services. Additionally, a contribution has been made by taking the client’s
perspective rather than the firm’s, which is unusual in the literature. This utilizes social
exchange theory and thesis builds on recent interest amongst marketing researchers in
the service-dominant logic approach (Vargo & Lusch 2004, 2008), which is based on
relationship marketing and management. The thesis provides a theoretically based
contribution to SME professional services marketing with which professionals with
limited marketing knowledge and an aversion to overt advertising can still be
comfortable. Chapter 2 addresses the topic of relationship marketing, the servicedominant logic approach and social exchange theory in more detail.
1.3

Practitioner Importance of This Research

This thesis makes a contribution to professional-services practitioners by giving them an
insight into the linkages amongst the various sub-constructs it identifies, as well as the
direction and the strength of their interactions. Knowing the significance and strength
of the linkages in the model will provide never-before available information on which to
base business and marketing strategies. Chapter 5 provides the results and a discussion
of the findings.
A better understanding of relationship commitment from a client’s perspective can help
financial planners make better management decisions and enhance their efficiency and
effectiveness. The client’s views give the SME financial planner a rare insight into
what the client feels is important, rather than what the firm thinks the client should think
is important. This study will give SME financial planners a better understanding of the
roles and impacts of the three communication sub-constructs it analyses: information
provision, communication style and social dialogue. These sub-constructs affect the
development of different types of trust, and the client’s perceptions of different aspects
of service quality.

These in turn affect relationship commitment.

With this
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understanding, SME financial planners will be able to develop appropriate strategies to
ensure clients remain committed to them. Clients who experience a positive, trusting
relationship with their financial planner tend to be more satisfied with the service
quality they receive and perceive that their goals, needs, wants and desires are more
fulfilled; hence, they become more committed to the relationship. The behavioural
outcomes of relationship commitment, such as continued patronage and positive wordof-mouth recommendations, are key issues for financial-planning professionals’
profitability, and potentially their very survival.
Whilst this study specifically considers SME financial-planning professionals, it is
likely that the findings can be generalised to other SME professional-service providers.
Also, large firms wishing to get close to their customers and retain them may also learn
some valuable management lessons from SMEs, whose survival and long-term success
often depend on effective relationship marketing and management.
1.4

Research Problem, Questions and Objectives

The problem addressed in this thesis is:
“How can Australian SME professional-service providers in the personal financial
planning industry retain their clients and enhance their clients’ perception of the
relationship by using relationship-marketing and management strategies?”
This overall this research problem in the past may have been couched as a research
question in terms involving broad and general constructs – for example something like:
What is the nature and strength of the interaction between interpersonal communication
effectiveness and the mediating variables of service quality and trust with relationship
commitment in the context of Australian SME financial-planning professional services?
However, as this research proposes to anayse the problem in much more depth than had
been done in previous research and investigate the specific interrelationships between
the dimensions of these constructs, the research questions will focus on each of these
specific interrelationships.

The answers to the following more specific research

questions would provide provide a more detailed insight to the research problem.
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1.

What are the nature and relative impact of the dimensions of interpersonal
communication effectiveness on different types of service quality?

2.

What are the nature and relative impact of the dimensions of interpersonal
communication effectiveness on different types of trust?

3.

What are the nature and relative impact of the dimensions of service quality on
different types of client trust?

4.

What are the nature and relative impact of the dimensions of trust on clients’
commitment to the relationship with their financial planner?

5.

What are the nature and relative impact of the dimensions of service quality on
clients’ commitment to the relationship with their financial planner?

The relationship of these five research questions to the theoretical gaps this research is
addressing are shown in Table 1.1.
Table 1.1: Theoretical Gaps Between Construct Dimensions
Construct Dimension

Interrelationship With:

ICE: Information Provision SQ: Process Quality

ICE: Communication Style

ICE: Social Dialogue

SQ: Process Quality
SQ: Outcome Quality

T: Credibility Trust

Research Question No.
RQ 1

SQ: Outcome Quality

RQ1

T: Credibility Trust

RQ2

SQ: Process Quality

RQ 1

SQ: Outcome Quality

RQ1

T: Credibility Trust

RQ2

SQ: Process Quality

RQ 1

SQ: Outcome Quality

RQ1

T: Benevolence Trust

RQ2

T: Credibility Trust

RQ3

T: Benevolence Trust

RQ3

T: Credibility Trust

RQ3

T: Benevolence Trust

RQ3

RC: Relationship Commitment

RQ5

RC: Relationship Commitment

RQ4
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T: Benevolence Trust

RC: Relationship Commitment

RQ4

The overall objective of this research is to develop and empirically test a proposed
model that explains the interractions between the dimensions of interpersonal
communication effectiveness, service quality and trust on client relationship
commitment from a client perspective, in the context of SME financial-planning
professional services.
A second and more specific objective is to develop and test a measurement scale for
interpersonal communication effectiveness.
This thesis will argue that interpersonal communication effectiveness is a key construct
that SME personal financial planners can use to enhance clients’ perception of service
quality and to build trust, with the overall goal of retaining their clients’ commitment to
the relationship and to the planner’s business.
1.5

Overview of Research Design

Briefly, the research design for this thesis consisted of a quantitative approach focusing
on the clients of randomly sampled SME financial-planning businesses. A single crosssectional survey questionnaire design was used to develop a survey instrument. For
some constructs, existing measurement items from the literature were used as found or
slightly modified to suit the SME financial-planning context. Some new measurement
items were developed for the sub-constructs of interpersonal communication
effectiveness, trust and service-quality which were combined with some existing
measurement items to create new measurement scales for these sub-constructs. The
survey questionnaire underwent both pre-test and pilot stages for refinement before the
large-scale distribution of the survey questionnaire. Chapter 4 provides full details of
the research design, analysis processes and methodological issues.
1.6

Outline of the Thesis

This dissertation is organised into six chapters.
Chapter 1 establishes the justification for taking the client’s perspective for this study
and sets the context of SME personal financial-planning professional services.

It

highlights the importance of this study, from both academic and practitioner
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perspectives.

It outlines the research problem, its associated research questions,

theoretical gaps and objectives that are the raison d’être for this thesis, and provides a
brief overview of the research design.
Chapter 2 expands on the context of this study and recounts the evolution of marketing
from early, product-based views to the relationship-marketing and service-dominant
approach proposed for this study. This chapter also provides a synthesis and discussion
of the relevant parent discipline literatures, key constructs and their decomposition into
sub-constructs that form the proposed model.
communication effectiveness is a focus.

In particular, interpersonal

This review and examination of extant

literature not only provides a key part of the knowledge basis for this thesis, but also
highlights and identifies deficiencies and gaps in the existing body of knowledge.
Chapter 3 presents and discusses the proposed conceptual model of the relationships
between the dependent variable of client relationship commitment and its antecedents
and moderating variables. It includes the statement of the specific hypotheses linked to
various paths identified in the model that flow from the research questions posed in
Chapter 1.
Chapter 4 discusses the quantitative research methodologies used in this study. It
offers an explanation and a rationale for why these methodologies were chosen. An
overview and description of sampling issues, data-collection methods, questionnaire
development and testing of the constructs and their sub-constructs is provided. Finally,
the chapter discusses issues associated with structural equation modelling (SEM)
approaches for both the confirmatory factor analysis and the structural model.
Chapter 5 presents the results and summary statistics. It covers associated issues such
as validity, reliability, unidimensionality and non-response bias.

The chapter also

presents a discussion of both exploratory and confirmatory factor analysis and testing of
measures of key constructs. The empirical results of the structural equation modelling
analysis and the findings and conclusions about each of the proposed hypotheses
(Chapter 3) and research questions (Chapter 1) are provided and discussed.
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Chapter 6 discusses the benefits and implications of the study’s findings for theory
development. This study, having a practical, industry-relevant focus, elaborates how
the findings may have relevance specifically for SME financial planner practitioners
and generally for professional-service providers. It also notes the limitations of this
study and suggests possible directions for future research.
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CHAPTER 2: THESIS POSITIONING AND CONSTRUCTS LITERATURE REVIEW
2.1

Introduction

Chapter 1 set the context of this study as SME financial-planning professional services
and indicated that the study would take a client’s perspective. It also introduced the
research questions, theoretical gaps associated with the dimensions of interpersonal
communications effectiveness, the mediating variables of trust and service quality and
the dependent variable relationship commitment.
Chapter 2 starts with a discussion of SMEs, professional services and financial-planning
issues to provide a more indepth appreciation of the context of this study. Setting the
contexts is important for the discussion of the sub-constructs, for example, in the case of
the interpersonal communication effectiveness construct, Klauss and Bass (1982)
propose “that communication processes need to be analysed and understood in the
particular context within which they occur” (p.33). This is followed by a brief review
of the marketing literature that discusses the evolution of professional-services
marketing from a product-based focus, to the proposed client centred, relationshipmarketing/management, service-dominant logic approach. Literature from a range of
disciplines is used to investigate the constructs and dimensions of interpersonal
communication effectiveness, trust, service quality and client relationship commitment
that are used in the proposed model described in Chapter 3.
2.2

Small to Medium Enterprises – What They are and Their Importance

It is important to define what is meant by the term “SME” as used in this study. Trying
to define a “small business” can be problematic, to the extent that it has been suggested
that “there is no single satisfactory definition of a ‘small business’ that suits all needs.”
(Reynolds, Williams & Savage 2000, p.3). This study uses a combination of definitions
for “small business” and “medium business” that are appropriate for the Australian
context, as quantitative definitions of “small business” vary greatly between countries.
Caution is needed in interpreting and applying SME research from another country
where the definition may be quite different. For example, in the U.S. the number of
employees in a small business can be as high as 500, which is well above the definition
used in Australia. In Australia the most widely used quantitative definition is “that the
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maximum number of employees is 100 for manufacturing firms and 20 for all others.”
(Reynolds, Williams & Savage 2000, p.4). The Australian government in 1971 set up
the Wiltshire Committee to enquire into small business; they used a more qualitative
definition: a small business is one “in which one or two persons are required to make all
the critical management decisions – finance, accounting, personnel, purchasing,
processing or servicing, marketing, selling – without the aid of internal specialists and
with specific knowledge in only one or two functional areas ... normally the conditions
defined will be found in the majority of enterprises having less than 100 employees”
(Reynolds, Williams & Savage 2000, p.4). For defining the medium-size enterprise the
qualitative part of the small-business definition above is retained and the quantitative
part is extended to include “businesses employing between 20 and 200 employees
inclusively” (Yellow Pages Small Business 1999, p.1). Therefore, in this thesis a cutoff criterion of 200 or fewer employees is used to define an SME.
The important role that SMEs play in the Australian economy is widely acknowledged
(COSBOA 2010). The Australian government recently recognised their significant
contribution when the Honourable Craig Emerson (Minister for Small Business)
commented that “there’s no doubt small business has played a major part in helping get
the Australian economy through the downturn”; he went on to say, “As well as making
an incredibly valuable contribution, this also equates to a valuable social contribution”
(Emerson 2010). This importance of small businesses to economic activity is not
restricted to Australia. In the U.S. context, Kobe’s (2007) analysis found that “small
businesses continued to play a vital role in the economy” (p.26) noting that they account
for half of private-sector employment, have generated about 70% of new jobs over the
last decade and create more than 50% of non-farm private GDP. Interestingly, small
businesses represent 70% of the US GDP industry category of “professional and
technical services” (Kobe 2007).

Coviello, Winklhofer and Hamilton (2006) also

support the importance of SMEs to the economies of many nations when they suggest
that “similar statistics can be found in, for example, the UK (www.stats.gov.uk), the
European Union (www.europa.eu.int), and Canada (www.strategis.ic.gc.ca)”(p.55).
Much

of

the

reported

research

concerning

professional

financial

services,

communications and relationship commitment has been based on data sourced from the
contexts of larger firms and business-to-business (B2B) (Morgan & Hunt 1994).
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Examples include the frequent-flyer loyalty programs of the large airlines, and more
specifically in Australia, a frequent-buyer program known as “Fly Buys”, which reflects
a consortium of large firms including National Australia Bank, Shell, Kmart, the Coles
Myer group and others (Lovelock, Patterson & Walker 1998). Often large-firm context
research and loyalty schemes are one-sided: they view the relationship from the firm’s
perspective and not the customer’s. The approach appears to be based in part on
locking customers into a relationship and/or increasing the switching costs so that
clients can’t readily move to attractive competitors (Heide & John 1988; Jackson 1985;
Morgan & Hunt 1994). This approach does not take into account the special differences
between larger firms and SMEs (Welsh & White 1981).
Marketing and management techniques that might be appropriate in a large-firm context
cannot be expected to work easily in an SME context.

For example, SMEs are

subjected to constraints in many aspects such as market power, brand awareness,
capital, cash flow, strategy options and business planning (Carrier 1994; McCartanQuinn & Carson 2003; Haugh & McKee 2004). Hence, caution is needed when relying
on research findings from large-firm and B2B contexts, as they may not be valid for
SME contexts, and may lead to an imbalanced view of relationship commitment and its
antecedents. Whilst there are a few well know “brand name” large professional service
practices in Australia, most professional services operate as SMEs as they are often
providing their important services to clients in a local area.
2.3

Professional Services

Professional services such as those provided by accountants, doctors, engineers and
financial planners are typically highly customised, technically complex and expensive.
They are also said to have “high credence properties” (Darby & Karni 1973): they
concern areas in which it is intrinsically difficult for most clients to diagnose their own
needs, discriminate between alternatives (Australian Securities and Investment
Commission 2006) or confidently evaluate the competence of the professional and
quality of the services they have received (Sharma & Patterson 1999).
It is useful to briefly review the characteristics of a professional and how they differ
from those of non-professional-service providers. A noticeable difference is in the
nomenclature for the person receiving the service: in non-professional services they are
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referred to as customers or consumers, whereas in professional services they are
elevated to clients, or patients in medically related services. Many researchers and
authors do not make any distinction between “consumers” and “clients”; however, the
term “consumer” commonly indicates people who are anonymous and involved in
discrete, one-off transactions. In contrast, “clients” tend to be seen as people whose
identity is known and who are interested in a longer-term relationship.

These

characteristics, together with the dictionary definitions of a client as “one who
purchases the service(s) of a professional-service provider” (Collins Dictionary, 1973)
or “one for whom services, usually professional services are rendered” (Reader’s Digest
Universal Dictionary, 1988, p.303), form the definition of a “client” as used in this
thesis.
Consumers of non-professional services such as retail and trade based services, for
example: builders, plumbers, mechanics and travel agents usually understand and take
to heart the concept of caveat emptor (buyer beware). However, clients of professional
services expect to be able to lower their defences and trust that their professional will do
the “right thing” (Christensen 1990, p.21). It is the professional’s duty not to breach
such client trust; this expectation is enforced by codes of ethics, professional standards
of practice and fiduciary liability (Christensen 1990; Duska & Cordell 2003; FPA
2009). Professionals are expected to always act in the client’s best interest (Pettigrew,
Mizerski & Donovan 2003).
The client’s perceived risk and uncertainty in selecting a financial planner is high.
Clients often seek tangible cues first, as they normally do when evaluating products and
non-professional services (Zeithaml 1981). These tangible cues are often associated
with the technical competence of the professional (Parsons 1969) and go part of the way
to establish credibility trust. Examples include the service provider having a university
degree and being a member of a professional association. Other tangible cues are
imbedded in the “servicescape” (Bitner 1992): the location, ambience and atmosphere
of their facilities. However, most clients are aware that these can be easily manipulated
to give a false impression. The tangible cues are a necessary but not a sufficient
marketing strategy approach, and do not in themselves result in long-term sustainable
competitive advantage.
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Professionals have a number of characteristics that make them different from other
service providers. They have specialised knowledge that society needs (Boyt, Lusch &
Naylor 2001), but is not generally understood by the public (Christensen 1990; Duska &
Cordell 2003).

Professionals acquire this high level of specialised knowledge by

completing an advanced university degree (Boyt, Lusch & Naylor 2001).

They

normally supplement this by having membership of a professional association where
they need to satisfy threshold entrance requirements (Christensen 1990; Duska &
Cordell 2003) and by having their qualification and experience recognised by an
independent accrediting body. These professional characteristics and requirements are
captured in the proposed model by the credibility-trust sub-construct.
Historically, there has been little serious competition among professional financial
planners; the number of planners has been low enough that the issue of attracting clients
has not drawn much attention.

However, data from Deakin University shows an

increase in the number of students completing their professional financial planning
course from 492 in 2004 to 775 in 2007 (an increase of 58% over three years); this
suggests that competition for clients may well become increasingly intense.
In the past, professional associations had restricted or prohibited marketing by
individual members. Today, such restrictions have been effectively removed by the
government’s competition and industry deregulation initiatives (Hilmer 1993), resulting
in professional-service providers being free to market their services and businesses.
Some SME professional-service providers are becoming more aware of the need for and
importance of marketing to the ongoing success of their practice.

Crane (1993)

reinforces this notion when he stresses, “No longer can professional service suppliers
simply hang a shingle and wait for clients to beat a path to their door.” (p.3) Whilst
professionals receive “technical” training and accreditation in their chosen field, they
receive only limited guidance about how to run their professional practice, which is
often as an SME. Of interest to this study is the lack of marketing knowledge, which
may often be narrowly viewed as advertising or personal selling (Benjamin 1990; Fay &
Bell 1991; Webster 1987; Hite & Shultz 1987; Morgan & Piercy 1991). Even if
professionals do think marketing is appropriate and wish to undertake marketing
activities, they often don’t have the capacity to do so (Harris 1981; Wheatley 1985;
Crane 1989; Josefowicz 1990).
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There have been some negative perceptions and animosity in the past from both
individual professionals and by their associations towards advertising (Bloom 1977;
Benjamin 1990). Crane (1993) supports this view when he comments that “for many
professionals, marketing is still a dirty word” (p.4). These marketing activities were
viewed as demeaning and beneath the dignity of professionals. It is perceived to have a
stigma attached to it and should be avoided. A U.S. Chief Justice claimed it was “sheer
shysterism” and if he were practicing law again, he would “dig ditches before
advertising his services” (Gaedeke & Tootelian 1987, p.280).
Many professional services operate as SMEs, where often the owner/manager and
service provider are the same person, and that person must fulfil most or all roles. They
have limitations concerning their knowledge, ability or resources to undertake
marketing in order to compete with larger firms (Carrier 1994; McCartan-Quinn &
Carson 2003; Haugh & McKee 2004). For instance, they do not have a specialist
marketing department to turn to for advice and action.

However, SMEs have

recognised a form of marketing referred to as word-of-mouth recommendation and
referrals as being a powerful approach that is appropriate for keeping customers. This
approach may be an appropriate and powerful method of developing a professional
practice (Harris 1981; Van Doren, Smith & Biglin 1985). This relationship-based form
of marketing, aimed at client retention and at generating positive word-of-mouth may
not be perceived as a form of marketing by professionals until pointed out to them as
such. This approach to relationship marketing would represent little or no role conflict
and would be compatible with their professional status.
A relationship approach can result in sustainable competitive advantage due to the
interpersonal trust that is developed.

Competitors cannot simply “usurp” such a

relationship, as its contents and transactions are confidential (Parsons 1969) and clients
in such a relationship are somewhat forgiving of isolated unfavourable service episodes
due to the personal, psychological and social bonds that have developed (Gwinner,
Gremler & Bitner 1998; Holloway, Wang & Beatty 2009).
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2.4

Personal Financial Planning Services

This study focuses on the financial-planning services sector which has been recognised
as a professional service (Cordell & Kelvin 2003; FPA 2009). In particular, it focuses
on the relationship between clients and their personal financial planners. Very little
research attention has been paid to the SME financial-planning professional services
sector, so the research reported in this thesis will make an important contribution to both
theory and practice for such an increasingly important industry group (Joiner, Leveson
& Langfield-Smith 2002).
Personal financial services are a relatively small but increasingly important segment of
the broader financial-services industry. The General Agreement of Trade in Services
(GATS) indicates that “financial services are broadly divided into insurance and
insurance-related services and banking and other financial services (excluding
insurance)” (GATS 2000, p.92). The banking segment is outside the scope of this
thesis, as are B2B aspects. These personal financial services typically include advice on
areas such as personal financial management, investment planning, retirement planning,
estate and succession planning, superannuation and rollover strategies, risk
management, information on social security benefits, taxation planning, insurance,
financial-plan preparation and managed funds (Price 1999; AMP 2000).
The Australian Securities and Investment Commission (ASIC) acknowledges the
difficulty in determining who is a financial planner, and describes people to whom they
can issue licences as investment advisers, securities dealers and proper authority
holders.

ASIC suggests that anyone who holds one or more of these licenses or

authorities can be called a financial planner. The Financial Planning Association of
Australia (FPA) has five main classes of financial planner: associates, senior associates,
certified financial planners, affiliates and principal members. People with membership
at any of these levels can be called financial planners. The definition of the term
“financial planner” used in this thesis incorporates both the ASIC and FPA
determinations. Shim (2004) advises that financial planners “come from a variety of
backgrounds” and that they possess a variety of university degrees and licences; “there
is no single degree that identifies a financial planner” (p.17). In practice it may be more
helpful to identify financial planners by what they do than by what qualifications they
hold.
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From a client’s perspective financial planning might be viewed as the process of
meeting life goals through the proper management of finances. The goal for many
clients is to establish a long-term retirement income strategy so they can expect a
reasonable standard of living in older age (McKenna 1999).

Taylor, Juchau and

Houterman (2009) suggest that financial planning is a holistic process. Shim (2004)
concurs, suggesting that it is the “process of meeting life goals” (p.1). Many people
view the financial planner’s role as just the preparation of a financial plan; however, as
Price (1999) points out, this is “only the beginning of the financial planning process”
(p.20). This process view is an important point because service quality is often viewed
with an outcome-centred focus. However, it is important to also view what a financial
planner does in terms of the quality of the service processes, not just the outcomes.
Accordingly, this thesis decomposes service quality into its sub-constructs of process
and outcome service quality.
It should not come as a surprise that there is no simple or single answer to the question
“What is financial planning?” (Taylor, Juchau & Houterman 2009, p.5), given the
complex and ever-changing nature of the various elements of financial services (Gibbs
1998; Pettigrew, Mizerski & Donovan 2003) and the uniqueness of each client’s
situation, requirements and expectations. There are many elements that make up the
activities of a financial planner. The FPA advise that the process requires:


a detailed analysis of the client’s current situation;



an understanding of the client’s current needs and commitments;



regard for the client’s future goals; and



an appraisal of the client’s exposure to risk.

(FPA 2009, p.4; Joiner, Leveson & Langfield-Smith 2002)
It should start with establishing the client’s objectives. This often has aspects that go
beyond just the financial issues: in other words, both financial and non-financial aspects
should be considered (Price 1999; Taylor, Juchau & Houterman 2009). Clearly the
development of an appropriate plan to help clients meet their personal and financial
goals is a core function of the financial planner (FPA 2009, p.2).
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Clients have to disclose sensitive personal and financial information such as family
situation, personal wealth and lifetime goals and ambitions so that the financial planner
can assess their needs and develop a suitable financial plan (Joiner, Leveson &
Langfield-Smith 2002). In this process the client can perceive risk; this, when coupled
with uncertainty of the outcome of the financial plan, makes the development of a
trusting relationship a key issue (Clow, Tripp & Kenny 1996; Joiner, Leveson &
Langfield-Smith 2002; Lucy 2006; FPA 2009a).

Trust, via its sub-constructs of

credibility and benevolence trust, are key mediating variables in the model proposed in
this thesis.
The roles undertaken by financial planners vary with the unique situation each client
presents. The financial planner can be thought of as a coach who provides strategic
advice to clients, guiding them in big decisions as their life circumstances and the
investment environment change (FPA 2009a; Price 1999; CoreData-brandmanagement
2010). This suggests that there should be an ongoing deep relationship. The need for
such a relationship provides the part of the rationale for the relationship-commitment
dependent variable in the proposed model.
The financial planner often undertakes the important role of providing financial
education for the client. Linked to being a financial educator is the role of being a
“choice architect”: someone who helps clients make smart, informed choices
(CoreData-brandmanagement 2010, p.5).

Besides keeping up to date on various

changes that may affect the plan, the financial planner should have effective ongoing
communications with the client, as the technical and industry jargon of financial
services and planning may be confusing to the client. ASIC confirms the importance of
effective interpersonal communications and points out it is a difficult task, and that the
industry needs to put considerable effort into improving their performance in this area
(Australian Securities and Investment Commission 2003). Pettigrew, Mizerski and
Donovan (2003) stress the need for appropriate training in building relationships,
together with the importance of regular communications (p.349). Good listening skills
have been identified as an important part of two-way communications and a key success
factor for financial planners (FPA 2009a; CoreData-brandmanagement 2010).
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Successfully carrying out this role requires good interpersonal skills and empathy with
the client (Pettigrew, Mizerski & Donovan 2003). This thesis has a major focus on such
communications, which are captured in the proposed model by the interpersonal
communication effectiveness construct. The thesis makes a significant contribution in
the development of new measures for this construct’s associated sub-constructs. The
empathy aspect is captured in the social-dialogue and benevolence-trust sub-constructs.
Financial planners are playing an increasingly important role in society and the
economy. This is partly driven by the Australian government’s desire for individuals to
take responsibility for their retirement rather than rely on social welfare and government
pensions (Price 1999; Joiner, Leveson & Langfield-Smith 2002; Lucy 2006; FPA 2009).
To enable this, the government has undertaken major reforms in superannuation, the
most significant being the introduction of compulsory superannuation via a
superannuation-guarantee levy (Price 1999; Lucy 2006). This has led to a situation
where more than 90 percent of Australians are now covered by superannuation. This, in
turn, has created a huge pool of investment funds (Price 1999; Lucy 2006). The
responsibility for providing for retirement has now effectively shifted from the
government to the individual (Price 1999). Cumulatively, these circumstances have
driven the growth in personal financial-planning services (Joiner, Leveson & LangfieldSmith 2002; Jackling & Sullivan 2007). ASIC in 2003 estimated that there were 16,000
financial planners in Australia; 14,500 of them were members of the FPA.

This

indicates the importance of the financial-planning industry, along with the fact that an
estimated 5 million Australians used financial planners that year, to help them manage
$630 billion in investments (p.9). John Day of the FPA indicated in 2009 that there had
been “enormous changes in the financial system and corresponding growth in the
financial planning sector” during the previous decade (p.5). He suggested that demand
for financial-planning services would “likely increase sharply over the coming years as
consumer awareness is combined with need” (p.7) and mentioned that a near doubling
in the previous seven years “clearly indicates a growing need for well-trained and
qualified professionals” (FPA 2009, p.9).

Taylor, Juchau and Houterman (2009)

support the claim for great growth in the number of financial planners, and link it to “a
spectacular growth in superannuation and managed funds” (p.xvii).
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In Australia the FPA is the peak professional body for "companies and individuals who
practise within or support the financial planning profession” (Joiner, Leveson &
Langfield-Smith 2002; Gitman, Morrison & Joehnk 2007; FPA 2009, p.1). ASIC, by
contrast, regulates the financial-planning industry to provide protection for consumers
and investors (Lucy 2006). The FPA is licensed by its United States professional
equivalent to confer the internationally recognised Certified Financial Planner (CFP)
designation, the highest level of accreditation in the industry. However, not all ASIClicensed financial planners have the CPF (Joiner, Leveson & Langfield-Smith 2002;
FPA 2009a; Taylor, Juchau & Houterman 2009).

Additionally, financial planners

without a license of their own may be authorised representatives of a licensee (FPA
2009a).

This variety of professional associations, professional accreditations and

license arrangements adds to the confusion a client may have in choosing and
appropriate financial planner.

Such confusion, coupled with difficulties in

understanding the technical jargon often used by financial planners, suggests that a
trusting relationship becomes a key issue for clients. As it is difficult for them to
establish credibility trust, they look for other aspects such as benevolence trust. This
thesis makes a contribution by exploring the roles of both types of trust in the proposed
model.
2.5

Position of this Study in the Marketing Discipline and Industry Sector

A brief overview of the marketing discipline is provided to show where this study fits
into the evolution of marketing theory and how it extends and supports the current
trends in relationship marketing and the service-dominant logic approach. This study is
positioned at the far right hand side of the time line for the evolution of marketing
(Figure 2.1) from a good-centred dominant logic to a service-centred dominant logic
(Vargo & Lusch 2004, 2008).
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Figure 2.1: The Evolution and Changing Focus of Marketing
(Adapted from Fig.1.3, Christopher, Payne & Ballantyne 1991, p.9)
The early stages of marketing could be viewed as a goods-centred: physical resources
were the primary focus (Shaw 1912; Zimmerman 1951; Penrose 1959; Vargo & Lusch
2004, 2008). In 1953, Borden introduced the marketing-mix concept; his list of 12
variables became the basis of McCarthy’s now well-known “4Ps” (price, product,
promotion and place) of marketing (McCarthy 1960; Borden 1964).

Due to its

“inherent simplicity” (Egan & Harker 2005a) and the timeliness of its introduction, the
“4Ps” marketing mix became the dominant paradigm of marketing in North America
and much of the rest of the world for many years (Dixon & Blois 1983; Kent 1986). It
became known as the goods-centred or transactional marketing paradigm (Berry 1983;
Jackson 1985; Gummesson 1987a; Payne 1995b; Grönroos 1996a; Aijo 1996). This
marketing approach offers little or no benefit to SME professional service providers.
An alternative philosophy to the North American marketing approach based on the
work of the Industrial Marketing and Purchasing (IMP) research group (Cunningham
1980; Ford 1980; Håkansson 1982) was offered by the European “Nordic” school
during the late 1970s and early 1980s. The evolution of the “Nordic” approach led to
customer-centric views where interaction with the customer (Prahalad & Ramaswamy
2000; Håkansson 1982; Gummesson 1987a) signalled the change from standardisation
to customisation (Davis & Manrodt 1996) and the customer was viewed as a coproducer or co-creator (Normann & Ramirez 1993; Lusch, Brown & Brunswick 1992;
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Oliver, Rust & Varki 1998; Vargo & Lusch 2008). The emphasis focused on building
and maintaining relationships, customer retention and loyalty (Day & Montgomery
1999; Vavra 1992) – a fundamental cornerstone of the service-centred approach on
which this study is based. The European scholars used an interaction approach based on
social exchange theory (Homans 1958; Blau 1964). This, combined with the 1980s
focus on behavioural studies (e.g., Anderson & Narus 1984), as well as tackling a wide
range of related issues including communications (Anderson & Narus, 1984),
relationship development (Dwyer, Schurr & Oh, 1987) offered a better understanding of
how longer-term relationships evolve, what benefits they might offer (Rosenberg &
Czepiel 1984; Reichheld & Sasser 1990; Fornell 1992; Webster 1994b; Sheth &
Parvatiyar 1995; Zeithaml, Berry & Parasuraman 1996) and how they can be managed
(Anderson 1995; Geyskens, Steenkamp & Kumar 1998, 1999; Håkansson & Snehota
1995; Morgan & Hunt 1994). This evolution in marketing thinking aligned better with
what professionals “do” than the earlier goods-centred approach and offered an
improved benefit.
At about the same time services marketing became a core academic discipline within
marketing (Berry & Parasuraman 1993; Bitner 1997) deserving “separate treatment”
(Edgett & Parkinson 1993, p.19) is “now an established discipline in its own right”
(Carson & Gilmore 1996, p.212).

However, services marketing has a range of

definitions (Lovelock 1991; Solomon et al. 1985; Zeithaml & Bitner 1996, 2000;
Butcher 2000).

As the service-centred marketing approach is being used as the

framework here, Vargo and Lusch’s (2004, 2008) definition of services as “the
application of specialized competences (knowledge and skills) through deeds,
processes, and performances for the benefit of another entity” (p.2) is adopted for this
study.
The 1990s and early 2000s were marked by marketing academics’ and practitioners’
high level of interest in relationship marketing (Grönroos 1990b; Christopher, Payne &
Ballantyne 1991; Baker, Simpson & Siguaw 1999; Grönroos 2004). Some suggested, at
the time, that a paradigm shift was taking place (Christopher, Payne & Ballantyne 1991;
Achrol & Kotler 1999; Gummesson 1999; Sheth & Parvatiyar 2000a).
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Relationship marketing has been evolving over the past 20 years. However, there is
limited consistency in the definition of relationship marketing and how it is practised
(Fisk 1994; Iacobucci 1994; Nevin 1995; Peterson 1995; Lehtinen 1996; Egan & Harker
2005a). It has become a catch-all phrase incorporating a diverse range of aspects, from
loyalty programs, internal marketing, database marketing and so-called customerrelationship marketing (CRM) to strategic alliances (Kotler 1992; Gummesson 1994a;
Morgan & Hunt 1994). Of the many possible relationships, the one of particular
interest for this research is based on what Gummesson (2002b) refers to as the “classic
dyad” (p.35). Such an individually focused, unique, interpersonal relationship between
a client and their SME financial planner provides the context for the study of
interpersonal communication effectiveness, trust, service quality and relationshipcommitment constructs in this thesis.
This study has its roots in the “Nordic” school of services marketing (Gummesson
1987a; Grönroos 1983) and acknowledges the important contribution of the IMP group
and others (e.g. Håkansson 1982; Jackson 1985; Dwyer, Schurr & Oh 1987; Anderson,
Håkansson & Johanson 1994) to the evolution of the relational approach to marketing
and management.

Additionally, it applies what Coote (1994) called the “Anglo-

Australian” approach to issues of customer-relationship economics (Day 2000;
Christopher, Payne & Ballantyne 2002). These two approaches were selected as they
were thought to provide a better understanding of what is involved in developing and
maintaining the client-professional-service provider relationship (Hutton 1996; Schultz,
Tannenbaum & Lauterborn 1993; Reitman 1994; Schultz 1996; Stewart 1996; Duncan
& Moriarty 1997, 1998; Grönroos 2004). Combining the central theme of services
marketing (Grönroos 2000a; Bitner, Brown & Meuter 2000) with the relationship
paradigm was a natural progression of marketing theory (Grönroos 1980, 1991; Berry
1983; Gummesson 1987a).

Grönroos (1995) commented that “service firms have

always been relationally oriented” (p.252).
It is important to point out here, that not all clients wish to always have a “relationship”
with the firm (Blois 1996; Bendapudi & Berry 1997; Fournier, Dobscha & Mick 1998;
Gwinner, Gremler & Bitner 1998; Price & Arnould 1999; Day 2000; Barnes 2001;
Dowling 2002; Noble & Phillips 2004; Danaher, Conroy & McColl-Kennedy 2008).
Nor do all firms want to have a “relationship” with all clients (Kotler, reported in
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Caruso 1992; Barnes 2001). However, competitors find it difficult to dislodge the client
who appears to be highly attached to their current professional-service provider (Young
& Denize 1995; Homans 1974). This phenomenon goes part way to answering the
question of why a professional services provider would be interested in, or motivated to
commit themselves to, a relationship with their client.

Client-based interpersonal

relationships in professional services, such as those between doctors, accountants,
lawyers, or financial planners and their clients, may span decades or even a lifetime - in
some cases, even generations.
This does not mean that services firms should only practise relationship marketing and
not engage in transactional activities. Transaction marketing is justified in many cases
(Jackson 1985): for example, not everybody wants a long-term relationship for every
business transaction (Han, Wilson & Dant 1993; Low 1994; Young & Denize 1995;
Day 2000). However, it should still be noted that for the “right type” of customer, longterm relationships can be a strategic and very profitable option (Reichheld & Sasser
1990; Reichheld 1993; Storbacka 1994; Grönroos 2004). In reality, most SMEs practise
both approaches concurrently (Coviello et al. 2002; Gummesson 2002b; Fruchter &
Sigué 2005), recognising that the actions undertaken to acquire and to retain customers
are not independent (Thomas 2001). Communications are an important and central
aspect of this study – this duality of relationship marketing and transactional marketing
activities has implications for communications in the marketplace. The transactional
“4Ps” approach views communication as being “to” the market, aimed at attracting the
potential customer. It may be viewed as an offensive strategy (Coviello, Brodie &
Munro 1997). By contrast, in the relational approach where communication is primarily
viewed as being “with” customers and aimed at retaining them may be viewed as a
defensive strategy. However, the relational approach also leaves room for considering
communication as an offensive strategy (Zeithaml 2000), for example, using existing
customers to communicate with people they have relationships with to give the business
positive recommendations and referrals.
By using a service-centred view (Vargo & Lusch 2004, 2008), this study extends
existing interactivity relationship marketing models (Covellio, Brodie & Monro 1997;
Brodie et al. 1997; Coviello et al. 2002; Coviello, Winklhofer & Hamilton 2006).
Specifically, it examines the interpersonal and exchange relationship between a client
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and their financial planner from the client’s perspective. Based on such a servicecentred view, Davis and Manrodt (1996) describe a typical customer-interaction
process, noting that it “begins with the interactive definition of the individual
customer’s problem, the development of a customized solution, and delivery of that
customized solution to the customer” (p.6). They go on to suggest that “it is not the mix
of the solution (be it product or service) that is important, but that the organization
interacts with each customer to define the specific need and then develops a solution to
meet the need (p.6).” This view highlights the key dimensions at the core of the
relationship commitment model proposed in Chapter 3. It draws on the co-production
aspect of the underlying services literature, where the customer is a necessary and active
participant in service delivery and the strengthening of the relationship. By taking the
customer’s perspective, this study has shifted the orientation from the seller’s
perspective to the buyer’s, in line with the service-centred view of acting in concert with
the customer (Vargo & Lusch 2004, 2008; Gummesson 1998).
The theoretical foundations for Vargo and Lusch’s (2004, 2008) new service-dominant
marketing logic include operant resource advantage (Conner & Prahalad 1996; Hunt
2000; Srivastava, Fahey & Christensen 2001), the customer as a co-creator and core
competency (Day 1994; Prahalad & Hamel 1990). Thus, the foundational tenants of
service-dominant logic approach, make it a logical approach for the analysis of
professional services, with their implied high credence properties (Darby & Karni 1973)
and specialised knowledge, skills and access to restricted resources.
A key contribution of this thesis is the understanding of what drives the client to remain
committed to their professional-service provider. While the commercial benefits of
customer retention are important, this study is limited to input and processes and not the
outputs as such; in other words, the question of whether customers who are committed
to their service provider are more profitable falls outside its scope. However, there is
evidence from the loyalty literature to suggest that there are economic benefits for firms
that pursue a relational customer-retention approach. If, as suggested in Chapter 6,
inputs and processes are properly understood and practised, the firm should realise
beneficial outcomes. Outcome benefits such as social benefits of the interpersonal
exchange also accrue to the client.
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Incorporating social and emotional elements into marketing is a tenet of the servicecentred dominant logic approach, “where marketing is seen as a social and economic
process” (Coviello, Winklhofer & Hamilton 2006, p.39). Professional-services SMEs,
which by their very nature manage the total buyer-seller interaction process, are ideally
suited to use the social and emotional aspects of this service-centred approach to
develop a committed relationship with their clients (Berry 1983; Grönroos 1980, 1991;
Gummesson 1987a).
2.5.1 Positioning of this Study in Services Industry Sector
The context of this research is business-to-client SME professional service, which is
positoned as a sub-group of the services industy sector of the economy. It is generally
accepted that the services sector is a driving force in the economies of most advanced
countries, “with many having more than 70% of their GDP generated by services”
(Ostrom et al. 2010, p.1), as well as becoming a more important part of many
developing economies, such as China, where it contributes to 40% of their GDP (Bitner
& Brown 2008).
A brief overview of the key characteristics of services is provided to show where
professional services fit in the services sector and to highlight the limitations of current
approaches to SME professional services marketing.

Services researchers have

identified four main unique services characteristics: intangibility, inseparability of
production and consumption, heterogeneity of service outcomes and perishability
(Regan 1963; Rathmell 1966; Uhl & Upah 1983; Cowell 1987; Edgett & Parkinson
1993). These four features differentiate services from products and are seen as the
classical signposts for the discipline and a unifying theme for services marketing
(Butcher 2000; Lovelock & Gummesson 2004; Coviello, Winklhofer & Hamilton
2006). These service characteristics are at the core of why the old goods-oriented
marketing approach are not appropriate for services and more particularly the sub-group
of professional services. New approaches to marketing are needed and this study will
provide the insights as to what needs to part of such a new approach.
Figure 2.2 is provided to show where professional services fit with respect to service
qualities and customer difficulties in evaluation of service type. It shows examples of
goods which are high in search qualities, and hence easy to evaluate; combinations of
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both goods and services which are high in experience qualities; and services which are
high in credence qualities and hence difficult to evaluate. Professional and specialist
services, such as personal financial planning, are very hard to evaluate and therefore fall
to the far right of the diagram, in the pure services and high credence qualities category
(Darby & Karni 1973).

Figure 2.2: Selection of Service Type
(Adapted from Patterson 1993 & Zeithaml 1981)
Clients find the evaluation and decision-making processes in personal financial
planning intrinsically difficult and complex for a number of reasons. First, the four
main service characteristics make it hard to compare competitive offerings (Zeithaml
1981).
Second, the wide variety of financial products and services on offer, the financial
planner’s knowledge, skills and resources (i.e. the supply side considerations) combined
with the uniqueness of each client’s individual circumstance, risk attitude and goals (i.e.
the demand side considerations) make evaluating financial planners a complex process.
Third the service often depends on the financial planner exercising high levels of
judgement, making it difficult for the client to confidently assess the technical outcome
or to second-guess the decisions (Parsons 1969; Lewis & Weigert 1985).
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Fourth, the interaction between the client and financial planner is dynamic: the services
provided unfold continuously over a period of time – many months, even years. In
some cases the client will not know the outcomes in their lifetime, as the investments
may be part of a legacy financial strategy for heirs (estate planning). The financial
planner needs to monitor the investments continually, as the market for each element of
the client’s investment portfolio is also dynamic, and in some cases quite volatile (Sury
2010; Story 2010).
The initial, and dominant, differentiating service characteristic is the notion of
intangibility: the essence or “defining characteristic” of services (Palmer 1994, p.11;
Grönroos 1990a; Patterson & Johnson 1994).

Shostack (1977) and Gummesson

(1987b) contend that a service is experienced, and unlike a product, “cannot be stored
on a shelf, touched, tasted or tried on for size” (Shostack 1977, p.73). This intangibility
sometimes makes it difficult for the customer to visualise what the service provider is
offering, making it appear to be risky. The issue of perceived risk by a client is an
underlying factor for the need for trust to be part of a new model for professional
service marketing and management. In addition to being less tangible than products,
services are less divisible, making it difficult for customers to sample or test a service
before making a commitment.

For example, “how does one ‘sample’ a medical

diagnosis? A lawyer’s services in settling a divorce?” (Zeithaml 1981, p.188).
The characteristic of intangibility is primarily reflected in communication problems.
Communications plays an essential role because a customer cannot undertake a prepurchase evaluation and by necessity has to rely on other cues such as personal
experiences, hearsay or the reputation of the service provider (Leo & Philippe 2001).
The close link between intangibility and communications supports the inclusion of
communications in the proposed theoretical model in Chapter 3.
The inseparability of production and consumption is linked to the issue that most
professional service provision requires a high degree of client involvement and
interaction with the service provider (Regan 1963). This means that it is difficult to
isolate the customer from the service provider, as they are “co-producers” (Leo &
Philippe, 2001) or “co-creators” (Bitner & Brown 2008; Vargo & Lusch 2008). The
financial planner should be fully involved with the client, by adapting to and

30

customising their service to the individual client’s needs, collaborating with them and
learning from them during the co-creation of the desired service (Vargo & Lusch 2004,
2008). A successful outcome depends not only the service provider’s performance, but
also on the customer’s performance: for instance, how well the customer specified their
requirements, how well it was communicated to the service provider and how well the
customer participated in producing the service (Zeithaml 1981). This inseparability of
production and consumption characteristic gives relationships the possibility of
blossoming into enduring and valuable relationships (Grönroos 2004).
Each service encounter between the client and the financial planner becomes a “moment
of truth” (Carlzon 1989) and an opportunity to satisfy, delight or disappoint. Lovelock
(1983) categorised services such as financial planning as being “medium-high contact”
requiring a high degree of interaction; the assumption is that a mutually committed
relationship would need to endure over a considerable period of time (Sharma &
Patterson 1999); this study uses such a commitment to be the dependent variable –
relationship commitment.
One key aspect of the potential customer’s evaluation process is the gathering of
suitable information. Information can be gathered from a variety of sources that can be
viewed as a continuum, with non-personal at one end of the continuum (e.g. advertising
and promotions) and personal at the other (e.g. expert opinion, friends, relatives.). Nonpersonal information is of limited value for communicating experience qualities
(Zeithaml 1981).

When choosing professional services, customers rely mainly on

personal sources to evaluate experience and credence (Figure 2.2). Personal sources
such as word-of-mouth referrals or recommendations have a great influence in the
context of services (Eiglier & Langeard 1977), as they can convey personal experiences
and opinions that can be perceived as less biased and more credible than advertising.
The credibility of such personal sources of information suggests that it is appropriate for
use in situations where the customer perceives risk to be high (Perry & Hamm 1969;
Cunningham 1967a, 1967b; Arndt 1967a, 1967b).

The linkages between

communications and trust will be discussed in Chapter 3.
Interpersonal interactions between the customer and the service provider are a
fundamental part of this research. The service encounter can be defined as the moment
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of interaction (Bitner, Booms & Mohr 1994; Shostack 1985; Keaveney 1995; Winsted
1997). This study views these service encounters from the customer’s perspective
(Bitner 1990): they are often critical “moments of truth” where a number of key
impressions and perceptions are formed. For the customer, these encounters are the
service, and are critical in determining their behaviour during and after the encounter
(Bitner, Brown & Meuter 2000).

The importance of these service encounters for

customers’ perception of service quality cannot be stated too strongly (Parasuraman,
Zeithaml & Berry 1994a).
2.6

Social Exchange Theory

This thesis utilises the the European “Nordic” school’s interaction approach which is
based on social exchange theory. Besides the economic benefits to the firm from client
retention (Reichheld & Sasser 1990; Reichheld 1996), the client also gains some
psychological and social benefits from being in a close relationship (Sheth & Parvatiyar
1995; Berry 1995; Gwinner, Gremler & Bitner 1998).

These include forming

“friendships” and gaining familiarity and personal recognition, which may lead to
customisation benefits (where the professional-service provider tailors the service
solution specifically to the client’s needs and circumstances) (Czepiel 1990; Berry
1995; Buttle 1996a; Gwinner, Gremler & Bitner 1998). Besides these benefits, the
client may also receive some economic benefits such as discounts (Peterson 1995) and
other loyalty-related bonuses.
In general, the principle of social exchange is based on the receiver of services (client)
reciprocating and expressing gratitude to the provider, when an occasion arises, for
services rendered.

The social rewards the service provider receives from the

reciprocated action induce further efforts to please, and “the resulting mutual exchange
of services creates a social bond between the two” (Blau 1964, p.4). If clients feel
obligated or grateful to the service provider, they may try to reciprocate by doing
something beneficial for them such as remaining loyal and giving positive word-ofmouth (Grönroos & Lindberg-Repo 1998; Grönroos 2004). In turn, this may lead to a
reciprocating behaviour that strengthens the resulting mutual exchange and related
social bonding. Blau (1964) also suggests that “an apparent altruism” pervades social
life: “people are anxious to benefit one another and to reciprocate for the benefits they
receive” (p.17), and this desire to help others may be linked to receiving important
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social rewards such as approval and acceptance. The desire for acceptance, approval
and the resulting social bonds underpins the client’s commitment to the relationship. In
order to better understand the social exchange process, this study investigates trust as a
key mediating variable (Morgan & Hunt 1994).
Chell and Tracey (2005) found that within the small businesses they examined there
existed an intangible element to effective relationships that included “a personal bond
and mutual understanding that led parties to exhibit behaviour that goes beyond what
might reasonably be expected” (p.603). This “going beyond” or “going the extra mile”
(Brady & Cronin 2001; Fairhurst 2001; Borg & Kristiansen 2004) aspect has been used
as a measurement item for process quality (Boshoff & Tait 1996). The importance of
the emotional and social bonds to effective interactions between the financial planner
and their clients is supported by Chell and Tracey (2005), who suggest that the bonds
act “as form of social glue” (p.605) that secure the relationship both in the present and
the future, and particularly when the relationship is subjected to stress that may weaken
it or cause its breakdown.
2.7

Relationship Interaction and Communications

Small firms tend to approach interactive relationship marketing as they always have,
that is, by one-on-one interpersonal contact and dialogue with their customers. The
approach often used by SMEs is very similar to the suggested practices for interactive
relationship marketing (Brodie et al. 1997; Coviello, Winklhofer & Hamilton 2006).
Communication is seen as an important aspect of relationships in a business context
(Anderson & Narus 1984; Frazier & Sheth 1985; Stern, El-Ansary & Brown 1989;
Gassenheimer & Calantone 1994; Brouwers & Van Kenhove 1995) and as “key to
resolving differences between parties” (Hardy & Magrath 1988, p.101).
Communication is a basic and essential activity in any interaction process (Wren &
Simpson 1996; Williams, Spiro & Fine 1990). Relationship development, according to
Hatfeld (1993), requires the development of ongoing cordial communications.
However, to date researchers have paid only limited attention to the communication
aspects of the interaction process (Capon, Holbrook & Hulbert 1977; Williams, Spiro &
Fine 1990; Wren & Simpson 1996; Andersen 2001). A firm’s planned communication
messages (e.g. advertising or public relations) may have been the initial prompt for
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interaction between the client and the firm; however, for the development of a viable
relationship, subsequent mutually meaningful and successful interactions need to take
place. It should be noted that clients form opinions as to how they will be treated from
the messages sent by both the interaction and communication processes. Indeed, the
absence of communication also sends a distinct message - usually a negative one - to the
client (Calonius 1989).
These interaction and communication processes are the focus of this study. The client’s
perceptions of the relationship at any one time are holistic and cumulative, the result of
how the interaction and communications have developed over time (Grönroos 2004).
This implies that more than one encounter – that is, a number of successive interactions
over time – are needed to develop and maintain the relationship. For communications
to be effective, the relationship between the client and financial planner needs to endure
for a reasonably long period of time, which implies that the interaction cycle needs to be
repeated a number of times. The interpersonal relationship is established and developed
through the experience gained from such interactions, and is, in effect, the
communication medium (McKenna 1992). Grönroos (2004) goes on to suggest that “if
the interaction and planned communication processes are successfully integrated and
geared toward customers’ value processes, a relationship dialogue may merge” (p.99).
Selnes (1998) argues that interpersonal dialogues are important activities to enhance a
relationship, and that it is the dialogue that changes the context from being purely
transactional to being relational. For interaction to occur, the client and planner need to
listen and respond to each others’ the messages by acting on feedback and responses.
Such a bidirectional communication process involves informing, answering, persuading
and listening activities (Schultz & Tannenbaum 1988; Duncan & Moriarty 1998;
Andersen 2001) and can be generally characterised as conversations between the
financial planner and their client; these conversations become the basis for a
relationship dialogue.
Dichter (1966) has suggested that dialogue is the only truly effective form of two-way
communication. A dialogue requires that both the firm and the client need to be
motivated to communicate with each other, and that they build an ongoing conversation
between them. Baier-Stein and MacAaron (2005) see this conversation approach to
marketing communication as “the next step in an evolution from one-way and two-way
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communication” (p.7). In order for a connection to be made between the two parties,
clients need to feel that the firm has a genuine interest in their needs and wants.
However, communications such as parallel monologues which could be misconstrued as
two-way communications do not lead to dialogue (although they may initiate the
process); true dialogue requires interaction between the parties (Grönroos 2004).
The foregoing discussion supports the relational approach adopted in this study: by
investigating and reporting the role of interpersonal communications effectiveness in a
client-committed relationship, this study contributes to widening academic insights into
the underlying processes and provides guidance to practitioners interested in client
retention and its associated benefits (Hall 1973; Reichheld & Sasser 1990; Reichheld
1993, 1996; Storbacka 1994; Page, Pitt & Berton 1995).
2.8

Defining Communication

Defining communication is a difficult task due the great diversity of elements, aspects
and contexts from which communication may be viewed. In an attempt to organise the
diverse literature, Dance (1970) reviewed 95 published definitions that had been
subjected to peer review to develop an initial list of 30 themes; from these he in turn
derived 15 conceptual components, summaried in Table 2.1.
Table 2.1: Conceptual Components of Communication
Conceptual Components
Symbols/Verbal/Speech

Supporting Quotation and Source
“Communication is the verbal interchange of thought or idea.”
(Hoben 1954, p.77)

Understanding

“Communication is the process by which we understand others and in
turn endeavor to be understood by them. It is dynamic, constantly
changing and shifting in response to the total situation.” (Andersen
1959, p.5)

Interaction/Relationship/
Social Process

“Interaction even on the biological level is a kind of communication;
otherwise common acts could not occur.” (Mead 1963, p.107

Reduction of Uncertainty

“Communication arises out of the need to reduce uncertainty, to act
effectively, to defend or strengthen ego.” (Barnlund 1964, p.200)

Process

“Communication: the transmission of information, ideas, emotions,
skills, etc., by the use of symbols – words, pictures, figures, graphs,
etc. It is the act or process of transmission that is usually called
communication.” (Berelson & Steiner 1964, p.254)
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Conceptual Components

Supporting Quotation and Source

Transfer/
Transmission/
Interchange

“… the connecting thread appears to be the idea of something’s being
transferred from one thing or person, to another. We use the word
“communication” sometimes to refer to what is so transferred,
sometimes to the whole process. In many cases, what is transferred in
this way continues to be shared; if I convey information to another
person, it does not leave my own possession through coming into his.
Accordingly, the word “communication” acquires a sense of
participation”. (Ayer 1955, p.12)

Linking/Binding

“Communication is the process that links discontinuous parts of the
living world to one another.” (Ruesch 1957, p.462)

Commonality

“It (communication) is a process that makes common to two or several
what was the monopoly of one or some.” (Gode 1959, p.5)

Channel/Carrier/

“(p1.) the means of sending military messages, orders, etc. as by
telephone, telegraph, radio, couriers.” The American College
Dictionary. New York: Random House 1964, p.244.

Means/Route
Replicating Memories

“Communication is the process of conduction the attention of another
person for the purpose of replicating memories.” (Cartier & Harwood
1953, p.73)

Discriminative Response/

“Communication is the discriminatory response to an organism to a
stimulus.” (Stevens 1950, p.689)

BehaviorModifying/
Response/Change

“So, communication between two animals is said to occur when one
animal produces a chemical or physical change in the environment
(signal) that influences the behavior of another …” (Frings 1967,
p.297)

Stimuli

“Every communication act is viewed as a transmission of information,
consisting of a discriminative stimuli from a source to a recipient.”
(Newcomb 1966, p.66)

Intentional

“In the main, communication has as its central interest those
behavioral situations in which a source transmits a message to a
receiver(s) with conscious intent to affect the latter’s behaviors.”
(Miller 1966, p.92)

Time / Situation

“The communication process is one of transition from one structured
situation-as-a-whole to another, in preferred design.” (Sondel 1956,
p.148)

“… communication is the mechanism by which power is exerted.”
(Schacter 1951, p.191)
(Adapted from Dance 1970, pp.204-208)

Power

The dilemma faced by researchers is well put by Dance (1970) when he proposes that
“we are trying to make the concept of ‘communication’ do too much work for us” but
also cautions against seeking and “finding a single, rigid, exclusive definition” (p.210)
of communication. A potentially useful approach to clarification and definition is to
heed the suggestion from Klauss and Bass (1982) “that communication processes need
to be analysed and understood in the particular context within which they occur” (p.33)
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and limit aspects of the communication construct under consideration to that field alone
as what is appropriate and works in one context may not necessarily work in another
context.

In the case of this study, the investigation centres on the interpersonal

communications effectiveness between the financial planner and their client. As a
starting point the context is limited to include only human communications and, more
specifically, the “meaningful, purposive behavior of human beings in conscious
interaction” (Dance 1970, p.208). Additionally, a process view of communication
(Klauss & Bass 1982) is also suggested, as it forms the basis for determining the
effectiveness and efficiency of the communications.
It is worthwhile to look at Andersen’s (2001) definition of communication “as the
human act of transferring a message to others and making it understood in a meaningful
way” (p.168), as it encompasses two aspects useful for this study: a process approach
and the effectiveness and efficiency of the communication in producing a commitment
to a relationship. Issues that may be relevant to a general wide-ranging discussion of
communications (e.g. semiotics, semantics and language) have been considered as
providing valuable background to the evolution of communication thought, but have not
been included in the final communication construct for this study.
A review of the etymology of the term “communication” across a range of disciplines
highlights an interesting and relevant contribution from the field of biology, where the
idea that communication is an “activity by one organism that changes or has the
potential to change the behavior of other organisms” (Dictionary.com – based on
Random House Unabridged Dictionary) fits well with the proposed the role of
communication in the model proposed in Chapter 3. The three proposed sub-constructs
of communications each have their role in developing effective interpersonal
communications, which then has the potential to affect the client’s behaviour.
2.9

Evolution of Communication Models

A brief review of the evolution of communication models is insightful to highlight the
weaknesses and shortcomings of the prior models for the context of this study. For
researchers interested in the social and interpersonal aspects of communication the early
technical models from 1940s and 1950s that focused on the “transmitting” and
“receiving” of messages that were “encoded” and “decoded” (Shannon 1948; Wiener
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1948; Shannon & Weaver 1949; Osgood 1954; Johnson & Klare 1961; Klauss & Bass
1982) are of very limited assistance (Porter & Roberts 1976; Chapanis 1971), with
Klauss and Bass (1982) going as far as suggesting they are “essentially useless” (p.13).
In the early models the receiver (listener) was treated as being passive rather than being
active; the models did not represent truly interactive human communications (Barnlund
1964; Chapanis 1971). However, some of the early models did attempt to overcome
this limitation by incorporating the concept of “feedback” (Wiener 1948; Shannon &
Weaver 1949; Carroll 1953), a forerunner to the concepts of “understanding” and
“meaning”.

In human communications the issue of deriving “meaning” from the

communication process is central. Osgood (1952, 1954) developed his own model of
the communication process based on his theory of meaning and the field of
psycholinguistics (Johnson & Klare 1961). Osgood (1954) suggested that in human
communication situations the cognitive and “internal” reflective process was viewed as
a mediation process that was the basis for establishing the desired meaning of the
message that was then sent to the recipient. Osgood’s (1954) model became the basis
for further refinement by others, such as Schramm (1955), Richards (1955) and Herbert
(1977) who suggested that the communication process is responsible for the changes in
the receiver’s behaviour that align this behaviour with the sender’s objectives.
By the mid 1990s it was clear that earlier mass-media information-processing models,
which viewed sender-message-receiver as being static and linear (Barnlund 1964), were
not as effective as they had been in the past in developing strategies to influence
customer behaviour (Waterschoot & Van den Bulte 1992; Schultz, Tannenbaum &
Lauterborn 1993). In such linear models, the aim of the communication process was to
develop awareness, knowledge, preference for the offering, conviction and, hopefully,
purchase behaviour. However, just launching the message and hoping for the receiver
purchase behaviour became less effective, with the shift from marketing products to
marketing services.
The more effective models incorporated response to the message along various types of
return paths, as well as explicit consideration of feedback (e.g. Wiener 1948), as part of
the two-way communication process (Avery in Clevenger 1959; Schultz, Tannenbaum
& Lauterborn 1993). The view of the communication process had evolved into a more
circular process (Sondel 1956), which was seen as “interdependent functionalism”
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rather than a simple, static, linear process.

The circular communication process

approach is the basis for the interactive relationship marketing approach used in this
study (Duncan & Moriarty 1997; Grönroos & Lindberg-Repo 1998; Varey &
Ballantyne 2005).
The circular model depicts ongoing two-way interactions considered for this study to be
between the client and their financial planner, where each interaction builds over time to
update information and build the overall client experience. This experience results in
new attitudes, which in turn affect behaviour. The changed behaviour sends a signal to
the other party who, in turn, modifies their attitudes and behaviours. The evolving
communication episodes develop the context and atmosphere, which encompass both
parties’ perceived and actual feelings, interests and intentions (Hallén & Sandström
1991; Andersen 2001). As Turner, in Baier-Stein and MacAaron (2005) put it; “the era
of preaching to prospects is over. Engaging consumers in mutually beneficial dialogues
is the new reality” (preface p.3). Brady in Baier-Stein and MacAaron (2005) supports
this view and suggests that the old marketing paradigms be thrown out, because today
“marketing success demands that you engage the customer” (preface p.1).
Another important issue is who initiates the communication process. In the traditional
one-way, linear product-dominant approach based on mass communication theory
(DeLozier 1976), the business initiated and often controlled the communications (Varey
& Ballantyne 2005).

This approach to communication effectively decoupled the

interpersonal interaction (Varey 2002b) and has largely ingnored the central role of
interpersonal communications (Sharma & Patterson 1999). From a service-dominant
perspective the new normative goal for marketing should be developing “ongoing
communication processes, or dialogues, with micromarkets and ideally markets of one”
(Vargo & Lusch 2004, p.14). In the new circular service-dominant approach, the
communication process is often initiated and controlled by the client (Prahalad &
Ramaswamy 2000; Vargo & Lusch 2004, 2008), who can choose to “walk away” from
the conversation, thus ending the communication process.
Listening is a core aspect of relational exchanges. Surprisingly, however listening
behaviour has only attracted a limited amount of research attention in the marketing
literature (Barnlund 1964; Ramsey & Sohi 1997; De Ruyter & Wetzels 2000).
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Listening is as much a part of the communication as is talking (Bergin 1981), but all too
frequently, when people start “talking” they often cease to “really” listen, paying less
attention to the other person’s responses (Barnlund 1964). Effective listening behaviour
demands that one concentrates on the obvious explicit meanings (e.g. spoken words) as
well as the subtle but very important implicit meanings (e.g. unspoken words and
overtones), so that the listener becomes fully attuned to the sender (Bergin 1981).
Listening is recognised as a key and complex area of ICE that has both cognitive and
affective behavioural aspects: attentiveness, perceptiveness and responsiveness
(Anderson & Martin 1995; Frank & Brownell 1989; Trenholm 1995; Ramsey and Sohi
1997; De Ruyter & Wetzels 2000). The attentiveness component of listening behaviour
is concerned with the reception of verbal cues, where most of the cognitive content is
found, and non-verbal cues, which reflect affective and emotional components (Pearson
& Nelson 1997; Barker & Gaut 1996). The perceptiveness component of listening
behaviour is a cognitive activity concerned with assigning meaning to both verbal and
non-verbal messages. In the areas examined in this study, perceptiveness often requires
the financial planner to do more than just accept the client’s messages at face value, but
also to dig deeper to establish what the the client is “really” trying to convey. Because
clients are often reluctant to question or challenge the statements of professional-service
providers, they can’t readily communicate their true needs. In these cases, the financial
planner needs to tap into the root issues that underlie the questions or problems. Active
listening is a means of gathering knowledge, understanding and establishing how the
other person feels and what they are thinking, and taking into account the emotional
overtones in what they are communicating (Bergin 1981). If the financial planner
manages to interpret the client’s questions or problems correctly and conveys to the
client that their original message is fully understood, the financial planner will be
perceived to be a good listener (communicator) and knowledgeable (De Ruyter &
Wetzels 2000). In this study, the responsiveness component of listening behaviour is
concerned with the level of agreement and interaction between the financial planner and
the client, and the way this manifests itself in response behaviours such as answering
enthusiastically and at the appropriate times, using more than short responses, using
paralanguage (e.g. sounds, grunts, um, uh, etc.) and by offering the relevant information
requested. (Abrams & Hibbison 1986; Ramsey & Sohi 1997; De Ruyter & Wetzels
2000).
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By understanding these components of listening behaviour, the financial planner will
gain a “feel” for the client. This, coupled with appropriate follow-up actions that
demonstrate they have “heard” their client and are able to correctly solve their problems
and meet their needs (Bergin 1981), will inspire the client to maintain their relationship.
They need to actively listen (not just pretend) to engage with their clients and retain
them both at the start and at every ongoing stage of the relationship (Baier-Stein &
MacAaron 2005). If the financial planner is an ineffective listener, clients will not value
the interaction and the relationship may fail. “Listening” is included in the proposed
model as one of the measurement items for the communication style sub-construct.
The recipient needs to process the information to develop their own meaning. For
example, it is possible that the same message transmitted or delivered to a group of
people could have a different meaning to each individual member of the group. This
view is supported by Barnlund (1964), who conceives communication as the “process of
creating meaning” (p.200), and makes the distinction that messages are externally
generated by the speaker, whilst meanings are internally generated by the individual
receiver. This supports the need to take the receiver’s (for this study, the client’s)
perspective into account.
One of the aims of communication is to alter the actions, attitudes and behaviour of the
recipient (“instrumental communication”). The “sender” needs to be mindful of the
receiver’s needs, state of mind and assumptions (Barnlund 1964, p.201.). Schein (1999)
suggested that people communicated to meet six functions: “to get our needs met”, “to
figure others out”, “to make sense of ambiguous situations”, “to gain advantage”, “to
build collaborative relationships” and “to express and understand ourselves” (p.102).
Of particular interest to this research is the role of communication to “build
collaborative relationships” (p.102). Typically this includes activities that persuade,
impress, cajole, threaten, influence, inform, shape, deceive, conceal, alert, warn,
question, query, explain, demonstrate, argue, etc. (Chapanis 1971, p.957) to achieve the
desired behavioural change in the other party.
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2.10

Communication Effectiveness

Determining the effectiveness of human communications is complex. Conceptually,
communication effectiveness may be defined as how well the communication
performed in achieving its purposes (Herbert 1977). In a message-centred philosophy
of communications, “success hinges on mastery of the facts, effective arrangement of
materials and strength of expression” (Barnlund 1964, p.198). From a “technical”
approach (e.g. Shannon & Weaver 1949), a reasonable indicator of communication
effectiveness would be to determine “the extent of the correspondence between the
message encoded by the speaker and that decoded by the listener” (Fry 1966). Using a
“human” approach (e.g. Osgood 1954), effectiveness may be viewed as the degree to
which “the receiver’s comprehension or reaction corresponds to the original idea or
intent of the sender” (Hoben 1954, p.77). Steiner (1955) proposed that the effectiveness
of communications depends on the level of knowledge one party has on the other
party’s intentions, preferences and beliefs. Alpert and Anderson (1973) suggest that
communication effectiveness is related to “the degree to which a source exercises
influence over the actions and reactions of message recipients” (p.328).
2.10.1 Forms of Communication
Communication manifests itself in a variety of forms depending on the situation and
desired outcome. In the context of this study, interactive face-to-face (both verbal and
non-verbal) and written communications represent the main forms.

Face-to-face

communication allows the parties to see each other as well as providing an opportunity
to exchange general information about each other (Ekman 1964). It is seen as the
richest, in terms of amount and variety of information, and represents the most effective
form of interpersonal communication (Daft & Lengel 1986; Daft, Lengel & Trevino
1987; McQuarrie 1998). The information gained in face-to-face communication is seen
by both parties to be the most credible, as the direct and somewhat intimate contact
allows multimodal communication such as gestures, sounds and body language to form
the shared interpersonal experience (Schultz & Tannenbaum 1988; McQuarrie, 1998).
In this study, a face-to-face “client visit” was the predominant mode of interaction
between SME financial planners and their clients. This situation, where the financial
planner visits the client’s premises to engage in interactive face-to-face communication
(or the reciprocal mode, where the client visits financial planner’s premises), provides
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an opportunity to gain additional non-verbal communication information from
observation and body language. Such visits to the client’s home allow the financial
planner to gain a wider and deeper understanding of the client and their total
circumstances in the client’s natural environment. No other form of communication
would be as complete and effective for the financial planner in gaining this insight into,
and interpreting, their client’s needs and wants (Andersen 2001). Face-to-face contact
in a complex message situation like financial planning provides automatic feedback as
well as the “instructions” (Thayer 1961) to each party for interpreting gestures, facial
expressions, voice inflections, tone and emphasis (Melcher & Beller 1967) to make
sense of the message. It also provides a “testing ground for social reality” for each
participant (Newcomb 1953, p.395).
Many clients see face-to-face interaction as informal and find the communication
experience more satisfying, more conducive to a cooperative mindset (Dewhirst 1971;
Wichman 1970) and preferable to other channels, such as telephone (Zaidel &
Mehrabian 1969; Housel & Davis 1977), where non-verbal signals are not available.
Less formalised, non-verbal face-to-face communications play an important
communicative role and are involved in the transmission of a considerable amount of
“meaning” (Hall 1959).

Duncan (1969) proposed three categories of non-verbal

communications: paralanguage – study of voice qualities and non-verbalisations;
kinesics – study of body movements; and proxemics – study of spatial distance between
the parties (Williams, Spiro & Fine 1990). This aspect of communication plays a role in
the social and emotional bonding processes, as well as supporting or detracting from
verbal communication (DeLozier 1976; Williams, Spiro & Fine 1990).

Written

information and documentation have a role when complex and legal issues are
involved - for example, if the information exceeds “the immediate memory span of the
listener” (Chapanis, 1971, p.958). However, it would be difficult to maintain a social
dialogue in a business situation using only written communication.
The focus of the empirical phase of the investigation was on verbal communication, as
previous studies have shown that it can be relied upon the most for interpersonal
communications (Carlson 1951; Burns 1954; Mintzberg 1973; Klauss & Bass 1982).
(The importance of non-verbal communication is acknowledged, but it is not explicitly
investigated in the empirical phase of this study.)
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2.10.2 Communication Content and Context
The issue of communication content has received a good deal of research attention, with
several schemes being proposed to classify communications based on their context
(Bales 1950; Willett & Pennington 1966; Pennington 1968; Olshavsky 1973; Sheth
1976).

Willet and Pennington (1966) used Bale’s (1950) well-known general

categorisation for interaction schemes in a salesperson-to-customer retail context, and
found that the bulk of the communication was “devoted to defining issues and problems
(giving orientation and opinion), with customers doing significantly more of the asking
and salespeople providing answers” (Williams, Spiro & Fine 1990, p.32). A similar
pattern would be expected in an SME professional-services context, as the imbalance of
information and knowledge between the financial planner and their client leads to a
situation where the client seeks information, opinion and explanation.
Whilst the general issue of communication content has been studied, the specific area of
differentiating between different aspects of communication content has only received
limited research attention (Barnlund 1964; Klauss & Bass 1982). Because professional
services often involve sophisticated and obscure concepts, financial planners may feel a
sense of exclusivity that causes them to express their messages in a “code” in the form
of professional or technical jargon (Bolinger 1975; Williams, Spiro & Fine 1990) which
is difficult for the client to comprehend. This study provides an important contribution
to the understanding of communication as it focuses on the SME context, rather than the
more usual research context of the larger firm (Klauss & Bass 1982).
2.10.3 Conversations and Dialogue
In the context of this study, communications play a fundamental role in marketing,
involving the “process of listening, aligning and matching” (Duncan & Moriarty 1998,
p.2). The sources of messages the client receives can be categorised as (a) planned
marketing communication messages, (b) product and service messages (created as part
of the interaction process) and (c) unplanned or spontaneous messages (Duncan &
Moriarty 1997).

If these types of messages were to be placed on a credibility

continuum, clients would view planned messages (mass advertising and public
relations) as being the least credible, and unplanned messages, such as word-of-mouth
referrals, as the most credible (Grönroos 2004). Professional-services clients are no
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longer content with the traditional “we speak, you listen” approach to interpersonal
communications (Schultz, Tannenbaum & Lauterborn 1993). Client empowerment has
been growing since the 1990s, with clients expecting to be treated with respect,
choosing what they wish to listen to and talking back. They wish to move beyond a
monologue and engage in conversations and dialogue with their professional-service
provider.
Schein (1999) suggests that “all human relationships evolve around some form of
conversation” (p.201). For a successful conversation, the client needs to feel that a
shared experience has occurred and that they are as much an author of the conversation
and a true participant in the interaction experience as the financial planner. Both parties
need to be good listeners and have their feelings and intellects engaged so that they feel
their thoughts are being exchanged. It is this perception of the shared experience that
encourages the client to remain active in the relationship for the long term (Baier-Stein
& MacAaron 2005). Conversations may develop into many forms. Of particular
interest to this study is the evolution of conversation between the financial planner and
their client into dialogue where views are exchanged in a meaningful way and the
parties involved have gone on to build a mutual understanding that becomes the basis of
a helping relationship (Schein 1999). A dialogue is different from discussion or debate,
and may be viewed as an “ideal” conversational approach for the creation of effective
interpersonal learning and conflict resolution.
Dialogue participants should attempt to move towards a mutual understanding;
however, if cognitive dissonance should occur, the dialogical approach, where mutual
effort and trust are foundations, should lead to a mutually beneficial outcome. As
Bråten (1987) (in Kunøe 1998, p.1126) suggested, the participants should aim to have
“relatively overlapping cognitive maps” to develop a friendly exchange of views. By
focusing on selected parts of client’s cognitive map, McKenna (1992) argues that the
professional-service provider can persuade the client to think positively about the
financial planner, thus enhancing the probability of a loyal and long-term relationship.
Dialogue may be used to obtain an honest opinion from the client, such as how they
perceive service quality and service delivery, and how the staff and organisation are
perceived overall. The dialogical communication process is inherently relational, as it
cannot be reduced to a one-person activity or perspective alone. However, what some
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marketers call “dialogues” are merely two-way or alternating monologues or messagemaking with feedback (Varey & Ballantyne 2005). For true dialogue, interaction occurs
freely between the participants, rather than one party doing or saying something to the
other party. Each participant should aim to develop an understanding of the other’s
point of view by listening to and learning together about each other. If the dialogue
process is conducted in an ethical manner, the results (both economic and social) will
involve the building of mutual trust between the parties (e.g. by the sharing of control);
this enables their relationship to flourish and continue for the long term (Varey &
Ballantyne 2005).
A dialogical communication approach fits well with the relationship-marketing
foundation of the service-dominant perspective of this study (Varey & Ballantyne
2005).

This study extends the recent increase in interest in marketing dialogue

(Ballantyne 2004a, 2004b) and heeds the call for more research into such dialogue
(Varey & Ballantyne, 2005). However as with marketing relationships in general, not
everybody wants or is ready to have a dialogue (Varey & Ballantyne 2005). This
should not be surprising given the interactive and personal nature of both dialogue and
the resultant relationship between client and financial planner.
2.10.4 Theories and Philosophies of Communication
This thesis does not propose a “new” theory of communications as such; however, it
does draw on number existing communications-related theories to support aspects of the
decomposition of communication into three sub-constructs. It draws on diffusiontheory literature, which has roots in sociology (Rogers 1983), cultural anthropology
(Barnett 1953) and industrial economics (Mansfield 1961), due to its special focus on
“interpersonal communications within social systems” (Gatignon & Robertson 1985,
p.849). It also draws on relational communication theory, which has its roots in the
1930s work of anthropologist Gregory Bateson. He identified interpersonal message
concepts of “report” and “command”, concepts that became the basis of content (or
code) messages and relationship messages that indicate relative power positions of the
interaction participants (for this study, the client and their financial planner) (Soldow &
Thomas 1984; Williams, Spiro & Fine 1990; Laughlin & Andrus, 1996). For this study,
relational communication theory provides part of the foundations of the sub-constructs
of information provision, communication style and social dialogue.
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The overall interpersonal communication effectiveness (ICE) construct also draws on
classical rhetorical philosophy, which attempts to explain the art of persuading,
influencing or convincing an audience through the use of language; this is not very
dissimilar to the role of marketing communication (Andersen 2001). Three components
of rhetorical philosophy are identified: ethos, pathos and logos.

These three

components are interrelated in practice for example, before a communicator can develop
an argument (logos) to persuade the other party, they need to understand the other
person’s personality (ethos) as well as their feelings and intentions (pathos) (Andersen
2001). More than just providing information or content, evaluation is required for
persuasion: the receiver also evaluates the sender’s ability and their image of the sender.
In other words, communication style and social dialogue are also involved. There is
considerable synergy between the principles of rhetoric and relationship marketing, as
the classical orator was aware of the need to establish and maintain a relationship with
their audience (Andersen 2001). A relational approach to marketing strategy requires
all three principles of rhetoric to develop a convincing argument. In the context of this
study, this translates into using all three ICE dimensions of information provision,
communication style and social dialogue as drivers of a relational approach to
marketing strategy. This approach of using various combinations of ICE dimensions to
develop and maintain two-way communications is considered a vital part of ongoing
interpersonal relationship management (Mohr & Nevin 1990).
2.11 Interpersonal Communications Effectiveness (ICE)
A gap in the knowledge concerning interpersonal communications effectiveness in the
context of SME professional-service provider and client interaction has been identified.
The particular communication construct of interest in this study is interpersonal
communication effectiveness (ICE), which is a complex and multidimensional
construct. Based on the communications and relationship marketing literature, as well
as support from prior exploratory, qualitative research (see Appendix 4.1 for details),
this study takes a new approach of decomposing ICE into three sub-constructs:
information provision, communication style and social dialogue.

These ICE sub-

constructs distinguish between the different aspects of the two-way interpersonal
communication processes and cover the issues of (a) the information provided (content),
(b) the style of the communication (the manner/method in which the information is
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being provided) and (c) social dialogue, which taps the social and emotional aspects.
Figure 2.3 shows how these three sub-constructs of communication interact with other
constructs in the proposed model to explain why clients remain committed to their
relationship with their financial planner. The ICE sub-constructs are highlighted in
black, and their relationship to the other constructs are shown as grey.

Figure 2.3: Interpersonal Communications Effectiveness Sub-Constructs
Investigating ICE by decomposing it into these three distinct sub-constructs aids the
development of specialised tools for understanding communication and its pivotal role
in maintaining the client-financial planner relationship. In addition to the theoretical
contribution, it will provide the foundation for practical recommendations to financial
planners to help them serve their clients more effectively and to develop long-term
committed relationships with them by using appropriate communication strategies.
2.11.1 Decomposition of ICE into Three Sub-Constructs
This study uses three sub-constructs of communications: information provision,
communications style and social dialogue. These three sub-constructs were selected as
result of the literature review with additional support from prior exploratory, qualitative
research (Appendix 4.1) as they represent the three dominant factors of client-financial
planner interpersonal communications. There is support in the literature for a multi-
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dimensional treatment of communications (Lavidge & Steiner 1961; Anderson 1972;
Sheth 1976; Williams, Spiro & Fine 1990; Deetz 1995; Varey & Ballantyne 2005).
Information provision can occur by any sender-receiver message mode, including oneway transfer, and is considered to take place at the largest social distance between the
client and their financial planner (Andersen 2001). Communication style is concerned
with bidirectional modes normally involving conversations of a non-personal nature
conducted at arms-length, and represents a shorter social distance between the parties
than information provision. Social dialogue is at the core of the relationship marketing
approach of social exchange, and as the name suggests, represents the closest social
distance between the parties.
In this study it is proposed that communication is a key driver of changes in behaviour
in areas such as trusting behaviour, perceptions of service quality and commitment to
the interpersonal relationship. Also, by decomposing communication into three subconstructs, changes in these behaviours are examined more effectively. For example,
consideration could be given to whether to use the information-provision sub-construct,
the communication-style sub-construct or the social-dialogue sub-construct - or various
combinations of the three - to perform a particular communication task. For instance,
persuasion could be achieved in part by informing the client with the provision of
information such as figures concerning their investment; it could be also be achieved in
part by the communication style, such as listening to the client’s needs; and/or be
achieved in part by social dialogue, such as building rapport by enjoyable social
conversations. Marketing communication is often practised by providing various types
of information in a one-way manner. This concept of information provision represents
one of the proposed sub-constructs of ICE. The antithesis of this monological form of
information provision is dialogue (Varey & Ballantyne 2005), which forms the basis of
another sub-construct of ICE, labelled here as social dialogue.

Whilst these sub-

constructs are hypothesised as “pure” dimensions of ICE following the Weberian
tradition, it is also recognised that there is some overlap between them in practice.
In the review of the literature, the closest approach that could be found to the proposed
three dimensions of ICE is that of Varey and Ballantyne (2006), who suggest three
modes

of

relationship

marketing

interaction:

(a)

“informational”,

(b)
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“communicational” and (c) “dialogical”. These three interaction modes are to some
extent similar to the naming of the ICE sub-constructs proposed for this study. There
are, however, differences in what is being measured. The similarities and differences
will be further elaborated on when discussing the individual sub-constructs. In the
context of this study, the client’s intentions and actions to engage or interact with their
financial planner depend upon (a) their need for basic information and the
understanding of what is provided, (b) the communication style of the financial planner
and (c) the social and emotional aspects of their interactions. This focus on ICE (and its
proposed three sub-constructs) is an important contribution to both theory and practice,
as business failures have been repeatedly linked to ineffective decisions resulting from
poor communications (Bergin 1981).
2.11.2 Information Provision
The information-provision sub-construct of ICE deals with the intention to inform and
how it is carried out in practice. Information provision deals with the communicative
element of “content”, the subject matter or the message being transmitted (Sheth 1976;
Mohr & Nevin 1990) and to some extent with “code” the “verbal and non-verbal
symbolic form of the content” (Williams, Spiro & Fine 1990, p.31). In this study,
information provision is viewed from the client’s perspective: for example, keeping the
client well informed about their investments (without being specifically asked), never
hesitating to provide information, providing frequent and abundant feedback (both
positive and negative), ensuring that information concerning changes is provided in a
timely manner, providing information useful for investment decisions and letting the
client know about unexpected problems.
In turn, the financial planner needs the client to provide frank and honest information
about their goals, risk attitude, etc. to perform effectively as a financial planner. When
the client perceives the financial planner as being expert, they are likely to give the
financial planner the needed information; this provision of sensitive personal
information and how the client perceives its use form the basis of their ongoing
relationship (Wilson 1976).

Each interaction adds to the development of their

interpersonal relationship; in particular, the ongoing provision of information by each
party forms the foundation of the client’s perceptions of trust and service quality, and
ultimately their commitment to their relationship. However, information provision
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represents only one aspect that tempers the client’s views (Mohr & Nevin 1990; Wren
& Simpson 1996; Andersen 2001). Klauss and Bass (1982) comment that while the
content or substance of the communication is important, the additional aspects of style
and credibility also have an impact on the effectiveness of the communication process.
The approach taken in this study is to propose two additional sub-constructs of
communication: communication style and social dialogue, each with a unique role.
These two dimensions, unlike information provision, are harder to alter or adapt, as they
are related to the characteristics of the individuals involved in the interaction (Sheth
1976).
2.11.3 Communication Style
Communication style is used here to cover a range of issues relating to how interaction
and communication take place between client and financial planner. The combination
of content, code and rules (Anderson 1972) goes a long way in determining the meaning
of the communication. Over time, the individual discerns a pattern in the use of these
three aspects and assigns a communicative style to the other party, making a judgement
of the effectiveness of their interpersonal communications (Williams, Spiro & Fine
1990).
Communication style has been described and defined in a range of ways, usually
depending on the context, and covers a wide range of behaviours that reflect the
individual preferences and normative expectations of both parties (Sheth 1976). Klauss
and Bass (1982) define communication style as “a set of critical, essential elements or
behaviors that in combination can be used to describe in a generalized way” (p.36) how
a person communicates with others. Schein (1969), in an organisational context, used a
range of personal characteristics and actions, such as degree of assertiveness,
questioning behaviour, how pedantic or humorous the person is, the characteristics of
the person’s voice and the level and type of body language, to describe communication
style. The orignator’s personal characteristics, behaviours and actions convey messages
to the recipient that influence their opinion as to the effectiveness of the originator as a
communicator.

Klauss and Bass (1982) suggest that one’s communication style

determines credibility; Chapter 3 of this study proposes that communication style is an
antecedent of trust in a service provider’s credibility.
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2.11.4 Social Dialogue
Whilst communication in its broader sense can be thought of as the exchange of a
variety of aspects of information such as messages, facts, ideas and opinions, the
transmission of feelings and emotions is often intertwined with these more obvious
aspects, so that the feelings are being exchanged often without the participants realising.
Early interpersonal-communication theory researchers (Cherry 1978; Hovland, Janis &
Kelley 1953; Schramm 1963; Watzlawick, Beavin & Jackson 1967) identified this
social phenomenon as an important aspect of marketing. This has been continued by
the service-dominant view of marketing, which suggests that marketing is a “social
process with economic outcomes” (Varey & Ballantyne 2005, p.18). More specifically,
the relationship marketing view suggests it is “grounded in social networks of dialogical
interaction” (Varey & Ballantyne 2005, p.18), where the interacting parties are seen as
social actors. It is also important not to gloss over Miller’s (1951) point that there is a
social dimension to communications.

This social dimension and its associated

emotional issues have only received limited attention in the marketing communication
literature; this study’s investigations in this area are a key contribution and will be
discussed more extensively later.
The emotional and social aspects of interpersonal communications are important, as
human relations are an intricate web of “emotions and sentiments as well as thoughts
and ideas” (Bergin 1981, p.4). This contention is supported by Osgood (1954), who
pronounced that communication “is chiefly a social affair” (p.2), and by Newcomb
(1953), who implored researchers to investigate the “phenomena of social interaction”
as “events within communication systems” (p.403). On a similar vein, Hall (1973)
contended that social processes are a prerequisite for communication. Often, so-called
“informal” conversations take place in order to satisfy people’s social needs (Herbert
1977): communication about any topic rarely, if ever, takes place in a social vacuum
(Newcomb 1953, p.394).
The first step in the interaction process often involves establishing a rapport with the
other party before moving onto the specific, business-related content of the
communication (Sheth 1976). It is this interpersonal rapport between the professionalservice provider and their client that differentiates one professional service from the rest
of the pack (Schultz, Tannenbaum & Lauterborn 1993, p.85). If this aspect of the
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interaction is missing, an emotional discrepancy may occur that can lead to possible
“irrational” responses (Andersen 2001, p.177). Such interpersonal “chemistry” has a
crucial role in communication and interpersonal relationships (Andersen 2001) and
forms the basis of one of the measurement items for social dialogue in this study.
In the context of professional services, where complexity of the subject matter requires
the client to place great trust in the service provider (“high-credence” services),
information imbalance often means that the client has incomplete information or lack of
knowledge, making it difficult to form opinions or make decisions. In this type of
situation the client often falls back to an area of the interaction where they do have the
ability to form opinions: the affective elements (e.g. making a judgement of the other
party’s character) that they discern through the process of social dialogue (Andersen
2001).
Support for the inclusion of a sub-construct of ICE that tapped these emotional and
social aspects comes from the literature and prior exploratory qualitative research
(Appendix 4.1).

This fundamental aspect of ICE is specifically investigated here

because it taps into the process of personalising and socialising the interpersonal
interaction. Hence, the social and emotional dimension labelled social dialogue is
included as one of the three proposed dimensions of ICE, and will be used as a subconstruct in the modelling proposed in Chapter 3.
2.11.5 ICE Conclusion
Each of these communication sub-constructs provides a unique contribution to a client’s
overall assessment of the financial planner’s communication effectiveness. In addition
to its contribution to theory development, the decomposition approach used in this study
also provides a focus for specifically targeted managerial actions for improving the
effectiveness of their communications, enhancing and maintaining relationships with
their clients. This additional focus on the development of “practice theory” (Klauss &
Bass 1982, p.33) is seen as a worthwhile and important aspect of research into
marketing communication (Friedlander & Brown 1974; Weisbord 1976).
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2.12 Service Quality
Much of the research to date concerning service quality has focused on service contexts
with search or experience qualities, (i.e. those shown to the left and centre of Figure
2.2), with very limited investigation of high-credence services (Bowen & Jones 1986)
such as financial planning.

This study makes a contribution by extending the

understanding of service quality in high-credence professional services context (Darby
& Karni 1973) such as personal financial planning. The contribution has two main
aspects. First, it decomposes service quality into the two sub-constructs of process
quality and outcome quality to enhance the explanatory power of the proposed model in
Chapter 3. Figure 2.4 shows the service quality sub-constructs highlighted in black, and
their relationship to the other constructs (shown as grey).

Figure 2.4: Service Quality Sub-Constructs
Second, it develops and tests new measurement scales for these sub-constructs (see
Chapter 4). Service quality is hypothesised as an important antecedent to trust and
relationship commitment in the proposed model.
As indicated earlier, this research takes the client’s perspective for all constructs. This is
particularly important when analysing service quality, as the client is “the sole judge of
service quality” (Berry, Zeithaml & Parasuraman 1990, p.29) and their perception is the
one “that counts” (Grönroos 1988, p.11). Hence, the focus here will be on the service
quality literature based on the client’s perspective (Crosby 1979; Grönroos 1984;
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Parasuraman, Zeithaml & Berry 1985, 1988; Carman 1990; Smith 1995; Sweeney,
Soutar & Johnson 1997). This study uses insights from the clients’ experiences of the
service encounter (Bitner, Booms & Mohr 1994; Chandon, Leo & Philippe 1997) and
their views on service quality. This research approach and early methodology stages are
conceptually similar to those of Aldlaigan and Buttle (2002) and Karatepe, Yavas and
Babakus (2005).
It is well established that services are different to products. Attributes of service quality
are also different from those of product quality (Grönroos 1993; Oliver 1993b). Service
quality is seen as being an abstract and elusive construct (Karatepe, Yavas & Babakus
2005) due to the lack of consistent objective measures (Boulding, Kalra, Staelin &
Zeithaml 1993). Clients form a personal perception of quality based on the “subjective
interpretation” of their overall experience (Lehtinen & Lehtinen 1982, p.13; Holbrook
& Corfman 1985; Jacoby & Olson 1985; Grönroos 1988, 1993; Iacobucci, Grayson &
Ostrom 1994). This suggests that service quality is an appraisal construct (Bolton &
Drew 1991a; Brown & Swartz 1989) where the client makes “an overall assessment of
the standard of service received” (Dagger & Sweeney 2006, p.5; Brady & Cronin
2001a). This is consistent with Cronin and Taylor’s (1992) view that service quality is
a general attitude resulting from a “comparison of expectations with perceptions of
performance” (Parasuraman, Zeithaml & Berry 1988, p.15).
2.12.1 Service Quality Literature Review
This section of the literature review starts with the evolution of service quality from the
early 1980s (Grönroos 1982, 1984; Parasuraman, Zeithaml & Berry 1985), with a focus
on the various attempts to decompose the service-quality construct into its attributes and
component dimensions (Parasuraman, Zeithaml & Berry 1988, 1994; Lovelock 1991;
Lehtinen & Lehtinen 1982, 1991; Brady & Cronin 2001a; Dagger & Sweeney 2007).
Elements of these identified dimensions of service quality from the literature, combined
with insights gained from the prior exploratory qualitative research (Appendix 4.1),
form the basis of the two sub-constructs of service quality that have been labelled in this
study as process quality and outcome quality.
It is acknowledged that this labelling is not unique, having been used previously, for
example, by Mentzer, Flint & Hult (2001) for logistics service quality and Collier &
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Bienstock (2006) for e-service quality. However, the application and measurement of
the process-quality and outcome-quality sub-constructs for this research context are
unique. Measurement items for each sub-construct have been specifically developed to
suit this context (Koerner 2000), having been developed from from literature that focus
on a similar context (e.g. Sharma and Patterson 1999) and prior exploratory qualitative
research.
During the 1980s researchers in both the USA (such as Parasuraman, Zeithaml and
Berry 1985, 1988) and Europe (such as Grönroos 1982, 1984 and Lehtinen and
Lehtinen 1982) began postulating models of service quality based on varying numbers
of dimensions and on disconfirmation of expectancy theory (Oliver 1977, 1980;
Babakus & Boller 1992).

Arguably the best known service-quality model was

Parasuraman, Zeithaml and Berry’s (1985, 1988) SERVQUAL model (Brown,
Churchill & Peter 1993; Iacobucci, Grayson & Ostrom 1994; Hemmasi, Strong &
Taylor 1994), which was based on five dimensions of service quality: responsiveness,
assurance, tangibles, empathy and reliability. Also during the early 1980s in Europe,
Grönroos (1982, 1984) suggested that service quality consisted of two dimensions,
which he labelled “functional quality” and “technical quality”.
Initially, the SERVQUAL model, which essentially used an expectation/perception gap
analysis approach, attracted a great deal of support from both academics and
practitioners in the USA (Brown & Swartz 1989; Webster 1989; Babakus & Boller
1992; Iacobucci, Grayson & Ostrom 1994). However, by the early 1990s it had also
attracted some criticism. Grönroos (1993) divides these concerns into two groups:
concerns over perceived service-quality paradoxes (i.e. the bad-service paradox, the
marketing

paradox

and

the

learning

paradox);

and

concerns

over

confirmation/disconfirmation methodological and theoretical dilemmas. For example,
some researchers had difficulties replicating the five dimensions across a number of
contexts, such as Finn and Lamb (1991) in a retail setting; and Reidenbach and
Sandifer-Smallwood (1990) and Babakus and Mangold (1992) in a health-care hospital
setting. Others had concerns with the appropriateness of quantifying service quality as
a resultant “gap” score (see Peter, Churchill and Brown (1993) for concerns about the
difference scores approach and Brown, Churchill and Peter (1993) specifically for
issues with the SERVQUAL scale). Some expressed concerns with the reliability and
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validity of the scale (Carman 1990; Cronin & Taylor 1992; Babakus & Boller 1992;
Teas 1993b, 1994; Smith 1995, 1999; Buttle 1996c; Dabholkar, Thorpe & Rentz 1996;
Karatepe, Yavas & Babakus 2005).

Cronin and Taylor (1992) put forward an

alternative performance-only approach to SERVQUAL, which they labelled as
SERVPERF; this evolution removed the expectations-measurement requirement. A
number of marketing researchers (e.g. Dabholkar, Sheppard and Thorpe (2000) and
Brady and Cronin (2001a) later added their support for not including expectations,
which heralded a theoretical shift from discomfirmation of expectations to a
performance and attitude-based conceptualisation (Brady, Cronin & Brand 2002).
This study which focuses on professional service quality context, does not use the
SERVQUAL approach.

Instead, the author has developed a new measurement

instrument for the specific context of this research (Paulin & Perrien 1996; Brady &
Cronin 2001a; Aldlaigan & Buttle 2002; Karatepe, Yavas & Babakus 2005; Caro &
García 2008). This instrument draws on the reasoned-action approach and aspects of
Grönroos’s (1982, 1984) conceptualisation of functional and technical quality, and
overcomes a number of the historical concerns with the SERVQUAL approach.
2.12.2 Service Quality is Hard to Evaluate for Professional Services
Clients can find it quite difficult to establish the quality of professional services (Brown
& Swartz 1989). The combination of high-credence, search and experience qualities
(see Figure 2.2) (Stigler 1961; Nelson 1970), together with the unique characteristics of
services (Regan 1963; Rathmell 1966; Uhl & Upah 1983; Bebko 2000), make it hard for
clients to evaluate the pre-, during- and post-service stages of professional service
provision. This, in conjunction with the long-term nature of professional services
(Davies et al. 1999), offers only a few cues to help in assessing service quality.
Consequently, clients look to aspects of the professional-service experience they can
make judgements about, such as the quality of their interactions with their financial
planner (Lehtinen & Lehtinen 1982; Lapierre 1997; Patterson & Spreng 1997; Sharma
& Patterson 1999).
Most interactions studied took place at the client’s premises, where the aspect of
“tangibles” (Parasuraman, Zeithaml & Berry 1985, 1988) and the “servicescape”
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(Bitner, 1992), from which clients with limited experience could normally take their
cues (Brush & Artz 1999; Dagger & Sweeney 2007), do not play a major role.
The inseparability of the production and consumption characteristic of services also
makes the assessment of service quality difficult, as both participants have a part to play
in a successful outcome. That is, the client also has to play their role to a high standard
for the service to be perceived as high-quality (Zeithaml 1981; Berry, Zeithaml &
Parasuraman 1985; Gummesson 1991a).
2.12.3 Decomposition of Service Quality
This study views service quality as a multidimensional construct; this approach has
considerable support from the literature (Parasuraman, Zeithaml & Berry 1985, 1988;
Cronin & Taylor 1992; Richard & Allaway 1993; de Ruyter & Wetzels 1998; Brady &
Cronin 2001a). The approach used in this research is also consistent with the Nordic
School approach (Grönroos 1991a) to relationship marketing and the service-dominant
approach (Vargo & Lusch 2004, 2008), which view service quality as a
“multidimensional, high-order construct” (Dagger & Sweeney 2007, p.25).
In this study, service quality is divided for the purposes of modelling and analysis into
the two sub-constructs of outcome quality and process quality (Grönroos 1982, 1984;
Lehtinen & Lehtinen 1982, 1991; Powpaka 1996; Sharma & Patterson 1999; Dabholkar
& Overby 2005). This approach acknowledges that service-quality evaluations are
based on a combination of the outcome of the service as well as the process of service
delivery (Grönroos 1988; Herbig & O’Hara 1994); the approach enhances both the
researcher’s and practitioner’s diagnostic ability, as each dimension differentially
affects the client’s perception of the quality of the service experience (Mels, Boshoff &
Nel 1997; Harrison-Walker 2001; Dagger & Sweeney 2006).
How the client views the “outcomes” of the service will be a different process to how
the client views the “processes” involved in service delivery, with each dimension being
weighted differently in an overall judgement of service quality. For example, in the
context of high-service encounters such as financial planning, Lin (2007) suggests that
process quality is more important than outcome quality, and that it forms the basis for
comparative advantage.

However, this finding appears to be contrary to views
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expressed by clients during the prior exploratory qualitative research (Appendix 4.1):
they seemed to be more concerned with the outcomes of their investments. Clients may
perceive outcome quality to be high even as they preceive process quality to be low, and
vice versa (Dagger & Sweeney 2006). By developing new measurement scales for each
sub-construct, this study provides both a more focused approach and an extension to
theory, as well as giving financial planners better practical diagnostic tools for analysing
perceived service quality.
2.12.4 Outcome Quality
The sub-construct outcome quality is concerned with what is delivered: what the service
actually accomplishes (Grönroos 1988; Rust & Oliver 1994; McDougall & Levesque
1994), what the client receives (Mohr & Bitner 1995) or what the client is left with at
the end (Collier & Bienstock 2006). The assessment of the outcome is usually made
after the service experience (Berry, Zeithaml & Parasuraman 1985; Swartz & Brown
1989), and has a great influence on the client’s perception of service quality (Caro &
García 2008).
A number of academics have referred to outcome quality as “technical” quality
(Grönroos 1983; Lovelock 1996; Sharma & Patterson 1999) and define it in similar
conceptual terms, such as “the quality and accuracy of the advice” and “meeting the
performance expectations of customers” (Bell, Auh & Smalley 2005, p.174). Clients
who participated in the prior exploratory qualitative research spoke in terms of
“outcomes”: for example, how they perceived their investments performing (e.g. return
on investment).

None of them mentioned the term “technical” quality as such.

However, the only main difference among the labels is whether quality is being viewed
from an academic or practice perspective.
Service outcomes are linked to the financial planner’s level of expertise; this manifests
itself in attributes such as extent of knowledge and degree of professionalism.
Additonal factors, such as information asymmetry, make it hard for clients to evaluate
their financial planners (Lehtinen & Lehtinen 1991; Mangold & Babakus 1991;
Powpaka 1996), especially early on in the relationship, when they are relatively
inexperienced with financial planning (Brush & Artz 1999; Dagger & Sweeney 2007).
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The importance of the outcome dimension to the client’s evaluation of service quality is
related to their risk attitude and sensitivity to poor financial performance of their
investment (Mittal, Ross & Baldasare 1998; Caro & García 2008). This study captures
these issues by hypothesising a direct link between outcome quality and credibility trust
(see the model set out in Chapter 3).
Due partly to the lack of research attention to outcome quality as compared to process
quality (Mangold & Babakus 1991; Baker & Lamb 1993; Woodall 2001; Kang & James
2004), there is a lack of consistent measures for outcome service quality.

This

necessitates the development of context-specific measures (Kang & James 2004).
Details of the literature source and support for each measurement item used in the final
measurement scale used for outcome quality are provided in Table 2.2.
Table 2.2: Literature Support for Outcome Quality Measurement Items
Outcome Quality

Source

q6b.1: My financial adviser has performed well in investing my money
in appropriate investment options that suit my risk attitude.

Kirchmajer:
Qual. Phase & Liter.

q6b.3: My financial adviser has helped me to protect my current
position by recommending the best possible investment option(s).

Sharma & Patterson
1999

q6b.4: My financial adviser has provided a short-term return which was
within my expectations.

Kirchmajer:
Qual. Phase & Liter.

q6b.5: My financial adviser has provided a long-term return which was
within my expectations.

Kirchmajer:
Qual. Phase & Liter.

q6b.6: My financial adviser has performed well in providing a good
return on my investments.

Sharma & Patterson
1999

2.12.5 Process Quality
The sub-construct process quality is concerned with how the service is delivered. It
focuses on the interaction between the financial planner and their clients (Grönroos
1984, 1990a; Lehtinen & Lehtinen 1982, 1991; Dagger & Sweeney 2006). In a similar
vein to the labelling discussion for outcome quality, a number of academics have
referred to process quality as “functional” quality (Grönroos 1983, 1988; Lovelock
1996; Sharma & Patterson 1999) and define it in similar conceptual terms, such as “the
process-related elements of service delivery (e.g. accessibility and empathy of service
providers)” (Bell, Auh & Smalley, 2005, p.174). The assessment is usually made
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during the service experience (Berry, Zeithaml & Parasuraman 1985; Swartz & Brown
1989). Clients in this study spoke in terms of how they perceived their interactions with
their financial planner and their support staff; none of them mentioning “functional”
quality as such. For similar reasons as discussed for outcome quality, this investigation
has adopted the label “process” quality.
Clients form their perceptions of service quality during the service encounter; more
specifically, from the interaction behaviours of the contact person. Responsiveness,
personal attention, courtesy and the keeping of promises play a major role (Aldrich &
Herker 1977; Parasuraman, Zeithaml, & Berry 1988; Zeithaml, Berry & Parasuraman
1988; Lehtinen & Lehtinen 1991; Bettencourt & Brown 2003).

Generally these

attributes are known as experience qualities. They manifest themselves as various
aspects of the interactions; for example, the degree to which the financial planner pays
attention to the needs and feelings of their clients, the timeliness of their advice and
interaction, waiting time, availability, accessibility and the reliability of the service
(Dagger & Sweeney 2007).
Details of the literature source and support for each measurement item used in the final
measurement scale used for process quality are provided in Table 2.3.
Table 2.3: Literature Support for Process Quality Measurement Items
Process Quality

Source

q6a.4: My financial adviser responds promptly to my
requests or queries.

Hemmasi, Strong & Taylor 1994;
Sharma & Patterson 1999

q6a.5: My financial adviser takes time to understand my
needs and goals.

Kirchmajer:
Qual. Phase & Liter.

q6a.6: My financial adviser is easy to access when I need to
see him/her.

Kirchmajer:
Qual. Phase & Liter.

q6a.8: My financial adviser is prepared to “go the extra
mile” when necessary to ensure I am satisfied.

Kirchmajer:
Qual. Phase & Liter.

q6a.10: My financial adviser and I have a good working
relationship.

Kirchmajer:
Qual. Phase & Liter.

q6a.12: My financial adviser is supported by good office
staff and a good system.

Hemmasi, Strong & Taylor 1994;
Kirchmajer:
Qual. Phase & Liter.
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The measurement items for both outcome and process quality are based on the literature
review and prior exploratory qualitative research (Appendix 4.1), and are the result of
the item-generation, validity and reliability assessment processes and the exploratory
(SPSS) and confirmatory factor analysis (AMOS) described in detail in Chapter 4. The
development, purification, rigorous testing and confirmation by appropriate empirical
methods of new measurement items for both outcome and process quality is one of a
number of contributions made by this thesis.
2.13 Trust
Trust is a critical factor in the development and maintenance of successful interpersonal
dyadic relationships (Rotter 1971, 1980; Larzelere & Huston 1980; Butler 1991;
Morgan & Hunt 1994; Brashear et al. 2003), including those between financial planners
and their clients, and an important feature of their continuing social-exchange
relationships (Johnson-George & Swap 1982; Barber 1983; Lewis & Weigert 1985b;
Gambetta 1988; Garbarino & Johnson 1999). In this study trust is decomposed into the
two sub-constructs of credibility trust and benevolence trust to enhance the explanatory
power of the proposed model and is hypothesised as an important antecedent to
relationship commitment. A full discussion for the rationale of decomposing trust into
the sub-constructs and linkage from trust to relationship commitment is provided in
Chapter 3. Figure 2.5 shows the trust sub-constructs highlighted in black, and their
relationship to the other constructs (shown as grey).

Figure 2.5: Trust Sub-Constructs
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The trust literature is reviewed with a focus on interpersonal (Zand 1972b;
Golembiewski & McConkie 1975) and situational (Harris & Dibben 1999) trust. This
study applies a “relationship-specific boundary condition” (Mayer, Davis & Schoorman
1995, p.711), and also takes heed of the call from Johnson-George and Swap (1982) that
to understand trust requires that it be “investigated in the context of an evolving, shared
association between individuals” (p.1316). In particular, the focus is on the credibilitytrust and benevolence-trust sub-constructs, as they are seen as the basis for clients’
perceptions of trust in their financial planner (Ganesan 1994; Morgan & Hunt 1994;
Doney & Cannon 1997).
Personal financial-planning professional services are inherently complex; the
development of interpersonal trust frees the client from the “unmanageable complexity”
(Bachmann & Zaheer 2006, p.6). Interpersonal trust has been described as “the ‘glue’
that holds a relationship together” (Lewicki & Wiethoff 2000, p.86); the “lubricant” to
provide a “smoothing effect” (Das & Teng 1998, p.503) in interpersonal interactions as
well as “a foundation of relations among human beings” (Bok 1989, p.33).
2.13.1 Elements of Trust
This research draws on investigations of trust from a wide range of disciplines such as
psychology, sociology, economics, anthropology, management and marketing (e.g.
Giffin 1967; Barber 1983; Swan & Nolan 1985; Gambetta 1988; Fukuyama 1995;
Hosmer 1995; McAllister 1995; Doney & Cannon 1997; Soule 1998; Atuahene-Gima &
Li 2002; Costa & Bijlsma-Frankema 2007; Kenning 2008). For a recent brief review of
the trust literature, see Bachmann and Zaheer (2006, 2008, 2008b). Each discipline
tends to identify key elements of trust using their own specific lenses and filters (Lewis
& Weigert 1985b; Lewicki, McAllister & Bies 1998; Tyler 2003). This has resulted in
wide-ranging, and at times, divergent conceptualisations, definitions and measurements
(Rotter 1967; Larzelere & Huston 1980; Butler 1991; Williamson 1993; Doney &
Cannon 1997; Lewicki & Wiethoff 2000; Şengün & Wasti 2007). The literature reveals
a number of common underlying elements and factors associated with trust: risk,
vulnerability, reliability, predictability, confidence, integrity and competence. These
elements are relevant and useful in developing and applying the proposed credibilitytrust and benevolence-trust sub-constructs.
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Risk is core to many conceptualisations of trust (Rotter 1967, 1980; Luhmann 1979;
Boon & Holmes 1991), with some researchers suggesting that the “need for trust only
arises in a risky situation” (Dyer & Chu 2000, p.261; Deutsch 1958). Clients realise
that most financial investments have some risk associated with them; however, they are
often unable to undertake their own identification and analysis to make a proper
judgement of the risk associated with their investments.
Associated with trust and risk is the aspect of vulnerability, where clients willingly
expose themselves to possible harm and an increased probability of being taken
advantage of (Barber 1983; Morgan & Hunt 1994; Mishra 1996; Das & Teng 1998). In
effect, it means that the client relinquishes control (Zand 1972b; Butler 1991) to their
financial planner with the attendant risk that they may be betrayed (Elangovan &
Shapiro 1998; Butler 1999). Consequently, having to trust their financial planner is one
of the few options available to the client to manage the fear that the financial planner
might exploit their vulnerability (Sako 1992; Sabel 1993) and to lower their perceived
risk (Zeithaml 1981).
In many definitions of trust, the aspect of reliability and a party’s “willingness to rely on
another party” (Doney, Cannon & Mullen 1998, p.604) in risky circumstances is a core
component and attracts wide support (Swan, Trawick & Silva 1985; Morgan & Hunt
1994; Doney & Cannon 1997). This ability to be able to rely upon the other party
suggests that they behave in a predictable (Giffin 1967; Butler 1991), consistent,
dependable (Swan et al. 1988) and reliable manner (Johnson-George & Swap 1982;
Kenning 2008). The perception of reliability that is built up over time and repeated
interactions (Rousseau et al. 1998) leads the client to have confidence in their financial
planner (Doney & Cannon 1997). Reliability is a key dimension of the cognitive
aspects of the credibility-trust sub-construct (Ganesan 1994; Geyskens & Steenkamp
1995).
Predictability and the notion of expectancy have been cited as elements of trust (Rotter
1971; Rempel, Holmes & Zanna 1985); they are often associated with the keeping of
both explicit and implicit promises. This “predictable trust” (Clawson 1989, p.11) is
based on the client knowing in advance how the financial planner would act or behave.
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Conversely, where a client is unable to predict their financial planner’s behaviour and/or
the performance of their investments, the “lack of predictability leads to a lack of trust”
(Belasco 1989, p.14).
Confidence in a person or process is viewed as one of the key elements of trust (Das &
Teng 1998; Lewicki, McAllister & Bies 1998; Ferrin, Bligh & Kohles 2007). Hosmer
(1995) suggests that confidence is “synonymous with trust” (p.382). Client confidence
is linked to their positive expectations concerning their financial planner’s motives and
goodwill towards them (Baier 1986; Gambetta 1988b; McAllister 1995). It manifests
itself by the planner being trustworthy over time, by reliably making efforts to stand by
their word, by delivering on prior commitments and promises (Covey 1989; Robinson
1996) and by being honest (Gabarro 1978; Larzelere & Huston 1980; Swan & Nolan
1985; Morgan & Hunt 1994). Confidence has a role to play in both the credibility-trust
and benevolence-trust sub-constructs.
Integrity is a complex concept linked to aspects of morality such as honesty, sincerity,
fairness and the avoidance of deception (Gabarro 1978; McFall 1987; Butler 1991), and
is seen as a key element of interpersonal trust (Deutsch 1958; Moorman, Deshpandé &
Zaltman 1993; Morgan & Hunt 1994). The risk to trust development is due to the
variability of individuals’ integrity and their propensity to cheat for personal gain
(Atuahene-Gima & Li 2002; Brashear et al. 2003). Clients trust that their financial
planner will not behave in an opportunistic manner (Heide & John 1988; Williamson
1993b) or take unfair advantage of their situation; in other words, that they will serve
their client’s long-term interests (Gambetta 1988b) and not their own short-term selfinterest (Williamson 1975; Swan et al. 1988). It is important for client trust that the
financial planner does not take the “opportunity for malfeasance” (Mishra 1996, p. 265)
when clients expose their vulnerability (Lewis & Weigert 1985b).
Linked to integrity is the ability of the financial planner to keep confidential the
personal, financial and sensitive information normally provided by the client
(Parasuraman, Zeithaml & Berry 1985).

This sharing of sensitive, confidential,

personal information is a basis of goodwill (Şengün & Wasti 2007).
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Competence has been identified as a necessary and core component of trust (Rotter
1971; Gabarro 1978; Swan et al. 1988; Covey 1989; Butler 1991; Sako 1992).
Professional and technical competence and knowledge are individual abilities that
constitute elements of trust (Parsons 1969; Swan, Trawick & Silva 1985). Similar and
related terms and concepts such as ability, perceived or expected expertise and good
business sense are also found in the literature (Deutsch 1960; Giffin 1967; Brashear et
al. 2003). Competence is associated with performance risk (Das & Teng 2001), which
is a core aspect of the credibility-trust sub-construct.

The client expects that the

financial planner is able to perform their role – that the planner has the necessary
technical knowledge, skills, expertise, interpersonal skills and resources to do the job
(Giffin 1967; Barber 1983) and is capable of making competent decisions (Mishra
1996). A financial planner who is seen as being merely benevolent without being
competent is viewed as not trustworthy (Covey 1989). The client uses their preception
that the financial planner is competent to form credibilty trust (Lewis & Weigert
1985b).
2.13.2 Dimensions of Trust
Some have treated trust as being unidimensional (Lorenz 1993; Brashear et al. 2003),
considering some of the elements of trust as if they were the only dimension. For
example, some researchers have equated trust solely with reliability (Garbarino &
Johnson 1999), or integrity or honesty (Jap 1999), or competence (Cook & Wall 1980),
or benevolence (Anderson & Weitz 1989). These single-dimension conceptualisations
of trust do not adequately address such a complex construct (Ring 1996). This view is
supported by the many others who have treated trust as being multidimensional (Barber
1983; Butler & Cantrell 1984; Swan et al. 1988; Doney & Cannon 1997). A range of
dimensions have been proposed in various combinations, capturing psychological,
cognitive, calculative, emotional, affective, social and behavioural aspects of trust
(Lewis & Weigert 1985b; Williamson 1993; McAllister 1995). The characteristics of
each of these dimensional aspects will be briefly discussed in order to provide an insight
as to how they relate to the credibility-trust and benevolence-trust sub-constructs.
Trust can be viewed as a psychological state involving the client’s psychological
dimensions of “feelings, beliefs, intentions and behaviour” (Swan et al. 1988, p.2). The
client’s psychological perception of trust is based on positive or confident expectations
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of their financial planner’s intentions and behaviour (Deutsch 1958; Rotter 1971; Boon
& Holmes 1991; Rousseau et al. 1998; Kenning 2008). This form of trust is based on
the “fiduciary duty of professionals” (Hosmer 1995, p.383; Barber 1983) or fiduciary
trust (Ring 1996), where the interests of the client are put before the interests of the
financial planner. This aspect is directly related to the earlier discussion on integrity
and non-opportunistic behaviour.
Clients form an opinion as to as to whether to trust their financial planner using
cognitive processes (Swan et al. 1988); that is, they form their opinion on the basis of
“good rational reasons” (Lewis & Weigert 1985b, p.972).

The client uses prior

experience and evidence as the basis for analysis and rational reasoning to form
opinions and to predict outcomes and their consequences (Bluhm 1987). The reported
cognitive processes often concern the competence of the financial planner, which is
related to credibility trust. However, Lewis & Weigert (1985b) caution against the
“overrationalized conception of trust” (p.976) at the expense of ignoring the emotional
and social aspects.
There is support for cognitive processes to be applied to both the credibility-trust and
benevolence-trust sub-constructs depending on the circumstances and context (Lewis &
Weigert 1985b; Kenning 2008). An example of benevolence trust would be the use of
cognitive processes in the formation of an opinion concerning the honesty and integrity
(Swan et al. 1988) of the financial planner. Usually cognitive trust is reached when the
client does not feel the need for any further evidence or rational reasons for their
confidence that their financial planner is trustworthy.
Emotional and social aspects complement the cognitive or instrumental basis of trust
(Swan et al. 1988; Tyler 2003); importantly, they are key to benevolence trust.
Emotional trust is based on the affective component of the emotional bonds between the
client and their financial planner, and is particularly intense in such a close relationship,
where it forms from the emotional investments made in the social situation between
them (Lewis & Weigert 1985b). Positive affect and liking are typical outcomes (Swan
et al. 1988). Its power and impact revolves around the intense emotional pain or
outrage should one be betrayed. Such betrayal would severly affect trust and the
foundations of the relationship itself.
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A socially based trust mechanism is important where predictability and judgements
about the planner’s competence are difficult for the client to make. Support for the
inclusion of a social dimension of trust comes from diverse areas such as sociological
(Blau, 1964; Barber 1983) and interorganisational research (Powell 1996; Ferrin, Bligh
& Kohles 2007). Historically, the social side of trust has received limited attention
(Lewicki, McAllister & Bies 1998), as evidenced by Lewis & Weigert (1985b) chiding
trust researchers for not appreciating the contributions of Simmel (1964), Parsons
(1967) or Luhmann (1979) and for not adequately recognising the social nature of trust.
An individual is in essence a “social animal” (Williamson 1993, p.475), so it should not
be surprising that the interaction between the client and their financial planner has an
ongoing dyadic social aspect (Larzelere & Huston 1980).

It is in these social

relationships that trust is “based on attributions about the motives of others” (Tyler
2003, p.559); the assumption is that one has respect and concern for the other’s welfare
(Gambetta 1988; Robinson 1996).

The development of mutual norms, bonds of

friendship and empathy (Nooteboom, Berger & Noorderhaven 1997) forms the basis for
benevolence trust. As the number, duration and intensity of the social interactions
increase, the social bonds strengthen.
The social knowledge gained from accumulated long-term social interactions provides
the “social memory” and “serial equity” that form the basis for understanding the moral
character of the other party’s behaviour (Hill 1990; Sohn 1994) and higher levels of
benevolence trust (Ring 1996).
The early behavioural trust research was based on the work of behavioural
psychologists (e.g. Morton Deutsch) who used experimental game theory techniques
such as the “prisoner’s dilemma” (Rotter 1971; Lewis & Weigert 1985b; Ferrin, Bligh
& Kohles 2007). More recently, behavioural trust has been regarded as based on
behavioural enactment (Aiken & Boush 2006) and the assumption that human
behaviour is consistent and predictable (Doney, Cannon & Mullen 1998).
Behavioural assumptions can be viewed from a number of perspectives. From an
economic calculative perspective, the assumption is that most people will be
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opportunistic and act in their own self-interest (Williamson 1985b). From a capability
perspective, the assumption is that individuals have quite different levels of expertise,
ability or competence; this affects whether they can deliver on their promises (Doney,
Cannon & Mullen 1998). From an intentionality and benevolence perspective the
assumption is that many individuals “are geared towards others – not themselves”
(Doney, Cannon & Mullen 1998, p.606; Gambetta 1988b); this tends to be the case
particularly when the parties have shared values and norms (Macneil 1980; Lorenz
1993).

Behavioural trust contributes to both credibility trust, as it draws on the

economic calculative and capability behaviour perspectives, and benevolence trust, as it
draws on the intentionality and benevolence perspective.
2.13.3 A Two-Sub-Construct View of Trust
Based on the review of the various trust dimensions cited in the literature and the
insights from the prior exploratory qualitative research (Appendix 4.1), this study
decomposes the concept of trust into two sub-constructs: credibility trust and
benevolence trust (Ganesan 1994; Doney & Cannon 1997).
Support for this conceptualisation of trust comes from a range of researchers who have
used similar concepts, but in some cases have used slightly different terminology (Table
2.4).
Table 2.4: Credibility and Benevolence Trust Terminologies
Source

Type of Trust 1
Credibility
or term used

Type of Trust 2
Benevolence
or term used

Rotter 1971

Competence

Altruism

Bonoma 1976

Predictability, credibility

Social altruism

Gabarro 1978

Competence, judgement

Character, integrity

Larzelere & Huston 1980

Credibility

Benevolence

Lieberman 1981

Competence

Integrity

Barber 1983

Technical competence

Fudiciary or direct moral
responsibility

Lewis & Weigert 1985b

Competence

Emotional trust

Rempel, Holmes & Zanna 1985

Predictability

Faith, dependability

Ring & Van de Ven 1992

Predictability of outcomes

Resilience (goodwill)

Sako 1992

Competence

Goodwill
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Source

Type of Trust 1
Credibility
or term used

Type of Trust 2
Benevolence
or term used

Moorman, Deshpandé & Zaltman
1993

Credibility

Integrity

Ganesan 1994

Credibility

Benevolence

Mayer, Davis & Schoorman 1995

Competence

Behavioural integrity,
benevolence

McAllister 1995

Cognitive (calculative)

Affect-based (goodwill)

Cummings & Bromiley 1996

Cognitive perspective

Affective perspective

Lewicki & Bunker 1996

Calculus and knowledge

Identification

Mishra 1996

Competence

Fiduciary responsibility
(i.e. concern)

Nooteboom 1996

Ability to perform
(competence)

Intentions (goodwill)

Ring 1996

Fragile (calculative)

Resilience (goodwill)

Doney & Cannon 1997

Credibility

Benevolence

Ganesan & Hess 1997

Credibility

Benevolence

Baker, Simpson & Siguaw 1999

Credibility

Benevolence

Das & Teng 2001

Competence

Goodwill

Coulter & Coulter 2003

Performance-related
(competence etc.)

Personality-related
(empathy etc.)

McEvily, Perrone & Zaheer 2003b

Calculated expectation

Non-calculative

Aiken & Boush 2006

Credibility (cognitive,
calculative, prediction)

Benevolence (affective)

Chiou & Droge 2006

Credibility

Benevolence

Álvarez, Martin & Casielles 2007

Credibility, competence
(cognitive)

Benevolence (behavioural)

Şengün & Wasti 2007

Competence

Goodwill

Kenning 2008

Credibility

Benevolence

Molm, Schaefer & Collett 2009

Fragile

Resilient

Brief examples of support for the two-sub-construct view of trust include Lewis &
Weigert (1985b), who propose emotional trust (an aspect of benevolence trust) where
the trusting behaviour is motivated by a strong positive affect for the other party as one
dimension, and cognitive trust (an aspect of credibility trust) where there are “good
rational reasons” (p.972) why the other party merits trust as the other dimension. They
conclude, based on the work of Weigert (1981), that trust is “a mix of feeling and
rational thinking” (p.972).

Mayer, Davis and Schoorman (1995) and Costa and
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Bijlsma-Frankema (2007) cover similar aspects with their three factors of trust: ability
or competence, benevolence or goodwill and integrity or willingness to fulfil
commitments. Ring (1996) puts forward two types of trust: fragile trust and resilient
trust. Fragile trust rests on the calculative (Williamson 1993) and predictability-ofoutcomes approaches. Resilient trust is founded on the non-calculative view of trust,
where trust is viewed as being based on moral integrity (Baier 1986) and belief in the
goodwill of the other party (Ring & Van de Ven 1992). McAllister (1995) suggest a
cognitive or calculative-based trust and an affect or goodwill-based trust. Das and Teng
(2001) assert two dimensions of trust, and point out that this approach parallels the
splitting of dimensions of risk into relational risk and performance risk. Rotter (1971)
aso provides support for credibility (competence) as a key dimension of trust. He also
finds support for benevolence (altruism) as being a key dimension of trust.

The

sentiment of the elements mentioned in these examples and discussed earlier are typical
of a larger set cited in the literature. They are included in the credibility-trust and
benevolence-trust sub-constructs proposed here.
Credibility trust is more commonly viewed as competence, or as based on the financial
planner’s expertise (Giffin 1967; Bonoma 1976; Brashear et al. 2003). The financial
planner cannot establish credibility by merely promising to do something; the planner
must demonstrate reliability, dependability, consistency and predictability (Giffin
1967). The client uses a number of clues such as prior knowledge of the financial
planner’s past performance and aspects such as the frequency of fulfilling promises
(Michalos 1990) and ability (Dasgupta 1988). The more often the financial planner
delivers on promises, the more credible the planner is perceived to be (Gahagan &
Tedeschi 1968; Swan et al. 1988).
The calculative basis of trust has its roots in economic or commercial exchange
(Williamson 1985b, 1993, 1993b; Dasgupta 1988) and sociology (Coleman 1990). It is
built on the “calculation” of whether the potential gain (benefits and rewards) outweighs
the potential loss (costs) of cheating (Doney & Cannon 1997; Atuhene-Gime & Li
2002); this gives the client the basis to make a rational choice (Brashear et al. 2003) as
to whether to trust their financial planner.

This calculative process, by necessity,

requires credible information and sources of proof such as the provision of certificates
(e.g. degrees, diplomas, membership of industry and professional associations) as well
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as the financial planner’s established reputation (Rousseau et al. 1998).

With the

information and knowledge about their financial planner gathered via such a calculative
process, the client is in a good position to make a judgement of credibility trust.
However, trust is more than just cognitive and calculative prediction (Williamson
1993): it also requires an “affective leap of faith” (Aiken & Boush 2006, p.309; Lewis
& Weigert 1985b).
The proposed sub-construct of benevolence trust has considerable support in the
literature (Larzelere & Huston 1980; Brashear et al. 2003; Kenning 2008). Benevolence
trust has as its basis the two moral-philosophy principles of “beneficence” (Mayer,
Davis and Schoorman 1995) and “no harm” (Michalos 1990).
Benevolence trust may also be viewed as a “relationship-based trust” (Dyer & Chu
2000, p.261), which some view as a higher or deeper level of trust (Rempel, Holmes &
Zanna 1985; McAllister 1995) based on the relational bonds between the client and
financial planner (Lewis & Weigert 1985b; Robinson 1996). The development of
relational trust unfolds slowly: the perceived trustworthiness of the financial planner is
strengthened over time as a cumulative result of interpersonal interactions (Sako 1992;
Andersen 2001). This evolutionary approach to the relationship is important, as in the
beginning the client needs a swift way of judging the financial planner’s
trustworthiness. Often, the only option the client feels is available is to make inferences
about the financial planner’s character-based benevolence, which is refined as the
experiences of the relationship unfold (Tyler 2003). This leads to the formation of
emotional bonds and attachments between the client and their financial planner, which
lead in turn to care and concern (McAllister 1995; Rousseau et al. 1998).

The

dimensions of benevolence such as caring, concern and goodwill reduce the perceived
relational risk (Das & Teng 1998, 2001; Şengün & Wasti 2007).
Benevolence trust is seen as a highly stable form of trust (McAllister 1995). It requires
an affective attachment, bonding and emotional investment (Lewis & Weigert 1985b;
Wicks, Berman & Jones 1999; Atuahene-Gima & Li 2002). In the interpersonal context
of the relationship between client and financial planner, benevolence trust is based on
the client’s belief in the goodwill and benevolence of the financial planner.

The

dimensions of care (Ganesan 1994; Baker, Simpson & Siguaw 1999; Atuahene-Gima &
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Li 2002; Ferrin, Bligh & Kohles 2007), concern (Bonoma 1976; Barber 1983; Dasgupta
1988; Robinson 1996; Geyskens, Steenkamp and Kumar 1998; Das & Teng 1998,
2001), affect (Lewis & Weigert 1985b; McAllister 1995; Ring 1996; Morrow, Hansen
& Pearson 2004; Kenning 2008) and goodwill (Barber 1983; Baier 1986; Sako 1992;
Ring & Van de Ven 1992; Hosmer 1995; Zaheer, McEvily & Perrone 1998; Das &
Teng 1998, 2001; Wicks, Berman & Jones 1999; Ferrin, Bligh & Kohles 2007) form the
basis of benevolence trust as considered in this study (Ganesan & Hess 1997).
Clients trust their financial planner to have the necessary competence, knowledge and
expertise to perform their role, and to behave in a benevolent manner towards them to
achieve their desired investment goals (Deutsch 1962; Das & Teng 2001).
2.14 Relationship Commitment
Marketing researchers view relationship commitment as being critical to consumer
relations (Sharma & Patterson 2000; Verhoef, Franses & Hoekstra 2002), and essential
to any successful long-term relationship (Sharma & Patterson 1999). The benefits of
commitment to a relationship can be significant (Reynolds & Arnould 2000), as it
represents a most durable advantage which is hard for competitors to copy or displace
(Day 1997, 2000). The effort to increase commitment is worthwhile, as commitment
can yield benefits such as willingness to accommodate for inadequate performance
(Young & Denize 1995) or forgo negative reciprocity after poor relationship
experiences (Rusbult et al. 1991; Dick & Basu 1994; Agnew et al. 1998). For small
professional-service providers such as financial planners, client relationship
commitment represents the ideal goal. Its attainment provides evidence of successful
marketing and operations strategies and the promise of long-term benefits.
Relationship commitment, the dependent variable in this research, is a central concept in
the relationship-marketing and service-dominant paradigms (Dwyer, Schurr & Oh 1987;
Wetzels, de Ruyter & Lemmink 2000; Bansal, Irving & Taylor 2004) and is considered
to be a key construct in explaining why clients stay with their financial planner (Morgan
& Hunt 1994; Gundlach, Achrol & Mentzer 1995). The use of relationship commitment
as an outcome variable is consistent with most theories examining developing
relationships (Johnson & Rusbult 1989). Figure 2.6 shows the relationship-commitment

73

construct highlighted in black, and its relationship to the other constructs (shown as
grey).

Figure 2.6: Relationship Commitment
Relationship commitment has received considerable attention and investigation in the
psychology and sociology literatures.

Marriage literature (Dean & Spanier 1974;

Kelley 1983; Rusbult 1980, 1983; Stanley & Markham 1992; Adams & Jones 1997;
Surra, Hughes & Jacquet 1999) is often cited as an underlying basis for understanding
commitment in a general interpersonal relationship context (Cook & Emerson 1978;
Lund 1985).

However, “there is mixed agreement on precisely what constitutes

commitment”, as it is often viewed as a multifaceted construct (Arriaga & Agnew 2001,
p.1191; Mowday, Steers & Porter 1979; O’Reilly & Chatman 1986; Adams & Jones
1997; Meyer & Herscovitch 2001; Bansal, Irving & Taylor 2004). In a sociology
context, Becker (1960) comments that “commitment” has been used “to cover a wide
range of common-sense meanings with predictable ambiguities” (p.32). It is often not
explicitly defined because it is regarded as being “self-explanatory or intuitively
understandable” (p.35). This approach leads to confusion and a lack of clarity as to
what is meant and what is being measured.
This study focuses on the social and emotional aspects of long-term relationship
commitment. This is consistent with the views of Cook & Emerson (1978), who
conceive commitment as “an interpersonal attachment leading to exchange repeatedly
with the same partners” (p.734); that is, the client feels attached to their financial
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planner (Stanley & Markman 1992; Rusbult & Buunk 1993; Arriaga & Agnew 2001).
In such a personal and social relationship both parties accommodate each other, and
Young & Denize (1995) claim that this is where “real” and mutual commitment
manifests itself (p.34). Researchers have assigned this social and emotionally based
type of commitment a variety of labels.

The most common being “affective”

commitment which reflects the psychological attachment, where a client “feels
affectively linked” to their financial planner (Agnew et al. 1998, p.940; Gundlach,
Achrol & Mentzer 1995; Rusbult, Martz & Agnew 1998; Arriaga & Agnew 2001;
Bolton, Lemon & Verhoef 2004).
A number of different labels have been assigned to to describe the elements and
dimensions of relationship commitment. Various combinations of these dimensions
have been used in previous research. The combinations used often relate to the context
of the research or the disciplinary viewpoint of the researchers. For example, Meyer
and Allen (1991) in an organizational context view commitment as a psychological state
and propose three distinct but related dimensions, (Meyer et al. 2002; Bansal, Irving &
Taylor 2004) which they label as “(a) a desire (affective commitment), (b) a need
(continuance commitment) and (c) an obligation (normative commitment)” (p.61).
Affective commitment reflects the emotional bond between the parties. Continuance
commitment reflects the intention to stay in the relationship (Johnson 1973), whilst
normative commitment reflects the perceived moral obligation to stay (Brooks &
Wallace 2006). Aspects of affective and continuance comment are appropriate for the
context of this study.

The combination of affective commitment and continuance

commitment has been widely researched and enjoys considerable acceptance (Porter et
al. 1974; Brooks & Wallace 2006; Brønn 2007; Mueller, Wallace & Price 1992; Meyer
& Allen 1997). The normative commitment is not relevant as it more appropriate and
utilized in organisational settings (Allen & Meyer 1993; Bansal, Irving and Taylor
2004; Meyer, Allen & Smith 1993; Bolon 1997; Finegan 2000; Meyer & Smith 2000;
Meyer et al. 2002; Snape & Redman 2003).
Other examples of combinations of elements and dimensions include Gundach, Achrol
and Mentzer (1995) who propose a three-dimensions approach which they label as
instrumental (Macintosh & Lockshin 1997), attitude and temporal commitment. Bolton,
Lemon and Verhoef (2004) distinguish two forms of commitment: affective and
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calculative. Adams and Jones (1997, in Bansal, Irving & Taylor 2004) suggest for a
psychological perspective three types of commitment: attraction, moral and constraint
are appropriate.
Stanley & Markham (1992) suggest that commitment has two separate meanings: a
“sense of dedication” or “personal dedication” (Beach & Broderick 1983; Murstein &
MacDonald 1983; Rusbult 1980, 1983) and a “sense of obligation” or “constraint
commitment” (Udry 1981; Johnson 1982; Lund 1985). This thesis focuses on the first
meaning, which is more allied to the close interpersonal relationship the individual
client has with their financial planner, rather than the second, which views the client as
effectively tied to the relationship and constrained by switching costs, and in some
cases, a lack of attractive alternatives. These constraints to leaving a relationship are
often modelled as separate from the relationship-commitment construct.

Such

constraints are not part of the proposed model, as this thesis focuses on interpersonal
issues, not economic.
This thesis suggests that consolidating these diverse views by their differing
psychological bases - that is, determining whether the clients stay because they (a)
“want to”, (b) “ought to” and (c) “have to” (Johnson 1991; Bansal, Irving & Taylor
2004) – may be beneficial.

Johnson (1973) suggests two distinct meanings for

commitment. The first, referred to as “personal commitment”, is based on a “strong
personal dedication to a decision to carry out a line of action” (p.395). In this “desirebased” commitment, a client stays with their financial planner because they want to
(Bansal, Irving & Taylor 2004, p.245; Johnson 1991).
In a similar vein, some researchers view commitment as a “psychological attachment”
(Gruen, Summers & Acito 2000, p.37; Arriaga & Agnew 2001) or as a client attitude
reflecting their “enduring desire to maintain” what they view as a stable and “valued
relationship” (Moorman, Zaltman, & Deshpandé 1992, p.316; Anderson & Weitz 1992;
Baker, Simpson & Saguaw 1999; Brown, Barry, Dacin & Gunst 2005). Young and
Denize (1995) suggest that a client’s close personal relationship with their professionalservice provider is “a primary motivation for staying” and claim that clients stay
committed because they value such “friendships” (p.29).
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2.14.1 Affective Relationship Commitment
This thesis focuses on commitment as a unidimensional construct centred on the
dimension generally identified in the literature as personal or “affective” commitment
(Pritchard, Havitz & Howard 1999; White & Schneider 2000; Hennig-Thurau, Gwinner
& Gremler 2002).
The idea of affective commitment used here is one where the client willingly decides to
continue a relationship with their financial planner rather than being constrained by
various forces (Levinger 1965; Rosenblatt 1977; Johnson 1991; Arriaga & Agnew
2001) or cost pressures (Bansal, Irving & Taylor 2004). The client remains with their
financial planner because they want to.

It reflects an emotional attachment,

psychological bond and the identification and involvement with their financial planner
(Young & Denize 1995; Garbarino & Johnson 1999; Gruen, Summers & Acito 2000;
Harrison-Walker 2001; Herscovitch & Meyer 2002; Bansal, Irving & Taylor 2004;
Brown, Barry, Dacin & Gunst 2005). This desire-based attachment or affective bond
represents “part of the ‘glue’ that keeps [people] together over time” (Sprecher 1999 in
Arriaga & Agnew 2001, p.1192).
Details of the literature source and support for each measurement item used in the final
measurement scale used for affective-based relationship commitment are provided in
Table 2.5.
Table 2.5: Literature Support for Affective Relationship Commitment
Measurement Items
Affective Relationship Commitment

Source

1. I want to remain a customer of this financial adviser
because I genuinely enjoy my relationship with him/her.

Wetzels, de Ruyter & van Birgelen
1998; Geyskens & Steenkamp 1995;
Kumar, Scheer & Steenkamp 1995a.

2. It is pleasant working with my financial adviser; that
is a major reason why I continue the relationship.

Geyskens et al. 1996; Ahmed 2000; LK
survey.

3. My positive feelings towards my financial adviser are
a major reason why I continue working with him/her.

Kumar, Scheer & Steenkamp 1995a;
Pedersen & Nysveen 2001.

4. My relationship with my financial adviser has a great
deal of personal meaning.

Shemwell Jr., Cronin Jr. & Bullard
1994; Pedersen & Nysveen 2001;
Bansal, Taylor & St. James 2005.

5. I have a strong sense of loyalty to my financial
adviser.

Sharma & Patterson 1999, 2000 (based
on Anderson & Weitz 1992); LK survey
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This form of affective relationship commitment represents the best alignment to the
specific context of this thesis and on the issues identified by the qualitative phase of the
investigation.
2.14.2 Chapter Summary
A review of the literature suggests that in an SME profession-services context,
practitioners should move away from the historically practised product and businesscentred marketing approaches to a relationship-management approach using a servicecentred paradigm (Vargo & Lusch 2004, 2008).
A central part of any relationship is communication. The literature identifies that
communication is a complex and multi-dimensional construct. This research heeds the
advice of Dance (1970) by limiting and specifying the context of the investigation to
that of the SME professional-service provider and client interaction. In particular, it
addresses a gap in the knowledge of interpersonal communications effectiveness (ICE).
By decomposing ICE into the three sub-constructs of information provision,
communication style and social dialogue, a far greater level of explanatory power is
possible than if only a general communications construct were used in the proposed
model. In particular, the importance of the previously neglected area of social dialogue
is highlighted. Besides the contribution of such an approach to theory development,
there is an additional important contribution to practice: when practitioners pay
attention to each of these three sub-constructs, they can improve the effectiveness of
communications between themselves and their clients.
The service-quality literature has mainly focused on the SERVQUAL approach
(Parasuraman, Zeithaml & Berry 1985, 1988). However, for the special requirements of
the professional-services context of this research, the Nordic approach (Grönroos 1982,
1984; Lehtinen & Lehtinen 1982, 1991) of decomposing service quality into the subconstructs of process quality and outcome quality is more useful, and is adopted here.
A further contribution to understanding service quality in such a context is the
development and empirical testing of new measurement instruments for each of these
sub-constructs.
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Trust is seen as key mediating variable in models testing relationship commitment
(Morgan & Hunt 1994). Trust has been widely studied in a wide range of contexts and
disciplines; however, this research is one of few studies that investigate it in a
professional-services context where the degree to which clients must rely on their
service providers for information and decision-making support makes trust an important
factor. The literature has suggested that trust has a number of elements that need to be
considered, such as risk and vulnerability, reliability and reliance, predictability,
confidence, integrity and competence.

These elements, coupled with the

multidimensional nature of trust (Barber 1983; Butler & Cantrell 1984; Swan et al.
1988; Doney & Cannon 1997), make trust a complex and difficult construct to
effectively measure. To overcome this problem, trust is decomposed into the two subconstructs of credibility trust and benevolence trust (Ganesan 1994; Doney & Cannon
1997). Clients need to trust that their financial planner has the necessary competence,
knowledge and expertise to perform their role, and that the financial planner will behave
in a benevolent manner towards them in helping them achieve their desired investment
goals (Deutsch 1962; Das & Teng 2001).
Relationship commitment is the dependent variable in this research. In the management
literature it has been studied mainly in organisational contexts, examining relationships
between employees and supervisors and employees and the organisation. There has
been considerable focus on B2B contexts. A weakness of trying to apply much of the
prior management and marketing research into relationship commitment to this study is
the context it was carried out in, namely, inter-firm (B2B) (Morgan & Hunt 1994;
Anderson & Weitz 1992; Kumar, Scheer & Steenkamp 1995a; Gruen, Summers &
Acito 2000) or in larger organisations where the relationship has been between the
employee and their boss or the organisation itself (Becker 1960; Anderson & Weitz
1992; Morgan & Hunt 1994; Kumar, Scheer & Steenkamp 1995a). As with trust, the
SME professional-services context of this research adds the complexity of high
credence properties (Darby & Karnie 1973). This suggests that a more interpersonal
approach is needed; hence instead of treating commitment as a multi-dimensional
construct (as is the case in non-professional-services contexts), this study uses a
unidimensional construct based on affective relationship commitment.
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This chapter has discussed where this study is positioned in the body of the marketing
and management literatures. It has reviewed and discussed the literature for each of the
broad construct areas of communications, service quality, trust and relationship
commitment that have been normally used in previous research. As these constructs are
multi-dimensional, their use as single constructs in prior models has resulted in limited
explanatory power. This limitation, along with insights from both the literature and
qualitative phases of this research, provided the impetus for decomposing
communications, trust and service-quality constructs into their respective sub-constructs
of (a) information provision, communication style and social dialogue, (b) process and
outcome quality and (c) credibility and benevolence trust. This decomposition of the
constructs is a major contribution of this study, as it provides greater insights into both
theory and practice and allows a more focused understanding of the research problem.
This chapter has presented a thorough review and critical analysis of the literature to
give an in-depth understanding of each sub-construct and the reasoning for its inclusion
in the proposed model. These sub-constructs provide the foundation for Chapter 3’s
discussion of the interrelationships among them, and their role in the proposed model at
the heart of this study.

80

CHAPTER 3: CONCEPTUAL MODEL AND RESEARCH HYPOTHESES
3.1

Introduction

This chapter proposes a new theoretical model to address the research problem and
questions identified in Chapter 1. The model builds on the suggestion by Sharma and
Patterson (1999) that there is “little empirical research that models the nature and
determinants of relationships” in a high-credence professional-services context. Whilst
this gap was pointed out some time ago, a search of the literature provides little
evidence to suggest it has been addressed to date. The model proposed here allows one
to think systematically about the variables and clarifies the linkages between the subconstructs identified in Chapter 2. It also allows for the empirical testing to assess the
strength of the linkages (Deutsch 1952; Johnson & Klare 1961; Klauss & Bass 1982).
An objective of this thesis is to extend the body of knowledge concerning a client’s
commitment to the relationship they have with their SME professional-services
provider.

This is achieved by modelling and examining the impact of the key

antecedents of interpersonal communications effectiveness (ICE), service quality and
trust on client relationship commitment in the context of professional personal financial
planning services.
A primary focus and contribution to the body of knowledge is the examination of the
role of ICE, which has only attracted limited attention in such dyadic relationships
(Capon, Holbrook & Hulbert 1977).

The proposed model addresses the concern

highlighted by Williams, Spiro and Fine (1990) that there is a “lack of a conceptual
model which incorporates the communications aspects of the exchange” (p.29); this lack
has since only been addressed to a limited extent. This thesis provides a timely and
focused response to provide a model with enhanced diagnostic and explanatory power,
where the specific roles of each of the ICE sub-constructs of information provision,
communication style and social dialogue are investigated.
Whilst no single construct determines relationship commitment (Day 2000), Gotlieb,
Grewal and Brown (1994) suggest there is “an almost unlimited number of potential
variables” (p.875) that might be included is such a model. Importantly, the critical core
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constructs need to be included, but it should also be a parsimonious model (Bagozzi
1992). In the proposed model the inclusion or exclusion of constructs and their linkages
is governed by the research questions and the literature review (see Chapter 2).
The approach taken here is to examine a small number of core constructs in great depth
by investigating their underlying dimensions. These dimensions form the basis of the
sub-constructs used in the proposed model. This allows for a more focused approach,
where the various nuances of the core constructs are revealed, giving a far greater
diagnostic capability and the ability to provide guidance for the professional-service
provider.
3.2

Overview of Prior Related Models

An examination of existing related models allows for the identification of the core
constructs commonly identified in the literature and their interrelationships. A number
of constructs have been identified as indicators that clients want to create and maintain
long-term relationships with their professional-services provider.
Dwyer, Schurr and Oh (1987) propose a conceptual framework for a relationshipdevelopment process in which commitment is identified as a distinct phase. Their work
provides support for including the relationship-commitment construct as the dependent
variable in the proposed model. Anderson and Weitz (1989) investigate the continuity
of relationships in a context of business-to-business industrial channel dyads. Besides
the other constructs investigated in their model (p.311) they find that both trust and
communication between the parties have an important role to play. This provides
support for the inclusion of trust and communication constructs, as well as the path
between them, in the proposed model. Moorman, Zaltman and Desphandé (1992)
provide support for the inclusion of trust and quality of interactions in a model,
suggesting that these two constructs have an influence on the level of relationship
commitment.
The inclusion of communication in a relationship-marketing model of relationship
commitment is well justified (Andersen 2001). There is support for communication
having a direct impact on trust (Mohr & Nevin 1990) and commitment (Håkansson,
Johanson & Wootz 1976).
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Gundlach, Achrol and Mentzer (1995) provide support for incorporating relational
social norms in a model that includes long-term commitment intentions. In the model
proposed here, such relational social aspects are addressed by the social-dialogue and
benevolence-trust sub-constructs.
Macintosh and Lockshin (1997) propose a store-loyalty model that examines (amongst
other things) the relationships between trust and commitment (p.489). This adds to the
considerable support for the inclusion of a trust construct, as well as a path between
trust and relationship commitment, in the proposed model (Dwyer, Schurr & Oh 1987;
Anderson & Weitz 1989; Anderson & Narus 1990; Morgan & Hunt 1994; Baker,
Simpson & Siguaw 1999; Brashear, Boles, Bellenger & Brooks 2003).
Morgan and Hunt (1994), in their seminal paper on the role of trust in relationship
marketing, identify trust as a key mediating variable and an important antecedent of
relationship commitment. They also identify communication as a significant variable
that influences trust. This provides support for the inclusion of communication, trust
and relationship-commitment constructs, as well as paths between them, in the proposed
model.

Figure 3.1: Morgan & Hunt’s (1994) KMV Model of Relationship Marketing
The closest model that could be found in the literature to the proposed model was that
of Sharma and Patterson (1999).
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Figure 3.2: Sharma & Patterson’s (1999) Conceptual Model of
Determinants of Relationship Commitment
The antecedent variables in their model include communication effectiveness, trust and
functional and technical service quality.

The paths between communication

effectiveness and trust and between trust and relationship commitment are similar to
those in the Morgan and Hunt (1994) model. Similarly, trust is also positioned as a
mediating variable between communications and relationship commitment.
However, the proposed model goes much further by breaking interpersonal
communication effectiveness (ICE) into three sub-constructs (information provision,
communication style and social dialogue), and by breaking trust into two sub-constructs
(credibility trust and benevolence trust). Sharma and Patterson’s (1999) functional
service quality has some similarities to process service quality, and their technical
service quality is similar to outcome service quality in the proposed model.
More importantly, the proposed model provides far greater explanatory power, as the
linkages between the various sub-constructs give greater insight as to the interactions
between them. Although the naming of the constructs may be similar in other models,
their measurement is different. Additionally, new measurement items and scales have
been developed that better suit the context of this study.
3.3

Modelling the Antecedents of Client Relationship Commitment

The basic underlying structure of the model was initially conceptualised using the
traditional approach of identifying single holistic constructs for interpersonal
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communication effectiveness, perceived service quality, trust and relationship
commitment, as depicted in Figure 3.3.

Figure 3.3: Basic Structural Model
These constructs were split into their dimensions and were remodelled as subconstructs. That is, the ICE construct was split into three sub-constructs: information
provision, communications style and social dialogue. Service quality was split into two
sub-constructs: outcome quality and process quality. Trust was split into two subconstructs: benevolence trust and credibility trust. This remodelling yielded the more
complex structural model shown in Figure 3.4.

Figure 3.4: Simplified Sub-Construct Based Structural Model
This simplified sub-construct based model can in turn be redrawn in more detail to
show all possible paths between the sub-constructs. This more detailed model diagram
is shown in Figure 3.5.
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Figure 3.5: Detailed Sub-Construct Based Structural Model
The move from the simplified model to the detailed sub-construct based model shown
in Figure 3.5 is reasonable, and shows all possible paths. However, not all paths are
valid and supported by logical reasoning or prior research. The removal of unsupported
paths results in a revised detailed sub-construct based model, as shown in Figure 3.6.
As no specific support could be found for them in the literature, hence the following
paths were removed: social dialogue to credibility trust; information provision to
benevolence trust; communications style to benevolence trust and process quality to
relationship commitment.

Figure 3.6: Revised Detailed Sub-Construct Based Structural Model
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Hence, Figure 3.6 is the basis for the structural model used to identify and specify the
specific structural equations. The following sections will discuss and provide support
for the paths between the sub-constructs of one construct and those of other connected
constructs.
3.3.1 Interpersonal Communications Effectiveness (ICE) Links with Trust
This section provides the support for the links between the ICE sub-constructs and trust
sub-constructs, as highlighted in Figure 3.7.

Figure 3.7: Interpersonal Communications Effectiveness (ICE) Links with Trust
The flow of information is an integral part of service provision Vargo & Lusch, 2004,
2008), and is represented in the model by the ICE sub-constructs. Information needs to
flow between the involved parties; in the context of this study, such interaction between
the client and the professional-services provider is necessary to determine the client’s
needs and to provide feedback.
The seminal work of Deutsch (1958) highlights the influence of free communications in
the development and maintenance of mutual trust. He draws on and cites the important
doctoral dissertation of Dr. James L. Loomis, Communication and the Development of
Trust (p.273). Loomis (1959) advised that people “who communicated were more
likely to perceive trust” than non-communicators (p.314), and stated that the probability
of trust “increased as the level of communication increased” (p.315).

87

This notion that the quantity or level of communications is directly and positively
related to trust has received support in the literature (Gallo & McClintock 1965).
Sharma and Patterson (1999) hypothesise that “the higher the communication
effectiveness, the greater the trust in the adviser.” (p.159).

Supported by client

interviews, their study shows the crucial and instrumental role of communications
effectiveness in the creation and ongoing fostering of trust.
While supporting the link between communications quantity and trust, Ferrin, Bligh and
Kohles (2007) additionally argue that an increase in the quality of communications also
provides a strengthening foundation for future trust. Bialaszewski and Giallourakis
(1985) also support the “proposition that better quality communications may increase
the level of trust among individuals” (p.208). Klauss and Bass (1982) concur by
suggesting that it is plausible that “better quality communication (accuracy, less
filtration, openness, etc.) may increase the level of trust” (p.24).
Anderson and Narus (1990) suggest that meaningful communication is “a necessary
antecedent of trust”, and posit that past communications cause present trust (p.45).
Wren and Simpson (1996) indicate that communications directly affect the level of trust
between buyers and sellers, and suggest that where there exists a “positive
communications environment, high levels of trust are expected” (p.75).
De Ruyter and Wetzels (2000) concur with Morgan and Hunt (1994), who claim that
communication is a “major precursor of trust” (p.24), by advising that communication is
an “essential antecedent” of trust in buyer-seller relationships (p.278). In particular,
they highlight the importance of listening as being positively related to trust. More
specifically, they note that the perceptiveness aspect of listening skills is “primarily
related to trust” (p.281). This listening aspect of communication is captured in the
communication-style sub-construct.
Das and Teng (1998) draw on the work of Thomas and Trevino (1993) concerning
proactive information processing to suggest that communications can be used to boost
trust. They propose three reasons for this. First, they advise that communications are
needed to iron out any problems to ensure the relationship continues to function
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satisfactorily.

Second, they assert that communications allow the gathering of

“evidence of their partner’s credibility” (p.504). Credibility is a key aspect of trust and
represents the core of the credibility-trust sub-construct in the proposed model. Third, a
sense of trust is reinforced through communications providing information exchange as
well as the foundation for continued interaction, including the development of common
values and norms. These aspects are captured in the three ICE sub-constructs used in
the proposed model.
Support for a link between communications and, more specifically, credibility trust
comes from the work on persuasion theory by Anderson (1971) and Hovland, Janis and
Kelley (1953). Giffin (1967) investigates the interaction of communication with trust
and refers to Aristotle’s “ethos” when discussing the “trust of a speaker by a listener” as
“source credibility” Hovland, Janis & Kelley (1953, p.106). Rogers and Bhowmik
(1970), in their communication research work on homophily-heterophily relational
concepts, suggest that greater communication effectiveness of similar sources leads to
greater credibility trust.
Klauss and Bass (1982) support the view that credibility or trust is “based on authentic,
open communication” (p.40). They provide support for the links between the ICE subconstructs of communication style and information provision and credibility trust when
they draw on the work of Deutsch (1958) to suggest that an important outcome of
interpersonal communication style is the creation of credibility trust. They state that “it
is the particular communication style of a person that largely determines how credible
he or she is” (p.40). Further, they support the link between information provision and
credibility trust, stating that “the more knowledgeable and well informed the person is,
the more credible he or she is in the eyes of others” (p.49).
De Ruyter and Wetzels (2000) link listening behaviour to credibility trust. They found
that clients used the agent’s ability to listen and correctly assign meaning to the message
to gauge whether an agent was knowledgeable and able to provide a solution, in other
words, to gauge credibility trust for future occasions.
important part of the communication-style sub-construct.

Listening behaviour is an
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Andersen (2001) advises that communication and trust are necessary for the creation
and maintenance of buyer-seller relationships, particularly for the development of
credibility. He suggests that communications are central to the trust-formation process,
and in particular that “communication is a prerequisite for building trust among
exchange partners” (p.169). He provides further support for splitting communications
into dimensions, suggesting that the “relationship marketing approach emphasizes
communication in terms of information exchange, conversation, and customized
dialogue” (p.169). These dimensions have similarities to the proposed sub-constructs of
information provision, communication style and social dialogue. He thus provides
support for the paths between these ICE sub-constructs and credibility trust.
Anderson and Weitz (1989) feel that both formal and “informal and behind the scenes”
communications improve and enhance trust (p.315). Like Anderson and Weitz (1989),
Sharma and Patterson (1999) stress the importance of both formal and informal
communications in influencing trust. Such informal communications are often related
to the more-social aspects of the relationship.

Czepiel (1990) identifies

communications, especially the social aspects, as a key aspect of long-term open
relationships between clients and their service provider that produces greater trust. The
identification of the importance of the informal and social aspects of communications
and the link with trust provides general support for linking social dialogue to trust.
Hall (1973) claims that communication is linked to goodwill trust. He goes on to
suggest that poor or distorted communication can lead to dissipated goodwill. The
benevolence-trust sub-construct contains many of the elements of goodwill.

This

provides support for a link between communications and benevolence trust.
Dyer and Chu (2000) draw on the work of Argyle (1991) on cooperation to suggest that
communications situations where individuals can see and talk to each other (face-toface) and engage in social interaction are likely to lead to benevolence trust. This
provides support for a link between social dialogue and benevolence trust.
The foregoing literature analysis provides support for the link between ICE and trust.
The analysis also found support for the links from ICE to the credibility and
benevolence sub-constructs of trust. Specific support for each of the ICE sub-constructs
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was not so direct. This should not be surprising, as the splitting of ICE into these subconstructs is new. However, support could be found for dimensions of communications
that were similar in nature to the communication-style, information-provision and
social-dialogue sub-constructs of ICE. More specifically, support was found for the
links from information provision to credibility trust, from communication style to
credibility trust, and from social dialogue to benevolence trust. Such evidence provides
support for proposing the following hypotheses:
H1 :

The higher the information provision, the greater the credibility trust in the
financial planner.

H2 :

The more effective the communication style, the greater the credibility trust in
the financial planner.

H3 :

The greater the social dialogue, the greater the benevolence trust in the financial
planner.

3.3.2 Interpersonal Communication Effectiveness Link to Service Quality
This section provides the support for the links between the ICE sub-constructs and
service quality sub-constructs, as highlighted in Figure 3.8.

Figure 3.8: Interpersonal Communications Effectiveness (ICE)
Links with Service Quality
Sharma and Patterson (1999) suggest that many researchers have ignored the impact
that “effective interpersonal communications might have on perceived service quality”
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and claim that a high degree of “interpersonal communication between client and
service professional … is essential for successful service delivery” (p.152). They found
that communicating information about investment options, answering client’s questions
in a language that they can understand and doing this in a timely manner play a key role
in the client’s perceptions of both process and outcome service quality.
This study goes further by splitting interpersonal communication effectiveness into
three sub-constructs: information provision, communication style and social dialogue.
This provides increased diagnostic ability and a much more in-depth, focused
investigation.
Stewart (1992) claims that a “well developed process of communication is an obvious
requirement” (p.19) for perceived service quality, whilst Headley and Choi (1992)
assert that “meaningful communications between the two parties is the best approach to
achieving quality” (p.7). In the context of financial planning, Benson (1994) links
communications to perceived service quality, in particular outcome quality, where he
suggests that effective communications provides the knowledge for clients to
understand their investments and their performance via an educative process.
Experienced practitioners support the link between communication and service quality,
with Franke (1988) drawing on 22 years of financial-industry experience to assert that
“quality communication” is very important in determining the client’s view of service
quality. He goes on to suggest that “inadequate communications” is the single biggest
reason for clients leaving a particular financial planner (p.22). Also, Witmer (1988),
who draws on 20 years of financial-services business experience, reports that “two-way
communications is one of the most important skills” for providing service quality
(p.42).
Ford (2001) states that “service interactions are first, and fundamentally communication
exchanges” (p.24). She notes that in a personalised professional service relationship
context, effective communications, such as good listening skills and the provision of
clear explanations, lets the service provider address the client’s specific needs. This
enhances the client’s perception of process and outcome service quality. Her work
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provides support for elements of all three communication sub-constructs having a role
to play in the client’s assessment of process and outcome service quality.
Lehtinen and Lehtinen (1991) provide support for the link between communication style
and process quality when they suggest that process quality depends on the service
provider’s “service style” and the client’s “participation style” (p.292).
De Ruyter and Wetzels (2000) found that listening (an aspect of the communicationstyle sub-construct) was an essential communication skill that was instrumental in
maintaining relationships, and that it was “most closely related to the perceived quality
of the process” (p.281). They found, more specifically, that the attentiveness dimension
of listening was “a direct driver of the encounter-specific evaluation” and indicated
interactional involvement by the service provider (p.281). They also found that a
service provider’s communication response to a client’s contact communications (an
aspect of communication style) was related to the perceived outcome quality. This
finding provides support for linking communication style to process and outcome
quality.
Adelman, Ahuvia and Goodwin (1994) found that the communication of empathy and
social support was “one of the key service attributes that customers associate with
quality” (p.140); their findings reinforce those of Parasuraman, Zeithaml and Berry
(1988), who suggest links between empathy and social support. This provides support
for the link in this model from social dialogue to service quality.
The foregoing literature analysis provides support for the link between interpersonal
communication effectiveness (ICE) and service quality. Support for the links from
information provision, communication style and social dialogue to the sub-constructs of
process and outcome service quality was limited. These limitations should not be
surprising, as the splitting of ICE into these sub-constructs is new and a contribution of
this study. However, there was sufficient evidence for all links to support the following
proposed hypotheses:
H4 :

The higher the information provision, the greater the perceived process quality
of the service provided by the financial planner.

93

H5 :

The higher the information provision, the greater the perceived outcome quality
of the service provided by the financial planner.

H6 :

The more effective the communication style, the greater the perceived process
quality of the service provided by the financial planner.

H7 :

The more effective the communication style, the greater the perceived outcome
quality of the service provided by the financial planner.

H8 :

The greater the social dialogue, the greater the perceived process quality of the
service provided by the financial planner.

H9 :

The greater the social dialogue, the greater the perceived outcome quality of the
service provided by the financial planner

3.3.3 Service-Quality Link to Trust
This section provides the support for the links between the service-quality subconstructs and the trust sub-constructs, as highlighted in Figure 3.9.

Figure 3.9: Service-Quality Links with Trust
Andreassen and Lervik (1999) claim that quality can be difficult to evaluate in
professional services that display high credence qualities (Darby & Karni 1973), thus
increasing the client’s perceived risk (Zeithaml 1988), which is directly related to their
evaluation of trust.
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Bolton, Lemon and Verhoef (2004) indicate that concerns about quality are related to
client concerns about various forms of risk; however, they focus on the uncertainty
about quality over time, i.e. performance risk. Risk has been noted earlier as a key
aspect of trust. Support for a positive link between quality and trust comes from their
contention that quality is a primary determinant of customer assessments and behaviour
regarding services (Zeithaml, Berry & Parasuraman 1996).
Chiou and Droge (2006) found that perceived service quality preceded trust. This
relationship is supported by Sharma (1996), who found that perceived technical
performance (outcome quality) has a significant direct positive effect on trust. She also
contends that the link extends to relationship commitment; in other words, that, trust is a
mediating variable between technical performance and relationship commitment
(p.142).
Sharma and Patterson (1999) conclude that “trust in an adviser develops to a large
extent over time from receiving both technical and functional quality” and that “the
process of delivery and creation of service is important in forming trust” (p.157). They
also point out a strong link between their technical quality construct, i.e. what is
delivered (as represented by the outcome of the service being provided) and “the
competency of adviser in achieving the best return on investment for their client, at
acceptable levels of risk” (pp.156-157).

As competency is a core aspect of the

credibility-trust sub-construct, this assertion provides support for the proposed outcomequality link to credibility trust. This should not be surprising, as good “technical
outcomes help foster confidence (and hence trust) in an adviser’s competence” (p.157).
In the SERVQUAL approach (Parasuraman, Zeithmal & Berry 1988), the link between
outcome quality and credibility trust is represented to some extent by the reliability
dimension (Bebko 2000) and the competence dimension (Lapierre 1996).
The foregoing literature analysis provides support for the link between service quality
and trust. The individual decompositions of the service-quality construct into the subconstructs of process and outcome quality and the trust construct into the sub-constructs
of credibility and benevolence trust is not new. However, the incorporation of the links
between these sub-constructs is new and forms part of the contribution of this study.
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Support for each of the specific links proposed between the process and outcome
service-quality sub-constructs and the credibility and benevolence-trust sub-constructs
was limited, but there was sufficient evidence to support the following proposed
hypotheses:
H10 :

The greater the perceived process quality of the service provided, the greater the
credibility trust in the financial planner.

H11 :

The greater the perceived process quality of the service provided, the greater the
benevolence trust in the financial planner.

H12 :

The greater the perceived outcome quality of the service provided, the greater
the credibility trust in the financial planner.

H13 :

The greater the perceived outcome quality of the service provided, the greater
the benevolence trust in the financial planner.

3.3.4 Service-Quality Link to Relationship Commitment
This section provides the support for the link between service quality and relationship
commitment, as highlighted in Figure 3.10.

Figure 3.10: Service-Quality Link with Relationship Commitment
There is considerable evidence to support the notion that in a services buyer-seller
relationship, service quality has a direct impact on a range of behavioural intentions
such as loyalty, client retention and repurchase intention (Crosby & Stephens 1987;
Woodside, Frey & Daly 1989; Bolton & Drew 1991b; Boulding et al. 1993;
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McAlexander, Kaldenberg & Koenig 1994; Young & Denize 1995; Beatty et al. 1996;
Ennew & Binks 1996; Zeithaml, Berry & Parasuraman 1996; Danaher 1997; Bejou &
Palmer 1998; de Ruyter, Wetzels & Bloemer 1998; Abratt & Russell 1999; Bloemer, de
Ruyter & Wetzels 1999, Cronin, Brady & Hult 2000; Imrie, Durden & Cadogan 2000;
Brady & Cronin 2001; Wong & Sohal 2003; Karatepe, Yavas & Babakus 2005; Collier
& Bienstock 2006; Dagger & Sweeney 2006, 2007).
Commitment is seen as an attitudinally based construct and a precursor to behavioural
intentions (Dick & Basu 1994; Wong & Sohal 2003), so it would not be unreasonable to
expect that service quality would have a direct link to relationship commitment.
Support for this comes from Bolton, Lemon and Verhoef (2004), who found that service
quality positively influences commitment.
Only a limited amount of research could be found in which service quality had been
split into its dimensions and its impact on relationship commitment investigated. Bell,
Auh and Smalley (2005) investigated a model that linked technical service quality
(TSQ) and functional service quality (FSQ) to customer loyalty. These links were
moderated by investment expertise and perceived switching costs, making their model
more complex and less related to this investigation. They found that TSQ had a greater
impact than FSQ on customer loyalty.
As indicated earlier, the proposed model has similarities to that investigated by Sharma
and Patterson (1999) (Figure 3.2). They show that in a context similar to this study,
technical (similar to outcome) service quality has a positive impact on relationship
commitment.
The foregoing literature analysis provides support for the link between service quality
and relationship commitment. However, the analysis revealed only support for the
direct impact of the perceived outcome service quality sub-construct (similarities with
aspects of technical quality) on relationship commitment. No substantial support could
be found for a direct link from perceived process quality to relationship commitment.
Clients expressed that one of their fundamental concerns was with the outcome or the
performance of their investments – the main point of going to a financial planner was to
achieve a good return on their investments at a risk level they were comfortable with. If
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the financial planner could do this, then they would be committed to their relationship.
Whilst the process service quality is an important issue, its impact is mainly on trust,
which then has an indirect path to relationship commitment. Sharma and Patterson
(1999) found that functional (similar to process) service quality had a small (0.06)
indirect effect via trust on relationship commitment compared to technical quality,
which had a total effect of 0.4. Such evidence provides support for proposing the
following hypothesis:
H14 :

The greater the perceived outcome quality of the service provided, the stronger

the relationship commitment.
3.3.5 Trust Link to Relationship Commitment
This section provides the support for the links between the trust sub-constructs and
relationship commitment, as highlighted in Figure 3.11.

Figure 3.11: Trust Links with Relationship Commitment
A large number of researchers across a range of contexts have shown a link between
trust and relationship commitment (Dwyer, Schurr & Oh 1987; Anderson & Weitz
1989; Anderson & Narus 1990; Moorman, Zaltman & Desphandé 1992; Moorman,
Deshpandé & Zaltman 1993; Ganesan 1994; Morgan & Hunt 1994; Geyskens &
Steenkamp 1995; Young & Denize 1995; Doney & Cannon 1997; Ganesan & Hess
1997; Macintosh & Lockshin 1997; Bejou & Palmer 1998; Baker, Simpson & Siguaw
1999; Garbarino & Johnson 1999; Sharma & Patterson 1999; Chaudhuri & Holbrook
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2001; Gilliland & Bello 2002; Bansal, Irving & Taylor 2004; Chiou & Droge 2006;
Ferrin, Bligh & Kohles 2007).
Chaudhuri and Holbrook (2001) posit that “trust creates exchange relationships that are
highly valued” (in Morgan & Hunt 1994) and that commitment is seen as “an enduring
desire to maintain a valued relationship” (Moorman, Zaltman & Desphandé 1992);
these statements suggest that trust is linked to and leads commitment (p.83).
Commitment to a relationship is enhanced when trust exists between the parties. This is
due to trust’s ability to reduce perceived risk, and instil confidence that opportunistic
behaviours will be greatly reduced, transaction costs will be reduced and, over the long
term, short-term inequities will be resolved (Ganesan & Hess 1997). The reliability and
integrity aspects of trust provide a focus for future long-term relationship orientation
and commitment (Ganesan 1994; Morgan & Hunt 1994; Doney & Cannon 1997;
Chaudhuri & Holbrook 2001; Chiou & Drodge 2006).
In the context of financial-planning services, Sharma and Patterson (1999) suggest that
due to the complex nature and high credence properties of such a professional service,
“trust plays a critical role” (p.156) in the ongoing relationship. They point to the
client’s vulnerability and heavy reliance on their financial planner. The client’s trust in
their financial planner’s competencies and knowledge gives them confidence to
continue and be committed to the relationship.
Ganesan and Hess (1997) split the trust construct into sub-constructs of credibility trust
and benevolence trust. They show that the strength of the relationship between each of
the trust sub-constructs and relationship commitment varies depending on whether the
context for credibility and benevolence trust and relationship commitment is
interpersonal or organisational (Ganesan 1994; Kumar, Scheer & Steenkamp 1995a).
Gilliland and Bello (2002) also split trust into credibility and benevolence-trust subconstructs. Their loyalty commitment is similar to the definition of commitment used
here, and they suggest a link between the trust sub-constructs and commitment (p.33).
Ganesan (1994) found that credibility is significantly related to long-term orientation,
which has similarities to the concept of relationship commitment used here.
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Some limited support has been found for the affective and social side of the
relationship; in other words, for a link between benevolence trust and relationship
commitment (Dick & Basu 1994; Macintosh & Lockshin 1997; Aryee, Budhwar, &
Chen 2002; Meyer et al. 2002; Watson & Papamarcos 2002; Bansal, Irving & Taylor
2004).
The foregoing literature provides support for the link between trust and relationship
commitment. Support for each of the specific links proposed between the credibilitytrust and benevolence-trust sub-constructs and relationship commitment was found.
Such evidence provides support for proposing the following hypotheses:
H15 :

The greater the credibility trust in the financial planner, the stronger the
relationship commitment.

H16 :

The greater the benevolence trust in the financial planner, the stronger the
relationship commitment.

3.4

Chapter Summary

Building on the discussions in Chapter 2 concerning the constructs and their
decomposition into sub-constructs, Chapter 3 has provided the logical reasoning for the
proposed theoretical model, showing the relationships between the constructs. From
this proposed model, 16 hypotheses have been generated. Chapter 4 will discuss the
methodologies used to empirically test the model and the associated hypotheses.
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CHAPTER 4: RESEARCH METHODOLOGY AND DATA-PREPARATION RESULTS
4.1. Introduction
The aim of Chapter 4 is to establish the details of the quantitative procedures/techniques
used to empirically test the hypotheses (which are based on the research questions and
theoretical gaps identified in Chaper 1) and the proposed structural model outlined in
Chapter 3.
To achieve this aim this study uses a quantitative research approach starting with
exploratory factor analysis, followed by confirmatory factor analysis using structural
equation modelling (SEM) techniques to test the individual construct measurement
models and the final structural model. The research process for this study generally
follows an approach suggested by Churchill and Iacobucci (2002). Chapter 4 also
discusses the study design, sampling plan, data collection, and development of the
survey questionnaire and the testing of the measures. It also covers the analytical and
SEM approaches.
More specifically, this chapter describes the framework used for this particular study. It
discusses the types of primary data sought, how the data was gathered and how it was
prepared and purified for confident use in the analysis stages.

It describes the

population, sample selection criteria and sample size, and discusses measurement
undimensionality, validity and reliability issues.
The flow diagram in Figure 4.1 gives an overview of Chapter 4.
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Figure 4.1: Outline of Chapter 4
4.2. Research Design
The research design for this study was an important consideration, as many approaches
were possible. The design lays out the framework or blueprint for conducting the
research, providing the appropriate procedures for answering the research questions and
guiding the collection and analysis of the data (Churchill 1992). The choice of research
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design reflects the type of research question and the researcher’s scientific philosophy
(Neuman 1997; Nunnally & Bernstein 1994); in the case of this researcher, scientific
realism. Scientific realism contains the assumptions of positivism, but diverges in
seeking the approximate truth, acknowledging that a pure truth may not exist (Weston
1992). The research design was customised for the unique research problem, questions
and for the specific context and model proposed in this study.
In order to undertake the empirical analysis of the proposed hypotheses a quantitative
conclusive research design was used (see Malhotra (1999) Figure 3.1, p.84).
Conclusive research is typically based on large, representative samples where the data
obtained is subjected to quantitative analysis. The findings from such studies are
considered to be conclusive in nature and can be used as input into managerial decisionmaking (Malhotra 1999), which is useful for practitioners such as the SME professional
services financial planners. Normally two options are available for conclusive research
– descriptive or causal. Unfortunately, it was not possible to set up the complex and
rigorous framework needed for true causal research, so a descriptive design which can
test hypotheses and determine the degree of association between variables (Malhotra
1999) was used. A focus of descriptive research is the determination of the relationship
or association between two variables and the extent to which they covary (Churchill
1992).

Descriptive research is characterised by a planned and structured research

design, preceded by a clear specification of the research problem, questions and prior
formulation of specific hypotheses (Churchill 1992).
Once the decision is made to use descriptive research then the next decision that needs
to be considered is whether to use a cross-sectional or longitudinal design (Malhotra
1999). A cross-sectional design can be thought of as yielding a “snapshot” at a point in
time of a situation being studied, whilst a longitudinal design can be thought of as
producing a “motion picture” of a situation over time. Although longitudinal studies are
generally more informative than cross-sectional studies, they are also usually much
more expensive, time-consuming and difficult to implement (Churchill 1992). Crosssectional designs are the most common and familiar forms of descriptive designs used
in a marketing-research context. Unfortunately, the participating financial planners
imposed the constraint that contact could be made only once with their clients, due to
concerns related to the impact on their businesses emanating from clients thinking more
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about the issues raised in the questionnaire. Hence a single cross-sectional design was
selected for this study, as the required information could be collected only once from a
sample of the target population (Malhotra 1999; Churchill 1992).
4.3

Sampling Design and Plan

4.3.1. Overview of Sampling Process
The objective of most marketing research is to obtain information about the
characteristics or parameters of a population. The population parameters are typically
numbers, such as the proportion of clients who are committed to the relationship they
have with their financial planner. Information about population parameters can be
obtained either by taking a census (the whole population) or examining a sample (a
subgroup) of the population selected for participation (Malhotra 1999). The samplingdesign process includes five steps (Figure 4.2).

Figure 4.2: Sampling-Design Process
4.3.2. Define and Identify the Target Population
The target population should be accurately defined in terms of elements, sampling units,
extent and time. The element in this study is the client of the selected SME financialplanning businesses, i.e. each survey respondent.

The sampling unit is the SME

financial-planning business of which the respondent is a client. The extent is the
geographic boundaries within which the sampling units fall; the areas selected for this
study were the local government areas of Wollongong and Shellharbour in the Illawarra
region, and Sutherland and Liverpool in the southern and western regions of Sydney,
New South Wales, Australia (Figure 4.3).
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Figure 4.3: Geographic Regions of Illawarra and Sydney
4.3.3

Define and Identify the Sampling Frame

A sampling frame represents the elements of the target population; for example, the
telephone book listing for an area, an industry association directory or a mailing list
purchased from a commercial organisation (Malhotra 1999). A list of financial planners
who represented the desired target population was initially obtained from the Financial
Planning Association of Australia Limited (FPA) website (www.fpa.asn.au). However,
it was not a complete listing, as not all financial planners belong to the FPA. The
Yellow Pages website (www.yellowpages.com.au) was also searched to identify
financial planners, in order to gain a more complete list. These two approaches resulted
in a sampling frame of 135 SME financial-planning businesses which operated in the
geographic region used for this study.
4.3.4 Select a Sampling Technique
The first important sampling-technique decision is whether to use non-probability or
probability sampling (Figure 4.4). A probability-sampling approach was chosen for its
ability to let the researcher draw inferences or projections about the target population
from which the sample was drawn (Malhotra 1999). This decision excluded the more
popular (yet, for this study, unsuitable) non-probabilistic and convenience-based
sampling approaches.

Probability sampling was also preferable from a statistical

viewpoint, as it is the basis of the statistical techniques that would be used in the
quantitative stage of this research.
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Figure 4.4: A Classification of Sampling Techniques
The more common probability-sampling techniques include simple random, systematic,
stratified and cluster sampling.

Probability-sampling techniques vary in terms of

sampling efficiency – the trade-off between sampling cost and precision (Malhotra
1999). The shaded boxes in Figure 4.4 identify the probability-sampling approaches
taken in this study: a combination of simple random sampling for the selection of the
SME financial-planning businesses followed by cluster sampling for the selection of
their clients.
As its name suggests, the simple random sampling (SRS) method is straightforward. It
is equivalent to a lottery system: every element is selected independently of every other
element in an unbiased manner by a random procedure from the sampling frame.
The starting point was a non-ordered sampling frame where each sample unit (SME
financial-planning business) was assigned a unique identification number. Then, from
“Table 1: Simple Random Numbers, Appendix Statistical Tables” (Malhotra 1999,
p.A1) a set of random numbers was selected. In this case, the starting point chosen at
random was column 10, row 1. As there were 135 sample units, the three rightmost
digits were considered. The next step was to go down column 10 until eight numbers
(the number of elements in the sample size required – see later discussion) between 1
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and 135 were found. Numbers outside this range were ignored. Table 4.1 shows the
listing, the unique identifying numbers and those selected.
Table 4.1: Listing of the First Eight Random Numbers in the Range 1 to 135
Row Col.10 Use Row Col.10 Use Row Col.10

Use

Row Col.10 Use

1

36207

no

6

15053

yes

11

31595

no

16

53900

no

2

34095

yes

7

48840

no

12

20847

no

17

65255

no

3

32081

yes

8

60045

yes

13

08272

no

18

85030

yes

4

57004

yes

9

12568

No

14

26358

no

19

64350

no

5

60072

yes

10

17983

no

15

85977

no

20

46104

yes

These unique, randomly selected identifying numbers represent the SME financialplanning businesses shown in Table 4.2.
Table 4.2: List of Random Numbers Selected and Corresponding Sample Units
34095

Ray Power Pty Ltd.

15053

Syme, Warne & Associates

32081

Don Williams & Associates

60045

Scott Financial Group Pty Ltd

57004

Bailey Roberts Group Pty Ltd.

85030

Quila Financial Services

60072

CRA Financial Services

46104

ADM Financial Planners

Cluster sampling is a cost-effective probability sampling technique in which the
population is divided into mutually exclusive and collectively exhaustive subpopulations or clusters. The researcher can use either one-stage cluster sampling, where
all of the clients are surveyed (similar to a census), or two-stage cluster sampling, where
a probabilistic sample of elements is drawn from each cluster (Malhotra 1999). This
study used a one-stage cluster sampling procedure, where all clients of the randomly
selected SME financial-planning businesses were surveyed.
4.3.5 Determine Sample Size
A number of researchers (Boomsma 1983; Browne 1984; Gerbing & Anderson 1985;
Tanaka 1987; Jöreskog & Sörbom 1989; Bollen 1989 ) have investigated and reported
on the issue of “how big a sample needs to be” to get stable estimates and fit statistics
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(Holmes-Smith & Coote 2002, p.10-7) for an SEM application.

There is general

consensus among SEM researchers (Boomsma 1983; Gerbing & Anderson 1985;
Jöreskog & Sörbom 1989; Hair et al. 1998; Holmes-Smith & Rowe 1994; Arbuckle
1996; Schumacker & Lomax 1996) that analysis should not be performed with fewer
than 100 observations and that a sample size of 200 should provide more than adequate
results. Nunnally and Bernstein (1994) support this view, and suggest that a good rule
of thumb to achieve stability in analysis is 200 respondents.
The number of variables used in the final structural model was low due to the approach
of converting the one-factor congeneric models into single-factor composite variables.
Jöreskog and Sörbom (1989) suggest that if fewer than 12 variables are being estimated,
the final sample size should be at least 200. If the number of variables (k) is 12 or
greater, then the sample size can be calculated using the formula: 1.5k(k+1).
The initial target sample size must be larger than the net final sample size because,
generally speaking, less than 100% of distributed questionnaires are properly completed
and returned (Chen 1996; Malhotra 1999). The issue of resource constraints is also a
factor. This thesis, being unfunded student research, was constrained to some extent by
limited funding and time available, as well as facing the common difficulty of low
cooperation rates from respondents (Rossi, Wright & Anderson 1983; Malhotra 1999).
The question came down to how many questionnaires should be initially mailed out. A
number of studies have attempted to provide procedures for estimating response rate
and the contribution of numerous response facilitators for a mail survey (Heberlein &
Baumgartner 1978; Yu &Cooper 1983; Bruvold & Comer 1988; Jobber & Saunders
1993). However, due to differing contexts it was difficult to find and apply a practical
method for determining initial sample size. A worst-case-scenario approach, where the
lower reported response rates identified in the literature were noted and a small safety
margin was added, was adopted here. A review of the literature on reporting response
and non-response rates (Green, Tull & Albaum 1988; Coote 1998; Lusch & Brown
1996) suggested that a minimum 20% response rate would be an appropriate starting
point. The minimum required net response of 200 gave a required initial sample of
approximately 1,000 respondents.

The cluster-sampling approach used yielded an

initial target sample size of 1,217 clients as sufficient to achieve the net sample required
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for analysis. The final net sample size was 325 respondents, which exceeded the
suggested minimum of 200.
4.4

Data-Collection Instruments and Procedures

Neuman (1997) suggests that self-reported beliefs and behaviours are best measured
through a survey instrument that questions the respondents. Figure 4.5 shows the
variety of available surveying methods. The shaded boxes identify the approaches
taken in this study.

Figure 4.5: A Classification of Survey-Interviewing Methods
The many data-collection methods should not be considered mutually exclusive. This
study employed a two-step survey design with personal face-to-face interviews for “inhome” (clients) and “in-office” (financial planners) from the prior exploratory
qualitative research for the first stage.

“Mail interviewing” surveying by written

questionnaire was used for the quantitative data collection stage. These approaches can
be considered complementary, as each builds on the other method’s strengths and
compensate for the other method’s weaknesses (Huang, Hubbard & Mulvey 2003).
The questionnaire approach used for this research is the most prevalent methodology
used in marketing research (Malhotra 1999). A self-administered mail questionnaire
was chosen over other methods as it minimises the interruption to the client’s daily
duties and allows the survey to be completed when convenient. Convenience is deemed
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to be an important factor in gaining accurate answers to a long and detailed
questionnaire (Baldauf, Reisinger & Moncrief 1999). Also, respondents should be able
to express their opinions freely; a written questionnaire maintains respondents’
anonymity. De Vaus 1995 suggests that a mail survey is time-effective, moderately
costed and easy to implement. Problems such as social-desirability bias or interviewer
bias are not an issue when using mail surveys (Green, Tull & Albaum 1988; De Vaus
1995; Neuman 1997).
4.4.1 Development of the Questionnaire
The development of the written survey questionnaire followed the procedures suggested
by Churchill and Iacobucci (2002). The early stage of questionnaire development
included a review of the proposed model and the associated hypotheses to ensure that
the data gathered would address all the issues. The next step was to determine what to
include in individual questions and how to ask the questions to gain the desired
information. Malhotra (1999) points out that self-administered questionnaires must
include simple questions as well as detailed instructions.
The questionnaire began by asking some non-threatening, neutral questions and
requesting respondents to indicate the financial services they currently used on a
checklist. This was followed by qualifying or filtering questions, which asked how long
they had been using their current financial planner and how long it had been since their
most recent financial-plan review. Because this study was investigating an existing
relationship, it was deemed to be necessary for the client and their financial planner to
have been together for at least one year, as most clients have an annual review of their
financial situation. These questions provided “classification” information and helped to
establish the degree of the service-provider’s involvement and rapport with the client.
After these initial questions it was felt that the respondents were less likely to object to
questions that gathered “basic” information (Malhotra 1999) that related directly to the
study, such as attitudes towards their relationship with their financial planner.
Respondents were advised at the beginning of sensitive questions that only their
opinions were being sought and that there were no “right” or “wrong” answers. The
questions did not ask for specific numbers and used response categories for sensitive
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information. Most of the questions used a structured approach that specified the set of
response alternatives and only required marking a check box on a scale.
Measurement-item wording is an important and critical issue because if an item is
worded poorly, respondents may refuse to answer it (non-response bias) or may answer
it incorrectly (response error). Unless the respondents and researcher assign exactly the
same meaning to the item, the results will be seriously biased (Malhotra 1999). Where
possible, existing measures from the literature were used for the measurement items for
constructs; however, for some constructs, existing measures were slightly modified to
suit the context or new measures were developed. For the new items, care was taken
with the wording and an attempt was made to avoid comprehension problems by using
ordinary words, terms, acronyms and language that matched the vocabulary level of the
clients (Malhotra 1999).
Consideration was given to the order and grouping of items and sections of the
questionnaire so that measurement items that appeared early did not influence the
responses to subsequent items. Care was taken with the format, spacing and positioning
of items to ensure that the clients did not perceive the survey to be too cluttered and a
chore to answer. Heed was taken of the comments provided by clients during the pretest phase concerning these issues. Whilst it was possible to reduce the number of
pages of the questionnaire by using a smaller font size and reducing the “white” space,
readability and ease of completion were overriding considerations. A number of the
clients were elderly or retired people whose eyesight and motor skills posed difficulties;
this approach reduced the strain of completing the questionnaire. Every effort was
made to ensure that the questionnaire engaged the respondent and stimulated their
interest in providing complete and accurate answers.
4.4.2 Questionnaire Measurement Scales
The constructs in this model are latent variables and cannot be directly observed; they
can only be approximated and inferred from a group of indicators (Hair et al. 1998;
Schumacker & Lomax 1996). Accordingly, the constructs were measured, by necessity,
using multi-item scales to ensure that the domain of the construct was adequately and
accurately captured (Churchill 1979; Peter 1979).
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The measurement items for the constructs in the model used non-comparative (metric)
scales. Ordinal (ranking) scales were used to indicate the relative extent to which
objects possessed the characteristics of interest.

In particular, the survey used an

itemised numeric balanced (bipolar) Likert scale with five response categories ranging
from (1) “strongly disagree” to (5) “strongly agree”. Respondents indicated their degree
of agreement or disagreement by marking a box of their choice for each of a series of
statements or measurement items concerning the constructs of interest (Malhotra 1999).
The final questionnaire in Appendix 4.2 shows the layout and arrangement of the Likert
scales used for the constructs in the model. The Likert scale has the advantage of being
easy to construct and administer; moreover, respondents readily understand how to use
the scale, making it suitable for a mail survey (Malhotra 1999). For some measurement
items the wording was changed to a negative sense to avoid response bias. Care was
taken to ensure these items were “reverse” coded to ensure consistency in the scoring
procedure so that a high (5) score consistently reflected a favourable response (Malhotra
1999).
This study followed the multi-item scales: pre test and pilot surveys procedure
suggested by Nunnally (1978); Churchill (1979); Kumar, Aaker and Day (2002); and
Malhotra (1999). For most constructs, a pool of measurement items was derived from
the literature and the

prior exploratory qualitative research (Babin & Burns 1998).

Before the literature-derived measures were considered for inclusion in the overall
scale, their validity, reliability and widespread validation was checked (Bearden &
Netemeyer 1999).

Preference was given to those measures that had undergone

confirmatory factor analysis (CFA). Sometimes these measures were slightly modified
to suit the context in which they were being used.
The decision as to whether to include a measurement item in the pre-test or pilot phases
was assisted by a review group consisting of five industry experts and four senior
academics who were knowledgeable in the field under consideration. The first task was
the removal of items that did not fit the definition of the construct. The next step was
the removal of redundant items that tapped the same aspect as the item under
consideration.

The applied decision-making rule was that three out of the four

academics and three out of the five industry experts had to agree to the inclusion of the
item in the pre-test and pilot phases.
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Based on the advice of the review group, some items were omitted or reworded.
However, for some constructs a complete set of measures could not be found to cover
all the aspects of interest (for example, the sub-constructs of interpersonal
communication effectiveness).

To adequately measure these constructs, some new

measurement items were developed to form new multi-item measurement scales.
4.4.3 Pre-Test of Questionnaire and Pilot Survey
The initial questionnaire was pre-tested on a sample of 33 clients to identify and
eliminate potential problems and to see how well it performed (Churchill & Iacobucci
2002; Malhotra & Birks 2003). This phase mainly took the form of personal face-toface interviews of one to two hours’ duration in the respondent’s home. The aim was to
replicate the same situation and circumstances as those in which the final questionnaire
would be conducted. This approach allowed the use of protocol analysis and debriefing
techniques where the respondents’ reactions could be observed and immediate
interactive discussion of issues could take place. During the process the purpose of the
pre-test was explained, and respondents were requested to “think aloud” – say what they
were thinking as they received the survey package, opened it, completed the
questionnaire, put it in the reply-paid envelope and mailing it back. All questions,
including those that were accepted measures, were put under scrutiny.
Some changes were made to reflect the views and comments collected during the pretest process, and a revised pilot-study questionnaire was developed (Aaker, Kumar &
Day 2001). This pilot questionnaire was then sent to 50 clients. Respondents were
drawn from the same population as the final survey: similar in terms of background
characteristics, familiarity with the topic, and attitudes and behaviours of interest
(Malhotra 1999).
This was a “dry” run, with everything being the same quality as that planned for the
final survey. All aspects (question content, wording and sequence, form layout and
instructions) were analysed. For example, the wording of some items was changed to
make them clearer or more specific; also some changes were made to the order of items.
Constructs with multiple item measures were subjected to exploratory factor analysis to
check for problem items. Appendix 4.4 provides a question-by-question comparison
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table of the pre-test, pilot and final questionnaires. The final questionnaire reflected the
suggested changes from the pre-test and pilot stages (Appendix 4.2).
4.4.4 Execution of the Sampling Process
As indicated earlier, an initial sample of approximately 1,000 clients was deemed to be
necessary.

Eight financial-planning businesses were selected by simple random

selection (Tables 4.1 and 4.2). An investigation of the size of their client base revealed
that the average number of clients was 304. This suggested that four financial-planning
businesses would provide enough clients for the sample.

The four financial planning

businesses used for this research were Ray Power Pty Ltd., Don Williams and
Associates, CRA Financial Services and Scott Financial Group Pty Ltd.
All the clients of the selected financial planners were sent the final survey “package”,
which consisted of a cover letter written jointly by the University of Wollongong and
the financial planner (Appendix 4.3), the final survey questionnaire, a Novotel
Northbeach hotel incentive prize brochure and a pre-paid and addressed return envelope
for the completed questionnaire (Malhotra 1999).
A professionally printed A4 booklet format layout was used for the questionnaire to
encourage participation and response. The front cover was headed by the logo of the
University of Wollongong and at the bottom a statement indicating that the research had
been approved by the Human Research Ethics Committee of the University of
Wollongong, with details of the approval number (HE00/185), to emphasis the noncommercial nature of the research. A reply period of approximately three weeks was
set.
For this study each of the four clusters had a different colour, more to assist in
administration and data entry and to identify response clusters; any improvement in
response rate, while appreciated, was not expected. The evidence for an increase in
response rate by using coloured paper for questionnaires is not conclusive, with some
research suggesting that it improved responses and that some colours are better than
others (Buttle & Thomas 1997), and others claiming it has no significant impact
(Dennis 2003; Siu 1996; Malhotra 1999; Erogan & Tagg 2003; Jobber & Sanderson
1983; Childers, Pride & Ferrell 1980; Greer & Lothia 1994; Pressley & Tullar 1997).
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Malhotra (1999) suggests that mail surveys without any pre- or post-mailing contact can
have poor response rates, typically less than 15% for mail surveys of randomly selected
respondents. Low response rates increase the probability of non-response bias and can
influence the generalisability and overall validity of the research findings (Huang,
Hubbard & Mulvey 2003), which can be a significant problem when undertaking
written-mail survey research (Malhotra 1999; Baldauf, Reisinger & Moncrief 1999;
Chen 1996).
The researcher should focus on two actions concerning non-response: first, to improve
response rates, and second, to adjust for non-response. Attempts should be made to
increase the response rate in mail surveys by using the appropriate response-inducement
procedures. For example, prior notification has been shown to improve response rates
(Malhotra 1999; Paxson, Dillman & Tarnai 1995; Greer, Chuchinprakam & Seshadri
2000; Green, Boser & Hutchinson 1998; Jobber 1986). Whilst the financial planners
cooperated with prior notification for the pre-test and pilot stages, they would not agree
to any additional contact with their clients besides sending them the survey package.
This meant that the usual mail-survey response-improvement techniques that focus on
contact with the sample, such as prior notification and follow-up contact, could not be
used.

In a small-business context, Dennis (2003) recognises that it is not always

possible to implement some response-improvement techniques due to respondents’
possible perception that they constitute harassment; he goes on to suggest that “the
practical need not to alienate the sample often constrains researchers” (p.281). It is
acknowledged that periodic and multiple contacts by either letter, postcard, e-mail or
telephone before and after the survey is sent can be particularly effective in decreasing
refusals and improving responses in mail surveys (Malhotra 1999). However, the
anonymity of the survey, coupled with the rules of the University’s Ethics Committee,
meant that it was not possible to determine who had not returned the questionnaire. In
the early period following the closure date, some of the financial planners relented and
agreed to enquire if a client had returned their questionnaire in their normal day-to-day
contact with clients. This limited follow-up resulted in 72 additional responses.
However, other known response-improvement strategies were undertaken. The first
was offering an incentive that respondents would perceived to be valuable. Normally
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this involves the offer of various forms of monetary incentives and rewards (Jobber
1986; Jobber & Saunders 1993; Dillman 2000); this approach was not possible
considering the limited resources available for this study. During the pre-test and pilot
stages, the incentive issue was canvassed with clients. The most popular incentive was
to be included in the draw for a prize of a short holiday break at an up-market hotel.
This incentive offer seemed to appeal to the busy and stressed clients as well as the
older retired clients. The Novotel Northbeach Wollongong hotel, after representations,
agreed to provide a prize of a night’s accommodation for two people, including free
parking and breakfast at no cost, in return for the inclusion of a brochure in the survey
package and mentioning the prize in the cover letter. Care was taken that the incentive
was not positioned as “payment for opinions” so as not to bias respondents’ views;
rather it was aimed as a “thank you” for their time and trouble in participating in the
study (Mariampolski 2001).
Further response-improvement techniques included attention to the appeal of the survey
“package”. The client’s impressions when they open the mail package and read the
cover letter’s opening remarks are critical to whether they participate. A great deal of
attention was paid to the design, pre-testing, pilot testing and administration of the
survey, as it is recognised that a well-designed questionnaire can decrease the refusals to
answer specific questions and the overall non-response rate (Malhotra 1999). A letter
jointly written by the financial planner and researcher, printed on high-quality bond
letterhead paper featuring the University of Wollongong’s coloured logo, was aimed at
providing a friendly and credible introduction to the study and requesting support
(Appendix 4.3). This approach emphasised the University’s sponsorship and the noncommercial nature of the study.
Table 4.3 indicates the overall response to the survey by cluster.
Table 4.3: Initial Sample Size and Responses by SME Cluster
Cluster
(ID Code)
N
Responses
Response Rate
RTS*

Cluster 1
(DW)
347
91
26%
19

Cluster 2
(RP)
259
89
34%
13

Cluster 3
(CR)
269
84
31%
6

* RTS = Returned to Sender (address details not valid; survey returned by Australia Post)

Cluster 4
(JS)
342
86
25%
9

Total
1,217
350
29%
47
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The response rate range was from 25% to 34% indicating consistency across the four
clusters. The final response rate was calculated as follows:
Final Response Rate = Number of returned and completed questionnaires divided by the
number of questionnaires sent out, minus the number of returned to sender
questionnaires (Armstrong & Overton 1977).
Response Rate

=

350 / (1,217 - 47)

=

350 / 1,170

=

30%

Whenever possible, the effects of non-response should be estimated. A strong testing
approach would be to contact non-respondents (Armstrong & Overton 1977).

As

indicated earlier, it was not possible in this study to do so. Another approach is to
compare respondent characteristics to known population values; however, it was not
possible to make comparisons on key variables with the general population, as a review
of data from the Australian Bureau of Statistics (ABS) indicated that the data required
for this comparison was not available.
The only practical avenue to investigate whether non-response would become a concern
was to use an extrapolation method (Armstrong & Overton 1977), where it is assumed
that respondents “who respond less readily are more like non-respondents” (p.397); that
is, to check if there were differences in the values of key variables between the clients
who responded by the advised return date and those respondents who returned their
questionnaires after that date. The returned questionnaires were sorted in order of the
date they were received. Two groups were formed: those returned by the due date and
those returned after the due date. The first group had 278 responses (79.5%), and the
“late” group had 72 responses (20.5%).
A preliminary examination of the two groups’ frequencies and distribution plots of the
data values of the two groups was undertaken. The descriptive statistics of mean and
standard deviation were calculated (using SPSS) to enable comparison of the two
groups. The two groups appeared to be similar (Appendix 4.9 contains the comparison
table of the means and standard deviations for the two groups).

117

The two independent-samples t-test and the one-way analysis of variance (ANOVA) are
the usual statistical procedures used for testing the null hypothesis that the means of the
two populations (on-time and late respondents) are the same. These two procedures
require some assumptions about the populations from which the samples have been
selected. The t-test assumes that the two samples are independent and that the data
distributions are approximately normal. The ANOVA has similar assumptions, as well
as the additional requirement that the population variances are all equal. Should the
normality assumptions not be met, distribution-free or nonparametric tests such as the
Mann-Whitney U test may be needed to test the null hypothesis.
Sometimes it is not clear as to which procedure should be used, as minor violations of
the underlying assumptions do occur in practice. If it is not clear-cut as to whether a
parametric test or a non-parametric test should be used, it is advisable to carry out both
tests. If the same conclusion is reached by both tests, there is “nothing to worry about”
(Norušis 1999, p.332).
All three procedures were carried out using SPSS. Appendix 4.10(a) gives a more
detailed discussion of the three procedures and a worked example for Question 2.
Appendix 4.10(b) contains a summary table of the results of each test for all the items.
Examination of the results of the three tests revealed that there were no significant
differences on key variables between the on-time and late respondents; hence it was
assumed that non-response bias was not a serious concern for this study.
4.4.5 Final Survey Data Cleaning and Preparation
Failure to undertake adequate screening of the raw data is a common mistake in
applying SEM (Malhotra 1999). The use of incorrect data can call into doubt or
seriously compromise both the statistical procedure used and the results (Baumgartner
& Homburg 1996). The following sections outline the issues considered in this study
and the approaches and actions taken to ensure that “clean” data was used for the
analysis and that the researcher got a good overall “feel” for the data.
Each of the 350 returned surveys was initially checked to see if the respondents had
properly completed the questionnaire.

If it appeared that the questionnaire was

complete, it was manually marked with a unique identification code and the date it was
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received, and stored in a filing system to enable quick access to a particular
questionnaire. The unique identification code was entered as “idcode” into the SPSS
data set. Also, each item was given a unique data variable name to identify it in the
SPSS database. This procedure allowed a complete audit check of the data back to the
original questionnaire.
A screening check was undertaken to determine whether the respondents were suitable
for inclusion in the database. Question 2 of the questionnaire asked for the duration of
the client’s relationship with their financial planner in years. This study made the
assumption that respondents who indicated less than one year would not be in a position
to make an informed judgement concerning a number of issues raised in this study.
Fifteen respondents indicated relationships of less than one year. They were removed
from the sample, leaving a total of 335 survey responses.
On completion of the data entry into the SPSS database, the data was checked a number
of ways to establish data-entry accuracy and consistency (Malhotra 1999). First, the
data for each construct was checked using SPSS to examine the dispersion of the data
(the mean, standard deviation, maximum and the minimum). The dispersion measures
of maximum and minimum give a useful check of keystroke errors, as they quickly
identify any numbers outside of the range of values allowed. This process also quickly
identifies any unexpected data outliers. A review of each case via the “idcode” would
determine whether the value was a true outlier or an error. For example, values such as
55 or 35, or even 223, would typically indicate an error where the cursor was not tabbed
to the next cell during data entry.
Missing data can be attributed to a number of factors, such as the failure of the client to
respond to a question in the survey or possible data-entry problems. Unanswered
survey items were initially coded as -1 in the SPSS database to indicate missing values.
In the first case, surveys were examined to determine whether the non-response was
intentional (for example, didn’t want to answer the question or couldn’t answer the
question) or a case of not seeing or reading the question (for example, missed pages or
lost their place if interrupted). The SPSS “N Missing” function output can be used to
quickly identify missing data for each variable by comparing the N statistic and the
Valid N (listwise) for variables. A sort of the database was undertaken using the SPSS
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transformation and N Missing functions to develop a missing-values flag (mvflag); this
flag determined the number of missing values and identified the cases that had
excessive missing values. This missing-values flag was sorted in descending order;
Table 4.4 shows the cases with the most missing values.
Table 4.4: N Missing Values Worst Cases
IDCode
CR10

N Missing

Percentage of Total Missing

105

100.0%

CR06

78

74.3%

AIA19

64

61.0%

S45

59

56.2%

DW19

48

45.7%

S22

44

41.9%

CR19

37

35.2%

CR15

37

35.2%

CR13

30

28.6%

S56

22

21.0%

AIA13

11

10.5%

RP66

11

10.5%

AIA96

9

8.6%

The first 10 cases were removed from the database, as they had over 20% missing
values; after removing them, the number of missing values was quite small. This left
325 usable responses.
Missing observations or measurement-item responses can be a problem; however, it is
possible to deal with missing values by several methods. Most statistical packages offer
either “pairwise” or “listwise” deletion as a treatment for missing values. Pairwise
deletion excludes from its calculations only those items where data is missing. This
may result in calculations and analysis being based on different sample sizes; this in
itself may cause problems. Listwise deletion involves the exclusion of the whole case
where data is missing for any measurement item in the database (Coakes & Steed 2001).
This may result in a serious reduction in the effective sample size, as well as the
problem of throwing away a large amount of data that was costly and time-consuming
to collect (Malhotra 1999).
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A more realistic approach is to use an imputation method. A commonly used method is
mean substitution; however, its use can be problematic as the sample mean may bear
little or no resemblance to the answering pattern for related items (Malhotra 1999).
Computer programs such as SPSS can provide an estimated substitution value based on
full information maximum likelihood estimation (FIML) (Arbuckle 1996; Enders &
Bandalos 2001).
The similar-cases imputation approach attempts to infer a substitution value by using
statistical information from the comparative data available; in other words, what value
the respondent would have given if they had answered the question (Malhotra 1999).
The pattern of the respondent’s answers to other items is noted and this pattern is used
as the basis for comparison with other respondents’ answers to find a matching
answering pattern. The replacement missing-value codes must be of the same code type
as the data they represent (Coakes & Steed 2001) – in this case a whole-number value
based on a Likert scale of 1 to 5.
For this study, each construct was examined to identify the missing cases for each
measurement item for that construct. For each item a list of respondents with missing
data for that item was made, and each respondent’s missing item was investigated. For
example, only one respondent (idcode = DW09) failed to answer Question 5.1. Initially
the data for the interpersonal communication effectiveness construct (Question 5) was
sorted on the basis of similarity of all other items to the DW09 case, and investigated
with the help of the “logical” and “solver” functions of Microsoft Excel. This was done
on a respondent-by-respondent basis. In this example, an investigation was made of
other respondents who had answered all other items for the Q5 construct in a similar
manner to that of respondent DW09, the only respondent who had a missing value for
q5.1. The similar respondents were RP43, CR41, RP50, AIA32 and RP03.
The process was further refined to determine which of the other measurement items for
the Q5 construct were most related to q5.1; that is, which other items were grouped with
q5.1 on the same factor. Based on an exploratory factor analysis, the factor-related
items were q5.1, q5.2r, q5.4 and q5.5. The previous procedure was repeated based on
this reduced set of items. The comparison of similar respondents using items that were
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related to q5.1 suggested that respondent RP50, with a value of 3 for q5.1, was the most
appropriate case to replace the missing value for DW09. Care needs to be taken with
the selection of the substitution value, as different imputation procedures may yield
different results (Malhotra 1999). Table 4.5 compares the results of imputation for q5.1
using different methods.
Table 4.5: Missing Value Imputation Summary for DW09: Item q5.1
IDCODE

q5.1

Mean
xls q5.1

Mean
SPSS
q5.1

SPSS EM
All Q5
q5.1

Similar
Cases
q5.1

DW09

-1*

2.8

2.86

3 (3.25)

3

* -1 represents a missing value.

For the example above, the value of 3 is consistent with the other approaches when they
are rounded to the nearest whole integer. This procedure was repeated for all items and
cases with missing data to obtain their imputed values.
Some measurement items in the survey questionnaire were worded in a negative sense
to avoid response bias, and thus needed to be reverse-coded. These items were re-coded
to form new variables that had a similar variable number as before, except with an ‘r’
(to denote reverse coded) appended to the variable name (for example, q5.2 became
q5.2r). The scale for these item measures was a five-point Likert scale with a response
format of 1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly
Agree. The recoding was done using the SPSS “transform and recode into different
variable” procedure; i.e. the old data values were transformed into the new values (1 
5, 2  4, 3  3, 4  2, 5  1).
One of the initial steps in the analytical process is to review the distribution of the data
for the variable of interest. Univariate and multivariate normality of data are often an
assumption for many inferential statistical techniques. This can be checked using SPSS
in a number of ways: for example, graphically using histograms, stem-and-leaf plots,
box plots, normal probability plots and detrend normal plots; or by applying normality
statistic tests using the Kolmogorov-Smirnov statistic, with a Lilliefors significance
level (should be ≥ .05 for normality), skewness and kurtosis tests. Coakes and Steed
(2001) suggest that data “rarely conform to a classical normal distribution” (p.36), with
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the distributions often being skewed and displaying varying degrees of kurtosis. The
data for this study was consistent with this observation, as it exhibited varying degrees
of departure from the classical normal distribution. However, based on the results from
the approaches indicated above, the data did not display extreme skewness or kurtosis,
and thus it was not necessary to undertake any transformations of the data.
4.5

Development and Testing of Measures

4.5.1 Introduction
After the tests and processes described above, the data was ready for analysis. The
multi-item measurement scales for each latent construct resulting from the pre-test and
the pilot-survey phases were evaluated more extensively using the full set of “cleaned”
data from the final sample (n=325).
Exploratory factor analysis (EFA) and internal consistency reliability tests were then
used to develop preliminary scales for confirmatory factor analysis and for the
assessment of unidimensionality (Gerbing & Anderson 1988). Churchill (1979) concurs
with this approach, commenting that whilst EFA and reliability assessments of the
resultant scales (e.g. Cronbach’s alpha and item-total correlations) may be appropriate
initially, “the use of factor analysis in a confirmatory fashion would seem better at later
stages” (p.69). The measurement scales refined in the first step were then used in
confirmatory analysis; this involved using AMOS SEM software to estimate the
measurement properties of the latent constructs and the structural relationship among
them.
Measurement-item reduction techniques were employed to ensure that the structural
equation model remained robust. A number of approaches are available, ranging from
the simple unit-weighted addition of indicator variables (which has a number of
limitations) to more complex approaches. The more sophisticated approaches use SEM
to minimise unreliability and account for measurement error in both the observed and
the latent variables. The one-factor congeneric measurement modelling combined with
a single-factor composite variable approach adopted for this study addressed most of the
limitations and provided a more manageable number of unidimensional, valid and
reliable composite variables; these were used in the subsequent testing of the structural
equation model.
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Exploratory factor analysis (EFA) can be viewed as an interdependence multivariate
statistical technique in which all variables are simultaneously considered, and each
related to all others. The goal is to reduce a large number of variables to a smaller set of
underlying factors that summarise the essential information contained in the variables
(Coakes & Steed 2001). This analysis is concerned with explaining the covariance
and/or correlation structure among the measured variables and asks the question: “Are
there sets of measures where, for each set, the measures within the set are highly
correlated with each other but not correlated with any of the measures in the other sets?”
(Holmes-Smith 2001, p.12-2) If such sets are found, it is assumed that the measures
within each set are measuring the same underlying construct.
The question of which of the many methods available (SPSS has seven alternatives) is
the most appropriate to extract factors from the data matrix is the subject of “much
debate in the literature” (Coakes & Steed 2001, p.155). The decision should be based
on the purpose for which the EFA is being undertaken, as the underlying assumptions
for the EFA method chosen should be consistent with the final use of the results. It is
acknowledged that the principal-components method and principal-axis factoring are
the most frequently used (Coakes & Steed 2001). However, in this study, maximum
likelihood factor analysis with varimax orthogonal rotation was employed in order to be
consistent with the maximum likelihood estimation process later used in the
confirmatory factor analysis and final SEM (Holmes-Smith 2001).
The data was first tested for suitability for exploratory factor analysis by checking the
Kaiser-Meyer-Olkin Measure of Sampling Adequacy (>.5), the Bartlett Test of
Sphericity (large and significant), the inter-item correlation matrix (>.3), the
significance levels of the sig. (1-tailed) correlation matrix (<.05 i.e. 5%) and the
diagonals of the anti-image correlation matrix (>.5) (Coakes & Steed 2001; HolmesSmith 2001). The initial exploratory factor analysis was undertaken using Eigen values
greater than 1 as the criterion for determining the number of factors being reported. A
scree plot was also requested as an output from SPSS, as experimental evidence across
many factor-analytical studies suggests that the number of factors that come before the
scree best represents the number of factors (Cattell 1966; Holmes-Smith 2001). A
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threshold factor loading level of greater than 0.4 is commonly considered to be
meaningful (Anderson & Gerbing 1988); this value was used in this study.
4.5.2 Scale Evaluation and Preliminary Results
The scales were evaluated by examining the dimensionality, reliability and validity of
the measurement scales as suggested by Malhotra (1999). The scale-evaluation process
for this study focused on the shaded sections shown in Figure 4.6: unidimensionality,
reliability and validity assessments. It is recognised that the issues concerning scale
development and evaluation are interrelated; however, for clarity of presentation they
are discussed individually.

Figure 4.6: Scale Evaluation
The initial analysis discussed earlier provided the foundations for the assessment of
unidimensionality using confirmatory factor analysis (CFA). The CFA was carried out
on each of the dimensions (factors) of the latent construct of interest as well as the
whole construct, so that an assessment of external consistency could be also made
(Gerbing & Anderson 1988). This approach was part of the first step (as suggested by
Anderson and Gerbing (1988) in their two-step covariance structure analysis approach)
in the process for the structural equation testing of the model. It should be noted that
the SEM approach, unlike many other approaches, takes measurement error into
account.
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A fundamental aspect of scale evaluation is that of measurement accuracy.

The

observed score of a measurement item differs from the true score due to measurement
errors. The total measurement error consists of the systematic error (XS) and the
random error (XR). This relationship can be represented as:
XO = XT + XS + XR
where XO = the observed score or measurement;
XT = the true score of the characteristic;
XS = systematic error; and
XR = random error
(Malhotra 1999).
Systematic error (XS) represents stable factors that affect the measurement the same
way each time the measurement is made; i.e., it tends to be “constant”. Random error
(XR), on the other hand, is not constant: it affects the observed score in different ways
each time a measurement is made. The distinction between systematic and random
error is important to the understanding of reliability and validity. If both kinds of error
could be eliminated (XS = 0 and XR = 0), a measurement would have perfect validity and
reliability (XO = XT).
McDonald (1981), Hattie (1985) and Gerbing & Anderson (1988) posit that, if a set of
measurement items is unidimensional, this suggests the existence of a single trait,
factor, dimension or construct. A critical assumption of measurement theory is that all
the items forming a measurement scale measure only one thing in common (Hattie
1985).
Traditionally, conducting an EFA of the all the measurement items for each construct in
the model is the first step in assessing unidimensionality. Hair et al. (1995) recommend
this as a precursor to assessing the measure’s reliability. In this study, the data was first
tested for suitability for EFA (see Section 4.5.1. for the tests and threshold values).
Chapter 5 provides details and results of the EFA for each construct.
The next step after the EFA was to calculate reliability using Cronbach’s coefficient
alpha (α) and the corrected item-total correlation for each item for the construct of
interest. If the results exceeded the appropriate threshold values (discussed in more
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detail in Section 4.5.3), one could conclude that the scale was unidimensional. Gerbing
and Anderson (1988) point out that neither the Cronbach’s coefficient alpha nor the
corrected item-total correlation assess unidimensionality; however, they are useful tools
to aid in the preliminary development of the measurement scale that will be further
subjected to confirmatory factor analysis.
SEM software offers a more powerful tool for performing a CFA of a single latent
construct model. Anderson, Gerbing and Hunter (1987) suggest that “confirmatory
factor analysis (Jöreskog 1969, 1978) provides a preferred means for comprehensive
assessment of unidimensionality” (p.434). An analysis of the model-fit indices and the
standardised residuals (<|2.58|) can provide an indication or evidence of
unidimensionality, or else can be used as guidance for measurement-scale purification
should it not be unidimensional. In other words, the overall fit of the single latent
construct model provides necessary and sufficient information to determine whether or
not the observed set of measurement items for this latent construct is unidimensional
(Kumar & Dillon 1987; Steenkamp & van Trijp 1991). This SEM approach provides
two advantages over traditional methods: it tests the theoretical structure of the
measurement instrument, i.e. the relationship of the construct with its measurement
items; and it tests the relationship between the construct of interest and other constructs
without the bias that measurement error introduces (Steenkamp & van Trijp 1991,
p.284).
Chapter 5 reports the results of both the traditional EFA and the SEM confirmatory
factor analysis tests for all the constructs and sub-constructs.
The next step in the development of the measurement scale was to assess its reliability,
as “unidimensionality alone is not sufficient to ensure the usefulness of the scale”
(Gerbing & Anderson 1988, p.190).
4.5.3 Reliability
The reliability of a measurement scale concerns the extent to which it is repeatable
(Churchill, Ford & Walker 1974) – in other words, its, consistency (Bollen 1989). The
reliability of a measurement scale may be defined as the correlation between a
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measurement item and measurement scale; for high reliability most of the variance in
the measurement item would have to be systematic (Peter 1981).
The “constant” nature of systematic error means it would have no adverse impact on
reliability. On the other hand, random error, by definition, is inconsistent and should be
minimised for a reliable measurement scale. If it could be eliminated (XR = 0), the
measure would be perfectly reliable (Malhotra 1999). In other words, reliability may be
thought of as an indicator for the amount of random measurement error inherent in the
measurement scale (Malhotra 1999; Churchill, Ford & Walker 1974). Conversely,
“reliability is that part of a measure that is free of purely random error” (Bollen 1989,
p.207).
Traditionally, reliability is assessed based on the internal consistency of the set of items
forming the scale, where each item measures some aspect of the latent construct
measured by the entire scale. The most popular approach is to use coefficient alpha,
commonly referred to as Cronbach’s coefficient alpha of reliability (Cronbach 1951;
Malhotra 1999), which can be viewed as a generalised measure depicting the degree to
which the construct measurement items indicate the latent construct of interest (Peter
1979).
SPSS also provides some additional tests for assessing internal consistency in the form
of individual corrected item-to-total correlations, the inter-item correlation matrix for all
scale items and the impact on Cronbach’s alpha if a particular measurement item were
removed (Churchill 1979; Peter 1979; Robinson, Shaver & Wrightsman 1991; Nunnally
& Berstein 1994). Cronbach’s alpha can range in value from 0 to 1, with 1 indicating a
measure that is perfectly reliable; the commonly used threshold values are between 0.5
to 0.6 for exploratory research and 0.7 for basic research (Nunnally 1967, 1978; Hair et
al. 1998). In assessing the individual correlations in the inter-item correlation matrix, a
value of greater than 0.3 was used (Robinson, Shaver & Wrightsman 1991), and for the
corrected item-to-total correlations, values greater than 0.5 (Zaichkowsky 1985; Shimp
& Sharma 1987; Bearden, Netemeyer & Teel 1989). For the impact on Cronbach’s
alpha if the item was removed, the alpha values for each item if that item were deleted
needed to be less than the alpha for the overall scale. Tests with values less than these
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threshold criteria were progressively deleted based on selecting the worst item first and
deleting items one at a time, noting the impact on the evaluation criteria.
A limitation of this more traditional approach for assessing reliability is that it is based
on correlations between observed variables, and does not account for the potential
affects of latent constructs and measurement error (Bollen 1989).

In particular,

coefficient alpha underestimates reliability for congeneric measures, and it is not
suitable for single indicators. SEM overcomes these limitations (Steenkamp & van
Trijp 1991; Baumgartner & Homburg 1996).
As this research uses SEM and one-factor congeneric measurement models (discussed
in more detail later in this chapter), the reliability (ρiξ) of an individual observed
measurement item (indicator variable) and the composite reliability are of particular
interest.
Bollen (1989) overcame the reliability problem with individual observed measurement
items by defining the reliability of an indicator as “the squared correlation of the true
score and the observed score” (p.217). It can be shown (Jöreskog & Sörbom 1989;
Bollen 1989; Holmes-Smith 2001) that this reliability is the squared multiple correlation
coefficient (SMC) for the measurement item of interest. Further, Holmes-Smith (2001)
shows that the SMC for that measurement item is simply the square of its standardised
factor loading. SMC values range from 0 to 1, with values closer to 1 indicating higher
reliability (Bollen 1989). The SMC of a good measurement item should exceed 0.50
(which approximates to a standardised factor loading of 0.7), although an SMC of 0.30
indicates an acceptable measurement item (Holmes-Smith 2001).
In addition to individual observed measurement item reliability, Fornell and Larcker
(1981) show that the SEM parameter estimates can provide two additional methods for
calculating and assessing scale reliability. First, the composite scale reliability for the
latent construct is given by the following formula:
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where λyt is the standardised loading for each observed variable, εi is the error variance
associated with each observed variable and ρn is the reliability estimate. The threshold
value of 0.50 was used in this study for composite reliability (Fornell & Larcker 1981;
Holmes-Smith 2001).
However, neither the individual observed measurement item reliability nor the
composite reliability capture the variance due to measurement error (Fornell & Larcker
1981).

To do this, a second estimate of scale reliability, known as the variance-

extracted estimate, is required. Fornell & Larcker (1981) show that the varianceextracted estimate can be calculated from the following formula:
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where λyt is the standardised loading for each observed variable, εi is the error variance
associated with each observed variable and ργc(η) is the reliability estimate (Fornell &
Larcker 1981, p.46). It is suggested that the variance extracted should exceed 0.50;
otherwise, the variance due to measurement error is larger than the variance captured by
the dimension or construct (Fornell & Larcker 1981; Hair et al., 1998).
Chapter 5 provides the reliability estimates using the traditional internal consistency
reliability tests and the three SEM approaches.
4.5.4 Scale Validation
The creation, development, improvement and confirmation of valid measures for the
model’s latent constructs are important goals and a contribution of this study (Clark &
Watson 1995). In general terms a measurement instrument is valid if it truly measures
the latent construct it is intended to measure (Nunnally 1978; Peter 1979; Bollen 1989;
Holmes-Smith 2001). More specifically, for scale validity, this study concerns “the
extent to which differences in observed scale scores reflect true differences among
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objects on the characteristics being measured, rather than systematic or random errors”
(Malhotra 1999, p.283).
Validation of a measurement scale is an ongoing process: the various analyses and
evaluations for the different types of validity (Figure 4.6) lead to an assessment of a
matter of degree rather than an all-in-one property (Nunnally 1978; Bollen 1989). The
sections below provide a brief discussion on the forms of validity, details of the method
of analysis and evaluation for the various types of validity.
Content (sometimes also referred to as “face”) validity is a qualitative, subjective, but
systematic evaluation of whether the scale items adequately represent the domain (or
content) of the construct of interest (Malhotra 1999); in other words, on the surface,
does the scale appear to be consistent with the theoretical domain of the construct
(Churchill 1979; Bearden, Netemeyer & Teel 1989; Bollen 1989)?
Content validity is normally assessed by reference to experts in the field of interest
(Bearden, Netemeyer & Teel 1989; Babin & Burns 1998; Zaichkowski 1985) before the
measurement scale is completed, whereas “face” validity concerns judgements about the
scale after it is constructed (Nunnally 1978). As indicated earlier, a combination of five
industry experts in SME financial planning and four academics with expertise in the
area of relationship management/marketing formed the expert panel for assessing
content validity. Additionally, Holmes-Smith (2001) suggests that from an SEM, onefactor congeneric modelling perspective, “the goodness-of-fit measures can be viewed
as confirming the content validity of the domain or construct of specific interest.” (p.713). Both approaches were used in this study to confirm content validity.
Construct validity is a necessary condition for theory development and testing
(Churchill, 1979). Peter (1981) defines construct validity as the degree to which a
measure assesses the construct it purports to assess. Furthermore, a measurement scale
is a valid measure of a construct if it relates to the measures of other scales in the
expected manner (Cronbach & Meehl 1955; Churchill 1979; Bollen 1989; Malhotra
1999). Empirical support for hypothesised relationships provides supporting evidence
of construct validity. The three most widely accepted forms of construct validity are
convergent validity, discriminant validity and nomological validity (Hair et al. 1998).
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Convergent validity evaluates the extent to which different or independent measures
tend to “converge” and provide the same result, i.e. the extent to which a measure
correlates highly with other measures designed to or known to measure the same
construct. Convergent validity can be assessed by evaluating the correlation between
measures of the same construct (Churchill 1979). Additionally, convergent validity can
be indicated by the extent to which item scores correlate with the total score. Items that
correlate more highly with the total scores are generally better items (Nunnally 1978).
The multitrait-multimethod (MTMM) matrix approach has been used to empirically
assess convergent and discriminant validity (Campbell & Fiske 1959). A limitation of
this approach is that it relies on simple correlations and does not account for the
relationships between the latent constructs and the observed measurement items, nor for
the relationships between latent constructs (Coote 1998). Another drawback in using
the MTMM approach is the need for multimethod measures (Cote & Buckley 1987;
Bagozzi & Yi 1991); these are difficult and costly to develop.

These difficulties

precluded the use of the MTMM approach in this study. Instead, the more common
marketing approach of a single measurement method was used (Steenkamp & van Trijp
1991).
The SEM approach offers the ability to use parameter estimates to determine validity.
Bollen (1989) proposes an alternative definition of validity, suggesting that the “validity
of a measure xi of ξj, is the magnitude of the direct structural relation between ξj and xi”
(p.197). This implies that the lambda coefficient λij that represents the direct structural
relation between an observed variable xi and latent construct ξj, is an appropriate
measure of validity (Coote 1998). Anderson and Gerbing (1998, p.416) support the
approach that convergent validity can be assessed from the measurement model by
examining whether each measurement item’s λij “is significant (greater than twice its
standard error).”

In summary, to demonstrate convergent validity using the SEM

approach, the lambda coefficient should have a threshold value of 0.70 or greater
2

(Hulland, Chow & Lam 1996) or λij ≥ 0.50 (Bagozzi & Yi 1991) and be statistically
significant (Anderson & Gerbing 1988). Steenkamp and van Trijp (1991) and Bagozzi
and Yi (1991) support this approach to assessing convergent validity, suggesting that
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the strongest condition is a substantial λij and providing that a third condition, “that the
overall fit of the model is acceptable” (p.289), is also met.
Discriminant validity can be viewed as the extent to which a measure does not correlate
with other constructs from which it is expected to differ (Churchill 1979).

The

traditional assessment approaches have included making use of the factor-analysis
technique (Churchill 1979) and demonstrating a lack of correlation among differing
constructs (Malhotra 1999). It is recommended that the absolute magnitude of the
correlations between the latent constructs be checked to see if they are below the
threshold value of 0.90, as values greater than this would suggest that the distinctiveness
of the measures may be in doubt and would be difficult to defend (Kelloway 1995).
SEM can be used to examine discriminant validity; however, the procedure suggested
by Anderson and Gerbing (1988) is complex and time-consuming. A more detailed
discussion of their procedure can be found in Appendix 4.11.
Fornell and Larcker (1981) offer an average variance extracted (AVE) procedure for
assessing discriminant validity: it involves calculating the variance extracted (see
Section 4.5.3.) for each construct and pairwise calculating the average variance
extracted for each pair of constructs.

(Appendix 4.12 contains a more detailed

discussion of the procedure.) It was established earlier that the variance extracted
should exceed a threshold value of 0.50; it follows that the AVE should also exceed
0.50.
In addition to the foregoing tests for reliability and validity, the measures must also
demonstrate nomological validity.

This involves investigating both the theoretical

relationship between latent constructs and the empirical relationship between measures
of those latent constructs (Peter 1981).

If the measures representing these latent

constructs behave as expected with respect to each other, the nomological validity of the
measures is supported (Ruekert & Churchill 1984). In other words, it can be viewed as
the extent to which the measurement scale behaves as expected with respect to direction
(+ or - signs) and magnitude (Westbrook 1980; Peter & Churchill 1986).
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Nomological validity is traditionally assessed with correlation or regression analysis
(see Westbrook 1980; Peter 1981; Comer 1984; Ruekert & Churchill 1984; Malhotra
1999). However, this approach does not allow formal testing of the nomological net
and does not eliminate the biasing effect of measurement error (Steenkamp & van Trijp
1991; Peter & Churchill 1986). One approach to overcome some of these shortcomings
is to use SEM and examine the goodness-of-fit indices of the model being tested.
Steenkamp and van Trijp (1991) offer the caution that the overall fit indices of SEM
“are heavily influenced by the goodness-of-fit of the measurement part of the model,
and to a far lesser extent by the goodness-of-fit of the structural part” (p.294).
Anderson and Gerbing (1988) propose a method to overcome this that involves
sequential testing of five nested structural models. However, in this study, the use of
the one-factor congeneric modelling approach means that the overall fit indices of the
model under test were more focused on the structural part, as the measurement part had
been dealt with earlier. Peter and Churchill 1986 offer support for using the model’s
overall fit indices to assess nomological validity by suggesting: “there is little difference
between the nomological validity evidence and substantive theory testing” (p.2).
4.6

Structural Equation Modelling (SEM)

4.6.1 Introduction
In Chapter 3 a theoretical structural model was proposed based on the findings of the
literature review in Chapter 2 and the exploratory qualitative phases of this study. This
latent construct structural model was represented by a path diagram, which
diagrammatically showed the relationships between the independent and dependent
variables. A set of hypotheses that were related to the model was also proposed. A
major purpose of this study was to statistically test the model, using the survey data
collected for this particular context. The plausibility of the proposed measurement and
structural models, as well as that of the associated hypotheses, was tested in a
confirmatory manner; that is, the a priori-developed conceptual models were tested,
only after theory development, not as a “fishing expedition” where models are
developed to fit the data (Byrne 2001; Kline 1998).
SEM overcomes the limitations of traditional techniques, such as being unable to
address more than one independent relationship at a time (Hair et al. 1998) and unable
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to account for error (Bentler 1992; Holmes-Smith 2001). SEM is the most appropriate
technique for this study, as it enables the simultaneous testing of all interactions of the
latent constructs shown in the proposed model and the associated hypotheses (Anderson
& Gerbing 1998). That is, SEM can provide a higher level of explanatory ability and
appropriate evidence to support (or otherwise) the model and the associated hypotheses
(Holmes-Smith 2001). This ability of SEM techniques to provide theory validation has
made them valuable and popular research tools in marketing and management as well as
a number of other disciplines (Hair et al 1998; Marcoulides & Schumaker 1996).
4.6.2 SEM Definition and Underlying Principles
It is difficult to define SEM, as it “does not designate a single statistical technique but
instead refers to a family of related procedures” (Kline 2005, p.9) and is sometimes
referred to as “covariance structure analysis” (CSA, as in Williams 1995; Fornell 1983)
or “covariance structure modelling” (CSM, as in Breckler 1990; MacCallum 1986;
MacCallum, Browne & Sugawara 1996). Fornell (1987) suggests that SEM is a secondgeneration multivariate technique “combining methodological contributions from two
disciplines: the (confirmatory) factor analysis from psychometric theory and the
structural equations model typically associated with econometrics (Goldberger 1971)”
(p.105).
This suggests that there are two aspects to SEM: a measurement-modelling phase,
which determines how the latent constructs are represented through their measurement
items (observed variables), and a structural-modelling phase, which examines the
structure of the relationships between the latent constructs themselves (Anderson &
Gerbing 1982, 1988; Jöreskog, & Sörbom 1984; Jöreskog 1993; Diamantopoulos 1994).
These two aspects will be discussed in more detail later in this chapter.
SEM uses the covariance matrix derived from the observed (survey) data in testing the
relationship between the observed indicators and their latent constructs in the
measurement-modelling stage, and the hypothesised relationships among latent
constructs in the structural-modelling stage (Diamantopoulos & Siguaw 2000).
The SEM software used for this research was AMOS (Arbuckle & Wothke 1999).
AMOS uses a maximum likelihood estimation approach; this has a useful property in
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that “(N-1) times the minimum value of the fit function has a χ2 distribution when the
model is correct in the population” (Holmes-Smith 2000, p.5-1). This allows the use of
the χ2 statistic to judge the fit of the model to the data. SEM includes a test of whether
the matrix of implied variances and covariances is significantly different to the matrix
of empirical sample variances and covariances, i.e. the χ2 statistic.
It should be noted that in SEM, the alternative hypothesis – that there is a difference
between the matrices (Kelloway 1995) – is tested rather than the usual null hypothesis.
That is, χ2 is calculated for the discrepancy between the matrices, and an assessment is
made of the probability of achieving the value calculated for χ2 (usually at an α =0.05
level). If the probability (p value) is greater than 0.05, the alternative hypothesis can be
rejected and the null hypothesis accepted – i.e. that the discrepancy between them is
very small and there is no significant difference between the matrices (Baumgartner &
Homburg 1996; Fornell 1983). It can be said that the model being tested is a feasible
representation of the data (Holmes-Smith 2001); in other words, a higher p value
indicates a better model fit (Byrne 2001).
4.6.3 SEM Procedure
It is beneficial to break the SEM procedure into a number of distinct steps, whilst
bearing in mind that it may be an iterative process with feedback between steps. Various
SEM researchers/authors have suggested a number of slightly differing approaches
(Hair et al. 1998, pp.592-616; Kline 2005, pp.63-65; Maruyama 1998, pp.187-201;
Bollen & Long 1993, pp.1-2; Kelloway 1998, pp.7-22; Holmes-Smith 2001, pp.1.101.12; Diamantopoulos 1994, pp.107-129), with the number of steps ranging from five to
eight. The SEM approach used in this study is an eight-step approach based generally
on Holmes-Smith (2001) and Diamantopoulos (1994), as detailed in Figure 4.7.
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Figure 4.7: SEM Steps
As indicated earlier, SEM as applied in this study is based on the a priori specification
of the proposed model. This approach takes heed of the cautions offered by a number
of SEM researchers (e.g. Kline (2005) and Byrne (2001)) concerning the abuse of SEM,
especially that of altering the theory to suit the collected data; i.e. it avoids the issue of
post-hoc identification of models (Baumgartner & Homburg 1996; Hair et al. 1998).
A confirmatory approach was used for the two categories of models in this study: the
measurement model and the structural model. A number of measurement models (the
precise number depending on the number of constructs) need to be conceptualised,
operationalised and tested before the final structural model is ready for analysis. By
definition, latent constructs cannot be measured directly, so there is a need for a specific
conceptual measurement model to test each construct. The measurement models for
this study were further refined into their respective one-factor congeneric models and
single-factor composite models. These refined models were used in the final structural
modelling stage, which investigated the relationships between the constructs.
The development of a path diagram is the next step after the conceptualisation of the
model (Hair et al. 1998) and the precursor to model specification. Path diagrams are
pictorial representations of the interrelationships between the various components of the
model, and are used to name the observed and latent variables, error terms and residuals
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(Hair et al. 1998; Holmes-Smith 2001). The AMOS SEM software used in this research
makes constructing path diagrams a fairly straightforward process. It involves drawing
the model using a graphical user interface that allows the operator to represent the
elements of most models, and to add labels and generate structural equations.

A

detailed discussion on path-diagram construction, including the conventions used in
drawing and labelling the path model in an AMOS context, is given in Arbuckle and
Wothke (1999) and Holmes-Smith (2001). Chapter 5 shows the final path diagrams for
this study.
A model is correctly specified when it reproduces the sample covariance matrix
well - this is sometimes referred to as the “true” model (Schumacker & Lomax 1996).
By using the a-priori developed model approach, the possibility of model
misspecification or specification error is minimised. Specification error can occur when
one or more key predictive variables are omitted from the model or when they are
included where they should not be (Hair et al. 1998; Holmes-Smith 2001; Kelloway
1998).

Care should be taken not to overcompensate by including every possible

variable. The decision as to the number of variables to be included in the model should
consider the practical issues and the realisation that model parsimony is a worthwhile
goal. Chapter 3 discussed the model-development process for this study.
Should a misspecification occur, the original model might need to be reexamined and
respecified.

An examination of output from AMOS (for example, the parameter

estimates, the critical ratios (t-values), the standardised residuals and the modification
indices) may help the researcher to identify the sources of misspecification
(Schumacker & Lomax 1996; Holmes-Smith 2001).
As indicated earlier, the more usual approach to model specification is to correctly draw
and label the path diagram using the AMOS graphical user interface; however, it is also
possible to specify a model by using a syntax (text-equation) input.
When assessing model identification, one of three situations occurs: the model is
underidentified, just identified or overidentified (Schumacher & Lomax 1996). In an
underidentified model there are more parameters (unknowns) to be estimated than
observations (knowns). In this situation, AMOS gives a warning/error message and
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indicates a “negative degrees of freedom” situation (Arbuckle & Wothke 1999). In a
just identified model the number of parameters to be estimated is equal to the number of
observations; this would be recognised as having zero degrees of freedom. In an
overidentified (sometimes called “identified”) model there are fewer parameters to be
estimated than observations, or alternatively there are more observations than
parameters to be estimated (Baumgartner & Homburg 1996; Kline 1998; Schumacker &
Lomax 1996). This would be indicated by a positive number of degrees of freedom.
This is the desirable situation.
A preliminary procedure to check model identification is the “t-rule”; “t” can be
calculated by using the formula: t ≤ ½ k(k+1), where t is the number of free parameters
(unknowns) to be estimated and k is the number of observed variables (knowns). This
is only a first-step check, as the satisfaction of the “t-rule” is a necessary but not
sufficient condition for model identification (Holmes-Smith 2001, p.3-2). Because the
“t-rule” is not sufficient, additional approaches are needed to assess identification. Four
common approaches include: “an algebraic solution, heuristics (rules of thumb),
information matrix techniques, or evaluation of the augmented Jacobian matrix”
(Holmes-Smith 2001, p.3-3). Hence a two-step identification procedure is needed: first,
the “t-test”; if the condition is not satisfied, continuing is pointless. However, if it is
satisfied, the second step is the use of one of the four approaches.
AMOS uses the information-matrix technique within the program to check model
identification (Holmes-Smith 2001). To do this, the AMOS output provides a report
called “Computation of degrees of freedom”. If this value is above the minimum
required, the analysis of the structural model can proceed; if not, an appropriate error
message is provided.
In this study, the use of one-factor congeneric measurement models for the subconstructs and then using these to develop single-factor composite measures to specify
the structural model meant that sufficient degrees of freedom resulted and that the
model was overidentified. This was confirmed when the output of the AMOS program
was examined. All models in both the measurement and structural stages of this study
were overidentified (i.e. they satisfied the t-test and had sufficient positive degrees of
freedom).
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The next step in the SEM procedure “is to calculate estimates for the parameters”
(Holmes-Smith 2001, p.3-5). A number of options are available for estimating the
model.
Jöreskog’s development of a maximum likelihood (ML) discrepancy function was a
breakthrough that led to the development of SEM and the widely used SEM software
program called LISREL (LInear Structural RELations) (Hair et al. 1998). Kline (1998)
claims “it would be no exaggeration to describe ML estimation as the motor of SEM”
(Kline 1998, p.113). Maximum likelihood estimation is a full information technique
(FIML) that simultaneously estimates all model parameters (Kelloway 1998). The
underlying principle of “maximum likelihood” derivation is that if the parameter
“estimates are assumed to be population values, they are the ones that maximize the
likelihood (probability) that the data (the observed covariances) were drawn from this
population” (Kline 1998, p.125).
In practice the choice of estimation technique is linked to the selection of the software
to be used. Many alternative SEM programs exist, among them LISREL, AMOS, EQS,
PROC CALIS of SAS, COSAN and LVPLS. The software used in this study, AMOS
has “gained increased popularity in recent years due to its simple interface for users, and
it has been compared recently to LISREL and EQS” (Hair et al. 1998, p.607). AMOS
uses the variance-covariance matrix as recommended by Kelloway (1998) for model
testing and ML estimation as the default method for model fitting.
The next decision is which estimation process to use. The usual four basic estimation
processes are direct estimation, bootstrapping, simulation and jackknifing; each has its
purpose, pros and cons (Hair et al. 1998). This study used direct estimation, the most
common process: the parameter is estimated first, followed by the confidence interval
(standard error) of each parameter estimate based on sampling error.
Having satisfied all the previous SEM procedure steps and “run the model”, the next
step is to examine whether the model fits the data (Holmes-Smith 2001): in other words,
whether the hypothesised model adequately describes the sample data (Byrne 2001).
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This section, in conjunction with Appendix 4.13, discusses the underlying issues for the
assessment and interpretation of the estimations for the measurement and the structural
models based on the empirical data.
Initially, the SEM software output for any “offending estimates” should be checked
before a detailed assessment is made, as they give a warning that something may be
wrong with the model. The more common examples of offending estimates include:
correlations > 1.00, negative variances, negative error variances, non-significant error
variances for any construct, standardised coefficients exceeding or very close to 1.0 and
very large standard errors associated with any estimates (Hair et al. 1998, p.610; Byrne
2001, p.75). Obviously it is no use to continue with the assessment and evaluation
process until the causes of the offending estimates have been dealt with. This typically
involves changes to parts of the model (for example, dropping the item from the model).
No offending estimates were encountered in the measurement or structural models in
this study.
Determining model fit and assessing the overall goodness-of-fit in structural equation
modelling is more complex than it is for other statistical approaches in multivariate
procedures, as there is no single statistical test or index that can be used to confirm the
hypothesised model (Schumacker & Lomax 1996; Hair et al. 1998). “An ‘ideal’ fit
index just does not exist” (Schumacker & Lomax 1996, p.135).

To assist in

determining how well the model fits the data, researchers have looked at the model-fit
issue from three perspectives – overall fit, comparative fit to a base model and model
parsimony – and have developed groups of corresponding goodness-of-fit measures:
absolute-fit measures, incremental-fit measures and parsimonious-fit measures (Hair et
al. 1998; Kelloway 1998).
Absolute-fit measures report the overall model fit: they assess how well the model fits
the sample data and provide a means to identify any problems with the model (Bollen
1989; Hair et al. 1998). The absolute-fit indices of interest include chi-square (),
normed chi-square (χ2/df), goodness-of-fit index (GFI), root mean-square residual
(RMR) and the root mean-square error of approximation (RMSEA). Appendix 4.13
contains a more in-depth discussion of each of these absolute-fit indices.
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Incremental-fit indices (sometimes called comparative-fit indices) measure how much
better the fitted model is compared to some baseline model (Bollen 1989; Hair et al.
1998). There are a number of incremental-fit indices, with the more commonly reported
indices being the adjusted goodness-of-fit index (AGFI), normed fit index (NFI) (also
known as the Bentler-Bonett normed fit index), Tucker-Lewis index (TLI) (also known
as the non-normed fit index (NNFI) and the comparative fit index (CFI) (Hair et al.
1998; Holmes-Smith 2001). Appendix 4.13 contains a more in-depth discussion of each
of these incremental-fit indices.
The basic idea behind the parsimony principle is that “given two different models with
similar explanatory power for the same data, the simpler model is to be preferred”
(Kline 2005, p.136). That is, use the model with either the fewest parameters or the
most degrees of freedom. Most-parsimonious-fit measures relate the model’s various
goodness-of-fit indices to the number of parameter estimates or the number of degrees
of freedom required to achieve a particular level of fit. In other words, they attempt to
take into account model complexity (Hair et al. 1998; Byrne 2001; Kline 2005). Two
such parsimony-adjusted indices – the normed chi-square and the RMSEA - have been
discussed earlier. Two other indices sometimes reported are the parsimonious normed
fit index and the parsimonious goodness-of-fit index; both are essentially based on their
root indices but have been modified to take complexity into account.
A different approach to these measures involves adding some function of the estimated
number of parameters to the chi-square. The more common examples of this approach
are the Akaike information criterion (AIC) and the consistent Akaike information
criterion (CAIC); Appendix 4.13 discusses these in more depth.
A large number of model-fit measures exist, with little consensus as to the best indices
for evaluating overall model fit (Hoyle 1995). It is not recommended that a long list of
fit indices be reported merely because the software has generated them in an attempt for
completeness (Hoyle 1995). Fit indices should be selected and reported based on their
appropriateness for the particular circumstances (e.g. sample size, estimation method,
model complexity, violations of the assumption of multivariate normality, etc.).
However, there is some consensus for a minimum set of indices (Kline 1998; Byrne
2001). Table 4.6 summarises the more commonly reported model-fit indices.
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Table 4.6: Summary of Goodness-of-Fit Indices
Goodness-of-Fit Measure

Acceptable Level

2

Non-significant Chi-Square test
provides support for the model.

Chi-square ( )
Degrees of freedom (df)
Normed chi-square (χ2/df)
Probability (p) (at a significance level)
Goodness-of-fit (GFI)

Comments

1.0 < χ2/df < 3.0
[1.0 < χ2/df < 2.0 : Good]
[χ2/df < 1.0 : Overfit]
p>0.05 (at the α = 0.05 level)
GFI > 0.95
0 (no fit) to 1 (perfect fit)

Greatly effected by sample size.
The larger the sample size, more
likely the p-value will indicate a
significant difference between
data and model.
Values between 0.90 and 0.95
may also indicate satisfactory fit.

Root mean-square residual
(RMR)

RMR < 0.05

Root mean-square error of
approximation (RMSEA)

RMSEA < 0.05
0.05 < RMSEA< 0.08
reasonable

Values above 0.10 indicate
significant problem (Browne &
Cudeck 1993).

Tucker-Lewis index (TLI) or
Non-normed fit index (NNFI) or
Rho 2 (ρ2)

TLI > 0.95
0.9 < TLI < 0.95 satisfactory

Values greater than 1.0 may
indicate overfit.

Normed Fit Index (NFI)

NFI > 0.9
0 (no fit) to 1 (perfect fit)

NFI close to 1.0 indicates a very
good fit.

Adjusted goodness-of-fit (AGFI)

AGFI > 0.95

Values between 0.90 and 0.95
may also indicate satisfactory fit.

0.05 < RMR < 0.08 marginal

0 (no fit) to 1 (perfect fit)
Comparative fit index (CFI)

CFI > 0.95
0 (no fit) to 1 (perfect fit)

Akaike information criterion
Consistent Akaike information
criterion (CAIC)

No defined level

The closer to 0, the better the
model fit. Large values of RMR
when all other fit indices suggest
good fit may indicate outliers in
raw data.

Values between 0.90 and 0.95
may also indicate satisfactory fit.
Smaller positive values indicate
better and greater parsimonious
fit. Compare values in alternative
models.

Smallest value of AIC/CAIC
ratio is the most
parsimoniously fitting model.
(Based in part on Table 5.1 Summary of fit indices, Holmes-Smith 2001, pp.5-6)

A number of researchers (e.g. Brannick 1995; Kelloway 1995; Williams 1995) urge
caution regarding the conclusions that can be drawn from the model fit to the data; for
example, model fit “conveys no information about the validity of the underlying
theory”, nor does it “provide a basis for causal inference” (Kelloway 1998, pp.8-9).
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Chapter 5 will summarise this study’s fit indices and associated checks for the
measurement and structural-modelling stages for each construct, using the pro-forma
table set out shown in Table 4.7.
Table 4.7: Goodness-of-Fit Indices Results Pro-Forma Table
Chisquare
(2)

Degree
of
freedom
(df)

Goodness of fit
index (GFI)
(> 0.95)

Normed
chi-square
(2/df)
(>1 : <2)

Probability
(at α = 0.05 level)
(p > 0.05)

Adjusted goodness
of fit index
(AGFI)
(> 0.95)

Normed fit index
(NFI)
(> 0.90)

(GFI-AGFI)
< 0.06

Akaike information
criterion
(AIC)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

Tucker-Lewis
index (RHO2
TLI)
(> 0.95)

Comparative fit
index (CFI)
(> 0.95)

Consistent Akaike information
criterion
(CAIC)

AIC / CAIC

If the model’s absolute, incremental and parsimony indices suggest an acceptable
overall model fit, the focus should move to the examination of the additional
information provided by the AMOS output.

It is useful to report the following

parameter estimates:


Standardised regression weight or factor loading estimates (SRW)



Standardised errors (SE)



Critical ratios (CR)



Standard residuals (SR)



Squared multiple correlations (SMC).

Appendix 4.13 contains a more in-depth discussion of each of these parameter
estimates.
The usually accepted approach to SEM and CFA is the a priori specification of a
model.

MacCallum, Roznowski & Necowitz (1992) suggest that post-hoc model

modification or the respecification of a model is a serious and controversial issue for
researchers using SEM (Hoyle 1995).

Jöreskog (1993) indicates three model-
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modification contexts: strictly confirmatory, alternative models and model generating;
model generating prompts the most concern and criticism (Maruyama 1998).
The confirmatory, and to some extent alternative, model contexts are usually accepted.
When the model and data fit are problematic, the approach moves from confirmatory to
exploratory analysis. The issue often comes down to the degree of modification being
undertaken, with modifications to the original model being contemplated only after
deliberate consideration and determination of theoretical justification (Hair et al. 1998).
The conservative view (e.g. Cliff 1983 and Hoyle 1995) sees model modification as “a
substantial shift from the confirmatory intent of latent variable SEM approaches”
(Maruyama 1998, p. 278).
Hair et al. (1998) suggest that the relationships in the model should be classified as
being theoretical or empirical, with theoretical relationships being those “essential to the
underlying theory” (p.615) and being viewed as “off-limits” for modification. The
empirical relationships are viewed as permissible to respecify to a limited extent if
necessary. In this study, the measurement-model confirmation is seen as more a case in
the latter (empirical relationships) category, where some limited modification could be
allowed; the structural-model confirmation is seen as being in the former (theoretical)
category, where no modifications are allowed. Some measurement items that were
marginal as a result of the EFA were retained in the measurement models, as their
appropriateness would be confirmed or otherwise by the CFA.
Should there be concerns as to whether only one model exists to explain the
relationships between variables, it is suggested that alternative models based on
appropriate theories be developed and each alternative model tested for fit (MacCallum,
Roznowski & Necowitz 1992).

This alternative-models approach maintains the

underlying premise of SEM that the models should be developed a priori. That is,
Jöreskog’s (1993) alternative-models context is based on the same underlying SEM
premise as the strictly confirmatory context, in that it is theory-based and not driven by
the data on hand.
The argument around Jöreskog’s (1993) model-generating context is often based on the
scenario where the “initial model does not fit the sample data well” (MacCallum,
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Roznowski & Necowitz 1992, p.490). Often considerable time and resources have been
directed at developing the model and collecting the sample data. The argument for
model modification often stems from the desire not to lose all this effort and to see if
modifying the model to fit the data better will give some guidance as to how to improve
the model. The issue seems to be more that researchers seem to disregard the fact that
they have moved from a confirmatory approach to beginning a new exploratory stage
where the usual statistical hypothesis testing no longer applies (Sörbom 1989).
Should the researcher wish to undertake model modifications – or, as the process is
sometimes referred to, conduct a specification search (Long 1983; MacCallum 1986) –
the question becomes where to “look for model improvements” (Hair et al. 1998,
p.615). A combination of critical ratios, standardised residuals and modification indices
are suggested as good empirical indicators for undertaking model respecification
(Holmes-Smith, 2001).
Most SEM software programs provide modification indices; these are most useful in
finding the potential source of model misspecification and to respecify the hypothesised
model (Jöreskog & Sörbom 1996a), as they can suggest how to improve the model fit
by freeing up fixed parameters (Maruyama 1998). In the AMOS output a modification
index (MI) is calculated for each non-free parameter. Appendix 4.13 contains a detailed
discussion of modification indices.
The starting point for any re-specification of the model would be the largest
modification indices. A cautionary approach is recommended due to the relative ease
with which modification indices can suggest the impact of changes to the model
structure. It seems that this ease is partly responsible for the increased use of model
modification without addressing the appropriate stringent statistical and methodological
issues (Sörbom 1989; MacCallum, Roznowski & Necowitz 1992).
The other area of concern is the inappropriate practice of only using the original sample
data to also analyse the new modified model (Sörbom 1989; MacCallum, Roznowski &
Necowitz 1992). Holmes-Smith (2001) suggests that the final modified model should
be cross-validated with a different sample. The issue of cross-validation is discussed
further in the section describing step 8 below.
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A fundamental issue in SEM is the desire to test the model with another sample; i.e. to
check the model fit with an independent sample from the same population. In other
words, how well does the model generalise to the entire population? MacCallum,
Roznowski & Necowitz (1992) use the term stability to refer to the consistency of the
model across repeated samples (p.490). This issue becomes more important when the
model has undergone modification.
One approach is to cross-validate the final model on a separate sample or to split the
original sample into an analysis sample and a separate validation sample (Holmes-Smith
2001). Another approach is to estimate the likelihood of cross-validation from the
original sample data using the two-sample cross-validation index developed by Cudeck
and Browne (1983) or their later single-sample index (Browne & Cudeck 1989), which
approximates the value of the two-sample index (Hoyle 1995).
Whilst researchers warn that modified models need to be cross-validated (Bollen 1989;
Breckler 1990; Cliff 1983; Sorbom 1989); work by MacCallum, Roznowski &
Necowitz (1992) suggests that this warning is rarely heeded in practice (p.492). A
strategy to overcome this problem is to take heed of Jöreskog’s (1993) alternativemodels suggestion and develop and evaluate alternative a priori models (MacCallum,
Roznowski & Necowitz 1992; Maruyama 1998).
4.7

Measurement Models

As indicated earlier, a two-step SEM approach was used for the quantitative stages of
this study (Burt 1973; Anderson & Gerbing 1988; Osterhus 1997), with the first step
being the testing and confirmation of the measurement models for each construct. The
relationship between the measurement items and their associated latent constructs can
be viewed as the “measurement” model. Jöreskog 1993 suggests that, to start with, each
construct should be tested separately.
The relationship between the selected measurement items (observed variables) and their
associated latent construct needs to be tested to ensure that the items adequately
measure their associated construct.

This procedure ensures that the resultant

measurement models are accepted as “proper” measures of the constructs (Singh &

147

Smith 2004). If the researcher did not use this two-step procedure, but rather a singlestep approach where both the measurement and structural models are simultaneously
estimated, it would be very difficult to identify the source of model-fit problems (Kline
1998).

This two-step approach makes it is possible to rule out problems in the

measurement models and concentrate the investigation on the structural model as the
source of inefficiency (Singh & Smith 2004).
In AMOS, model specification and path-diagram construction are synonymous
(Holmes-Smith 2000). The first step in specifying the measurement model entails
developing an initial path diagram using AMOS (Arbuckle & Wothke 1999). The
specified measurement model for each construct under consideration incorporates the
measurement items identified and retained from the earlier EFA. Each construct is
represented as a one-factor congeneric measurement model (Jöreskog 1971) that
represents the regression of the set of observed indicator variables on the single latent
variable of interest (Holmes-Smith 2000).
The measurement models were run using the final refined data set from the SPSS
database.

The AMOS output was then inspected and evaluated to ascertain

measurement-model fit. This approach was repeated for each construct. Chapter 5 and
its appendices give details and the results for each construct of the measurement-model
testing process.
4.7.1 Confirmatory Factor Analysis
SEM is useful as a method of testing the theoretical relationship between measurement
items and their associated construct, as it allows for the development of a confirmatory
measurement model for scale purification, measurement-item reduction and testing for
the measures’ convergent validity, discriminant validity and reliability (Anderson &
Gerbing 1988; Holmes-Smith 2000).

Confirmatory factor analysis offers a more

rigorous evaluation of unidimensionality and reliability than the early steps of
exploratory factor analysis (Gerbing & Anderson 1988). Chapter 5 contains the results
of the confirmatory analysis.
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4.7.2 One-Factor Congeneric Measurement Models
The term “congeneric” means belonging to same genus, kind or race (often used in
describing animal or plant species) or of a related nature or origin (Oxford Dictionary of
English, 2nd edn revised).

In this study, congeneric is used to mean that the

measurement scales must be unidimensional: they “measure one and only one latent
construct” (Kang & James 2004, p.270).
Figure 4.8 illustrates a one-factor congeneric model of this study’s communication-style
sub-construct.

Figure 4.8: One-Factor Congeneric Model of the
Communication-Style Sub-Construct
Each of the constructs and sub-constructs was represented as a separate one-factor
congeneric model (Jöreskog, 1993), where the measurement-error variance and the
regression weights are not constrained to be equal (Singh & Smith 2004, p.397). A
minimum of three items per factor were used to identify a one-factor congeneric model
(Finch & West, 1997), as AMOS will not run correctly with fewer than three items.
Jöreskog and Sörbom (1989) showed that in one-factor congeneric measurement models
the squared multiple correlation (SMC) for an observed variable is the square of the
indicator’s standardised loading. A good SMC should have a value greater than 0.5 (i.e.
the standardised loading should be greater than 0.7). It should also be noted that the
error of variance for an indicator is [1 - SMC] (Holmes-Smith 2000).
This approach of using one-factor congeneric models and higher-order confirmatory
factor analysis ensures that each construct is represented by a unidimensional, reliable
and valid measurement scale (Jöreskog, 1993). It also assists in the development of
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valid and reliable composite variables that can be used in the subsequent structural
model (Holmes-Smith, 2001). This point represents the end of the first step of the twostep process suggested by Anderson and Gerbing (1988).
As discussed earlier, structural equation modelling displays limitations when there are a
large number of parameters to be estimated and the sample size is relatively small
(Rowe 2002). The use of one-factor congeneric measurement modelling together with
composite variables is a good data-reduction approach to avert problems. Whilst the
sample size of 325 for this research may be enough to run the model using multi-item
measures for the constructs, the development of single-factor composite measures for
the constructs is worthwhile, as it results in a more parsimonious model and gives the
flexibility to retest the model by splitting the sample; it also allows analysis using
alternative models without concern about the stability of the results.
Chapter 5 and its appendices detail this study’s measures and the results of the analysis
for all one-factor congeneric models.
4.7.3 Development of Single-Item Composite Variables
The next step involved the creation of single-item composite variables using the onefactor congeneric measurement models for each construct or sub-construct. A number
of approaches are available to develop a composite variable, ranging from a simple
averaging of the measurement-item responses to more sophisticated methods. The
earlier SEM confirmatory factor analysis undertaken for the measurement models was
used in this step.
Jöreskog and Sörbom (1989) developed an approach to obtain a composite
measurement score based the starting point of a fitted and accepted one-factor
congeneric model.

The factor-score regression weights were used to calculate a

composite score. The use of the factor-score regression weights obtained from a CFA
one-factor congeneric model minimises the measurement error in the measurement
items for each scale (unlike traditional unit-weight methods for determining
composites).

The computed scale scores based on Jöreskog and Sörbom’s (1989)

approach exhibit improved validity and reliability.
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The AMOS output provides weighted factor scores for each construct’s individual
measurement items. This information allows the appropriate weight to be assigned to
each measurement item to reflect its actual contribution to the new composite score for
the construct (Holmes-Smith 2000). Appendix 4.14 gives more details of how the
single-factor composite variables are calculated.
For ease of visualisation, an example based on the original one-factor congeneric model
for the communication style construct (Figure 4.8) of a final single-factor measurement
composite model for the new composite variable “comstyl” is shown in Figure 4.9.

Figure 4.9: Single-Factor Composite Model of Communication Style
This approach allows the values for the error variance and factor loadings to be
specified (fixed), resulting in more degrees of freedom for the structural model.
Chapter 5 and its appendices give details and results of these calculations for all
constructs.
These single-factor composite variables can now be used to develop the structural
model in a form that can be analysed by AMOS. The second step of the structuralmodel analysis can now proceed on the knowledge that any issues concerning the model
fit are not due to the measurement model.
4.8

Structural Equation Analysis and Testing of the Structural Model

As discussed earlier, structural equation modelling is a more sophisticated approach to
simultaneously estimate the measurement properties of latent variables and the
structural relationships among them; at the same time, it attempts to minimise
unreliability and account for measurement error in both the observed and latent
variables (Holmes-Smith, 2000). The second stage of Anderson and Gerbing’s (1988)
two-stage approach is the analysis and testing of the structural model.
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Once the composite measures for the constructs have been computed, these composite
variables can be used to build a structural model that examines relationships amongst
the latent constructs. Because the reliabilities of the composite variables are known, it
is possible to use this information in the model and to account for the known amount of
error associated with the measurement of each latent variable.
In this study, after finalising the development of the single-factor composite measures
for each sub-construct and construct, the proposed model was specified in detail by
drawing it in AMOS. The proposed a priori-developed model was run using the new
composite measures (variables) as the data. In general the estimation, analysis and
interpretation processes are similar to those described earlier, and are detailed in
Chapter 5.
4.9

Conclusions

This chapter has described and discussed the research design and methods used to test
the proposed model and the associated hypotheses.
Care was taken to ensure the sampling design and plan would give a representative
sample and enough clean and accurate data to allow the model to be analysed.
Attention was paid to the development of suitable measurement scales for all the
constructs and sub-constructs used in the model.

This process started with the

qualitative assessment of the measures for content validity, followed by an extensive
range of quantitative approaches to assess validity and reliability. Besides the more
traditional assessments, this study’s approach used structural equation modelling
techniques in line with Anderson and Gerbing’s (1982) two-stage approach to more
rigorously test the model and associated hypotheses. The measurement-model stage
used confirmatory factor analysis, Jöreskog’s, (1973; 1993) one-factor congeneric
modelling and Jöreskog and Sörbom’s (1989) single-factor composite measure
development to ensure that unidimensional, valid and reliable measures were available
to test the structural model. The proposed structural model was then tested; Chapter 5
and its appendices report the results of these assessments and tests.
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CHAPTER 5: ANALYSIS AND RESULTS
5.1

Introduction

Chapter 5 reports on the analysis and results of this study. It follows the methodology
outlined in Chapter 4 to refine the measurement models and analyse the overall
structural model that was proposed in Chapter 3.
The analysis follows a two-stage process. The first stage establishes unidimensional,
valid and reliable measures, starting with an exploratory factor analysis (EFA). This is
followed by a confirmatory factor analysis (CFA), which uses the EFA outcomes as its
starting point. The one-factor congeneric measurement models from the CFA are then
transformed into the final single-item composite measures. The resulting variables are
used in the second stage of testing the structural model. The results of the final
structural model testing and all the preceding steps are reported and commented upon.
The detailed results for many of these procedures are fairly extensive; thus, this chapter
primarily discusses the interpersonal communication effectiveness (ICE) construct and
its associated sub-constructs in detail, with the other constructs being summarised. The
Chapter 5 appendices provide detailed results and data from the procedures.
5.2

Measurement Model Analysis and Results

It is important to establish that the measurement scales are unidimensional, valid and
reliable, as this eliminates a major area of possible error should the structural model be
misspecified.

Otherwise, analysis for the cause of possible structural-model

misspecification would be confounded as to whether a problem were with the structural
model itself or with how it was measured.
The measurement-scale evaluation followed the steps detailed in Section 4.5 of Chapter
4. Briefly, this involved the calculation and review of Cronbach’s alpha, squared
multiple correlations (SMC), standardised parameter estimates and their associated
statistical significance, standard errors, Pearson’s correlation matrices and goodness-offit indices. The Fornell and Larcker (1981) approaches for composite-scale reliability
and average variance extracted (AVE) calculations were also used.
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5.2.1 Exploratory Factor Analysis (EFA) and Results
Before exploratory factor analysis is undertaken, an initial assessment of the data’s
suitability for factor analysis should be carried out (Section 4.5.1.1). The procedure is
an iterative process, where suspect items identified from the analysis are removed and
the assessment procedure is repeated until a set of suitable items results. The tests
involved examining the correlation matrix tables (Sig. (1-tailed) and correlation
coefficients), Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin MSA table, the
diagonal (item-to-item correlations) of the anti-image correlation matrix and the
“extracted” column of the communalities table. A summary listing of the results of the
suitability screening and details of the measurement items and associated factor
loadings follow.

Additional details of the EFA procedure, analysis of results and

associated commentary are provided in Appendix 5.1.
Examination of the interpersonal communication effectiveness (ICE) correlation matrix
tables (Sig. (1-tailed) and correlation coefficients) showed that measurement items
Q5.2r and Q5.4 were suspect. The analysis for Bartlett’s test of sphericity and the
Kaiser-Meyer-Olkin MSA indicated that the measures were suitable for EFA. An
examination of the individual MSAs showed that all correlations exceeded 0.90, with
most exceeding 0.95; this suggested that there was probably a factor structure
underlying these data.

An examination of the communalities (multiple R2) table

suggests that measurement items Q5.2r and Q5.4 were suspect.
Table 5.1 lists the results of the factor-analysis checks’ initial assessment for suitability.
Table 5.1: ICE Suitability for Factor Analysis
Test
Significance levels of the Sig. (1-tailed)
correlation matrix (<.05 i.e. 5%)
Inter-item correlation matrix (>.3)
Bartlett’s test of sphericity
Kaiser-Meyer-Olkin MSA
Diagonals anti-image correlation matrix (>.5)
Communalities extracted (multiple R2) >.3

Result
Suspect Q5.2r (.076) & Q5.4 (.213) >.05
Suspect Q5.2r (21/30) & Q5.4 (23/30) <.3
χ2 =8908.6, df = 435, Sig. = .000 – (OK)
.961 – (OK)
All > .9, lowest being Q5.4 (.916) & Q5.2r
(.923) – (OK)
Suspect Q5.2r (.173) and Q5.4 (.223) <.3
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An inspection of the results for these initial tests suggests that measurement items Q5.2r
and Q5.4 could be suspect measures and should be removed.
The EFA and analysis was then re-run with measurement items Q5.2r and Q5.4
removed. Analysis of the EFA output with Q5.2r and Q5.4 removed showed two items
(Q5.28 and Q5.30) exhibiting cross-loading across two factors. Closer examination
suggested that Q5.28 and Q5.30 were not measuring ICE but a related construct; these
items were also removed.
The EFA was rerun after deleting items Q5.2r, Q5.4, Q5.28 and Q5.30; all the
indicators for suitability for factor analysis were exceeded. A three-factor solution
resulted, based on using an Eigenvalue greater than one and checking the scree point of
the scree plot.

These three factors - labelled Communication Style, Information

Provision and Social Dialogue - cumulatively explained 69.3% of the total variance.
Table 5.2 shows the measurement items’ wording and factor loadings.
Table 5.2: EFA ICE Factors and Loadings
Factor 1: Communication Style

Factor
Loading

Question 5.11: Uses terms and language I can understand.

.615

Question 5.12: Supplies me with credible information.

.603

Question 5.15: Explains concepts in a way I can understand.

.685

Question 5.16: Does not hesitate to explain pros and cons.

.681

Question 5.17: Listens to my needs.

.679

Question 5.18: Can be expected to keep my information confidential.

.662

Question 5.19: Enthusiastic when communicating with me.

.668

Question 5.20: Allows me to get my ideas across.

.699

Question 5.21: We have honest communications.

.701

Question 5.27: Makes me feel comfortable talking with him/her.

.595

Factor 2: Information Provision
Question 5.1: Keeps me well informed about my investments.

.701

Question 5.3: Never hesitates to give me information.

.590

Question 5.5: Contacts me to keep abreast of changes.

.597

Question 5.6: Teaches me basics of financial planning and investment.

.620

Question 5.7: Relationship like an open book.

.609

Question 5.8: Welcomes my suggestions.

.552
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Question 5.9: Provides a lot of feedback (positive and negative).

.754

Question 5.10: Usually provides timely information about changes.

.764

Question 5.13: Supplies me with investment useful information.

.553

Question 5.14: Lets me know about unexpected problems.

.614

Factor 3: Social Dialogue
Question 5.22: Information takes place informally.

.615

Question 5.23: Sometimes talk about topics of a social nature.

.748

Question 5.24: Have a lot of two-way communication.

.691

Question 5.25: We have enjoyable conversations.

.792

Question 5.26: We really click.

.775

Question 5.29: Gives me a sense of closeness.

.695

Whilst there was some evidence of limited cross-loading on some of the remaining
measurement items, no action was taken to remove these items at this stage, as the next
stage, measurement scale refinement using confirmatory factor analysis, is a more
powerful tool for the final determination of factors.
Examination of the trust correlation matrix tables (Sig. (1-tailed) and correlation
coefficients) showed all correlations were significant, that measurement item Q8.6r was
suspect and that items Q8.7 and Q8.12r were marginal. The analysis for the Bartlett’s
test of sphericity and the Kaiser-Meyer-Olkin MSA indicated that measures were
suitable for EFA. The individual MSAs showed that all correlations exceeded 0.88; this
suggested that there was probably a factor structure underlying these data.

An

examination of the extracted-communalities table suggested that measurement items
Q8.6r (.325) and Q8.12r (.378) could be marginal. Table 5.3 lists the results of the
factor-analysis checks’ initial assessment for suitability.
Table 5.3: Trust Suitability for Factor Analysis
Test

Result

Kaiser-Meyer-Olkin MSA

.920 – (OK)

Bartlett’s test of sphericity

χ2 =3255.8, df = 66, Sig. = .000 – (OK)

Inter-item correlation matrix (>.3)

Most higher than .3, Q8.6r & Q8.12r marginal

Significance levels of the Sig. (1-tailed) All 0.000 – (OK)
correlation matrix (<.05 i.e. 5%)
Diagonals anti-image correlation matrix All > .88, - (OK)
(>.5)
Communalities extracted (multiple R2) >.3

All >.3, Q8.6r (.325) & Q8.12r (.378) marginal
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The evidence from the tests for suitability for EFA suggested that items Q8.6r, Q8.7 and
Q8.12r could be suspect or marginal. This evidence, combined with analysis of the
EFA outputs showing cross-loading on two factors (Q8.7) and low factor loadings
(Q8.6r and Q8.12r), led to the removal of Q8.6r, Q8.7 and Q8.12r and a re-running of
the EFA.
This iterative process was repeated, resulting in the deletion of another three suspect
measurement items (Q8.11, Q8.4 & Q8.5). A two-factor solution resulted, based on
using an Eigenvalue greater than one and checking the scree point of the scree plot.
These two factors - labelled as Credibility Trust and Benevolence Trust - cumulatively
explained 80.2% of the total variance.

Table 5.4 shows the measurement items’

wording and factor loadings.
Table 5.4: Trust Factors and Loadings
Factor 1: Credibility Trust

Factor Loading

Question 8.1: Has appropriate professional qualifications.

.892

Question 8.2: Is properly accredited.

.881

Question 8.3: Keeps his/her knowledge up to date.

.734

Factor 2: Benevolence Trust
Question 8.8: Is like a friend.

.859

Question 8.9: Cares about me.

.885

Question 8.10: Has often gone out of his/her way to help me.

.861

Examination of the service quality correlation matrix tables (Sig. (1-tailed) and
correlation coefficients) showed that all correlations were significant, and that all
correlation coefficients were more than 0.3 with no marginal measurement items. The
analysis for the Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin MSA indicated
that measures well exceeded threshold values and were suitable for EFA.

The

individual MSAs showed that all correlations exceeded 0.93; this suggested that there
was probably a factor structure underlying these data. An examination of the extractedcommunalities table showed that all items exceeded the threshold value of 0.3. Table
5.5 lists the results of the factor-analysis checks’ initial assessment for suitability.
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Table 5.5: Service-Quality Suitability for Factor Analysis
Test

Result

Kaiser-Meyer-Olkin MSA

.964, - (OK)

Bartlett’s test of sphericity

χ2 =6541.3, df = 153, Sig. = .000, - (OK)

Inter-item correlation matrix (>.3)

All higher than .4, - (OK)

Significance levels of the Sig. (1-tailed) All 0.000, - (OK)
correlation matrix (<.05 i.e. 5%)
Diagonals anti-image correlation matrix (>.5)
2

Communalities extracted (multiple R ) >.3

All > .93, - (OK)
All >.59, - (OK)

An inspection of these results suggested that the measurement items were satisfactory
measures. An examination of the rotated factor matrix indicated that item Q6a.11
exhibited cross-loading across both factors. This item was removed as it was felt it was
measuring an overall service-quality aspect. The EFA was rerun after deleting item
Q6a.11; all the indicators for factor-analysis suitability were exceeded. A two-factor
solution resulted, based on using Eigenvalues greater than one as well as checking the
scree point of the scree plot. These two factors - labelled as Process Quality and
Outcome Quality - cumulatively explained 76.6% of the total variance. Table 5.6 shows
the measurement items’ wording and factor loadings.
Table 5.6: Service-Quality Factors and Loadings
Factor 1: Process Quality

Factor Loading

Q6a.1: Shows a genuine interest in my personal circumstances.

.719

Q6a.2: Provides me with courteous service.

.767

Q6a.3: Provides me with friendly service.

.799

Q6a.4: Responds promptly to my requests or queries.

.763

Q6a.5: Takes the time to understand my needs and goals.

.792

Q6a.6: Is easy to access when I need to see him/her.

.723

Q6a.7: Typically presents me with information in a form that I am satisfied
with.

.763

Q6a.8: Is prepared to “go the extra mile” when necessary to ensure I am
satisfied.

.773

Q6a.9: Displays high integrity at all times.

.778

Q6a.10: We have a good working relationship.

.840

Q6a.12: Is supported by good office staff and systems.

.648
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Factor Loading

Factor 2: Outcome Quality
Q6b.1: Has performed well in investing my money in appropriate
investment options that suit my risk attitude.

.869

Q6b.2: Has, taking all things into consideration, performed well in
managing my investments.

.833

Q6b.3: Has helped me to protect my current position by recommending the
best possible investment option(s).

.792

Q6b.4: Has provided a short-term return that was within my expectations.

.727

Q6b.5: Has provided a long-term return that was within my expectations.

.813

Q6b.6: Has performed well in providing a good return on my investments.

.846

Examination of the relationship commitment correlation matrix tables (Sig. (1-tailed)
and correlation coefficients) indicated that 142 of the 153 (93%) correlation coefficients
were significant. Most of the correlation coefficients were more than 0.3; the exception
was Q11.6r, for which all correlation coefficients were below 0.3, with 11 out of 17
being non-significant. The analysis for the Bartlett’s test of sphericity and the KaiserMeyer-Olkin MSA indicated that measures well exceeded threshold values and were
suitable for EFA. The individual MSAs showed that most correlations exceeded 0.86,
the exception being Q11.6r, which, at .432, was below the 0.5 threshold value. An
examination of the extracted communalities table showed that most items exceeded the
threshold value of 0.3, with the exception of Q11.6r (0.009), Q11.9r (.246) and Q11.7
(.254). Table 5.7 lists the results of the factor-analysis checks’ initial assessment for
suitability.
Table 5.7: Relationship-Commitment Suitability for Factor Analysis
Test

Result

Kaiser-Meyer-Olkin MSA

.936, - (OK)

Bartlett’s test of sphericity

χ2 =4566.1, df = 136, Sig. = .000, - (OK)

Inter-item correlation matrix (>.3)

Q11.6r extremely poor all (17/17) inter-item
correlations <.3. Q11.9r, Q11.7, Q11.15,
Q11.4, Q11.12 suspect with 5/17 – 3/17 <.3,
rest – (OK)

Significance levels of the Sig. (1-tailed) Q11.6r extremely poor 11/17 >.005,
correlation matrix (<.05 i.e. 5%)
rest – (OK)
Diagonals anti-image correlation matrix (>.5)
2

Communalities extracted (multiple R ) >.3

Q11.6r poor 0.432, rest > .86, - (OK)
Q11.6r extremely poor 0.009, Q11.9r = .246
& Q11.7 = .254, rest >.35, - (OK)
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An inspection of these results suggested that Q11.6r was an unsatisfactory measure, and
that Q11.9r and Q11.7 were suspect. Because item Q11.6r did not load on any factors
no further investigation was warranted until this item was removed. The EFA was rerun
after deleting item Q11.6r. A more critical inspection of EFA outputs suggested that
four items – Q11.15, Q11.16, Q11.17 and Q11.18 – may have been measuring referral
and recommendation propensity and not relationship commitment. Some cross-loading
was also evident for other items. These four items were deleted and the EFA was rerun.
This process was repeated two more times, resulting in the deletion of four suspect
items (Q11.5r, Q11.7, Q11.8 and Q11.9r).

A single-factor solution resulted that

explained 67.4% of the total variance, with all the indicators for factor-analysis
suitability being exceeded. Table 5.8 shows the measurement items’ wording and factor
loadings.
Table 5.8: EFA Relationship Commitment Factors and Loadings
Relationship Commitment

Factor Loading

Q11.1: I want to remain a customer of this financial adviser because I
genuinely enjoy my relationship with him/her.

.889

Q11.2: It is pleasant working with my financial adviser; that is a major
reason why I continue the relationship.

.853

Q11.3: My positive feelings towards my financial adviser are a major
reason why I continue working with him/her.

.844

Q11.4: My relationship with my financial adviser has a great deal of
personal meaning.

.806

Q11.10: I have a strong sense of loyalty to my financial adviser.

.867

Q11.11: I expect my relationship with my financial adviser to continue for a
long time.

.814

Q11.12: The continuation of my relationship with my financial adviser is
virtually automatic.

.604

Q11.13: I am very committed to my relationship with my financial adviser.

.873

Q11.14r: I am continually on the lookout for another financial adviser.

.563

5.2.2 Internal-Consistency Reliability Analysis and Results
An assessment of internal-consistency reliability by examining the Cronbach’s alpha for
the scale, the corrected item-total correlations and impact on alpha if that item was
deleted results determined the suitability of the measurement scales for each of the
variables. All the Cronbach’s alphas were well above the threshold values, indicating
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that the measurement scales were reliable. The results are summarised in this chapter;
the full tables of results and details of the internal-consistency reliability checks for all
sub-constructs are provided in the Chapter 5 Appendix 5.2.
The Cronbach’s alpha for overall measurement scales for the communication-style
(0.9470), information-provision (0.9297) and social-dialogue (0.9290) sub-constructs
exceeded the benchmark values (see Chapter 4); hence these scales exhibited good
internal-consistency reliability. The corrected item-total correlations for all three subconstructs also exceeded the benchmark value (.5). The impact on alpha if an item was
removed was also examined for all three sub-constructs. For communication style and
information provision there were no items where the alpha would improve if an item
were removed. However, for the social-dialogue sub-construct, removing item Q5.22
would improve the alpha from 0.9270 to 0.9303. Whilst this result might suggest that
item Q5.22 could be removed, no action was taken at this stage to remove it, as the next
stage of confirmatory factor analysis would provide a stricter interpretation and a more
powerful test of unidimensionality (Gerbing & Anderson 1988).

Based on the

acceptable results of the internal-consistency reliability checks, the measurement scales
that resulted from the EFA procedures for the ICE sub-constructs were used for the
initial CFA.
The Cronbach’s alpha for overall measurement scales for the credibility-trust (0.9057)
and benevolence-trust (0.9318) sub-constructs exceeded the benchmark values (see
Chapter 4); hence these scales exhibited good internal-consistency reliability. The
corrected item-total correlations for both sub-constructs also exceeded the benchmark
value (.5). The impact on alpha if an item was removed was also examined for both
sub-constructs. For the benevolence-trust sub-construct there were no items where the
alpha would improve if an item was removed. However, for the credibility-trust subconstruct, removing item Q8.3 would marginally improve the alpha from 0.9057 to
0.9073. Whilst this result might suggest that item Q8.3 could be removed, no action
was taken at this stage to remove it, as the next stage of confirmatory factor analysis
would provide a stricter interpretation and a more powerful test of unidimensionality
(Gerbing & Anderson 1988).

Based on the acceptable results of the internal-

consistency reliability checks, the measurement scales that resulted from the EFA
procedures for the trust sub-constructs were used for the initial CFA.
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The Cronbach’s alpha for overall measurement scales for the process-quality (0.9613)
and outcome-quality (0.9570) sub-constructs exceeded the benchmark values (see
Chapter 4); hence these scales exhibited good internal-consistency reliability. The
corrected item-total correlations for both sub-constructs also exceeded the benchmark
value (.5). The impact on alpha if an item was removed was also examined for both
sub-constructs. For the process-quality sub-construct there were no items where the
alpha would improve if an item were removed. However, for the outcome-quality subconstruct item, removing Q6b.4 would marginally improve the alpha from 0.9570 to
0.9587. Whilst this result might suggest that item Q6b.4 could be removed, no action
was taken at this stage to remove it, as the next stage of confirmatory factor analysis
would provide a stricter interpretation and a more powerful test of unidimensionality
(Gerbing & Anderson 1988).

Based on the acceptable results of the internal-

consistency reliability checks, the measurement scales that resulted from the EFA
procedures for the service-quality sub-constructs were used for the initial CFA.
The Cronbach’s alpha for overall measurement scale for the relationship-commitment
construct (0.9371) exceeded the benchmark values (see Chapter 4); hence this scale
exhibited good internal-consistency reliability. The corrected item-total correlations for
relationship-commitment also exceeded the benchmark value (.5), with item Q11.14r
(.5615) being the lowest. The impact on alpha if an item was removed was also
examined for relationship-commitment. Removing Q11.12 would improve the alpha
marginally from 0.9317 to 0.9396, and removing Q11.14r would improve the alpha
from 0.9317 to 0.9410. Whilst these results might suggest that items Q11.12 and
Q11.14r could be removed, no action was taken at this stage to remove it, as the next
stage of confirmatory factor analysis would provide a stricter interpretation and a more
powerful test of unidimensionality (Gerbing & Anderson 1988).

Based on the

acceptable results of the internal-consistency reliability checks, the measurement scale
that resulted from the EFA procedures for the relationship-commitment construct was
used for the initial CFA.
5.3

Confirmatory Factor Analysis (CFA) and Results

The confirmatory factor analysis procedures and benchmarks used in this section
followed those outlined in Chapter 4. As discussed in Chapter 4, the SEM approach to
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CFA is useful not only for testing the theoretical relationships between the measurement
items, but for measurement-scale purification and testing for the measures’ construct
validity (i.e. convergent, discriminant and nomological validity) and reliability (SMC)
properties (Anderson & Gerbing 1988; Holmes-Smith 2000).
The individual one-factor congeneric measurement models based on the EFAs were
specified in AMOS and run to determine the model fit and estimate the parameters. The
AMOS outputs were then inspected and evaluated to ascertain model fit in accordance
with the procedure discussed in Section 4.6.3.6 of Chapter 4 (Hair et al. 1998; HolmesSmith 2001; Byrne 2001).
Appendix 5.3 gives details of and discusses the measurement-model refinement process
and evaluation for each sub-construct from the initial EFA-based model to the final
accepted CFA model.
This section reports on the final CFA model by providing the absolute, incremental and
model-parsimony goodness-of-fit indicators as shown in Table 4.7. The following
parameter estimates are also provided:


Standardised regression weight (factor-loading estimates)



Standardised errors



Critical ratios



Standard residuals



Squared multiple correlations.

(Appendix 4.13 contains detailed discussions of each parameter estimate.)
Additionally, the internal-consistency reliability (Cronbach’s alpha) for each of the final
measurement models was re-calculated and is reported in the following discussion of
the individual sub-construct.
The composite scale reliability for the measurement model was calculated using the
Fornell and Larcker (1981) approach. Also, Fornell and Larcker (1981) indicated that
neither the individual observed measurement-item reliability nor the composite
reliability capture the variance due to measurement error. To address this concern, a
second estimate of scale reliability known as the variance extracted estimate was
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calculated (see Chapter 4.5.3).

These reliability assessments are not an output of

AMOS and required a separate calculation using an Excel spreadsheet. Appendix 5.4
contains the calculations and results of the Fornell and Larcker (1981) reliabilityassessment approaches.
5.3.1 Interpersonal Communication Effectiveness (ICE) Construct
As indicated earlier in the exploratory factor analysis section, the ICE construct was
made up of three sub-constructs: communication style, information provision and social
dialogue. The CFA for each of these sub-constructs follows.
AMOS was used to develop an initial path diagram for the communication style onefactor congeneric measurement model that incorporated all measurement items retained
by the EFA and internal-consistency reliability screening evaluations.

This initial

model underwent a refinement procedure (see Appendix 5.3) that led to the final
accepted model shown in Figure 5.1.

Figure 5.1: Final CFA Path Diagram for Communication Style
Table 5.9 summarises the goodness-of-fit statistics.
Table 5.9: Communication Style: Summary CFA Fit Statistics
Chisquare
(2)

8.280

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

4

2.070

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.082

0.015

0.057
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Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.990

0.962

0.990

0.996

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

30.280

82.902

0.3653

The absolute, incremental and model-parsimony goodness-of-fit indicators satisfied the
relevant thresholds indicated in Table 4.6, with the exception of normed chi-square,
which at 2.070 was marginally greater than the suggested range of 1 to 2. However, as
discussed in Chapter 4, a value between 2 and 3 still indicates a reasonable fit. The root
mean-square error of an approximation value of 0.057 was also marginally greater than
the recommended value of less than 0.05. However, values between 0.05 and 0.08 still
indicate an acceptable fit. These goodness-of-fit indicators offer evidence to support
nomological validity (Peter & Churchill 1986) and to confirm the communication-style
sub-construct one-factor congeneric measurement model.
The parameter estimates and comments for the final communication style CFA
measurement model are summarised in the following tables.
Table 5.10: Communication Style: Standardised Regression Weights (SRW) and
Significance Level
Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.787

.769

.826

.915

.853

***

***

***

***

***

*** indicates a .001 level of significance (two-tailed) for regression weight; i.e. the regression weight for
communication style in the prediction of the associated measurement item is significantly different from
zero at the .001 level (AMOS).

All SRW (factor-loading estimates) are greater than 0.5 and thus acceptable.
Table 5.11: Communication Style: Standardised Errors (SE)
CE1 – e17

CE1 – e18

CE1 – e19

CE1 – e20

CE1 – e21

.040

.030

.031

.026

.027
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A check was undertaken to see if two times the standardised error was less than the
standardised regression weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the communication-style measurement model (Steenkamp & van
Trijp 1991; Bagozzi & Yi 1991).
Table 5.12: Communication Style: Critical Ratios (CR)
Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

11.243

10.299

10.983

6.672

9.947

***

***

***

***

***

*** indicates a .001 level of significance (two-tailed) for variance; i.e. the probability of getting a critical
ratio as large as that indicated for each measurement item in absolute value is less than .001. In other
words, the variance estimate for communication style is significantly different from zero at the .001 level
(two-tailed).

The critical ratio was checked to see if it was greater than or equal to ± 1.96 for a .05 (or
± 2.58 for a .001) significance level (Hoyle 1995a; Kline 2005). All critical ratios well
exceeded this requirement, thus providing additional support for a good model fit.
Table 5.13: Communication Style: Standardised Residuals (SR)
Q5.17

Q5.18

Q5.19

Q5.20

Q5.17

.000

Q5.18

-.428

.000

Q5.19

-.409

.137

.000

Q5.20

.156

.000

.068

.000

Q5.21

.453

.164

-.093

-.155

Q5.21

.000

(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

The standardised residual matrix (Table 5.13) was checked to see if there were values
greater than or equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level (Hoyle
1995a; Kline 2005). All the standardised residuals were well below this requirement,
thus providing additional support for a good model fit.
As noted in Chapter 4, Bollen (1989) suggested that the SMC can be viewed as an item
reliability that takes into account measurement error, i.e. the SEM approach overcomes
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a number of limitations of traditional reliability measurement (Steenkamp & van Trijp
1991; Baumgartner & Homberg 1996).
The squared multiple correlation (Table 5.14) was checked to see how well the items
measured communication style.
Table 5.14: Communication Style: Squared Multiple Correlations (SMC)
Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.620

.591

.682

.837

.728

( ≥ 0.5)

All items were above 0.5, providing additional support for a good model fit (HolmesSmith 2001).
The internal-consistency reliability (Cronbach’s alpha) of the communication-style scale
was calculated using SPSS for a result of 0.912286. The overall measurement scale
exhibits a high level of internal-consistency reliability, as shown by Cronbach’s alpha
exceeding the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and the variance-extracted estimate for communication style.

These

calculations were based on the model shown in Figure 5.1 (details are in Appendix 5.4),
and resulted in a reliability value of 0.7286 and a variance-extracted value of 0.6910;
both of these are above the threshold value of 0.5 (Fornell & Larcker 1981; Hair et al.
1998; Holmes-Smith 2001).
The cumulative effect of these results suggests that the measurement model for
communication style is both valid and reliable.

This one-factor congeneric

measurement model became the basis for the new single-item composite model,
“comstyl”, which will be discussed later.
The procedures and evaluation criteria for the information-provision CFA were similar
to those used for communication style. Figure 5.2 shows the final measurement model
for information provision.
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Figure 5.2: Final CFA Path Diagram for Information Provision
Table 5.15 summarises the goodness-of-fit statistics.
Table 5.15: Information Provision: Summary CFA Fit Statistics
Chisquare
(2)

13.28

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

8

1.660

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.103

0.025

0.045

Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.986

0.964

0.991

0.995

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

39.277

101.467

0.3871

The absolute, incremental and model-parsimony goodness-of-fit indicators satisfied the
relevant thresholds.

These goodness-of-fit indicators offer evidence to support

nomological validity (Peter & Churchill 1986) and to confirm the information-provision
sub-construct one-factor congeneric measurement model.
The parameter estimates for the final information-provision CFA measurement model
are summarised in the following tables.
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Table 5.16: Information Provision: Standardised Regression Weights (SRW) and
Significance Level
Q5.1

Q5.3

Q5.9

Q5.10

Q5.13

Q5.14

.813

.753

.849

.811

.750

.775

***

***

***

***

***

***

*** indicates a .001 level of significance (two-tailed) for regression weight.

All SRW (factor-loading estimates) are greater than 0.5 and are acceptable.
Table 5.17: Information Provision: Standardised Errors (SE)
CE2 – e1

CE2 – e3

CE2 – e9

CE2 – e10

CE2 – e13

CE2 – e14

.059

.058

.050

.053

.047

.060

A check was undertaken to see if two times the standardised error was less than the
standardised regression weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
the convergent validity of the information-provision measurement model (Steenkamp &
van Trijp 1991; Bagozzi & Yi 1991).
Table 5.18: Information Provision: Critical Ratios (CR)
CE2 – e1

CE2 – e3

CE2 – e9

CE2 – e10

CE2 – e13

CE2 – e14

9.519

11.233

8.773

10.463

11.262

10.994

***

***

***

***

***

***

*** indicates a .001 level of significance (two-tailed) for variance.

The critical ratio was checked to see if it was greater than or equal to ± 1.96 for a .05 (or
± 2.58 for a .001) significance level. All critical ratios well exceeded this requirement,
thus providing additional support for a good model fit.
Table 5.19: Information Provision: Standardised Residuals (SR)
Q5.14

Q5.1

Q5.14

.000

Q5.1

-.119

.000

Q5.3

.031

.309

Q5.3

.000

Q5.9

Q5.10

Q5.13
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Q5.9

-.110

.000

-.307

.000

Q5.10

.096

.117

-.480

.265

.000

Q5.13

.308

-.343

.766

.062

-.447

.000

(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

The standardised residual matrix was checked (Table 5.19) to see if there were values
greater than or equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level. All the
standardised residuals were well below this requirement, thus providing additional
support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (SMC)
(Table 5.20) to see how well the items measured information provision.
Table 5.20: Information Provision: Squared Multiple Correlations (SMC)
Q5.1

Q5.3

Q5.9

Q5.10

Q5.13

Q5.14

.660

.566

.720

.657

.562

.600

( ≥ 0.5)

All items were above 0.5, providing additional support for a good model fit.
The internal-consistency reliability (Cronbach’s alpha) of the information-provision
scale was calculated using SPSS for a result of 0.907794. The overall measurement
scale exhibits a high level of internal-consistency reliability as shown by Cronbach’s
alpha exceeding the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and the variance-extracted estimate for information provision.

These

calculations were based on the model shown in Figure 5.2 (details are in Appendix 5.4)
and resulted in a reliability value of 0.8693 and a variance-extracted value of 0.5263;
both are above the threshold value of 0.5 (Fornell & Larcker 1981; Hair et al. 1998;
Holmes-Smith 2001).
The cumulative effect of these results suggests that the measurement model for
information provision is both valid and reliable.

This one-factor congeneric
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measurement model became the basis for the new single-item composite model,
“infoprov”, which will be discussed later.
The procedures and evaluation criteria for the social-dialogue CFA were similar to those
used for communication style. Figure 5.3 shows the final social-dialogue one-factor
congeneric measurement model.

Figure 5.3: Final CFA Path Diagram for Social Dialogue
Table 5.21 summarises the goodness-of-fit statistics.
Table 5.21: Social Dialogue: Summary CFA Fit Statistics
Chisquare
2

( )

2.251

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

2

1.125

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.325

0.013

0.020

Goodness-of-fit Index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.997

0.983

0.999

1.000

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

18.251

56.521

0.3229

The absolute, incremental and model-parsimony goodness-of-fit indicators satisfied the
relevant thresholds.

These goodness-of-fit indicators offer evidence to support
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nomological validity (Peter & Churchill 1986) and to confirm the measurement model
for the social-dialogue sub-construct.
The summarised parameter estimates for the final social-dialogue CFA measurement
model follow.
Table 5.22: Social Dialogue: Standardised Regression Weights (SRW) and
Significance Level
Q5.23

Q5.24

Q5.25

Q5.26

.787

.799

.931

.897

***

***

***

***

*** indicates a .001 level of significance (two-tailed) for regression weight.

All SRW (factor-loading estimates) are greater than 0.5 and are acceptable.
Table 5.23: Social Dialogue: Standardised Errors (SE)
CE3 – e23

CE3 – e24

CE3 – e25

CE3 – e26

.057

.051

.030

.033

A check was undertaken to see if two times the standardised error was less than the
standardised regression weight (Holmes-Smith 2001). All the standardised errors were
satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the social-dialogue measurement model (Steenkamp & van Trijp
1991; Bagozzi & Yi 1991).
Table 5.24: Social Dialogue: Critical Ratios (CR)
CE3 – e23

CE3 – e24

CE3 – e25

CE3 – e26

11.175

11.035

6.288

8.389

***

***

***

***

*** indicates a .001 level of significance (two-tailed) for variance.
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The critical ratio was checked to see if it was greater than ± 1.96 for a .05 (or ± 2.58 for
a .001) significance level. All critical ratios well exceeded this requirement, thus
providing additional support for a good model fit.
Table 5.25: Social Dialogue: Standardised Residuals (SR)
Q5.23

Q5.24

Q5.25

Q5.23

.000

Q5.24

.308

.000

Q5.25

.027

-.112

.000

Q5.26

-.185

.039

.040

Q5.26

.000

(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

The standardised residual matrix (Table 5.25) was checked to see if there were values
greater than or equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level. All the
standardised residuals were well below this requirement, thus providing additional
support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (Table 5.26)
to see how well the items measured social dialogue.
Table 5.26: Social Dialogue: Squared Multiple Correlations (SMC)
Q5.23

Q5.24

Q5.25

Q5.26

.619

.638

.867

.804

( ≥ 0.5)

All items were above 0.5, providing additional support for a good model fit.
The internal-consistency reliability (Cronbach’s alpha) of the social-dialogue scale was
calculated using SPSS for a result of 0.913346. The overall measurement scale exhibits
a high level of internal-consistency reliability, as shown by Cronbach’s alpha exceeding
the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and the variance-extracted estimate for social dialogue. These calculations
were based on the model shown in Figure 5.3 (details are in Appendix 5.4) and resulted
in a reliability value of 0.8751 and a variance-extracted value of 0.6377; both are above
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the threshold value of 0.5 (Fornell & Larcker 1981; Hair et al. 1998; Holmes-Smith
2001).
The cumulative effect of these results suggests that the measurement model for social
dialogue is both valid and reliable. This one-factor congeneric measurement model
became the basis for the new single-item composite model, “socdialog”, which will be
discussed later.
5.3.2 Trust Construct
As indicated earlier in the exploratory factor analysis section, the trust construct was
made up of two sub-constructs: credibility trust and benevolence trust. The CFA for
each of these sub-constructs follows.
The procedures followed those detailed for the ICE sub-constructs. Instead of providing
complete tables, this section summarises the results.

More details and tables are

provided in Appendix 5.3.
AMOS was used to develop an initial path diagram for the credibility-trust one-factor
congeneric measurement model that incorporated all measurement items retained by the
EFA and internal-consistency reliability screening evaluations.

This initial model

underwent a refinement procedure (Appendix 5.3) that led to the final accepted model
shown in Figure 5.4.

Figure 5.4: Final CFA Path Diagram for Credibility Trust
Table 5.27 summarises the goodness-of-fit statistics.
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Table 5.27: Credibility Trust: Summary CFA Fit Statistics
Chisquare
(2)

1.434

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

1

1.434

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.231

0.020

0.037

Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.997

0.982

0.998

0.999

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

11.434

35.353

0.3234

All the absolute, incremental and model-parsimony goodness-of-fit indicators satisfied
the relevant thresholds. These goodness-of-fit indicators offer evidence to support
nomological validity (Peter & Churchill 1986) and to confirm the measurement model
for the credibility-trust sub-construct.
The summarised parameter estimates and comments for the final credibility-trust CFA
measurement model follow.
The standardised regression weights (factor-loadings) for credibility trust were all
significant (.001), ranging from 0.709 to 0.932; as they were greater than 0.5, they could
be considered acceptable.
The standardised errors ranged from 0.019 to 0.033. A check was undertaken to see if
two times the standardised error for each item was less than its standardised regression
weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the credibility-trust measurement model (Steenkamp & van Trijp
1991; Bagozzi & Yi 1991).
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The critical ratios ranged from 4.091 to 9.387 and were all significant (.001). The
critical ratios were checked to see if they were greater than or equal to ± 1.96 for a .05
(or ± 2.58 for a .001) significance level.

All critical ratios well exceeded this

requirement, thus providing additional support for a good model fit.
The standardised residual matrix was checked to see if there were values greater than or
equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level (Hoyle 1995a; Kline
2005).

The values ranged from .184 to -.610, well below this requirement, thus

providing additional support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (SMC) table
to see how well the items measured credibility trust. The items ranged from 0.625 to
0.868, all items were above 0.5, providing additional support for a good model fit.
The internal-consistency reliability (Cronbach’s alpha) of the credibility-trust scale was
calculated using SPSS for a result of 0.905664. The overall measurement scale exhibits
a high level of internal-consistency reliability, as shown by Cronbach’s alpha exceeding
the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and the variance-extracted estimate for credibility trust. These calculations
were based on the model shown in Figure 5.4 (details are in Appendix 5.4) and resulted
in a reliability value of 0.9291 and in a variance-extracted value of 0.8144; both are
above the threshold value of 0.5 (Fornell & Larcker 1981; Hair et al. 1998; HolmesSmith 2001).
The cumulative effect of these results suggests that the measurement model for
credibility trust is both valid and reliable. This one-factor congeneric measurement
model became the basis for the new single-item composite model, “cretrst”, which will
be discussed later.
The procedures and evaluation criteria for the benevolence-trust CFA were similar to
those used for the credibility-trust CFA. AMOS was used to develop an initial path
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diagram for the benevolence-trust one-factor congeneric measurement model that
incorporated all measurement items retained by the EFA and internal-consistency
reliability screening evaluations. This initial model underwent a refinement procedure
(Appendix 5.3) that led to the final accepted model shown in Figure 5.5.

Figure 5.5: Final CFA Path Diagram for Benevolence Trust
Table 5.28 summarises the goodness-of-fit statistics.
Table 5.28: Benevolence Trust: Summary CFA Fit Statistics
Chisquare
2

( )

3.26

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

2

1.628

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.196

0.044

0.052

Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.993

0.980

0.998

0.998

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

11.256

30.391

0.3704

The absolute, incremental and model-parsimony goodness-of-fit indicators satisfied the
relevant thresholds. The only exception was the root mean-square residual (RMR),
which at 0.052, was only marginally greater than the suggested threshold of 0.050.
These goodness-of-fit indicators offer evidence to support nomological validity (Peter
& Churchill 1986) and to confirm the measurement model for the benevolence-trust
sub-construct.
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The summarised parameter estimates and comments for the final benevolence-trust CFA
measurement model follow.
The standardised regression weights (factor loadings) for benevolence trust were all
significant (.001), and ranging from 0.886 to 0.935; as they were greater than 0.5, they
could be considered acceptable.
The standardised errors ranged from 0.025 to 0.033. A check was undertaken to see if
two times the standardised error for each item was less than its standardised regression
weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the benevolence-trust measurement model (Steenkamp & van
Trijp 1991; Bagozzi & Yi 1991).
The critical ratios ranged from 6.602 to 9.471, and were all significant (.001). The
critical ratios wee checked to see if they were greater than or equal to ± 1.96 for a .05
(or ± 2.58 for a .001) significance level.

All critical ratios well exceeded this

requirement, thus providing additional support for a good model fit.
The standardised residual matrix was checked to see if there were values greater than or
equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level (Hoyle 1995a; Kline
2005). The values ranged from -.063 to .754, all well below this requirement, thus
providing additional support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (SMC) table
to see how well the items measured benevolence trust. The items ranged from 0.785 to
0.875, all above 0.5, providing additional support for a good model fit.
The internal-consistency reliability (Cronbach’s alpha) of the benevolence-trust scale
was calculated using SPSS for a result of 0.931845. The overall measurement scale
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exhibits a high level of internal-consistency reliability, as shown by Cronbach’s alpha
exceeding the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and the variance-extracted estimate for benevolence trust. These calculations
were based on the model shown in Figure 5.5 (details are in Appendix 5.4) and resulted
in a reliability value of 0.9063 and a variance-extracted value of 0.7634; both of which
are above the threshold value of 0.5 (Fornell & Larcker 1981; Hair et al. 1998; HolmesSmith 2001).
The cumulative effect of these results suggests that the measurement model for
benevolence trust is both valid and reliable. This one-factor congeneric measurement
model became the basis for the new single-item composite model, “bentrst”, which will
be discussed later.
5.3.3 Service-Quality Construct
As indicated above, the service-quality construct was made up of two sub-constructs:
process quality and outcome quality. The CFA for each of these sub-constructs follows.
AMOS was used to develop an initial path diagram for the process-quality one-factor
congeneric measurement model that incorporated all measurement items retained by the
EFA and internal-consistency reliability screening evaluations.

This initial model

underwent a refinement procedure (Appendix 5.3) that led to the final accepted model
shown in Figure 5.6.
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Figure 5.6: Final CFA Path Diagram for Process Quality
Table 5.29 summarises the goodness-of-fit statistics.
Table 5.29: Process Quality: Summary CFA Fit Statistics
Degree
of
freedom
(df)

Chisquare
(2)

Normed
chisquare
(2/df)

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

14.377

8

1.797

0.072

0.018

0.050

Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.986

0.962

0.993

0.996

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

40.377

102.566

0.3937

All the absolute, incremental and model-parsimony goodness-of-fit indicators satisfied
the relevant thresholds. These goodness-of-fit indicators offer evidence to support
nomological validity (Peter & Churchill 1986) and to confirm the measurement model
for the process-quality sub-construct.
The summarised parameter estimates and comments for the final process-quality CFA
measurement model follow.
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The standardised regression weights (factor loadings) for process quality were all
significant (.001), ranging from 0.746 to 0.932; as they were greater than 0.5, they could
be considered acceptable.
The standardised errors ranged from 0.025 to 0.044. A check was undertaken to see if
two times the standardised error for each item was less than its standardised regression
weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the process-quality measurement model (Steenkamp & van Trijp
1991; Bagozzi & Yi 1991).
The critical ratios ranged from 7.233 to 12.098 and were all significant (.001). The
critical ratios were checked to see if they were greater than or equal to ± 1.96 for a .05
(or ± 2.58 for a .001) significance level.

All critical ratios well exceeded this

requirement, thus providing additional support for a good model fit.
The standardised residual matrix was checked to see if there were values greater than or
equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level (Hoyle 1995a; Kline
2005).

The values ranged from .011 to .504, well below this requirement, thus

providing additional support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (SMC) table
to see how well the items measured process quality. The items ranged from 0.556 to
0.868, all above 0.5, providing additional support for a good model fit.
The internal-consistency reliability (Cronbach’s alpha) of the process-quality scale was
calculated using SPSS for a result of 0.936177. The overall measurement scale exhibits
a high level of internal-consistency reliability, as shown by Cronbach’s alpha exceeding
the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
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Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and variance-extracted estimate for process quality. These calculations were
based on the model shown in Figure 5.6 (details are in Appendix 5.4) and resulted in a
reliability value of 0.9224 and in a variance-extracted value of 0.6658; both are above
the threshold value of 0.5 (Fornell & Larcker 1981; Hair et al. 1998; Holmes-Smith
2001).
The cumulative effect of these results suggests that the measurement model for process
quality is both valid and reliable. This one-factor congeneric measurement model
became the basis for the new single-item composite model, “proqul”, which will be
discussed later.
AMOS was used to develop an initial path diagram for the outcome-quality one-factor
congeneric measurement model that incorporated all measurement items retained by the
EFA and internal-consistency reliability screening evaluations.

This initial model

underwent a refinement procedure (Appendix 5.3) that led to the final accepted model
shown in Figure 5.7.

Figure 5.7: Final CFA Path Diagram for Outcome Quality
Table 5.30 summarises the goodness-of-fit statistics.
Table 5.30: Outcome Quality: Summary CFA Fit Statistics
Chisquare
(2)

8.110

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

4

2.028

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.088

0.012

0.056
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Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.990

0.963

0.994

0.997

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

30.110

82.732

0.3639

The absolute, incremental and model-parsimony goodness-of-fit indicators satisfied the
relevant thresholds indicated earlier, with the exception of normed chi-square, which at
2.028 is marginally greater than the suggested range of 1 to 2. However, as indicated
earlier, a value between 2 and 3 still indicates a reasonable fit. The root mean-square
error of approximation value of 0.056 is also marginally greater than the recommended
value of less than 0.05. However, values between 0.05 and 0.08 still indicate an
acceptable fit. These goodness-of-fit indicators offer evidence to support nomological
validity (Peter & Churchill 1986) and to confirm the measurement model for the
outcome-quality sub-construct.
The summarised parameter estimates and comments for the final outcome-quality CFA
measurement model follow.
The standardised regression weights (factor-loadings) for outcome-quality were all
significant (.001), ranging from 0.822 to 0.948; as they were greater than 0.5, they could
be considered acceptable.
The standardised errors ranged from 0.019 to 0.041. A check was undertaken to see if
two times the standardised error for each item was less than its standardised regression
weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the outcome quality measurement model (Steenkamp & van Trijp
1991; Bagozzi & Yi 1991).
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The critical ratios ranged from 6.738 to 11.374 and were all significant (.001). The
critical ratios were checked to see if they were greater than or equal to ± 1.96 for a .05
(or ± 2.58 for a .001) significance level.

All critical ratios well exceeded this

requirement, thus providing additional support for a good model fit.
The standardised residual matrix was checked to see if there were values greater than or
equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level (Hoyle 1995a; Kline
2005).

The values ranged from .004 to -.382, well below this requirement, thus

providing additional support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (SMC) table
to see how well the items measure outcome quality. The items ranged from 0.676 to
0.899, all above 0.5, providing additional support for a good model fit.
The internal-consistency reliability (Cronbach’s alpha) of the outcome-quality scale was
calculated using SPSS for a result of 0.946917. The overall measurement scale exhibits
a high level of internal-consistency reliability, as shown by Cronbach’s alpha exceeding
the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and variance-extracted estimate for outcome quality. These calculations were
based on the model shown in Figure 5.7 (details are in Appendix 5.4) and resulted in a
reliability value of 0.9323 and a variance-extracted value of 0.7339; both are above the
threshold value of 0.5 (Fornell & Larcker 1981; Hair et al. 1998; Holmes-Smith 2001).
The cumulative effect of these results suggests that the measurement model for outcome
quality is both valid and reliable. This one-factor congeneric measurement model
became the basis for the new single-item composite model, “outcqual”, which will be
discussed later.
5.3.4 Relationship-Commitment Construct
As indicated above, a single-factor solution resulted for the relationship-commitment
construct; the CFA follows.
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AMOS was used to develop an initial path diagram for the relationship-commitment
one-factor congeneric measurement model that incorporated all measurement items
retained by the EFA and internal-consistency reliability screening evaluations. This
initial model underwent a refinement procedure (Appendix 5.3) that led to the final
accepted model shown in Figure 5.8.

Figure 5.8: Final CFA Path Diagram for Relationship Commitment
Table 5.31 summarises the goodness-of-fit statistics.
Table 5.31: Summary CFA Fit Statistics: Relationship Commitment
Chisquare
(2)

6.600

Degree
of
freedom
(df)

Normed
chi-square
(2/df)

4

1.650

Probability
(at α = 0.05 level)
(p > 0.05)

Root mean-square
residual (RMR)
(< 0.05)

Root mean-square error
of approximation
(RMSEA)
(< 0.05)

(>1 : <2)

0.159

0.014

0.045

Goodness-of-fit index
(GFI)
(> 0.95)

Adjusted goodness-offit index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis index
(RHO2 TLI)
(> 0.95)

Comparative-fit index
(CFI)
(> 0.95)

0.992

0.970

0.995

0.998

Akaike information
criterion
(AIC)

Consistent Akaike information criterion
(CAIC)

AIC / CAIC

28.600

81.222

0.3521
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All the absolute, incremental and model-parsimony goodness-of-fit indicators satisfied
the relevant thresholds. These goodness-of-fit indicators offer evidence to support
nomological validity (Peter & Churchill 1986) and to confirm the measurement model
for the relationship-commitment latent construct.
The summarised parameter estimates and comments for the final relationshipcommitment CFA measurement model follow.
The standardised regression weights (factor-loadings) for relationship commitment were
all significant (.001), ranging from 0.782 to 0.917; as they were greater than 0.5, they
could be considered acceptable.
The standardised errors ranged from 0.026 to 0.053. A check was undertaken to see if
two times the standardised error for each item was less than its standardised regression
weight. All the standardised errors were satisfactory.
A standardised regression weight (λ) greater than 0.7 and more than twice its standard
error, in conjunction with a good overall model fit, provides evidence and support for
convergent validity of the relationship-commitment measurement model (Steenkamp &
van Trijp 1991; Bagozzi & Yi 1991).
The critical ratios ranged from 8.149 to 11.143 and were all significant (.001). The
critical ratios were checked to see if they were greater than or equal to ± 1.96 for a .05
(or ± 2.58 for a .001) significance level.

All critical ratios well exceeded this

requirement, thus providing additional support for a good model fit.
The standardised residual matrix was checked to see if there were values greater than or
equal to ± 1.96 for a .05 (or ± 2.58 for a .001) significance level (Hoyle 1995a; Kline
2005).

The values ranged from .004 to .470, well below this requirement, thus

providing additional support for a good model fit.
Item reliability was checked by examining the squared multiple correlation (SMC) table
to see how well the items measured relationship commitment. The items ranged from
0.611 to 0.841, all above 0.5, providing additional support for a good model fit.
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The internal-consistency reliability (Cronbach’s alpha) of the relationship-commitment
scale was calculated using SPSS for a result of 0.936664. The overall measurement
scale exhibits a high level of internal-consistency reliability, as shown by Cronbach’s
alpha exceeding the usual benchmark values (Nunnally 1967, 1978; Hair et al. 1998).
Fornell and Larcker’s (1981) approach was used to calculate the composite-scale
reliability and variance-extracted estimate for relationship commitment.

These

calculations were based on the model shown in Figure 5.8 (details are in Appendix 5.4),
and resulted in a reliability value of 0.9079 and a variance-extracted value of 0.6641;
both are above the threshold value of 0.5 (Fornell & Larcker 1981; and Hair et al. 1998;
Holmes-Smith 2001).
The cumulative effect of these results suggests that the measurement model for
relationship commitment is both valid and reliable.

This one-factor congeneric

measurement model became the basis for the new single-item composite model,
“relcommi”, which will be discussed later.
5.3.5 Discriminant-Validity Check
Before moving onto the development of single-factor composite models for each of
these valid and reliable CFA measurement models, it should also be established that
there is discriminant validity between the measurement models. A suitable approach
suggested by Fornell and Larcker (1981) that uses the average variance extracted (AVE)
was used to test for discriminant validity (Chapter 4). Briefly, the approach involves a
pair-wise comparison of the average of the individual variance extracted for each of the
two individual measurement models with their Pearson’s bivariate correlation
coefficient squared. If the AVE is greater than the correlation coefficient squared for
that pair of constructs, this suggests there is discriminant validity (Fornell & Larcker
1981). Table 5.32 summises the comparison of the average variance extracted and the
corresponding correlation coefficient squared for all possible pairs.

Appendix 5.5

contains detailed calculations and results for the discriminant-validity tests.

All

differences between average variance extracted and the corresponding correlation
coefficient squared were positive, confirming discriminant validity for all the
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measurement models that formed the basis for the one-factor congeneric composite
models used for the final structural model analysis.
Table 5.32: Discriminant-Validity Checks
Construct Pairs

AVE

Correlation
Coeff.
Squared

AVE minus
(Correl. Coeff.)2

Discriminant
Validity ?

comstyl – infoprov

0.6063

0.4303

0.1760

Yes

comstyl – socdialog

0.6640

0.5041

0.1599

Yes

comstyl – cretrst

0.7577

0.3552

0.4025

Yes

comstyl – bentrst

0.7270

0.4651

0.2619

Yes

comstyl – proqul

0.6767

0.6626

0.0141

Yes

comstyl – outcqual

0.7138

0.3745

0.3393

Yes

comstyl – relcommi

0.6799

0.3869

0.2930

Yes

infoprov – socdialog

0.5816

0.3906

0.1910

Yes

infoprov – cretrst

0.6749

0.1756

0.4994

Yes

infoprov – bentrst

0.6439

0.4160

0.2279

Yes

infoprov – proqul

0.5936

0.5432

0.0504

Yes

infoprov – outcqual

0.6308

0.4570

0.1738

Yes

infoprov – relcommi

0.5969

0.3352

0.2616

Yes

socdialog – cretrst

0.7313

0.2162

0.5150

Yes

socdialog – bentrst

0.7012

0.5822

0.1191

Yes

socdialog – proqul

0.6501

0.5595

0.0906

Yes

socdialog – outcqual

0.6870

0.3469

0.3400

Yes

socdialog – relcommi

0.6546

0.5625

0.0921

Yes

cretrst – bentrst

0.8001

0.2333

0.5668

Yes

cretrst – proqul

0.7487

0.3306

0.4181

Yes

cretrst – outcqual

0.7813

0.2209

0.5604

Yes

cretrst – relcommi

0.7486

0.2343

0.5143

Yes

bentrst – proqul

0.7143

0.5580

0.1563

Yes

bentrst – outcqual

0.7493

0.4264

0.3229

Yes

bentrst – relcommi

0.7154

0.6288

0.0865

Yes

proqul – outcqual

0.7004

0.4761

0.2243

Yes

proqul – relcommi

0.6673

0.4970

0.1702

Yes

outcqual – relcommi

0.7017

0.3919

0.3098

Yes

5.4

Single-Factor Composite-Variable Calculations

The previous sections described the development and confirmation of the individual
sub-construct/construct

one-factor

congeneric

measurement

models.

These
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measurement models could have been used for the structural model evaluation if the
sample size had been sufficiently large. For this study this approach would have
resulted in too many parameters to be estimated with a sample size of 325. A solution
to this situation is to reduce the number of parameters to be estimated. One approach is
to convert the measurement model for each sub-construct/construct into a new, single
composite variable.
A number of approaches are available to develop a composite variable. These range
from the more common approach of simple averaging of the measurement-item
responses to more sophisticated methods. A very useful feature of the AMOS output
from the confirmatory factor analysis is that it provides weighted factor-scores for the
individual measurement items for each sub-construct/construct. This study uses the
more sophisticated approach of using the weighted factor-scores to provide the
appropriate weighting to be assigned to each individual measurement item to reflect its
actual contribution to the new composite score.
The values of the original measurement items, based on responses to the five-point
Likert scale, ranged from 1 to 5. The new composite variable values should also have
the same scale range (1 to 5). To achieve this, the raw factor-score weights need to be
normalised, as in their “raw” state they don’t usually sum to 1. This can be achieved by
dividing each item’s raw factor-score weight by sum of all the raw factor-score weights.
These normalised factor-score weights can be used to develop the new single-item
composite variable. The “compute” function in SPSS was used to develop the new
composite variable.
The error variance and factor loadings for this single-item composite variable can be
calculated using the following formulae:
Error Variance = (1 – Reliability) x Variance
Factor Loading =

( Reliabilit y) x Standard Deviation

An Excel spreadsheet was used to calculate the error variance and factor loading for the
composite measurement model using the statistical information concerning reliability
(Cronbach’s alpha) for the particular measurement model gathered earlier, along with
the standard deviation and variance of the composite model.
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5.4.1 Development of ICE Composite Measures
Single-item composite measures were developed for each of the three ICE subconstructs: communication style (“comstyl”), information provision (“infoprov”) and
social dialogue (“socdialog”). A detailed description of the procedure, calculations and
results for “comstyl” is provided. A similar procedure was used for the other subconstructs/constructs, the results for which are presented in a summary report.
Figure 5.9 shows the one-factor congeneric measurement model for communication
style used as the starting point for the new communication-style single-item composite
model – “comstyl”.

Figure 5.9: One-Factor Congeneric Model of the
Communication-Style Sub-Construct
The new single-item composite variable “comstyl” is a function of the measurement
items q5.17, q5.18, q5.19, q5.20 and q5.21. The raw factor-score weights provided by
AMOS often need to be normalised to establish the relative contribution of each item.
For example, for the communication-style one-factor congeneric model, the raw factorscore weights summed to 0.7980. Normalising is achieved by dividing each raw factorscore weight by sum of all the individual-item raw factor-score weights; for example,
the contribution of q5.17 is 0.0700/0.7980, which equals 0.08772. The results of the
calculations are shown in the second line (Normalised Factor-Score) of Table 5.33.
Table 5.33: Communication Style Factor-Score Weights
Measurement Item

q5.17

q5.18

q5.19

q5.20

q5.21

Sum

Raw Factor-Score

0.0700

0.1720

0.0930

0.2970

0.1660

0.7980

Normalised Factor-Score

0.08772

0.21554

0.11654

0.37218

0.20802

1.00000
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The normalised factor-score weights were used to develop the new composite variable.
The “compute” function in SPSS was used to develop the new composite variable. The
composite variable “comstyl” was calculated as:
(q5.17*0.08772 + q5.18*0.21554 + q5.19*0.11654 + q5.20*0.37218 + q5.21*0.20802).
An Excel spreadsheet was used to calculate the error variance and the factor loadings
for this single-item composite variable using the formulae given earlier, along with the
statistical information concerning reliability (Cronbach’s alpha) for the measurement
model for communication style and the standard deviation and variance of the
composite model “comstyl”. Table 5.34 summarises the results of these calculations.
Table 5.34: Communication-Style Single-Item Composite – “comstyl”
Reliability

Std. Dev.

Variance

0.9122863624 0.87320958 0.76249497

Factor Load. Error Variance
0.834041264

0.066870373

The original communication-style one-factor congeneric measurement model was
transformed into the new single-item composite variable “comstyl” (Figure 5.10) for
use in the structural model.

Figure 5.10: Communication-Style Single-Item Composite Model for “comstyl”
The new composite variable “comstyl” was added to the SPSS database.
The procedure used to develop the new composite variable “infoprov” was similar to
that for “comstyl”. The raw factor-score weights and their normalised values are shown
in Table 5.35.
Table 5.35: Information-Provision Factor-Score Weights
Measurement Item

q5.1

q5.3

q5.9

q5.10

q5.13

q5.14

Sum

Raw Factor-Score

0.1580

0.0920

0.1960

0.1210

0.1010

0.0980

0.7660

Normalised Factor-Score

0.20627

0.12010

0.25587

0.15796

0.13185

0.12794

1.00000
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The composite variable “infoprov” was calculated as: (q5.1*0. 20627 + q5.3*0. 12010 +
q5.9*0. 25587 + q5.10*0. 15796 + q5.13*0. 13185 + q5.14*0. 12794).
Table 5.36 provides the error variance and factor-loading results for “infoprov”.
Table 5.36: Information-Provision Single-Item Composite – “infoprov”
Reliability

Std. Dev.

Variance

Factor Load. Error Variance

0.907794215 1.039662919 1.080898984

0.990572483

0.099665139

The original information-provision one-factor congeneric measurement model (Figure
5.2) was transformed into the new composite variable “infoprov” (Figure 5.11) for use
in the structural model.

Figure 5.11: Information-Provision Single-Item Composite Model for “infoprov”
The new composite variable “infoprov” was added to the SPSS database.
The procedure used to develop the new composite variable “socdialog” was similar to
that for “comstyl”. The raw factor-score weights and their normalised values are shown
in Table 5.37.
Table 5.37: Social-Dialogue Factor-Score Weights
Measurement Item

q5.23

q5.24

q5.25

q5.26

Sum

Raw Factor-Score

0.1060

0.1180

0.3910

0.2560

0.8710

0.121699

0.13548

0.448901

0.29392

1.00000

Normalised Factor-Score

The composite variable “socdialog” was calculated as: (q5.23*0.121699 +
q5.24*0.13548 + q5.25*0.44891 + q5.26*0.29392).
Table 5.38 provides the error variance and factor-loading results for “socdialog”.
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Table 5.38: Social-Dialogue Single-Item Composite – “socdialog”
Reliability

Std. Dev.

Variance

Factor Load. Error Variance

0.9133456569 1.10786816 1.22737186

1.058755138

0.106412979

The original social-dialogue one-factor congeneric measurement model (Figure 5.3) was
transformed into the new composite variable “socdialog” (Figure 5.12) for use in the
structural model.

Figure 5.12: Social-Dialogue Single-Item Composite Model for “socdialog”
The new composite variable “socdialog” was added to the SPSS database.
5.4.2 Development of Trust Composite Measures
Separate single-item composite measures were developed for each of the two subconstructs of trust (credibility trust and benevolence trust). The procedure for the trust
sub-constructs was similar to that used to develop the single-item composite measure
“comstyl”. The results for these sub-constructs are presented in a summary report.
The procedure used to develop the new composite variable “cretrst” was similar to that
for “comstyl”. The raw factor-score weights and their normalised values are shown in
Table 5.39.
Table 5.39: Credibility-Trust Factor-Score Weights
Measurement Item

q8.1

q8.2

q8.3

Sum

Raw Factor-Score

0.3890

0.7550

0.1410

1.2850

Normalised Factor-Score

0.302724

0.587549

0.109728

1.00000

The composite variable “cretrst” was calculated as: (q8.1*0.302724 + q8.2*0.587549 +
q8.3*0.109728).
Table 5.40 provides the error variance and factor-loading results for “cretrst”.
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Table 5.40: Credibility-Trust Single-Item Composite – “cretrst”
Reliability

Std. Dev.

Variance

Factor Load. Error Variance

0.9056642533 0.7468789968 0.558282359039

0.710791835

0.052646026

The original credibility-trust one-factor congeneric measurement model (Figure 5.4)
was transformed into the new composite variable “cretrst” (Figure 5.13) for use in the
structural model.

Figure 5.13: Credibility-Trust Single-Item Composite Model for “cretrst”
The new composite variable “cretrst” was added to the SPSS database.
The procedure used to develop the new composite variable “bentrst” was similar to that
for “comstyl”. The raw factor-score weights and their normalised values are shown in
Table 5.41.
Table 5.41: Benevolence-Trust Factor-Score Weights
Measurement Item

q8.8

q8.9

q8.10

Sum

Raw Factor-Score

0.2160

0.4150

0.2410

0.8720

0.2477064

0.4759174

0.2763761

1.00000

Normalised Factor-Score

The composite variable “bentrst” was calculated as: (q8.8*0.2477064 + q8.9*0.4759174
+ q8.10*0.2763761).
Table 5.42 provides the error variance and factor-loading results for “bentrst”.
Table 5.42: Benevolence-Trust Single-Item Composite – “bentrst”
Reliability

Std. Dev.

Variance

0.9318454560 0.86043944 0.74035603

Factor Load. Error Variance
0.830580369

0.050492281

194

The original benevolence-trust one-factor congeneric measurement model (Figure 5.5)
was transformed into the new composite variable “bentrst” (Figure 5.14) for use in the
structural model.

Figure 5.14: Benevolence-Trust Single-Item Composite Model for “bentrst”
The new composite variable “bentrst” was added to the SPSS database.
5.4.3 Development of Service-Quality Composite Measures
Separate single-factor composite measures were developed for each of the two subconstructs of service quality (process quality and outcome quality). The procedure for
the service-quality sub-constructs was similar to that used to develop the single-item
composite measure “comstyl”. The results for these sub-constructs are presented in a
summary report.
The procedure used to develop the new composite variable “procqul” was similar to that
for “comstyl”. The raw factor-score weights and their normalised values are shown in
Table 5.43.
Table 5.43: Process-Quality Factor-Score Weights
Measurement Item

q6a.4

q6a.5

q6a.6

q6a.8

q6a.10

q6a.12

Sum

Raw Factor-Score

0.2650

0.1190

0.0670

0.1150

0.3980

0.0580

1.0220

Normalised Factor-Score

0.25930

0.11644

0.06556

0.11252

0.38943

0.05675

1.00000

The composite variable “procqul” was calculated as: (q6a.4*0.25930 + q6a.5*0.11644 +
q6a.6*0.06556 + q6a.8*0.11252 + q6a.10*0.38943 + q6a.12*0.05675).
Table 5.44 provides the error variance and factor-loading results for “procqul”.
Table 5.44: Process-Quality Single-Item Composite – “procqul”
Reliability

Std. Dev.

Variance

0.9361765694 1.02936368 1.05958959

Factor Load. Error Variance
0.995982268

0.067601842
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The original process-quality one-factor congeneric measurement model (Figure 5.6) was
transformed into the new composite variable “procqul” (Figure 5.15) for use in the
structural model.

Figure 5.15: Process-Quality Single-Item Composite Model for “procqul”
The new composite variable “procqul” was added to the SPSS database.
The procedure used to develop the new composite variable “outcqual” was similar to
that for “comstyl”. The raw factor-score weights and their normalised values are shown
in Table 5.45.
Table 5.45: Outcome-Quality Factor-Score Weights
Measurement Item

q6b.1

q6b.3

q6b.4

q6b.5

q6b.6

Sum

Raw Factor-Score

0.1328

0.1343

0.1062

0.2139

0.4189

1.0061

Normalised Factor-Score

0.13200

0.13350

0.10556

0.21260

0.41636

1.00000

The composite variable “outcqual” was calculated as: (q6b.1*0.13200 + q6b.3*0.13350
+ q6b.4*0.10556 + q6b.5*0.21260 + q6b.6*0.41636).
Table 5.46 provides the error variance and factor-loading results for “outcqual”.
Table 5.46: Outcome-Quality Single-Item Composite – “outcqual”
Reliability

Std. Dev.

Variance

0.9469174459 1.04361167 1.08912533

Factor Load. Error Variance
1.015524231

0.057832803

The original outcome-quality one-factor congeneric measurement model (Figure 5.7)
was transformed into the new composite variable “outcqual” (Figure 5.16) for use in the
structural model.
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Figure 5.16: Outcome-Quality Single-Item Composite Model for “outcqual”
The new composite variable “outcqual” was added to the SPSS database.
5.4.4 Development of Relationship-Commitment Composite Measure
A single-factor composite measure was developed for the relationship-commitment
construct. The procedure for relationship commitment was similar to that used to
develop the single-item composite measure “comstyl”. The results are presented in a
summary report.
The procedure used to develop the new composite variable “relcommi” was similar to
that for “comstyl”. The raw factor-score weights and their normalised values are shown
in Table 5.47.
Table 5.47: Relationship-Commitment Factor-Score Weights
Measurement Item

q11.1

q11.2

q11.3

q11.4

q11.10

q11.13

Sum

Raw Factor-Score

0.1920

0.2460

0.1830

0.1370

0.0690

0.0630

0.8900

Normalised Factor-Score

0.21573

0.27640

0.20562

0.15393

0.07753

0.07079

1.00000

The composite variable “relcommi” was calculated as: (q11.1*0.21573 +
q11.2*0.27640 + q11.3*0.20562 + q11.4*0.15393 + q11.10*0.07753 +
q11.13*0.07079).
Table 5.48 provides the error variance and factor-loading results for “relcommi”.
Table 5.48: Relationship-Commitment Single-Item Composite – “relcommi”
Reliability

Std. Dev.

Variance

0.9444494461 1.07693766 1.15979472

Factor Load. Error Variance
1.046572929

0.064484586

The original relationship-commitment one-factor congeneric measurement model
(Figure 5.8) was transformed into the new composite variable “relcommi” (Figure 5.17)
for use in the structural model.
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Figure 5.17: Relationship-Commitment
Single-Item Composite Model for “relcommi”
The new composite variable “relcommi” was added to the SPSS database.
5.5

Structural-Modelling Analysis and Results

The earlier process for refining the individual sub-construct/construct one-factor
congeneric measurement models and the corresponding single-item composite models
provided the “building blocks” for the structural model. These have been evaluated and
confirmed as being unidimensional, reliable and valid variables.
The structural-equation modelling software AMOS was used to identify and specify the
equations for the proposed structural model (Figure 3.6).

Figure 5.18 provides a

pictorially simplified version of the specification diagram, as the AMOS diagram is
complex (Appendix 5.6 – Figure A5.6.1) and somewhat difficult to interpret. Each box
in Figure 5.18 is a simplified representation of the variables. Figures 5.19 and 5.20
provide the details of each box. For example, the contents of the communication-style
box are representative of the single-item composite variable “comstyl” developed
earlier. In a similar fashion, information provision is representative of “infoprov” and
social dialogue is representative of “socdialog” (Figure 5.19). The other variables for
trust, service quality and relationship commitment are represented by their single-item
composite models in a similar manner, except that they have a residual element added
(Figure 5.20).
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Figure 5.18: Simplified AMOS Specification Diagram for the Structural Model

Figure 5.19: Details of ICE Sub-Construct Variables in
the Simplified AMOS Specification Diagram
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Figure 5.20: Details of Trust, Service-Quality and Relationship Commitment SubConstruct Variables in the Simplified AMOS Specification Diagram
5.5.1 Structural-Model Results
The specified structural-equation model (Figure 5.18) was run using the final refined
SPSS data set with the new composite variables to determine the model fit and to
estimate the parameters. Specifically, these new variables were labelled “comstyl”,
“infoprov”, “socdialog”, “cretrst”, “bentrst”, “proqul”, “outcqual” and “relcommi”.
The AMOS output was evaluated to ascertain model fit in accordance with the
procedure discussed in Section 4.6.3.6 (Hair et al. 1998; Holmes-Smith 2001; Byrne
2001). Table 5.49 provides absolute, incremental and model-parsimony goodness-of-fit
indicators.

The following parameter estimates are also provided: standardised

regression weights (SRW), significance levels, standardised errors (SE), critical ratios
(CR) and squared multiple correlations (SMC).

The direct effects between sub-

constructs/constructs are reported as the SRW; the standardised indirect and
standardised total effects are also reported for a fuller understanding of the
interrelationships between sub-constructs/constructs (Table 5.52). Cumulatively, these
results provide a great deal of information to allow a comprehensive analysis and
assessment of the structural model.
The absolute, incremental and model-parsimony goodness-of-fit indicators (Table 5.49)
satisfied the relevant thresholds (Chapter 4). These goodness-of-fit indicators support
nomological validity (Peter & Churchill 1986) and confirm that the proposed structural
model has a good fit with the data.
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Table 5.49: Summary of Fit Statistics
Fit Measure
Chi-square (2)
Degree of freedom (df)

Value

Comment

13.56
8

Normed chi-square (2/df)
(>1 : <2)

1.695

Good

Probability
(at α = 0.05 level)
(p > 0.05)

0.094

Good

Root mean-square residual (RMR)
(< 0.05)

0.011

Good

Root mean-square error of approximation (RMSEA)
(< 0.05)

0.046

Good

Goodness-of-fit index (GFI)
(> 0.95)

0.990

Good

0.954

Good

(.036)

(Good)

Tucker-Lewis index (RHO2 TLI)
(> 0.95)

0.990

Good

Comparative-fit index (CFI)
(> 0.95)

0.997

Good

Akaike information criterion (AIC)

69.557

Acceptable

Consistent Akaike information criterion (CAIC)

203.504

Acceptable

AIC / CAIC

0.3418

Acceptable

Adjusted goodness-of-fit index (AGFI)
(> 0.95) and check if (GFI-AGFI <0.06)

Table 5.50 summarises the evidence for the hypotheses testing: the first column
summarises the proposed hypotheses (Chapter 3). The standardised regression weight
(factor loading), standardised error and critical ratio (t-test) are listed in the second
column and provide information as to the strength of the link. The third column reports
the significance level. The last column contains a summary comment on the strength of
the standardised direct effects.
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Table 5.50: SRW, Significance, SE, CR and Direct-Effect Level
Hypothesised Link (Path)

SRW

Sig.

(SE)
(CR)

H1: Information Provision  Credibility Trust

-.184

DirectEffect
Level

.073

(.102)
(-1.795)

H2: Communication Style  Credibility Trust

***

Moderate
to strong

***

Moderate
to strong

***

Mild

***

Moderate
to strong

***

Strong

.209

**

Weak

(.080)
(2.605)

(.009)

.201

***

.475
(.129)
(3.684)

H3: Social Dialogue  Benevolence Trust

.491
(.066)
(7.456)

H4: Information Provision  Process Quality

.289
(.048)
(5.983)

H5: Information Provision  Outcome Quality

.491
(.068)
(7.230)

H6: Communication Style  Process Quality

.519
(.058)
(8.973)

H7: Communication Style  Outcome Quality
H8: Social Dialogue  Process Quality

Weak

(.054)
(3.734)

H9: Social Dialogue  Outcome Quality

.137

.072

(.076)
(1.801)

H10: Process Quality  Credibility Trust

.243

.102

(.148)
(1.635)

H11: Process Quality  Benevolence Trust

.278

***

Weak

(.068)
(4.057)

H12: Outcome Quality  Credibility Trust

.151

.053

(.078)
(1.931)

H13: Outcome Quality  Benevolence Trust

.184

***

Weak

.119

*

Weak

(.051)
(2.332)

(.020)

(.049)
(3.762)

H14: Outcome Quality  Relationship Commitment
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SRW

Hypothesised Link (Path)

Sig.

DirectEffect
Level

.093

*

Weak

(.042)
(2.240)

(.025)

.714

***

(SE)
(CR)

H15: Credibility Trust  Relationship Commitment
H16: Benevolence Trust  Relationship Commitment

Strongest

(.053)
(13.538)

*** indicates a .001 level of significance (two-tailed), ** indicates a .01 level of significance (twotailed) and * indicates a .05 level of significance (two-tailed)

Figure 5.21 shows the standardised regression weights and the significance levels in
visual form so that the important paths can be readily identified.

Figure 5.21: Structural Model: Standardised Regression Weights and
Significance Levels
The standardised regression weights provide the magnitude of the direct effects between
the sub-constructs/constructs.

As would be expected, these are the main effects;

however, indirect alternative paths are possible between the sub-constructs/constructs
(Figure 5.18). Table 5.51 shows the breakdown of the total effects between the subconstructs/constructs. In some situations, the total effect of a sub-construct on another
sub-construct/construct is more than just the direct effect: it can be higher if alternative
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paths are taken into account.

These alternative paths are reported in AMOS as

standardised indirect effects.
Table 5.51: Structural Model Paths: Direct, Indirect and Total Effects
Path

Direct
Effect

Indirect
Effect

Total
Effect

H1: Information Provision  Credibility Trust

-.184

.144

-.040

H2: Communication Style  Credibility Trust

.475

.158

.632

H3: Social Dialogue  Benevolence Trust

.491

.081

.572

H4: Information Provision  Process Quality

.289

.289

H5: Information Provision  Outcome Quality

.491

.491

H6: Communication Style  Process Quality

.519

.519

H7: Communication Style  Outcome Quality

.209

.209

H8: Social Dialogue  Process Quality

.201

.201

H9: Social Dialogue  Outcome Quality

.137

.137

H10: Process Quality  Credibility Trust

.243

.243

H11: Process Quality  Benevolence Trust

.278

.278

H12: Outcome Quality  Credibility Trust

.151

.151

H13: Outcome Quality  Benevolence Trust

.184

.184

H14: Outcome Quality  Relationship Commitment

.119

H15: Credibility Trust  Relationship Commitment

.093

.093

H16: Benevolence Trust  Relationship Commitment

.714

.714

.145

.264

Information Provision  Benevolence Trust

.170

.170

Information Provision  Relationship Commitment

.176

.176

Social Dialogue  Credibility Trust

.069

.069

Social Dialogue  Relationship Commitment

.431

.431

Communication Style  Benevolence Trust

.183

.183

Communication Style  Relationship Commitment

.214

.214

Process Quality  Relationship Commitment

.221

.221

The impact of indirect effects on the total effect is illustrated in the following examples.
The paths from communication style to credibility trust and from social dialogue to
benevolence trust increased from moderate-to-strong (between .45 and .5) to strong
(between .5 and .8).
Alternative paths between communication style and credibility trust are via process
quality and outcome quality; when combined, these paths added an indirect effect of
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.158 to the direct effect of .475, resulting in a strong total effect of .632. Additional
paths between social dialogue and benevolence trust via process quality and outcome
quality added an indirect effect of .081 to the direct effect of .491, resulting in a strong
total effect of .572.
5.5.2 Hypotheses Test Results
Each proposed hypothesis (Chapter 3) is evaluated against the empirical results of the
structural model analysis.
Hypothesis 1: the higher the information provision, the greater the credibility trust in
the financial planner is rejected due to the significance level (.073) being greater than p
= 0.05. The weak negative direct effect of -.184 was the opposite of that expected.
However, a positive indirect effect of .144 was also present; these two effects gave a
very weak total effect of -.040, which supports rejection. Rejection of the hypothesis is
also supported by a critical ratio (-1.795) for the path that is less than ± 1.96.
Hypothesis 2: the more effective the communication style, the greater the credibility
trust in the financial planner is accepted, as the path is positive, with a moderate-tostrong direct effect of .475, and is significant at the p = 0.001 level. Additional support
comes from considering the indirect effects (.158), which, combined with the direct
effects, gives a strong total effect of 0.632. A critical ratio (3.684) greater than ± 1.96
also supports acceptance of this hypothesis.
Hypothesis 3: the greater the social dialogue, the greater the benevolence trust in the
financial planner is accepted, as the path is positive, with a direct effect of .491, and is
significant at the p = 0.001 level. Additional support comes from considering the
indirect effects (.081), which, combined with the direct effects, gives a strong total
effect of 0.572. A critical ratio (7.456) greater than ± 1.96 also supports acceptance of
this hypothesis.
Hypothesis 4: the higher the information provision, the greater the perceived process
quality of the service provided by the financial planner is accepted, as the path is
positive, with a mild direct effect of .289, and is significant at the p = 0.001 level.
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There are no indirect paths, which results in an unchanged mild total effect. A critical
ratio (5.983) greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 5: the higher the information provision, the greater the perceived outcome
quality of the service provided by the financial planner is accepted, as the path is
positive, with a moderate-to-strong direct effect of .491, and is significant at the p =
0.001 level. There are no indirect paths, which results in an unchanged moderate-tostrong total effect. A critical ratio (7.230) greater than ± 1.96 also supports acceptance
of this hypothesis.
Hypothesis 6: the more effective the communication style, the greater the perceived
process quality of the service provided by the financial planner is accepted, as the path
is positive, with a strong direct effect of .519, and is significant at the p = 0.001 level.
There are no indirect paths, which results in an unchanged strong total effect. A critical
ratio (8.973) greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 7: the more effective the communication style, the greater the perceived
outcome quality of the service provided by the financial planner is accepted, as the path
is positive, with a weak direct effect of .209, and is significant at the p = 0.001 level.
There are no indirect paths, which results in an unchanged weak total effect. A critical
ratio (2.605) greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 8: the greater the social dialogue, the greater the perceived process quality
of the service provided by the financial planner is accepted, as the path is positive, with
a weak direct effect of .201, and is significant at the p = 0.001 level. There are no
indirect paths, which results in an unchanged weak total effect. A critical ratio (3.734)
greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 9: the greater the social dialogue, the greater the perceived outcome quality
of the service provided by the financial planner is rejected, due to the significance level
(.072) being greater than p = 0.05. The path is positive, with a weak direct effect of
0.137, and there are no indirect paths, which results in an unchanged weak total effect.
Rejection of the hypothesis is also supported by a critical ratio (1.801) for the path that
is less than ± 1.96.
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Hypothesis 10: the greater the perceived process quality of the service provided, the
greater the credibility trust in the financial planner is rejected, due to the significance
level (.102) being greater than p = 0.05. The path is positive, with a weak direct effect
of 0.243, and there are no indirect paths, which results in an unchanged weak total
effect. Rejection of the hypothesis is also supported by a critical ratio (1.635) for the
path that is less than ± 1.96.
Hypothesis 11: the greater the perceived process quality of the service provided, the
greater the benevolence trust in the financial planner is accepted, as the path is positive,
with a weak direct effect of .278, and is significant at the p = 0.001 level. There are no
indirect paths, which results in an unchanged weak total effect. A critical ratio (4.057)
greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 12: the greater the perceived outcome quality of the service provided, the
greater the credibility trust in the financial planner is rejected, due to the significance
level (.053) being greater than p = 0.05. The path is positive, with a weak direct effect
of 0.151, and there are no indirect paths, which results in an unchanged weak total
effect. Rejection of the hypothesis is also supported by a critical ratio (1.931) for the
path that is less than ± 1.96.
Hypothesis 13: the greater the perceived outcome quality of the service provided, the
greater the benevolence trust in the financial planner is accepted, as the path is positive,
with a weak direct effect of .184, and is significant at the p = 0.001 level. There are no
indirect paths, which results in an unchanged weak total effect. A critical ratio (3.762)
greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 14: the greater the perceived outcome quality of the service provided, the
stronger the relationship commitment to the financial planner is accepted, as the path is
positive, with a weak direct effect of .119, and is significant at the p = 0.05 level.
Additional support comes from considering the indirect effects (.145), which, combined
with the direct effects, give a weak total effect of 0.264. A critical ratio (2.332) greater
than ± 1.96 also supports acceptance of this hypothesis.
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Hypothesis 15: the greater the credibility trust in the financial planner, the stronger the
relationship commitment to the financial planner is accepted, as the path is positive,
with a very weak direct effect of .093, and is significant at the p = 0.05 level. There are
no indirect paths, which results in an unchanged very weak total effect. A critical ratio
(2.240) greater than ± 1.96 also supports acceptance of this hypothesis.
Hypothesis 16: the greater the benevolence trust in the financial planner, the stronger
the relationship commitment to the financial planner is accepted, as the path is positive,
with the strongest direct effect of .714, and is significant at the p = 0.001 level. There
are no indirect paths, which results in an unchanged strong total effect. A critical ratio
(13.538) greater than ± 1.96 also supports acceptance of this hypothesis.
These analyses show that 12 of the 16 hypothesised paths are significant. Four paths –
information provision to credibility trust (.073), social dialogue to outcome quality
(.072), process quality to credibility trust (.012) and outcome quality to credibility trust
(.053) – are not significant, as they have significance levels greater than p = 0.05. An
examination of the critical ratios (t-value) confirms these paths as being a problem, as
their CRs are less than ± 1.96. The case of the path from outcome quality to credibility
trust might be viewed as marginal, with a significance level of .053 (just above .05) and
a CR of 1.931 (just below 1.96). All the accepted hypotheses were consistent with the
underlying model theory as proposed in the structural model.
5.5.3 Other Results
All standardised errors were in the acceptable range. A check was made to determine if
twice the standardised error was less than the standardised regression weight – all were
well below that value that supports a good model fit.
All the standardised residual covariances were small, considerably less than ± 1.96,
which provides additional support for a good model fit.
The squared multiple correlation (SMC) represents the portion of the explained variance
and can be viewed as a relationship-strength measure or goodness-of-fit of the model –
a small SMC suggests a poor model (Jöreskog 1993; Baumgartner & Homburg 1996).
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Table 5.52 shows the SMC and unexplained variance for each of the sub-constructs and
constructs.
Table 5.52: SMC for Each Sub-Construct/Construct
Sub-Construct/Construct

SMC
(Explained Variance)

Unexplained Variance
(Prediction Error)

outcome quality

.59

.41

process quality

.85

.15

benevolence trust

.76

.24

credibility trust

.45

.55

relationship commitment

.73

.27

The proposed model accounts for a large proportion of the variation in relationshipcommitment (73%), benevolence trust (76%) and process quality (85%). It accounts for
a lower proportion of the variance in outcome quality (59%) and less than half of the
variance in credibility trust (45%). This supports the conclusion that the data fits the
model well.
An examination of the modification indices for the proposed model suggested that only
minor improvements would result by covarying residuals or error terms. The suggested
modifications were estimated to provide only minor PAR changes.

The limited

suggestions for changes supports the conclusion that the data fits the model well.
As this study is based on the a priori specification of the structural model, and not an
exploratory study, no post-hoc model modification or respecification was undertaken or
recommended.
5.6

Discussion

As indicated in Chapter 1, a contribution of this study is the splitting of the main
constructs into sub-constructs and treating them as separate latent constructs. This
approach has the potential to provide much-improved explanatory power compared to
using broad constructs. The research problem (Chapter 1) was broken down into five
more-focused research questions; analysis of the proposed structural model helps with
the answering these research questions.
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Question 1 asks, “What are the nature and relative impact of interpersonalcommunication effectiveness on different types of service quality?” The main construct
of ICE was split into the sub-constructs of information provision (IP), communication
style (CS) and social dialogue (SD), and the main construct of service quality was split
into the sub-constructs of process quality (PQ) and outcome quality (OQ). Hypotheses
H4 (IP → PQ), H5 (IP → OQ), H6 (CS → PQ), H7 (CS → OQ), H8 (SD → PQ) and
H9 (SD → OQ) address this research question. The results suggest that information
provision has a mild effect on process quality (H4); however, it has a moderate to strong
effect on outcome quality (H5). This suggests that the financial planner who just
provides information is having more impact on the client’s perception of the outcome
quality of the service than the process quality.
The results also suggest that communication style has a strong effect on process quality
(H6) and a weak effect on outcome quality (H7). This, in turn, suggests that the
elements of communication style (Table 5.2), such as listening to the client, having
honest communication, using terms and language the client understands, etc. have more
impact on the client’s perception of the quality of the service processes than on their
perception of the outcome quality.
The results also suggest that social dialogue has a weak effect on process quality (H8)
and has a non-significant weak effect on outcome quality (H7). This suggests that the
elements of social dialogue (Table 5.2), such as informal, enjoyable two-way social
discussions, have only a weak impact on the client’s perception of the quality of the
service processes and a non-significant, very weak influence on their perception of the
outcome quality.
It can be seen that this study’s approach of splitting the main constructs gives much
more diagnostic power. All that would have been known using past approaches was
that ICE had a positive impact on service quality; in contrast, this study shows which
dimensions of ICE affect which dimensions of service quality, as well as the strength of
the relationships. If a financial planner wishes to influence a client’s perception of
service-process quality, they would be wise to concentrate on communication style; if
they want to improve the client’s perception of outcome quality, concentrating on the
information-provision aspects would be beneficial. Planners would also benefit from
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the insight that social dialogue has little or no impact on the client’s perception of either
dimension of service quality.

As can be seen from the foregoing analysis, this

innovative approach is very useful in answering research question 2.
Question 2 asks, “What are the nature and relative impact of interpersonal
communication effectiveness on different types of trust?” As indicated earlier, ICE was
split into information provision (IP), communication style (CS) and social dialogue
(SD), and trust was split into credibility trust (CT) and benevolence trust (BT).
Hypotheses H1 (IP → CT), H2 (CS → CT) and H3 (SD → BT) address this research
question. The literature did not support direct paths from IP → BT, CS → CT or SD →
CT; these direct paths were not included in the proposed model.
The results suggest that information provision has a non-significant – indeed, a virtually
nonexistent – effect on credibility trust (H1).

The direct path from information

provision to benevolence trust was not included in the model; however, indirect paths
between the two via process quality and outcome quality showed a weak effect (.170).
These results suggest that providing information will have a negligible impact on
building client trust.
The results also suggest that communication style has a moderate-to-strong direct effect
(.475), which is supported by weak (.158) indirect effects via process quality and
outcome quality on credibility trust (H2), for a strong total effect of .632. The direct
path from communication style to benevolence trust was not included in the model;
however, indirect paths between the two via process quality and outcome quality
showed a weak effect (.183). These results suggest that the financial planner should
concentrate on improving communication style, as it has a strong impact on building
credibility trust. However, the financial planner’s communication style will have only a
weak impact on developing benevolence trust.
The results also suggest that social dialogue has a moderate-to-strong direct effect
(.491) on benevolence trust (H3), which is supported via very weak (.081) indirect paths
between them via process quality and outcome quality, to give a strong total effect of
.572. The direct path from social dialogue to credibility trust was not included in the
model; however, indirect paths between them via process quality and outcome quality
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showed a negligible effect (.069). These results suggest that the financial planner
should concentrate on improving social dialogue, as it has a strong impact on building
benevolence trust. However, the financial planner’s social dialogue will have only a
negligible impact on gaining or improving credibility trust.
This again demonstrates the usefulness of splitting the main constructs to give much
more diagnostic power. Using past broad-construct approaches would suggest that ICE
had a positive impact on trust. In contrast, this study shows which dimensions of ICE
affect which dimensions of trust, as well as the strength of the relationships. The results
show the negligible impact of providing clients with information on the development of
either type of trust. If a financial planner wishes to develop or improve a client’s trust,
they would be wise to concentrate on communication style to improve the client’s
perception of credibility trust, and supplement this by paying attention to social
dialogue to improve benevolence trust. This innovative approach provides a very useful
tool to answer research question 3.
Question 3 asks, “What are the nature and relative impact of different types of service
quality on client trust?” The broad service-quality construct was split into the two subconstructs of process quality (PQ) and outcome quality (OQ), and the broad trust
construct was split into the sub-constructs of credibility trust (CT) and benevolence trust
(BT). Hypotheses H10 (PQ → CT), H11 (PQ → BT), H12 (OQ → CT) and H13 (OQ
→ BT) address this research question.
The results suggest that process quality has non-significant, weak direct effect on
credibility trust (H10) and a significant but weak (.278) direct effect on benevolence
trust (H11). The results also suggest that outcome quality has a non-significant, weak
direct effect on credibility trust (H12) and a significant but weak (.184) direct effect on
benevolence trust (H13). These results suggest that in the context of this study, neither
process quality nor outcome quality has a useful impact on either credibility trust or
benevolence trust. If a financial planner wishes to build or retain trust, they would be
better off paying attention to their communication strategies rather than service quality.
Question 4 asks, “What are the nature and relative impact of the different types of trust
on clients’ commitment to the relationship with their financial planner?”
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The broad trust construct was split into the sub-constructs of credibility trust (CT) and
benevolence trust (BT); relationship commitment (RC), being the dependent variable,
was treated as a single construct. Hypotheses H15 (CT → RC) and H16 (BT → RC)
address this research question.
The results suggest that credibility trust has a very weak direct effect on relationship
commitment (H15). The results also suggest that benevolence trust has the strongest
direct impact (.714) on relationship commitment (H16). These results suggest that the
financial planner should concentrate their efforts on improving clients’ benevolence
trust, as improving credibility trust will have a negligible impact on clients’
commitment to the relationship.
Question 5 asks, “What are the nature and relative impact of different types of service
quality on clients’ commitment to the relationship with their financial planner?” The
broad service-quality construct was split into the two sub-constructs of process quality
(PQ) and outcome quality (OQ); relationship commitment (RC), being the dependent
variable, was treated a single construct. Hypothesis H14 (OQ → RC) addresses this
research question. The direct path from process quality to relationship commitment did
not have support from the literature or the qualitative phases of this study; thus, it was
not hypothesised as part of the proposed model. However, indirect paths via credibility
trust and benevolence trust are available.
The results suggest that outcome quality has a weak direct effect (.119) on relationship
commitment (H14); this effect is supported by slightly stronger, but still weak (.145),
indirect paths via credibility trust and benevolence trust, for a weak total effect of .264.
The direct path from process quality to relationship commitment was not included in the
model; however, indirect paths between them via credibility trust and benevolence trust
showed a weak total effect of .224.
These results suggest that in the context of this study, neither process quality nor
outcome quality has a big impact on relationship commitment. If a financial planner
wishes to build or retain commitment to their relationship with their clients, they would
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be better off paying attention to their communication and trust-building strategies rather
than service quality.
The answers to the specific research questions 1, 2, 3, 4 and 5 effectively answer the
research problem at the heart of this study: “How can Australian SME professionalservice providers in the personal financial-planning industry retain their clients and
enhance their clients’ perception of the relationship by using relationship-marketing
and management strategies?”
It can be seen that interpersonal communication effectiveness plays a key role. The
splitting of ICE into sub-constructs, a contribution of this study, shows that different
ICE dimensions affect different aspects of trust and service quality. Of particular
importance is the strong positive and significant impacts of information provision on
outcome quality, of communication style on process quality and credibility trust and of
social dialogue on benevolence trust. It is also an important finding that information
provision has an insignificant impact on credibility trust, and that social dialogue has a
weak and non-significant impact on outcome quality.
Of particular importance is the identification of the strong direct and significant path
from social dialogue via benevolence trust to relationship commitment.
5.7

Conclusion

Chapter 5 has reported the results of this study’s two-stage process. The results of the
EFA of the original measurement scales and refinement process are reported in detail
for

the

ICE

sub-constructs,

constructs/constructs.

and

in

summary

form

for

the

other

sub-

The reported results and discussion to this stage effectively

satisfy the second specific research objective and constitute this study’s contribution of
developing and testing a new measurement scale for ICE.
The results of the CFA process and the development of the one-factor congeneric
measurement models are provided.

The development and the calculations for the

single-item composite models is also discussed. Further details of these results and
calculations are provided in Appendix 5. The single-item composite models are then
used for the specification of the proposed structural model. All the goodness-of-fit
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statistics (Table 5.49) and the parameter estimates (Tables 5.50 and 5.51) indicate that
the proposed structural model fits the data well.

This second part of Chapter 5

concerning the evaluation of the structural model effectively satisfies the overall
research objective of this study: “to develop and empirically test a proposed model that
explains the roles and impact of interpersonal communication effectiveness, service
quality and trust on client relationship commitment from a client perspective, in the
context of SME financial-planning professional services”.
Chapter 6 will discuss the benefits and implications of the study for theorists and
professional-service practitioners (e.g. SME financial planners), note its limitations and
suggest future research.
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CHAPTER 6: CONCLUDING DISCUSSION
This study has addressed the research problem of “How can Australian SME
professional-service providers in the personal financial-planning industry retain their
clients and enhance their clients’ perception of the relationship by using relationshipmarketing and management strategies?” by providing answers in Chapter 5 to the five
research questions posed in Chapter 1.
The overall objective of this research was “to develop and empirically test a proposed
model that explains the roles and impact of interpersonal communication effectiveness
(ICE), service quality and trust on client relationship commitment from a client
perspective, in the context of SME financial-planning professional services”.
The model proposed in Chapter 3 uses an innovative approach: broad relationship
constructs are decomposed into their sub-constructs, which are used to model and
evaluate the interrelationships. This approach provides far superior explanatory and
diagnostic capabilities to the past practice of using broad constructs. Particular focus is
directed at ICE and its sub-constructs: information provision, communication style and
social dialogue.
A second and more specific objective was to develop and test a measurement scale for
interpersonal communication effectiveness.

The new measurement scale allows

modelling that uses valid and reliable measures. Chapters 2, 3 and 4 discussed the
theoretical basis and the research design and methodologies used to achieve the
objectives.
The model was used to test 16 proposed hypotheses. Chapter 5 discussed the results of
the hypotheses tests, which showed that 12 of the 16 hypothesised paths were accepted,
and four (H1, H9, H10 and H12) were rejected.
Chapter 6 discusses the contributions that this study’s research approach and findings
make to theory development. A goal of this study was also to have a practical, industryrelevant focus. Accordingly, Chapter 6 also elaborates on how the findings may have
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relevance specifically for SME financial planners, and more generally for professionalservice providers. Caveats and limitations for interpreting and using the findings of the
study are provided and explained. Many of these suggest opportunities and possible
directions for future research.

6.1
This

Theoretical Contributions of the Study
study

adds

significantly

to

the

field

of

professional-services

management/marketing research by proposing and testing a new model to explain why
clients are committed to their relationship with their financial planner. The conceptual
model developed in this study makes a theoretical contribution by being one of the first
to investigate the complex processes concerning ICE and its role in influencing the
antecedents of trust, service quality and – consequently – relationship commitment.
In particular, the examination of the critical and central role of ICE via its subconstructs of information provision, communication style and social dialogue in the
development and maintenance of long-term interpersonal relationships is a new
contribution to theory.
6.1.1 New Measurement-Scale Development
The study also makes a contribution to theory by developing and testing new
measurement scales for the sub-constructs of ICE, as no suitable existing scales could
be found. Additionally, some new measurement items for service quality and trust were
developed to allow more comprehensive model development and analysis. Whilst some
items came from the literature, many of the new items were derived from the qualitative
exploratory phases of this study. These new measurement scales and items made this
study’s new modelling approach possible.
6.1.2 New Modelling Approach
This study’s contribution to theory is enhanced by its different approach to modelling.
Instead of using broad relationship-related constructs, as has been normal practice in
prior research, this study models the distinctly different dimensions of the constructs as
individual sub-constructs to examine their interrelationships (Chapters 1 and 3). This
approach provides greater diagnostic capability and markedly improved explanatory
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power over previous attempts to model such relationships. The resulting identification
of the strength and significance of each path between the ICE sub-constructs and the
trust and service quality sub-constructs, and, in turn, the paths to relationship
commitment, is a key contribution to both theory and practice.
Previous research in this area had identified some of the elements of ICE, but had
bundled them together in explaining the role communication plays in the relationship
between client and financial planner. For example, Sharma and Patterson (1999), citing
Hatfeld (1993) and Bland (1997), identified listening, feedback and social
communication as elements but didn’t separate them into sub-constructs to investigate
the influence of each one in the relationship processes. This study does; listening,
together with the other measures identified in Table 5.2, is conceptualised as the
communication-style sub-construct.

Feedback between the client and the financial

planner is an element of the information-provision sub-construct, and social
communication is a part of the social-dialogue sub-construct.

Having these three

separate sub-constructs of ICE as elements in the proposed model greatly improves its
diagnostic ability. The explanatory power of such an approach is illustrated in the
following two examples.
First, prior research had found that communication played an important role clients’
perceptions of service quality (both were modelled as a broad-ranging constructs). By
splitting service quality into technical and functional quality, Sharma and Patterson
(1999) had provided an improved understanding; however, they had gone only part of
the way, as they did not identify which aspects of communication effectiveness affected
which dimensions of service quality. This study’s new modelling approach greatly
enhances the understanding of the interaction mechanisms involved. For example, its
findings suggest that communication style has a strong and significant impact on
process quality; in contrast information provision and social dialogue have a weak but
significant impact. The findings also suggest that information provision has a strong
and significant impact on outcome quality, communication style has a weak but
significant influence and social dialogue has a very weak and non-significant influence.
Second, while the link between communication and trust has been well established in
the literature, prior research has generally modelled this relationship using broad-
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ranging constructs (Morgan & Hunt 1994; Sharma & Patterson 1999). This has the
downside of not identifying which aspects of communication affect which dimensions
of trust.

Again, this study makes an important theoretical contribution to the

understanding of the communication-trust link by using an improved modelling
approach. For example, its findings suggest that social dialogue has a strong and
significant impact on benevolence trust. The findings also suggest that communication
style has a strong and significant impact on credibility trust, whereas information
provision has no impact on either form of trust.
Such focused knowledge of the impact of each pair of interactions between the subconstructs in the model can provide previously unavailable insights to allow financial
planners to develop appropriate strategies and operational improvements to enhance
clients’ commitment to the relationship.
6.2

Benefits and Implications of the Study for SME Financial-Planning Practice

The model analysed in this study helps identify the important factors that affect a
client’s decision to remain committed to the relationship they have with their financial
planner. The results of the analysis of the structural model can provide a financial
planner with insights and guidance about actions that can help them retain their clients
and reduce the propensity for a client to leave, and thus avoid negative outcomes such
as negative word-of-mouth and loss of business.
These findings underscore the importance for practitioners and SME owner/managers of
the three sub-constructs of ICE in developing trust and perceptions of service quality,
and ultimately in fostering their clients’ commitment to the relationship. Each of the
three ICE sub-constructs – information provision, communication style and social
dialogue – play differing roles in the development of benevolence and credibility trust
and clients’ perceptions of process and outcome service quality. No doubt financial
planners would be interested to learn that clients do differentiate between the various
dimensions of each of the broad constructs. Thus financial planners should focus
differently on each sub-construct of ICE to implement an integrated plan that jointly
considers the varying impact of each on the sub-constructs of trust and those of service
quality.

219

Financial planners can use this study’s findings in a number of ways to improve their
relationships with their clients. Specifically, they can review the impacts of each subconstruct on other variables and focus on improving those aspects that contribute most
to a successful relationship. Such a targeted approach would reduce the resources
wasted on ineffective relationship-maintenance activities. Each finding for the various
sub-construct interactions identified in this study provides an avenue for improving
client relationship commitment.

Hence the findings of this study make important

contributions for the practice of SME financial planning.
For example, information provision involves activities such as the timely provision of
information and both positive and negative feedback. Communication style involves
listening to the client, explaining aspects of financial planning in a jargon-free manner
and educating clients. These two dimensions of ICE have typically been part of most
successful financial-planning strategies. However, social dialogue is often forgotten or
not fully appreciated. This study highlights the importance of the social and benevolent
approaches to client retention. Social dialogue is associated with the real two-way
conversations that are centred on the social and emotional aspects of ICE; over time it
contributes to clients’ perception of a financial planner’s benevolence towards them.
The findings suggest that information provision should not be expected to have an
impact on either form of trust, nor much of an impact on the client’s perception of
process quality. Its main impact is on the client’s perception of outcome quality.
However, financial planners wishing to influence perceptions of credibility trust and
process quality should pay attention to their communication style. Most importantly,
they should pay particular attention to the often-neglected role that social dialogue plays
in the client’s sense of benevolence trust, which is the strongest determinant of
relationship commitment in the context of this study. The attainment and appropriate
application of this knowledge offers the possibility of improved client commitment to
the relationship with their financial planner.
Such specific insights can allow a financial planner to develop appropriate
communication-style strategies and improvements to enhance clients’ perception of the
quality of the financial-planning services delivery. It would also allow the financial
planner to appreciate the important role of information provision in clients’ perceptions
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of outcome quality, and its negligible role in their perception of process quality. This is
particularly important for financial-planning services, as the outcome of the service is
not fully under the control of the financial planner.
Understanding how clients prioritise and use the different dimensions of ICE should
help financial planners better manage relationships with clients. For example, a client’s
investment expertise develops over time and is part of the ongoing interaction; this
suggests that financial planners should consider continually changing the emphasis in
the interactions with clients by modifying their communications strategies as clients
become more educated.
The communication-strategy mix should be tailored to suit each client’s current needs.
Long-term clients may need less information and less focus on some aspects of
communication style, such as education in financial planning, as these have been
attended to in the past and credibility trust has been established. Instead, financial
planners should engage more with clients, to encourage them to participate in friendly
and open social dialogue, to build benevolence trust. This study suggests that existing
clients value social dialogue, which, by building benevolence trust, drives commitment
to the relationship. Social dialogue is a key part of ICE, helping develop a sense of ease
and closeness in the relationship, and may be important in building social and emotional
bonds that can act as psychological barriers to separation should problems or
misunderstandings occur.
Each interaction between a financial planner and client comprises a continuous
sequence of economic and social processes. In the past the focus has mainly been on
the economic aspects; however, this study highlights social and emotional aspects that
take on added significance in high-credence, properties-based professional services such
as financial planning. For financial planners operating as an SME, it takes on additional
significance, as they don’t have the advantages of larger firms in marketing power and a
well-known brand name. Relationship-marketing activities based on the insights gained
from this study can assist SME financial planners in competing with larger firms.
Whilst the context of this study has been the relationship between the client and the
SME financial planner, several lessons emerge that might be useful for other high-
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credence professional services that unfold over time.

Successful outcomes are

necessary but not sufficient by themselves to ensure that clients remain committed.
Often the outcomes are beyond the control or best endeavours of the financial planners;
hence, additional non-economic strategies are needed to supplement or complement an
outcome-based strategy.
A number of practitioner implications flow from this study: for example, because
listening skills (part of the communication-style sub-construct) are an important
precursor for credibility trust, it is worthwhile for financial planners to develop them.
Perhaps the most important implication is that financial planners might consider paying
more attention to their “bedside manner”: that is, they need to develop the social,
emotional and empathy aspects of the relationship they have with their clients. As
highlighted in the discussion concerning the characteristics of professionals, they need
to be more than just good at the “technical” side of their business; they need to engage
more with clients via social dialogue to show they care about them.
Finally, the development and maintenance of committed clients should be a key
objective for SME financial planners. This study highlights the importance of ICE and
its influence on client-financial planner relationship success; this, in turn, is critical to
business success. Without effective interpersonal communications even the cleverest or
most astute financial planner is not going to succeed.
6.3

Study Caveats and Directions for Future Research

Care should be taken when considering and interpreting the foregoing results and
findings, as this study, like most research, is subject to some limitations.
These limitations cover areas such as research context, sampling issues (e.g. use of the
cross-sectional sampling method), model-related (e.g. additional predictor variables and
causality) and the capacity of the results to be generalised. The caveats discussed below
should be noted, as they qualify the findings; however, they also serve to provide
guidance for future research to extend the scope of the study and to address the
indentified limitations.
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6.3.1 Context
Whilst few studies have used a similar professional-service setting to that examined in
this study, nor approached it from a client’s perspective, it is acknowledged that
restricting the empirical part of the study to a single professional-service context may
limit the degree to which the findings can be generalised. In other settings, professions
with different characteristics may produce similar or different results and findings. The
role of ICE in influencing the client’s perceptions of service quality and trust, and the
consequent impact on relationship commitment is likely to vary between different
professional-services contexts (Bowen 1990). For example, services with higher or
lower credence properties may plausibly have different relationships.

That is, the

findings of this study only reflect this particular context.
Replication and further extension of the study to other settings would allow the
examination of situational effects to determine the findings to be generalised, and would
enhance their validity and reliability, which in turn could increase the reliability of the
proposed model.
The proposed model was based on theory developed from previous research reported in
the literature (Chapter 2); this research was undertaken across a range of contexts that
differed from this study. This difference in context may have contributed to some of the
paths between sub-construct/constructs being found to be non-significant. This aspect
of the results reinforces the caveat that they pertain to relationship commitment in the
SME financial-planning professional-services context. To determine whether context
has an impact on path significance and strength it is recommended that future research
test the model in other professional-services contexts.
The results and findings reported in this study may be a special case, where the clientSME financial planner relationship may be unique.

Other professional-service

providers may exhibit different mechanisms for the continuation of relationship
commitment. Hence, practitioner strategies based on the application of the findings to
contexts beyond the scope of this study should be treated as tentative and approached
with caution.
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Whilst noting these cautions, it is felt that the underlying professional-services
characteristics of financial planning probably have some commonality with other
professional services; in such situations, it might be reasonable to expect that the
proposed model might apply. Hence, it is recommended that this study be replicated
across related professional-services settings with high-credence characteristics, such as
accountancy and legal services. Additionally, replication in high-contact health-related
professional services such as physiotherapy, counselling and medical services provided
by doctors might also be considered. Support for the model from such a range of
professional-service sectors would increase confidence in the proposed model.
Whilst this study chose the SME for the investigation context (the most dominant form
of service organisation in most advanced economies), replication to larger professionalservices firm settings would add to the understanding of the impact of firm size on
client relationship commitment.
6.3.2 Cross-Sectional Method
It is recognised that the short time frame of cross-sectional sampling research design
offers less insight into the dynamics of a client’s relationship with their financial
planner than a longitudinal sampling approach. Ideally, a longitudinal study would be
preferred to capture the process dynamics and cumulative effects of interaction effects
and changes in client perceptions on the evolution of the long-term relationship between
the client and the financial planner. Whilst the advantages of longitudinal research are
acknowledged, such research has significant cost and resource implications. Future
researchers may be in a position to replicate this study using a longitudinal design to
gain a better insight into the dynamics and evolutionary changes in client commitment
to the relationship.
Unfortunately, the nature and constraints of this study precluded following individual
clients over time; instead, the research design is based on a “snapshot” of clients at
various stages in their relationship with their financial planners. The static and limiting
nature of such a cross-sectional research design on the findings and their interpretation
is acknowledged; however, the cross-sectional design used in this study is no different
from that of many other studies reported in the literature examining relationship and
services marketing models.
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6.3.3 Model/Causality
The discussion of model specification (Chapter 4) raised the issue of how many, and
which, constructs should be included in the proposed model. This study chose the
model-parsimony approach, which does not attempt to include all possible constructs,
but instead what are thought to be the key constructs. These were then decomposed into
sub-constructs to provide much-improved construct interaction diagnostic ability.
There is a risk with a parsimony focus that some constructs are omitted that should have
been included. Preceding chapters have established the scope of this study, which
emphasised the key focus being the role of ICE in determining the client’s perceptions
of trust and service quality, and the impact of these variables on relationship
commitment. Consequently, the focus has been on decomposing ICE into the three subconstructs of information provision, communication style and social dialogue. The
other constructs of trust and service quality, not being the core focus, were only
decomposed into two sub-constructs.

Future researchers may wish to extend the

decomposition of trust and service quality into more sub-constructs – for example,
Aiken and Boush (2006) propose a tripartite view of trust – to provide even more
diagnostic and analysis capability. Future researchers may also wish to extend this
study by investigating the inclusion of other variables that may have a bearing on
relationship commitment. Accordingly, the present model should not be seen as a final
and all-encompassing model, but more a starting point for future theoretical
development.
Nevertheless, the results of this study do suggest strong support for the choice of
constructs and sub-constructs used, as the model accounts for a large proportion of the
variation in relationship commitment (73%), benevolence trust (76%), process quality
(85%) and outcome quality (59%). The findings suggest that social and emotional
aspects have an important role to play; hence it is suggested that future researchers
consider the inclusion of constructs and sub-constructs related to social and emotional
aspects of the relationship such as social bonds, emotional bonds, empathy, likeability
and friendship.
It is hoped that future research will seek to modify and extend the model proposed in
this study as part of developing a more comprehensive understanding of long-term
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relationships between clients and professional-service providers. Future models might
investigate the role of other constructs that tend to lock clients into relationships that
they don’t really want, such as switching costs (e.g. various emotional and financial
costs) and the lack of attractive alternatives.
This study restricted its scope to the investigation of the attitudinally based construct of
relationship commitment; however, it is recognised that a useful direction for future
research would be to extend the study to investigate actual behaviours such as loyalty,
repeat patronage and repurchase intention.
It should also be remembered that the research methodology used in this study to test
the model does not show or imply causation; care should be taken when drawing
conclusions based on its findings. The scope of this study precluded the use of properly
designed controlled experiments, which would be needed to infer causation. All one
can conclude is that the proposed model represents a feasible explanation (supported by
theory and prior empirical research results) of the data obtained from the collected
sample; other untested models may also fit the data well.
Nonetheless, keeping the foregoing caveats in mind, useful insights are revealed as to
the direction, strength and significance of the various interaction paths between subconstructs in the model.
Future researchers are encouraged to employ the measurement scales developed here for
the dimensions of ICE, and to try the new measurement items to supplement existing
items to measure of the dimensions of perceived service quality and trust. These may
need to be adapted to suit other specific contexts.
Because professional services are becoming increasingly important in developed
economies, and keeping clients is key to the survival and ongoing success of
professional-services SMEs, both pure and applied research is needed for both
academics and practitioners to better understand the mechanisms that underpin client
commitment to their financial planner. This study has made contributions to both
theory development and practitioner understanding.
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6.4

Conclusions

The findings of this study provide evidence that the client’s commitment to their
relationship with their financial planner is more complex than previous research has
suggested.
This study has made a contribution by decomposing broad relationship-related
constructs into their dimensions, developing and testing new measurement scales for
them and using these now-measurable dimensions as the basis for new sub-constructs
for modelling purposes.
Academics and practitioners have recognised the importance of the economic outcomes
of marketing; surprisingly, the importance of the social aspects of marketing has been
less appreciated due to the limited research focusing on them. The findings of this
study provide important insights for both theorists and practitioners into the interactions
between ICE, trust, service quality and relationship commitment in an SME
professional-services context.

The study results add to the understanding of

interpersonal communication effectiveness, and provide empirical evidence to support
the idea that social dialogue can play a vital role in economic-exchange situations such
as the relationship between a client and their financial planner.
Despite the caveats and limitations, this study provides new and valuable insights for
professional-services relationship marketing theory and practice.
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Appendix 4.1
Details of Prior Exploratory Qualitative Research
Prior to the finalisation of the research topic for this thesis, exploratory qualitative research
was undertaken to gain insights into why clients stayed with their professional-service
provider. This qualitative research consisted of two phases. The first phase consisted of
semi-structured, in-depth audiotape recorded interviews of approximately 90 minutes’
duration.

These interviews involved a small random sample of interviewees, including

clients and SME service providers. The second phase involved the analysis of letters from
149 clients of 104 accountants concerning their relationship with their accountant.
Prior Exploratory Qualitative Research Phase 1
The first phase of this exploratory research involved both telephone and face-to-face in-depth
interviews. Selecting appropriate interviewees with differing points of view, competence or
relevant experience in the area under investigation is important (Churchill 1992).
Accordingly, the study used a small sample of interviewees consisting of clients and SME
professional-service providers from a range of services, who were experienced in the area of
interest.

It is recognised that the respondents may not be representative of the total

population; however, they were chosen because of the likelihood that they would generate the
maximum number of insights sought. Additionally, an interview was also conducted with an
industry expert from the Financial Planning Association of Australia Ltd. (FPA). This phase
of the study involved a series of semi-structured in-depth interviews that generally followed
the method suggested by Malhotra (1999) to ensure that key issues were not missed.
A brief and informal introduction was made to each interviewee to give them an insight into
this study. Consent was sought to have the interviews recorded; all agreed and none had any
objections. An opportunity was given to ask any questions following the introduction. It was
pointed out to the interviewees that their views were important for developing an
understanding of the unique interpersonal relationships that exist between a client and their
professional-service provider. Clients were asked to freely talk about issues (both positive
and negative) they felt had a bearing on their relationship with their professional-service
provider. They were asked to think about issues in both a general and specific sense and to
give examples or instances to help highlight or illustrate a point they were making.
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To start or keep the interview progressing, open-ended questions were often used. During the
flow of conversation, the interviewer asked additional questions as the topic warranted. From
time to time the interviewer unobtrusively checked the semi-structured interview checklist to
see if there was the need to introduce new issues.
The recorded interviews, which took on average about 90 minutes, were later transcribed to
aid analysis. The content was analysed using the “find” feature of Microsoft Word to search
for key words and phrases relating to possible constructs that might be in the thesis study.
Prior Exploratory Qualitative Research Phase 2
The second phase of the exploratory research was the examination of a secondary data source
consisting of 149 letters provided by Annette Sampson from the Sydney Morning Herald
newspaper. These letters were written by accountants’ clients as of a request by Annette
Sampson for readers to write to the newspaper concerning their relationship with their
accountant.

Accountants may be viewed as professional-service providers having

relationships with their clients that are somewhat similar to financial planners’ – in fact many
accountants undertake this role.
The contents of these letters were first analysed by reading each letter and highlighting every
theme or concept that had some relevance to the relationship between clients and
professional-service providers. The letters were also content-analysed in a similar fashion to
that used for the in-depth interviews. The content of the letters was also analysed separately
by an independent, experienced marketing researcher. This was done to check inter-rater
reliability. A number of main themes and concepts were identified and broken down into
sub-themes and revised concepts. A comparison between researchers of the resulting themes
and concepts indicated that no other important issues were found; this suggested that results
of both content analyses were similar.
Of interest to this thesis was the finding that interpersonal communication effectiveness was a
key issue for clients in their relationship with their professional-service provider. Clients
highlighted three particular aspects; namely the provision of information, the style or manner
used by the professional-service provider to communicate with their client and the
importance of social or none professionally related dialogue between themselves.
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Questionnaire Referral Cover Letters
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Appendix 4.4
Comparison Table of Pre-Test with Pilot Study and Final Survey Questionnaires
Pre-test
Introduction

Pilot
Same as Pre-test.

Q1
Which services
used

Q1 Same as Pretest.

Q2
How long with FP
Q3
When last review
Q4
Frequency of
types of contact
with FP
Q5
Communications
Total items = 29

Q2 Same as Pretest.

Q6
Performance
Total items = 14

Q7
Closeness
Total items = 9

Q8
Closeness
Single-item 10point measure.
Q9
Trust
Total items = 13

Final
Similar wording but reformatted to
highlight section and some key parts.
Q1 Number of changes to the wording –
providing more explanation, addition of
superannuation option and addition of
check boxes.
Q2 Same as Pre-test.

Q3Same as Pre-test. Q3 Similar except for minor word changes.
Q4 Same as Pretest.

Q4 Greatly changed from two lines to 1.5
pages and divided into three sub-questions.
More detailed and comprehensive.

Q5 One item
dropped and three
new items added.
Total items = 31
Q6 Same as Pretest.
Slight formatting
changes.
Total items = 14
Renumbered as Q8.
One new item
added. Reformatted
to two columns.
Total items = 10
Question 7 added.
Similarity 11 items.
Renumbered as Q9.
Same as Pre-test.

Q5 Wording of instructions changes –
additions and some changes back to Pretest and Pilot.
Total items = 30
Question split into two parts: Q6(a)
[Process Quality] – 12 items; Q6(b)
[Outcome Quality] – six items. Wording
changes and the addition of extra questions.
Total items = 18

Renumbered as
Q10.
One new item
added; otherwise

Renumbered as Q8.
Two items deleted from Pilot study, one
item reworded.
Total items = 12

Q7 Similar to Pre-test Closeness.
Introduction wording changes. Reverted to
original single-column formatting.
Total items = 9
Similarity dropped in final survey.
Not used in final survey.
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Q10
Switching Costs
Total items = 5
Q11
Attractive
Alternatives
Total items = 5

Q12
Relationship
Commitment
Total items = 7
Q13
Intention to Stay
Single-item 11point Juster Scale
Q14(a) Security
and Returns,
Q14(b) Level of
service
Single-item fivepoint scales
Q15
Very Satisfied
with FP Single
item five-point
scale
Q16
Choice of FP wise
Single-item fivepoint scale
Q17
Feel bad to use FP
Single-item fivepoint scale
Q18
FP Effective
Communicator

the same.
Total items = 14
Renumbered as
Q11; otherwise the
same.
Total items = 5
Renumbered as
Q12; otherwise the
same.
Total items = 5

Renumbered as
Q13; otherwise the
same.
Total items = 7
Renumbered as
Q14; otherwise the
same.

Renumbered as Q9; first five items the
same and three new items added.
Total items = 8
Renumbered as Q10; split into three
sections; Q10(a) similar to Pre-test and
Pilot. Q10(b) and Q10(c) are new sections
with open-ended questions: list top three
reasons for change or not change.
Total items = 5
Renumbered as Q11.
Major changes: only three items similar,
many new items added.
Total items = 18
Renumbered as Q12;
otherwise the same.

Renumbered as
Q15(a) and Q15(b);
otherwise the same
except used sevenpoint scale.

Renumbered as Q13(a) Short term, Q13(b)
Medium term and Q13(c) long term.
Wording changed. Part (b) of original
question became Q14. All four items
measured with five-point scale.

Renumbered as
Q16; otherwise the
same except used
seven-point scale.

Renumbered as Q15; otherwise the same as
Pre-test.
Single-item five-point scale.

Renumbered as
Q17; otherwise the
same except used
seven-point scale.

Renumbered as Q16; otherwise the same as
Pre-test
Single-item five-point scale.

Renumbered as
Q18; otherwise the
same except used
seven-point scale.

Renumbered as Q17; otherwise the same as
Pre-test
Single-item five-point scale.

No separate
question put into
Q5 as an item.

Q18 the same as Pre-test.
Single-item five-point scale.
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Single-item fivepoint scale
Q19
Overall
Performance
Single-item fivepoint scale
Q20
How Experiences
Total items = 3
Q21
Importance of
Security Singleitem seven-point
scale
Q22
Importance of
Outcomes Singleitem seven-point
scale
Q23
Age Groupings
Six groups
Q24
Respondent
Gender
Q25
Respondent
Occupation
Q26
Past 10 yrs
How many FPs
Thank You
section

Q19
Same except used
seven-point scale.

Q19
Same as Pre-test.
Single-item five-point scale.

Q20
Same as Pre-test.
Total items = 3
Q21
Same as Pre-test.

Q20
Same as Pre-test
Total items = 3
Q21
Same as Pre-test.

Q22
Same as Pre-test.

Q22(a), Q22(b), Q22(c)
Split into three sections – short, medium
and long-term financial returns. Singleitem seven-point scale.

Q23
Same as Pre-test.

Q23
Same as Pre-test.

Q24
Same as Pre-test.
Q25
Same as Pre-test.

Q24(a) Respondent Gender.
Q 24(b) FP Gender.
Question expanded.
Q25
Same as Pre-test.

Q26
Same as Pre-test.

Q26
Same as Pre-test.

Enlarged Thank
You section.

Changed and put after an additional two
questions.
Q27 additional question: Investment size
grouping.
Q 28 additional question: Responsibility
for wealth.
Prize-Draw Registration on inside back
cover to allow removal and separation from
questionnaire on receipt.
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Appendix 4.5
Interpersonal Communication Effectiveness Measurement Items Comparison
Measurement Item
My financial adviser (or member of their support staff):
keeps me well informed about what is going on with my
investments.

Pre-test

Pilot

Final

5.1

5.1

5.1

5.2r

5.2r

5.2r

5.3

5.3

5.3

5.4

5.5

5.4

5.5

5.6

5.5

5.6

5.7

5.6

5.7

5.8

5.7

5.8

5.9

5.8

5.9

5.10

5.9

5.10

5.11

5.10

(Sharma & Patterson 1999; Sharma 1996; Ahmed 2000; Anderson &
Weitz 1992; L.K. Qualitative interviews)

sometimes does NOT tell me everything I need to know.
(L.K. Qualitative)

never hesitates to give me as much information as I like to
have.
(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative interviews)

contacts me simply because he/she wants to stay “in touch”.
(Crosby & Stephens 1987; L.K. Qualitative)

contacts me because he/she wants to keep abreast of changes
in my financial situation.
(Crosby & Stephens 1987; L.K. Qualitative)

teaches me the basics of financial planning and investment.
(L.K. Qualitative)

and I have a relationship which is like an open book.
(Ahmed 2000, Ross Jr., Anderson & Weitz 1997)

welcomes my suggestions concerning my financial
investments.
(L.K. Qualitative)

provides a lot of feedback (both negative and positive).
(Anderson, Londish & Weitz 1987; L.K. Qualitative)

usually provides timely information about impending
financial investment changes.
(Homburg 1998)

talks to me using terms and language that I can readily
understand.

5.11

5.11

(L.K. Qualitative)

supplies me with information that is credible.

5.12

5.13

5.12

5.13

5.14

5.13

5.14

5.15

5.14

5.15

5.16

5.15

(Gupta & Wilemon 1988)

supplies me with information that is useful for my investment
decision-making.
(L.K. Qualitative)

lets me know as soon as possible of any unexpected problems
he/she is experiencing with my financial investments.
(Ahmed 2000; Anderson & Narus 1990)

explains financial concepts and recommendations in a manner
I can readily understand.
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(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative interviews)

does not hesitate to explain to me the pros and the cons of the
investments he/she recommends to me.

5.16

5.17

5.16

5.17

5.18

5.17

5.18

5.19

5.18

5.19

5.20

5.19

5.20

5.21

5.20

5.21

5.22

5.21

5.22

5.23

5.22

5.23

5.24

5.23

5.24

5.25

5.24

5.25

5.26

5.25

5.26

5.27

5.26

5.27

5.28

5.27

5.28

5.30

5.28

5.29

5.31

5.29

5.29

5.30

(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative interviews)

listens to my needs.
(L.K. Qualitative)

can be expected to keep confidential what he/she learns about
my financial affairs.
(Moorman, Deshpandé & Zaltman 1993)

is enthusiastic when he/she communicates with me.
(L.K. Qualitative)

allows me to get my ideas across when I communicate with
him/her.
(Ruekert & Walker Jr. 1987)

and I have honest communications.
(Smith 1998)

and I have an exchange of information which sometimes takes
place informally.
(Ahmed 2000; Sarkar, Cavusgil & Evirgen 1997)

and I sometimes talk about topics that are of a social nature
(e.g. family, hobbies/interests).
(L.K. Qualitative)

and I have a lot of two-way communication between us.
(Fisher, Maltz & Jaworski 1997)

and I have enjoyable conversations.
(L.K. Qualitative)

and I “really click”.
(L.K. Qualitative)

The way my financial adviser (or member of their support
staff) communicates with me:
makes me feel comfortable talking to him/her.
(LK Qualitative)

gives me a feeling of assurance.
(L.K. Qualitative)

gives me a sense of closeness.
(L.K. Qualitative)

makes me feel at ease in our relationship.
(L.K. Qualitative)

is an effective communicator.

5.4

(L.K. Qualitative)

has a down-to-earth approach when we communicate.
(L.K. Qualitative)

5.12
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Appendix 4.6
Trust Measurement Items Comparison
My financial planner:
has appropriate professional qualifications.

Pretest

Pilot
10.1

Final
8.1

10.2

8.2

10.3

8.3

10.4*

6a.12

10.5

8.4

10.6

8.5

10.7

8.6

11.1

10.8

8.7

11.8

10.9

8.8

11.7

10.10

8.9

10.11

8.10

(L.K. Qualitative)

is properly accredited.
(L.K. Qualitative)

keeps his/her knowledge up-to-date.
(L.K. Qualitative)

is supported by good office staff and systems.
(L.K. Qualitative)

is a very reliable person.
(L.K. Qualitative)

is honest with me.
(L.K. Qualitative)

does NOT have a great deal of integrity.
(L.K. Qualitative)

can be relied upon to keep his/her promises.
(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman 1992;
Sharma 1996; Sharma & Patterson 1999)

is like a friend.
(Ahmed 2000; Ganesan 1994)

cares about me.
(Ahmed 2000; Ganesan 1994)

has often gone out of his/her way to help me.
(L.K. Qualitative)

has been on my side

10.12*

(L.K. Qualitative)

is trustworthy.

11.2

10.13

8.11

11.28

10.14

8.12

(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman 1992;
Sharma 1996; Sharma & Patterson 1999)

I generally do NOT trust my financial planner.
(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman 1992;
Sharma 1996; Sharma & Patterson 1999)

is very knowledgeable regarding financial products and
services.

11.3

(Ahmed 2000; Ganesan 1994)

has no problems answering my questions.

11.4

(Ahmed 2000; Ganesan 1994)

is very dependable.

11.5

(Ahmed 2000; Bandyopadhyay & Robicheaux 1997)

has made sacrifices for me in the past.
(Ahmed 2000; Ganesan 1994)

11.6
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would go out of his/her way to make sure that my financial
well-being is not damaged.

11.9

(Ahmed 2000; Johnson, Cullen, Sakano & Takeouchi 1996)

would go out of his/her way to make sure that I am not
harmed in our relationship.

11.10

(Ahmed 2000; Johnson, Cullen, Sakano & Takeouchi 1996)

always looks out for my interests in our relationship.

11.11

(Ahmed 2000; Johnson, Cullen, Sakano & Takeouchi 1996)

I have confidence in my financial planner.

11.12

(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman 1992;
Sharma 1996; Sharma & Patterson 1999)

When making decisions, my financial planner is concerned
about my welfare.

11.13

(Ahmed 2000; Kumar, Hibbard & Stern 1994)

I feel that my financial planner is on my side.

11.14

(Ahmed 2000; Ganesan 1994)

Though circumstances change, I believe that my financial
planner will be ready and willing to offer me assistance and
support.

11.15

(Ahmed 2000 Thailand survey: Goodwill trust: Kumar, Hibbard & Stern
1994)

When I share my problems with my financial planner, I know
that he/she will respond with understanding.

11.16

(Ahmed 2000; Kumar, Hibbard & Stern 1994)

Even when my financial planner gives me a rather unlikely
explanation, I am confident that he/she is telling the truth.

11.17

(Ahmed 2000; Kumar, Hibbard & Stern 1994)

My financial planner usually keeps the promises made to me.

11.18

(Ahmed 2000; Kumar, Hibbard & Stern 1994)

I can count on my financial planner to be sincere.

11.19

(Ahmed 2000; Kumar, Hibbard & Stern 1994)

Promises made by my financial planner are reliable.

11.20

(Ahmed 2000; Ganesan 1994)

I can always rely on my financial planner to play his/her part
in our relationship.

11.21

(Ahmed 2000; Johnson, Cullen, Sakano & Takeouchi 1996)

I know that my financial planner is capable.

11.22

(Ahmed 2000; Johnson, Cullen, Sakano & Takeouchi 1996)

I know that my financial planner is competent.

11.23

(Ahmed 2000; Johnson, Cullen, Sakano & Takeouchi 1996)

There are times when I find my financial planner to be a bit
insincere. (R)
(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman 1992;
Sharma 1996; Sharma & Patterson 1999)

11.24
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I find it necessary to be cautious in dealing with my
financial planner. (R)

11.25*

(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman
1992; Sharma 1996; Sharma & Patterson 1999)

I suspect that my financial planner has sometimes withheld
certain pieces of information that might have affected my
decision-making. (R)

11.26

(Crosby, Evans & Cowles 1990; Moorman, Deshpande & Zaltman
1992; Sharma 1996; Sharma & Patterson 1999)

I find it necessary to be cautious with my financial planner.
(R)
(Ahmed 2000; Doney & Cannon 1997; Crosby, Evans & Cowles 1990;
Moorman, Deshpande & Zaltman 1992; Sharma 1996; Sharma &
Patterson 1999)

11.27*
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Appendix 4.7
Service Quality Measurement Items Comparison
My financial adviser (or member of their support staff):
shows a genuine interest in my personal circumstances.

Pretest
6.2

Pilot Final
6.1
6a.1

(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative)

provides me with a courteous service.

6.3

6.2

6a.2

6.4

6.3

6a.3

6.5

6.4

6a.4

6.6

6.5

6a.5

6.7

6.6

6a.6

6.9

6.7

6a.7

6.10

6.8

6a.8

6.11

6.9

6a.9

6.12

6.10

6a.10

6.13

6.11

6a.11

(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative)

provides me with a friendly service.
(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative)

responds promptly to my requests [or queries].
(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative)

takes the time to understand my needs and goals.
(L.K. Qualitative, Patterson)

is easy to access when I need to see him/her.
(L.K. Qualitative)

typically presents me with information in a form that I am
satisfied with.
(L.K. Qualitative)

is prepared to “go the extra mile” when necessary to ensure I
am satisfied.
(L.K. Qualitative, Patterson)

displays high integrity at all times.
(L.K. Qualitative)

and I have a good working relationship.
(L.K. Qualitative)

has assisted me to achieve my financial goals.
(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative)

is supported by good office staff and systems.

6a.12

(L.K. Qualitative)

has performed well in providing the best return on my
investments.

6.12

(L.K. Qualitative)

has helped me to protect my current position by recommending
the best investment option(s).

6.13

(L.K. Qualitative)

has performed well in investing my money in appropriate
investment options.

6.14

(L.K. Qualitative)

shows genuine care for me.
(Sharma & Patterson 1999; Sharma 1996; L.K. Qualitative)
and I “really click”.
(L.K. Qualitative)

6.1
6.8
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I feel comfortable talking with him/her.

6.17

(L.K. Qualitative)

Outcome Quality
has performed well in investing my money in appropriate
investment options which suit my risk attitude.

6b.1

(L.K. Qualitative)

has, taking all things into consideration, performed well in
managing my investments.

6b.2

(L.K. Qualitative)

has helped me to protect my current position by
recommending the best possible investment option(s).
(Sharma & Patterson 1999, Sharma 1996; L.K. Qualitative)
has provided a short-term return which was within my
expectations.

6.15

6.13
*

6b.3

6b.4

(L.K. Qualitative)

has provided a long-term return which was within my
expectations.

6b.5

(L.K. Qualitative)

has performed well in providing a good return on my
investments.

6.14

(Sharma & Patterson 1999, Sharma 1996; L.K. Qualitative)

has performed well in investing my money in secure
investment options.
(Sharma & Patterson 1999, Sharma 1996; L.K. Qualitative)

6.16

6b.6
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Appendix 4.8
Relationship Commitment Measurement Items Comparison
Pretest Pilot Final
It is pleasant working with my financial planner; that is [*a
major reason] why I continue the relationship.

15.1

13.1

11.2*

My decision to remain with my financial planner is based on
my attraction to the things my financial planner’s business
stands for.
(Ahmed 2000; Geyskens, Steenkamp, Scheer & Kumar, N. 1996)

15.2

13.2

I have a strong sense of loyalty to my financial planner.

15.3

13.3

15.4

13.4

15.5

13.5

15.6

13.6

11.5

15.7

13.7

11.14

(Ahmed 2000; Geyskens, Steenkamp, Scheer & Kumar, N. 1996; LK
Qualitative)

11.10

(Sharma and Patterson 1999, 2000; Ahmed 2000; Anderson & Weitz 1992)

I am patient with my financial planner when he/she makes
mistakes that cause me problems.
(Ahmed 2000; Anderson & Weitz 1992)

It would be hard for me to transfer the investments I have made
with my financial planner to another financial planner, so I
continue to deal with my current one.
(Ahmed 2000; Geyskens, Steenkamp, Scheer & Kumar 1996)

If another financial planner offered me a better deal, I would
consider taking them on, even if it meant dropping my current
financial planner. (R)
(Ahmed 2000; Geyskens, Steenkamp, Scheer & Kumar 1996)

I am continually on the lookout for another financial planner.
(R)
(Ahmed 2000; Anderson & Weitz 1992)

I want to remain a customer of this financial adviser because I
genuinely enjoy my relationship with him/her.
(Wetzels, de Ruyter & van Birgelen 1998; Geyskens & Steenkamp 1995;
Geyskens, Steenkamp, Scheer & Kumar 1996)

My positive feelings towards my financial adviser are a major
reason why I continue working with him/her.

15.71
15.33
15.36

11.1

15.37

11.3

15.67

11.4

(Kumar, Scheer & Steenkamp 1995a; Pedersen & Nysveen 2001)

My relationship with my financial adviser has a great deal of
personal meaning.
(Shemwell Jr., Cronin Jr. & Bullard 1994; Pedersen & Nysveen 2001)

I can accept that my current financial adviser, in some periods,
offers me solutions that are inferior to offerings from other
advisers. (R)
(Samuelsen & Sandvik 1998)

11.6
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I would continue to do business with my financial adviser if
his/her charges increased somewhat, if I received additional
services/benefits.

11.7

(Foster & Cadogan 2000)

I would pay more than a competitor’s charges for the benefits I
am receiving from my financial adviser.

11.8

(Foster & Cadogan 2000)

I intend to take some of my business to a competitor that offers
better returns on my investments. (R)

11.9

(Foster & Cadogan 2000)

I expect my relationship with my financial adviser to continue
for a long time.

11.11

(Wetzels de Ruyter & van Birgelen 1998)

The continuation of my relationship with my financial adviser
is virtually automatic.

11.12

(Kumar, Scheer & Steenkamp 1995a)

I am very committed to my relationship with my financial
adviser.

11.13

(Anderson & Weitz, 1992; Morgan & Hunt 1994; Sharma & Patterson 1999,
2000)

If my financial adviser asked me for names of other prospective
clients with a need for financial planning services, I would be
happy to provide them.

15.14

11.15

15.17

11.16

15.28

11.17

15.30

11.18

(Boles, Barkesdale Jr. & Johnson 1997)

If asked, I would definitely recommend my financial adviser to
any person needing the financial planning services he/she sells.
(Boles, Barkesdale Jr. & Johnson 1997)

I say positive things about my financial adviser to other people.
(Foster & Cadogan 2000)

I encourage others to do business with my financial adviser.
(Foster & Cadogan 2000)
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Appendix 4.9
Comparison Table of Means and Standard Deviations for
“On Time” and “Late” Respondents
Question
“On time”
“On time”
“Late”
Mean
Std. Dev.
Mean
q2hlpfa
5.48
4.305
6.23
q5.1
2.89
1.308
2.76
q5.2r
3.34
1.303
3.00
q5.3
3.48
1.188
3.34
q5.4
2.41
1.345
2.27
q5.5
2.61
1.292
2.47
q5.6
2.69
1.276
2.59
q5.7
2.84
1.363
2.61
q5.8
3.24
1.136
3.41
q5.9
2.98
1.275
2.93
q5.10
2.72
1.300
2.67
q5.11
3.74
1.114
3.94
q5.12
3.73
1.028
3.86
q5.13
3.55
1.108
3.70
q5.14
2.89
1.312
2.87
q5.15
3.55
1.137
3.72
q5.16
3.57
1.157
3.73
q5.17
3.70
1.094
3.79
q5.18
4.29
0.870
4.24
q5.19
3.94
1.034
3.86
q5.20
3.87
1.004
3.82
q5.21
3.94
1.020
3.90
q5.22
3.13
1.333
3.25
q5.23
3.33
1.315
3.42
q5.24
3.01
1.277
2.94
q5.25
3.42
1.210
3.29
q5.26
2.98
1.214
2.97
q5.27
3.74
1.115
3.59
q5.28
3.65
1.111
3.61
q5.29
3.00
1.222
2.96
q5.30
3.45
1.163
3.44
q6a.1
3.44
1.164
3.39
q6a.2
4.08
0.903
4.11
q6a.3
4.07
0.944
4.06
q6a.4
3.75
1.135
3.87

“Late”
Std. Dev.
4.790
1.224
1.495
1.352
1.115
1.086
1.310
1.289
1.173
1.187
1.209
0.984
0.975
1.054
1.182
1.136
1.121
1.054
0.875
1.046
1.112
0.928
1.204
1.250
1.241
1.164
1.121
1.178
1.089
1.129
1.180
1.213
0.854
0.939
0.970
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q6a.5
q6a.6
q6a.7
q6a.8
q6a.9
q6a.10
q6a.11
q6a.12
q6b.1
q6b.2
q6b.3
q6b.4
q6b.5
q6b.6
q8.1
q8.2
q8.3
q8.4
q8.5
q8.6r
q8.7
q8.8
q8.9
q8.10
q8.11
q8.12r
q11.1
q11.2
q11.3
q11.4
q11.5r
q11.6r
q11.7
q11.8
q11.9r
q11.10
q11.11
q11.12
q11.13
q11.14r

3.65
3.56
3.61
3.42
3.98
3.60
3.38
3.74
3.47
3.46
3.44
3.08
3.30
3.17
4.31
4.41
4.22
4.07
4.11
4.55
3.88
3.01
3.11
3.09
4.10
4.41
3.21
3.14
3.24
2.64
2.96
3.18
3.21
2.60
3.50
3.05
3.45
3.06
2.89
4.10

1.111
1.171
1.069
1.230
1.027
1.158
1.237
1.091
1.085
1.049
1.164
1.234
1.096
1.153
0.833
0.783
0.913
0.940
0.914
0.841
0.997
1.271
1.163
1.184
0.959
0.961
1.253
1.187
1.206
1.205
1.329
1.077
1.168
1.057
1.211
1.264
1.201
1.308
1.294
1.126

3.69
3.65
3.70
3.46
4.14
3.63
3.40
3.56
3.24
3.30
3.35
3.13
3.15
3.07
4.24
4.31
4.11
4.00
4.04
4.33
3.81
2.91
2.90
2.96
4.13
4.26
3.04
2.89
2.93
2.45
2.99
2.93
3.00
2.55
3.18
2.93
3.29
2.82
2.70
3.80

1.129
1.172
1.061
1.144
0.822
1.210
1.232
1.056
0.992
1.068
1.084
1.166
1.142
1.146
0.770
0.713
0.790
0.993
0.955
1.003
1.011
1.213
1.105
1.135
0.76
1.099
1.247
1.049
1.113
1.144
1.315
0.990
1.108
1.066
1.345
1.163
1.218
1.257
1.061
1.369
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q11.15
q11.16
q11.17
q11.18
q23
q24a
q27

2.89
3.41
3.37
2.98
3.83
1.29
2.08

1.388
1.299
1.269
1.294
1.226
0.457
1.212

2.69
3.23
3.24
2.89
4.5
1.32
2.96

1.410
1.386
1.325
1.369
1.113
0.471
1.324
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Appendix 4.10(a)
Worked Example Q2 of t-Test, ANOVA and Mann-Whitney U Test
Two Independent Samples t-Test
The t-tests for all the items were calculated using SPSS. The t-test results in SPSS display a
confidence interval for the difference between the population means in the two groups
(Norušis 1999). A typical SPSS output (Table 1) for Question 2 follows for discussion
purposes.
Table 1: Q2 Independent-Samples t-Test Example
Group Statistics

Question 2 : How long
with present financial
adviser (years)

Response Time
: Early or Late
Early Response

247

Mean
5.490

Std. Deviation
4.3834

Std. Error
Mean
.2789

71

6.155

4.7356

.5620

N

Late Response

Independent Samples Test
Levene's Test for
Equality of Variances

F
Question 2 : How long
with present financial
adviser (years)

Equal variances
assumed
Equal variances
not assumed

.207

Sig.
.650

t-test for Equality of Means

t

df

Sig. (2-tailed)

Mean
Difference

Std. Error
Difference

95% Confidence
Interval of the
Difference
Lower
Upper

-1.106

316

.269

-.665

.6011

-1.8477

.5176

-1.060

106.880

.292

-.665

.6274

-1.9088

.5787

The Levene test (Columns “F” and “sig.”) provides a check of variance equality of the two
population variances. In this case, the observed significance level of 0.650 for the Levene
test is considered to be large (i.e. greater than 0.05), hence the results row labelled “Equal
variances assumed” should be used (Norušis 1999). Considering this row, the observed
difference between the two means for early and late respondents is -0.665 and the t statistic is
-1.106. The observed two-tailed significance level is 0.269. Since the t value (-1.106) is less
than the absolute value of 1.89, and the significance level (0.269) is larger than 0.05, the null
hypothesis that the two groups of respondents come from populations with the same mean
would not be rejected.
One-Way Analysis of Variance (ANOVA)
The analysis of variance (ANOVA) examines the variability of the sample values; in other
words, it checks how much the observations within each group vary as well as how much the
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group means vary. Conclusions about the population means can be drawn based on these two
estimates of variability.

If the sample means vary more than expected based on the

variability of the observations in the groups, it can be concluded that the population means
are not all equal, i.e. one can reject the null hypothesis (Norušis 1999). For each item of
interest, SPSS calculates an F statistic and its observed significance. A typical SPSS output
(Table 2) for Question 2 follows for discussion purposes.
Table 2: Q2 Analysis of Variance Example
ANOVA
Question 2 : How long with present financial adviser (years)

Between Groups
Within Groups
Total

Sum of
Squares
24.391
6296.395
6320.787

df
1
316
317

Mean Square
24.391
19.925

F
1.224

Sig.
.269

The “F” statistic is 1.224 (i.e. the between-groups mean square of 24.391 divided by the
within-groups mean square of 19.925). If the null hypothesis is true, it would be expected
that the ratio of the between-groups mean square to the within-groups mean square to be
close to 1, since both are estimates of the population variance. For Question 2 the F ratio
value of 1.224 is close to 1.0 and so the null hypothesis would not be rejected. Support for
deciding whether the observed F ratio is large enough to reject the null hypothesis can be
gained by checking the observed significance level is significant. In this case the significance
level of 0.269 suggests that it is likely that population means are equal, which supports the
null hypothesis.
Nonparametric Mann-Whitney Test
The Mann-Whitney U test is a distribution-free or nonparametric test that requires lessstringent assumptions about the data distribution. The disadvantage of this type of test is that
it is less likely to find a true difference when it exists than the tests based on the assumptions
of normality (Norušis 1999). It is the most commonly used alternative to the t-test. If the
null hypothesis (that the population means are the same for the two groups) applies, the shape
of the distributions must be the same in both groups. It doesn’t matter what the shape is, (i.e.
it does not have to be a normal distribution), but it has to be similar for both groups. The
actual computation of the Mann-Whitney U test involves ranking the combined data values of
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the two groups and calculating the average rank in each group. A typical SPSS output (Table
3) for Question 2 follows for discussion purposes.
Table 3: Q2 Mann-Whitney U Test Example
Test Statistics

Mann-Whitney U
Wilcoxon W
Z
Asymp. Sig. (2-tailed)

a

Question 2 :
How long
with present
financial
adviser
(years)
7939.500
38567.500
-1.220
.223

a. Grouping Variable: Response Time : Early or Late

The observed significance level (labelled “Asymp. Sig. (2-tailed)”) for Question 2 is 0.223,
which is greater than 0.05; hence the null hypothesis that the population means are the same
for the by-the-due-date and after-the-due-date respondents cannot be rejected.
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Appendix 4.10(b)
Summary of t-Test, ANOVA and Mann-Whitney U Tests
Item/
Question

t-Test
t

t-Test
Sig. (2-tailed)

ANOVA
F

ANOVA
Sig.

Q2
Q5.1
Q5.2r
Q5.3
Q5.4
Q5.5
Q5.6
Q5.7
Q5.8
Q5.9
Q5.10
Q5.11
Q5.12
Q5.13
Q5.14
Q5.15
Q5.16
Q5.17
Q5.18
Q5.19
Q5.20
Q5.21
Q5.22
Q5.23
Q5.24
Q5.25
Q5.26
Q5.27
Q5.28
Q5.29
Q5.30
Q6a.1
Q6a.2

-1.106
0.931
2.179
1.223
.917
.907
.603
1.373
-.779
.533
.628
-1.103
-.607
-.630
.475
-.796
-.735
-.298
.577
.962
.662
.531
-.466
-.389
.711
1.135
.373
1.270
.580
.271
.345
.612
.082

0.269
.353
.030
.222
.361
.366
.547
.171
.436
.595
.530
.271
.544
.529
.635
.428
.463
.766
.564
.337
.509
.596
.642
.698
.477
.257
.709
.205
.563
.787
.730
.541
.935

1.224
.867
4.748
1.497
.679
.688
.364
1.885
.607
.284
.395
1.217
.368
.396
.226
.652
.539
.089
.333
.926
.438
.282
.217
.151
.506
1.289
.139
1.613
.336
.073
.119
.374
.007

0.269
.353
.030
.222
.410
.408
.547
.171
.436
.595
.530
.271
.544
.529
.635
.420
.463
.766
.564
.337
.509
.596
.642
.698
.477
.257
.709
.205
.563
.787
.730
.541
.935

Mann-Whitney U
Test
Assymp. Sig.(2tailed)
0.223
.394
0.044
.366
.684
.533
.564
.176
.335
.566
.608
.322
.532
.571
.653
.331
.440
.768
.466
.305
.709
.394
.654
.721
.578
.217
.694
.205
.482
.918
.723
.602
.858
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Q6a.3
Q6a.4
Q6a.5
Q6a.6
Q6a.7
Q6a.8
Q6a.9
Q6a.10
Q6a.11
Q6a.12
Q6b.1
Q6b.2
Q6b.3
Q6b.4
Q6b.5
Q6b.6
Q8.1
Q8.2
Q8.3
Q8.4
Q8.5
Q8.6r
Q8.7
Q8.8
Q8.9
Q8.10
Q8.11
Q8.12r
Q11.1
Q11.2
Q11.3
Q11.4
Q11.5r
Q11.6r
Q11.7
Q11.8
Q11.9r
Q11.10
Q11.11
Q11.12

.452
-.466
.106
-.363
-.418
.159
-.492
.089
.024
1.523
1.922
1.377
.711
-.061
1.147
.823
.801
1.043
1.143
.610
.512
1.825
.670
.641
1.477
1.154
-.347
1.063
1.210
1.846
2.209
1.518
-.011
1.959
1.402
.305
2.029
.807
.967
1.232

.651
.641
.916
.717
.676
.874
.623
.929
.981
.129
.056
.170
.478
.951
.252
.411
.424
.298
.255
.542
.609
.071
.503
.522
.141
.249
.729
.289
.227
.066
.028
.130
.991
.051
.162
.761
.043
.420
.334
.219

.205
.217
.011
.132
.175
.025
.242
.008
.001
2.319
3.693
1.895
.505
.004
1.315
.677
.641
1.087
1.119
.372
.263
4.122
.449
.411
2.182
1.331
.094
1.130
1.464
3.406
4.879
2.303
.000
3.836
1.967
.093
4.116
.651
.935
1.518

.651
.641
.916
.717
.676
.874
.623
.929
.981
.129
.056
.170
.478
.951
.252
.411
.424
.298
.291
.542
.609
.043
.503
.522
.141
.249
.759
.289
.227
.066
.028
.130
.991
.051
.162
.761
.043
.420
.334
.219

.621
.759
.956
.663
.661
.945
.899
.995
.889
.102
.048
.152
.415
.874
.393
.500
.249
.145
.112
.580
.635
.071
.490
.535
.202
.307
.849
.365
.317
.055
.022
.161
.964
.033
.180
.884
.075
.418
.404
.235
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Q11.13
Q11.14r
Q11.15
Q11.16
Q11.17
Q11.18

1.516
1.726
1.116
1.357
.906
.525

.132
.087
.265
.176
.365
.600

1.852
3.632
1.245
1.841
.822
.276

.174
.058
.265
.176
.365
.600

.274
.106
.252
.230
.401
.623
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Appendix 4.11
Discriminant Validity Procedure (Anderson & Gerbing 1988)
The procedure suggested by Anderson and Gerbing (1988) involves estimating two models
for each pair of latent constructs; i.e. the test is performed for one pair of constructs at a time.
The first model is unconstrained in that the correlation between the latent constructs ( 12 ) is
freely estimated. The second model is constrained in that the correlation between the latent
constructs ( 12 ) is fixed to 1, implying that the latent constructs are perfectly correlated
(Coote 1998).

The next step in the procedure involves performing a chi-square (χ2)

difference test using the values from the unconstrained and constrained models estimated
earlier for each pair of constructs (Jöreskog 1971). The χ2 statistics for the two different
models are compared. If the χ2 statistic for the unconstrained model is significantly lower
than for the constrained model, “discriminant validity is achieved” (Bagozzi & Phillips 1982,
p.476). Anderson and Gerbing (1988) go on to suggest that an adjusted significance level
(given by the formula: αo = 1 - (1 - αi)t, where αi is the significance level that should be used
for each individual test of discriminant validity, t is the number of tests performed and αo is
the overall significance level, typically set at 0.05) be used to “reflect the ‘true’ overall
significance level for the family of tests” (p.416).

Appendix 4.12
Average Variance Extracted Procedure (Fornell & Larcker 1981)
The variance extracted is calculated for the first construct, followed by the variance extracted
for the second construct in the pair under consideration. These two variance-extracted results
are averaged to form the AVE for that pair of constructs. This AVE is then compared to the
correlation coefficient squared for the same pair of constructs. If the AVE is greater than the
correlation coefficient squared for that pair of constructs, this suggests there is discriminant
validity. This procedure was repeated for all the pairwise combinations of constructs.

58
Appendix 4.13
Assessment of Model Fit
Absolute Fit Indices
Chi-Square ()
The Chi-square test statistic () (sometimes called the likelihood-ratio Chi-square statistic),
in conjunction with its degrees of freedom (df) and probability (p) of significance difference,
is the most frequently reported absolute-fit index (Baumgartner & Homburg 1996; Hair et al.
1995). Also  is the only SEM model-fit measure that has an associated statistical test of
significance (Jöreskog & Sörbom 1993).
However, the  statistic has some limitations, such as being sensitive to extremes in sample
size (Kelloway 1998). The results of simulation work by Anderson and Gerbing (1984,
1988) suggest that  is inaccurate in samples with (a) fewer than 100 observations (a
significant difference may not be detected), and in contrast, (b) more than 1,000 observations
(a significant difference may be detected for minor differences). For this study, with a
sample size of 325, this should not be an issue. The  statistic is also sensitive to departures
in multivariate normality of the observations (Jöreskog & Sörbom 1996a) and model
complexity; hence care should be taken before rejecting a model on the basis of a high 
alone (Holmes-Smith 2001). However, if these areas of possible concern are not an issue (as
in the case of this study), a small  statistic relative to the degrees of freedom may be
interpreted as an indication of good fit and a large  statistic relative to the degrees of
freedom as an indication of poor fit (Jöreskog & Sörbom 1989; Holmes-Smith 2001).
Because of these possible problems associated with the  statistic it is recommended that
other goodness-of-fit measures also be used, as well as separately examining the structural
parameters (Baumgartner & Homburg 1996).
Normed Chi-Square (χ2/df)
As indicated earlier, a problem with  is that more complex models would generate a larger
, with the likelihood that specified model might be rejected. A way around this is to have a
 measure per degree of freedom – in other words a “normed” Chi-square: the Chi-square is
divided by degrees of freedom for the model (Jöreskog 1970; Hair et al. 1998; Holmes-Smith
2001). The normed Chi-square is sometimes seen as an index of model parsimony, as it takes
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the model complexity into account. There is no clear-cut guideline about what value is
acceptable.

Holmes-Smith (2001) suggests that values below 1.00 are not considered

acceptable as they probably indicate an “overfitted” (Hair et al. 1998) or saturated model.
Values greater than 1.00 and less than 2.00 are considered to indicate a good fit, whilst values
from 2.00 to 3.00 are considered to indicate a reasonable fit (Carmines & McIver 1981;
Hoyle 1995; Kline 1998; Holmes-Smith 2001).
Goodness-of-Fit Index (GFI)
The Goodness-of-Fit Index (GFI) (Jöreskog & Sörbom 1981, 1988; 1993) was the first
standardised fit-index measure, originally provided by LISREL (Hair et al. 1998; Kline
2005).

The GFI is the most commonly reported non-statistical measure of model fit

(Baumgartner & Homburg 1996) and represents an overall degree of fit (the squared residuals
from prediction compared with the actual data), which is not adjusted for the degrees of
freedom (Hair et al. 1998, p.655). The GFI can be represented by the equation:
GFI = 1 – (F / Fi)
where F is the minimised discrepancy function once the model is fitted and Fi is the
discrepancy function for independence or null model (Holmes-Smith 2001).
No absolute threshold levels have been established for acceptability (Hair et al. 1998). A GFI
value of 1.0 indicates perfect fit, with scores greater than 0.95 (i.e. close to 1) being viewed
as a good fit (Holmes-Smith 2001) and over 0.9 being viewed as acceptable (Bagozzi & Yi
1989; Hair et al. 1998; Hulland, Chow & Lam 1996). Decreasing scores indicate lower
degrees of fit, with 0 indicating poor fit (Diamantopoulos 1994).
However, Kline 2005 cautions that care needs to be exercised, as the value of the GFI can fall
outside the range 1.0 to 0. In situations where the model is just-identified or overidentified
with almost-perfect fit, values greater than 1.0 can occur. Also, negative values may occur
when the sample size is small or when model fit is extremely poor (p.145).
Root Mean-Square Residual (RMR)
The Root Mean-Square Residual (RMR), originally associated with LISREL (Jöreskog &
Sörbom 1981), is a measure of the average difference between implied and empirical sample
variance-covariance matrices; i.e. it could be viewed as a measure of discrepancy (Hair et al.
1995; Kline 2005). The RMR is calculated by subtracting each element of the implied
variance-covariance matrix from its corresponding element in the variance-covariance matrix
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for the empirical sample, squaring each of these residuals, finding the mean of these residuals
and, finally, finding the square root of the mean-square residuals (Holmes-Smith 2001).
The smaller this average is, the better: an RMR of 0 would indicate a perfect model fit (Kline
2005). Whilst no absolute threshold levels have been established (Hulland, Chow & Lam
1996), values up to 0.05 would suggest that the model fits the sample data well (HolmesSmith 2001). However, values up to 0.08 are considered to indicate a reasonable model fit
and represent reasonable errors of approximation in the population (Browne & Cudeck 1993).
Root Mean-Square Error of Approximation (RMSEA)
Root Mean-Square Error of Approximation (RMSEA) is a measure of the discrepancy per
degree of freedom; importantly, it is based on noncentrality, approximating a non-central chisquare distribution (Baumgartner & Homburg 1996; Kline 2005). This non-centrality has
some advantages:
(a)

Unlike RMR, it expresses model fit in terms of the population and not just the sample
used to estimate the model (Steiger 1990; Hair et al. 1998).

(b)

It overcomes problems associated with the sampling distributions of other fit indices
that are sensitive to sample size (Hulland, Chow & Lam 1996). The RMSEA corrects
for the tendency of a chi-square statistic to reject a specific model when dealing with
a large sample (Hair et al. 1995).

The RMSEA can be viewed as a parsimony-adjusted index, as it includes a built-in correction
for model complexity (Kline 2005). Kline (2005, pp.137-140) suggests that the RMSEA has
a relatively unique combination of properties that are currently attracting interest from
researchers.
An RMSEA value of less than 0.05 suggests a good level of fit, i.e. the model fits the sample
data well (Hulland, Chow & Lam 1996; Byrne 2001; Maruyama 1998; Schumacker & Lomax
1996), however a value between 0.05 and 0.08 indicates a reasonable fit (Browne & Cudeck
1993; Rigdon 1996), a value between 0.08 and 0.10 indicates mediocre fit and a value greater
than 0.10 indicates a poor fit (Byrne 2001; Holmes-Smith 2001).
Incremental-Fit Indices
Incremental-fit indices measure how much better the fitted model is compared to some
baseline model (Bollen 1989; Hair et al. 1998). Often the comparison is made to a null or
independence model where the covariances amongst the observed variables are 0 (Kelloway
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1995). However, this choice of model has attracted some criticism (see Kline 2005, pp.140141). The values are meant to lie between 0 and 1, where 0 indicates that the specified model
is no better than the independence model and 1 indicates that the specified model is a perfect
fit (Holmes-Smith 2001).
Adjusted Goodness-of-Fit Index (AGFI)
The AGFI is very similar to the GFI except that it takes into account the degrees of freedom
for the model (i.e., a built-in adjustment for model complexity). Like the GFI, the AGFI
should have values greater than 0.95 (i.e. close to 1) for an acceptable level of fit (HolmesSmith 2001; Byrne 2001); however, values greater than 0.9 indicate a reasonable fit (Hair et
al. 1998; Hulland, Chow & Lam 1996). An assessment should also be made of the difference
between the GFI and the AGFI as, depending on circumstances, the AGFI can go to 0 or even
negative values; a situation could even arise where the GFI could be high and the AGFI low
(Loehlin 1992). The difference between the GFI and the AGFI should not be greater than
0.06 (Holmes-Smith 2001).

Whilst the AGFI is a popularly reported descriptive index

(Baumgartner & Homburg 1996), some researchers are concerned with its performance in
some computer simulation studies (Kline 1998).
Normed-Fit Index (NFI)
The Normed-Fit Index (NFI) is a popular comparative-fit index (Bentler & Bonett 1980).
Like many of the incremental-fit indices, the NFI is based on a relative comparison of the
proposed model to the null model. The index can range from 0 (no fit at all) to 1.0 (perfect
fit); this 0 to 1.0 range is the reason this index is called the Normed-Fit Index (Bentler 1990).
There is no absolute value indicating an acceptable level of fit; values in the range from 0.80
to 0.90 are indicative of acceptable fit (Baumgartner & Homburg 1996), but it is commonly
asserted that a value of greater than 0.90 indicates a good fit (Hair et al. 1998). However,
more recently, Hu and Bentler (1999) have suggested a revised cut-off value of closer to 0.95
(Byrne 2001).
Tucker-Lewis Index (TLI)
The Tucker-Lewis Index, sometimes called the Non-Normed Fit Index (NNFI) (Bentler &
Bonett 1980), measures the relative fit by comparing non-centrality per degree of freedom
(Bentler 1990). As noted above, a weakness of the NFI is that it is affected by sample size
(Bearden, Sharma & Teel 1982). Bentler and Bonett (1980) resolved this difficulty by
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developing the NNFI based on an index originally developed by Tucker and Lewis (1973) for
evaluating the fit of exploratory factor-analysis models estimated by maximum likelihood but
extended for SEM (Bentler 1990).
The TLI should have values greater than 0.95 for an acceptable level of fit; however, values
greater than 0.9 indicate a reasonable fit. It should be noted that this is one of the incremental
indices that can have values greater than 1.0, which can indicate a lack of parsimony due to
the model being over-specified (Holmes-Smith 2001).
Comparative-Fit Index (CFI)
As indicated above, a weakness of the NFI is that it is affected by sample size (Bearden,
Sharma & Teel 1982), especially in smaller samples where it may not reach 1.0 even when
the model is correct. Bentler (1990) revised the NFI to take sample size into account and
proposed the Comparative-Fit Index (CFI) (Byrne 2001), which prevented underestimation of
fit in small samples (Arbuckle 1997).
In discussing concerning normed and non-normed fit indices, Bentler (1990) suggested that
the “CFI seems to be the best index: Like the population coefficient Δ, it has a 0 to 1.0 range,
has small sampling variability, and estimates the relative difference in non-centrality of
interest” (p.245).
The CFI should be interpreted the same way as the NFI: CFI values lie between 0 and 1.0,
and larger values indicate higher levels of goodness-of-fit, with values greater than 0.95
indicating a good level of fit, values greater than 0.9 indicating a satisfactory fit (Hulland,
Chow & Lam 1996) and values between 0.80 and 0.90 indicating an acceptable fit
(Baumgartner & Homburg 1996; Hair et al. 1995).
Parsimony-Fit Indices
Akaike Information Criterion (AIC)
Akaike (1987) proposed a goodness-of-fit measure known as the Akaike Information
Criterion (AIC), derived from information theory. Most commonly it is represented by the
form: AIC = χ2 + 2q, where two times q (the number of unknown parameters solved for in the
model being fitted) is added to the Chi-square value. The best-fitting model is one where a
small χ2 is obtained with a small number of unknowns.
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Consistent Akaike Information Criterion (CAIC)
Bozdogan, (1987) developed a consistent version of AIC – the Consistent Akaike
Information Criterion (CAIC) – which additionally took into account the sample size, a
perceived weakness of the AIC. The Consistent Akaike Information Criterion (CAIC) uses a
different addition factor to the AIC; this factor represented by CAIC = χ2 + (1 + lnN)q, where
q is the number of estimated parameters in the model and N is the sample size (Bozdogan
1987). CAIC places a greater penalty on lack of parsimony than AIC (because (1 + lnN) is
usually greater than 2) and will begin “to turn” from decreasing to increasing earlier than AIC
(Holmes-Smith 2001).
The interpretation of these model-parsimony measures is not as straightforward as the
absolute and incremental indices. This is due to the fact that initially their value decreases as
parameters are added to the model, but after a point they begin to increase as more
parameters are added. The smallest AIC or CAIC indicates the best model (Holmes-Smith
2001).
These indices analyse parsimony by dividing the AIC by the CAIC. The model that fits with
the smallest value of AIC/CAIC (note: this is not a standard output in AMOS and needs to be
calculated separately) is the most parsimonious model (Holmes-Smith 2001).
Hair et al. (1998) make the point that there is no statistical test is available for any of these
parsimony measures and their use is limited in most instances to comparisons between
models (Loehlin 1992). Parsimony measures are not usually used for the evaluation of an
individual SEM model; however, a small AIC or CAIC value could provide supporting
evidence for a parsimonious model fit (Coote 1998).
Parameter Estimates
Standardised Regression Weights
An examination of the standardised regression weights (factor-loading estimates) provides
information about the relationship of observed variables to their respective latent constructs
(Bagozzi 1982). The parameter estimates should be consistent with the underlying model
theory, and hence the relationships should be in the predicted direction (as indicated by the +
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or – sign) and be equal to or greater than 0.5 for adequate reliability of individual items and
to provide support for convergent validity (Bagozzi & Yi 1989; Byrne 2001).
A good next step is to examine the statistical significance of each estimated parameter in the
hypothesised model. Hair et al. (2006) suggest that an insignificant estimate for an item is a
good reason for questioning whether the item should be retained. Also, whilst a significant
estimate for an item may initially indicate retention of the item, the actual loading should also
be checked: if it is below 0.5, the question of item retention should be asked (Hair et al.
1998).
Standardised Errors
Estimates of the standardised error for each parameter are also provided (in AMOS under the
“variance” sub-heading) and should be checked to see if twice the standard error is less than
the estimate of the parameter itself. Doubts concerning the model would occur if twice the
standard error were greater than the corresponding parameter estimate (Holmes-Smith 2001).
Excessively small (approaching zero) or large standard errors would also be indicators of
poor model fit (Bentler 1995; Jöreskog & Sörbom 1989).
Critical Ratio (CR)
Besides the parameter estimate and its corresponding standard error the AMOS output also
provides the critical ratio (CR). The CR (which can be interpreted as a t-value) is the ratio of
the parameter estimate with its estimated standard error.

The CR is very useful in

investigating model fit, as the critical value for the particular significance level can be
quickly checked. For example, at the 0.05 significance level the critical level is ±1.96, for the
two-tailed test. That is, if the CR exceeds ±1.96, it can be said that “the estimate can be
considered reliably different from zero” (Hoyle 1995a, p.9; Kline 2005).
Standardised Residuals
In SEM the residual covariance matrix captures the discrepancy “between the restricted
covariance matrix [∑(θ)], implied by the hypothesized model, and the sample covariance
matrix [S]” (Byrne 2001, p.88); i.e. [∑(θ) – S]. This results in a “fitted” residual (Jöreskog
1993). A positive residual means that the model under-predicts the covariance between two
variables, while a negative residual over-predicts it (Bollen 1989). Ideally all residuals
should be near zero for a “good” model. Standardised residual covariances can be thought of
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as being analogous to Z scores (Jöreskog & Sörbom 1988), where a value larger than ±1.96 at
the 0.05 significance level (or ±2.58 at the 0.001significance level) is a cause for concern.
Standardised residuals are perhaps the soundest method for identifying the source of model
misspecification (Holmes-Smith 2001). Careful examination of the standardised residuals
can usually help identify the variable or sets of variables responsible for the model
misspecification.

A large standardised residual value for one variable suggests

misspecification for that variable only. A number of large standardised residuals overall
could indicate a poorly fitting model.
Squared Multiple Correlations (SMC)
If requested, AMOS SEM software will provide a Squared Multiple Correlation (SMC) value
for each endogenous construct in the model (Byrne 2001). An SMC can be viewed as a
measure of relationship strength or goodness-of-fit, where a small SMC indicates a weak
relationship, suggesting a poor model (Jöreskog 1993; Baumgartner & Homburg 1996). An
SMC may be viewed as an indicator item reliability, in other words how well the item
measures the construct of interest (Hair et al. 2006). The SMC represents the portion of
variance explained by the predictors of the variable in question (Byrne 2001; Hair et al.
2006); alternatively, 1 minus the SMC gives the proportion of unexplained variance (Kline
1998). As mentioned earlier, the SMC is also the square of the item’s standardised factor
loading (Holmes-Smith 2001). Jöreskog and Sörbom (1989) assert that the error variance for
any individual observed measurement item is 1 minus the square of the factor loading
associated with that observed measurement item. For example, an SMC of 0.883 for a
construct (X1) suggests that the model explained 88.3% of the variance in X1 or,
alternatively, that 11.7% of variance is unexplained.

Modification Indices (MI)
The modification index represents the expected drop in the overall value of the Chi-square
when the parameter is estimated in a revised model, where an MI value greater than 3.84 (i.e.
χ2, 1df, at 0.05 significance level) suggests that the Chi-square would be significantly reduced
when the corresponding parameter is estimated. Additionally, associated with each MI is an
expected parameter change (EPC) value (Saris, Satorra & Sörbom 1987; Byrne 2001), which
is labelled “PAR Change” in AMOS.

This statistic represents the predicted estimated
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change, in either a positive or a negative direction. The EPC depicts the change in the actual
parameter value (Hair et al. 1998) and provides information regarding the sensitivity of the
evaluation of fit to any re-parameterisation of the model (Byrne 2001).
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Appendix 4.14
Development of Single-Factor Composite Variables
The values of the measurement items originally ranged from 0 to 5 (based on responses to the
5-point Likert scale). The new composite variable values should also range from 0 to 5. In
order to achieve this, the raw factor score weights (from the AMOS output) need to be
normalised, as in their “raw” state they may not sum to one. This can be achieved by
dividing each raw factor score weight by the sum of the individual items’ raw factor score
weights. These normalised factor score weights can be now used develop the new composite
variable. The composite score for each dimension or construct is computed as:

ˆ i = ω1x1i + ω2 x2i + ω3 x3i + …. (Holmes-Smith, 2000)
where ω1, ω2, ω3, etc. are the proportionally weighted factor score regression weights and x1i,
x2i, x3i, etc. are original raw scores for the indicator variables. This provides a proportionally
weighted scale score for the composite variable that takes into account the individual and
joint measurement error of the measurement items (indicators).
Use was made of the “Transform” and “Compute” functions in SPSS to develop the new
composite variables for use in the structural equation model analysis. The composite scores
computed by this method are single indices of their constituent measurement items, each of
which is weighted for its relative contribution to the composite (Rowe 2002). The data for
this study was held in an SPSS database, to which the new composite variables were also
added.
It is possible to fix the regression coefficients ( λi), which reflect the regression of each
composite variable on its latent variable. Munck (1979) showed that the following formula
produces the regression coefficients:

     r
In other words, the factor-loading calculation for the final single-item composite measure is
done by multiplying the square root of the reliability of the new composite measure by the
standard deviation of the composite measure:
Factor Loading =

(Reliability) x Standard Deviation

Munck (1979) also showed that the measurement error variances (θi) associated with each
composite variable are given by the formula:
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    1  r 
2

In other words the error variance for the composite is calculated by multiplying (1 minus the
reliability of the composite) by the variance of the composite:
Error Variance = (1 – Reliability) x Variance
An Excel spreadsheet was used to calculate the error variance and factor loading for the
single-item composite measurement model using the statistical information concerning
reliability (Cronbach’s alpha) from the one-factor congeneric measurement model for the
construct of interest obtained earlier and the standard deviation and variance of the current
composite model of interest.
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Chapter 5 Appendices
Appendix 5.1: Exploratory Factor Analysis (EFA)
A5.1.1 Procedure

The data collected from the returned questionnaires was entered into SPSS. The following
procedures were used to carry out the factor analysis and to determine factors. From the
SPSS menu the following procedure was used : Analyze > Data Reduction > Factor. The
data of interest was selected and highlighted and then transferred into the variable section.

Then the Descriptives button was clicked. The items selected are shown in the following
Factor Analysis: Descriptives dialog box.
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Following the selection of the above items the Continue button was clicked. This was
followed by the selection of the Extraction button. The items selected are shown in the
following Factor Analysis: Extraction dialog box.

Following the selection of the above items the Continue button was clicked. This was
followed by the selection of the Rotation button. The items selected are shown in the
following Factor Analysis: Rotation dialog box.

Following the selection of the above items the Continue button was clicked. This was
followed by the selection of the OK button. This was followed by the selection of the
Options button. The items selected are shown in the following Factor Analysis: Options
dialogue box.
suppressed.

To make interpretation of the output easier the values below 0.4 were
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This was followed by the selection of the OK button.
This allowed SPSS to run the exploratory factor analysis based on the criteria selected.
A5.1.2 Appropriateness of Factor Analysis

The first step in the EFA process is to determine whether the measurement items are related
to each other. This can be achieved by inspection of the correlation matrix. Measurement
items with a majority of their correlations with other measurement items being less than 0.3
are deemed to be suspect, whilst those with a large number of their correlation coefficients
being greater than 0.3 suggest that they may be useful in an EFA (Hair et al. 1998).
A5.1.2.1 Correlation and Sig.(1-tailed) Matrices

The output of SPSS provides a Correlation Matrix which is divided into two tables:
Correlation and Sig.(1-tailed). These two tables provide the correlations between variables
and their significance levels.
A5.1.2.2 Bartlett Test of Sphericity

The adequacy of the magnitude of the correlations can be tested by using the Bartlett Test of
Sphericity which tests whether the correlation matrix differs significantly from an identity
matrix (i.e. 1’s on the diagonals and 0’s on the off-diagonals).
A5.1.2.3 Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy (MSA)

The Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA) is a second test statistic that
can be used to evaluate the overall significance of the correlation matrix and thus the
appropriateness of the factor analysis. It measures whether the correlations between pairs of
variables can be explained by other variables.
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The MSA for each variable is displayed on the item-to-item diagonal of the Anti-Image
correlation matrix and ranges from 0 to 1. A MSA closer to 1 implies that each variable is
nearly perfectly predicted without error by the other variable. Normally, if MSA value is less
than 0.5 then the appropriateness of using factor analysis should be questioned (Hair et al.
1998).
A5.1.2.4 Communalities

Communality “is a measure of how much variation in one variable can be explained by the
variation in all the other variables” (Holmes-Smith 2001, p.12-5).
The SPSS output for Factor Analysis reports communalities and gives two columns, the first
being the Initial and the second being the Extraction. The Extraction column shows that
proportion of variation explained by the number of factors after the extraction.
Communalities range from 0 to 1, with 0 indicating that the common factors explain none of
the variance of the variable. A communality of less than 0.3 for an item usually suggests that
it should be dropped (Holmes-Smith 2001).
A5.1.3 Q5: Interpersonal Communication Effectiveness Case (ICE)

An inspection and analysis of the Sig.(1-tailed) table (using .05 as the significance level), for
interpersonal communication effectiveness (Q5) questionnaire items indicated that 433 of the
435 (99.54%) correlation coefficients were significant. This suggests that the bulk of the
measurement items are correlated, hence the use of factor analysis is appropriate.

An

examination of the Sig. (1-tailed) correlation matrix table showed that most correlations were
.000, however some non-significant correlations were noted for items Q5.2r - Q5.4 (0.076)
and Q5.4 - Q5.18 (0.213).
An examination of the correlation coefficients table indicated that the majority of the
correlation coefficients were more than 0.3. The suspect measurement items were Q5.2r
(with 21 out of 30 correlations being <.3) and Q5.4 (with 23 out of 30 correlations being <.3);
with Q5.18 (with 6 out of 30 correlations being <.3) being viewed as OK, but marginal.
The Bartlett’s Test of Sphericity indicated a high approximate Chi-square value of 8,909 (df
= 435) with a significance level of 0.000 suggesting that there are large correlations amongst
the measurement items and that the measurement scale is suitable for factor analysis. The
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overall Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA) was 0.961, which is well
above the normally accepted threshold value of 0.5. An examination of the item-to-item
diagonal of the Anti-Image correlation matrix showed that the individual item MSAs ranged
from lowest value of .916 (Q5.4) to the highest value of .978; suggesting the measurement
scale is suitable for factor analysis.

An examination of the “extracted” column of the

communalities table indicated that Q5.2r (.173) and Q5.4 (.223) were below .3; suggesting
they maybe suspect. The evidence from the test for suitability for EFA suggests that Q5.2r
and Q5.4 be removed.
The EFA was rerun without items Q5.2r and Q5.4. This resulted in 378 of the 378 (100%)
correlation coefficients being significant. This suggested that all the remaining items were
useful for factor analysis.

An examination of the revised correlation coefficients table

indicated that the majority of the correlation coefficients were greater than 0.3.

The

measurement items that were just below 0.3 were Q5.18 – Q5.1 (0.240), Q5.18 – Q5.5
(0.259), Q5.18 – Q5.6 (0.246), Q5.18 – Q5.10 (0.276), and Q5.22 – Q5.1 (0.277).
The Bartlett’s Test of Sphericity, with items Q5.2r and Q5.4 removed, indicated a high
approximate Chi-square value of 8,703 (df = 378) with a significance level of 0.000
suggesting that the remaining measurement items are suitable for factor analysis. The overall
Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA) with items Q5.2r and Q5.4
removed, was 0.962 which is well above the normally accepted threshold value of 0.5. An
examination of the item-to-item diagonal of the Anti-Image correlation matrix showed that
the individual item MSAs ranged from lowest value of .935 (Q5.11) to the highest value of
.979; suggesting the measurement scale is suitable for factor analysis.
Items Q5.28 and Q5.30 were also removed after analysis of the rotated component matrix due
to cross-loading on two factors. This removal also resulted in 325 of the 325 (100%)
correlation coefficients being significant.

An examination of the revised correlation

coefficients indicated no change from the previous analysis.
The Bartlett’s Test of Sphericity, with items Q5.2r, Q5.4, Q5.28 and Q5.30 removed,
indicated a high approximate Chi-square value of 7,445 (df = 325) with a significance level
of 0.000 suggesting that the remaining measurement items are suitable for factor analysis.
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The overall Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA) with items Q5.2r,
Q5.4 Q5.28 and Q5.30 removed, was 0.962 which is well above the normally accepted
threshold value of 0.5. An examination of the item-to-item diagonal of the Anti-Image
correlation matrix showed that the individual item MSAs ranged from lowest value of .929
(Q5.11) to the highest value of .978; suggesting the measurement scale is suitable for factor
analysis. Table A5.1.1 provides a summary of the item-to-item correlations shown on the
diagonal of the Anti-Image correlation matrix.

Table A5.1.1: Final ICE EFA Measurement Items: Summary of Anti-Image Correlation
Matrix

Q5.1 – Q5.1

.954

Q5.12 – Q5.12

.949

Q5.21 – Q5.21

.961

Q5.3 – Q5.3

.978

Q5.13 – Q5.13

.968

Q5.22 – Q5.22

.963

Q5.5 – Q5.5

.952

Q5.14 – Q5.14

.978

Q5.23 – Q5.23

.963

Q5.6 – Q5.6

.959

Q5.15 – Q5.15

.952

Q5.24 – Q5.24

.966

Q5.7 – Q5.7

.950

Q5.16 – Q5.16

.970

Q5.25 – Q5.25

.950

Q5.8 – Q5.8

.960

Q5.17 – Q5.17

.975

Q5.26 – Q5.26

.948

Q5.9 – Q5.9

.962

Q5.18 – Q5.18

.947

Q5.27 – Q5.27

.973

Q5.10 – Q5.10

.956

Q5.19 – Q5.19

.958

Q5.29 – Q5.29

.949

Q5.11 – Q5.11

.929

Q5.20 – Q5.20

.961

An examination of the “Extraction” column of the Communalities table for ICE (Q5) reveals
that the variation explained by common factors are all greater than 0.3 (most are greater than
0.5). This suggests that the Q5 measures are related to the factors of ICE and suitable for
factor analysis.

Table A5.1.2 provides a summary of the Initial and Extracted

Communalities.

Table A5.1.2: Final ICE EFA Measurement Items: Summary of Communalities
Item

Initial

Extract

Item

Initial

Extract

Item

Initial

Extract

Q5.1

.630

.582

Q5.12

.758

.659

Q5.21

.747

.724

Q5.3

.591

.572

Q5.13

.730

.685

Q5.22

.537

.490

Q5.5

.555

.480

Q5.14

.607

.584

Q5.23

.642

.651

Q5.6

.544

.492

Q5.15

.786

.754

Q5.24

.686

.686

Q5.7

.706

.633

Q5.16

.727

.704

Q5.25

.797

.817

Q5.8

.625

.546

Q5.17

.717

.708

Q5.26

.805

.809

Q5.9

.735

.742

Q5.18

.580

.551

Q5.27

.753

.733
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Q5.10

.662

.669

Q5.19

.714

.666

Q5.11
.677
.549
Q5.20
.761
Extraction Method: Maximum Likelihood

.730

Q5.29

.774

.738

Cumulatively, the foregoing analysis of the ICE measurement items suggests that the data is
suitable for EFA.
A5.1.4 Q8: Trust Case

An inspection and analysis of the Sig.(1-tailed) table (using .05 as the significance level), for
the trust (Q8) questionnaire items indicated that 66 of the 66 (100%) correlation coefficients
were significant. This suggests that the use of factor analysis is appropriate as all the
measurement items are correlated.
A similar EFA process to that described in detail for ICE was also undertaken for Q8: Trust.
The EFA refinement process suggested that items Q8.6r, Q8.7 and Q8.12r may be suspect or
marginal.
Items Q8.6r, Q8.7 and Q8.12r were removed based on pre-EFA tests and after analysis of the
EFA outputs showing cross-loading on two factors (Q8.7) and low factor loadings (Q8.6r and
Q8.12r). The removal of these items and re-running the EFA resulted in 36 of the 36 (100%)
correlation coefficients being significant.

An examination of the revised correlation

coefficients indicated that all correlations were above threshold and none were suspect or
marginal.
The Bartlett’s Test of Sphericity, with items Q8.6r, Q8.7 and Q8.12r removed indicated,
returned a high approximate Chi-square value of 2,670 (df = 36) with a significance level of
0.000 suggesting that the remaining measurement items are suitable for factor analysis. The
overall Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA) with items Q8.6r, Q8.7
and Q8.12r removed was 0.903, which is well above the normally accepted threshold value of
0.5. An examination of the item-to-item diagonal of the Anti-Image correlation matrix
showed that the individual item MSAs all exceeded .86; suggesting the measurement scale is
suitable for factor analysis. Table A5.1.3 provides a summary of the final item-to-item
correlations shown on the diagonal of the Anti-Image correlation matrix.

76
Table A5.1.3: Final Trust EFA Measurement Items: Summary of Anti-Image
Correlation Matrix

Q8.1 – Q8.1

.864

Q8.4 – Q8.4

.905

Q8.9 – Q8.9

.875

Q8.2 – Q8.2

.867

Q8.5 – Q8.5

.910

Q8.10 – Q8.10

.899

Q8.3 – Q8.3

.945

Q8.8 – Q8.8

.895

Q8.11 – Q8.11

.965

An examination of the “Extraction” column of the Communalities table for Trust (Q8)
reveals that the variation explained by common factors are all greater than 0.3 (most are
greater than 0.6). This suggests that the final Q8 measures are related to the factors of Trust
and suitable for factor analysis. Table A5.1.4 provides a summary of the Initial and Extracted
Communalities.
Table A5.1.4: Final Trust EFA Measurement Items: Summary of Communalities
Item

Initial

Extract

Q8.1

.751

.806

Q8.2

.725

Q8.3

.686

Item

Initial

Extract

Q8.4

.776

.718

.793

Q8.5

.751

.720

Q8.8

.753

Item

Initial

Extract

Q8.9

.787

.829

.697

Q8.10

.752

.819

.798

Q8.11

.605

.596

Extraction Method: Maximum Likelihood
Cumulatively, the foregoing analysis of the Trust measurement items suggests that the data is
suitable for EFA.
A5.1.5 Q6: Service Quality Case

An inspection and analysis of the Sig.(1-tailed) table (using .05 as the significance level), for
the service quality questionnaire items indicated that 153 of the 153 correlation coefficients
(100%) were significant. This suggests that the use of factor analysis is appropriate as all the
measurement items are correlated.
A similar EFA process to that described in detail for ICE was also undertaken for Q6: Service
Quality. The EFA refinement process suggested that item Q6a.11 may be suspect or
marginal.
Item Q6a.11 was removed after analysis of the EFA outputs due to cross-loading on two
factors. This removal also resulted in 136 of the 136 (100%) correlation coefficients being
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significant.

An examination of the revised correlation coefficients indicated that all

correlations were above the 0.3 threshold and none were suspect or marginal.
The Bartlett’s Test of Sphericity, with item Q6a.11 removed, indicated a high approximate
Chi-square value of 6,101 (df = 136) with a significance level of 0.000 suggesting that the
remaining measurement items are suitable for factor analysis. The overall Kaiser-MeyerOlkin Measure of Sampling Adequacy (MSA) with items Q6a.11 removed was 0.960, which
is well above the normally accepted threshold value of 0.5. An examination of the item-toitem diagonal of the Anti-Image correlation matrix showed that the individual item MSAs all
exceeded .93; suggesting the measurement scale is suitable for factor analysis. Table A5.1.5
provides a summary of the final item-to-item correlations shown on the diagonal of the AntiImage correlation matrix.
Table A5.1.5: Final Service Quality EFA Measurement Items: Summary of Anti-Image
Correlation Matrix

Q6a.1 – Q6a.1

.970

Q6a.7 – Q6a.7

.966

Q6b.1 – Q6b.1

.942

Q6a.2 – Q6a.2

.930

Q6a.8 – Q6a.8

.961

Q6b.2 – Q6b.2

.947

Q6a.3 – Q6a.3

.936

Q6a.9 – Q6a.9

.976

Q6b.3 – Q6b.3

.973

Q6a.4 – Q6a.4

.950

Q6a.10 – Q6a.10

.969

Q6b.4 – Q6b.4

.966

Q6a.5 – Q6a.5

.962

Q6a.12 – Q6a.12

.982

Q6b.5 – Q6b.5

.968

Q6a.6 – Q6a.6

.968

Q6b.6 – Q6b.6

.950

An examination of the “Extraction” column of the Communalities table for Service Quality
(Q6a & Q6b) reveals that the variation explained by common factors are all greater than 0.3
(most are greater than 0.6). This suggests that the Q6a and Q6b measures are related to the
factors of Service Quality and suitable for factor analysis. Table A5.1.6 provides a summary
of the Initial and Extracted Communalities.
Table A5.1.6: Final Service Quality EFA Measurement Items: Summary of
Communalities
Item
Initial Extract
Item
Initial Extract Item
Initial Extract

Q6a.1

.670

.643

Q6a.7

.748

.725

Q6b.1

.825

.840

Q6a.2

.790

.661

Q6a.8

.805

.776

Q6b.2

.844

.847

Q6a.3

.850

.763

Q6a.9

.703

.700

Q6b.3

.807

.822

Q6a.4

.710

.668

Q6a.10

.822

.838

Q6b.4

.658

.632
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Q6a.5

.781

.772

Q6a.6

.626

.598

Q6a.12

.635

.608

Q6b.5

.781

.795

Q6b.6

.834

.842

Extraction Method: Maximum Likelihood
Cumulatively, the foregoing analysis of the Service Quality measurement items suggests that
the data is suitable for EFA.
A5.1.6 Q11: Relationship Commitment Case

An inspection and analysis of the Sig.(1-tailed) table (using .05 as the significance level), for
relationship commitment (Q11) measurement items indicated that 142 of the 153 (92.81%)
correlation coefficients were significant. Measurement item Q11.6r was considered to be
suspect with eleven of the seventeen item correlations being non-significant. Measurement
item Q11.6r had all of its correlations below 0.3. This was sufficient evidence at this early
stage to remove Q11.6r. The EFA was rerun without item Q11.6r. This resulted in 136 of
the 136 (100%) correlation coefficients being significant.
A similar EFA process to that described in detail for ICE was also undertaken for Q11:
Relationship Commitment. The EFA refinement process suggested that a number of items be
removed after analysis of the EFA outputs due to items not really measuring relationship
commitment as defined in this study (Q11.15, Q11.16, Q11.17, Q11.18), cross-loading on
two factors (Q11.5r and Q11.9r) and low factor loadings (Q11.7, Q11.8). An examination of
the revised correlation coefficients indicated that all correlations were above threshold value
of 0.3.
The Bartlett’s Test of Sphericity, with the above items removed indicated a high approximate
Chi-square value of 2,513 (df = 36) with a significance level of 0.000 suggesting that the
remaining measurement items are suitable for factor analysis.
The overall Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA) for the final items
was 0.927, which is well above the normally accepted threshold value of 0.5.

An

examination of the item-to-item diagonal of the Anti-Image correlation matrix showed that
the individual item MSAs all exceeded 0.895; suggesting the measurement scale is suitable
for factor analysis. Table A5.1.7 provides a summary of the final item-to-item correlations
shown on the diagonal of the Anti-Image correlation matrix.
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Table A5.1.7: Final Relationship Commitment EFA Measurement Items: Summary of
Anti-Image Correlation Matrix

Q11.1 – Q11.1

.939

Q11.4 – Q11.4

.924

Q11.12 – Q11.12

.938

Q11.2 – Q11.2

.910

Q11.10 – Q11.10

.949

Q11.13 – Q11.13

.937

Q11.3 – Q11.3

.923

Q11.11 – Q11.11

.896

Q11.14r – Q11.14r

.936

An examination of the “Extraction” column of the Communalities table for Relationship
Commitment (Q11) reveals that all the variation explained by common factors are greater
than 0.3.

Items Q11.12 (.364) and Q11.14r (.317) are the weakest items, being only

marginally over the recommended level of 0.3. Table A5.1.8 provides a summary of the
Initial and Extracted Communalities.
Table A5.1.8: Final Relationship Commitment EFA Measurement Items: Summary of
Communalities
Item

Initial Extract

Item

Initial Extract

Item

Initial Extract

Q11.1

.769

.791

Q11.4

.695

.649

Q11.12

.439

.364

Q11.2

.773

.728

Q11.10

.738

.752

Q11.13

.768

.763

Q11.3

.741

.713

Q11.11

.746

.662

Q11.14r

.415

.3.17

Extraction Method: Maximum Likelihood
Cumulatively, the foregoing analysis of the Relationship Commitment measurement items
suggests that the data is suitable for EFA.
A5.1.7 Total Variance Explained

The SPSS output for Factor Analysis reports a Total Variance Explained table with three
major output components, namely Initial Eigen Values, Extraction Sums of Squared
Loadings, and Rotation Sums of Squared Loadings.

The Eigen value is total variance

explained by each factor (called “Component” in the output table).
A5.1.7.1 Eigenvalues

The Initial Eigenvalues table shows the Eigenvalues for each factor, percentage of variation
explained and percentage of cumulative variation explained by the model before extraction of
factors.

The factors are organised according to the size (descending order) of their

Eigenvalue.
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A5.1.7.2 Scree Plots

The approach of using the number of factors selected equals the number of factors that have
an Eigen value greater than one is common practice, but experimental evidence has shown
that using the scree plot gives a better solution (Holmes-Smith 2001). A scree plot is simply
a plot of the Eigen values against factor numbers. The number of factors to the left of the
scree point represents the key factors and the factors to the right of the scree point (the tail)
can be ignored. Determining the scree point is not a precise science and is normally done
visually. The process is aided by use of a straight edge that is aligned with the line of best fit
of the majority of points in the tail of the scree plot. The point where the points depart
noticeably from this line represents the scree point. The final scree plots for each construct
are provided.
A5.1.8 Rotated Component Matrix

The Rotated Component Matrix table (unlike the unrotated solution) provides guidance for
identification of each factor and can be used to identify the items which load under each
factor. The naming of the factors is a subjective judgement and is not unique; any name that
represents the meaning of the bulk of the items that represent the factor may be used. The
Rotated Component Matrix (with values less than 0.4 being omitted for ease of reading) is
provided for each construct.
A5.1.9.1 Q5: ICE Case

The EFA was run with the Eigen cut off value set at 1. The initial EFA resulted in a four
factor solution; these four factors cumulatively explained 70.2% of the total variance. An
examination of the rotated factor matrix indicates low factor loadings for Q5.2r (.331) and
Q5.4 (.406); this provides further evidence to support their removal.
The EFA was re-run with Q5.2r and Q5.4 removed. This resulted in a 3 factor solution being
extracted from the twenty eight remaining measurement items. Two items – Q5.28 and
Q5.30 exhibited cross loading across all factors. These items were also removed as it was felt
they were not measuring communication effectiveness but a related construct. The EFA was
re-run after also deleting items Q5.28 and Q5.30. A three factor solution resulted, based on
using an Eigen value greater than one, as well as checking the scree point of the scree plot.
Table A5.1.9(a) shows the final Eigen values output table.
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Table A5.1.9(a): Final ICE Initial Eigenvalues
Initial Eigenvalues
Component

Total

% of Variance

Cumulative %

1

14.514

55.821

55.821

2

1.884

7.247

63.068

3

1.612

6.199

69.267

4

.847

3.259

72.526

5

.697

2.681

75.207

6

.584

2.244

77.451

7

.531

2.041

79.492

8

.480

1.848

81.340

9

.461

1.771

83.111

10

.421

1.617

84.729

11

.384

1.477

86.206

12

.376

1.446

87.652

13

.362

1.393

89.045

14

.339

1.309

90.348

15

.309

1.187

91.536

16

.298

1.147

92.683

17

.278

1.069

93.752

18

.251

.967

94.718

19

.221

.849

95.568

20

.219

.842

96.410

21

.192

.739

97.149

22

.181

.697

97.846

23

.172

.661

98.507

24

.146

.561

99.068

25

.134

.517

99.585

26

.108

.415

100.000

Extraction Method: Maximum Likelihood
The Eigenvalue for the first factor is 14.514 and this factor accounts for 55.8% of variance.
The Eigenvalue for the second factor is 1.884 accounting for 7.2% of variance and the third
factor is 1.612 accounting for 6.2% of the variance. Together the three factors account for
69.3% of the variation of the 28 remaining items.
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Table A5.1.9(b) shows the Rotation Sums of Squared Loadings table for ICE without Q5.2r,
Q5.4, Q5.28 and Q5.30. This table is the third section of the Total Variance Explained output
table and it is useful in showing a clearer picture of the factors. After rotation, the cumulative
percentage of variation explained by all three factors (65.218%) does not change. However,
the percentage accounted for each factor does change as the rotation redistributes the
variation explained by the first factor among the other two factors.
Table A5.1.9(b): Final ICE Rotation Sums of Squared Loadings
Rotation Sums of Squared Loadings
Factor

Total

% of Variance

Cumulative %

1

5.999

23.073

23.073

2

5.919

22.764

45.837

3

5.039

19.381

65.218

Figure A5.1.1 shows the scree plot for the final EFA solution for ICE. A visual examination
of the scree point supports the 3 factor solution.
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Figure A5.1.1: Final ICE Scree Plot

Table A5.1.10(a) shows the Rotated Component Matrix output for ICE without items Q5.2r
and Q5.4.
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Table A5.1.10(a): ICE Without Q5.2r and Q5.4: Rotated Component Matrix
Factors

1

Question 5.1 : Keeps me well informed about my investments
Question 5.3 : Never hesitates to give me information

2

.687
.432

.596

Question 5.5 : Contacts me to keep abreast of changes

.587

Question 5.6 : Teaches me basics of financial planning and
invest.

.631

Question 5.7 : Relationship like an open book

.617

Question 5.8 : Welcomes my suggestions

3

.403

.563

Question 5.9 : Provides a lot of feedback (positive & negative)

.755

Question 5.10 : Usually provides timely information about
changes

.757

Question 5.11 : Uses terms and language I can understand

.596

.403

Question 5.12 : Supplies me with credible information

.593

.503

Question 5.13 : Supplies me with investment useful
information

.545

.557

Question 5.14 : Lets me know about unexpected problems

.464

.613

Question 5.15 : Explains concepts in a way I can understand

.678

.515

Question 5.16 : Does not hesitate to explain Pros and Cons

.686

.413

Question 5.17 : Listens to my needs

.674

.416

Question 5.18 : Can be expected to keep confidential my info.

.638

Question 5.19 : Enthusiastic when communicating with me

.670

Question 5.20 : Allows me to get my ideas across

.682

Question 5.21 : We have honest communications

.691

.411
.406

Question 5.22 : Information takes place informally

.597

Question 5.23 : Sometimes talk about topics of a social nature

.730

Question 5.24 : Have a lot of 2 way communication

.691

Question 5.25 : We have enjoyable conversations

.770

Question 5.26 : We really click

.768

Question 5.27 : Makes me feel comfortable talking with him

.640

.539

Question 5.28 : Gives me a feeling of assurance

.638

.539

Question 5.29 : Gives me a sense of closeness
Question 5.30 : Makes me feel at ease in our relationship

.726
.626

.636

Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 10 iterations.
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An inspection of the Table A5.1.10(a) suggests that items Q5.28 and Q5.30 heavily cross
load on two factors and on further analysis and reflection appear to be measuring another
construct related to ICE but not communications itself. As a result these two items were
removed and the EFA was run again with Q5.2r, Q5.4, Q5.28 and Q5.30 removed. The
resultant rotated component matrix is shown in Table A5.1.10(b).
Table A5.1.10(b): Final ICE Rotated Component Matrix
Factors

1

Question 5.1 : Keeps me well informed about my investments
Question 5.3 : Never hesitates to give me information

2

.701
.439

.590

Question 5.5 : Contacts me to keep abreast of changes

.597

Question 5.6 : Teaches me basics of financial planning and invest.

.620

Question 5.7 : Relationship like an open book

.609

Question 5.8 : Welcomes my suggestions

3

.415

.552

Question 5.9 : Provides a lot of feedback (positive & negative)

.754

Question 5.10 : Usually provides timely information about changes

.764

Question 5.11 : Uses terms and language I can understand

.615

Question 5.12 : Supplies me with credible information

.603

.496

Question 5.13 : Supplies me with investment useful information

.549

.553

Question 5.14 : Lets me know about unexpected problems

.459

.614

Question 5.15 : Explains concepts in a way I can understand

.685

.509

Question 5.16 : Does not hesitate to explain Pros and Cons

.681

.413

Question 5.17 : Listens to my needs

.679

.405

Question 5.18 : Can be expected to keep confidential my info.

.662

Question 5.19 : Enthusiastic when communicating with me

.668

Question 5.20 : Allows me to get my ideas across

.699

Question 5.21 : We have honest communications

.701

.417
.419

Question 5.22 : Information takes place informally

.615

Question 5.23 : Sometimes talk about topics of a social nature

.748

Question 5.24 : Have a lot of 2 way communication

.691

Question 5.25 : We have enjoyable conversations

.792

Question 5.26 : We really click

.775

Question 5.27 : Makes me feel comfortable talking with him

.595

Question 5.29 : Gives me a sense of closeness
Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 8 iterations.

.521
.695
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No further refinements of the EFA were undertaken even thought there were some items
which appeared to be marginal because the items were included in the measurement scale for
sound reasons. Hence, this 3 factor solution became the basis for the CFA as it was felt that
the CFA would resolve more clearly whether an item should be included or not.
A5.1.9.2 Q8: Trust Case

Following an iterative EFA process similar to that described in detail for ICE, the Trust (Q8)
final EFA solution with items Q8.6r, Q8.7 & Q8.12r removed resulted in a 2 factor solution
being extracted from the nine remaining items. Table A5.1.11(a) shows the final Eigenvalues
output table.
Table A5.1.11(a): Trust without Q8.6r, Q8.7 & Q8.12r: Initial Eigenvalues
Initial Eigenvalues
Factor

Total

% of Variance

Cumulative %

1

5.974

66.382

66.382

2

1.245

13.835

80.217

3

.518

5.761

85.977

4

.348

3.864

89.841

5

.260

2.885

92.727

6

.204

2.271

94.998

7

.164

1.828

96.826

8

.148

1.646

98.471

9

.138

1.529

100.000

Extraction Method: Maximum Likelihood

The Eigenvalue for the first factor is 5.974 and this factor accounts for 66.4% of variance.
The Eigenvalue for the second factor is 1.245 accounting for 13.8% of variance. Together
the two factors account for 80.2% of the variation of the 9 remaining items.
Table A5.1.11(b) shows the Rotation Sums of Squared Loadings table for Trust without
Q8.6r, Q8.7 & Q8.12r. After rotation, the cumulative percentage of variation explained by
the two factors is (75.096%).
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Table A5.1.11(b): Trust without Q8.6r, Q8.7 & Q8.12r: Rotation Sums of Squared
Loadings
Rotation Sums of Squared Loadings
Factor

Total

% of Variance

Cumulative %

1

3.444

38.264

38.264

2

3.315

36.832

75.096

Figure A5.1.2 shows the scree plot for the final EFA solution for Trust. A visual examination
of the scree point supports the 2 factor solution.
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Figure A5.1.2: Trust without Q8.6r, Q8.7 & Q8.12r: Scree Plot

Table A5.1.12(a) shows the Rotated Component Matrix output for Trust without items Q8.6r,
Q8.7 & Q8.12r.
Table A5.1.12(a): Trust Without Q8.6r, Q8.7 & Q8.12r: Rotated Component Matrix
Factors

1

2

Question 8.1 : Has appropriate professional qualifications.

.868

Question 8.2 : Is properly accredited.

.873

Question 8.3 : Keeps his knowledge up to date.

.759

Question 8.4 : Is a very reliable person

.664

.527

Question 8.5 : Is honest with me

.614

.549

Question 8.8 : Is like a friend.

.848

Question 8.9 : Cares about me.

.861

Question 8.10 : Has often gone out of his way to help me.

.872

Question 8.11 : Is trustworthy

.555

.536
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Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 3 iterations.

Inspection of the Table A5.1.12(a) suggests that items Q8.4, Q8.5 and Q8.11 cross load on
two factors. As a result, these three items were removed and the EFA was run again with
Q8.4, Q8.5 and Q8.11 also removed. The resultant rotated component matrix is shown in
Table A5.1.12(b).
Table A5.1.12(b): Final Trust Rotated Component Matrix
Factors

1

2

Question 8.1 : Has appropriate professional qualifications.

.892

Question 8.2 : Is properly accredited.

.881

Question 8.3 : Keeps his knowledge up to date.

.734

Question 8.8 : Is like a friend.

.859

Question 8.9 : Cares about me.

.885

Question 8.10 : Has often gone out of his way to help me.

.861

Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 3 iterations.

No further refinements of the EFA were undertaken as a clear 2 factor solution was evident.
These factors and associated measurement items became the basis for the CFA.
A5.1.9.3 Q6: Service Quality Case

Following an iterative EFA process similar to that described in detail for ICE, the Service
Quality (Q6) final EFA solution with items Q6a.11 removed resulted in a 2 factor solution
being extracted from the seventeen remaining items. Table A5.1.13(a) shows the final
Eigenvalues output table.
Table A5.1.13(a): Final Service Quality Initial Eigenvalues
Initial Eigenvalues
Factor

Total

% of Variance

Cumulative %

1

11.274

66.317

66.317

2

1.745

10.267

76.584

3

.625

3.676

80.259

4

.484

2.847

83.106

5

.438

2.578

85.685

88
6

.366

2.154

87.838

7

.320

1.880

89.719

8

.292

1.719

91.437

9

.230

1.356

92.793

10

.226

1.328

94.121

11

.201

1.181

95.302

12

.183

1.077

96.379

13

.152

.895

97.274

14

.139

.820

98.094

15

.119

.703

98.208

16

.104

.610

99.407

17

.101

.593

100.000

Extraction Method: Maximum Likelihood

The Eigenvalue for the first factor is 11.274 and this factor accounts for 66.3% of variance.
The Eigenvalue for the second factor is 1.745 accounting for 10.3% of variance. Together
the two factors account for 76.6% of the variation of the 17 remaining items.
Table A5.1.13(b) shows the Rotation Sums of Squared Loadings table for Service Quality
without Q6a.11. After rotation, the cumulative percentage of variation explained by the two
factors is (73.7%).
Table A5.1.13(b): Final Service Quality Rotation Sums of Squared Loadings
Rotation Sums of Squared Loadings
Factor

Total

% of Variance

Cumulative %

1

7.181

42.238

42.238

2

5.346

31.449

73.688

Figure A5.1.3 shows the scree plot for the final EFA solution for Service Quality. A visual
examination of the scree point supports the 2 factor solution.
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Figure A5.1.3: Final Service Quality Scree Plot

Table A5.1.14(a) shows the Initial Rotated Component Matrix output for Service Quality.
Table A5.1.14(a): Service Quality: Initial Rotated Component Matrix
Factors

1

2

Question 6a.1 : Shows genuine interest in me

.720

.

Question 6a.2 : Provides me with courteous service

.761

Question 6a.3 : Provides me with friendly service

.794

Question 6a.4 : Responds promptly to my requests

.759

Question 6a.5 : Takes time to understand my needs and goals

.794

Question 6a.6 : Easy to access when I need to see him

.721

Question 6a.7 : Presents me with info in a satisfactory form

.764

Question 6a.8 : Prepared to go the “extra mile” to ensure I’m
satisfied

.774

Question 6a.9 : Displays integrity at all times

.777

Question 6a.10 : We have a good working relationship

.842

Question 6a.11 : Has assisted me to achieve my financial goals

.618

.601

Question 6a.12 : Is supported by good office staff and systems

.645

.435

.424

Question 6b.1 : Performed well in investing my money

.868

Question 6b.2 : Performed well in managing my investments

.832

Question 6b.3 : Has helped me to protect my current position

.793

Question 6b.4 : Provided expected short-term return

.731

Question 6b.5 : Provided expected long-term return

.861

Question 6b.6 : Performed well in providing good returns

.848
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Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 3 iterations.

Inspection of the Table A5.1.14(a) suggests that item Q6a.11 cross loads on two factors. As a
result, this item was removed and the EFA was run again with Q6a.11 removed. The
resultant rotated component matrix is shown in Table A5.1.14(b).
Table A5.14(b): Final Service Quality: Rotated Component Matrix
Factors

1

2

Question 6a.1 : Shows genuine interest in me

.719

.

Question 6a.2 : Provides me with courteous service

.767

Question 6a.3 : Provides me with friendly service

.799

Question 6a.4 : Responds promptly to my requests

.763

Question 6a.5 : Takes time to understand my needs and goals

.792

Question 6a.6 : Easy to access when I need to see him

.723

Question 6a.7 : Presents me with info in a satisfactory form

.763

Question 6a.8 : Prepared to go the “extra mile” to ensure I’m
satisfied

.773

Question 6a.9 : Displays integrity at all times

.778

Question 6a.10 : We have a good working relationship

.840

Question 6a.12 : Is supported by good office staff and systems

.648

.422

.434

Question 6b.1 : Performed well in investing my money

.869

Question 6b.2 : Performed well in managing my investments

.833

Question 6b.3 : Has helped me to protect my current position

.792

Question 6b.4 : Provided expected short-term return

.727

Question 6b.5 : Provided expected long-term return

.813

Question 6b.6 : Performed well in providing good returns

.846

Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 3 iterations.

No further refinements of the EFA were undertaken as a 2 factor solution was evident. These
factors and associated measurement items became the basis for the CFA.
A5.1.9.4 Q11: Relationship Commitment Case

Following an iterative EFA process similar to that described in detail for ICE, the
Relationship Commitment (Q11) final EFA solution with items Q11.5r, Q11.6r, Q11.7,
Q11.8, Q11.9r, Q11.15, Q11.16, Q11.17 & Q11.18 removed resulted in a one factor solution
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being extracted from the nine remaining items. Table A5.1.15 shows the final Eigenvalues
output table.
Table A5.1.15: Final Relationship Commitment Initial Eigenvalues
Initial Eigenvalues
Factor

Total

% of Variance

Cumulative %

1

6.069

67.438

67.438

2

.954

10.600

78.038

3

.579

6.432

84.470

4

.385

4.280

88.750

5

.277

3.083

91.833

6

.216

2.405

94.238

7

.194

2.158

96.396

8

.182

2.019

98.415

9

.143

1.585

100.000

Extraction Method: Maximum Likelihood

The Eigen value for the first factor is 6.069 and accounts for 67.4% of variance.
As there was only one factor for Relationship Commitment there is no need for a Rotation
Sums of Squared Loadings table.
Figure A5.1.4 shows the scree plot for the final EFA solution for Relationship Commitment.
A visual examination of the scree point supports the 1 factor solution.
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Figure A5.1.4: Final Relationship Commitment Scree Plot

Table A5.1.16(a) shows the Rotated Component Matrix output for Relationship Commitment
with item Q11.6r removed.
Table A5.1.16(a): Relationship Commitment Without Q11.6r: Rotated Component
Matrix
Factors

1

2

Question 11.1 : I want to remain a customer because I enjoy our
relationship

.680

.435

Question 11.2 : It is pleasant working with my FA – major
reason to stay

.819

Question 11.3 : My positive feelings towards my FA – major
reason to stay

.736

Question 11.4 : Our relationship has a great deal of personal
meaning

.784

Question 11.5r : If another FA offered me a better deal, I would
consider taking them on, even if it meant dropping my current
FA

3

.403

Question 11.7 : I would continue with my FA if his charges
increase
Question 11.8 : I would pay more than competitors charges
Question 11.9r : I intend to take some of my business to
competitor that offers better returns on my investments
Question 11.10 : I have a strong sense of loyalty to my FA

.443
.532

.585

Question 11.11 : I expect to continue my relationship for a long
time

.716

Question 11.12 : The continuation of my relationship is virtually
automatic

.591

Question 11.13 : I am very committed to my relationship with
my FA
Question 11.14r : I am continually on the lookout for another FA

.495

.628

.404

.640

Question 11.15 : If asked for names, I would happily supply
them to my FA
Question 11.16 : If asked, I would recommend my FA

.434

.504

.457

.702

Question 11.17 : I say positive things about my FA to other
people

.835

Question 11.18 : I encourage others to do business with my FA

.762

Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 7 iterations.
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A review of the third factor (4 items – Q11.15, Q11.16, Q11.17 and Q11.18) suggests that it
is measuring referral and recommendation propensity and not relationship commitment. As a
result, the four items associated with the third factor were removed and the EFA was run
again. The resultant rotated component matrix is shown in Table A5.1.16(b).
Table A5.1.16(b): Relationship Commitment Without Q11.6r, Q11.15, Q11.16, Q11.17
& Q11.18: Rotated Component Matrix
Factors

1

2

Question 11.1 : I want to remain a customer because I enjoy our
relationship

.730

.448

Question 11.2 : It is pleasant working with my FA – major
reason to stay

.846

Question 11.3 : My positive feelings towards my FA – major
reason to stay

.784

Question 11.4 : Our relationship has a great deal of personal
meaning

.789

3

Question 11.5r : If another FA offered me a better deal, I would
consider taking them on, even if it meant dropping my current
FA
Question 11.7 : I would continue with my FA if his charges
increase

.787

Question 11.8 : I would pay more than competitors charges

.683

Question 11.9r : I intend to take some of my business to
competitor that offers better returns on my investments
Question 11.10 : I have a strong sense of loyalty to my FA

.406
.569

.591

Question 11.11 : I expect to continue my relationship for a long
time

.742

Question 11.12 : The continuation of my relationship is virtually
automatic

.591

Question 11.13 : I am very committed to my relationship with
my FA
Question 11.14r : I am continually on the lookout for another FA

.541

.670

.404

.646

Extraction Method: Maximum Likelihood.
Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 5 iterations.
Inspection of the Table A5.1.16(b) suggests that item Q11.5r might be suspect due to low
cross loadings (F1 = .362 & F2 = .385) and Q11.9r might also be suspect due to a low factor
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loading (.406), some low inter-item correlations (3 out of 11 <.3) and a low communalities
extracted (.244). As a result, these two items were removed and the EFA was run again. An
inspection of the resultant rotated component matrix suggests that Q11.7 (.458) and Q11.8
(.497) might be suspect due to a low factor loadings. Additionally the evidence indicates that
Q11.7 had some low inter-item correlations (3 out of 10 <.3 and another 3/10 correlations
were marginal) and a low “communalities extracted” (.250). Q11.8 was only marginally
better than Q11.7. These two items were removed and the EFA was rerun. The resultant
rotated component matrix is shown in Table A5.1.16(c).
Table A5.1.16(c): Final Relationship Commitment Rotated Component Matrix
Factors

1

Question 11.1 : I want to remain a customer because I enjoy
our relationship

.889

Question 11.2 : It is pleasant working with my FA – major
reason to stay

.853

Question 11.3 : My positive feelings towards my FA – major
reason to stay

.844

Question 11.4 : Our relationship has a great deal of personal
meaning

.806

Question 11.10 : I have a strong sense of loyalty to my FA

.867

Question 11.11 : I expect to continue my relationship for a
long time

.814

Question 11.12 : The continuation of my relationship is
virtually automatic

.604

Question 11.13 : I am very committed to my relationship with
my FA

.873

Question 11.14r : I am continually on the lookout for another
FA

.563

Extraction Method: Maximum Likelihood. Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 4 iterations.

No further refinements of the EFA were undertaken as a single factor solution was evident.
This factor and its measurement items became the basis for the CFA.
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Appendix 5.2: Internal Consistency Reliability Analysis
A5.2 Internal Consistency Reliability Analysis and Results

The internal consistency reliability by examining the Cronbach’s alpha for the scale, the
corrected item-total correlations and impact on alpha if that item was deleted results are
provided in table form for all sub-constructs and constructs. All the Cronbach’s alphas were
well above the threshold values, indicating that the measurement scales were reliable.
A5.2.1 ICE Internal Consistency Reliability Assessments

The results for each of the three ICE sub-construct measures – Communication Style,
Information Provision and Social Dialogue are summarised in Table A5.2.1.
Table A5.2.1: Internal Reliability Assessments for ICE Sub-Constructs
Factor 1: Communication Style
Cronbach’s alpha = 0.9470

Corrected
Item-Total
Correlation

Alpha if
Item
Deleted

Question 5.11: Uses terms and language I can understand

.7043

.9448

Question 5.12: Supplies me with credible information

.7631

.9421

Question 5.15: Explains concepts in a way I can understand

.8149

.9398

Question 5.16: Does not hesitate to explain Pros and Cons

.8030

.9404

Question 5.17: Listens to my needs

.8134

.9398

Question 5.18: Can be expected to keep confidential my info.

.6679

.9461

Question 5.19: Enthusiastic when communicating with me

.7714

.9417

Question 5.20: Allows me to get my ideas across

.8299

.9392

Question 5.21: We have honest communications

.8175

.9398

Question 5.27: Makes me feel comfortable talking with him

.7959

.9407

Corrected
Item-Total
Correlation

Alpha if
Item
Deleted

Question 5.1: Keeps me well informed about my investments

.7255

.9225

Question 5.3: Never hesitates to give me information

.7113

.9232

Question 5.5: Contacts me to keep abreast of changes

.6570

.9260

Question 5.6: Teaches me basics of financial planning and
invest.

.6750

.9251

Question 5.7 : Relationship like an open book

.7376

.9219

Question 5.8: Welcomes my suggestions

.6832

.9246

Question 5.9: Provides a lot of feedback (positive & negative)

.8293

.9170

Factor 2: Information Provision
Cronbach’s alpha = 0.9297
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Question 5.10: Usually provides timely information about
changes

.7732

.9199

Question 5.13: Supplies me with investment useful
information

.7318

.9225

Question 5.14: Lets me know about unexpected problems

.7368

.9219

Corrected
Item-Total
Correlation

Alpha if
Item
Deleted

Question 5.22: Information takes place informally

.6877

.9303

Question 5.23: Sometimes talk about topics of a social nature

.7768

.9183

Question 5.24: Have a lot of 2 way communication

.7991

.9152

Question 5.25: We have enjoyable conversations

.8478

.9092

Question 5.26: We really click

.8475

.9092

Question 5.29: Gives me a sense of closeness

.8121

.9136

Factor 3: Social Dialogue
Cronbach’s alpha = 0.9290

A5.2.2 Trust Internal Consistency Reliability Assessments

The internal consistency reliability results for each of the two trust sub-construct measures –
Credibility Trust and Benevolence Trust are summarised in Table A5.2.2.
Table A5.2.2: Internal Reliability Assessments for Trust Sub-Constructs
Factor 1: Credibility Trust
Cronbach’s alpha = 0.9057

Corrected
Item-Total
Correlation

Alpha if
Item Deleted

Question 8.1: Has appropriate professional qualifications.

.8491

.8334

Question 8.2: Is properly accredited.

.8277

.8555

Question 8.3: Keeps his knowledge up to date.

.7691

.9073

Question 8.8: Is like a friend.

.8558

.9064

Question 8.9: Cares about me.

.8798

.8866

Question 8.10: Has often gone out of his way to help me.

.8475

.9107

Factor 2: Benevolence Trust
Cronbach’s alpha = 0.9318

A5.2.3 Service Quality Internal Consistency Reliability Assessments

The internal consistency reliability results for each of the two service quality sub-construct
measures – Process Quality and Outcome Quality are summarised in Table A5.2.3.
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Table A5.2.3: Internal Reliability Assessments for Service Quality Sub-Constructs
Factor 1: Process Quality
Cronbach’s alpha = 0.9613

Corrected
Item-Total
Correlation

Alpha if
Item
Deleted

Q6a.1: Shows a genuine interest in my personal circumstance

.7784

.9589

Q6a.2: Provides me with a courteous service.

.7918

.9587

Q6a.3: Provides me with friendly service.

.8588

.9566

Q6a.4: Responds promptly to my requests or queries.

.8055

.9579

Q6a.5: Takes the time to understand my needs and goals.

.8587

.9561

Q6a.6: Is easy to access when I need to see him/her.

.7574

.9597

Q6a.7: Typically presents me with information in a form that I
am satisfied with.

.8314

.9570

Q6a.8: Is prepared to “go the extra mile” when necessary to
ensure I am satisfied.

.8609

.9561

Q6a.9: Displays high integrity at all times.

.8144

.9577

Q6a.10: We have a good working relationship.

.8954

.9548

Q6a.12: Is supported by good office staff and systems.

.7513

.9596

Q6b.1 : Has performed well in investing my money in
appropriate investment options which suit my risk
attitude.

.8766

.9477

Q6b.2: Has, taking all things into consideration, performed
well in managing my investments.

.8849

.9469

Q6b.3: Has helped me to protect my current position by
recommending the best possible investment option(s).

.8795

.9471

Q6b.4: Has provided a short-term return which was within my
expectations.

.7838

.9587

Q6b.5: Has provided a long-term return which was within my
expectations.

.8712

.9481

Q6b.6: Has performed well in providing a good return on my
investments.

.9052

.9442

Factor 2: Outcome Quality
Cronbach’s alpha = 0.9570

A5.2.4 Relationship Commitment Internal Consistency Reliability Assessments

The internal consistency reliability results for the Relationship Commitment construct
measurement scale are summarised in Table A5.2.3.
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Table A5.2.3: Internal Reliability Assessments for Relationship Commitment Construct
Relationship Commitment
Cronbach’s alpha = 0.9371

Corrected
Item-Total
Correlation

Alpha if Item
Deleted

Q11.1: I want to remain a customer of this financial
adviser because I genuinely enjoy my relationship
with him/her.

.8448

.9248

Q11.2: It is pleasant working with my financial adviser;
that is a major reason why I continue the
relationship.

.8008

.9277

Q11.3: My positive feelings towards my financial adviser
are a major reason why I continue working with
him/her..

.7978

.9278

Q11.4: My relationship with my financial adviser has a
great deal of personal meaning.

.7545

.9302

Q11.10: I have a strong sense of loyalty to my financial
adviser.

.8433

.9249

Q11.11: I expect my relationship with my financial
adviser to continue for a long time.

.8115

.9269

Q11.12: The continuation of my relationship with my
financial adviser is virtually automatic.

.6010

.9396

Q11.13: I am very committed to my relationship with my
financial adviser.

.8588

.9239

Q11.14r: I am continually on the lookout for another
financial adviser.

.5615

.9410
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Appendix 5.3: Confirmatory Factor Analysis (CFA)
A5.3.1 Confirmatory Factor Analysis: Interpersonal Communications Effectiveness
(ICE)

As indicated in the earlier EFA section for the ICE construct, ICE was made up of three
factors which are treated as sub-constructs: Communication Style, Information Provision and
Social Dialogue for modelling purposes. The CFA analysis process for Communication Style
is described in detail.

A similar confirmatory factor analysis refinement process was

undertaken for all the other sub-constructs. For simplicity of reporting, only the initial model
and the final model are reported for the other sub-constructs. Details of the intermediary
steps are available on request from the author.
The final one-factor congeneric CFA measurement models for each of these sub-constructs
formed the basis for the development of their single-item composite variables.
A5.3.1.1 Communication Style Factor

The starting point for the CFA of the Communication Style sub-construct was the resultant
EFA items for the factor discussed earlier and indicated below.
Table A5.3.1 – Communication Style: Resultant EFA Items
Factor 1 : Communication Style

Factor Loading

Question 5.11 : Uses terms and language I can understand

.615

Question 5.12 : Supplies me with credible information

.603

Question 5.15 : Explains concepts in a way I can understand

.685

Question 5.16 : Does not hesitate to explain Pros and Cons

.681

Question 5.17 : Listens to my needs

.679

Question 5.18 : Can be expected to keep confidential my info.

.662

Question 5.19 : Enthusiastic when communicating with me

.668

Question 5.20 : Allows me to get my ideas across

.699

Question 5.21 : We have honest communications

.701

Question 5.27 : Makes me feel comfortable talking with him

.595

These measurement items were the basis for the initial structural measurement model:
“Communication Style Model 1” depicted as Figure A5.3.1.
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Figure A5.3.1 - Communications Style Model 1

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.2 – Comm. Style Model 1 Standardised Regression Weights (SRW)
Q5.11

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

.714

.770

.830

.828

.842

.690

Q5.19

Q5.20

Q5.21

Q5.27

.800

.862

.845

.827

( ≥ 0.5)

Table A5.3.3 – Comm. Style Model 1 Standardised Errors (SE)
CE1 – e11

.048
CE1 – e19

.033

CE1 – e12

.036
CE1 – e20

.025

CE1 – e15

.036
CE1 – e21

.026

CE1 – e16

CE1 – e17

.037

CE1 – e18

.031

.033

CE1 – e27

.035

(2xSE < SRW)

Table A5.3.4 – Comm. Style Model 1 Critical Ratios (CR)
Q5.11

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

12.048

11.775

11.277

11.298

11.131

12.136
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Q5.19

Q5.20

Q5.21

Q5.27

11.567

10.834

11.088

11.311

( ≥ ± 1.96 for 0.05 sig. level)

Table A5.3.5 – Comm. Style Model 1 Standardised Residuals (SR)
Q5.11 Q5.12 Q5.15 Q5.16 Q5.17 Q5.18 Q5.19 Q5.20 Q5.21 Q5.27
Q5.11

.000

Q5.12

2.896

.000

Q5.15

2.125

1.581

.000

Q5.16

-.279

.327

1.050

.000

Q5.17

-.523

-.247

.157

.906

.000

Q5.18

-.157

-.208

-1.708 -.702

-.054

.000

Q5.19

-.861

-.856

-.831

-.532

-.757

1.452

.000

Q5.20

-.868

-.515

-.218

-.605

.070

.016

1.047

.000

Q5.21

-.564

-.822

-.773

-.590

-.144

1.304

.331

.597

.000

Q5.27

-.800

-.796

-.811

.076

.115

.026

.865

.016

.751

(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Table A5.3.6 – Comm. Style Model 1 Squared Multiple Correlations (SMC)
Q5.11

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

.511

.594

.689

.686

.709

.476

Q5.19

Q5.20

Q5.21

Q5.27

.640

.743

.715

.684

( ≥ 0.5)

Table A5.3.7 – Comm. Style Model 1 Modification Indices (MI / Par Change)

q5.11 -> q5.12

q5.12 -> q5.11

q5.11 -> q5.15

28.940 / .186

23.517 / .206

22.016 / .161

Table A5.3.8 – Comm. Style Model 1 Summary CFA Fit Statistics

Chisquare
(2)

317.2

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Mean-square
Error of
Approximation
(RMSEA)
(< 0.05)

35

9.062

0.000

0.059

0.158

.000
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Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.816

0.711

0.867

0.897

Analysis (using the criteria given in Chapter 4) of the AMOS output indicated that the model
fit is poor. A logical review of the items from the original EFA suggests that item Q5.27
“Makes me feel comfortable talking with him” is not really tapping the construct of
Communication Style. It was initially retained as it had an EFA factor loading that was
considered to be acceptable; however it was the lowest of all the factor loadings. As a result
of this review it was dropped from set of the measurement items for Communication Style.
The CFA Communication Style Model 1was revised by deleting Q5.27 and is depicted in
Figure A5.3.2 as Communication Style Model 2.

Figure A5.3.2 - Communications Style Model 2

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
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Table A5.3.9 – Comm. Style Model 2 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.11

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

.729

.785

.846

.830

.841

.684

Q5.19

Q5.20

Q5.21

.785

.858

.831

Table A5.3.10 – Comm. Style Model 2 Standardised Errors (SE)
(2xSE < SRW)

CE1 – e11

.047

CE1 – e12

CE1 – e15

.035

CE1 – e19

.036

CE1 – e16

.035

CE1 – e20

CE1 – e17

.037

CE1 – e18

.032

.034

CE1 – e21

.027

.029

Table A5.3.11 – Comm. Style Model 2 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q5.11

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

11.727

11.358

10.553

10.963

10.896

11.992

Q5.19

Q5.20

Q5.21

11.369

10.437

10.875

Table A5.3.12 – Comm. Style Model 2 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.11 Q5.12 Q5.15 Q5.16 Q5.17 Q5.18 Q5.19 Q5.20 Q5.21
Q5.11

.000

Q5.12

2.524

.000

Q5.15

1.741

1.197

.000

Q5.16

-.484

.122

.831

.000

Q5.17

-.694

-.414

-.018

.904

.000

Q5.18

-.255

-.309

-1.798

-.649

-.035

.000

Q5.19

-.879

-.861

-.834

-.372

-.560

1.690

.000

Q5.20 -1.010

-.650

-.360

-.573

.143

.137

1.293

.000

-.597

-.841

-.791

-.440

.048

1.538

.687

.833

Q5.21

.000
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Table A5.3.13 – Comm. Style Model 2 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.11

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

.532

.616

.715

.689

.707

.468

Q5.19

Q5.20

Q5.21

.617

.735

.691

Table A5.3.14 – Comm. Style Model 2 Modification Indices (MI / Par Change)

q5.11 -> q5.12

q5.12 -> q5.11

q5.18 -> q5.15

q5.11 -> q5.15

24.163 / .167

19.259 / .183

17.570 / -.174

17.024 / .138

Table A5.3.15 – Comm. Style Model 2 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.000

0.059

0.170

(>1 : <2)
278.8

27

10.325

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.818

0.697

0.858

0.894

Analysis of this model’s AMOS output indicates that the model fit is poor.

Further

investigation to determine the cause of the poor model fit suggests that Q5.11 may be suspect
as its standardised residual covariance with Q5.12 is higher than 1.96. Further support comes
from it having the second lowest standardised regression weight and square multiple
correlations and the highest standardised error and second highest critical ratio. The top two
highest modification indices also suggest that the model would be improved by the removal
of Q5.11. The CFA model was revised by deleting item Q5.11 and rerun.
The CFA Communication Style Model 2 was revised by deleting Q5.11 and is depicted in
Figure A5.3.3 as Communication Style Model 3.
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Figure A5.3.3 - Communication Style Model 3

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.16 – Comm. Style Model 3 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.761

.826

.829

.846

.691

.796

.870

.840

Table A5.3.17 – Comm. Style Model 3 Standardised Errors (SE)
(2xSE < SRW)

CE1 – e12

CE1 – e15

.038
CE1 – e20

.038

CE1 – e16

CE1 – e17

.038

.032

CE1 – e18

.033

CE1 – e19

.035

CE1 – e21

.026

.028

Table A5.3.18 – Comm. Style Model 3 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

11.544

10.803

10.758

10.669

11.938

11.318

10.500

10.796
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Table A5.3.19 – Comm. Style Model 3 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.12 Q5.15 Q5.16 Q5.17 Q5.18 Q5.19 Q5.20 Q5.21
Q5.12

.000

Q5.15

1.766

.000

Q5.16

.440

1.094

.000

Q5.17

-.164

.169

.847

.000

Q5.18

-.120

-1.671

-.723

-.104

.000

Q5.19

-.698

-.736

-.501

-.757

1.482

.000

Q5.20

-.482

-.260

-.714

-.076

-.081

.994

.000

Q5.21

-.643

-.659

-.543

-.128

1.349

.436

.559

.000

Table A5.3.20 – Comm. Style Model 3 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.12

Q5.15

Q5.16

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.579

.682

.688

.715

.477

.634

.757

.706

Table A5.3.21 – Comm. Style Model 3 Modification Indices (MI / Par Change)

q5.12 -> q5.15

q5.18 -> q5.15

q5.15 -> q5.12

15.585 / .147

13.266 / -.159

11.203 / .113

Table A5.3.22 – Comm. Style Model 3 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

20

8.992

0.000

0.050

0.157

179.8

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.865

0.757

0.891

0.922

Analysis of this model’s AMOS output indicates that the model fit is an improvement on the
previous model; however it is still a poor model. Further investigation to determine the cause
of poor model fit suggests that Q5.15 may be suspect as its standardised residual covariance
with Q5.12 is high but just less than 1.96. Further support comes from it having the highest
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standardised error and third highest critical ratio. The top three highest modification indices
also suggest that the model would be improved by the removal of Q5.15. The CFA model
was revised by deleting item Q5.15 and rerun.
The CFA Communication Style Model 3 was revised by deleting Q5.15 and is depicted in
Figure A5.3.4 as Communication Style Model 4.

Figure A5.3.4 - Communication Style Model 4

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.23 – Comm. Style Model 4 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.12

Q5.16

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.730

.803

.836

.717

.813

.880

.857

Table A5.3.24 – Comm. Style Model 4 Standardised Errors (SE)
(2xSE < SRW)

CE1 – e12

.042

CE1 – e16

.043

CE1 – e17

CE1 – e18

CE1 – e19

CE1 – e20

CE1 – e21

.034

.031

.033

.025

.026

Table A5.3.25 – Comm. Style Model 4 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q5.12

Q5.16

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

11.671

10.901

10.471

11.739

10.870

9.564

10.206
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Table A5.3.26 – Comm. Style Model 4 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.12 Q5.16 Q5.17 Q5.18 Q5.19 Q5.20 Q5.21
Q5.12

.000

Q5.16

1.138

.000

Q5.17

.340

1.305

.000

Q5.18

-.089

-.771

-.338

.000

Q5.19

-.515

-.395

-.849

.948

.000

Q5.20

-.187

-.498

-.067

-.531

.656

.000

Q5.21

-.434

-.413

-.205

.814

.027

.236

.000

Table A5.3.27 – Comm. Style Model 4 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.12

Q5.16

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.533

.645

.699

.514

.662

.774

.734

Table A5.3.28 – Comm. Style Model 4 Modification Indices (MI)

q5.16 -> q5.17

q5.17 -> q5.16

q5.12 -> q5.16

9.659 / .098

7.894 / .104

5.559 / -.093

Table A5.3.29 – Comm. Style Model 4 Summary CFA Fit Statistics

Chisquare
(2)

Degree of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.000

0.039

0.131

(>1 : <2)
91.6

14

6.543

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.924

0.848

0.929

0.953

Analysis of this model’s AMOS output indicates that the model fit is an improvement on the
previous model; however it is still a poor model. Further investigation to determine the cause
of poor model fit suggests that Q5.16 may be suspect as it’s standardised residual covariances
with Q5.17 and Q5.12 being highest values; however they are less than 1.96. Further support
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comes from it having the third lowest standardised regression weight and square multiple
correlation and the highest standardised error and third highest critical ratio. The top three
highest modification indices also suggest that the model would be improved by the removal
of Q5.16. The CFA model was revised by deleting item Q5.16 and rerun.
The CFA Communication Style Model 4 was revised by deleting Q5.16 and is depicted in
Figure A5.3.5 as Communication Style Model 5.

Figure A5.3.5 - Communication Style Model 5

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.30 – Comm. Style Model 5 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.12

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.710

.810

.727

.823

.891

.865

Table A5.3.31 – Comm. Style Model 5 Standardised Errors (SE)
(2xSE < SRW)

CE1 – e12

.044

CE1 – e17

.038

CE1 – e18

.031

CE1 – e19

.032

CE1 – e20

.025

CE1 – e21

.026
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Table A5.3.32 – Comm. Style Model 5 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q5.12

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

11.694

10.778

11.513

10.559

8.749

9.670

Table A5.3.33 – Comm. Style Model 5 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.12 Q5.17 Q5.18 Q5.19 Q5.20 Q5.21
Q5.12

.000

Q5.17

.895

.000

Q5.18

.024

-.169

.000

Q5.19

-.280

-.654

.705

.000

Q5.20

-.052

.133

-.787

.381

.000

Q5.21

-.268

.029

.589

-.199

-.015

.000

Table A5.3.34 – Comm. Style Model 5 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.12

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.505

.656

.528

.678

.794

.748

Table A5.3.35 – Comm. Style Model 5 Modification Indices (MI)

Q5.18 -> Q5.20

e18 <-> e20

5.906 / -.085

13.171 / -.068

Table A5.3.36 – Comm. Style Model 5 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.000

0.026

0.101

(>1 : <2)
38.54

9

4.282

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.964

0.916

0.962

0.977
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Analysis of this model’s AMOS output indicates that the model fit is an improvement on the
previous model; however it is still a poor model. Further investigation to determine the cause
of poor model fit suggests that Q5.12 may be suspect as it’s standardised residual covariance
being the highest value; however it was less than 1.96. Further support comes from it having
the lowest standardised regression weight and lowest square multiple correlation at .505
barely being above the threshold of .5. This item also had the highest standardised error and
highest critical ratio. The CFA model was revised by deleting item Q5.12 and rerun.
The CFA Communication Style Model 5 was revised by deleting Q5.12 and is depicted in
Figure A5.3.6 as Communication Style Model 6.

Figure A5.3.6 - Communication Style Model 6

This CFA model was run and the following section gives the parameter estimates and the
model fit results.
Table A5.3.37 – Comm. Style Model 6 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.799

.727

.828

.892

.868

Table A5.3.38 – Comm. Style Model 6 Standardised Errors (SE)
(2xSE < SRW)

CE1 – e17

.040

CE1 – e18

.031

CE1 – e19

.033

CE1 – e20

.026

CE1 – e21

.027
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Table A5.3.39 – Comm. Style Model 6 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

10.792

11.381

10.268

8.327

9.215

Table A5.3.40 – Comm. Style Model 6 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.17 Q5.18 Q5.19 Q5.20 Q5.21
Q5.17

.000

Q5.18

-.055

.000

Q5.19

-.584

.646

.000

Q5.20

.265

-.795

.313

.000

Q5.21

.123

.547

-.301

-.064

.000

Table A5.3.41 – Comm. Style Model 6 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.639

.529

.686

.795

.754

Table A5.3.42 – Comm. Style Model 6 Modification Indices (MI)

Q5.18 -> Q5.20

e18 <-> e20

6.251 / -.089

13.953 / -.071

Table A5.3.43 – Comm. Style Model 6 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

5

5.905

0.000

0.023

0.123

29.53

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.968

0.903

0.956

0.978

Analysis of the AMOS output indicates that the model fit is still poor. The modification
indices suggest that error terms e18 and e20 be covaried. The CFA Communication Style
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Model 6 was revised by covarying the error terms e18 and e20 and rerun. This new model is
depicted in Figure A5.3.7 - Communication Style Final Model.

Figure A5.3.7 – Communication Style Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.44 – Comm. Style Final Model Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.787

.769

.826

.915

.853

Table A5.2.45 – Comm. Style Final Model Standardised Errors (SE)
(2xSE < SRW)

CE1 – e17

.040

CE1 – e18

.030

CE1 – e19

.031

CE1 – e20

.026

CE1 – e21

.027

Table A5.3.46 – Comm. Style Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

11.243

10.299

10.983

6.672

9.947
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Table A5.3.47 – Comm. Style Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.17 Q5.18 Q5.19 Q5.20 Q5.21
Q5.17

.000

Q5.18

-.428

.000

Q5.19

-.409

.137

.000

Q5.20

.156

.000

.068

.000

Q5.21

.453

.164

-.093

-.155

.000

Table A5.3.48 – Comm. Style Final Model Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.17

Q5.18

Q5.19

Q5.20

Q5.21

.620

.591

.682

.837

.728

There were no suggested modifications in the modification indices output.
Table A5.3.49 – Comm. Style Final Model Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

4

2.070

0.082

0.015

0.057

8.28

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.990

0.962

0.990

0.996

This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels. This final one-factor congeneric model for Communication
Style was used for the preparation of the single-item composite variable “comstyl”.
A5.3.1.2 Information Provision Factor

A similar confirmatory factor analysis refinement process to that described in detail for
Communication Style was undertaken for Information Provision. For simplicity of reporting,
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only the initial model and the final model are reported here. Details of the intermediary steps
are available on request from the author.
The starting point for the CFA of the Information Provision sub-construct was the resultant
EFA items for the factor discussed earlier and indicated below.
Table A5.3.50 – Information Provision: Resultant EFA Items
Factor 2 : Information Provision

Question 5.1 : Keeps me well informed about my investments

.701

Question 5.3 : Never hesitates to give me information

.590

Question 5.5 : Contacts me to keep abreast of changes

.597

Question 5.6 : Teaches me basics of financial planning and invest.

.620

Question 5.7 : Relationship like an open book

.609

Question 5.8 : Welcomes my suggestions

.552

Question 5.9 : Provides a lot of feedback (positive & negative)

.754

Question 5.10 : Usually provides timely information about changes

.764

Question 5.13 : Supplies me with investment useful information

.553

Question 5.14 : Lets me know about unexpected problems

.614

These measurement items were the basis for the initial structural measurement model:
“Information Provision Model 1” depicted as Figure A5.3.8.
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Figure A5.3.8 - Information Provision Model 1

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.51 – Info. Provision Model 1 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.1

Q5.3

Q5.5

Q5.6

Q5.7

Q5.8

.753

.739

.682

.699

.767

.721

Q5.9

Q5.10

Q5.13

Q5.14

.866

.805

.758

.767

Table A5.3.52 – Info. Provision Model 1 Standardised Errors (SE)
(2xSE < SRW)

CE2 – e1

CE2 – e3

CE2 – e5

CE2 – e6

CE2 – e7

CE2 – e8

.062

.058

.070

.070

.066

.053

CE2 – e9

CE2 – e10

CE2 – e13

CE2 – e14

.039

.051

.045

.059
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Table A5.3.53 – Info. Provision Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

CE2 – e1

CE2 – e3

CE2 – e5

CE2 – e6

CE2 – e7

CE2 – e8

11.572

11.665

11.960

11.882

11.465

11.769

CE2 – e9

CE2 – e10

CE2 – e13

CE2 – e14

10.053

11.099

11.531

11.458

Table A5.3.54 – Info. Provision Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.14

Q5.1

Q5.3

Q5.5

Q5.6

Q5.7

Q5.8

Q5.9

Q5.10 Q5.13

Q5.14

.000

Q5.1

.686

.000

Q5.3

.282

1.191

.000

Q5.5

.153

1.045

-.489

.000

Q5.6

-.966

-.521

-.388

.286

.000

Q5.7

-.279

-1.540

-.855

.144

1.992

.000

Q5.8

-.224

-1.345

.257

-2.042

.383

1.147

.000

Q5.9

-.222

-.437

-.327

-.377

.101

.601

.707

.000

Q5.10

-.259

.941

-.238

1.089

-.328

-.684

-.667

.132

.000

Q5.13

.290

.254

.831

-.049

-.509

-.319

.689

-.249

-.480

Table A5.3.55 – Info. Provision Model 1 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.1

Q5.3

Q5.5

Q5.6

Q5.7

Q5.8

.566

.546

.465

.489

.588

.520

Q5.9

Q5.10

Q5.13

Q5.14

.751

.647

.575

.589

Table A5.3.56 – Info. Provision Model 1 Modification Indices (MI / Par Change)

q5.6 -> q5.7

q5.5 -> q5.8

q5.7 -> q5.6

13.653 / .147

11.608 / -.124

10.662 / .126

Table A5.3.57 – Info. Provision Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.000

0.069

0.104

(>1 : <2)
157.1

35

4.487

.000
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Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.902

0.846

0.923

0.940

Analysis (using the criteria given in Chapter 4) of the AMOS output indicated that the model
fit is poor. A logical review of the items from the original EFA suggests that item Q5.8
“Welcomes my suggestions” and item Q5.7 “Relationship is like an open book” are not really
tapping the construct of Information Provision. The items were initially retained as they had
EFA factor loadings that were considered to be acceptable. As a result of this review they
were dropped from set of the measurement items for Information Provision. The revised
CFA model (without Q5.8 & Q5.7) was rerun.
Analysis of the AMOS output indicates that the revised model is approaching reasonable fit.
Further investigation to determine the cause of poor model fit suggests that Q5.6 may be
suspect as its standardised residual covariance with Q5.9 being the highest value; however it
was less than 1.96.

Further support for its removal comes from it having the lowest

standardised regression weight and square multiple correlations and the highest standardised
error and highest critical ratio. This suggests that the model would be improved by the
removal of Q5.6. As a result of this review it was dropped from set of the measurement items
for Information Provision. The revised CFA model (without Q5.6) was rerun.
Analysis of the AMOS output indicates that the model might be further improved. Further
investigation suggests that Q5.5 may be suspect as its standardised residual covariance with
Q5.3 being the highest value; however it was less than 1.96. Further support comes from it
having the lowest standardised regression weight and square multiple correlations (0.487
which below 0.50 – i.e. it explained less than 50% of the variance) and the highest
standardised error and highest critical ratio. These results suggest that the model would be
improved by the removal of Q5.5. As a result of this review it was dropped from set of the
measurement items for Information Provision. The revised CFA model (without Q5.5) was
rerun.
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Analysis of the AMOS output indicates that the model fit is good. However because the
model is close to being acceptable an investigation of error covariance modification indices
suggests that covarying the errors e1 and e9 would improve the model. As a result of this
review the errors e1 and e9 were covaried and the revised CFA model was rerun. This new
model is depicted in Figure A5.3.9 – Information Provision Final Model.

Figure A5.3.9 - Information Provision Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.58 – Info. Provision Final Model Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.1

Q5.3

Q5.9

Q5.10

Q5.13

Q5.14

.813

.753

.849

.811

.750

.775

Table A5.3.59 – Info. Provision Final Model Standardised Errors (SE)
(2xSE < SRW)

CE2 – e1

CE2 – e3

CE2 – e9

CE2 – e10

CE2 – e13

CE2 – e14

.059

.058

.050

.053

.047

.060

Table A5.3.60 – Info. Provision Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

CE2 – e1

CE2 – e3

CE2 – e9

CE2 – e10

CE2 – e13

CE2 – e14

9.519

11.233

8.773

10.463

11.262

10.994
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Table A5.3.61 – Info. Provision Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.14
Q5.14 .000
Q5.1 -.119
.031
Q5.3
Q5.9 -.110
Q5.10 .096
Q5.13 .308

Q5.1

Q5.3

Q5.9

Q5.10 Q5.13

.000
.309
.000
.117
-.343

.000
-.307
-.480
.766

.000
.265
.062

.000
-.447

.000

Table A5.3.62 – Info. Provision Final Model Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.1

Q5.3

Q5.9

Q5.10

Q5.13

Q5.14

.660

.566

.720

.657

.562

.600

There were no suggested modifications in the modification indices output.
Table A5.3.63 – Info. Provision Final Model Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.103

0.025

0.045

(>1 : <2)
13.28

8

1.660

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.986

0.964

0.991

0.995

This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels.

This final one-factor congeneric model for Information

Provision was used for the preparation of the single-item composite variable “infoprov”.
A5.3.1.3 Social Dialogue Factor

A similar confirmatory factor analysis refinement process to that described in detail for
Communication Style was undertaken for Social Dialogue. For simplicity of reporting, only
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the initial model and the final model are reported here. Details of the intermediary steps are
available on request from the author.
The starting point for the CFA of the Social Dialogue sub-construct was the resultant EFA
items for the factor discussed earlier and indicated below.
Table A5.3.64 – Social Dialogue: Resultant EFA Items
Factor 3 : Social Dialogue

Question 5.22 : Information takes place informally

.615

Question 5.23 : Sometimes talk about topics of a social nature

.748

Question 5.24 : Have a lot of 2 way communication

.691

Question 5.25 : We have enjoyable conversations

.792

Question 5.26 : We really click

.775

Question 5.29 : Gives me a sense of closeness

.695

These measurement items were the basis for the initial structural measurement model:
“Social Dialogue Model 1” depicted as Figure A5.3.10.

Figure A5.3.10 - Social Dialogue Model 1

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.65 – Social Dialogue Model 1 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.22

Q5.23

Q5.24

Q5.25

Q5.26

.693

.800

.814

.918

.893

122
Table A5.3.66 – Social Dialogue Model 1 Standardised Errors (SE)
(2xSE < SRW)

CE3 – e22

CE3 – e23

CE3 – e24

CE3 – e25

CE3 – e26

.074

.054

.048

.029

.032

Table A5.3.67 – Social Dialogue Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

CE3 – e22

CE3 – e23

CE3 – e24

CE3 – e25

CE3 – e26

11.872

11.053

10.877

7.530

8.853

Table A5.3.68 – Social Dialogue Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.22 Q5.23 Q5.24 Q5.25 Q5.26
Q5.22

.000

Q5.23

1.193

.000

Q5.24

1.202

-.032

.000

Q5.25

-.581

-.004

-.160

.000

Q5.26

-.448

-.313

-.107

.248

.000

Table A5.3.69 – Social Dialogue Model 1 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.22

Q5.23

Q5.24

Q5.25

Q5.26

.480

.640

.662

.843

.797

Table A5.3.70 – Social Dialogue Model 1 Modification Indices (MI / Par Change)

Q5.22 -> Q5.24

Q5.22 -> Q5.23

6.479 / .085

5.867 / .085

Table A5.3.71 – Social Dialogue Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.000

0.051

0.135

(>1 : <2)
34.58

5

6.916
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Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.958

0.874

0.949

0.975

Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that Q5.22 may be suspect as its standardised
residual covariance with Q5.24 being the highest value; however it was less than 1.96.
Further support comes from it having the lowest standardised regression weight and square
multiple correlations (0.480 which below 0.50 – i.e. it explained less than 50% of the
variance) and the highest standardised error and highest critical ratio. These results suggest
that the model would be improved by the removal of Q5.22. As a result of this review it was
dropped from set of the measurement items for Information Provision. The revised CFA
model (without Q5.22) was rerun. This new model is depicted in Figure A5.3.11 – Social
Dialogue Final Model.

Figure A5.3.11 - Social Dialogue Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.72 – Social Dialogue Final Model Standardised Regression Weights (SRW)
( ≥ 0.5)

Q5.23

Q5.24

Q5.25

Q5.26

.787

.799

.931

.897
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Table A5.3.73 – Social Dialogue Final Model Standardised Errors (SE)
(2xSE < SRW)

CE3 – e23

CE3 – e24

CE3 – e25

CE3 – e26

.057

.051

.030

.033

Table A5.3.74 – Social Dialogue Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

CE3 – e23

CE3 – e24

CE3 – e25

CE3 – e26

11.175

11.035

6.288

8.389

Table A5.3.75 – Social Dialogue Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q5.23 Q5.24 Q5.25 Q5.26
Q5.23

.000

Q5.24

.308

.000

Q5.25

.027

-.112

.000

Q5.26

-.185

.039

.040

.000

Table A5.3.76 – Social Dialogue Final Model Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q5.23

Q5.24

Q5.25

Q5.26

.619

.638

.867

.804

There were no suggested modifications in the modification indices output.
Table A5.3.77 – Social Dialogue Final Model Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.325

0.013

0.020

(>1 : <2)
2.251

2

1.125

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.997

0.983

0.999

1.000
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This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels. This final one-factor congeneric model for Social Dialogue
was used for the preparation of the single-item composite variable “socdialog”.
A5.3.2 Confirmatory Factor Analysis: Trust

As indicated in the earlier EFA section for Trust, the Trust construct was made up of two
factors which are treated as sub-constructs: Credibility Trust and Benevolence Trust for
modelling purposes.
A similar confirmatory factor analysis refinement process to that described in detail for
Communication Style was undertaken for the Trust sub-constructs.

For simplicity of

reporting, only the initial model and the final model are reported. Details of the intermediary
steps are available on request from the author.
A5.3.2.1 Credibility Trust Factor

The starting point for the CFA of the Credibility Trust sub-construct was the resultant EFA
items for the factor discussed earlier and indicated below.
Table A5.3.78 – Credibility Trust: Resultant EFA Items
Factor 1 : Credibility Trust

Factor Loading

Question 8.1 : Has appropriate professional
qualifications.

.892

Question 8.2 : Is properly accredited.

.881

Question 8.3 : Keeps his knowledge up to date.

.734

These measurement items were the basis for the initial structural measurement model:
“Credibility Trust Model 1” depicted as Figure A5.3.12.

Figure A5.3.12 - Credibility Trust Model 1
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The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.79 – Cred. Trust Model 1 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q8.1

Q8.2

Q8.3

.908

.913

.810

Table A5.3.80 – Cred. Trust Model 1 Standardised Errors (SE)
(2xSE < SRW)

CT – e8.1

CT – e8.2

CT – e8.3

.015

.015

.025

Table A5.3.81 – Cred. Trust Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

CT – e8.1

CT – e8.2

CT – e8.3

7.342

7.021

10.706

Table A5.3.82 – Cred. Trust Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q8.1

Q8.2

Q8.1

.721

Q8.2

.067

-.619

Q8.3

.458

-.575

Q8.3

-.129

Table A5.3.83 – Cred. Trust Model 1 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q8.1

Q8.2

Q8.3

.824

.834

.656

Table A5.3.84 – Cred. Trust Model 1 Modification Indices (MI / Par Change)

Q8.3 -> Q8.1
4.085 / .053
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Table A5.3.85 – Cred. Trust Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

2

2.488

0.083

0.024

0.068

4.976

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.990

0.970

0.993

0.996

Analysis of the AMOS output indicates that the model fit is good. However because the
model is close to being acceptable an investigation of error modification indices suggests that
covarying the errors e8.1 and e8.3 would improve the model. As a result of this review the
errors e8.1 and e8.3 were covaried and the revised CFA model was rerun. This new model is
depicted in Figure A5.3.13 – Credibility Trust Final Model.

Figure A5.3.13 - Credibility Trust Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.86 – Cred. Trust Final Model Standardised Regression Weights (SRW)
( ≥ 0.5)

Q8.1

Q8.2

Q8.3

.888

.932

.790
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Table A5.3.87 – Cred. Trust Final Model Standardised Errors (SE)
(2xSE < SRW)

CT – e8.1

CT – e8.2

CT – e8.3

.021

.019

.033

Table A5.3.88 – Cred. Trust Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

CT – e8.1

CT – e8.2

CT – e8.3

6.360

4.091

9.387

Table A5.3.89 – Cred. Trust Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q8.1

Q8.2

Q8.1

.279

Q8.2

.184

.000

Q8.3

-.247

-.472

Q8.3

-.610

Table A5.3.90 – Cred. Trust Final Model Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q8.1

Q8.2

Q8.3

.789

.868

.625

There were no suggested modifications in the modification indices output.
Table A5.3.91 – Cred. Trust Final Model Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

1

1.434

0.231

0.020

0.037

1.434

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.997

0.982

0.998

0.999
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This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels. This final one-factor congeneric model for Credibility Trust
was used for the preparation of the single-item composite variable “cretrst”.
A5.3.2.2 Benevolence Trust Factor

A similar confirmatory factor analysis refinement process to that described in detail for
Communication Style was undertaken for Benevolence Trust. For simplicity of reporting,
only the initial model and the final model are reported here. Details of the intermediary steps
are available on request from the author.
The starting point for the CFA of the Benevolence Trust sub-construct was the resultant EFA
items for the factor discussed earlier and indicated below.
Table A5.3.92 – Benevolence Trust: Resultant EFA Items
Factor 2 : Benevolence Trust

Factor Loading

Question 8.8 : Is like a friend.

.859

Question 8.9 : Cares about me.

.885

Question 8.10 : Has often gone out of his way to help me.

.861

These measurement items were the basis for the initial structural measurement model:
“Benevolence Trust Model 1” depicted as Figure A5.3.14.

Figure A5.3.14 - Benevolence Trust Model 1

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
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Table A5.3.93 – Ben. Trust Model 1 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q8.8

Q8.9

Q8.10

.886

.935

.896

Table A5.3.94 – Ben. Trust Model 1 Standardised Errors (SE)
(2xSE < SRW)

BT – e8.8

BT – e8.9

BT – e8.10

.033

.025

.031

Table A5.3.95 – Ben. Trust Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

BT – e8.8

BT – e8.9

BT – e8.10

9.471

6.602

9.045

Table A5.3.96 – Ben. Trust Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q8.8

Q8.9

Q8.8

.754

Q8.9

.454

-.063

Q8.10

.113

-.423

Q8.10

-.592

Table A5.3.97 – Ben. Trust Model 1 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q8.8

Q8.9

Q8.10

.785

.875

.803

There were no suggested modifications in the modification indices output.
Table A5.3.98 – Ben. Trust Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.196

0.052

0.044

(>1 : <2)
3.26

2

1.628
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Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.993

0.980

0.998

0.998

Analysis of the AMOS output indicates that the model fit is good, with the absolute,
incremental and model parsimony goodness-of-fit indicators having satisfied the relevant
thresholds. The only exception was the root mean-square residual (RMR) which at 0.052 is
only marginally greater than the suggested threshold of RMR being less than 0.050. Hence
this model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels. This final one-factor congeneric model for Benevolence Trust
was used for the preparation of the single-item composite variable “bentrst”.
A5.3.3 Confirmatory Factor Analysis: Service Quality

As indicated in the earlier EFA section for Service Quality, the Service Quality construct was
made up of two factors which are treated as sub-constructs: Process Quality and Outcome
Quality for modelling purposes.
A similar confirmatory factor analysis refinement process to that described in detail for
Communication Style was undertaken for the Service Quality sub-constructs. For simplicity
of reporting, only the initial model and the final model are reported.

Details of the

intermediary steps are available on request from the author.
A5.3.3.1 Process Quality Factor

The starting point for the CFA of the Process Quality sub-construct was the resultant EFA
items for the factor discussed earlier and indicated below.
Table A5.3.99 – Process Quality: Resultant EFA Items
Factor 1 : Process Quality

Factor Loading

Q6a.1 : Shows a genuine interest in my personal circumstance

.719

Q6a.2 : Provides me with a courteous service.

.767

Q6a.3 : Provides me with friendly service.

.799
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Q6a.4 : Responds promptly to my requests or queries.

.763

Q6a.5 : Takes the time to understand my needs and goals.

.792

Q6a.6 : Is easy to access when I need to see him/her.

.723

Q6a.7 : Typically presents me with information in a form that I am
satisfied with.

.763

Q6a.8 : Is prepared to “go the extra mile” when necessary to ensure I am
satisfied.

.773

Q6a.9 : Displays high integrity at all times.

.778

Q6a.10 : We have a good working relationship.

.840

Q6a.12 : Is supported by good office staff and systems.

.648

A critical review of the resultant EFA measurement items for Process Quality suggests that
items Q6a.1, Q6a.7 and Q6a.9 are not really measuring Process Quality as such. These items
were removed and the resulting list of measurement items was the basis for the initial
structural measurement model: “Process Quality Model 1” depicted as Figure A5.3.15.

Figure A5.3.15 - Process Quality Model 1

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
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Table A5.3.100 – Process Quality Model 1 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q6a.2

Q6a.3

Q6a.4

Q6a.5

Q6a.6

.816

.878

.829

.870

.778

Q6a.8

Q6a.10

Q6a.12

.861

.911

.775

Table A5.3.101 – Process Quality Model 1 Standardised Errors (SE)
(2xSE < SRW)

PQ – e6a.2

PQ – e6a.3

PQ – e6a.4

PQ – e6a.5

PQ – e6a.6

.023

.019

.034

.028

.047

PQ – e6a.8

PQ – e6a.10

PQ – e6a.12

.035

.023

.040

Table A5.3.102 – Process Quality Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

PQ – e6a.2

PQ – e6a.3

PQ – e6a.4

PQ – e6a.5

PQ – e6a.6

11.537

10.699

11.408

10.858

11.811

PQ – e6a.8

PQ – e6a.10

PQ – e6a.12

11.002

9.788

11.834

Table A5.3.103 – Process Quality Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q6a.2

Q6a.3

Q6a.4

Q6a.5

Q6a.6

Q6a.8

Q6a.10

Q6a.2

.000

Q6a.3

2.372

.000

Q6a.4

-.406

-.327

.000

Q6a.5

-.750

-.280

.397

.000

Q6a.6

-.605

-.813

1.132

-.029

.000

Q6a.8

-1.153

-.801

.321

.490

.486

.000

Q6a.10

-.290

-.191

-.552

.273

.161

.563

.000

Q6a.12

.627

.778

.316

-.663

-.415

-.399

-.153

Q6a.12

.000

Table A5.3.104 – Process Quality Model 1 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q6a.2

Q6a.3

Q6a.4

Q6a.5

Q6a.6

.666

.771

.688

.757

.606

Q6a.8

Q6a.10

Q6a.12

.742

.830

.600
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Table A5.3.105 – Process Quality Model 1 Modification Indices (MI / Par Change)
Q6a.2 -> Q6a.3

Q6a.3 -> Q6a.2

43.870 / .201

27.970 / .169

Table A5.3.106 – Process Quality Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

20

12.835

0.000

0.045

0.191

256.71

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.829

0.693

0.867

0.905

Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that Q6a.2 may be suspect as its standardised
residual covariance with Q6a.3 is higher than 1.96. The highest modification index also
suggests that the model would be improved by the removal of Q6a.2. As a result of this
review it was dropped from the set of measurement items for Process Quality. The revised
CFA model (without Q6a.2) was rerun.
Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that Q6a.3 may be suspect as its standardised
residual covariance with Q6a.12 being the highest value; however it was less than 1.96. The
highest modification index also suggests that the model would be improved by the removal of
Q6a.3. As a result of this review it was dropped from the set of measurement items for
Process Quality. The revised CFA model (without Q6a.3) was rerun.
Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that most of the estimates are reasonable;
however the highest modification index suggests that the model would be improved by the
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covarying the error terms for q6a.4 and q6a.10. As a result of this review the errors eq6a.4
and eq6a.10 were covaried and the revised CFA model was rerun. This new model is
depicted in Figure A5.3.16 – Process Quality Final Model.

Figure A5.3.16 - Process Quality Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.107 – Process Quality Final Model Standardised Regression Weights (SRW)
( ≥ 0.5)

Q6a.4

Q6a.5

Q6a.6

Q6a.8

Q6a.10

Q6a.12

.866

.870

.793

.876

.932

.746

Table A5.3.108 – Process Quality Final Model Standardised Errors (SE)
(2xSE < SRW)

PQ – e6a.4

PQ – e6a.5

PQ – e6a.6

PQ – e6a.8

PQ – e6a.10

PQ – e6a.12

.032

.028

.044

.032

.025

.043

Table A5.3.109 – Process Quality Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

PQ – e6a.4

PQ – e6a.5

PQ – e6a.6

PQ – e6a.8

PQ – e6a.10

PQ – e6a.12

9.517

10.927

11.848

10.792

7.233

12.098
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Table A5.3.110 – Process Quality Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q6a.4 Q6a.5 Q6a.6 Q6a.8 Q6a.10 Q6a.12
Q6a.4

.000

Q6a.5

-.068

.000

Q6a.6

.504

.-.211

.000

Q6a.8

-.322

.305

.127

.000

Q6a.10

.000

.022

-.263

.118

.000

Q6a.12

.264

-.289

-.231

-.190

.011

.000

Table A5.3.111 – Process Quality Final Model Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q6a.4

Q6a.5

Q6a.6

Q6a.8

Q6a.10

Q6a.12

.750

.757

.628

.768

.868

.556

There were no suggested modifications in the modification indices output.
Table A5.3.112 – Process Quality Final Model Summary CFA Fit Statistics
Degree
Normed
Root MeanProbability
Root MeanChiof
Chisquare Error of
(at α = 0.05
square
square
2
Freedom
Square
Approximation
level)
Residual
( )
2
(df)
(p > 0.05)
(RMR)
(RMSEA)
( /df)
(< 0.05)
(< 0.05)
(>1 : <2)
14.377
8
1.797
0.072
0.018
0.050

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.986

0.962

0.993

0.996

This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels. This final one-factor congeneric model for Process Quality
was used for the preparation of the single-item composite variable “procqual”.
A5.3.3.2 Outcome Quality Factor

The starting point for the CFA of the Outcome Quality sub-construct was the resultant EFA
items for the factor discussed earlier and indicated below.
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Table A5.3.113 – Outcome Quality: Resultant EFA Items
Factor 2 : Outcome Quality

Factor
Loading

Q6b.1: Has performed well in investing my money in appropriate investment
options which suit my risk attitude.

.869

Q6b.2: Has, taking all things into consideration, performed well in managing
my investments.

.833

Q6b.3: Has helped me to protect my current position by recommending the best
possible investment option(s).

.792

Q6b.4: Has provided a short-term return which was within my expectations.

.727

Q6b.5: Has provided a long-term return which was within my expectations.

.813

Q6b.6: Has performed well in providing a good return on my investments.

.846

A critical review of the resultant EFA measurement items for Outcome Quality suggests that
item Q6b.2 is not really measuring Outcome Quality as such. This item was removed and the
resulting list of measurement items was the basis for the base model for Outcome Quality.
Table A5.3.114 – Outcome Quality: Revised EFA Items
Factor 2 : Outcome Quality

Factor
Loading

Q6b.1: Has performed well in investing my money in appropriate investment
options which suit my risk attitude.

.869

Q6b.3: Has helped me to protect my current position by recommending the best
possible investment option(s).

.792

Q6b.4: Has provided a short-term return which was within my expectations.

.727

Q6b.5: Has provided a long-term return which was within my expectations.

.813

Q6b.6: Has performed well in providing a good return on my investments.

.846

These measurement items were the basis for the initial structural measurement model:
“Outcome Quality Model 1” depicted as Figure A5.3.17.
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Figure A5.3.17 - Outcome Quality Model 1

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.115 – Outcome Quality Model 1 Standardised Regression Weights (SRW)
( ≥ 0.5)

Q6b.1
.883

Q6b.3
.891

Q6b.4
.819

Q6b.5
.897

Q6b.6
.940

Table A5.3.116 – Outcome Quality Model 1 Standardised Errors (SE)
(2xSE < SRW)

OQ – e6b.1

OQ – e6b.3

OQ – e6b.4

OQ – e6b.5

OQ – e6b.6

.024

.026

.042

.023

.019

Table A5.3.117 – Outcome Quality Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

OQ – e6b.1

OQ – e6b.3

OQ – e6b.4

OQ – e6b.5

OQ – e6b.6

10.518

10.326

11.477

10.146

7.948

Table A5.3.118 – Outcome Quality Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q6b.1 Q6b.3 Q6b.4 Q6b.5 Q6b.6
Q6b.1

.000

Q6b.3

.455

.000

Q6b.4

-.523

.133

.000

Q6b.5

.022

-.189

-.076

.000

Q6b.6

-.097

-.153

.225

.110

.000
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Table A5.3.119 – Outcome Quality Model 1 Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q6b.1

Q6b.3

Q6b.4

Q6b.5

Q6b.6

.780

.793

.671

.804

.884

Table A5.3.120 – Outcome Quality Model 1 Modification Indices (MI / Par Change)

e6b.1 -> e6b.3
10.194 / .054
Table A5.3.121 – Outcome Quality Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.001

0.018

0.099

(>1 : <2)
20.831

5

4.166

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.975

0.926

0.980

0.990

Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that most of the estimates are reasonable;
however the highest modification index suggests that the model would be improved by the
covarying the error terms for q6b.1 and q6b.3. As a result of this review, the errors eq6b.1
and eq6b.3 were covaried and the revised CFA model was rerun. This new model is depicted
in Figure A5.3.18 – Outcome Quality Final Model.
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Figure A5.3.18 - Outcome Quality Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.122 – Outcome Quality Final Model Standardised Regression Weights
(SRW)
( ≥ 0.5)

Q6b.1

Q6b.3

Q6b.4

Q6b.5

Q6b.6

.868

.876

.822

.899

.948

Table A5.3.123 – Outcome Quality Final Model Standardised Errors (SE)
(2xSE < SRW)

OQ – e6b.1

OQ – e6b.3

OQ – e6b.4

OQ – e6b.5

OQ – e6b.6

.027

.030

.041

.024

.019

Table A5.3.124 – Outcome Quality Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

OQ – e6b.1

OQ – e6b.3

OQ – e6b.4

OQ – e6b.5

OQ – e6b.6

10.425

10.269

11.374

9.878

6.738

Table A5.3.125 – Outcome Quality Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q6b.1 Q6b.3 Q6b.4 Q6b.5 Q6b.6
Q6b.1

.000

Q6b.3

.000

.000

Q6b.4

-.382

.272

.000

Q6b.5

.192

-.024

-.137

.000

Q6b.6

.004

-.058

.091

-.013

.000
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Table A5.3.126 – Outcome Quality Final Model Squared Multiple Correlations (SMC)
( ≥ 0.5)

Q6b.1

Q6b.3

Q6b.4

Q6b.5

Q6b.6

.753

.767

.676

.808

.899

There were no suggested modifications in the modification indices output.
Table A5.3.127 – Outcome Quality Final Model Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.088

0.012

0.056

(>1 : <2)
8.110

4

2.028

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.990

0.963

0.994

0.997

This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels. The only exceptions being the normed Chi-square which at
2.028 is only marginally greater than the suggested threshold of 2.00 and the root meansquare error of approximation (RMSEA) which at 0.056 is only marginally greater than the
suggested threshold of RMSEA being less than 0.050. However as discussed in Chapter 4
these values are still considered to be an acceptable. This final one-factor congeneric model
for Outcome Quality was used for the preparation of the single-item composite variable
“outcqual”.
A5.3.4 Confirmatory Factor Analysis: Relationship Commitment

A similar confirmatory factor analysis refinement process to that described in detail for
Communication Style was undertaken for the Relationship Commitment construct.

For

simplicity of reporting, only the initial model and the final model are reported. Details of the
intermediary steps are available on request from the author.
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The starting point for the CFA of the Relationship Commitment construct was the resultant
EFA items for the factor discussed earlier and indicated below.
Table A5.3.128 – Relationship Commitment: Resultant EFA Items
Relationship Commitment

Q11.1: I want to remain a customer of this financial adviser because I
genuinely enjoy my relationship with him/her.

Factor
Loading
.889

Q11.2: It is pleasant working with my financial adviser; that is a major reason
why I continue the relationship.

.853

Q11.3: My positive feelings towards my financial adviser are a major reason
why I continue working with him/her..

.844

Q11.4: My relationship with my financial adviser has a great deal of personal
meaning.

.806

Q11.10: I have a strong sense of loyalty to my financial adviser.

.867

Q11.11: I expect my relationship with my financial adviser to continue for a
long time.

.814

Q11.12: The continuation of my relationship with my financial adviser is
virtually automatic.

.604

Q11.13: I am very committed to my relationship with my financial adviser.

.873

Q11.14r: I am continually on the lookout for another financial adviser.

.563

A critical review of the resultant EFA measurement items for Relationship Commitment
suggests that items Q11.12 and Q11.14r are not really measuring Relationship Commitment
as such. These items were removed and the resulting revised list of measurement items was
the basis for the initial structural measurement model: “Relationship Commitment Model 1”
depicted as Figure A5.3.19.

Figure A5.3.19 - Relationship Commitment Model 1
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The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.129 – Relationship Commitment Model 1 Standardised Regression Weights
(SRW)
( ≥ 0.5)

Q11.1

Q11.2

Q11.3

Q11.4

Q11.10

Q11.11

Q11.13

.898

.872

.859

.820

.855

.788

.855

Table A5.3.130 – Relationship Commitment Model 1 Standardised Errors (SE)
(2xSE < SRW)

RC –
e11.1

RC –
e11.2

RC –
e11.3

RC –
e11.4

RC –
e11.10

RC –
e11.11

RC –
e11.13

.030

.030

.034

.040

.037

.047

.038

Table A5.3.131 – Relationship Commitment Model 1 Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q11.1

Q11.2

Q11.3

Q11.4

Q11.10

Q11.11

Q11.13

9.925

10.596

10.840

11.359

10.914

11.639

10.912

Table A5.3.132 – Relationship Commitment Model 1 Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q11.1

Q11.2

Q11.3 Q11.4 Q11.10 Q11.11 Q11.13

Q11.1

.000

Q11.2

.374

.000

Q11.3

-.026

.948

.000

Q11.4

-.049

.840

.679

.000

Q11.10

-.289

-.663

-.586

-.114

.000

Q11.11

.215

-1.254

-.426

-1.660

1.147

.000

Q11.13

-.215

-.731

-.729

-.429

1.162

1.717

.000

Table A5.3.133 – Relationship Commitment Model 1 Squared Multiple Correlations
(SMC)
( ≥ 0.5)

Q11.1

Q11.2

Q11.3

Q11.4

Q11.10

Q11.11

Q11.13

.807

.761

.738

.672

.731

.621

.731
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Table A5.3.134 – Relationship Commitment Model 1 Modification Indices
(MI / Par Change)
Q11.11 -> Q11.13

Q11.13 -> Q11. 11

18.382 / .138

12.288 / .120

Table A5.3.135 – Relationship Commitment Model 1 Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

0.000

0.070

0.206

(>1 : <2)
205.7

14

14.695

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.820

0.640

0.867

0.911

Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that Q11.11 may be suspect as its standardised
residual covariance with Q11.13 being the highest value, however it was less than 1.96.
Additional support for the deletion of Q11.11comes from it having the lowest square multiple
correlation and standardised regression weight as well as the highest standardised error,
critical ratio and modification index. As a result of this review Q11.11 was dropped from set
of the measurement items for Relationship Commitment. The revised CFA model (without
Q11.11) was rerun.
Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that Q11.13 may be suspect as its standardised
residual covariance with Q11.10 being the highest value, however it was less than 1.96.
Additional support comes from it having the lowest square multiple correlation. It also has
the lowest standardised regression weight, the highest standardised error and the highest
critical ratio. The two highest modification indices also suggest that the model would be
improved by the deletion of Q11.13. As a result of this review Q11.13 was dropped from set
of the measurement items for Relationship Commitment. The revised CFA model (without
Q11.13) was rerun.
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Analysis of the AMOS output indicates that the model fit is poor. Further investigation to
determine the cause of poor model fit suggests that most of the estimates are reasonable;
however the highest modification index suggests that the model would be improved by the
covarying the error terms for q11.1 and q11.10. As a result of this review the error e11.1 and
e11.10 were covaried and the revised CFA model was rerun. This new model is depicted in
Figure A5.3.20 – Relationship Commitment Final Model.

Figure A5.3.20 - Relationship Commitment Final Model

The above CFA model was run and the following section gives the parameter estimates and
the model fit results.
Table A5.3.136 – Relationship Commitment Final Model Standardised Regression
Weights (SRW)
( ≥ 0.5)

Q11.1

Q11.2

Q11.3

Q11.4

Q11.10

.875

.917

.886

.847

.782

Table A5.3.137 – Relationship Commitment Final Model Standardised Errors (SE)
(2xSE < SRW)

RC – e11.1

RC – e11.2

RC – e11.3

RC – e11.4

RC – e11.10

.038

.026

.031

.037

.053

146
Table A5.3.138 – Relationship Commitment Final Model Critical Ratios (CR)
( ≥ ± 1.96 for 0.05 sig. level)

Q11.1

Q11.2

Q11.3

Q11.4

Q11.10

9.761

8.149

9.564

10.574

11.143

Table A5.3.139 – Relationship Commitment Final Model Standardised Residuals (SR)
(like Z score ≥ ± 1.96 for 0.05 sig. level or ≥ ± 2.58 for 0.001 sig. level)

Q11.1

Q11.2

Q11.3 Q11.4 Q11.10

Q11.1

.000

Q11.2

.108

.000

Q11.3

-.076

.037

.000

Q11.4

-.109

-.054

.004

.000

Q11.10

.000

-.251

.018

.470

.000

Table A5.3.140 – Relationship Commitment Final Model Squared Multiple Correlations
(SMC)
( ≥ 0.5)

Q11.1

Q11.2

Q11.3

Q11.4

Q11.10

.765

.841

.785

.717

.611

There were no suggested modifications in the modification indices output.
Table A5.3.141 – Relationship Commitment Final Model Summary CFA Fit Statistics

Chisquare
(2)

Degree
of
Freedom
(df)

Normed
ChiSquare
(2/df)
(>1 : <2)

Probability
(at α = 0.05
level)
(p > 0.05)

Root Meansquare
Residual
(RMR)
(< 0.05)

Root Meansquare Error of
Approximation
(RMSEA)
(< 0.05)

4

1.650

0.159

0.014

0.045

6.600

Goodness of Fit
Index (GFI)
(> 0.95)

Adjusted Goodness
of Fit Index (AGFI)
(> 0.95)
(GFI-AGFI <0.06)

Tucker-Lewis
Index (RHO2 TLI)
(> 0.95)

Comparative Fit
Index (CFI)
(> 0.95)

0.992

0.970

0.995

0.998

This model is an acceptable model that satisfies both the parameter estimate and model fit
acceptance benchmark levels.

This final one-factor congeneric model for Relationship

Commitment was used for the preparation of the single-item composite variable “relcommi”.
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Appendix 5.4: Composite Scale Reliability & Variance Extracted Estimates

The composite scale reliabilities and variance extracted estimates were calculated using the
Fornell & Larcker (1981) approach as described in Chapter 4 for each final measurement
model that became the basis for their corresponding single factor congeneric composite
models.
The composite scale reliability for each of the final measurement models is given by the
following formula:
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(Fornell & Larcker, 1981, Eqn. (10), p.45.).

where λyt is the standardised loading for each observed variable, εi is the error variance
associated with each observed variable and ρn is the reliability estimate. For the composite
reliability the threshold value of 0.50 was used (Fornell & Larcker 1981; Holmes-Smith
2001).
The variance extracted estimate for each of the final measurement models is given by the
following formula:
p
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(Fornell & Larcker, 1981, Eqn. (11), p.46.).

i

i 1

where λyt is the standardised loading for each observed variable, εi is the error variance
associated with each observed variable and ργc(η) is the variance extracted estimate. For the
variance extracted estimate the threshold value of 0.50 was used, because if it is less than
0.50, then the variance due the measurement error is larger than the variance captured by the
dimension or construct (Fornell & Larcker 1981; Hair et al., 1998).
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For each measurement model both the composite scale reliability and the variance extracted
estimates were calculated using an Excel spreadsheet.

The information from these

spreadsheets is summarised in the following sections.
Table A5.4.1 Communication Style: Composite Scale Reliability & Variances
Comm. Style
Standardised Regression
Weights (SRW)

SRW

SRW
Squared

Q5.17 --------Comm. Style

0.787

0.6194

eq5.17

0.452

Q5.18 --------Comm. Style

0.769

0.5914

eq5.18

0.310

Q5.19 --------Comm. Style

0.826

0.6823

eq5.19

0.338

Q5.20 --------Comm. Style

0.915

0.8372

eq5.20

0.173

Q5.21 --------Comm. Style

0.853

0.7276

eq5.21

0.273

Sum SRWs

4.1500

Sum Error Variances

1.546

Sum (SRWs Squared)

Comm. Style
Error Variances

3.4578

(Sum SRWs) Squared

17.2225

Composite Scale Reliability

0.7286

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.6910

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.7286 and the variance extracted estimate of
0.6910 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Communication Style was reliable.
A5.4.2 Information Provision: Composite Scale Reliability& Variances
Information Provision
Standardised Regression
Weights (SRW)

Information
Provision
Error Variances

SRW

SRW
Squared

Q5.1 --------Info Provision

0.813

0.6610

eq5.1

0.564

Q5.3 --------Info Provision

0.753

0.5670

eq5.3

0.649

Q5.9 --------Info Provision

0.849

0.7208

eq5.9

0.436

Q5.10 ------Info Provision

0.811

0.6577

eq5.10

0.554

Q5.13 ------Info Provision

0.750

0.5625

eq5.13

0.534

Q5.14 ------Info Provision

0.775

0.6006

eq5.14

0.656

Sum SRWs

4.7510

Sum Error Variances

3.393

Sum (SRWs Squared)

3.7696
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(Sum SRWs) Squared

22.572

Composite Scale Reliability

0.8693

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.5263

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.8693 and the variance extracted estimate of
0.5263 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Information Provision was reliable.
A5.4.3 Social Dialogue: Composite Scale Reliability & Variances
Social Dialogue
Standardised Regression
Weights (SRW)

SRW

SRW
Squared

Q5.23 --------Social Dialogue

0.787

0.6194

eq5.23

0.636

Q5.24 --------Social Dialogue

0.799

0.6384

eq5.24

0.563

Q5.25 --------Social Dialogue

0.931

0.8668

eq5.25

0.188

Q5.26 --------Social Dialogue

0.897

0.8046

eq5.26

0.277

Sum SRWs

3.414

Sum Error Variances

1.664

Sum (SRWs Squared)

Social Dialogue
Error Variances

2.9291

(Sum SRWs) Squared

11.6554

Composite Scale Reliability

0.8751

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.6377

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability for of 0.8751 and the variance extracted estimate of
0.6377 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Social Dialogue was reliable.
A5.4.4 Credibility Trust: Composite Scale Reliability & Variances
Credibility Trust
Standardised Regression
Weights (SRW)

Credibility Trust
Error Variances

SRW

SRW
Squared

Q8.1 -------- Credibility Trust

0.888

0.7885

eq8.1

0.136

Q8.2 -------- Credibility Trust

0.932

0.8686

eq8.2

0.078

Q8.3 -------- Credibility Trust

0.790

0.6241

eq8.3

0.306
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Sum SRWs

Sum Error Variances

2.610

Sum (SRWs Squared)

0.520

2.2813

(Sum SRWs) Squared

6.8121

Composite Scale Reliability

0.9291

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.8144

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.9291 and the variance extracted estimate of
0.8144 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Credibility Trust was reliable.
A5.4.5 Benevolence Trust: Composite Scale Reliability & Variances
Benevolence Trust
Standardised Regression
Weights (SRW)

Benevolence Trust
Error Variances

SRW

SRW
Squared

Q8.8 ---- Benevolence Trust

0.886

0.7850

eq8.8

0.315

Q8.9 ---- Benevolence Trust

0.935

0.8742

eq8.9

0.165

Q8.10 ---- Benevolence Trust

0.896

0.8028

eq8.10

0.283

Sum SRWs

2.717

Sum Error Variances

0.763

Sum (SRWs Squared)

2.4620

(Sum SRWs) Squared

7.3821

Composite Scale Reliability

0.9063

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.7634

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.9063 and the variance extracted estimate of
0.7634 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Benevolence Trust was reliable.
A5.4.6 Process Quality: Composite Scale Reliability & Variances
Process Quality
Standardised Regression
Weights (SRW)

Process Quality
Error Variances

SRW

SRW
Squared

Q6a.4 ----- Process Quality

0.866

0.7500

eq6a.4

0.308

Q6a.5 ----- Process Quality

0.870

0.7569

eq6a.5

0.302
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Q6a.6 ----- Process Quality

0.793

0.6288

eq6a.6

0.522

Q6a.8 ----- Process Quality

0.876

0.7674

eq6a.8

0.345

Q6a.10 ----- Process Quality

0.932

0.8686

eq6a.10

0.177

Q6a.12 ----- Process Quality

0.746

0.5565

eq6a.12

0.519

Sum SRWs

5.083

Sum Error Variances

2.173

Sum (SRWs Squared)

4.3282

(Sum SRWs) Squared

25.8369

Composite Scale Reliability

0.9224

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.6658

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.9224 and the variance extracted estimate of
0.7634 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Process Quality was reliable.
A5.4.7 Outcome Quality: Composite Scale Reliability & Variances
Outcome Quality
Standardised Regression
Weights (SRW)

SRW

SRW
Squared

Q6b.1 ----- Outcome Quality

0.868

0.7534

eq6b.1

0.277

Q6b.3 ----- Outcome Quality

0.876

0.7674

eq6b.3

0.307

Q6b.4 ----- Outcome Quality

0.822

0.6757

eq6b.4

0.469

Q6b.5 ----- Outcome Quality

0.899

0.8082

eq6b.5

0.233

Q6b.6 ----- Outcome Quality

0.948

0.8987

eq6b.6

0.129

Sum SRWs

4.413

Sum Error Variances

1.415

Sum (SRWs Squared)

Outcome Quality
Error Variances

3.9034

(Sum SRWs) Squared

19.4746

Composite Scale Reliability

0.9323

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.7339

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.9323 and the variance extracted estimate of
0.7339 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Outcome Quality was reliable.
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A5.4.8 Relationship Commitment: Composite Scale Reliability & Variances
Relationship Commitment
Standardised Regression
Weights (SRW)

SRW

SRW
Squared

Q11.1 -Relationship Commit.

0.875

0.7656

eq11.1

0.366

Q11.2 -Relationship Commit.

0.917

0.8409

eq11.2

0.214

Q11.3 -Relationship Commit.

0.866

0.7500

eq11.3

0.299

Q11.4 -Relationship Commit.

0.847

0.7174

eq11.4

0.396

Q11.10 Relationship Commit.

0.782

0.6115

eq11.10

0.589

Sum SRWs

4.287

Sum Error Variances

1.864

Sum (SRWs Squared)

Relationship
Commitment
Error Variances

3.6854

(Sum SRWs) Squared

19.4746

Composite Scale Reliability

0.9079

[Fornell & Larcker (1981) Eqn. 10]

Variance Extracted Estimate

0.6641

[Fornell & Larcker (1981) Eqn. 11]

The calculated composite scale reliability of 0.9079 and the variance extracted estimate of
0.6641 were greater than the respective threshold values of 0.5 giving support to the
conclusion that the measurement model for Relationship Commitment was reliable.
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Appendix 5.5: Discriminant Validity Checks

As indicated in Chapter 4 and Chapter 4 Appendix 4.12, the Fornell & Larcker (1981)
approach can be used to check discriminant validity of the measurement models. This
procedure involves the pair-wise comparison of the average of each of the two individual
construct’s variance extracted with the corresponding Pearson’s bivariate correlation
coefficient squared.

If the average of the two variances extracted is greater than the

correlation coefficient squared for that pair of constructs, (i.e. if the average variance
extracted minus the correlation coefficient squared is greater than zero) then this provides
evidence that suggests there is discriminant validity (Fornell & Larcker 1981).
The variance extracted estimate for each of the final measurement models is given by the
following formula:
p

c ( ) 



2

i 1

p

yt

p

  yt  Var 
2

(Fornell & Larcker, 1981, Eq. (11), p.46.).

i

i 1

i 1

where λyt is the standardised loading for each observed variable, εi is the error variance
associated with each observed variable and ργc(η) is the variance extracted (Fornell & Larcker
1981). An Excel spreadsheet was devised to undertake this calculation with the values for the
standardised regression weights and the error variances coming from the AMOS 4 structural
equation model for each pair of the measurement models being covaried. The corresponding
values for the Pearson’s bivariate correlation coefficient were sourced from the SPSS
correlation matrix.

The same Excel spreadsheet also calculated the average variance

extracted, the correlation coefficient squared and the discriminant validity check of whether
the average variance extracted minus the correlation coefficient squared is greater than zero.
The structural equation model for each of the pair-wise measurement model comparisons and
the information from the corresponding spreadsheet discussed earlier are shown in
summarised form in the following sections. Full details are provided for the three ICE subconstruct pair-wise correlations. Each possible pair-wise combination of the three subconstructs of communication style, information provision and social dialogue are assessed for
discriminant validity and reported in detail.
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All the other possible pair-wise combinations between each and every sub-construct in the
structural model was carried out and is reported in summary form. Full details for every
possible combination are available by request from the author

A5.5.1 Pearson’s Bivariate Correlation Coefficient Matrix (2-tailed)

The Pearson’s correlation coefficients were calculated using SPSS and the resulting matrix is
shown in Table A5.5.1 below.
Table A5.5.1: Pearson’s Bivariate Correlation Coefficient Matrix (2-tailed)

relcommi outcqual proqul

bentrst

cretrst

comstyl infoprov socdialog

relcommi

1

outcqual

0.625

1

proqul

0.705

0.690

1

bentrst

0.793

0.653

0.747

1

cretrst

0.484

0.470

0.575

0.483

1

comstyl

0.622

0.615

0.814

0.682

0.596

1

infoprov

0.579

0.676

0.737

0.645

0.419

0.656

1

socdialog

0.750

0.589

0.748

0.763

0.465

0.710

0.625

1

As indicated in Chapter 4 when discussing discriminant validity, a check should be made of
the absolute magnitude of the correlations between the constructs to see if they are below the
threshold value of 0.90 (Kelloway 1995; Malhotra 1999). All values were well below the
threshold.
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A5.5.2 Discriminant Validity Check: comstyl & infoprov

Figure A5.5.1 Structural Equation Model: Correlation comstyl & infoprov
Table A5.5.2: Discriminant Validity Check: comstyl & infoprov
SRW
(Factor Loadings)

SRW
Squared

q5.17 <------------ F1_Comm_Style

0.8090

0.6545

q5.18 <------------ F1_Comm_Style

0.7380

0.5446

q5.19 <------------ F1_Comm_Style

0.8280

0.6856

q5.20 <------------ F1_Comm_Style

0.9060

0.8208

q5.21 <------------ F1_Comm_Style

0.8590

0.7379

Comm. Style (Standardised Estimates)

Sum (Comm. Style Squared)

3.4434

Info. Provision (Standardised Estimates)

q5.1 <------------ F2_Info_Provision

0.7800

0.6084

q5.3 <------------ F2_Info_Provision

0.7690

0.5914

q5.9 <------------ F2_Info_Provision

0.8330

0.6939

q5.10 <----------- F2_Info_Provision

0.7920

0.6273

q5.13 <----------- F2_Info_Provision

0.7820

0.6115

q5.14 <----------- F2_Info_Provision

0.7880

0.6209

Sum (Info. Provision Squared)

3.7534
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Error Variances

Error Variances

Comm. Style

eq5.17

0.4100

eq5.18

0.3460

eq5.19

0.3340

eq5.20

0.1890

eq5.21

0.2640

Sum Error Variances Comm Style

1.5430

Info Provision

eq5.1

0.6500

eq5.3

0.6120

eq5.9

0.4770

eq5.10

0.6020

eq5.13

0.4750

eq5.14

0.6210

Sum Error Variances Info Provision

3.4370

Variance Extracted Comm. Style

0.6906

Variance Extracted Info. Provision

0.5220

Average Variance Extracted Comm. Style & Info.
Provision

0.6063

Pearson's Bivariate Correlation Coefficient IP ->CC (from SPSS)

0.6560

(Correlation Coefficient IP -->CC) Squared

0.4303

AVE minus Correlation Coefficient Squared > 0 ??

0.1760

The AVE minus the correlation coefficient squared for the pair comstyl and infoprov is
greater than zero (i.e. positive) suggesting there is discriminant validity.
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A5.5.3 Discriminant Validity Check: comstyl & socdialog

Figure A5.5.2 Structural Equation Model: Correlation comstyl & socdialog
Table A5.5.3: Discriminant Validity Check: comstyl & socdialog
SRW
(Factor Loadings)

SRW
Squared

q5.17 <------------ F1_Comm._Style

0.7940

0.6304

q5.18 <------------ F1_Comm._Style

0.7540

0.5685

q5.19 <------------ F1_Comm._Style

0.8330

0.6939

q5.20 <------------ F1_Comm._Style

0.9010

0.8118

q5.21 <------------ F1_Comm._Style

0.8640

0.7465

Comm. Style (Standardised Estimates)

Sum (Comm. Style Squared)

3.4511

Social Dialogue (Standardised Estimates)

q5.23 <------------ F3_Social_Dialogue

0.7820

0.6115

q5.24 <------------ F3_Social_Dialogue

0.8010

0.6416

q5.25 <------------ F3_Social_Dialogue

0.9280

0.8612

q5.26 <------------ F3_Social_Dialogue

0.9010

0.8118

Sum (Social Dialogue Squared)
Error Variances

2.9261
Error Variances

Comm. Style

eq5.17

0.4380

eq5.18

0.3270

eq5.19

0.3260

eq5.20

0.1980
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eq5.21

0.2550

Sum Error Variances Comm. Style

1.5440

Social Dialogue

eq5.23

0.6480

eq5.24

0.5580

eq5.25

0.1960

eq5.26

0.2650

Sum Error Variances Social Dialogue

1.6670

Variance Extracted Comm. Style

0.6909

Variance Extracted Social Dialogue

0.6371

Average Variance Extracted Comm. Style & Social
Dialogue

0.6640

Pearson's Bivariate Correlation Coefficient SC ->CC (from SPSS)

0.7100

(Correlation Coefficient SC -->CC) Squared

0.5041

AVE minus Correlation Coefficient Squared > 0 ??

0.1599

The AVE minus the correlation coefficient squared for the pair comstyl and socdialog is
greater than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.4 Discriminant Validity Check: infoprov & socdialog

Figure A5.5.3 Structural Equation Model: Correlation infoprov & socdialog
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Table A5.5.4: Discriminant Validity Check: infoprov & socdialog
SRW
(Factor Loadings)

SRW
Squared

q5.1 <------------ F2_Info_Provision

0.7930

0.6288

q5.3 <------------ F2_Info_Provision

0.7530

0.5670

q5.9 <------------ F2_Info_Provision

0.8510

0.7242

q5.10 <----------- F2_Info_Provision

0.8040

0.6464

q5.13 <----------- F2_Info_Provision

0.7660

0.5868

q5.14 <----------- F2_Info_Provision

0.7800

0.6084

Info. Provision (Standardised Estimates)

Sum (Info. Provision Squared)

3.7616

Social Dialogue (Standardised Estimates)

q5.23 <------------ F3_Social_Dialogue

0.7820

0.6115

q5.24 <------------ F3_Social_Dialogue

0.8100

0.6561

q5.25 <------------ F3_Social_Dialogue

0.9250

0.8556

q5.26 <------------ F3_Social_Dialogue

0.8990

0.8082

Sum (Social Dialogue Squared)
Error Variances

2.9315
Error Variances

Info. Provision

eq5.1

0.6160

eq5.3

0.6480

eq5.9

0.4310

eq5.10

0.5710

eq5.13

0.5030

eq5.14

0.6420

Sum Error Variances Info. Provision

3.4110

Social Dialogue

eq5.23

0.6480

eq5.24

0.5360

eq5.25

0.2030

eq5.26

0.2710

Sum Error Variances Social Dialogue

1.6580

Variance Extracted Info. Provision

0.5244

Variance Extracted Social Dialogue

0.6387

Average Variance Extracted Info. Provision &
Social Dialogue

0.5816

Pearson's Bivariate Correlation Coefficient SC ->IP (from SPSS)

0.6250
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(Correlation Coefficient SC -->IP) Squared

0.3906

AVE minus Correlation Coefficient Squared > 0 ??

0.1910

The AVE minus the correlation coefficient squared for the pair infoprov and socdialog is
greater than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.5 Discriminant Validity Check: comstyl & cretrst
Table A5.5.5: Discriminant Validity Check: comstyl & cretrst
Sum Comm. Style Squared

3.4652

Sum Credibility Trust Squared

2.2981

Sum Error Variances Comm. Style

1.5460

Sum Error Variances Credibility Trust

0.4910

Variance Extracted Comm. Style

0.6915

Variance Extracted Credibility Trust

0.8240

Average Variance Extracted Comm. Style & Credibility Trust

0.7577

Pearson's Bivariate Correlation Coefficient CT -->CS (from SPSS)

0.5960

(Correlation Coefficient CT -->CS) Squared

0.3552

AVE minus Correlation Coefficient Squared > 0 ??

0.4025

The AVE minus the correlation coefficient squared for the pair comstyl and cretrst is greater
than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.6 Discriminant Validity Check: comstyl & bentrst
Table A5.5.6: Discriminant Validity Check: comstyl & bentrst
Sum Comm. Style Squared

3.4503

Sum Benevolence Trust Squared

2.4639

Sum Error Variances Comm. Style

1.5450

Sum Error Variances Benevolence Trust

0.7640

Variance Extracted Comm. Style

0.6907

Variance Extracted Benevolence Trust

0.7633

Average Variance Extracted Comm Style & Benevolence Trust

0.7270

Pearson's Bivariate Correlation Coefficient BT -->CS (from SPSS)

0.6820

(Correlation Coefficient BT -->CS) Squared

0.4651

AVE minus Correlation Coefficient Squared > 0 ??

0.2619
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The AVE minus the correlation coefficient squared for the pair comstyl and bentrst is greater
than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.7 Discriminant Validity Check: comstyl & proqual
Table A5.5.7: Discriminant Validity Check: comstyl & proqual
Sum Comm. Style Squared

3.4326

Sum Process Quality Squared

4.3201

Sum Error Variances Comm. Style

1.5490

Sum Error Variances Process Quality

2.1820

Variance Extracted Comm. Style

0.6891

Variance Extracted Process Quality

0.6644

Average Variance Extracted Comm. Style & Process Quality

0.6767

Pearson's Bivariate Correlation Coefficient PQ -->CS (from SPSS)

0.8140

(Correlation Coefficient PQ -->CS) Squared

0.6626

AVE minus Correlation Coefficient Squared > 0 ??

0.0141

The AVE minus the correlation coefficient squared for the pair comstyl and proqual is greater
than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.8 Discriminant Validity Check: comstyl & outcqual
Table A5.5.8: Discriminant Validity Check: comstyl & outcqual
Sum Comm. Style Squared

3.4528

Sum Outcome Quality Squared

3.9131

Sum Error Variances Comm. Style

1.5420

Sum Error Variances Outcome Quality

1.4010

Variance Extracted Comm. Style

0.6913

Variance Extracted Outcome Quality

0.7364

Average Variance Extracted Comm. Style & Outcome Quality

0.7138

Pearson's Bivariate Correlation Coefficient OQ -->CS (from SPSS)

0.6120

(Correlation Coefficient OQ -->CS) Squared

0.3745

AVE minus Correlation Coefficient Squared > 0 ??

0.3393

The AVE minus the correlation coefficient squared for the pair comstyl and outcqual is
greater than zero (i.e. positive) suggesting there is discriminant validity.
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A5.5.9 Discriminant Validity Check: comstyl & relcommi
Table A5.5.9: Discriminant Validity Check: comstyl & relcommi
Sum Comm. Style Squared

3.4508

Sum Relationship Commitment Squared

3.7280

Sum Error Variances Comm. Style

1.5430

Sum Error Variances Relationship Commitment

1.8470

Variance Extracted Comm. Style

0.6910

Variance Extracted Relationship Commitment

0.6687

Average Variance Extracted Comm. Style & Relationship
Commitment

0.6799

Pearson's Bivariate Correlation Coefficient RC -->CS (from SPSS)

0.6220

(Correlation Coefficient RC -->CS) Squared

0.3869

AVE minus Correlation Coefficient Squared > 0 ??

0.2930

The AVE minus the correlation coefficient squared for the pair comstyl and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.10 Discriminant Validity Check: infoprov & cretrst
Table A5.5.10: Discriminant Validity Check: infoprov & cretrst
Sum Info. Provision Squared

3.7671

Sum Credibility Trust Squared

2.2983

Sum Error Variances Info. Provision

3.4000

Sum Error Variances Credibility Trust

0.4900

Variance Extracted Info. Provision

0.5256

Variance Extracted Credibility Trust

0.8243

Average Variance Extracted Info. Provision & Credibility Trust

0.6749

Pearson's Bivariate Correlation Coefficient CT -->IP (from SPSS)

0.4190

(Correlation Coefficient CT -->IP) Squared

0.1756

AVE minus Correlation Coefficient Squared > 0 ??

0.4994

The AVE minus the correlation coefficient squared for the pair infoprov and cretrst is greater
than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.11 Discriminant Validity Check: infoprov & bentrst
Table A5.5.11: Discriminant Validity Check: infoprov & bentrst
Sum Info. Provision Squared

3.7646

Sum Benevolence Trust Squared

2.4601
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Sum Error Variances Info. Provision

3.4090

Sum Error Variances Benevolence Trust

0.7640

Variance Extracted Info. Provision

0.5248

Variance Extracted Benevolence Trust

0.7630

Average Variance Extracted Info. Provision & Benevolence Trust

0.6439

Pearson's Bivariate Correlation Coefficient BT -->IP (from SPSS)

0.6450

(Correlation Coefficient BT -->IP) Squared

0.4160

AVE minus Correlation Coefficient Squared > 0 ??

0.2279

The AVE minus the correlation coefficient squared for the pair infoprov and bentrst is greater
than zero (i.e. positive) suggesting there is discriminant validity.
A5.5.12 Discriminant Validity Check: infoprov & proqual
Table A5.5.12: Discriminant Validity Check: infoprov & proqual
Sum Info. Provision Squared

3.7521

Sum Process Quality Squared

4.3249

Sum Error Variances Info. Provision

3.4380

Sum Error Variances Process Quality

2.1760

Variance Extracted Info. Provision

0.5218

Variance Extracted Process Quality

0.6653

Average Variance Extracted Info. Provision & Process Quality

0.5936

Pearson's Bivariate Correlation Coefficient PQ -->IP (from SPSS)

0.7370

(Correlation Coefficient PQ -->IP) Squared

0.5432

AVE minus Correlation Coefficient Squared > 0 ??

0.0504

The AVE minus the correlation coefficient squared for the pair infoprov and proqual is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.13 Discriminant Validity Check: infoprov & outcqual
Table A5.5.13: Discriminant Validity Check: infoprov & outcqual
Sum Info. Provision Squared

3.7663

Sum Outcome Quality Squared

3.9126

Sum Error Variances Info. Provision

3.4060

Sum Error Variances Outcome Quality

1.4000

Variance Extracted Info. Provision

0.5251

Variance Extracted Outcome Quality

0.7365
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Average Variance Extracted Info. Provision & Outcome Quality
Pearson's Bivariate Correlation Coefficient OQ -->IP (from SPSS)

0.6308

0.6760

(Correlation Coefficient OQ -->IP) Squared

0.4570

AVE minus Correlation Coefficient Squared > 0 ??

0.1738

The AVE minus the correlation coefficient squared for the pair infoprov and outcqual is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.14 Discriminant Validity Check: infoprov & relcommi
Table A5.5.14: Discriminant Validity Check: infoprov & relcommi
Sum Info. Provision Squared

3.7634

Sum Relationship Commitment Squared

3.7295

Sum Error Variances Info. Provision

3.4090

Sum Error Variances Relationship Commitment

1.8450

Variance Extracted Info. Provision

0.5247

Variance Extracted Relationship Commitment

0.6690

Average Variance Extracted Info. Provision & Relationship
Commitment

0.5969

Pearson's Bivariate Correlation Coefficient RC -->IP (from SPSS)

0.5790

(Correlation Coefficient RC -->IP) Squared

0.3352

AVE minus Correlation Coefficient Squared > 0 ??

0.2616

The AVE minus the correlation coefficient squared for the pair infoprov and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.15 Discriminant Validity Check: socdialog & cretrst
Table A5.5.15: Discriminant Validity Check: socdialog & cretrst
Sum Social Dialogue Squared

2.9292

Sum Credibility Trust Squared

2.3017

Sum Error Variances Social Dialogue

1.6640

Sum Error Variances Credibility Trust

0.4890

Variance Extracted Credibility Trust

0.8248

Variance Extracted Social Dialogue

0.6377

Average Variance Extracted Social Dialogue & Credibility Trust

0.7313

Pearson's Bivariate Correlation Coefficient CT -->SD (from SPSS)

0.4650

(Correlation Coefficient CT -->SD) Squared

0.2162

AVE minus Correlation Coefficient Squared > 0 ??

0.5150
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The AVE minus the correlation coefficient squared for the pair socdialog and cretrst is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.16 Discriminant Validity Check: socdialog & bentrst
Table A5.5.16: Discriminant Validity Check: socdialog & bentrst
Sum Social Dialogue Squared

2.9299

Sum Benevolence Trust Squared

2.4652

Sum Error Variances Social Dialogue

1.6650

Sum Error Variances Benevolence Trust

0.7580

Variance Extracted Benevolence Trust

0.7648

Variance Extracted Social Dialogue

0.6376

Average Variance Extracted Social Dialogue & Benevolence Trust

0.7012

Pearson's Bivariate Correlation Coefficient BT -->SD (from SPSS)

0.7630

(Correlation Coefficient BT -->SD) Squared

0.5822

AVE minus Correlation Coefficient Squared > 0 ??

0.1191

The AVE minus the correlation coefficient squared for the pair socdialog and bentrst is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.17 Discriminant Validity Check: socdialog & proqual
Table A5.5.17: Discriminant Validity Check: socdialog & proqual
Sum Social Dialogue Squared

2.9268

Sum Process Quality Squared

4.3096

Sum Error Variances Social Dialogue

1.6650

Sum Error Variances Process Quality

2.1930

Variance Extracted Process Quality

0.6627

Variance Extracted Social Dialogue

0.6374

Average Variance Extracted Social Dialogue & Process Quality

0.6501

Pearson's Bivariate Correlation Coefficient PQ -->SD (from SPSS)

0.7480

(Correlation Coefficient PQ -->SD) Squared

0.5595

AVE minus Correlation Coefficient Squared > 0 ??

0.0906

The AVE minus the correlation coefficient squared for the pair socdialog and proqual is
greater than zero (i.e. positive) suggesting there is discriminant validity.
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A5.5.18 Discriminant Validity Check: socdialog & outcqual
Table A5.5.18: Discriminant Validity Check: socdialog & outcqual
Sum Social Dialogue Squared

2.9327

Sum Outcome Quality Squared

3.9068

Sum Error Variances Social Dialogue

1.6550

Sum Error Variances Outcome Quality

1.4110

Variance Extracted Outcome Quality

0.7347

Variance Extracted Social Dialogue

0.6392

Average Variance Extracted Social Dialogue & Outcome Quality

0.6870

Pearson's Bivariate Correlation Coefficient OQ -->SD (from SPSS)

0.5890

(Correlation Coefficient OQ -->SD) Squared

0.3469

AVE minus Correlation Coefficient Squared > 0 ??

0.3400

The AVE minus the correlation coefficient squared for the pair socdialog and outcqual is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.19 Discriminant Validity Check: socdialog & relcommi
Table A5.5.19: Discriminant Validity Check: socdialog & relcommi
Sum Social Dialogue Squared

2.9298

Sum Relationship Commitment Squared

3.7381

Sum Error Variances Social Dialogue

1.6620

Sum Error Variances Relationship Commitment

1.8310

Variance Extracted Relationship Commitment

0.6712

Variance Extracted Social Dialogue

0.6381

Average Variance Extracted Social Dialogue & Relationship
Commitment

0.6546

Pearson's Bivariate Correlation Coefficient RC -->SD (from SPSS)

0.7500

(Correlation Coefficient RC -->SD) Squared

0.5625

AVE minus Correlation Coefficient Squared > 0 ??

0.0921

The AVE minus the correlation coefficient squared for the pair socdialog and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.20 Discriminant Validity Check: cretrst & bentrst
Table A5.5.20 Discriminant Validity Check: cretrst & bentrst
Sum Credibility Trust Squared

2.5600

Sum Benevolence Trust Squared

2.2922

167
Sum Error Variances Credibility Trust

0.4380

Sum Error Variances Benevolence Trust

0.7790

Variance Extracted Benevolence Trust

0.7464

Variance Extracted Credibility Trust

0.8539

Average Variance Extracted Credibility Trust & Benevolence
Trust

0.8001

Pearson's Bivariate Correlation Coefficient BT -->CT (from SPSS)

0.4830

(Correlation Coefficient BT -->CT) Squared

0.2333

AVE minus Correlation Coefficient Squared > 0 ??

0.5668

The AVE minus the correlation coefficient squared for the pair cretrst and bentrst is greater
than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.21 Discriminant Validity Check: cretrst & proqual
Table A5.5.21 Discriminant Validity Check: cretrst & proqual
Sum Credibility Trust Squared

2.3208

Sum Process Quality Squared

4.3289

Sum Error Variances Credibility Trust

0.4700

Sum Error Variances Process Quality

2.1730

Variance Extracted Process Quality

0.6658

Variance Extracted Credibility Trust

0.8316

Average Variance Extracted Credibility Trust & Process Quality

0.7487

Pearson's Bivariate Correlation Coefficient PQ -->CT (from SPSS)

0.5750

(Correlation Coefficient PQ -->CT) Squared

0.3306

AVE minus Correlation Coefficient Squared > 0 ??

0.4181

The AVE minus the correlation coefficient squared for the pair cretrst and proqual is greater
than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.22 Discriminant Validity Check: cretrst & outcqual
Table A5.5.22 Discriminant Validity Check: cretrst & outcqual
Sum Credibility Trust Squared

2.3097

Sum Outcome Quality Squared

3.9097

Sum Error Variances Credibility Trust

0.4830

Sum Error Variances Outcome Quality

1.4060

Variance Extracted Outcome Quality

0.7355

Variance Extracted Credibility Trust

0.8270
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Average Variance Extracted Credibility Trust & Outcome Quality
Pearson's Bivariate Correlation Coefficient OQ -->CT (from
SPSS)

0.7813

0.4700

(Correlation Coefficient OQ -->CT) Squared

0.2209

AVE minus Correlation Coefficient Squared > 0 ??

0.5604

The AVE minus the correlation coefficient squared for the pair cretrst and outcqual is greater
than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.23 Discriminant Validity Check: cretrst & relcommi
Table A5.5.23 Discriminant Validity Check: cretrst & relcommi
Sum Credibility Trust Squared

2.3144

Sum Relationship Commitment Squared

3.7265

Sum Error Variances Credibility Trust

0.4770

Sum Error Variances Relationship Commitment

1.8520

Variance Extracted Relationship Commitment

0.6680

Variance Extracted Credibility Trust

0.8291

Average Variance Extracted Credibility Trust & Relationship
Commitment

0.7486

Pearson's Bivariate Correlation Coefficient RC -->CT (from SPSS)

0.4840

(Correlation Coefficient RC -->CT) Squared

0.2343

AVE minus Correlation Coefficient Squared > 0 ??

0.5143

The AVE minus the correlation coefficient squared for the pair cretrst and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.24 Discriminant Validity Check: bentrst & proqual
Table A5.5.24 Discriminant Validity Check: bentrst & proqual
Sum Benevolence Trust Squared

2.4633

Sum (Process Quality Squared)

4.3166

Sum Error Variances Benevolence Trust

0.7590

Sum Error Variance Process Quality

2.1830

Variance Extracted Benevolence Trust

0.7645

Variance Extracted Process Quality

0.6641

Average Variance Extracted Benevolence Trust & Process Quality

0.7143
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Pearson's Bivariate Correlation Coefficient PQ -->BT (from SPSS)

0.7470

(Correlation Coefficient PQ -->BT) Squared

0.5580

AVE minus Correlation Coefficient Squared > 0 ??

0.1563

The AVE minus the correlation coefficient squared for the pair bentrst and proqual is greater
than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.25 Discriminant Validity Check: bentrst & outcqual
Table A5.5.25 Discriminant Validity Check: bentrst & outcqual
Sum Benevolence Trust Squared

2.4601

Sum Outcome Quality Squared

3.9101

Sum Error Variances Benevolence Trust

0.7620

Sum Error Variance Outcome Quality

1.4090

Variance Extracted Benevolence Trust

0.7635

Variance Extracted Outcome Quality

0.7351

Average Variance Extracted Benevolence Trust & Outcome
Quality

0.7493

Pearson's Bivariate Correlation Coefficient OQ -->BT (from
SPSS)

0.6530

(Correlation Coefficient OQ -->BT) Squared

0.4264

AVE minus Correlation Coefficient Squared > 0 ??

0.3229

The AVE minus the correlation coefficient squared for the pair bentrst and outcqual is greater
than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.26 Discriminant Validity Check: bentrst & relcommi
Table A5.5.26 Discriminant Validity Check: bentrst & relcommi
Sum Benevolence Trust Squared

2.4615

Sum (Relationship Commitment Squared)

3.6539

Sum Error Variances Benevolence Trust

0.7580

Sum Error Variance Relationship Commitment

1.8310

Variance Extracted Benevolence Trust

0.7646

Variance Extracted Relationship Commitment

0.6662

Average Variance Extracted Benevolence Trust & Relationship
Commit.

0.7154

Pearson's Bivariate Correlation Coefficient RC -->BT (from SPSS)
(Correlation Coefficient RC -->BT) Squared

0.7930
0.6288
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AVE minus Correlation Coefficient Squared > 0 ??

0.0865

The AVE minus the correlation coefficient squared for the pair bentrst and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.27 Discriminant Validity Check: proqual & outcqual
Table A5.5.27 Discriminant Validity Check: proqual & outcqual
Sum Process Quality Squared

4.3234

Sum Outcome Quality Squared

3.9116

Sum Error Variances Process Quality

2.1770

Sum Error Variances Outcome Quality

1.4050

Variance Extracted Outcome Quality

0.7357

Variance Extracted Process Quality

0.6651

Average Variance Extracted Process Quality & Outcome Quality

0.7004

Pearson's Bivariate Correlation Coefficient OQ-->PQ (from SPSS)

0.6900

(Correlation Coefficient OQ -->PQ) Squared

0.4761

AVE minus Correlation Coefficient Squared > 0 ??

0.2243

The AVE minus the correlation coefficient squared for the pair proqual and outcqual is
greater than zero (i.e. positive) suggesting there is discriminant validity.

A5.5.28 Discriminant Validity Check: proqual & relcommi
Table A5.5.28 Discriminant Validity Check: proqual & relcommi
Sum Process Quality Squared

4.3187

Sum Relationship Commitment Squared

3.7340

Sum Error Variances Process Quality

2.1840

Sum Error Variances Relationship Commitment

1.8360

Variance Extracted Relationship Commitment

0.6704

Variance Extracted Process Quality

0.6641

Average Variance Extracted Process Qual & Relationship Commit

0.6673

Pearson's Bivariate Correlation Coefficient RC -->PQ (from SPSS)

0.7050

(Correlation Coefficient RC -->PQ) Squared

0.4970

AVE minus Correlation Coefficient Squared > 0 ??

0.1702

The AVE minus the correlation coefficient squared for the pair proqual and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.
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A5.5.29 Discriminant Validity Check: outcqual & relcommi
Table A5.5.29 Discriminant Validity Check: outcqual & relcommi
Sum Outcome Quality Squared

3.9049

Sum (Relationship Commitment Squared)

3.7278

Sum Error Variances Outcome Quality

1.4100

Sum Error Variances Relationship Commitment

1.8470

Variance Extracted Relationship Commitment

0.6687

Variance Extracted Outcome Quality

0.7347

Average Variance Extracted Outcome Qual &
Relationship Commit.

0.7017

Pearson's Bivariate Correlation Coefficient RC -->OQ
(from SPSS)

0.6260

(Correlation Coefficient RC -->OQ) Squared

0.3919

AVE minus Correlation Coefficient Squared > 0 ??

0.3098

The AVE minus the correlation coefficient squared for the pair outcqual and relcommi is
greater than zero (i.e. positive) suggesting there is discriminant validity.
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Chapter 5 Appendices
Appendix 5.6: Structural Model

Proposed Structural Model
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Figure A5.6.1: AMOS Software depiction of Structural Model
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Figure A5.6.2: Structural Model: Standardised Regression Weights and
Significance Levels

