Abstract
Introduction
Component-based software engineering [7] , [8] , [15] is one of the most popular approaches in software production, since it enables a development effort reduction, aims at complexity management and supports efficient production of the resource-constrained applications. Moreover, component based technologies simplify functional decomposition of complex systems and support building of re-configurable compositions and tuning of component compositions for the particular context they are used in.
However, all contemporary component models focus only on functional features of the components and entire component systems. None of the existing component models proposes techniques for estimation of the static properties of the components and compositions. The static properties are the compositional properties that are determined after compilation of the composition, but before run-time. Examples of these properties are static memory consumption, a number of lines of code, the complexity of the execution graphs, a number of occurrences of specific programming concepts (e.g. critical sections), etc. The early estimation of these properties (e.g. during the architecting phase) becomes vital when the software is developed for resource constrained embedded systems like TV sets.
We propose an approach aimed at early assessment of the static properties of component compositions. These properties are expressed in terms of the properties of the components to be composed and certain compositional rules. The approach is illustrated with a couple of examples of concrete property estimation for a particular component model. As a component model, Koala [11] is used, and the static memory consumption of Koala components is evaluated 1 . The paper is structured as follows. Section 2 briefly overviews the related work. Section 3 enumerates the basic foundations of the approach and presents the scheme of the framework for resource property assessment. Section 4 is concerned with the techniques for formal specification of the properties both for a single component and for the composition. There are also some specification examples in this section. Section 5 describes the mechanisms for the estimation of static property and illustrates them by examples on estimation of static memory consumption. Finally, section 6 concludes the paper and suggests subjects for future work.
Related work
Development of the techniques for compositional reasoning is one of the most promising research directions in component-based software engineering. The requirements to these techniques and challenges in their development are detailed in [13] and [14] . The interesting approach for static verification of the correctness of component composition is described in [3] . A number of approaches for prediction of the properties of the assemblies based on the properties of constituents were proposed [6] , [9] and [10] . The added value of our approach is the quantitative estimation of the static compositional properties that are vital for embedded resource-constrained applications.
A framework for properties evaluation
This section introduces the main principles that the approach is based upon and describes the structure of the framework for method application. For a more detailed description see [1] , [2] , and [4] .
Basic foundations
The core rules for the method are enumerated in the following list. 1. Components provide all information about their static properties via reflection interfaces. The components are attached with an additional interface (reflection interface), so that their static properties can be retrieved via this interface. 2. The estimation mechanism enables compositional reasoning. This means that the static properties of the component composition are expressed in terms of the static properties of the constituents, requiring no additional information. 3. The estimation accuracy is adapted to the estimation effort. The accuracy of the estimation depends on the amount of the effort invested. 4. Static properties can also be budgeted. It can be possible to take into account the estimates of static properties for the components that are not developed yet. Figure 1 illustrates a general framework for the estimation of static properties. We assume that component composition can be seen as a hierarchy. Within this hierarchy, three types of components can be distinguished: (1) basic components that do not contain other components, (2) compound components that may contain other components (see Figure  1) , and (3) the composition itself that is the top-level component.
Framework description
There are two inputs for the framework: specifications of the properties of the components and compositional rules for the components. The framework contains a mechanism that composes component properties according to the rules and estimates the values of these properties for the entire composition.
Using the framework, it is possible to predict the values of the properties for different component bindings and configurations. By varying the inputs of the framework one can obtain the most suitable values of the properties without actual building the composition (i.e. without compiling, linking, etc.). Note that values of static properties of the components can also be budgeted, e.g. when the component is partly implemented.
Static property specification
This section introduces important elements of our model. The model specifies dependencies between composition properties and constituent properties by an analytic expression. As an example, the static memory demand specification for Koala components demonstrates one of the possible practical implementations of this model. There are two basic factors influencing the estimation of a composition property:
1. Component diversity. 2. Component binding.
Component diversity
When a composition is hierarchically built of the existing components, the variation points used to configure components for a particular context need proper handling. A variation point defines a particular design decision that has to be taken. When this occurs, the variation point is bound.
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Figure 2. Diversity parameters passing.
Note that depending on the component model, the variation points may be bound at different times: component description interpretation, compilation, linking and run-time.
Each variation point can be assigned so called diversity parameters that define the set of possible design decisions for that variation point.
Usually, the diversity parameters of components are calculated based on the diversity parameters of the components that are one level higher in the hierarchy (see Figure 2) . A higher-level component applies function ( ) Cj Ci div d to its diversity parameters to obtain the diversity parameters of a lower level component. For example, Figure 2 demonstrates that the values of the diversity parameters of component C3 can be obtained from the values of the diversity parameters of the entire composition by applying formula ( )
Sequentially applying the function that calculates diversity parameters for a lower level component from the diversity parameters of upper ones, it is possible to construct a function that expresses the diversity parameters of any component in terms of the diversity parameters of the entire composition. For example, in Figure 2 the diversity parameters of component C3 can be expressed as follows:
Component binding
Binding defines the connections between components, and, also, which components are included into composition. For example, the component is excluded from composition if its interfaces are not required by other components 2 . To indicate if this contribution needs accounting for, we introduce a function ( ) in c that takes the name of the component as argument and returns zero or one, depending on whether the component is included or not, respectively (see Figure 3) . We consider that this information is provided by the tools that support a component model. 000000 000000 000000 000000 000000
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Analysis of binding ( ) Note that in the general case components are allowed to be included for the building, even if their parent 2 The Koala component model [11] performs a so-called reachability analysis that determines if a component needs building, based on monitoring of component's provides interfaces. components are not 3 . This makes it difficult to construct the information about the presence of a component based on the presence of the parent components. Since component form a hierarchy, the properties of compound components can be expressed in terms of the properties of their inner ones: 
Specification example
This section presents an example of the formal model for the Koala component model. The static memory consumption of Koala component compositions is considered. The memory demand is specified per component in the way described below.
We introduce an auxiliary provides interface IResource specifying memory consumption of a component (see Figure 4 ). Note that this is a reflection interface as described in subsection 3.1. The members of this interface correspond to particular types of memory. For each type of memory, a formula for estimating the memory size is added to the IResource implementation. This formula employs constants, expressions related to Koala features (e.g. diversity parameters), and arithmetic operations. The formula is expressed in the Koala language syntax. 3 Such a situation is possible, for example, in the Koala component model [11] . A component can in this case be used as a shell that determines selection of inner components. The formula for calculation of the sizes is an expression over diversity parameters and sizes (similar formulas) of the sub-components. It also can contain some constants for denoting the sizes of the inner code modules 
34+(8+((res.MaxTalos+1)/2)*2)*(res.MaxTasks+2)
This formula contains variables that depend on the diversity parameters res.MaxTalos and res.MaxTasks and some constants. 2. Contribution of the sub-component "CMgCmx":
mgcmx.req.iPresent() ? mgcmx.req.XRAM_size : 0
Note the term above is the implementation of ( ) in j from formula (0.1). The expression mgcmx.req.iPresent() indicates if any of other components in composition require the services provided by the component "CMgCmx". If mgcmx.req.iPresent() is true, then the component is included into the composition, and the size of "CMgCmx" is added to the size of "CIsCmx". For the component "CMgCmx" the similar interface "req" is specified, and mgcmx.req.XRAM_size provides the size of "CMgCmx" to account for in the formula for "CIsCmx".
By using this specification technique, the memory consumption estimates for component compositions can be calculated automatically by the Koala compiler 5 . For the achieved accuracy and the necessary effort see section 5.3. 4 A module is a block of code implementing the interface functions [11] . 5 The Koala compiler performs partial expression evaluation; for more details see [11] .
Evaluation mechanisms
This section explains how to perform property estimations in an "intelligent" way. It describes which components have to be taken into account for the estimation and the order these components should be considered.
Exhaustive and selective evaluation
Annotation of all the components with reflection interfaces, and subsequent calculation of the resulting properties turns out to be an efficient approach for comparatively low-scale compositions (up to 20 components with few configuration parameters). But for complex systems, with hundreds of components and thousands of parameters, the employment of the method implies a huge amount of work. Thus, considering that the annotation effort should be reasonable, it would be wise to handle not all the components and not all the parameters, but only the relevant ones.
Depending on their contribution to the resulting value and the defined estimation accuracy, not all the components in the composition need to be taken into account.
Two approaches can be considered: (1) an exhaustive approach and (2) a selective approach. These two approaches trade estimation accuracy against estimation effort.
In the exhaustive approach, all the diversity parameters of all components are taken into account (see Figure 5) . The component hierarchy is traversed in a bottom-up way, starting from the basic components up to ones at the defined level of the hierarchy. A formula is constructed for each component, until a formula for the entire composition is determined.
The selective approach deals only with the components and diversity parameters that are sufficient for achieving a desired level of precision. The approach starts at some fixed level of the composition hierarchy (in Figure 5 , e.g. components C1, C2, and C3) and traverses the component hierarchy in a top-down way. If it is impossible to obtain a sufficiently accurate formula at this level, then also the subcomponents need analyzing and formulas should be constructed for them. The degree of nesting should be as deep as necessary for achieving the desired accuracy.
The formula for a top-level component is based on the formulas of its constituents. A convenient way to determine these formulas over the various diversity parameters and subcomponents is wrapping of the investigated component. The formulas can be built in an empiric stepwise way: their extrapolations are obtained by sequential compiling of the wrapper with various values of diversity parameters. The evaluation can be supported by code observation.
Note that both approaches support budgeting, i.e. the expected static properties of non-existing components can be incorporated. There are a number of important factors to be taken into account when choosing a particular approach.
Estimation accuracy. The exhaustive approach presumes that all components in the hierarchy are annotated with the formulas specifying their static properties. If all formulas are sufficiently accurate, the exhaustive approach ensures (in the general case) that the required level of accuracy for the entire composition is reached.
The selective approach, however, may not ensure required level of accuracy. Hence, this approach may require the analysis of deeper levels of the component hierarchy (in addition to the chosen components) if the achieved level of accuracy is not sufficient.
Timing budget. For the exhaustive approach, the annotation of all components with formulas requires a substantial effort.
For the selective approach, only the selected components must be annotated. However, quite an effort may be required for selecting the relevant components and diversity parameters. Thus, in general, it is difficult to determine which approach is more efficient.
Reuse of components.
Component reuse may be an important factor when choosing between the exhaustive and selective approaches. If some components of the analyzed composition are considered for reuse in other products their annotation might be worthwhile, even if this is not necessary for the current estimation.
The general guideline is that the chosen approach should be a compromise between the amount of the effort and the accuracy of the results.
Method
This section describes a general algorithm that one should follow for estimating compositional static properties. The estimation process consists of the following actions: 1. Define the top-level component (entire composition). 2. Define the necessary estimation accuracy. 
Evaluation example: static memory consumption of Koala components
This section shows the results of experimenting with different evaluation approaches. The experiments were performed on Koala components and compositions.
To demonstrate both approaches for memory estimation, we applied them to two different component compositions taken from the existing software stack for TV sets. The first composition consisted of seven components and was used for checking the exhaustive approach. The second composition consisted of 22 components and was used for checking the selective approach.
The exhaustive approach required seven days for application. The most time-consuming part was the stepwise formula refinement: code inspection required a number of iterations until all formula parameters were extracted. Also a repetitive compilation was needed for checking formula adequacy and calculating the sizes of the modules (unchangeable numbers to be added to the formula).
The realization of the selective approach took more time -ten days, in spite of the fact that diversity spaces of the components were reduced significantly. The reasons for that were the mutual dependencies between components (the components defined the diversity parameters of each other).
According to our experience, the approximate worktime needed for the extension of an average component description is 30-60 minutes.
The software stack for the case study was implemented for a 16-bit derivative of the popular Intel 8051 micro-controller. This micro-controller uses several types of memory: external ROM (XROM), internal ROM (IROM), internal data RAM (IDRAM), static RAM (SRAM), and external RAM (XRAM). For each type of memory, the estimates were compared with the actual sizes, considering different sets of diversity parameters. The actual sizes were determined from the compilation. The results are summarized in Table 1 and Table 2 .
Generally, the size of static data (residing in SRAM, XRAM and IDRAM) size can be assessed with 100% accuracy. The relative error lies within a five-percent range, which is suitable for many architecting and engineering appliances. The relative error achieved with the selective approach lies within a one-percent range. It is difficult to cover the entire space of possible diversity parameters to claim that this one-percent range is achieved for all possible values of diversity parameters. However, the range of five percent seems a rather safe assumption.
Conclusions
In this paper, we have described a method that allows the evaluation of all compositional static properties of component compositions. The proposed method is illustrated with the examples for the estimation of the static memory size of Koala components taken from an existing TV software stack. For this purpose, the standard constructions of the Koala component definition language were used.
We have described a formal model for the specification of the static component properties. This model presumes the presence of a reflection interface, describing the static properties of the component. This model also reflects compositional aspects, such as exclusion/inclusion of components and diversity parameters.
The suggested specification technique is compositional and hierarchical: the static properties of a compound component are specified in terms of properties of its constituents, and each component can be used in another context without changing its specification. This technique also supports budgeting; i.e. the expected values of properties of the components being developed can be incorporated into the specification as constants.
The evaluation of the resulting properties can be performed with two approaches: (1) exhaustive and (2) selective. Each approach was validated with a case study. High estimation accuracy was achieved for both approaches.
Future research may be performed on the following directions: -Method validation by assessment of other static properties, -Generalization of the method for other component models (COM, CORBA, etc.), -Elaboration of suitable languages for the specification of static component properties and composition rules.
