Abstract. In this survey we consider the classical overdetermined problem which was studied by Serrin in 1971. The original proof relies on Alexandrov's moving plane method, maximum principles, and a refinement of Hopf's boundary point Lemma. Since then other approaches to the same problem have been devised. Among them we consider the one due to Weinberger which strikes for the elementary arguments used and became very popular. Then we discuss also a duality approach involving harmonic functions, a shape derivative approach and a purely integral approach, all of them not relying on maximum principle. For each one we consider pros and cons as well as some generalizations.
3. An integral approach via arithmetic-geometric mean inequality [5] 13 References 15
The early years
In a celebrated paper [26] Serrin initiates the study of elliptic equations under overdetermined boundary conditions. He establishes in particular the radial symmetry of the solution to the following overdetermined Poisson problem. Let Ω be a bounded, smooth, open, connected set of R n , and let ν x the outward normal at x ∈ ∂Ω, if u is a smooth solution to up to a translation and therefore Ω is a ball with radius R. The main tool of his proof is a technique introduced by Alexandrov [2, 3] known as moving plane (in a completely different context to established that the only compact, embedded (n − 1)-dimensional smooth hypersurfaces in R n with constant mean curvature are the spheres) combined with a clever refinement of the maximum principle (see Lemma 1.1). Right after Serrin's paper, Weinberger [28] came out with a very short proof of the same result using the maximum principle applied to an auxiliary function. However in spite of its simplicity Weinberger's proof on one hand seems to rely on the linearity of the Laplace operator and was not elementarily generalizable to nonlinear ones, on the other hand is restricted to constant righthand side in the Poisson problem. Serrin's proof has in fact the great advantage of being easily stretchable to a wide range of fully nonlinear elliptic operators with fairly general data. Shortly after, these early papers resulted in a wide research field which nowadays it is still very prominent. It is also very important to mention that Serrin's approach inspired other fundamental results concerning symmetry in PDE's. Among the others a seminal paper by Gidas, Ni and Nirenberg [16] which unfortunately is beyond the scope of the present survey. Our goal indeed is to summarize in a concise but self contained way both Serrin's and Weinberger's proofs along with some of the alternative results which came out more recently. Nonlinear problems, stability issues, possibility to extend the symmetry result in case of lack of regularity, overdetermined problems in exterior domains, different overdetermined boundary conditions, are only few of the interests which became popular during the last few decades. It is impossible to give an exhaustive list of all the results hence we will restrict our attention just on the original Poisson problem (1.1). We shall stress pros and cons of every approach and mention major applications to different settings.
As Serrin explains [26] , his work originated form physical motivations:
Consider a viscous incompressible fluid moving in straight parallel streamlines through a straight pipe of given cross sectional form Ω. If we fix rectangular coordinates in space with the z axis directed along the pipe, it is well known that the flow velocity u is then a function of x, y alone satisfying the Poisson differential equation (for n = 2)
where A is a constant related to the viscosity and density of the fluid and to the rate of change of pressure per unit length along the pipe. Supplementary to the differential equation one has the adherence condition
Finally, the tangential stress per unit area on the pipe wall is given by the quantity µ ∂u ∂νx where µ is the viscosity. Our result states that the tangential stress on the pipe wall is the same at all points of the wall if and only if the pipe has a circular cross section.
Exactly the same differential equation and boundary condition arise in the linear theory of torsion of a solid straight bar of cross section Ω, (...) when a solid straight bar is subject to torsion, the magnitude of the resulting traction which occurs at the surface of the bar is independent of position if and only if the bar has a circular cross section. In order to understand why the boundary overdetermination is so interesting in physical context one has to notice that it may arise in optimal control theory. Following for instance the analogy with the torsion problem, we can ask what is the shape of a prismatic bar that maximizes the torsional rigidity when the cross sectional area is assigned. This is the famous Saint-Venant problem and the answer is the provided by the bar of circular cross section [23] . A necessary condition that a smooth cross section Ω has to satisfy, for being the bar a maximizer of the torsion, is stationarity among smooth domain variations. The Torsion becomes a so called shape functional and the problem is recast in the framework of the shape optimization via domain derivative [19] . As mentioned by Serrin the torsion problem consists in finding a function u (called torsion function) which solves ∆u = −A in Ω and u = 0 on ∂Ω.
The well known Hadamard formula for the torsional rigidity enforces the gradient of u to be constant on the boundary of Ω (i.e. the bar has constant shear stress) and here comes the overdetermination. In view of Serrin's result we can state that, when optimizing the torsion of a prismatic bar with respect to area preserving smooth variations of the cross section, the circular shaft is the unique stationary point.
1.1. Serrin's result [26] . Before stating the result we observe that every solution to (1.1) is positive in Ω and that divergence theorem together with the fact that Du = cν on ∂Ω give
The main Theorem reads as follows.
Whenever Ω is a C 2 bounded domain (bounded open and connected) of R n and u ∈ C 2 (Ω) is a solution to problem (1.1) then, up to a translation, u =
and Ω is a ball with radius R.
We start by recalling Serrin's proof of Theorem 1.1, which relies on the moving planes method together with the strong maximum principle. Proof. We denote by H ν an open halfspace with unit outer normal ν and we move this halfspace along the direction ν until it intersects Ω. We still denote by H ν the halfspace after its motion and by Ω ν = Ω ∩ H ν . For every cap Ω ν let us denote by Σ(Ω ν ) its reflection with respect to ∂H ν and let us move H ν until Σ(Ω ν ) ⊂ Ω. When the motion stops then one of these two cases occur:
(1) Σ(Ω ν ) becomes internally tangent to ∂Ω at a pointx not belonging to ∂H ν ; (2) H ν reaches a position such that ν is tangent to ∂Ω at some pointȳ .
We denote by H ′ ν the halfspace when it reaches one of these positions and by Ω ′ ν the respective cap. The goal is to prove that Ω is symmetric with respect to the hyperplane ∂H ν . Once this fact is proved then the theorem follows, since for every direction ν, Ω would be symmetric with respect to the hyperplane normal to ν. Moreover, by construction, Ω would also be simply connected, then it has to be a ball and the unique solution to (1.1) is the paraboloid.
Let now Σ(·) denote the reflection across ∂H ′ ν . We set v the function defined in Σ(
Obviously v satisfies:
Since Σ(Ω ′ ν ) is contained in Ω one can consider the function u − v and (recalling that u > 0 in Ω) observe that it satisfies
At this point the strong maximum principle gives either
The latter case would imply that Ω is symmetric about ∂H ′ ν . Assume that case (1) occurs, that is Σ(Ω ′ ν ) is internally tangent to ∂Ω at a pointx not belonging to ∂H ν and assume by contradiction that (1.3) holds true. Then Hopf Lemma ensures that
but this contradicts the fact that (1.1) and in (1.2) yield
We conclude that (1.3) cannot occur in case (1).
Case (2) is much more complicated since Hopf Lemma cannot apply. The proof makes use of a refinement of the maximum principle, see Lemma 1.1 below (for its proof see [26] ). The goal is to prove that u − v has inȳ a second order zero. To do this we fix a coordinate system with the origin atȳ, the x n axis in the direction of the inward normal to ∂Ω atȳ (that is −νȳ), and the x 1 axis in the direction of ν, that is normal to ∂H ′ ν . In this coordinates system the boundary of Ω is locally given by
Since u ∈ C 2 the boundary conditions, u = 0 on ∂Ω and ∂u ∂ν x = c on ∂Ω, can be written as
, respectively. Differentiating (1.4) with respect to x i , for i = 1, . . . , n − 1, we have
Evaluating (1.6) and (1.5) atȳ and recalling that ∂φ ∂x i (ȳ) = 0 for i = 1, . . . , n − 1 we have
Differentiating (1.6) with respect to x j , we get for i, j = 1, . . . , n − 1
while differentiating (1.5) with respect to x i , for i = 1, · · · n − 1 and using (1.7) we obtain
By construction Σ(Ω ′ ν ) ⊆ Ω and all the second derivatives
has an extremum point atȳ with respect to all but the first coordinates directions. (1.9 ) and the last remark we have that all the first and second derivatives of u and v coincide atȳ. The function w = u − v satisfies
, and w(ȳ) = 0. If θ is any direction not parallel to ν Lemma 1.1 ensures that either
, which is a contradiction since all the first and second derivatives of u and v coincide atȳ.
The following Lemma is a refinement of Hopf Lemma. We omit its proof which is contained in [26] Lemma 1.1. Let Ω be a C 2 bounded domain (bounded open and connected) of R n and let ν a direction such that < ν, ν y >= 0, y ∈ ∂Ω. Let H ν be an open halfspace with unit outer normal ν, Ω ν = Ω ∩ H ν and let w ∈ C 2 (Ω ν ) satisfy
1.1.1. Remark on the proof and generalization. The great advantage of Serrin's proof with respect to all other techniques that we are going to analyze is that it works out of the box on a massive number of other problems. The main ingredients used are:
• The problem is invariant under reflection • In any boundary point of Ω, in a framework where one of the axis points into the normal direction, the second derivative of u can be determined in terms of the other second order derivative.
• Maximum principle and boundary point maximum principle hold. If for instance we consider
then Ω is a ball and u is radially symmetric, provided f is differentiable and u > 0. The condition u > 0 is unavoidable in order to apply the moving plane. The eigenvalue problem serves as a counterexample. No symmetry of solutions can be established via moving planes for
unless we know that we are dealing with the first eigenvalue λ where u has constant sign. The radial symmetry of solutions to the overdetermined eigenvalue problem (1.11) is known as Schiffer conjecture.
Serrin moving plane technique can be generalized also to many nonlinear elliptic operators (such as p-Laplacian), but the effectiveness of the proof depends upon the fine structure of the equation, and it is not possible to give an exhaustive list of the nonlinearity covered.
Finally we notice that it is possible to consider also different boundary conditions. For instance replace the constant c in (1.1) with a smooth monotone non decreasing function of the mean curvature of ∂Ω.
1.2.
Weinberger's proof [28] . The proof makes use of an integral identity (Pohožaev identity), and of the strong maximum principle applied to an auxiliary function called P -function.
We recall the Pohožaev identity
Proof. For the proof see for instance [27] , [22] .
Proof of Theorem 1.1. Let u be a solution to (1.1), by (1.12) we have
Equation in (1.1) and the divergence theorem give:
Therefore we get (1.14) (n + 2)ˆΩ u dx = nc 2 |Ω|.
The classical Schwarz's inequality and equation in (1.1) give
From the strong maximum principle, since |Du| 2 + 2 n u = c 2 on ∂Ω, we conclude that either
In the first case by (1.13) we have n + 2 nˆΩ u dx < c 2 |Ω|, which contradicts (1.14). Therefore P is constant in Ω. This implies equality in both (1.16) and (1.15), and we deduce that
Consequently u = R 2 − |x| 2 2n up to translations and Ω is a ball of radius R.
1.2.1.
Remark on the proof and generalization s . Weinberger's proof is particularly attractive for its elementary arguments. With respect to Serrin's proof it requires less regularity. Indeed already only interior maximum principle for the auxiliary P-function and the Pohožaev identity are needed. For this reason u ∈ C 2 (Ω) ∩ C 1 (Ω) is enough. This also means that Weinberger broadens the class of domain among which the symmetry result can be established. Moreover Garofalo and Lewis showed in [15] that is is possible to assemble via P -function a Weinberger argument also for p-Laplacian type operators and recast the problem in the Sobolev W 1,p settings. This paper opened new perspectives on a technique which for many years have been prescribed to the linear case. Operator in divergence form of p-Laplacian type have been later considered for instance in [13, 14] , and even the special case of the ∞-Laplacian has been handled in [7, 12] .
2. More recent alternative proofs 2.1. The duality Theorem [21] . The duality Theorem shows a deep connection between Serrin's overdetermined problem and the mean value theorem for harmonic functions. It is well known that the average of an harmonic function in a ball always equals the average on its boundary. Serrin's result established that the mean value theorem can be true only on balls in the sense that, if the average on a smooth, bounded domain Ω equals the one on ∂Ω regardless the harmonic function we consider, then Ω must be a ball. In what follows Ω is a smooth domain. Theorem 2.1. Let u ∈ C 2 (Ω) ∩ C 1 (Ω) be the solution to −∆u = 1 in Ω, and u = 0 on ∂Ω. The following statements are equivalent:
(i) u is a solution to (1.1).
(ii)
Proof. Assume (i). Divergence theorem immediately implies that for every h harmonic in Ω
and then (ii). Conversely assume (ii) and let u ∈ C 2 (Ω) ∩ C 1 (Ω) be such that −∆u = 1 in Ω,
Theorem 2.2. If (ii) holds true then Ω is a ball.
Proof. By Theorem 2.1 there exists u ∈ C 2 (Ω)∩C 1 (Ω) solution to (1.1). Let h =< x, Du > −2u.
The function h is harmonic in Ω (observe that it is harmonic in the distributional sense thanks to the differential identity ∆(< x, Dv >) =< D(∆v), x > +2∆v and by classical regularity results h is smooth in Ω).
(ii) together with Du = cν on ∂Ω givê
In view of the divergence theorem
the fact that u is a solution to (1.1) together with (2.1) yieldŝ
Here we have used that c = − |Ω| |∂Ω| .
The strong maximum principle leads u > 0 in Ω, then (1.16) implies that ∆P = 0 in Ω and the proof concludes as in Subsection 1.2.
2.1.1. Remark on the proof and generalization. To our knowledge the proof by duality theorem is the first one which does not make explicit use of maximum principle. We face a flavor of the maximum principle when u is assumed to have constant sign. Nevertheless the proof is reminiscent of Weinberger's one and indeed both share the same regularity of u. Finally there is also an interesting generalization due to Bennett [4] where fourth order overdetermined problem for biharmonic operator are taken into account.
2.2.
The domain derivative [9] . As we have seen in the first section, there is a deep connection between overdetermination and shape optimization. Throughout this section if Ω is an open subset of R n satisfying the assumptions of Theorem 1.1 such that there exists a solution to problem (1.1), we say that Ω is a solution to Serrin's problem. Following [9] we are going to show how to construct a shape functional which is minimized by solutions to Serrin's Problem and then infer the uniqueness of the minimizer. For every ω ⊂ R n with C 2 boundary we denote by u ω the solution to (2.2) ∆u ω = −1 in ω u ω ∈ H 1 0 (ω) and we consider the functional
The strategy of the proof consists in proving that every solution to Serrin's problem minimizes the functional J. Indeed the following lemma holds true Lemma 2.1. J(ω) ≥ 0 for every ω ⊂ R n with C 2 boundary. If ω is a solution to Serrin's problem then J(ω) = 0.
Proof. Multiplying (1.15) by u ω (u ω > 0 in ω) and recalling that
The divergence theorem, the fact that u ω = 0 and the fact that
which proves the inequality. Now assume that ω is a solution to Serrin's problem, then c = ∂uω ∂νx = −|Du ω | on ∂ω.
From (1.14) and (2.5) we have that
Since c = − |ω| |∂ω| , the thesis follows.
We briefly recall the definition of shape derivative and Hadamard formula (we refer for instance to [17, 19] ) .
Let ω be a smooth open set in R n , and let θ ∈ C 2 (R n ; R n ) and denote by ω t = {x + tθ(x), x ∈ ω}, t > 0. The derivative of J at ω in the direction θ is
The computation of (2.7) leads to calculate also the derivative of u ω with respect to the domain. Such a derivative denoted by u ′ ω satisfies (2.8)
Lemma 2.2. The derivative of the functional J at ω in the direction θ is given by
where H is the mean curvature of ∂ω and u ′ ω is defined in (2.8).
Proof. The proof follows from Hadamard formula (see [17, 19] ). For the function j 1 (ω) = ω f (ω) dx such a formula reads
Here f ′ (ω) and g ′ (ω) denote the derivatives with respect to the domain of f and g, respectively. From these two formulae applied to J we get (2.10)
By the divergence theorem, Problem (2.2), and Problem (2.8), we get
On the other hand
Bearing in mind that for ∂ω = {x : u ω (x) = 0} it holds
Plugging (2.11), (2.12), (2.13) into (2.10) we obtain (2.9).
Proof of Theorem 1.1. Let Ω be a solution to Serrin problem. By lemma 2.1, Ω is a minimizer of J, then for every vector field θ ∈ C 2 (R n ; R n ) we must have dJ(Ω, θ) = 0.
Using (2.9) together with c = ∂u
and then
Hence the mean curvature of ∂Ω is constant and Alexandrov theorem (see [2, 3] ) implies that Ω is a ball. This concludes the proof.
2.2.1. Remark on the proof and generalizations. The proof via shape derivative is another nice example of proof which does not uses the maximum principle explicitly. Again however the constant sign of the solution u is used. It is also interesting to notice that it uses Alexandrov theorem [2, 3] which in turn, at least in the original version, relies on the moving planes. Recently even a deeper connection between Alexandrov Theorem and Serrin problem has been exploited in [11, 20] on the wake of [25] . The shape derivative technique requires (following [9] ) somewhat more regularity than Weinberger's ones. It has been however successfully applied in other contexts for instance to obtain partial result toward the solution to the Schiffer conjecture (see [8] ).
2.
3. An integral approach via arithmetic-geometric mean inequality [5] . This idea stems from the need to extend Serrin overdetermined result to non uniformly elliptic operators of Hessian type. It is a fairly simple proof once we get acquainted with the notation used. We denote by A = (a ij ) a matrix in the space S n of the real symmetric n × n matrices, and by λ 1 , ..., λ n its eigenvalues, we define the first and the second elementary symmetric function of its eigenvalues as
Note that S 2 (A) is just the sum of all 2 × 2 principal minors of A, and in dimension 2 is nothing but DetA.
Denoting by
Euler identity for homogeneous functions gives
2 (A)a ij , here we are adopting the Einstein summation convention for repeated indices.
Then the following inequality, known as Newton inequality, holds true in the class of matrices whose trace is nonnegative (2.14)
equality in (2.14) implies λ 1 = λ 2 = ... = λ n (see [18] ). Given a C 2 function u, the k-Hessian operators S k D 2 u (k = 1, 2) are defined as the k-th elementary symmetric function of D 2 u. Observe that with this notation
A direct computation yields that (S 
(from now on subscripts stand for partial differentiations). Let t be a regular value of u and let L = {u ≥ t}. If, with an abuse of notation, we denote by H = −div Du |Du| , (n − 1) times the curvature of the level set ∂L at the point x, then
This means that the value of ∆u at any regular point (i.e. a point with non vanishing gradient) only involves derivates of u along the direction of steepest descent and the mean curvature H/(n − 1) of the level surface through that point.
Finally the following pointwise identity holds (see [24] ) (2.17)
Proof of Theorem 1. Using that u > 0 in Ω, equations (2.16), (2.17), (2.19), and inequality (2.14) yield (n − 1) (n + 2) c 2 |Ω| =ˆΩ H|Du| 3 = 2ˆΩ uS 2 (D 2 u) ≤ n − 1 nˆΩ u = (n − 1) (n + 2) c 2 |Ω|.
This implies that equality holds true in (2.14) so (2.20)
in Ω, and the Hessian matrix D 2 u has all equal eigenvalues at every point of Ω. This fact implies that D 2 u is a constant times the identity matrix and the thesis follows.
2.3.1. Remark on the proof and generalization. Here is another example where besides the constant sign of the solution u there is no shade of maximum principle. Basically the only ingredient of the proof is the geometric mean inequality. Once again the proof only needs the regularity required by the Pohožaev inequality i.e.: u ∈ C 2 (Ω)∩C 1 (Ω). There is a deep connection between this proof and the Weinberger's proof, since the first one consists somehow in evaluating the integral over Ω of ∆u times the P -function. However no maximum principle on P is established and everything is kept in integral form. Even if the proof was successfully applied to nonlinear operator of Hessian type, it turned out that the main advantage of this approach is that it does not use any pointwise argument. By means of this technique, stability theorem for Serrin problem like those in [1] were improved in [6] . Moreover the technique is well designed when dealing with anisotropic overdetermined problem [10] , where intrinsic asymmetry and lack of regularity advise against Serrin's and Weinberger's proofs.
