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Abstract
We formulate a numerical method to solve the porous medium type equation
with fractional diffusion
∂u
∂t
+ (−∆)σ/2(um) = 0
posed for x ∈ RN , t > 0, with m ≥ 1, σ ∈ (0, 2), and nonnegative initial data
u(x, 0). We prove existence and uniqueness of the solution of the numerical method
and also the convergence to the theoretical solution of the equation with an order
depending on σ. We also propose a two points approximation to a σ-derivative with
order O(h2−σ).
1 Introduction
In this paper we discuss a numerical method to solve the Cauchy problem
(1.1)

∂u
∂t
+ (−∆)σ/2(|u|m−1u) = 0, x ∈ RN , t > 0,
u(x, 0) = f(x), x ∈ RN ,
for exponents m ≥ 1, space dimension N ≥ 1, and fractional exponent σ ∈ (0, 2).
After presenting the numerical method, we prove existence and uniqueness of solution
to the method. Moreover, we establish the convergence of the method to the theoretical
solution of the problem. In the limit σ → 2 we recover the standard Porous Medium
Equation
∂u
∂t
+ ∆(|u|m−1u) = 0,
for which the numerical solution has been studied by many authors, either in itself of as
part of the study of the class degenerate parabolic equations, see e.g. [1, 3, 11, 13, 15,
16, 18, 20, 21, 24] for the earlier literature.
We recall that the fractional Laplacian operator (−∆)σ/2, 0 < σ < 2, is probably the
best known example in the class of nonlocal diffusion operators that are studied because
of their interest both in theory and applications, cf. [17, 22]. Indeed, fractional diffusions
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have a long history in modeling problems in physics, finance, mathematical biology and
hydrology. The fractional Laplacian operator is usually defined via Fourier transform
for any function f in the Schwartz class as the operator such that
F((−∆)σ/2u)(ξ) = |ξ|σF(u)(ξ)
or via Riesz potential, for a more general class of functions, as
(1.2) (−∆)σ/2f(x) = CN,σP.V.
∫
RN
f(x)− f(y)
|x− y|N+σ dy ,
where CN,σ = 2
σ−1σΓ
(
N+σ
2
)
/piN/2Γ
(
1− σ2
)
is a normalization constant. For an equiv-
alence of both formulations see for example [25].
The numerical analysis of Problem (1.1) was started in paper [23] where the case σ = 1
was studied. The extension method that we use to implement the fractional Laplacian
has a number of specific difficulties for σ 6= 1 that we address here. Previous works
dealing with the numerical analysis of nonlocal equations of this type are due to Cifani,
Jakobsen, and Karlsen in [4], [5], [6]. In particular, they formulate some convergent
numerical methods for entropy and viscosity solutions.
One of the main differences of our work is that we do not directly deal with the integral
formulation of the fractional Laplacian; instead of this, we pass through the Caffarelli-
Silvestre extension [2], which replaces the calculation of the singular integral (1.2) by
the calculation of a convenient extension in one more space dimension. While in the
case σ = 1 the extension of um(x, t) is just a function w(x, y, t) which is harmonic
in (x, y) for every t fixed, in the cases σ 6= 1 the extension is a so-called σ-harmonic
function, i. e., the solution of an elliptic equation with a weight that is either degenerate
or singular at y = 0. The numerical analysis of the elliptic PDE (−∆)su = f in a
bounded domain with zero boundary data via the extension method has been recently
studied by Nochetto and collaborators using finite elements, [19].
The paper is organized as follows. In Section 2 we give a brief description of the prob-
lem we are concerned with. We present an equivalent way of expressing the problem
avoiding the nonlocal operator formulation. For numerical reasons it is convenient to
start by posing the problem in a bounded domain. In Section 3 we propose a two-points
approximation formula for the weighted derivative that appears in the extension formu-
lation, as well as a proof of the order of convergence; besides, a numerical experiment is
given for this approximation. In Section 4 we present the numerical scheme and prove
convergence towards the theoretical solution. In Sections 5 and 6 we study the opti-
mal and minimal rates of convergence that we can reach with the proposed numerical
scheme. Finally, in Section 7 we show how the numerical solution posed in a bounded
domain Ω converges to the theoretical solution posed in RN as Ω→ RN .
2
2 Local formulation of the non-local problem
2.1 Problem in RN
Our aim is to find numerical approximations for the solutions of the Cauchy Problem
for the porous medium equation with fractional diffusion, stated in (1.1). We will take
m ≥ 1, σ ∈ (0, 2), and the initial function f ∈ L1 ∩ L∞(RN ) and nonnegative. The
general theory for existence, uniqueness and regularity of the solution of problem (1.1)
can be found in [8]. In particular, it is shown that problem (1.1) is equivalent to the
so-called extension formulation,
(2.1)

Lσw(x, y, t) = 0, x ∈ RN , y > 0, t > 0,
∂w1/m
∂t
=
∂w
∂yσ
, x ∈ RN , y = 0, t > 0,
w(x, 0, 0) = fm(x), x ∈ RN ,
where the extension is defined in terms of the elliptic operator:
Lσv := ∇ · (y1−σ∇v) ,
while the normalized σ-derivative operator
∂
∂yσ
is defined, for any σ ∈ (0, 2), as
(2.2)
∂v
∂yσ
(x, 0) := µσ lim
y→0
y1−σ
∂v
∂y
(x, y), .
where µσ = 2
σ−1Γ(σ/2)/Γ(1 − σ/2). The equivalence between (1.1) and (2.1) holds in
the sense of trace and Lσ-harmonic extension operators, that is,
u(x, t) = Tr(w1/m(x, y, t)), w(x, y, t) = Eσ(u
m(x, t)).
Note 1. The extensio´n operator Lσ defined in (2.2) can also be written as
Lσv(x, y) = y
1−σ∆v(x, y) + (1− σ)y−σ ∂v
∂y
(x, y) ,
where ∆ is the N + 1 dimensional Laplacian operator.
2.2 The problem in a bounded domain. Notations
In order to construct a numerical solution to Problem (2.1), we perform a monotone
approximation of the solution in the whole space by the solutions of the problem posed
in a bounded domain.
We consider positive numbers X1, . . . , XN , Y, T . We define the bounded domain Ω =
(−X1, X1)× ...× (−XN , XN )× (0, Y ), and set Γ = ∂Ω. For convenience we also divide
the boundary in two parts:
Γd = [−X1, X1]× ...× [−XN , XN ]× {0}
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(the base), and Γh = ∂Ω\Γd (the lateral boundary of the extended domain). With these
notations, we formulate the corresponding problem in the bounded domain as
(2.3)

Lσw(x, y, t) = 0, (x, y) ∈ Ω, t ∈ (0, T ],
∂w1/m
∂t
(x, 0, t) =
∂w
∂yσ
(x, 0, t), (x, y) ∈ Γd, t ∈ (0, T ],
w(x, 0, 0) = fm(x), (x, y) ∈ Γd,
w(x, y, t) = 0, (x, y) ∈ Γh .
Notice that we have imposed homogeneous boundary conditions on Γh.
In the sequel, we will consider the problem with N = 1 in order to simplify de notation,
but all the arguments are also valid for N > 1 without much effort.
X-X
Ω
Y
Γd
Γh
Let us announce at this point some other notations that will appear in the sequel:
Λ = maxi,k,j |(τj)ki | will be the local truncation error of the numerical method, while
a will be the discretization order for the numerical implementation LDσ of the extended
operator Lσ, cf. Section 4; Ej and Fj are the two options for the total error of the
numerical method at time tj , which are used in the convergence proofs of Subsection
4.4. We will use the Landau notation O(.) for the order of a function relative to another
one. Some constants appear: µσ is defined after (2.2), and νσ = σµσ
3 Discretization of the σ-derivative
Given the σ-harmonic extension problem
(3.1)
{
Lσv(x, y) = ∇ · (y1−σ∇v) = 0 x ∈ RN , t > 0,
v(x, 0) = g(x) x ∈ RN ,
4
the explicit solution is given by a convolution of the boundary condition with the kernel
(3.2) P (x, y) = dN,σ
yσ
(|x|2 + y2)N+σ2
,
that is,
(3.3) v(x, y) =
∫
RN
P (x− ξ, y)g(ξ)dξ.
In view of this, we introduce the discretized σ-derivative at y = 0 as follows:
(3.4) F (x, y) := σ
v(x, y)− v(x, 0)
yσ
= σdN,σ
∫
RN
g(ξ)− g(x)
(|x− ξ|2 + y2)N+σ2
dξ .
With this definition, we have
(3.5) lim
y→0
F (x, y) = lim
y→0
y1−σ
∂v
∂y
(x, y).
Notice that the operator ∂∂yσ satisfies
∂v
∂yσ
(x, 0) := µσ lim
y→0
y1−σ
∂v
∂y
(x, y) = −(−∆)σ/2g(x).
Summing up, it seems that µσF (x, y) could be a good candidate to be used as the
discretization of ∂v∂yσ (x, 0).
We are interested in the order of the discretization. For that we have to compute the
difference
µσF (x, y)− ∂v
∂yσ
(x, 0) = µσσdN,σ
∫
RN
g(ξ)− g(x)
(|x− ξ|2 + y2)N+σ2
dξ + (−∆)σ/2g(x)
= CN,σ
∫
RN
[g(ξ)− g(x)]
(
1
(|x− ξ|2 + y2)N+σ2
− 1|x− ξ|N+σ
)
dξ
Theorem 3.1. Consider F and
∂v
∂yσ
as above, and g ∈ C2(RN ). Then,
|µσF (x, y)− ∂v
∂yσ
(x, 0)| ≤ O(y2−σ),
that is,
|µσσv(x, y)− v(x, 0)
yσ
− ∂v
∂yσ
(x, 0)| ≤ O(y2−σ).
5
Proof. We want to have an estimate in terms of y of the expression
I =
1
CN,σ
(
µσF (x, y)− ∂v
∂yσ
(x, 0)
)
=
∫
RN
[g(ξ)−g(x)]
(
1
(|x− ξ|2 + y2)N+σ2
− 1|x− ξ|N+σ
)
dξ
We split the integral into IR + IC , where IR is the above integral computed in BR(x)
and IC the integral computed in B
c
R := RN\BR(x). For simplicity, we are going to
estimate all the integrals when x = 0, but the calculation for a general x is analogous.
Let us first estimate the integral outside the origin, IC :
|IC | ≤ 2||g||∞
∫
BcR
1
|ξ|N+σ −
1
(|ξ|2 + y2)N+σ2
dξ
=
Cg
yσ
∫
Bc
R/y
(|z|2 + 1)N+σ2 − |z|N+σ
|z|N+σ(|z|2 + 1)N+σ2
dz
=
Cg,N
yσ
∫ ∞
R/y
(r2 + 1)
N+σ
2 − rN+σ
rσ+1(r2 + 1)
N+σ
2
dr =
Cg,N
yσ
∫ ∞
R/y
f(1)− f(0)
rσ+1(r2 + 1)
N+σ
2
dr.
We first use the change of variables ξ = yz and then a change to polar coordinates. We
also define, for a fixed r the function
f(x) = (r2 + x)
N+σ
2 ,
with derivative
f ′(x) =
N + σ
2
(r2 + x)
N+σ−2
2 .
Then f(1) − f(0) = f ′(η) for some η ∈ [0, 1]. Now we need to consider two separate
cases.
• If N+ σ ≥ 2, then,
f ′(x) ≤ N + σ
2
(r2 + 1)
N+σ−2
2 ∀x ∈ [0, 1].
In this way,
|IC | ≤ Cg,N,σ
yσ
∫ ∞
R/y
(r2 + 1)
N+σ−2
2
rσ+1(r2 + 1)
N+σ
2
dr =
Cg,N,σ
yσ
∫ ∞
R/y
1
rσ+1(r2 + 1)
dr
≤ Cg,N,σ
yσ
∫ ∞
R/y
1
rσ+3
dr =
Cg,N,σ
yσ
( y
R
)σ+2
=
Cg,N,σ
Rσ+2
y2.
• If N+ σ < 2, that is, N = 1 and σ < 1 then,
f ′(x) ≤ 1 + σ
2
rσ−1 ∀x ∈ [0, 1].
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In this way,
|IC | ≤ Cg,σ
yσ
∫ ∞
R/y
rσ−1
rσ+1(r2 + 1)
1+σ
2
dr =
Cg,σ
yσ
∫ ∞
R/y
1
r2(r2 + 1)
1+σ
2
dr
≤ Cg,σ
yσ
∫ ∞
R/y
1
rσ+3
dr =
Cg,σ
Rσ+2
y2.
This means that for every N ≥ 1 and σ ∈ (0, 2),
(3.6) |IC | ≤ Cg,N,σ
Rσ+2
y2.
And now, we estimate the integral inside de ball of radius R, IR: since
∇g(0)·ξ
(|ξ|2+y2)N+σ2
and
∇g(0)·ξ
|ξ|N+σ are both odd functions with respect to ξ, they integrate zero in any ball centered
in the origin. In this way,
|IB| =
∣∣∣∣∣
∫
BR
[g(ξ)− g(0)−∇g(0) · ξ]
(
1
(|ξ|2 + y2)N+σ2
− 1|ξ|N+σ
)
dξ
∣∣∣∣∣
≤ ||D2g||∞
∫
BR
|ξ|2
(
1
|ξ|N+σ −
1
(|ξ|2 + y2)N+σ2
)
dξ
= Cg,N
∫ R
0
r1−σ
(r2 + y2)
N+σ
2 − rN+σ
(r2 + y2)
N+σ
2
dr.
With the same trick with the function f defined above, we need to split the calculation
in two cases again.
• If N+ σ ≥ 2, then,
|IB| ≤ Cg,N,σ
∫ R
0
r1−σ
(r2 + y2)
N+σ−2
2 y2
(r2 + y2)
N+σ
2
dr = Cg,N,σy
2
∫ R
0
r1−σ
1
r2 + y2
dr
= Cg,N,σy
2
∫ R/y
0
y1−σs1−σ
y
y2(s2 + 1)
ds = Cg,N,σy
2−σ
∫ R/y
0
s1−σ
(s2 + 1)
ds.
≤ Cg,N,σy2−σ
∫ ∞
0
s1−σ
(s2 + 1)
ds = dg,N,σy
2−σ,
where we have used the change of variables r = sy and the integrability of the function
s1−σ
(s2+1)
for every σ ∈ (0, 2).
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• If N+ σ < 2, that is, N = 1 and σ < 1 then,
|IB| ≤ Cg
∫ R
0
r1−σ
(r2 + y2)
1+σ
2 − r1+σ
(r2 + y2)
1+σ
2
dr = Cg,σ
∫ R
0
r1−σ
r1+σ−2y2
(r2 + y2)
1+σ
2
dr
= Cg,σy
2
∫ R
0
1
(r2 + y2)
1+σ
2
dr = Cg,σy
2
∫ R/y
0
y
y1+σ(s2 + 1)
1+σ
2
ds
= Cg,σy
2−σ
∫ R/y
0
1
(s2 + 1)
1+σ
2
ds = Cg,σy
2−σ
∫ ∞
0
1
(s2 + 1)
1+σ
2
ds
= dg,σy
2−σ
where again we have used the change r = sy and the integrability of the function
1
(s2+1)
1+σ
2
for every σ > 0.
Note 2. Notice that the case σ 6= 1 generalizes the usual result of the order of discretiza-
tion of the forward Euler discretization for a first derivative.
Numerical experiments. Let us show that the results given in Theorem 3.1 are in
fact optimal, i. e., that we could not expect to have an order better than 2 − σ with
the discretization given by F (x, y) in (3.4). We choose as test function the following
function that does not depend on x,
(3.7) f(x, y) = ey
2
,
It is easy to see that for every σ ∈ (0, 2) we have that
σ
∂f
∂yσ
(x, 0) = lim
y→0
y1−σ
∂f
∂y
(x, y) = lim
y→0
2y2−σey
2
= 0.
The error E for the discretization F will be
E(y) = |F (x, y)− 0| = |F (x, y)|.
The result of Theorem 3.1 says that we have an error lower than O(y2−σ), that is
E(y) = Kyα,
for some K > 0 and α = 2 − σ. In the next table we show the experimental results
for different σ’s and y’s. The variable σe denotes the 2− α, that is, the σ given by the
experiments.
The way of computing α is the usual: Given two errors E(y1) and E(y2),
E(y1) = Ky
α
1 , E(y2) = Ky
α
2 ,
then,
α =
log (E(y1)/E(y2))
log(y1/y2)
.
The results are shown in Table 1.
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Table 1: Numerical results for σ = 1/2, 1 and 3/2.
σ y E(y) α σe
1 1/2 0.5681 - -
1/4 0.2580 1.1388 0.8612
1/8 0.1260 1.0340 0.9660
1/16 0.0626 1.0085 0.9915
1/2 1/2 0.2008 - -
1/4 0.0645 1.6388 0.3612
1/8 0.0223 1.5340 0.4660
1/16 0.0078 1.5085 0.4915
3/2 1/2 1.2050 - -
1/4 0.7739 0.6388 1.3612
1/8 0.5345 0.5340 1.4660
1/16 0.3757 0.5085 1.4915
4 Discrete formulation
In order to solve problem (2.3) for t ∈ [0, T ], we first perform a time and space dis-
cretization. For the time discretization we choose J uniformly spaced steps, and then
∆t = T/J and
0 ≤ j∆t ≤ T, j = 0, ..., J, tj = j∆t.
We also need to discretize the space domain Ω = [−X,X] × [0, Y ]. Let I,K be the
number of steps on each space direction,
0 ≤ i∆x ≤ 2X, i = 0, ..., I where ∆x = 2X/I and xi = i∆x−X,
0 ≤ k∆y ≤ Y, k = 0, ...,K where ∆y = Y/K and yk = k∆y.
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Ωx0 x1 x2 ... xi ... xI
y0
y1
y2
..
.
yk
..
.
yK
We use the notation
(4.1) w(xi, yk, tj) = (wj)
k
i
for the values of the theoretical solution w to Problem (2.3) at the points of the mesh,
and
(4.2) w(xi, yk, tj) ≈ (Wj)ki
for the solution of the numerical method.
4.1 Numerical Method
Let us assume that ∆y = ∆x. We consider a discretization LDσ of the operator Lσ with
a specified order a to be chosen later. This means that the following estimate holds
(4.3) max
i,k
|LDσ vki − Lσv(xi, yk)| ≤ O(∆xa)
for every regular enough function v, where we use the shortened form ∆xa to denote
(∆x)a. For each time step j = 1, ..., J, we have to solve the following linear system of
equations
(4.4)
LDσ
[
(Wj)
k
i
]
= 0, 0 < i < I, 0 < k < K,
(Wj)
0
i =
[
νσ
∆t
∆xσ
(
(Wj−1)1i − (Wj−1)0i
)
+ [(Wj−1)0i ]
1/m
]m
, if 0 < i < I,
(Wj)
k
i = 0, on the Γh nodes.
Recall that νσ = σµσ and note that the second equation is explicit in the sense that all
the terms in the right-hand side of the equation are known from the previous step. To
10
start the numerical method we will use the solution of
LDσ
[
(W0)
k
i
]
= 0, 0 < i < I, 0 < k < K,
(W0)
0
i = f
m(xi), if 0 < i < I,
(W0)
k
i = 0, on the Γh nodes.
4.2 Local truncation error
We define the local truncation error (τj)
k
i as the error that comes from plugging the
solution w to Problem (2.3) into the numerical method (4.4). Let us also write
(4.5) Λ = max
i,k,j
|(τj)ki |.
Theorem 4.1. Let w be the solution to Problem (2.3). Then,
(4.6) Λ = O (∆t(∆x2−σ + ∆t) + ∆xa).
where a is the order of discretization of LDσ .
Proof. Of course, the local truncation error in the boundary nodes situated on the part
Γh of the boundary is zero since we have imposed that the solution is zero in Γh and
equal to fm(x) in Γd as in Problem (2.3).
If 0 < i < I and 0 < k < K (the interior nodes), then
(τj−1)ki := L
D
σ
[
(wj)
k
i
]
= Lσw(xi, yk, tj) +O(∆x
a) = O(∆xa).
If 0 < i < I and k = 0 (i. e., at the boundary nodes Γh), the local truncation error is
calculated as
(τj−1)0i := νσ
∆t
∆xσ
[
(wj−1)1i − (wj−1)0i
]
+ [(wj−1)0i ]
1/m − [(wj)0i ]1/m
= ∆t
[ ∂w
∂yσ
(xi, 0, tj−1) +O(∆x2−σ)
]−∆t[∂w1/m
∂t
(xi, 0, tj−1) +O(∆t)
]
= O(∆t∆x2−σ) +O(∆t2) = O(∆t(∆t+ ∆x2−σ)).
The preceding calculation is done on the assumption that the theoretical solution is
smooth, more precisely we use that u is C2 w.r.t. t and um is C2 w.r.t. x.
4.3 Existence and uniqueness of the numerical solution
The quantity
bmax = max
x
{fm(x)} = ‖f‖m∞
appears below in the application of the maximum principle. In the sequel we will often
denote the power function um by ϕ(u). When m ≥ 1 then ϕ′(u) = mum−1 is a locally
bounded function for u ≥ 0.
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Theorem 4.2. [Discrete maximum principle] Let (Wj)
k
i be the solution to Problem (4.4)
with m ≥ 1. Assume that
(4.7) ∆t ≤ C(m, f)∆xσ, where C(m, f) = [m(bmax)(m−1)νσ]−1 .
Then for every i, k, j we have
(4.8) 0 ≤ (Wj)ki ≤ bmax.
Note 3. It is interesting to remark that C(1, f) = 1, which means that we recover the
expected restriction ∆t ≤ ∆xσ for the linear case.
We start with a lemma.
Lemma 4.3. Let (Wj)
k
i be the solution to Problem (4.4) with m ≥ 1. Then, for a fixed
time tj = j∆t, we have
max
i,k
{(Wj)ki } = max
i
{(Wj)0i }.
that is, the maximum is always attained on the boundary Γd.
Proof. We recall that we are using the following extension operator,
Lσw(x, y) = ∇ · (y1−σ∇w) = y1−σ∆w + (1− σ)y−σ ∂w
∂y
.
In two dimensions, the lowest order discretization we can consider is,
(4.9) LDσW
k
i = y
1−σ
k
W ki+1 +W
k
i−1 +W
k+1
i +W
k−1
i − 4W ki
∆x2
+
(1− σ)
yσk
W k+1i −W ki
∆x
.
Assume that there exists an interior node (i, k) such that
W ki = max
a,b
{W ba},
that is, the maximum is attained there. Note that, since we are talking about an interior
node, k ≥ 1 and we can write yk = k∆x. Then equation LDσW ki = 0 obtained from (4.9)
becomes,
k1−σ
W ki+1 +W
k
i−1 +W
k+1
i +W
k−1
i − 4W ki
∆x1+σ
+
(1− σ)
kσ
W k+1i −W ki
∆x1+σ
= 0.
and so,
0 ≤ k1−σ 3W
k
i +W
k+1
i − 4W ki
∆x1+σ
+
(1− σ)
kσ
W k+1i −W ki
∆x1+σ
=
k
kσ
W k+1i −W ki
∆x1+σ
+
(1− σ)
kσ
W k+1i −W ki
∆x1+σ
= [k + 1− σ]W
k+1
i −W ki
kσ∆x1+σ
.
We recall that k + 1 − σ > 0, so we conclude that W k+1i ≥ W ki . Since W ki is the
maximum, we get that W k+1i = W
k
i . At this point we proceed by induction on k to get
W ki = W
k+1
i = W
k+2
i = · · · = WKi .
But by hypothesis, WKi = 0, so we get a contradiction.
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Proof of Theorem 4.2 . Using the result of the previous lemma, we only need to prove
the maximum principle at the boundary Γd nodes. We will do the proof by induction
on each time step. It is trivial that
0 ≤ (W0)ki ≤ bmax.
Now we assume that
0 ≤ (Wj−1)ki ≤ bmax.
Then,
[(Wj)
0
i ]
1/m = νσ
∆t
∆xσ
(
(Wj−1)1i − (Wj−1)0i
)
+ [(Wj−1)0i ]
1/m,
If we change variables to (Uj)
k
i = [(Wj)
k
i ]
1/m and use Mean Value Theorem , we obtain,
for some ξ ∈ [(Uj−1)1i , (Uj−1)0i ] that
(4.10) (Uj)
0
i = ϕ
′(ξ)νσ
∆t
∆xσ
(Uj−1)1i +
[
1− ϕ′(ξ)νσ ∆t
∆xσ
]
(Uj−1)0i .
At this point , thanks to our induction hypothesis and the value of the constant (4.7),
it follows that ϕ′(ξ)νσ
∆t
∆xσ
≤ 1 and therefore
(4.11) |(Uj)0i | ≤ ϕ′(ξ)νσ
∆t
∆xσ
(bmax)
1/m +
[
1− ϕ′(ξ)νσ ∆t
∆xσ
]
(bmax)
1/m = (bmax)
1/m.
The same argument holds for (Uj)
0
i ≥ 0.
Corollary 4.4. If ∆t ≤ C(m, f)∆xσ, then Problem (4.4) has a unique solution.
We are a bit sketchy with these rather standard proofs of Theorem 4.2 and Corollary
4.4, the reader can consult a more detailed exposition in in the paper [23] where the
case σ = 1 is covered. Basically, two solutions (Vj)
k
i and (Wj)
k
i with the same initial
condition are considered. Then (Zj)
k
i = (Vj)
k
i − (Wj)ki is also a solution with zero initial
condition. By the maximum principle we have (Zj)
k
i = 0, hence (Vj)
k
i = (Wj)
k
i . Since,
for a linear system of equations with the same number of unknowns and equations,
existence is equivalent to uniqueness, the required result is proved.
4.4 Error of the numerical method and convergence to the solution
Since we are originally interested in the values of the numerical solution at the boundary,
(Uj)
k
i = [(Wj)
k
i ]
1/m, we have two options in order to define the error of the numerical
method. The first option is through the w variables:
(4.12) (fj)
k
i = w(xi, yk, tj)− (Wj)ki , Fj = max
i,k
|(fj)ki |,
and the second one through the u’s:
(4.13) (ej)
k
i = u(xi, yk, tj)− (Uj)ki , Ej = max
i,k
|(ej)ki |.
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Anyway, if we are able to control (4.13) we have also a control of (4.12) because ϕ′(x)
is locally bounded and
(fj)
k
i = (wj)
k
i − (Wj)ki = [(uj)ji ]m − [(Uj)ki ]m
=
[
(uj)
k
i − (Uj)ki
]
ϕ′(ξ)
= (ej)
k
i ϕ
′(ξ),
for some ξ in the interval [(uj)
k
i , (Uj)
k
i ]. This implies that |(fj)ki | ≤ C(m, f)|(ej)ki |, and
therefore Fj ≤ C(m, f)Ej .
Theorem 4.5. Let w be the classical solution to Problem (2.3) and (Wj)
k
i be the solution
to System (4.4) with m ≥ 1, σ ∈ (0, 2) and a discretization LDσ with order a (as in
Subsection 4.1). Assume that
(4.14) ∆t ≤ C(m, f)∆xσ.
Then,
(4.15) Fj = O(∆t+ ∆x
2−σ +
∆xa
∆t
),
for j = 1, ..., J . Therefore, if ∆xa/∆t→ 0, then the numerical solution (Wj)ki converges
to the theoretical solution w as ∆x,∆t→ 0.
To prove this theorem we will first study how the errors are propagated from the
boundary to the interior on each time step. We consider the solution of the numerical
scheme (Wj)
k
i and the theoretical one (wj)
k
i on time t = j∆t, and we will call them
for simplicity W ki and w
k
i . Moreover, in the following lemma we will use the notation
h = ∆x.
Lemma 4.6. Let Lh be a discretization of order a of the operator
Lw = −∇ · (y1−σ∇w)
which satisfies the maximum principle as in Lemma 4.3. Then, for some constant K > 0,
max
i,k
|wki −W ki | ≤ max
i
|w0i −W 0i |+Kha.
This means that the error is propagated to the interior of the domain as O(ha).
Proof. Note that this a calculation in the space variables for fixed time. Since the
problem is linear we may split it in two contributions, and consider only the nontrivial
part of the influence of the right-hand side of the equation.
(i) Consider a function f ∈ C∞(Ω) such that f ≥ 0. Assume that f is a strict superso-
lution of L in the sense that there exists a constant D > 0 such that
(4.16) L[f ] ≥ D > 0.
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Since f ∈ C∞(Ω), also w ∈ C∞(Ω) and Lh is a discretization of order a, we have
|L[f ]− Lh[f ]| ≤ C1ha, |Lh[w]| ≤ C2ha,
for some constants C1 = C1(f) > 0 and C2 = C2(w) > 0. In particular,
(4.17) Lh[f ] ≥ L[f ]− C1ha.
Consider also the function g =
3C
D
haf with C = max{C1, C2}.. Then g is also a super
solution such that
L[g] =
3C
D
haL[f ] ≥ 3C
D
haD = 3Cha > 0.
By (4.17) we have,
Lh[g] ≥ L[g]− Cha ≥ 3Cha − Cha = 2Cha.
Consider now eki = w
k
i −W ki as usual. In this way,
Lh[e
k
i − g] = Lh[eki ]− Lh[g] = Lh[wki ]− Lh[W ki ]− Lh[g]
≤ Cha − 2Cha = −Cha < 0,
where we have use that Lh[W
k
i ] = 0 by hypothesis and Lh[w
k
i ] = O(h
a) because Lh
is a discretization of order a. Then we can conclude by the maximum principle of the
discretized operator Lh that
eki ≤ g ≤ Kha
where K = 3CD ||f ||∞. A similar argument is used to obtain eki ≥ −Kha and so on
|eki | ≤ Kha for all the interior nodes.
(ii) We still have to find an explicit positive strict supersolution f ∈ C∞(Ω) of the
operator L = −∇ · (y1−σ∇w).
In case σ ∈ (0, 1) we consider the function f(x, y) = Y − y, where Y is the vertical
length the domain Ω = [−X,X]× [0, Y ]. It is clear that f ≥ 0 and f ∈ C∞(Ω) so it is
under the regularity assumptions of our lemma. Then
∇f = [0,−1], y1−σ∇f = [0,−y1−σ], −∇ · (y1−σ∇f) = (1− σ) 1
yσ
.
Since y ∈ (0, Y ), we have that −∇ · (y1−σ∇f) ≥ (1− σ) 1Y σ > 0.
For σ ∈ [1, 2) take f(x, y) = Y 2 − y2. Then
∇f = [0,−2y], y1−σ∇f = [0,−2y2−σ], −∇ · (y1−σ∇f) = 2(2− σ) 1
yσ−1
.
and so −∇ · (y1−σ∇f) ≥ 2(2− σ)Y 1−σ > 0.
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Proof of Theorem 4.5. As in the local truncation error, the choice of the boundary con-
ditions on the lateral boundary Γh for our numerical method gives us zero error there.
Lets us denote (EB)j and (EI)j the maximum errors in the boundary nodes and in the
interior nodes at time tj = j∆t, that is
(EB)j = max
0≤i≤I
|(ej)0i |.
As a consequence of Lemma 4.6 we have
Ej = (EB)j +O(∆x
a).
If 0 ≤ i ≤ I, we have the following equations in terms of u and (Uj)ki ,
(τj−1)0i = νσ
∆t
∆xσ
[
[(uj−1)1i ]
m − [(uj−1)0i ]m
]
+ (uj−1)0i − (uj)0i ,
(Uj)
0
i = νσ
∆t
∆xσ
[
[(Uj−1)1i ]
m − [(Uj−1)0i ]m
]
+ (Uj−1)0i .
Subtracting them, and using the Mean Value Theorem we get, for some ξ0 ∈ [(uj−1)0i , (Uj−1)0i
]
and ξ1 ∈ [(uj−1)1i , (Uj−1)1i
]
, that
(ej)
0
i = νσ
∆t
∆xσ
ϕ′(ξ1)(ej−1)1i +
[
1− νσ ∆t
∆xσ
ϕ′(ξ0)
]
(ej−1)0i − (τj−1)0i .
By assumption, all the coefficients that come with (ej−1)ki are positive, therefore
|(ej)0i | ≤ νσ
∆t
∆xσ
ϕ′(ξ1)Ej−1 +
[
1− νσ ∆t
∆xσ
ϕ′(ξ0)
]
Ej−1 + Λ.(4.18)
We now need to control the difference between ϕ′(ξ1) and ϕ′(ξ0). Assuming enough
regularity of the solution u, there exists a constant K ≥ 0 such that
|(uj)1i − (uj)0i | ≤ K∆xσ and |(Uj)1i − (Uj)0i | ≤ K∆xσ.
end then |ϕ′(ξ1) − ϕ′(ξ0)| ≤ R∆xσ, where R ≥ 0 is a constant depending only on m,
K, σ and bmax. The proof is only based in the idea of that the function
g(x, y) =
xm − ym
x− y .
is C1((0,∞)× (0×∞)), and ϕ′(ξ0) = g((uj)0i , (Uj)0i ) and ϕ′(ξ1) = g((uj)1i , (Uj)1i ). Then
from (4.18) we obtain
|(ej)0i | ≤ νσ
∆t
∆xσ
[
ϕ′(ξ0) +R∆xσ
]
Ej−1 +
[
1− νσ ∆t
∆xσ
ϕ′(ξ0)
]
Ej−1 + Λ
≤ (1 +D∆t)Ej−1 + Λ.
16
Remember also that we have
Ej ≤ max
0<i<I
|(ej)0i |+O(∆xa)
and Λ = O(∆xa + ∆t(∆t + ∆x2−σ)). Then (recalling that J = T/∆t), we have the
following recurrence equation for the error in terms in J ,
(4.19) Ej ≤ (1 + C 1
J
)Ej−1 + Λ,
for some constant C > 0. Of course, it is enough to bound EJ to ensure the convergence
of the method. In this way,
(4.20) EJ ≤ (1 + C 1
J
)
[
EJ−1 + Λ
]
≤ ... ≤ (1 + C 1
J
)J
[
E0 + LJΛ
]
.
But (1 + C 1J )
J ≤ eC , J∆t = T and E0 ≤ D∆xa for some D > 0, so
EJ ≤ C
∆t
(
∆t(∆t+ ∆x2−σ) + ∆xa
)
,
that is
EJ = O(∆t+ ∆x
2−σ +
∆xa
∆t
).
4.5 Practical application
At this point, the best we can expect is to have an error of the form
(4.21) Ej = O(∆t+ ∆x
2−σ).
Let us look for a discretization of the extension operator which will not include any
extra error to the scheme. Relation (4.21) gives two possible conditions to impose on a:
1.
∆xa
∆t
≤ ∆t.
2.
∆xa
∆t
≤ ∆x2−σ.
Note that both inequalities are only required to be true up to some constant. We need
also these two conditions to be compatible with ∆t ≤ C(m, f)∆xσ.
Note 4. The function g(σ) = ∆xσ is monotone decreasing for small fixed ∆x, that is,
is α ≥ β > 0 then ∆xα ≤ ∆xβ.
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Condition 1: ∆x
a
2 ≤ ∆t.
We need a for which there exists a ∆t such that
(4.22) ∆x
a
2 ≤ ∆t ≤ ∆xσ,
that is, a/2 ≥ σ. So if a ≥ 2σ this condition is compatible.
Condition 2: ∆xa+σ−2 ≤ ∆t.
We need a for which there exists a ∆t such that
(4.23) ∆xa+σ−2 ≤ ∆t ≤ ∆xσ,
that is, a+ σ − 2 ≥ σ. So if a ≥ 2 this condition is compatible.
We choose the less restrictive for each case, that is, if σ ∈ (0, 1] then a ≥ 2σ and if
σ ∈ (1, 2) then a ≥ 2. Summing up, we have
Corollary 4.7. Under the assumptions of Theorem 4.5, we also assume that σ ∈ (0, 1]
and
D∆x
a
2 ≤ ∆t ≤ C(m, f)∆xσ for some a ≥ 2σ,
or σ ∈ (1, 2) and
D∆xa+σ−2 ≤ ∆t ≤ C(m, f)∆xσ for some a ≥ 2 ,
where D > 0 is a constant. Then, FJ = O(∆t+ ∆x
2−σ).
5 Optimal rate of convergence
Once convergence is established, we could ask ourselves which values of the discretization
order a will produce the best rate of convergence with the least computational effort.
The best we could expect is to have an error going to zero as O(∆x2−σ), because even
if we choose ∆t ∼ ∆xα with α < 2− σ, there is an error term that goes like O(∆x2−σ).
To start, we point out that when we apply the Corollary with a = 2σ and D∆xσ ≤
∆t ≤ C∆xσ, we get the error estimate
EJ = O(∆t+ ∆x
2−σ) = O(∆xσ + ∆x2−σ).
This is an explicit convergence result, and in fact it is optimal for σ = 1. In the other
cases we can do better, as we show next.
Theorem 5.1. Assume that σ ∈ (0, 1]. Under the statements of Theorem 4.5, if a =
2(2− σ) then, for
D∆x2−σ ≤ ∆t ≤ C(m, f)∆x2−σ,
we have
(5.1) FJ = O(∆x
2−σ).
The same conclusion is reached if σ ∈ (1, 2) by choosing a = 2 and
D∆xσ ≤ ∆t ≤ C(m, f)∆xσ .
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• If σ ∈ (0, 1], we argue as follows. We want to find values of a that produce the optimal
rate of convergence. It is clear that the best error we can get is O(∆x2−σ). Since
D∆x
a
2 ≤ ∆t, and we want
∆t ≤ K∆x2−σ,
any value of a ≥ 2(2 − σ) allows us to take ∆t = ∆xa2 and get the conclusion. The
minimal value is a = 2(2− σ). Notice that, since σ ∈ (0, 1), then ∆x2−σ ≤ ∆xσ
• If σ ∈ (1, 2), restriction ∆t ≤ C(m, f)∆xσ gives optimal regularity because σ > 2− σ
and so
∆t ∼ ∆xσ ≤ ∆x2−σ,
and so, we have only to ask for ∆xa+σ−2 = ∆xσ, that is, a = 2.
Figure 1: Convergence zones depending on the discretization of Lσ.
5.1 Order of discretization of Lσ for optimal rate of convergence
Let us examine the required order of discretization of the extension operator to reach
the optimal rate of convergence se have just studied. We recall that the operator Lσv =
∇ · (y1−σ∇v) can also be written as
(5.2) Lσv(x, y) = y
1−σ∆v(x, y) + (1− σ)y−σ ∂v
∂y
(x, y).
Let ∆c be a discretization of order c of the laplacian ∆, that is,
max
i,k
|∆cvki −∆v(xi, yk)| = O(∆xc).
Let also Ddy be a discretization of order d of the first derivative, that is,
max
i,k
|Ddyvki −
∂v
∂y
(xi, yk)| = O(∆xd).
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Now, a natural way of the defining the discretization Lc,dσ of the operator Lσ is
(5.3) Lc,dσ v
k
i = y
1−σ∆cvki + (1− σ)y−σDdyvki ,
and then,
|Lc,dσ vki − Lσv(xi, yk)| ≤ y1−σk |∆cvki −∆v(xi, yk)|+ y−σk |1− σ||Ddyvki −
∂v
∂y
(xi, yk)|
≤ Ky1−σk ∆xc +K|1− σ|y−σk ∆xd.
• Case σ ∈ (0, 1]. Then,
y1−σk ∆x
c ≤ Y 1−σ∆xc,
and
y−σk ∆x
d ≤ 1
∆xσ
∆xd = ∆xd−σ,
Then, for any problem posed in a bounded domain (Y < +∞), we have
(5.4) max
i,k
|Lc,dσ vki − Lσv(xi, yk)| = O(∆xc + ∆xd−σ).
As we have seen in the previous section, for optimal rate of convergence in this case
σ ∈ (0, 1] we need a discretization of Lσ of order greater than a = 2(2 − σ), which
implies
(5.5) c = 2(2− σ) and d = 4− σ.
• Case σ ∈ (1, 2). Then,
y1−σk ∆x
c ≤ ∆x1−σ∆xc = ∆xc+1−σ,
and
y−σk ∆x
d ≤ ∆xd−σ.
Then, for any problem, we have
(5.6) max
i,k
|Lc,dσ vki − Lσv(xi, yk)| = O(∆xc+1−σ + ∆xd−σ).
In the case σ ∈ (1, 2), the optimal regularity is obtained with a discretization of Lσ of
order greater than or equal to 2, which implies
(5.7) c = 1 + σ and d = 2 + σ.
Corollary. Using discretizations of integer order for derivatives of integer order, we
arrive at the following required order of discretization depending on σ:
(i) If σ ∈ (0, 1/2), then c = 4 and d = 4.
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(ii) If σ ∈ (1/2, 1), then c = 3 and d = 4.
(iii) If σ = 1, the we do not have the second term in Lσ and so we only need c = 2.
(iv) If σ ∈ (1, 2), then c = 3 and d = 4.
We observe that, except in the case σ = 1, the computational cost of the proposed
higher order discretization can be rather expensive in order to obtain the optimal rate
of convergence. Moreover, this higher order discretization has to be adapted to their
position in the mesh. For example, if we want to have a third order discretization of
∂
∂y we will need a four points rule. This rule can not be the same if we are close to the
boundaries Γh or the Γd, because there will not be enough points in the direction of the
boundary.
We think that some improvements in this section could be obtained. One possibility
passes through obtaining direct discretizations of the extension operator Lσ. One may
also think of using an adapted scheme where higher order discretizations are used only
near the boundary. This kind of higher order discretizations are well presented by Ciarlet
in [3]. This reference also gives sufficient and necessary conditions on the finite difference
matrix for the discretizations to be compatible with the discrete maximum principle.
Of course, we are not forced to look for the optimal rate of convergence in order to have
the best numerical convergence. In this case, we can of course relax the requirements
on the discretization order of the extension operator.
6 Lower order convergence
We have been concerned with obtaining optimal rates of convergence. Frequently, this
will imply higher order discretizations and consequently higher computational cost. Here
we will study the minimal order of discretization needed to have convergence, even if
this convergence may be very slow. We recall that, according to Theorem 4.5 the error
of the numerical method is estimated as
EJ = O(∆t+ ∆x
2−σ +
∆xa
∆t
) ,
where a is the order of discretization of the extension operator. We obtain convergence
by requiring that either ∆xa ≤ ∆t∆t, or ∆xa ≤ ∆t∆xδ for some , δ > 0.
Condition 1: ∆xa ≤ ∆t1+, that is, ∆x a1+ ≤ ∆t. We need this condition to be
compatible with the CFL condition ∆t ≤ ∆xσ, that is,
∆x
a
1+ ≤ ∆xσ.
So, in this case we need, a > σ.
Condition 2: ∆xa ≤ ∆t∆xδ, that is, ∆xa−δ ≤ ∆t. We need this condition to be
compatible with the CFL condition ∆t ≤ ∆xσ, that is,
∆xa−δ ≤ ∆xσ.
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So, we again need, a > σ (the precise condition is the same if δ = σ).
Corollary 6.1. Under the statements of Theorem 4.5, assume also that, for a fixed
δ > 0 and some constant D > 0:
(6.1) D∆xa−δ ≤ ∆t ≤ C(m, f)∆xσ for some a ≥ σ + δ.
Then,
(6.2) FJ = O(∆t+ ∆x
2−σ + ∆xδ).
Using the notation of the discretization (5.3), the condition of the Corollary implies the
following orders of discretization:
-If σ ∈ (0, 1), c = σ + δ and d = 2σ + δ.
-If σ ∈ [1, 2), c = 2σ − 1 + δ and d = 2σ + δ.
Corollary 6.2. As in the previous sections, we only use discretizations of integer order
for derivatives of integer order. These are the orders of discretization that we need,
depending on σ:
(i) If σ ∈ (0, 1/2), then c = 1 and d = 1.
(ii) If σ ∈ (1/2, 1), then c = 1 and d = 2.
(iii) If σ = 1, we do not have the second term, and so c = 2.
(iv) If σ ∈ (1, 3/2), then c = 2 and d = 3.
(v) If σ ∈ (3/2, 2), then c = 3 and d = 4.
7 The problem in the whole space
We have been comparing solutions of the numerical scheme (4.4) with theoretical solu-
tions of (2.3), with both problems posed in a bounded domain. The proofs presented
in this paper require a certain regularity of the theoretical solutions. This kind of re-
sults are already known for solutions of the problem posed in RN+1+ with quite general
data, ([10]). Similar results are under study for bounded domains. In this section we
propose an application of our previous results. Indeed, we will compare the solution to
the numerical scheme (4.4) posed in the bounded domain Ω = [−X,X]× [0, X] with the
solution to problem in the whole space. Note that technically the problem is posed in
RN+1+ , cf. (2.1). Therefore, the theoretical solution has the required regularity.
The comparison can only be done in the domain where the numerical scheme is defined.
A difficulty appears with this kind of comparison, since from now on we assume that
the theoretical solution w 6= 0 at Γh in view of the property of strict positivity of
all nonnegative solutions proved in [7, 8]. This implies that an extra error will be
introduced to the numerical solution, coming from the lateral boundary. Since we want
a convergence result from the numerical solution in the bounded domain to the problem
posed in RN+1+ , we will make Ω→ RN+1+ as ∆x→ 0.
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We need to control the error coming from the lateral boundary. In [26], an upper bound
for the solution with compactly supported initial data is found by passing through the
Barenblatt solutions of problem (1.1). The upper bound is,
u∗M (x, t) = t
−αF (|x|t−β),
where F (ξ) ≤ C|ξ|−(N+σ) and
α =
N
N(m+ 1) + σ
, β =
1
N(m+ 1) + σ
.
Since −α+ β(N + σ) = βσ, we have the next bound in Γh,
u∗M (X, t) ≤ Ct−α+β(N+σ)
1
XN+σ
≤ Ctβσ 1
XN+σ
≤ C · T βσ 1
XN+σ
.
Then, if we impose the following extra condition condition in the domain,
(7.1)
CT βσ
|X|N+σ ≤ K∆x
a,
for a fixed constant K > 0, we can adapt the proofs of Theorems 4.1 and 4.5 to obtain
the desired convergence. The easiest choice is K = 1 and so, condition (7.1) becomes
(7.2) |X| ≥ (C · T
βσ)
1
N+σ
∆x
a
N+σ
.
The rest of the changes are as follows: in Theorem 4.1, the local truncation error in
the interior nodes of Ω and in Γd still being the same but is not zero anymore in Γh.
Now if (xi, yk) ∈ Γh,
(τj)
k
i = (wj)
k
i ≤
C · T βσ
|X|N+σ ≤ ∆x
a.
and so Λ = O (∆t(∆x2−σ + ∆t) + ∆xa) as before.
In Theorem 4.5, again the only change is that the error in Γh is not zero. But, if
(xi, yk) ∈ Γh,
(ej)
k
i = (wj)
k
i − (Wj)ki = (wj)ki ≤ D∆xa.
and so
EJ = O(∆t+ ∆x
2−σ +
∆xa
∆t
).
We thus get the following result.
Theorem 7.1. Let w be the solution to Problem (2.1) (posed in RN ) and (Wj)ki be the
solution to system (4.4) (posed in the bounded domain Ω = [−X,X]× [0, X]) with m ≥ 1
and compactly supported initial data f . Assume that:
23
1. There exists a constant C(m, f) > 0 such that
∆t ≤ C(m, f)∆xσ.
2. The boundary of the domain Ω = [−X,X] × [0, X] is such, for some constant
L = L(m,T, f,N, σ) > 0 we have,
|X| ≥ L
∆x
a
N+σ
.
Then,
max
i,j,k
|w(xi, yk, tj)− (Wj)ki | = O(∆t+ ∆x2−σ +
∆xa
∆t
).
Note 5. Condition 2 says that as ∆x→ 0 we need |X| → ∞ and so Ω→ RN .
8 Extensions and comments
• As a natural extension of the results of this paper we can consider the same equation
with data of any sign, and also the equation with exponent 0 < m < 1 (the fast diffusion
case). The method we use here does not directly apply to such cases. For instance, in
the case of signed data, the solutions are not supposed to be classical, so a different
approach is needed.
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