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Resumen
Supongamos que somos unos investigadores en informática médica. Como in-
vestigadores estamos desarrollando un trabajo con datos clínicos (por ejemplo re-
sultados de pruebas médicas). El objetivo principal de dicho trabajo es el de extraer
conocimiento de estos datos. Por ejemplo, sería muy útil disponer de un sistema de
recomendación que ayude a detectar ciertas enfermedades como el cáncer. Sin em-
bargo, puede que no tengamos suficientes datos para crear un recomendador que
posea ese conocimiento.
En estos casos sería de gran utilidad poder encontrar trabajos donde se hayan
empleado datos de una naturaleza similar. Hoy en día se suele intentar resolver esta
situación mediante la búsqueda y la lectura de bibliografía especializada. No obs-
tante, a través de este método tradicional de publicación solamente se comparten
conclusiones o resultados. En el supuesto que estamos trabajando, lo que necesita-
mos son datos.
Por otro lado, cada vez es más común encontrar datos abiertos provenientes de
resultados de investigación (incluso obligatorio en diversos casos como en proyectos
financiados con fondos públicos). La reutilización de estos datos serían de utilidad
para nuestro supuesto ya que complementarían su trabajo. Desde hace unos años ya
se reconoce que los datos son el núcleo de la economía del futuro y ya es frecuente
escuchar que los datos son el nuevo petróleo. Sin embargo, se ha indagado poco en
las posibilidades que tiene la reutilización de datos abiertos de investigación y en el
valor que se podría proveer con dicha reutilización.
En este proyecto de fin de máster se propone la definición de un proceso de reuti-
lización de datos abiertos de investigación para construir un modelo recomendador
con el fin de resolver la problemática anteriormente planteada (además, cabe desta-
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car que este trabajo fin de máster se plantea como un punto de inicio en el estudio
de la reutilización de datos abiertos de investigación). Para ello se construye una
herramienta capaz de explorar un repositorio de datos abiertos del cual seleccionar
conjuntos de datos y poder explotarlos. Con este sistema también es posible reali-
zar un profiling o exploración de los datos que contenga un conjunto descargado, así
como preprocesarlos con técnicas comunes de minería de datos.
Así mismo, la herramienta propuesta es capaz de construir un modelo de apren-
dizaje automático a partir de los datos que se le suministren y exportarlo de forma
que se pueda reaprovechar. De esta manera, el sistema cuenta además con la op-
ción de reutilizar el modelo para lanzar recomendaciones o etiquetar un conjunto
de muestras dado, sea privado u obtenido de datos abiertos. Para facilitar la apertu-
ra y utilización de la herramienta por la comunidad investigadora, esta se desarrolla
con tecnologías multiplataforma y abiertas como son: Python, Tensorflow y Taverna.
Como resultado de este proyecto hemos obtenido una herramienta que cumple
con todos los objetivos establecidos y deja lugar a que se continúe trabajando en esta
dirección. Además, abre vía a nuevos proyectos como la creación de repositorios de
modelos recomendadores en abierto.
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Capítulo 1
Introducción
En este capítulo se da una breve introducción al trabajo en la sección 1.1.
Tras ello, en la sección 1.2 se presenta la motivación del mismo. En la sección 1.3
se verá el estado actual de la materia para continuar en la sección 1.4 definiendo
la propuesta del trabajo. Finalmente, en la sección 1.5 se listan los principales
objetivos que se intentan conseguir. La sección 1.6 describe la estructura del
resto del documento.
1.1. Introducción
En este trabajo final de máster hemos desarrollado un ecosistema de programas
con los que un investigador - como podría ser un investigador en informática mé-
dica - es capaz de explorar repositorios de datos abiertos, descargar conjuntos de
datos, realizar un profiling o preprocesamiento de los mismos, así como construir
mediante el uso de aprendizaje automático un sistema recomendador para después
poder reutilizarlo con otros datos, ya sean abiertos o privados.
Creemos que este sistema puede ser de utilidad a la comunidad científica e in-
vestigadora de forma que puedan sacar un mayor provecho del gran potencial de
los datos abiertos. Se busca con este proyecto fomentar una cultura de trabajo entre
los investigadores de reutilizar y a su vez abrir los datos de investigación. Además
de indagar en las posibilidades que ofrece la reutilización de datos abiertos de in-
vestigación.
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1.2. Motivación
Este documento se presenta como resultado de la investigación y el desarrollo
realizado al final del Máster en Ingeniería Informática, con especialidad en Tecnolo-
gías informáticas para la innovación, cursado entre los años 2015 y 2017 en la Univer-
sidad de Alicante (España). La principal motivación de este proyecto viene desde un
gran interés personal en los datos abiertos, la inteligencia artificial y su aplicabili-
dad en otros campos como la salud, además del deseo de trabajar en un proyecto
innovador donde aplicar los conocimientos adquiridos en la especialidad cursada.
Supongamos que somos unos investigadores en informática médica. Como in-
vestigadores estamos desarrollando un trabajo con datos clínicos (por ejemplo re-
sultados de pruebas médicas). El objetivo principal de dicho trabajo es el de extraer
conocimiento de estos datos. Por ejemplo, sería muy útil disponer de un sistema de
recomendación que ayude a detectar ciertas enfermedades como el cáncer.
En estos casos sería de gran utilidad poder encontrar trabajos donde se hayan
empleado datos de una naturaleza similar. Hoy en día se suele abordar la resolu-
ción de esta situación mediante la búsqueda y la lectura de bibliografía especiali-
zada. No obstante, a través de este método tradicional de publicación solamente se
comparten conclusiones o resultados. En el supuesto que estamos trabajando lo que
necesitamos son datos.
Por otro lado existen los datos abiertos que pueden constituir una fuente de in-
formación que dirijan una investigación o puedan apoyarla. La reutilización de estos
datos serían de utilidad para nuestro supuesto ya que complementarían su trabajo.
Según concluye Fernanda Peset en su presentación sobre datos abiertos en inves-
tigación durante el Encuentro de Datos Abiertos en la Universidad de Alicante 2015
[1], es necesario "desarrollar y utilizar nuevas herramientas de software para automatizar
y simplificar la creación y explotación de conjuntos de datos...". Este hecho nos alienta a
desarrollar una herramienta capaz de encontrar esos datos, explorarlos y utilizarlos
en la construcción, en este caso, de un sistema recomendador.
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1.3. Estado del arte
Desde hace unos años ya se reconoce que los datos son el núcleo de la economía
del futuro y ya es frecuente escuchar que los datos son el nuevo petróleo o el nuevo
oro. En reconocimiento de ello, en 2013 los líderes del G8 firmaron lo que se conoce
como La Carta de los Datos Abiertos [2] para manifestar su deseo de potenciar los
datos abiertos.
Destacan desde el G8 en dicha carta el principio de que los datos deben ser abier-
tos por defecto debido a su alto valor para la sociedad y la economía, comprome-
tiéndose a reorientar sus políticas hacia el cumplimiento de este principio. Además,
hacen hincapié en que los datos deben ser publicados en formatos reusables por
todos: personas y máquinas, de modo que se pueda estimular la creatividad y la
innovación.
Estos deseos coinciden con lo que el comunicado COM(2014) 442 final
2.7.2014 "Hacia una economía de los datos próspera" de la Comisión Europea [3]
expresa: vivimos una nueva revolución que está impulsada por los datos digitales.
Todas nuestras actividades diarias, al igual que los procesos industriales y la inves-
tigación conllevan a la recolección y el procesamiento de datos para crear nuevos
productos, servicios y metodologías científicas (como el Data Driven Research).
Por ello, desde la Unión Europea se impulsan mandatos y obligaciones a los
investigadores que participan en sus proyectos del marco H2020 para que publiquen
sus datos de forma abierta, como se indica en la guía de publicación del programa
[4]. En apoyo a esta política nace el proyecto OpenAIRE [5] que pretende ser un
mecanismo para hacerla cumplir. Este portal consiste en una red de repositorios de
datos de acceso abierto, archivos y revistas que apoyan también las políticas del
acceso abierto a los datos de investigación.
Para cumplir esta función, el CERN colabora con OpenAIRE y desarrolla Zeno-
do [6], un gran repositorio o librería donde los investigadores pueden publicar sus
trabajos de forma abierta, admitiendo ficheros en toda clase de formatos y tamaños.
Desde el propio sitio se motiva a publicar todo documento o material relacionado
con una investigación en favor de la replicabilidad y la credibilidad.
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El material publicado en Zenodo se comparte con otro proyecto: DataCite [7].
Esta es una organización sin ánimo de lucro que provee de identificadores persiten-
tes (DOIs) a datos de investigación. Su principal objetivo es ayudar a la comunidad
científica a localizar, identificar y proporcionar confianza a la hora de citar datos de
investigación. Su uso también está apoyado desde la guía de publicación del pro-
grama H2020.
Además, DataCite cuenta con un registro de repositorios de datos de investiga-
ción llamado re3data [8]. Este registro es global y cubre tanto repositorios genéricos
como específicos a disciplinas académicas, siendo entonces también un sitio que
promueve la cultura de compartir datos en investigación.
Entre otros repositorios de publicación de datos abiertos para investigadores ca-
be destacar figshare [9]. Este es un repositorio que permite a los usuarios subir fi-
cheros en cualquier formato, los cuales identifica con los DOI que provee DataCite,
e incluso estos pueden tener previsualizaciones desde el propio explorador. Su meta
es que cualquier resultado de una investigación pueda ser divulgado de una forma
que el actual sistema académico de publicación no permite.
Una alternativa a Figshare es el repositorio Dryad [10]. Dryad es un sitio creado
por una organización sin ánimo de lucro que pretende hacer público todos los datos
que apoyan las publicaciones científicas de forma que se pueda reutilizar y citar.
De igual manera, la Open Knowledge Foundation también cuenta con una platafor-
ma para la publicación de datos abiertos conocida como Datahub [11]. Sin embargo,
esta web consiste en un repositorio más general y no es específico para la apertura
de datos abiertos de investigación, aunque también son admitidos.
Como se puede ver, existe una variedad de repositorios que persiguen unos obje-
tivos más o menos similares: ser fuente donde los investigadores puedan dar acceso
abierto a los datos de su investigación de manera que sean reutilizables. Sin em-
bargo, cada uno lo ha desarrollado de una forma diferente por lo que su uso varía.
Desde Harvard se desarrolla el proyecto Dataverse [12] para proporcionar una he-
rramienta de creación de repositorios de forma que se estandaricen.
Dataverse es una plataforma web de código abierto con la que cualquier orga-
nización puede crear un repositorio donde compartir, almacenar, citar, explorar y
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analizar datos que puede publicar cualquier autor, recibiendo este todo el crédito
a su trabajo. Uno de los objetivos de Dataverse es facilitar también el acceso a los
datos a desarrolladores por lo que cuenta con una interfaz API e incluso librerías
programacionales en lenguajes como Python, R y Java para trabajar con sus reposi-
torios.
En consonancia con estos trabajos que bogan en dirección a la apertura de los da-
tos en ciencia, se pueden encontrar sitios como MyExperiment [13] y ResearchOb-
ject [14]. Estos consisten en repositorios de experimentos científicos. Ya no solo se
publican datos y material relacionado con un proyecto de investigación sino que se
admiten esquemas de cómo se han trabajado los datos o cómo se ha conducido la
investigación. Con esto apuestan por la replicabilidad de los proyectos.
1.4. Propuesta
La tendencia actual es el desarrollo de sitios web donde poder almacenar y orga-
nizar los datos que los investigadores generan o utilizan en sus proyectos. Con ello
se pretende que todo aquel que lo desee pueda reutilizarlos. Sin embargo, no hemos
encontrado herramientas con las que poder explorar estos repositorios de tal mane-
ra que se pueda apoyar el desarrollo de un proyecto de investigación.. La mayoría
de herramientas que se están desarrollando se centran en el punto del almacena-
miento pero no van más allá (consultar el listado en Opening Science para ver más
herramientas de este tipo [15]), es decir, no se consideran mecanismos que faciliten
la reutilización de datos abiertos de investigación.
Desde el comunicado de la Comisión Europea "Hacia una economía de los datos
próspera" [3] en la sección 4.2.1, en el punto 2 - Herramientas y métodos de tratamiento
de datos, se dice que:
Con el fin de fomentar la I+D en la inteligencia de negocio, los procesos de
apoyo a la decisión y los sistemas de ayuda a las pymes y los emprededores web,
H2020 aborda las analíticas de datos descriptivas y predictivas, la visualización
de datos, la inteligencia artificial y las herramientas software y algoritmos de
toma de decisiones.
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Así pues, la Comisión Europea reconoce la necesidad de herramientas que no
solo apoyen la recolección de datos para que tengan un libre acceso sino que también
son necesarias aquellas que permitan trabajarlos para apoyar la toma de decisiones.
Por ello, nuestra propuesta consiste en la definición del proceso de reutilización
y el desarrollo de un sistema capaz de explorar un repositorio de datos abiertos del
cual seleccionar conjuntos de datos y poder explotarlos. Debido a que este proyecto
consiste en un trabajo de fin de máster, se ha acotado el universo de repositorios a
explorar en uno solo. El repositorio que nuestro sistema explora es el administrado
por Harvard a través del uso de un Dataverse, accesible en https://dataverse.
harvard.edu/, aunque podría cambiarse por cualquier otro Dataverse con muy
poca reconfiguración de la herramienta.
Con este sistema también es posible realizar un profiling o exploración de los
datos que contenga un conjunto descargado, así como preprocesarlos con técnicas
comunes de minería de datos. De esta manera abordamos un punto muy importante
nombrado en la cita del comunicado anterior: el sistema realiza analítica descriptiva
y permite tener una visualización de los datos.
Así mismo, la herramienta propuesta es capaz de construir un modelo de apren-
dizaje automático a partir de los datos abiertos que se le suministren y exportarlo
de forma que se pueda reaprovechar mediante su aplicación a otros datos de simi-
lar naturaleza. De esta manera, el sistema cuenta además con la opción de reutilizar
el modelo para lanzar recomendaciones o etiquetar un conjunto de muestras dado,
sea privado u obtenido de un repositorio de datos abiertos. Con esta funcionalidad
queremos cubrir la necesidad reconocida por la Comisión Europea de crear herra-
mientas software que realicen análisis predictivo y para ello utilizamos algoritmos
de inteligencia artificial.
Además, para facilitar la apertura y utilización de la herramienta por la comu-
nidad investigadora, esta se desarrollará con tecnologías multiplataforma y abiertas
que permitan su uso por parte de cualquier persona de manera sencilla. Como re-
sultado, tenemos un sistema de apoyo a la toma de decisiones abierto y reutilizable
por parte de usuarios de cualquier ámbito, pues solo dependerá de la disciplina de
aplicación de los datos usados.
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1.5. Objetivos
El objetivo principal del proyecto es el de definir un proceso donde se reutili-
cen datos abiertos para extraer el conocimiento necesario en la construcción de un
sistema recomendador que pueda apoyar un proceso de toma de decisiones. Para
conseguir dicho objetivo, se construye una herramienta y se definen unos objetivos
secundarios para la misma:
1. Ser capaces de explorar un repositorio de datos abiertos.
2. Proporcionar herramientas para la visualización de datos.
3. Implementar técnicas que preparen los datos para un proyecto de minería.
4. Construir un modelo de aprendizaje automático que sea genérico y pueda
aceptar conjuntos de datos abiertos con distintas características.
5. Instrumentalizar el modelo de forma que se pueda reutilizar.
6. Poder realizar recomendaciones con el modelo exportado sobre otros conjun-
tos de datos.
7. Proporcionar su uso a través de tecnologías multiplataforma y abiertas.
8. Realizar procesados de datos lo más rápidos y eficientes que sea posible.
1.6. Estructura
En este capítulo se ha introducido la materia de este trabajo de fin de máster.
Se han presentado trabajos relacionados para describir el estado actual de la misma
y así poder dar pie a nuestra propuesta, junto con sus objetivos. En el capítulo 2
veremos las tecnologías utilizadas y la metodología empleada para desarrollar el
proyecto. El capítulo 3 describe el sistema a través de un caso de uso. Finalmente,
en el capítulo 4 se discuten las conclusiones obtenidas con la elaboración de este
trabajo de fin de máster.
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Capítulo 2
Tecnologías
En este capítulo se explican las herramientas y técnicas utilizadas en este
trabajo, brevemente introducidas en la primera sección 2.1. La sección 2.2 habla
sobre Python y las principales librerías utilizadas. En la sección 2.3 se detalla el
repositorio utilizado para obtener los datos a trabajar. La sección 2.4 detalla la
librería empleada para llevar a cabo el entrenamiento de los modelos de aprendi-
zaje automático. Finalmente, la sección 2.5 trata la herramienta utilizada para
englobar el proyecto y facilitar su uso por parte de otros investigadores.
2.1. Introducción
Para el desarrollo de la propuesta se ha elegido el lenguaje de programación
Python, motivada dicha elección por la facilidad y rapidez que se puede conseguir
en el desarrollo de aplicaciones con este lenguaje gracias a su variedad de librerías.
En cuanto al módulo de exploración del repositorio de Harvard nos hemos ayu-
dado de la propia API que expone Dataverse. Finalmente, se ha decidido utilizar el
framework Tensorflow de Google para construir el modelo de aprendizaje y el reco-
mendador por la posibilidad de generalizar flujos de trabajo con datos en Python.
Todo esto, además, es construido utilizando Taverna: un sistema de creación de
flujos de trabajo científicos. De esta manera, la herramienta propuesta se puede libe-
rar fácilmente a la comunidad y esta puede reutilizarla a través de esta aplicación.
9
10 CAPÍTULO 2. TECNOLOGÍAS
2.2. Python
Figura 2.1: Imagen propiedad de Python Software Foundation [16].
El lenguaje de programación Python es un lenguaje multiplataforma con una
licencia de código abierto. Debido a la gran cantidad de módulos y librerías que ex-
tienden su funcionalidad, el sistema propuesto se ha desarrollado en este lenguaje
en su versión 2.7.6. A continuación se describen las principales extensiones utiliza-
das para la construcción del proyecto:
argparse: este es un módulo que facilita la creación de interfaces a la hora de
pasar argumentos a la aplicación a través de la línea de comandos. Así es po-
sible indicar argumentos opcionales u obligatorios, entre otras opciones como
darles valores por defecto.
numpy: paquete fundamental para el cálculo científico que nos proporciona
objetos que actúan como vectores multidimensionales, generadores de núme-
ros aleatorios y otras posibilidades.
pandas: librería que amplía las capacidades de numpy con respecto a crear
contenedores ofreciendo gran número de funcionalidades para trabajar con
conjuntos de datos. Incluye también múltiples herramientas para el análisis
de dichos datos.
matplotlib: una de los principales paquetes para la creación de figuras en 2D
interactivas y con numerosas opciones de configuración.
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2.3. Dataverse
Figura 2.2: Imagen propiedad de Dataverse [17].
Dataverse es una herramienta web open source que sirve para crear un repositorio
de datos de investigación. Dicho repositorio permite compartir conjuntos de datos,
citarlos, explorarlos e incluso analizarlos. La herramienta es desarrollada en Har-
vard, en el Institute for Quantitative Social Science (IQSS), junto con una comunidad
colaboradora.
Para su uso por parte de desarrolladores tiene habilitada una API accesible desde
varios puntos [18]. Por un lado tiene un acceso SWORD (Simple Web-service Offering
Repository Deposit) que permite acceder a Dataverse para subir, consultar o modificar
conjuntos de datos. Por otro lado, es posible lanzar consultas directamente sobre el
sitio aprovechando su API REST.
En el sistema desarrollado con este trabajo se ha aprovechado la API REST para
trabajar directamente con el repositorio puesto que todo lo que se ha necesitado
hacer es consultar y descargar datos, siendo ambas funciones posibles por esta vía.
Consulta del repositorio
La consulta del repositorio es muy sencilla. Dado que Dataverse es una he-
rramienta web, tendremos un punto de acceso a la API como puede ser https:
//demo.dataverse.org/api/. Sobre dicha dirección podemos lanzar una con-
sulta añadiendo el término search?q = breast + cancer para obtener un JSON con
el listado de conjuntos que estén publicados en el repositorio y coincidan con los
términos de búsqueda breast y cancer.
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Es posible indicar otros parámetros en la búsqueda para filtrar, por ejemplo, el
tipo de resultado devuelto (colecciones de conjuntos de datos, conjuntos de datos,
ficheros) o fechas de publicación.
Consulta de un conjunto de datos
Para ver más información de un conjunto de datos, la API proporciona otro
acceso al que podemos enviar una petición indicando el DOI del conjunto. Así,
si a la dirección https://demo.dataverse.org/api/ le añadimos datasets/ :
persistentId/?persistentId = DOI obtenemos un JSON con la información adicional
del conjunto que coincida con dicho DOI.
Descarga de un fichero
El último punto de la API aprovechado en este proyecto es el de acceso a ficheros.
Al consultar un conjunto de datos específico se obtienen identificadores únicos de
sus ficheros. Aprovechando ese identificador, se puede lanzar una consulta como
access/data f ile/IDENTIFICADOR que nos devolverá el contenido del fichero que
posea dicho identificador.
Dado que Dataverse acepta multitud de tipos de ficheros en sus conjuntos de
datos, existe la posibilidad de que el fichero que se desee descargar no tenga un
formato abierto reutilizable. Esto ocurriría con formatos como el PDF, SPSS, Stata...
En este proyecto se ha acotado el rango de ficheros posibles a descargar únicamen-
te a los CSV o tipo texto pues son formatos abiertos que se pueden reaprovechar
fácilmente con una herramienta automática como la propuesta.
Para poder realizar cualquiera de estas peticiones al Dataverse es necesario in-
dicar en la consulta un token autenticador. Este token es único para cada usuario y
lo proporcionará la organización que administre el Dataverse consultado. En el caso
propuesto será Harvard al utilizar su sitio Dataverse.
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2.4. Tensorflow
Figura 2.3: Imagen propiedad de Google [19].
Tensorflow [20] es una librería de código abierto de cálculo computacional ba-
sada en la definición de grafos con flujos de tensores. Inicialmente fue desarrollada
por investigadores del Google Brain Team para usarla principalmente en proyectos
de aprendizaje automático y deep learning. Sin embargo, es posible su aplicación en
un mayor marco de dominios.
La librería tiene desarrollada una interfaz para Python pero es posible usarla en
otros lenguajes como C++ o Go. Una de sus mayores fortalezas reside en su gran
portabilidad y la capacidad de aprovechar al máximo el hardware del que dispone
la máquina donde se ejecuta. Por ello, es perfectamente posible llevar un código de
una máquina donde corre en CPU a otra para que se ejecute en una GPU. Incluso
puede trasladarse a plataformas móviles y todo sin tener que modificar el código.
Su uso en este proyecto viene fuertemente influenciado por la capacidad de de-
finir un flujo de datos de forma genérica. Así, el sistema propuesto es capaz de tra-
bajar con conjuntos de datos diversos: distinto número de características, distintos
tipos de datos numéricos y diferentes tamaños de muestras. Además, por su porta-
bilidad es ideal para ser usada en distintos sectores científicos donde puedan dispo-
ner de diferentes máquinas: pequeños servidores con una sola CPU, máquinas con
varias CPUs o incluso con GPUs.
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Además, Tensorflow dispone de una herramienta gráfica donde poder visuali-
zar los grafos definidos programacionalmente llamada Tensorboard. Un ejemplo de
grafo se presenta en la figura 2.4. Adicionalmente, esta herramienta permite visua-
lizar la evolución de variables como el ratio de error durante el aprendizaje.
Figura 2.4: Ejemplo de grafo definido en Tensorflow en la visualización de Tensor-
board. Imagen propiedad de Google [21].
En el desarrollo del proyecto se ha utilizado la versión 0.11.0, con licencia Apache
2.0, bajo una implementación para Ubuntu 14.04 con CUDA 8.0 y cuDNN 5.1.
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2.5. Taverna
Figura 2.5: Imagen propiedad de Apache [22].
Taverna es un sistema de administración de flujos de trabajo o workflows que se
ejecuta en Java, creado inicialmente por myGrid pero actualmente es ya un proyec-
to Apache Incubator. Este sistema consiste en un conjunto de herramientas con las
que un usuario puede crear, buscar y ejecutar flujos de trabajo científicos donde se
definen procesos e interacciones entre módulos o incluso el usuario. Se utiliza prin-
cipalmente en ámbitos como la bioinformática, la química o la astronomía.
El uso de Taverna para desarrollo consiste en la creación de un flujo de traba-
jo utilizando su aplicación de escritorio. En esta aplicación se pueden incorporar
módulos llamados servicios con código en R o Java, llamadas a servicios web usan-
do WSDL o interfaces API REST, manejo de hojas de datos o incluso llamadas de
sistema. También incluye algunos servicios conocidos y usados en el ámbito de la
biología como BioMart y BioMoby.
El resultado es un diagrama donde se especifican unos datos de entrada y se
obtienen una salidas, tal y como se muestra en la figura 2.6. Su uso en esta aplicación
nos aporta la posibilidad de definir todos los módulos en Python, usando su servicio
llamado Tool, y que su interacción con el usuario sea a través de estos flujos. Además,
a la hora de liberar la herramienta tan solo es necesario el fichero con la definición
del flujo que se genera desde Taverna. Este puede ser depositado en un repositorio
como myExperiment, del que hablábamos en la sección 1.3 del estado del arte, pues
en este sitio se comparten este tipo de diagramas.
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Figura 2.6: Ejemplo de workflow científico con Taverna. Imagen extraída de Apache
[23].
En este proyecto hemos utilizado Taverna Workbench en su versión 2.5 para sis-
temas linux Debian, liberado bajo una licencia LGPL 2.1.
Capítulo 3
Propuesta
Este capítulo describe el sistema propuesto al completo a través de un ejem-
plo de uso. Primero, en la sección 3.1 se introduce el contexto del caso de uso.
Entonces, la sección 3.2 detalla la arquitectura de la propuesta y el flujo del pro-
ceso. Las secciones 3.3, 3.4, 3.5 y 3.6 describen la implementación de los módulos
principales de la herramienta propuesta a través del caso de uso. Finalmente, la
sección 3.7 resume cómo puede cualquier investigador reutilizar la herramienta
desarrollada.
3.1. Introducción
En el capítulo de introducción hablábamos del caso del investigador en informá-
tica médica que disponía de unos datos clínicos y quería trabajarlos para construir
un recomendador. En este capítulo, vamos a desarrollar en profundidad este ejem-
plo de forma práctica con el sistema desarrollado en este trabajo.
Como contexto vamos a tener el supuesto de que tenemos unos datos de los que
deseamos extraer conocimiento como para poder clasificar otras muestras. No obs-
tante, no tenemos suficientes datos para construir un sistema recomendador. Estos
datos, que podrían venir de una fuente privada o una fuente pública, serán entonces
los que llamaremos iniciales y de ellos nos podremos valer para iniciar la búsqueda
de más datos. Con ayuda de la herramienta propuesta, procederemos a buscar datos
abiertos que nos permitan obtener al final un recomendador.
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Para el presente caso, utilizaremos los datos disponibles en el Machine Learning
Repository de la University of California, Irvine (UCI) llamados Breast Cancer Wisconsin
(Diagnostic) Data Set [24]. De las 699 muestras de este conjunto nos quedaremos con
una pequeña parte de 16 muestras por razones que veremos al final del caso de uso.
3.2. Arquitectura de la solución
Figura 3.1: Arquitectura del uso de las tecnologías en la herramienta propuesta.
Como se aprecia en la figura 3.1, nuestra propuesta consiste en 4 módulos:
repoRead: funcionalmente este módulo se encarga de explorar el repositorio
Dataverse de Harvard. Para ello, tendremos código Python insertado en ser-
vicios dentro de un workflow de Taverna. Este workflow será explicado en más
detalle con el caso de uso en la sección 3.3.
dataExploration: en este módulo podremos realizar la visualización de un con-
junto de datos además de poder preprocesarlo. Para ello nos valemos de códi-
go Python en un nuevo workflow de Taverna con el que se puede interactuar.
Se describe su funcionamiento en más detalle en la sección 3.4.
modelBuild: con este módulo construimos el modelo recomendador reutili-
zable dado un conjunto de datos. Esta construcción se realiza con un códi-
go escrito en Python que utiliza la librería Tensorflow, todo ello dentro de un
workflow de Taverna. Esto se explica en más detalle en la sección 3.5.
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recommenderSystem: finalmente, gracias a este módulo podemos reutilizar el
modelo construido para etiquetar las muestras que deseemos. Está implemen-
tado con código Python insertado en un workflow de Taverna, que se describe
más en profundidad con el caso de uso en la sección 3.6 dentro de este capítulo.
Así pues, el flujo de uso de la herramienta propuesta consiste en la ejecución
de workflows de Taverna que implementan cada uno de estos módulos. La secuen-
cia natural de uso de estos, que se describirá más en profundidad en las secciones
siguientes, es la de explorar el repositorio con repoRead para poder descargar un
conjunto de datos.
Luego, los datos del conjunto se pueden visualizar y preprocesar con el módulo
dataExploration para pasar a entrenar el modelo de aprendizaje con modelBuild. Este
último módulo exportará el recomendador de forma que el módulo recommenderSys-
tem pueda apoyarse en él para realizar el etiquetado de las muestras que disponía-
mos inicialmente.
3.3. Exploración del repositorio
Para realizar la exploración del repositorio Dataverse de Harvard en nuestro sis-
tema disponemos del módulo repoRead. En la figura 3.2 mostramos el flujo del
proceso en Taverna. Las entradas, llamadas puertos en Taverna, de este workflow son:
keyWords: estas serán las palabras clave para lanzar la búsqueda sobre el re-
positorio.
headerFile: es posible indicar un fichero de datos que tenga una cabecera para
que se usen esos términos para dar una segunda valoración de la relevancia
de un resultado de la búsqueda. En nuestro caso de uso no tenemos cabeceras
pero se dará un ejemplo de su uso al final de la sección.
El flujo básicamente consiste en lanzar la consulta sobre el repositorio y nos irá
mostrando los resultados uno a uno. Al mostrar un resultado nos dará la opción
de saltarlo para ver el siguiente, descargar el archivo de datos adjunto o salir del
programa. Para verlo mejor, usaremos este módulo con nuestro caso de uso.
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Figura 3.2: Diagrama con el flujo del proceso repoRead en Taverna.
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Lanzamos el flujo indicando para headerFile una cadena vacía ya que nuestros
datos iniciales no tienen una cabecera por lo que no hay términos que aprovechar.
En cambio, para el puerto keyWords indicamos la cadena ’breast cancer’ ya que
nuestros datos son resultados clínicos sobre cáncer de mama. En la figura 3.3 se pue-
den ver los cuadros de Taverna donde se indican estos datos. Con ellos introducidos
solo queda pulsar sobre Run workflow para que se inicie la ejecución del módulo.
Figura 3.3: Entrada de datos para lanzar la búsqueda sobre el repositorio.
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Una vez se inicia la búsqueda, el módulo lanzará un aviso indicando cuántos
conjuntos ha devuelto el repositorio, mostrado en la figura 3.4.
Figura 3.4: Aviso del número de resultados encontrados por la búsqueda.
Al pulsar sobre Ok el módulo empezará a mostrarnos los resultados uno a uno
en ventanas como la que se ve en la figura 3.5. Esta ventana incluirá como datos del
conjunto encontrado:
1. Search score: esta es una puntuación que asigna Dataverse a la relevancia que
posee el conjunto con respecto a los términos usados para la búsqueda, por lo
que los resultados vienen ordenados de mayor a menor importancia para ver
antes lo que posiblemente sea más interesante.
2. Global Id: este es el identificador global del conjunto.
3. Description: si el conjunto se ha publicado con una descripción, esta se mues-
tra.
4. Matches - Matched words: si no hemos indicado un headerFile, entonces el
programa intenta buscar los términos de la búsqueda en la descripción para
dar una segunda calificación al resultado.
En este punto lo que podemos hacer con el conjunto son dos acciones sencillas: o
bien intentamos descargar el fichero adjunto (debe ser un fichero CSV o de texto para
poder ser reutilizado) o vemos el siguiente resultado devuelto por el repositorio.
También podemos salir del programa. Para ello, solamente hay que seleccionar la
opción deseada del desplegable abajo de la ventana y pulsar Ok.
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Figura 3.5: Ejemplo de visualización de un resultado devuelto por el repositorio.
Si elegimos mostrar el siguiente resultado podremos acabar encontrando el con-
junto de datos descrito en la figura 3.6. Este conjunto consiste en una muestra modi-
ficada de nuestro conjunto inicial. Según se aprecia en la descripción, se han elimi-
nado muestras con datos que poseían el valor ’?’, entre otras modificaciones.
En nuestro caso se podría utilizar este conjunto encontrado en el repositorio para
entrenar un modelo y luego lanzar recomendaciones sobre nuestras muestras. Así
pues, marcaremos Download y al pulsar Ok el sistema procederá a descargarnos el
fichero adjunto.
Figura 3.6: Conjunto de datos relacionado a nuestros datos iniciales.
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Si el conjunto posee un fichero de datos adjunto en un formato reutilizable (co-
mo es CSV) entonces el sistema lo descargará y nos informará del nombre que le
ha dado a este, como se ve en la figura 3.7. Este fichero se depositará en un directo-
rio llamado datasets en una ruta del equipo configurada dentro del componente
resultDownload del workflow de Taverna.
Figura 3.7: Aviso tras la descarga exitosa del fichero de datos de un resultado.
Si por el contrario el conjunto de datos tiene un fichero de datos en un formato
no abierto como es PDF, SPSS o Stata, el sistema nos avisará de dicha situación y
pasará al siguiente resultado, como se muestra en la figura 3.8.
Figura 3.8: Aviso tras la descarga fallida del fichero de datos de un resultado por su
formato.
Como comentábamos al inicio, es posible indicar un fichero con una cabecera por
el puerto headerFile. El fichero recién descargado tiene una cabecera así que podemos
utilizarlo para escenificar el uso de este dato de entrada. Para ello, tal y como se ve en
la figura 3.9, indicamos el valor --headerFile ’RUTA/FICHERO/DESCARGADO’
para este puerto.
En cuanto empieza el sistema, aparte de avisarnos del número de resultados,
nos informará cuales son los términos encontrados en la cabecera del fichero indi-
cado, como se muestra en la figura 3.10. Con esa información, los datos de matches /
matched words en los resultados cambiará como se ve en la figura 3.11.
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Figura 3.9: Ejemplo de uso del puerto de entrada headerFile.
Figura 3.10: Aviso con información de los términos encontrados en la cabecera de
headerFile.
Figura 3.11: Resultado donde se ven las coincidencias entre la descripción y el hea-
derFile.
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Al final de esta etapa habremos acabado con un fichero nuevo en nuestro entorno
de trabajo. Ahora, podemos proceder a realizar una exploración de sus datos y pre-
procesarlo si es necesario para después continuar con la construcción del modelo
recomendador.
3.4. Visualizado y preprocesado de los datos
Para agilizar el uso del fichero descargado, vamos a suponer que lo hemos lla-
mado replication data wisconsin.tab. Con este fichero continuaremos con
el flujo del proceso de la propuesta para ver ahora el módulo que realiza la visua-
lización y el preprocesado de datos. El diagrama principal se presenta en la figura
3.12.
Figura 3.12: Diagrama con el flujo del proceso dataExploration en Taverna.
Como se puede ver, este workflow requiere solamente de dos entradas:
fileName: ruta absoluta al fichero que contiene el conjunto de datos a tratar.
hasHeader: en caso de que el fichero tenga una línea de cabecera, se ha de
indicar en este puerto --header, sino se deja vacío y el sistema le asigna una
cabecera enumerada desde 0.
Su ejecución consiste en una carga inicial del conjunto para crear unos ficheros
auxiliares que agilicen su tratamiento con la cabecera. Tras esto se entra en un bu-
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cle central, llamado mainLoop, donde se desplegarán todas las opciones del módulo.
Cuando se termina con el programa se realiza un paso de limpieza de ficheros au-
xiliares para finalizar. En la figura 3.13 presentamos el diagrama con el flujo del
workflow anidado mainLoop visto en la figura 3.12.
Figura 3.13: Diagrama con el flujo del proceso central que compone dataExploration.
Para ver mejor qué funcionalidad tiene este flujo continuaremos con el caso de
uso. Con dicho objetivo, realizamos una ejecución del workflow en Taverna indicando
para fileName la ruta al fichero descargado, como se ve en la figura 3.14. Para el
puerto hasHeader indicamos el valor --header, como se ve en la figura 3.15.
Figura 3.14: Entrada de datos en el puerto fileName para lanzar dataExploration.
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Figura 3.15: Entrada de datos en el puerto hasHeader para lanzar dataExploration.
Una vez arranca el sistema llegaremos a la pantalla mostrada en la figura 3.16. En
esta ventana tendremos siempre arriba una descripción de los datos de entrada para
disponer rápidamente de una serie de estadísticas para cada atributo que ayuden a
su preprocesado. Estas estadísticas son: conteo, media, desviación estándar, valor
mínimo, perceptiles (25 %, 50 %, 75 %) y valor máximo.
Las acciones que se han implementado son técnicas básicas de visualización o de
preprocesado. Se han elegido estas para cubrir unas necesidades primarias en este
tipo de proyectos y no se han abarcado más de momento para no descentrarnos del
objetivo del proyecto. Estas opciones son:
1. Visualización: tenemos la posibilidad de dibujar un histograma o una nube
de puntos.
2. Normalización: se ha implementado la normalización por feature scaling y por
standardization.
3. Borrado de columna: se puede eliminar del conjunto una columna.
4. Manejo de datos perdidos: podemos sustituirlos por la media del atributo o
borrar las muestras con datos perdidos.
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5. Conversión de etiquetas: es posible pasar los valores de la variable objetivo a
una enumeración.
6. Guardado: permite guardar el conjunto preprocesado en un nuevo fichero.
Figura 3.16: Pantalla principal de dataExploration con descripción del conjunto y se-
lección de acciones a realizar.
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Visualización
La primera posibilidad de visualización es la de dibujar una figura con el his-
tograma de una columna. Su flujo en Taverna se presenta en la figura 3.17. Este
básicamente representa la necesidad de indicar una columna del conjunto. Con ello,
el sistema será capaz de dibujar el histograma.
Figura 3.17: Diagrama con el flujo del proceso de dibujado de un histograma.
En la figura 3.18 se puede ver la ventana que nos ofrece la herramienta propuesta
para seleccionar de un listado la columna a dibujar
Figura 3.18: Ventana de selección de columna a usar para representar el histograma.
Una vez se selecciona la columna, el sistema ejecuta el código de Python nece-
sario para crear la figura vista en 3.19 con el histograma. Esta figura es interactiva
de manera que se puede desplazar sus ejes, reiniciarla o exportarla a un archivo de
imagen. Además, mientras permanezca abierta el sistema completo estará en espera.
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Figura 3.19: Ejemplo de histograma que la herramienta propuesta puede dibujar.
En cuanto cerremos la figura del histograma, la ejecución en Taverna continuará
para indicarnos que el procesado ha sido correcto con el mensaje visto en la figura
3.20. Si hubiese un error, este se mostraría en este mensaje. Este mensaje se mostrará
también al finalizar cualquier otra acción.
Figura 3.20: Mensaje de confirmación de finalización del histograma.
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Otra posibilidad de visualización es la presentada con el diagrama de la figura
3.21. Esta figura representa el flujo del proceso que dibuja una nube de puntos dadas
dos columnas y una tercera para colorearlas.
Figura 3.21: Diagrama con el flujo del proceso de dibujado de una nube de puntos.
Este proceso consiste en la selección de una columna para el eje X, otra columna
para el eje Y y una última columna para colorear los puntos. Las ventanas mostradas
en la figura 3.22 se suceden para conseguir esta selección.
Figura 3.22: Ventanas de selección de columnas a usar para representar la nube de
puntos.
Con todo ello, al final se consigue una figura que representa los datos elegidos
como la presentada en 3.23. Esta ventana, como sucedía con la del histograma, es
interactiva y tendrá al sistema en espera mientras permanezca abierta.
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Figura 3.23
Normalización
Un caso muy típico en un proyecto donde se desea entrenar un modelo de apren-
dizaje automático es el de realizar una normalización de los datos. Esto suele suce-
der porque los atributos del conjunto poseen escalas muy desiguales entre sí y pue-
den conllevar a que el algoritmo de aprendizaje sea subjetivo. En nuestro sistema se
han implementado dos conocidas técnicas: feature scaling y standardization.
La normalización por feature scaling deja los datos en el rango [0, 1] utilizando la
fórmula de la ecuación (3.1), donde x representa el valor de una columna determina-
da y x′ el nuevo valor. Así min(x) y max(x) representan el valor mínimo y máximo
respectivamente de dicha columna.
x′ = x−min(x)
max(x)−min(x) (3.1)
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Su implementación en este proyecto se presenta con el diagrama de flujo de Ta-
verna de la figura 3.24. Este proceso ejecuta el código de Python que realiza la nor-
malización y deja el conjunto con la proporción mostrada en la figura 3.25.
Figura 3.24: Diagrama con el flujo de la normalización por feature scaling.
Figura 3.25: Descripción del conjunto tras la normalización por feature scaling.
Para la normalización por standardization se utiliza la ecuación (3.2), donde µ
representa el valor medio de la columna y σ la desviación estándar. Como resultado,
las nuevas columnas x′ tendrán una media de 0 y desviación de 1.
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x′ = x− µ
σ
(3.2)
La figura 3.26 presenta su diagrama en la implementación realizada. Este proceso
ejecuta el código Python que deja el conjunto en el estado visto en la figura 3.27.
Figura 3.26: Diagrama con el flujo de la normalización por standardization.
Figura 3.27: Descripción del conjunto tras la normalización por standardization.
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Borrado de columnas
Existe la posibilidad de que tengamos una columna que no sea de nuestro in-
terés en el conjunto, ya sea porque es una columna de datos no numéricos que no
queremos utilizar o porque sea una secuencia de números que no aporta nada. Sea
cual sea el motivo, en el sistema propuesto se contempla la opción de eliminar una
columna del conjunto. Su implementación se presenta en la figura 3.28.
Figura 3.28: Diagrama con el flujo del proceso de borrado de una columna.
Para poder borrar una columna, el sistema nos pedirá que le indiquemos cuál
columna queremos eliminar con una ventana como la presentada en la figura 3.29.
Figura 3.29: Ventana de selección de columna a borrar del conjunto.
Una vez seleccionada la columna, el proceso pasa a ejecutar el código necesario
para dejar el conjunto cargado sin dicha columna. Así, al volver a la pantalla de
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inicio veremos que ya no está. En este ejemplo de uso hemos borrado la última
columna llamada Mitoses, que como se muestra en la figura 3.30 ya no aparece en
el conjunto.
Figura 3.30: Descripción del conjunto tras el borrado de la columna seleccionada.
Manejo de datos perdidos
Un caso muy común en proyectos de minería es que alguna muestra no tenga
algún valor informado. El manejo de estos datos es complicado y se expande en
todo un campo aún en investigación para ver qué acciones son las más correctas. En
el presente trabajo se han considerado dos opciones básicas para no desviarnos del
objetivo del proyecto.
Para escenificar el uso de esta funcionalidad vamos a considerar que cargamos
las 699 muestras del conjunto de datos inicial de la UCI, nombrado en la introduc-
ción del capítulo. Al cargarlo tenemos la descripción del conjunto vista en la figura
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3.31 donde vemos que el atributo 6 tiene 683 muestras, 16 menos que el resto de
atributos. Esto es así porque existen 16 muestras en el conjunto que no tienen valor
en este atributo.
Figura 3.31: Descripción del conjunto inicial que posee valores perdidos en la co-
lumna 6.
Figura 3.32: Diagrama con el flujo del proceso de remplazo de valores perdidos.
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La primera técnica implementada consiste en la inserción de valores para com-
pletar estas muestras. En concreto, el dato que se inserta es el valor medio que po-
seen las muestras del conjunto para el atributo perdido. Su implementación en el
flujo de Taverna se muestra en la figura 3.32. Tras su ejecución sobre el conjunto car-
gado, podemos ver como el atributo 6 pasa a tener 699 muestras al igual que el resto
(ver fig. 3.33).
Figura 3.33: Descripción del conjunto con valores perdidos tras su procesado por
remplazo. Ahora la columna 6 tiene nuevos datos e iguala en muestras al resto de
atributos.
La otra técnica implementada consiste en el borrado del conjunto de las muestras
que tengan algún valor perdido entre sus atributos. En la figura 3.34 se muestra su
flujo en Taverna y en la figura 3.35 se ve el resultado de su procesamiento. Como se
puede comprobar, tras el borrado de muestras lo que tenemos es un conjunto más
pequeño pues las 16 muestras que tenían valores perdidos se eliminan.
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Figura 3.34: Diagrama con el flujo del proceso de borrado de muestras con valores
perdidos.
Figura 3.35: Descripción del conjunto con valores perdidos tras su procesado por
borrado de muestras. Ahora el conjunto posee 683 muestras.
Conversión numérica de clases
En los conjuntos de datos utilizados para construir modelos clasificadores por
aprendizaje supervisado siempre encontraremos una columna que etiqueta la clase
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a la que pertenece la muestra. Para el correcto funcionamiento del programa que
proponemos en este proyecto, es necesario que la variable dependiente (la que indi-
ca la clase de la muestra) sea numérica y vaya numerada a partir del 0.
Para poder corregir los conjuntos que no cumplan esta condición podemos uti-
lizar esta función del programa dataExploration que lo único que nos pedirá es que
indicamos el nombre de la columna con las clases. Su implementación se muestra
en el workflow de la figura 3.36.
Figura 3.36: Diagrama con el flujo del proceso de conversión de clases a enumera-
ciones.
Por ejemplo, en el conjunto descargado tenemos la variable dependiente MALIG.
En la figura 3.27 se ve como toma valores decimales tras el proceso de standardiza-
tion. Podemos hacerla tomar los valores 0 o 1 con esta técnica. Para ello primero se
indica la columna, como se ve en la figura 3.37.
Figura 3.37: Ventana de selección de columna con etiquetas.
42 CAPÍTULO 3. PROPUESTA
Después de seleccionar la columna adecuada, el sistema la procesa para mapear
sus valores de forma que queden en una numeración que comienza por 0 como
se muestra en la figura 3.38. Esto viene a significar que si un conjunto tiene en su
columna de etiquetas los valores 2 y 4, estas etiquetas pasarán a valer 0 y 1.
Figura 3.38: Descripción del conjunto tras la conversión de la columna de etiquetas
MALIG.
Guardado
Finalmente, cuando tengamos el conjunto preprocesado hasta el punto que desee-
mos podemos guardarlo en un nuevo fichero. El diagrama de la figura 3.39 presenta
el flujo de este proceso en la implementación de Taverna. Para realizar esta acción
el sistema solicitará un nombre para el nuevo fichero, como se ve en la ventana de
la figura 3.40. Con el fichero creado, este se guarda en una ruta configurada en el
componente saveNewFile, que se confirma como se muestra en la figura 3.41.
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Figura 3.39: Diagrama con el flujo del proceso de guardar el conjunto procesado en
un nuevo fichero.
Figura 3.40: Ventana de solicitud del nombre del nuevo fichero a guardar.
Figura 3.41: Mensaje de confirmación de la creación del nuevo fichero.
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3.5. Aprendizaje automático
Para el entrenamiento de un modelo recomendador utilizamos el conjunto des-
cargado replication data wisconsin.tab. Sin embargo, lo preprocesamos
con el programa dataExploration y le realizamos una normalización por feature sca-
ling para igualar las escalas de los campos y a su vez dejar la columna dependiente
MALIG con valores 0 o 1. Al fichero resultante lo llamamos replication wisconsin
processed.
La figura 3.42 presenta el diagrama de flujo de la implementación de Taverna.
Esta implementación se basa en un script de Python, insertado en el servicio model-
Build del diagrama, que utiliza Tensorflow para entrenar un modelo llamado softmax
regression, que es una generalización de la regresión logística, comúnmente usada
para problemas multiclase.
Figura 3.42: Diagrama con el flujo del proceso modelBuild en Taverna.
El proceso de entrenamiento consiste en encontrar los valores del vector θ de
forma que se minimice el error de la hipótesis definida en (3.3), que debe ser igual a
la etiqueta de la muestra x en el conjunto de entrenamiento.
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hθ(x) =
1
1+ e(−θT x)
(3.3)
El resultado de una predicción con este modelo es una probabilidad de perte-
nencia a cada categoría del problema. Dada su capacidad de procesar problemas
multiclase, se ha elegido para implementarse en este proyecto de forma que el siste-
ma propuesto pueda trabajar con una mayor diversidad de problemas sin necesidad
de modificaciones.
Las entradas que necesita el flujo para ejecutarse son:
fileName: ruta al fichero a utilizar para realizar el entrenamiento, que debe
tener una columna de clase con números empezando por 0.
hasHeader: en caso de que el archivo tenga una línea de cabecera con los nom-
bres de las columnas, se debe indicar el valor --header, sino se da un valor
vacío y el programa creará una cabecera numérica empezando por 0.
objColumn: nombre exacto que posee la columna de etiquetas, en caso de no
tener cabecera el fichero entonces se debe indicar su posición en el conjunto
empezando por 0.
Con todo esto, lanzamos una ejecución utilizando los valores vistos en las figuras
3.43, 3.44 y 3.45.
Figura 3.43: Ejemplo de uso del puerto de entrada fileName de modelBuild.
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Figura 3.44: Ejemplo de uso del puerto de entrada hasHeader de modelBuild.
Figura 3.45: Ejemplo de uso del puerto de entrada objColumn de modelBuild.
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Una vez se lanza la ejecución, empezará el entrenamiento de Tensorflow. El tiem-
po que este proceso toma varía principalmente según el rendimiento del equipo
donde se ejecuta el programa, el número de muestras incluidas en el conjunto así
como la cantidad de atributos que estas poseen. Cuando termina, tendremos una
ventana informativa como la mostrada en la figura 3.46.
Como se ve en esta figura, Tensorflow emite una serie de mensajes cuando arran-
ca en una máquina que utiliza su implementación con CUDA para informar al usua-
rio sobre la GPU a utilizar. En lo referente a la información que devuelve el progra-
ma, podremos ver cuáles son los valores de θ aprendidos así como los del término
conocido como bias. Habrá una columna por cada clase del problema.
Figura 3.46: Información que devuelve el programa modelBuild tras su procesamien-
to.
Con estos parámetros aprendidos el sistema realiza una prueba sobre un conjun-
to que ha guardado y no ha utilizado para el entrenamiento. Del total de muestras
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que se han cargado del fichero, el 80 % se utilizan para entrenar mientras que el res-
tante 20 % se dejan para probar el rendimiento del modelo. En este caso el modelo
entrenado consigue un porcentaje de aciertos del 97.8102 %.
Finalmente, el sistema crea una serie de ficheros con los datos del modelo. Estos
ficheros se almacenan en una ruta configurada dentro del script de Python. En la
figura 3.47 tenemos una muestra de estos ficheros:
modelVariables.txt: este documento guarda los nombres de las variables in-
dependientes que se han utilizado para entrenar el modelo, manteniendo tam-
bién el orden en el que se han usado pues es importante a la hora de reutilizar
el modelo.
modelWeights.txt: en este documento se almacenan los pesos o valores del
parámetro θ aprendidos de una forma que son fácilmente reaprovechables.
modelBiases.txt: al igual que con los pesos, se almacenan los valores de bias
de forma que se pueda reaprovechar el modelo.
Figura 3.47: Contenido de los ficheros que almacenan los datos necesarios para
reaprovechar el modelo entrenado.
Además de los ficheros con los datos del modelo entrenado, el programa model-
Build.py también genera un directorio con un registro de Tensorflow que puede ser
visualizado en su herramienta Tensorboard. Este se encuentra en un directorio lla-
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mado tmp_log_board y cada ejecución del programa creará su propia carpeta con
el momento de ejecución como nombre.
Para poder visualizar este registro tan solo es necesario lanzar el comando
tensorboard --logdir tmp_log_board como se muestra en la figura 3.48.
Figura 3.48: Lanzamiento de Tensorboard.
Tras el lanzamiento se iniciará un servidor web al que podemos acceder a través
de un navegador introduciendo la dirección http://127.0.0.1:6006. Al abrir
esta dirección entraremos en Tensorboard y lo primero que veremos será la pestaña
Events, donde podemos comprobar la evolución del acierto y del coste de la fun-
ción que se minimiza para encontrar los valores de θ durante el entrenamiento. Esta
página se muestra en la figura 3.49.
En la pestaña Graphs podemos ver el grafo que define el proceso por el cual
se construye el modelo de aprendizaje y se entrena. Este grafo se muestra en la
figura 3.50. Lo que este gráfico representa es que se definen unas entradas donde se
introduce una matriz con las muestras y un vector con las clases de esas muestras.
Por otro lado se define la función que lanzará las predicciones, que dependerá de
los parámetros weights y biases que son los que se van a calcular.
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Figura 3.49: Pestaña de eventos en Tensorboard.
Figura 3.50: Panel de ayuda del programa modelBuild.py.
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Esta funcionalidad y datos de Tensorboard están incluidos en la propuesta ya
que se considera importante poder ver cómo evoluciona el acierto por si, por ejem-
plo, probamos con distintos subconjuntos de un mismo fichero de muestras que
varían en características o preprocesado.
Además, con ella también se pretende dar pié a compartir y comparar modelos
de entrenamiento entre los usuarios expertos que modifiquen este código, de forma
que se pueda crear un repositorio de modelos donde abrir a otros investigadores
el gráfico que representa cómo se han obtenido los parámetros almacenados en los
ficheros modelWeights y modelBiases, pudiendo indicar también las variables
utilizadas para dicho entrenamiento con modelVariables.
3.6. Recomendación sobre datos
En esta sección entraremos a utilizar el modelo generado por el entrenamiento
con los datos encontrados en el repositorio abierto para clasificar los datos inicia-
les que ya disponíamos. En al figura 3.51 vemos el flujo en Taverna del programa
recommenderSystem que nos asiste en tal tarea.
Figura 3.51: Diagrama con el flujo del proceso recommenderSysmte en Taverna.
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Este proceso tiene un número mayor de puertos de entrada que hacen que su
ejecución sea altamente configurable. Estas entradas son:
trainingVariables: variable relativa al modelo recomendador a utilizar, esta
debe ser la ruta al fichero de variables con las que se entrenó dicho modelo.
trainingWeights: variable relativa al modelo recomendador a utilizar, en este
caso debe ser la ruta al fichero con los pesos aprendidos del modelo.
trainingBiases: variable relativa al modelo recomendador a utilizar, en este
caso debe ser la ruta al fichero de parámetros bias aprendidos.
datasetFile: ruta al fichero que contiene las muestras sobre las que se van a
lanzar las predicciones.
hasHeader: si el fichero a predecir contiene una línea de cabecera, se indica
con el valor --header. Sino se deja con un valor vacío.
labelsColumn: si el fichero a predecir tiene ya una columna de etiquetas, se
debe indicar su nombre con el valor --labelColumn COLUMNA. Sino se deja
con un valor vacío.
Continuando con el caso de uso, vamos a procesar nuestros datos iniciales con el
programa dataExploration para reemplazar los valores perdidos por la media y luego
realizarle una normalización por feature scaling. Del total de 699 muestras extraere-
mos 16 muestras concretas: aquellas que tuvieron valores perdidos. Este fichero lo
llamamos initial data processed.csv.
El motivo de usar estas muestras es que el conjunto replication data
wisconsin.tab descargado del repositorio, utilizado para entrenar el modelo, es
un subconjunto de los datos de UCI que hemos usado como datos iniciales. Sin em-
bargo, este conjunto obtenido con el programa repoRead no contiene ninguna de es-
tas 16 muestras. Por ello, vamos a usarlas para que el sistema recommenderSystem las
etiquete, pues el modelo entrenado no ha visto estos datos durante su aprendizaje.
Así pues, lanzamos su ejecución indicando: el fichero initial data processed.csv
como datasetFile, el parámetro --header para hasHeader pues el programa de pre-
procesamiento dataExploration nos ha añadido una cabecera numérica, el valor 10
para labelsColumn e introducimos las rutas a los ficheros del modelo para los otros
tres puertos de entrada.
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Al arrancar el programa nos pedirá que vayamos indicando para cada variable
del entrenamiento cuál es su correspondiente atributo/columna en el conjunto de
entrada. Este paso es necesario para poder hacer corresponder correctamente los
parámetros del modelo y las características de las muestras en los cálculos de las
recomendaciones. Un ejemplo de este paso se ve en la figura 3.52.
Figura 3.52: Ejemplo de mapeo de las variables del conjunto de entrada y las utili-
zadas en el entrenamiento del modelo reutilizado.
El programa permite que el conjunto a etiquetar posea más atributos que va-
riables se usaron en el entrenamiento. En este caso, las columnas no mapeadas se
borran del conjunto para poder trabajar con el resto.
Con todos estos pasos previos realizados, el sistema construirá un grafo de Ten-
sorflow donde pondremos en varias variables los pesos θ, los valores de bias y el
conjunto de entrada. Las predicciones consistirán en la aplicación del cálculo pre-
sentado en la ecuación (3.3) por lo que esto tomará un tiempo proporcional al nú-
mero de muestras que se disponga. Al final, como se ve en la figura 3.53, el sistema
indicará el porcentaje de acierto que ha tenido si el conjunto estaba ya etiquetado.
En la última línea el programa informa de que crea un nuevo fichero, en una
ruta definida dentro del programa de Python que ejecuta Taverna, con el nombre
del conjunto indicado como datasetFile más el sufijo .predicted en el que ha crea-
do una nueva columna llamada predictions que incorporan las predicciones del
sistema. En la figura 3.54 se puede ver este fichero para nuestro conjunto inicial.
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Figura 3.53: Muestra de mensaje con el que recommenderSystem finaliza su ejecución.
Figura 3.54: Fichero con las predicciones realizadas por recommenderSystem.
3.7. Ejecución
Llegados a este punto se ha descrito por completo la herramienta propuesta con
sus funcionalidades y el flujo de procesos que la componen.. Para que cualquier
usuario pueda utilizar esta herramienta tal y como hemos hecho nosotros necesitará
cumplir con los siguientes requisitos técnicos en su equipo de ejecución:
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Python 2.7.6 con las librerías numpy, pandas, matplotlib instaladas
Tensorflow 0.11.0 instalado en el equipo, ya sea en su instalación para GPU o
CPU
Taverna Workbench 2.5
Cumpliendo estos requisitos, solamente hay que descargar los workflows defini-
dos en Taverna que constituyen nuestra propuesta. Para ello, se han dejado habilita-
dos en un paquete de myExperiment llamado Open research data reutilization
tool en la dirección https://www.myexperiment.org/packs/721.html que
contiene los workflows. Una vez descargados, es necesario realizar unas modificacio-
nes sobre los servicios Tool que incorporan código en Python pues tienen especifica-
das algunas rutas absolutas que deben adaptarse al equipo.
Para ello basta con dar click derecho sobre el servicio, pulsar sobre Configure
tool invocation... y navegar hasta Advanced > Strings donde encontra-
remos el código de Python, como se ve en la figura 3.55. A continuación se listan los
puntos a modificar por cada módulo.
Figura 3.55: Ejemplo de modificación de repoSearch, del workflow repoRead.
repoRead
repoSearch: cambiar la ruta REPOSEARCH_FILE por la deseada, también hay
que cambiar la constante DATAVERSE_API_KEY para indicar la clave de au-
tenticación en la API del Dataverse de Harvard. Si se explora otro Dataverse,
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cambiar SEARCH_API_POINT.
resultsRead: cambiar las ruta REPOSEARCH_FILE y CURRENT_RESULT_FILE.
resultsDownload: cambiar las rutas DATASETS_FOLDER y
CURRENT_RESULT_FILE, también tenemos los puntos de la API
DATAVERSE_API_KEY, DATASET_API_POINT y FILEACCESS_API_POINT.
deleteTmp: cambiar las rutas REPOSEARCH_FILE y CURRENT_RESULT_FILE.
dataExploration
loadDataset: cambiar las rutas TMP_DATASET_FILE y TMP_HEADER_FILE
por la deseada, estas se usarán en el resto del programa.
headerFile: en el workflow mainLoop tenemos al inicio esta constante de texto,
debe cambiarse por el valor dado a TMP_HEADER_FILE.
describeDataset: cambiar la ruta TMP_DATASET_FILE.
subworkflows: cada uno de los workflows dentro de mainLoop implementan las
funcionalidades básicas del programa dataExploration con una tool que contiene
un pequeños script de Python. Estos scripts contienen referencias a
TMP_DATASET_FILE y TMP_HEADER_FILE que se deben cambiar.
deleteTmp: cambiar las rutas TMP_DATASET_FILE y TMP_HEADER_FILE.
modelBuild
modelBuild: tenemos que cambiar las rutas LOGS_PATH, WEIGHTS_FILE,
BIASES_FILE y VARIABLES_FILE.
recommenderSystem
readDataHeader: cambiar la ruta del fichero TMP_HEADER.
headerFile: en workflow tenemos al inicio esta constante de texto, debe cambiar
su valor por el dado a TMP_HEADER.
recommenderSystem: cambiar la ruta del fichero TMP_VARIABLES_MAP.
variablesMapFile: en workflow tenemos llegando al final esta constante de tex-
to, debe cambiarse su valor para que coincida con el que se da a
TMP_VARIABLES_MAP.
deleteTmp: se deben cambiar las rutas TMP_HEADER y TMP_VARIABLES_MAP.
Capítulo 4
Conclusiones
Este capítulo discute los resultados obtenidos en el proyecto con los objetivos
planteados al inicio. Además, se plantea trabajo futuro que pueda mejorar el
sistema propuesto.
El trabajo de fin de máster documentado en esta memoria se inició con la idea de
investigar en la reutilización de los datos de investigación en informática médica. El
motivo de esta investigación venía de intereses personales en el mundo de los datos
abiertos y el aprendizaje automático, así como la aplicación de estas herramientas
en campos clínicos.
Con tal fin, al comprobar el estado actual de los datos abiertos de investigación,
se propuso un sistema que pudiera dar uso de estos ya sea en el ámbito médico
como en otros. Por ello, tras ver que los datos abiertos de investigación están siendo
potenciados por normas internacionales y programas como el H2020 de la Unión
Europea, decidimos proponer un sistema capaz de alimentarse de datos abiertos
encontrados en repositorios ya que está claro que en un futuro muchos proyectos
serán dirigidos por datos abiertos.
Se decidió construir un recomendador motivados por las necesidades identifica-
das por la Comisión Europea. Hoy en día la inteligencia artificial está experimen-
tando una gran evolución y su uso es cada vez más frecuente. Por ello, construir un
sistema que pudiera utilizar datos abiertos para aprender de ellos era un objetivo
claro de este proyecto.
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No obstante, la propuesta más innovadora que se ha querido realizar en este
trabajo no es solamente reutilizar datos abiertos sino poder reutilizar el modelo de
aprendizaje entrenado. La idea detrás de esto viene desde nuestra propia experien-
cia en la que nos hemos encontrado en proyectos de minería de datos donde es ne-
cesario extraer el conocimiento para etiquetar nuevas muestras, pero el conjunto de
entrenamiento que se posee es extremadamente pequeño o no siempre se dispone
de una muestra equilibrada ideal para entrenar.
Por todo esto, esta propuesta pretende ser una herramienta de uso para investi-
gadores que se encuentren en este tipo de casos con unos datos (ya sean privados o
públicos) que quieren tratar pero no pueden por su magnitud o por las característi-
cas de sus categorías.
La herramienta construida permite a estos investigadores realizar búsquedas en
un repositorio de datos abiertos como es el proyecto de Dataverse de Harvard. Con
ello, pueden buscar más datos relacionados con los que ya poseen. Esta búsqueda
no pretende ser un sustitutivo de la lectura de bibliografía, paso básico en investiga-
ción. Lo que pretendemos es que se pueda encontrar información sobre resultados
y conclusiones sobre el tratamiento de datos junto con los mismos datos utilizados.
En cuanto al segundo objetivo planteado, hemos creado en este ecosistema de
programas una aplicación que permite preprocesar y explorar conjuntos de datos
con una funcionalidad básica. Esta es una funcionalidad de gran ayuda en este ti-
po de proyectos pues el investigador normalmente realiza una visualización de los
datos para ver si faltan valores, si hay características con mayores escalas que otras,
para ver qué proporción de clases hay en las etiquetas, etc.
Por otro lado, nos hemos valido de la librería Tensorflow liberada por Google
para las aplicaciones del sistema capaces de cumplir con los objetivos de construir
un modelo de aprendizaje y poder reutilizarlo. Gracias a dicha herramienta, la im-
plementación realizada del modelo con la que cuenta el sistema propuesto es capaz
de aceptar datos de distintas magnitudes en número de muestras como de variables.
Además, la aplicación aprovecha al máximo la potencia del equipo donde se ejecute
el programa consiguiendo una aplicación rápida y eficiente.
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Para facilitar el uso y la reutilización de la herramienta propuesta hemos utiliza-
do Taverna que nos ha proporcionado lo necesario para integrar los cuatro módulos
que componen la herramienta en sencillos flujos de trabajo. Estos flujos se han defi-
nido de forma que todo lo necesario para ejecutar la propuesta estén dentro de los
mismos y se han liberado a la comunidad a través del sitio myExperience.
Por estas razones, creemos que hemos cumplido con éxito nuestro principal ob-
jetivo de definir un proceso que permita reutilizar datos abiertos para construir un
modelo recomendador que además puede ser reutilizado. Como resultado hemos
obtenido una herramienta abierta y reutilizable que ejecuta este proceso.
En cuanto a trabajo futuro, el proyecto deja mucho campo que recorrer en cada
módulo del sistema. Se plantean trabajos en la exploración de repositorios para con-
siderar más de uno. Además, podría mejorarse la valoración de los resultados dada
una cabecera utilizando técnicas de catalogado de librerías y procesado de lenguaje
natural. También se encuentra interesante poder mejorar la búsqueda de forma que
el sistema pueda reconocer que en un conjunto publicado se tratan campos similares
a los datos que tiene disponible el investigador utilizando meta-características.
Para la exploración y profiling de los datos descargados, sería interesante aña-
dir más tipos de visualización de datos y funciones de preprocesado como pueden
ser técnicas de downsampling, oversampling o Principal Component Analysis. Sería de
gran utilidad poder automatizar algunas de estas tareas de forma que el programa
reconozca la necesidad de procesar el conjunto de forma autónoma.
Se podría investigar en el futuro en una forma de mejorar los aciertos del modelo
de aprendizaje, ya sea utilizando otro modelo o dando la posibilidad al usuario de
configurar uno entre una lista al estilo de otras herramientas de minería como Weka.
Para la reutilización del modelo sería interesante trabajar en cómo poder utilizar un
modelo entrenado con un conjunto de variables X y lanzar recomendaciones sobre
unas muestras con un conjunto de variables Y, de tal forma que los conjuntos X e Y
coincidan en algunas variables pero no en todas.
Nos gustaría dar pié con este proyecto a la creación de un repositorio de mode-
los abiertos creados con el uso de esta herramienta. Sería muy interesante liberar
los resultados del módulo modelBuild para que otros investigadores puedan reutili-
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zar esos modelos sobre sus datos, de forma que ya no necesitarían entrenar ellos el
modelo ni mucho menos buscar otros datos para crearlo.
A modo de conclusión nos gustaría motivar a la comunidad investigadora para
que empiece a trabajar con una cultura de datos abiertos de manera que podamos
recuperar el espíritu científico de compartir conocimiento liberando los datos por el
bien común.
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