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Abstract
A key problem in modelling the evolution dynamics of infectious dis-
eases is the mathematical representation of the mechanism of transmission
of the contagion which depends upon the way the specific disease is com-
municated among different populations or subpopulations. Compartmen-
tal models describing a finite number of subpopulations can be described
mathematically via systems of ordinary differential equations. The same
is not possible for populations which exhibit some continuous structure,
such as space location, age, etc. In particular when dealing with popu-
lations with space structure the relevant quantities are spatial densities,
whose evolution in time requires now nonlinear partial differential equa-
tions, which are known as reaction-diffusion systems. In this chapter we
are presenting an (historical) outline of mathematical epidemiology, pay-
ing particular attention to the role of spatial heterogeneity and dispersal
in the population dynamics of infectious diseases. Two specific examples
are discussed, which have been the subject of intensive research by the
authors of the present chapter, i.e. man-environment-man epidemics, and
malaria. In addition to the epidemiological relevance of these epidemics
all over the world, their treatment requires a large amount of different
sophisticate mathematical methods, and has even posed new non trivial
mathematical problems, as one can realize from the list of references. One
of the most relevant problems faced by the present authors, i.e. regional
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control, has been emphasized here: the public health concern consists of
eradicating the disease in the relevant population, as fast as possible. On
the other hand, very often the entire domain of interest for the epidemic,
is either unknown, or difficult to manage for an affordable implementation
of suitable environmental sanitation programmes. This is the reason why
regional control has been proposed; it might be sufficient to implement
such programmes only in a given subregion conveniently chosen so to lead
to an effective (exponentially fast) eradication of the epidemic in the whole
habitat; it is evident that this practice may have an enormous importance
in real cases with respect to both financial and practical affordability.
KEYWORDS: Epidemic systems; reaction-diffusion systems; man-environment
epidemics; malaria; stabilization.
1 Introduction
Apart from D. Bernoulli (1760) [18], those who established the roots of this
field of research (in chronological order) were: W. Farr (1840) [48], W.H. Hamer
(1906) [51], J. Brownlee (1911) [19], R. Ross (1911) [70], E. Martini (1921) [64],
A. J. Lotka (1923) [61], W.O. Kermack and A. G. McKendrick (1927) [56], H.
E. Soper (1929) [78], L. J. Reed and W. H. Frost (1930) [50], [1], M. Puma
(1939) [69], E. B. Wilson and J. Worcester (1945) [80], M. S. Bartlett (1949)
[17], G. MacDonald (1950) [62], N.T.J. Bailey (1950) [16], before many others;
the pioneer work by En’ko (1989) [47] suffered from being written in Russian;
historical accounts of epidemic theory can be found in [72], [43], [44]. After the
late ′70’s there has been an explosion of interest in mathematical epidemiology,
also thanks to the establishment of a number of new journals dedicated to
mathematical biology.
The scheme of this presentation is the following: in Section 1.1 a general
structure of mathematical models for epidemic systems is presented in the form
of compartmental systems; in Section 1.2 the concept of field of forces of infection
is discussed for structured populations.
1.1 Compartmental models
Model reduction for epidemic systems is obtained via the so-called compart-
mental models. In a compartmental model the total population (relevant to the
epidemic process) is divided into a number (usually small) of discrete categories:
susceptibles, infected but not yet infective (latent), infective, recovered and im-
mune, without distinguishing different degrees of intensity of infection; possible
structures in the relevant population can be superimposed when required (see
e.g. Figure 1).
A key problem in modelling the evolution dynamics of infectious diseases
is the mathematical representation of the mechanism of transmission of the
contagion which depends upon the way the specific disease is communicated
among different populations or subpopulations. This problem has been raised
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Figure 1: The transfer diagram for an SEIR compartmental model including
the susceptible class S, the exposed, but not yet infective, class E, the infective
class I, and the removed class R
since the very first models when age and/or space dependence had to be taken
into account.
Suppose at first that the population in each compartment does not exhibit
any structure (space location, age, etc.). Let us ignore, for the time being, the
intermediate state E. The infection process (S to I) is driven by a force of in-
fection (f.i.) due to the pathogen material produced by the infective population
and available at time t
(f.i.)(t) = [g(I(.))](t)
which acts upon each individual in the susceptible class. Thus a typical rate of
the infection process is given by the
(incidence rate)(t) = (f.i.)(t)S(t).
From this point of view, the so called “law of mass action” simply corre-
sponds to choosing a linear dependence of g(I) upon I
(f.i.)(t) = kI(t).
The great advantage, from a mathematical point of view, is that the evolution of
the epidemic is described (in the space and time homogeneous cases) by systems
of ODE ’s which contain at most bilinear terms.
Referring to the “law of mass action”, Wilson and Worcester [80] stated the
following:
“It would in fact be remarkable, in a situation so complex as that of the pas-
sage of an epidemic over a community, if any simple law adequately represented
the phenomenon in detail ... even to assume that the new case rate should be
set equal to any function ... might be questioned”.
Indeed Wilson and Worcester [80], and Severo [73] had been among the first
epidemic modelers including nonlinear forces of infection of the form
3
(f.i.)(t) = κI(t)pS(t)q
in their investigations. Here I(t) denotes the number of persons who are in-
fective, and S(t) denotes the number of persons who are susceptible to the
infection.
Independently, during the analysis of data regarding the spread of a cholera
epidemic in Southern Italy during 1973, in [30] one of the authors (V.C.) sug-
gested the need to introduce a nonlinear force of infection in order to explain
the specific behavior emerging from the available data.
A more extended analysis for a variety of proposed generalizations of the clas-
sical models known as Kermack-McKendrick models, appeared in [31], though
nonlinear models became widely accepted in the literature only a decade later,
after the paper [60].
Nowadays models with nonlinear forces of infection are analyzed within the
study of various kinds of diseases; typical expressions include the so called
Holling type functional responses (see e.g. [31], [53])
(f.i.)(t) = g(I(t)) ;
with
g(I) =
k Ip
α+ β Iq
, p, q > 0 . (1.1)
Particular cases are
g(I) = k Ip , p > 0 (1.2)
For the case p = q we have the behaviors described in Figure 2.
Additional shapes of g(I), as proposed in [31] which may decrease for large
values of I, may be interpreted as “awareness” effects in the contact rates.
Significant contributions to this concept and related epidemiological issues in
recent literature can be found in [46].
Further extensions include a nonlinear dependence upon both I and S, as dis-
cussed in modelling AIDS epidemics (see e.g. [34], [35], and references therein),
where the social structure of the host population is analyzed too.
1.2 Structured populations
Compartmental models with a finite number of compartments can be described
mathematically via systems of ordinary differential equations (ODE’s). The
same is not possible for populations which exhibit some continuous structure
(identified here by a parameter z), such as space location, age, etc.
When dealing with populations with space structure the relevant quantities
are spatial densities, such as s(z; t) and i(z; t), the spatial densities of suscep-
tibles and of infectives respectively, at a point z of the habitat Ω, and at time
t ≥ 0, such that the corresponding total populations are given by
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Figure 2: Nonlinear forces of infection [31]
S(t) =
∫
Ω
s(z; t) dz, I(t) =
∫
Ω
i(z; t) dz
The role of spatial heterogeneity and dispersal in population dynamics has
been the subject of much research. We shall refer here to the fundamental
literature on the subject by quoting [8], [13], [49], [55], [58], [66], [68], [74], [76].
In the theory of propagation of infectious diseases the motivation of the
study of the effects of spatial diffusion is mainly due to the large scale impact
of an epidemic phenomenon; this is discussed in detail in [39].
We will choose here as a good starting point the pioneer work by D.G.
Kendall who modified the basic Kermack-McKendrick SIR model to include the
effects of spatial heterogeneity in an epidemic system [55].
Kendall ’s work has motivated a lot of research in the theory of epidemics
with spatial diffusion. In particular two classes of problems arise according to
the size of the spatial domain or habitat.
If the habitat is unbounded, travelling waves are of interest [55], [54], [11],
[41], [79]. A nice introduction to the subject can be found in [66].
If, on the other hand, the habitat is a bounded spatial domain then problems
of existence of nontrivial endemic states (possibly with spatial patterns) are of
interest [21].
Usually reaction diffusion systems (see e.g. [49]) are seen as an extension
of compartmental systems in which each compartment, representing a different
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species, is allowed to invade a spatial domain Ω ⊂ Rm with a space dependent
density. Densities interact among themselves according to the same mathe-
matical laws which were used for the space independent case, but are subject
individually to a spatial diffusion mechanism usually committed to the Laplace
operator, which simulates random walk or Brownian motion of the interacting
species [12], [49].
Typically then a system of n interacting species, each of them having a
spatial density
{ui(x; t), x ∈ Ω} , i = 1, . . . , n at time t ≥ 0,
is described by the following system of semilinear parabolic equations:
∂u
∂t
= D∆u(x; t) + f(u(x; t)) (1.3)
in Ω× R+, subject to suitable boundary conditions.
Here u = (u1, . . . , un)
T ; D = diag(d1, . . . , dn), and f(z) , z ∈ R
n is the
interaction law among the species via their densities.
A derivation and discussion of Equation (1.3) can be found in [49] (see also
[68]).
In Equation (1.3) f(z) , z ∈ Rn, usually is the same interaction function
of the classical compartmental approach. Thus for an SIR model (including
Susceptible, Infective, and Removed individuals) with vital dynamics, Equation
(1.3) is written as follows


∂s
∂t
(x; t) = d1∆s(x; t) − k i(x; t) s(x; t) + µ− µ s(x; t)
∂i
∂t
(x; t) = d2∆i(x; t) + k i(x; t) s(x; t) − (µ+ γ) i(x; t)
∂r
∂t
(x; t) = d3∆r(x; t) + γ i(x; t)− µ r(x; t)
(1.4)
where now s(x; t) , i(x; t) , r(x; t) are the corresponding spatial densities of
S, I, R:
S(t) =
∫
Ω
s(x; t) dx; I(t) =
∫
Ω
i(x; t) dx; R(t) =
∫
Ω
r(x; t) dx.
Thus the infection process is represented by a “local” interaction of two
densities s(x; t) and i(x; t), at point x ∈ Ω and time t ∈ R+, via the following
“law of mass action”
(f.i.)(z; t) = k i(x; t) s(x; t) (1.5)
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In Kendall ’s model [55] (1.5) is substituted by an “integral” interaction
between the infectives and the susceptibles; the force of infection acting at point
x ∈ Ω and time t ∈ R+ is given by
g(i(·; t))(x) =
∫
Ω
k(x, x′) i(x′; t) dx′, (1.6)
where k(x, x′) describes the influence, by any reason, of the infectives located
at any point x′ ∈ Ω on the susceptibles located at point x ∈ Ω.
As a consequence the infection process is described now by
(f.i.)(z; t) = g(i(·; t))(x) s(x; t). (1.7)
Clearly we reobtain (1.5) in the limiting case k(x, x′) = δ(x−x′) (the Dirac
function).
As one can see, (1.7) better fits the philosophy introduced in Section 1 to
allow g(I), the force of infection due to the population of infectives, and acting
on the susceptible population, to have a general form which case by case takes
into account the possible mechanisms of transmission of the disease.
For Problem (1.4) we refer to the literature [11], [21], [41], [79]. For the case
in (1.6)-(1.7) the emergence of travelling waves has been shown in [55] and [11].
The analysis of the diffusion approximation of Kendall’s model can be found in
[54].
When dealing with populations with an age structure, we may interpret
the parameter z as the age-parameter so that the first model above is a model
with intracohort interactions while the second one is a model with intercohort
interactions (see e.g. [20], and references therein).
A large literature on the subject can be found in [23].
2 Specific examples
2.1 Spatially structured man-environment-man epidemics
A widely accepted model for the spatial spread of epidemics in an habitat Ω,
via the environmental pollution produced by the infective population, e.g. via
the excretion of pathogens in the environment, is the following one, as proposed
in [21], [22] (see also [23], and references therein). The model below is a more
realistic generalization of a previous model proposed by one of the authors
(V. C.) and his co-workers [27], [25], [30] to describe fecal-orally transmitted
diseases (cholera, typhoid fever, infectious hepatitis, etc.) which are typical
for the European Mediterranean regions; it can anyhow be applied to other
infections, and other regions, which are propagated by similar mechanisms (see
e.g. [40]); schistosomiasis in Africa is a typical additional example [67].


∂u1
∂t
(x, t) = d1∆u1(x, t) − a11u1(x, t) +
∫
Ω
k(x, x′)u2(x
′, t)dx′
∂u2
∂t
(x, t) = −a22u2(x, t) + g(u1(x, t))
(2.1)
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in Ω ⊂ RN (N ≥ 1), a nonempty bounded domain with a smooth boundary
∂Ω; for t ∈ (0,+∞), where a11 ≥ 0, a22 ≥ 0, d1 > 0 are constants.
• u1(x, t) denotes the concentration of the pollutant (pathogen material) at
a spatial location x ∈ Ω, and a time t ≥ 0;
• u2(x, t) denotes the spatial distribution of the infective population.
• The terms −a11u1(x, t) and −a22u2(x, t) model natural decays.
• The total susceptible population is assumed to be sufficiently large with
respect to the infective population, so that it can be taken as constant.
For this kind of epidemics the infectious agent is multiplied by the infective
human population and then sent to the sea through the sewage; because of the
peculiar eating habits of the population of these regions the agent may return
via some diffusion-transport mechanism to any point of the habitat Ω, where
the infection process is further activated; thus the integral term
∫
Ω
k(x, x′)u2(x
′, t)dx′
expresses the fact that the pollution produced at any point x′ ∈ Ω of the habitat
is made available at any other point x ∈ Ω; when dealing with human pollution,
this may be due to either malfunctioning of the sewage system, or improper
dispersal of sewage in the habitat. Linearity of the above integral operator is
just a simplifying option.
The Laplace operator takes into account a simplified random dispersal of
the infectious agent in the habitat Ω, due to uncontrolled additional causes
of dispersion (with a constant diffusion coefficient to avoid purely technical
complications); we assume that the infective population does not diffuse (the
case with diffusion would be here a technical simplification). As such, System
(2.1) can be adopted as a good model for the spatial propagation of an infection
in agriculture and forests, too.
Finally, the local “incidence rate” at point x ∈ Ω, and time t ≥ 0, is given
by
(i.r.)(x, t) = g(u1(x, t)),
depending upon the local concentration of the pollutant.
The parameters a11 and a22 are intrinsic decay parameters of the two pop-
ulations.
2.2 Seasonality.
If we wish to model a large class of fecal-oral transmitted infectious diseases,
such as typhoid fever, infectious hepatitis, cholera, etc., we may include the
possible seasonal variability of the environmental conditions, and their impact
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on the habits of the susceptible population, so that the relevant parameters are
assumed periodic in time, all with the same period T ∈ (0,+∞).
As a purely technical simplification, we may assume that only the incidence
rate is periodic, and in particular that it can be expressed as
(i.r.)(x, t) = h(t, u1(x, t)) = p(t)g(u1(x, t)),
where h, the functional dependence of the incidence rate upon the concentration
of the pollutant, can be chosen as in the time homogeneous case, with possible
behaviors as shown in Figure 2.
The explicit time dependence of the incidence rate is given via the function
p(·), which is assumed to be a strictly positive, continuous and T−periodic
function of time; i.e. for any t ∈ R,
p(t) = p(t+ T ).
Remark 1. The results can be easily extended to the case in which also
a11, a22 and k are T−periodic functions.
In [22] the above model was studied, and sufficient conditions were given for
either the asymptotic extinction of an epidemic outbreak, or the existence and
stability of an endemic state; while in [29] the periodic case was additionally
studied, and sufficient conditions were given for either the asymptotic extinction
of an epidemic outbreak, or the existence and stability of a periodic endemic
state with the same period of the parameters.
2.3 Saddle point behaviour.
The choice of g has a strong influence on the dynamical behavior of system (2.1).
The case in which g is a monotone increasing function with constant concavity
has been analyzed in an extensive way (see [23], [26], [28]); concavity leads to the
existence (above a parameter threshold) of exactly one nontrivial endemic state
and to its global asymptotic stability. In order to better clarify the situation,
consider first the spatially homogeneous case (ODE system) associated with
system (2.1); namely


dz1
dt
(t) = −a11z1(t) + a12z2(t)
du2
dt
(t) = −a22z2(t) + g(z1(t))
(2.2)
In [28] and [67] the bistable case (in which system (2.2) may admit two
nontrivial steady states, one of which is a saddle point in the phase plane) was
obtained by assuming that the force of infection, as a function of the concen-
tration of the pollutant, is sigma shaped. In [67] this shape had been obtained
as a consequence of the sexual reproductive behavior of the schistosomes. In
[28] (see also [27]) the case of fecal-oral transmitted diseases was considered; an
interpretation of the sigma shape of the force of infection was proposed to model
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the response of the immune system to environmental pollution: the probabil-
ity of infection is negligible at low concentrations of the pollutant, but increases
with larger concentrations; it then becomes concave and saturates to some finite
level as the concentration of pollutant increases without limit.
Let us now refer to the following simplified form of System (2.1), where as
kernel we have taken k(x, x′) = a12δ(x − x
′),


∂u1
∂t
(x, t) = d1∆u1(x, t)− a11u1(x, t) + a12u2(x, t)
∂u2
∂t
(x, t) = −a22u2(x, t) + g(u1(x, t))
(2.3)
The concavity of g induces concavity of its evolution operator, which, to-
gether with the monotonicity induced by the quasi monotonicity of the reaction
terms in (2.3), again imposes uniqueness of the possible nontrivial endemic state.
On the other hand, in the case where g is sigma shaped, monotonicity of the
solution operator is preserved, but as we have already observed in the ODE
case, uniqueness of nontrivial steady states is no longer guaranteed. Further-
more, the saddle point structure of the phase space cannot be easily transferred
from the ODE to the PDE case, as discussed in [28], [33]. In [28], homogeneous
Neumann boundary conditions were analyzed; in this case nontrivial spatially
homogeneous steady states are still possible. But when we deal with homoge-
neous Dirichlet boundary conditions or general third-type boundary conditions,
nontrivial spatially homogeneous steady states are no longer allowed. In [33] this
problem was faced in more detail; the steady-state analysis was carried out and
the bifurcation pattern of nontrivial solutions to system (2.3) was determined
when subject to homogeneous Dirichlet boundary conditions. When the dif-
fusivity of the pollutant is small, the existence of a narrow bell-shaped steady
state was shown, representing very likely a saddle point for the dynamics of
(2.3). Numerical experiments confirm the bistable situation: “small” outbreaks
stay localized under this bell-shaped steady state, while “large” epidemics tend
to invade the whole habitat.
2.4 Boundary feedback
An interesting problem concerns the case of boundary feedback of the pollutant,
which has been proposed in [26], and further analyzed in [32]; an optimal control
problem has been later analyzed in [9].
In this case the reservoir of the pollutant generated by the human population
is spatially separated from the habitat by a boundary through which the positive
feedback occurs. A model of this kind has been proposed as an extension of
the ODE model for fecal-oral transmitted infections in Mediterranean coastal
regions presented in [30].
For this kind of epidemics the infectious agent is multiplied by the infective
human population and then sent to the sea through the sewage system; because
of the peculiar eating habits of the population of these regions, the agent may
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return via some diffusion-transport mechanism to any point of the habitat,
where the infection process is restarted.
The mathematical model is based on the following system of evolution equa-
tions:


∂u1
∂t
(x; t) = ∆u1(x; t)− a11u1(x; t)
∂u2
∂t
(x; t) = −a22u2(x; t) + g(u1(x; t))
in Ω× (0,+∞), subject to the following boundary condition
∂u1
∂ν
(x; t) + αu1(x; t) =
∫
Ω
k(x, x′)u2(x
′; t) dx′
on ∂Ω× (0,+∞), and also subject to suitable initial conditions.
Here ∆ is the usual Laplace operator modelling the random dispersal of
the infectious agent in the habitat; the human infective population is supposed
not to diffuse. As usual a11 and a22 are positive constants. In the boundary
condition the left hand side is the general boundary operator B :=
∂
∂ν
+ α(·)
associated with the Laplace operator; on the right hand side the integral oper-
ator
H [u2(·, t)] (x) :=
∫
Ω
k(x, x′)u2(x
′; t) dx′
describes boundary feedback mechanisms, according to which the infectious
agent produced by the human infective population at time t > 0, at any point
x′ ∈ Ω, is available, via the transfer kernel k(x, x′), at a point x ∈ ∂Ω.
Clearly the boundary ∂Ω of the habitat Ω can be divided into two disjoint
parts: the sea shore Γ1 through which the feedback mechanism may occur, and
Γ2 the boundary on the land, at which we may assume complete isolation.
The parameter α(x) denotes the rate at which the infectious agent is wasted
away from the habitat into the sea along the sea shore. Thus one may well
assume that
α(x), k(x, ·) = 0, for x ∈ Γ2 .
A relevant assumption, of great importance in the control problems that we
have been facing later, is that the habitat Ω is ”epidemiologically” connected
to its boundary by requesting that
for any x′ ∈ Ω there exists some x ∈ Γ1 such that k(x, x
′) > 0.
This means that from any point of the habitat infective individuals con-
tribute to polluting at least some point on the boundary (the sea shore).
In the above model delays had been neglected and the feedback process
had been considered to be linear; various extensions have been considered in
subsequent literature.
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2.5 Malaria
Malaria is found throughout the tropical and subtropical regions of the world
and causes more than 300 million acute illnesses and at least one million deaths
annually [81], especially in Africa. Human malaria is caused by one or a combi-
nation of four species of plasmodia: Plasmodium falciparum, P. vivax, P. malar-
iae, and P. ovale. The parasites are transmitted through the bite of infected
female mosquitoes of the genus Anopheles. Mosquitoes can become infected by
feeding on the blood of infected people, and the parasites then undergo another
phase of reproduction in the infected mosquitoes.
The earliest attempt to provide a quantitative understanding of the dynamics
of malaria transmission was that of Ross [70]. Ross’ models consisted of a few
differential equations to describe changes in densities of susceptible and infected
people, and susceptible and infected mosquitoes. Macdonald [63] extended Ross’
basic model, analyzed several factors contributing to malaria transmission, and
concluded that “the least influence is the size of the mosquito population, upon
which the traditional attack has always been made”.
The work of Macdonald had a very beneficial impact on the collection, anal-
ysis, and interpretation of epidemic data on malaria infection [65] and guided
the enormous global malaria-eradication campaign of his era.
The classical Ross-Macdonald model is highly simplified. Subsequent con-
tributions have been made to extend the Ross-Macdonald malaria models con-
sidering a variety of epidemiological features of malaria [10], [42] (see also [15],
[37], [38], [45], [57], [71], [75]).
Here we will consider an oversimplified model, concentrating on a problem
of possible eradication of a spatially structured malaria epidemic, by acting on
the segregation of the human and the mosquito populations via e.g. treated
bednets (see e.g. [77]).
Following recent papers by Ruan et al [71], and Chamchod and Britton [36],
we divide the human population into two classes, susceptible and infectious,
whereas the mosquito population is divided into three classes, susceptible, in-
fectious, and removed because of death. Suppose that the infection in the human
does not result death or isolation. For the transmission of the pathogen, it is
assumed that a susceptible human can receive the infection only by contacting
with infective mosquitos, and a susceptible mosquito can receive the infection
only from the infectious human.
For simplicity, assume the total populations of both humans and mosquitoes
are constants and denoted by H andM , respectively. Let X(t) and Y (t) denote
the numbers of infected humans and mosquitoes at time t, respectively. Let a
be the rate of biting on humans by a single mosquito (number of bites per unit
time). Then the number of bites on humans per unit time per human is
a
H
. If
b is the proportion of infected bites on humans that produce an infection, the
interaction between the infected mosquitoes Y (t) and the uninfected humans
H −X(t) will produce new infected humans at a rate of of
a
H
b(H −X(t))Y (t).
Malaria on humans is an SIS system for which human infectives after recovery
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go back in the susceptible state; we will denote by r the per capita rate of
recovery in humans so that 1/r is the duration of the disease in humans [23].
Therefore, the equation for the rate of change in the number of infected
humans is
dX
dt
= −rX(t) +
a
H
b(H −X(t))Y (t).
Similarly, if µ is the per capita rate of mortality in mosquitoes, so that 1/µ
is the life expectancy of mosquitoes, and c is the transmission efficiency from
humans to mosquito, then we have the equation for the rate of change in the
number of infected mosquitoes:
dY
dt
= −µY (t) +
a
H
cX(t)(M − Y (t)).
Here we wish to consider a spatially structured system, so that we will refer
to spatial densities of infected humans and infected mosquitoes. Specifically, let
u1(x, t) denote the spatial density of the population of infected mosquitoes at
a spatial location x ∈ Ω and a time t ≥ 0; while u2(x, t) denotes the spatial
distribution of the human infective population. In accordance with the above,
the spatial density C(x) of the total human population will be assumed constant
in time, so that C(x)−u2(x, t) will provide the spatial distribution of susceptible
humans, at a spatial location x ∈ Ω and a time t ≥ 0.
Hence the “local incidence” for humans, at point x ∈ Ω, and time t ≥ 0, is
taken of the form
(i.r.)H(x, t) = g(u1(x, t), u2(x, t)) = (C(x) − u2(x, t))h(u1(x, t)),
depending upon the local densities of both populations via a suitable functional
response h.
As pointed out in [65], seasonality of the aggressivity to humans by the
mosquito population might also be considered in the functional response h; this
has been a topic of the authors research programme in [29], and [5], [4].
As proposed in [15], we will include spatial diffusion of the infective mosquito
population (with constant diffusion coefficient to avoid purely technical compli-
cations), but we assume that the human population does not diffuse.
On the other hand, inspired by previous models for spatially structured
man-environment epidemics (see e.g. [22]), we will modify the infection term of
mosquitoes
a
H
cX(t)(M − Y (t)) as follows.
Given a habitat Ω ⊂ RN (N ≥ 2) (which is a nonempty bounded domain
with a smooth boundary ∂Ω), we assume that the total susceptible mosquito
population is so large that it can be considered time and space independent;
further we consider the fact that the infected mosquitoes at a location x ∈ Ω
and a time t ≥ 0 is due to contagious bites to human infectives at any point
x′ ∈ Ω of the habitat, within a spatial neighborhood of x represented by a
suitable probability kernel k(x′, x), depending on the specific structure of the
local ecosystem; as a trivial simplification one may assume k(·, x) as a Gaussian
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density centered at x; hence the “local incidence” for mosquitoes, at point x ∈
Ω, and time t ≥ 0, is taken as
(i.r.)M (x, t) =
∫
Ω
k(x, x′)u2(x
′, t)dx′
Finally, from now on, we will denote by −a11u1(x, t) the natural decay of
the infected mosquito population, while −a22u2(x, t) will denote the recovery
rate (back to susceptibility) of the human infective population.
All the above leads to the following over simplified model for the spatial
spread of malaria epidemics, in which we have ignored the possible acquired
immunity of humans after exposure to the contagion, the possible differentiation
of the mosquito population, etc. (see e.g. [57]).


∂u1
∂t
(x, t) = d1∆u1(x, t)− a11u1(x, t) +
∫
Ω
k(x, x′)u2(x
′, t)dx′
∂u2
∂t
(x, t) = −a22u2(x, t) + g(u1(x, t), u2(x, t))
in Ω× (0,+∞), where a11 > 0, a22 > 0, d1 > 0 are constant.
3 Regional Control: Think Globally, Act Lo-
cally
Let us now go back to System (2.1) in Ω ⊂ RN (N ≥ 1), a nonempty bounded
domain with a smooth boundary ∂Ω; for t ∈ (0,+∞), where a11 ≥ 0, a22 ≥
0, d1 > 0 are constants.
The public health concern consists of providing methods for the eradication
of the disease in the relevant population, as fast as possible. On the other hand,
very often the entire domain Ω, of interest for the epidemic, is either unknown, or
difficult to manage for an affordable implementation of suitable environmental
sanitation programmes. Think of malaria, schistosomiasis, and alike, in Africa,
Asia, etc.
This has led the second author, in a discussion with Jacques Louis Lions
in 1989, to suggest that it might be sufficient to implement such programmes
only in a given subregion ω ⊂ Ω, conveniently chosen so to lead to an effective
(exponentially fast) eradication of the epidemic in the whole habitat Ω. Though,
a satisfactory mathematical treatment of this issue has been obtained only few
years later in [2]. This practice may have an enormous importance in real cases
with respect to both financial and practical affordability. Further, since we
propose to act on the elimination of the pollution only, this practice means an
additional nontrivial social benefit on the human population, since it would not
be limited in his social and alimentation habits.
In this section a review is presented of some results obtained by the authors,
during 2002-2012, concerning stabilization (for both the time homogeneous case
and the periodic case). Conditions have been provided for the exponential decay
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Figure 3: Think Globally, Act Locally.
of the epidemic in the whole habitat Ω, based on the elimination of the pollutant
in a subregion ω ⊂ Ω. The case of homogeneous third type boundary conditions
has been considered, including the homogeneous Neumann boundary conditions
(to mean complete isolation of the habitat):
∂u1
∂ν
(x, t) + αu1(x, t) = 0 on ∂Ω× (0,+∞),
where α ≥ 0 is a constant.
For the time homogeneous case the following assumptions have been taken:
(H1) g : R→ [0,+∞) is a function satisfying
a) g(x) = 0, for x ∈ (−∞, 0],
b) g is Lipschitz continuous and increasing,
c) g(x) ≤ a21x, for any x ∈ [0,+∞), where a21 > 0;
(H2) k ∈ L∞(Ω× Ω), k(x, x′) ≥ 0 a.e. in Ω× Ω,
∫
Ω
k(x, x′)dx > 0 a.e. x′ ∈ Ω;
(H3) u01, u
0
2 ∈ L
∞(Ω), u01(x), u
0
2(x) ≥ 0 a.e. in Ω.
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Let ω ⊂⊂ Ω be a nonempty subdomain with a smooth boundary and Ω \ ω
a domain. Denote by χω the characteristic function of ω (we use the convention
χω(x)h(x) = 0, x ∈ R
N \ ω,
even if function h is not defined on the whole set RN \ ω).
Our goal is to study the controlled system

∂u1
∂t
(x, t) = d1∆u1(x, t)− a11u1(x, t) +
∫
Ω
k(x, x′)u2(x
′, t)dx′
+χω(x) v(x, t), (x, t) ∈ Ω× (0,+∞)
∂u1
∂ν
(x, t) + αu1(x, t) = 0, (x, t) ∈ ∂Ω× (0,+∞)
∂u2
∂t
(x, t) = −a22u2(x, t) + g(u1(x, t)), (x, t) ∈ Ω× (0,+∞)
u1(x, 0) = u
0
1(x), u2(x, 0) = u
0
2(x), x ∈ Ω,
subject to a control v ∈ L∞loc(ω × [0,+∞)) (which implies that supp(v(t)) ⊂ ω
for t ≥ 0).
We have to mention that existence, uniqueness and nonnegativity of a solu-
tion to the above system can be proved as in [14]. The nonnegativity of u1 and
u2 is a natural requirement due to the biological significance of u1 and u2.
Definition 3.1. We say that our system is zero-stabilizable if for any u01 and
u02 satisfying (H3) a control v ∈ L
∞
loc(ω × [0,+∞)) exists such that the solution
(u1, u2) satisfies
u1(x, t) ≥ 0, u2(x, t) ≥ 0, a.e. x ∈ Ω, for any t ≥ 0
and
lim
t→∞
‖u1(t)‖L∞(Ω) = lim
t→∞
‖u2(t)‖L∞(Ω) = 0.
Definition 3.2. We say that our system is locally zero-stabilizable if there
exists r0 > 0 such that for any u
0
1 and u
0
2 satisfying (H3) and ‖u
0
1‖L∞(Ω), ‖u
0
2‖L∞(Ω) ≤
r0, there exists v ∈ L
∞
loc(ω × [0,+∞)) such that the solution (u1, u2) satisfies
u1(x, t) ≥ 0, u2(x, t) ≥ 0 a.e. x ∈ Ω, for any t ≥ 0 and limt→+∞ ‖u1(t)‖L∞(Ω) =
limt→+∞ ‖u2(t)‖L∞(Ω) = 0.
Remark 2. It is obvious that if a system is zero-stabilizable, then it is also
locally zero-stabilizable.
A stabilization result for our system, in the case of time independent g, had
been obtained in [2]. In case of stabilizability a complicated stabilizing control
had been provided. A stronger result (which indicates also a simpler stabilizing
control) has been established in [3] using a different approach. Later, in [4] the
authors have further extended the main results to the case of a time T−periodic
function g and provided a very simple stabilizing feedback control.
In [3], by Krein-Rutman Theorem, it has been shown that


−d1∆ϕ+ a11ϕ−
a21
a22
∫
Ω
k(x, x′)ϕ(x′)dx′ = λϕ, x ∈ Ω \ ω
ϕ(x) = 0, x ∈ ∂ω
∂ϕ
∂ν
(x) + αϕ(x) = 0, x ∈ ∂Ω,
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admits a principal (and real) eigenvalue λ1(ω), and a corresponding strictly
positive eigenvector ϕ ∈ Int(K) where
K = {ϕ ∈ L∞(Ω); ϕ(x) ≥ 0 a.e. in Ω}.
The following theorem holds [3]:
Theorem 3.3. If λ1(ω) > 0, then for γ ≥ 0 large enough, the feedback
control v := −γu1 stabilizes our system to zero.
Conversely, if h is differentiable at 0 and h′(0) = a21 and if our system is
zero-stabilizable, then λ1(ω) ≥ 0.
Moreover, the proof of the main result in [3] shows that for a given affordable
sanitation effort γ, the epidemic process can be diminished exponentially if
λω1,γ > 0 (at the rate of exp{−λ
ω
1,γt}) , where λ
ω
1,γ is the principal eigenvalue to
the following problem:


−d1∆ϕ+ a11ϕ−
a21
a22
∫
Ω
k(x, x′)ϕ(x′)dx′ + γχωϕ = λϕ, x ∈ Ω
∂ϕ
∂ν
(x) + αϕ(x) = 0, x ∈ ∂Ω.
(3.1)
A natural question related to the practical implementation of the sanitation
policy is the following: “For a given sanitation effort γ > 0 in the region ω, is the
principal eigenvalue λω1,γ positive (and consequently can our epidemic system be
stabilized to zero by the feedback control v := −γu1) ?”
So, the first problem to be treated is the estimation of λω1,γ . Since this
eigenvalue problem is related to a non-self adjoint operator, we cannot use a
variational principle (as Rayleigh’s for selfadjoint operators); hence in [6] the
authors have proposed an alternative method based on the following result:
lim
t→+∞
∫
Ω
yω(x, t)dx = ζ − λω1,γ , (3.2)
where yω is the unique positive solution to


∂y
∂t
− d1∆y + a11y + γχωy −
a21
a22
∫
Ω
k(x, x′)y(x′, t)dx′
− ζy + (
∫
Ω
y(x, t)dx)y = 0, x ∈ Ω, t > 0
∂y
∂ν
(x, t) + αy(x, t) = 0, x ∈ ∂Ω, t > 0
y(x, 0) = 1, x ∈ Ω,
(3.3)
and ζ > λω1,γ is a constant.
Remark 4. Problem (3.3) is a logistic model for the population dynamics
with diffusion and migration. Since the solutions to the logistic models rapidly
stabilize, this means that (3.2) gives an efficient method to approximate λω1,γ .
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Namely, for T > 0 large enough,
ζ −
∫
Ω
yω(x, T )dx
gives a very good approximation of λω1,γ . The above result leads to a concrete
numerical estimation of λω1,γ by analyzing the large-time behavior of the system
for different values of ζ.
We may also remark that, if in (3.3)
y(x, 0) = y0, x ∈ Ω, (3.4)
with y0 an arbitrary positive constant, then
lim
t→+∞
∫
Ω
yω1 (x, t)dx = ζ − λ
ω
1,γ ,
where yω1 is the solution to (3.3)-(3.4).
Assume now that for a given sanitation effort γ, the principal eigenvalue
to (3.1) satisfies λω1,γ > 0, and consequently v := −γu1 stabilizes to zero the
solution to (2.1).
Let ω0 be a nonempty open subset of Ω, with a smooth boundary and such
that ω0 ⊂⊂ Ω and Ω \ ω0 is a domain. Consider O the set of all translations ω
of ω0, satisfying ω ⊂⊂ Ω. Since, after all, our initial goal was to eradicate the
epidemics, we are led to the natural problem of “Finding the translation ω∗ of
ω (ω ∈ O) which gives a small value (possibly minimal) of
Rω =
∫
ω
[uω1 (x, T ) + u
ω
2 (x, T )]dx,
at some given finite time T > 0. ”
Here (uω1 , u
ω
2 ) is the solution of (1.1) corresponding to v := −γu1, i.e.
(uω1 , u
ω
2 ) is the solution to


∂u1
∂t
(x, t) = d1∆u1(x, t) − a11u1(x, t) +
∫
Ω
k(x, x′)u2(x
′, t)dx′
−γχω(x)u1(x, t), (x, t) ∈ Ω× (0,+∞)
∂u1
∂ν
(x, t) + αu1(x, t) = 0, (x, t) ∈ ∂Ω× (0,+∞)
∂u2
∂t
(x, t) = −a22u2(x, t) + g(u1(x, t)), (x, t) ∈ Ω× (0,+∞)
u1(x, 0) = u
0
1(x), x ∈ Ω
u2(x, 0) = u
0
2(x), x ∈ Ω.
(3.5)
For this reason we are going to evaluate the derivative of Rω with respect to
translations of ω. This will allow to derive a conceptual iterative algorithm to
improve at each step the position (by translation) of ω in order to get a smaller
value for Rω.
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3.1 The derivative of Rω with respect to translations
For any ω ∈ O and V ∈ Rn we define the derivative
dRω(V ) = lim
ε→0
RεV+ω −Rω
ε
.
For basic results and methods in the optimal shape design theory we refer to
[52].
Theorem 3.4. For any ω ∈ O and V ∈ Rn we have that
dRω(V ) = γ
∫ T
0
∫
∂ω
uω1 (x, t)p
ω
1 (x, t)ν(x) · V dσ dt,
where (pω1 , p
ω
2 ) is the solution to the adjoint problem


∂p1
∂t
+ d1∆p1 − a11p1 − γχωp1 + g
′(uω1 )p2 = 0, x ∈ Ω, t > 0
∂p2
∂t
+
∫
Ω
k(x′, x)p1(x
′, t)dx′ − a22p2 = 0, x ∈ Ω, t > 0
∂p1
∂ν
(x, t) + αp(x, t) = 0, x ∈ ∂Ω, t > 0
p1(x, T ) = p2(x, T ) = 1, x ∈ Ω.
(3.6)
Here ν(x) is the normal inward versor at x ∈ ∂ω (inward with respect to ω).
For the construction of the adjoint problems in optimal control theory we
refer to [59].
Based on Theorem 3.1, in [6] the authors have proposed a conceptual iter-
ative algorithm to improve the position (by translation) of ω ∈ O (in order to
obtain a smaller value for Rω.
3.2 The periodic case
As a purely technical simplification, we have assumed that only the incidence
rate is periodic, and in particular that it can be expressed as
(i.r.)(x, t) = h(t, u1(x, t)) = p(t)g(u1(x, t)),
were g, the functional dependence of the incidence rate upon the concentration
of the pollutant, can be chosen as in the time homogeneous case.
In this case our goal is to study the controlled system


∂u1
∂t
(x, t) = d1∆u1(x, t) − a11u1(x, t) +
∫
Ω
k(x, x′)u2(x
′, t)dx′
+χω(x)v(x, t), (x, t) ∈ Ω× (0,+∞)
∂u1
∂ν
(x, t) + αu1(x, t) = 0, (x, t) ∈ ∂Ω× (0,+∞)
∂u2
∂t
(x, t) = −a22u2(x, t) + h(t, u1(x, t)), (x, t) ∈ Ω× (0,+∞)
u1(x, 0) = u
0
1(x), u2(x, 0) = u
0
2(x), x ∈ Ω,
(3.7)
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with a control v ∈ L∞loc(ω × [0,+∞)) (which implies that supp(v(·, t)) ⊂ ω for
t ≥ 0).
The explicit time dependence of the incidence rate is given via the function
p(·), which is assumed to be a strictly positive, continuous and T−periodic
function of time; i.e. for any t ∈ R,
p(t) = p(t+ T ).
Remark 4. The results can be easily extended to the case in which also
a11, a22 and k are T−periodic functions.
Consider the following (linear) eigenvalue problem


∂ϕ
∂t
− d1∆ϕ+ a11ϕ−
∫
Ω
k(x, x′)ψ(x′, t)dx′ = λϕ, x ∈ Ω \ ω, t > 0
∂ϕ
∂ν
(x, t) + αϕ(x, t) = 0, x ∈ ∂Ω, t > 0
ϕ(x, t) = 0, x ∈ ∂ω, t > 0
∂ψ
∂t
(x, t) + a22ψ(x, t) − a21p(t)ϕ(x, t) = 0, x ∈ Ω \ ω, t > 0
ϕ(x, t) = ϕ(x, t+ T ), ψ(x, t) = ψ(x, t+ T ), x ∈ Ω \ ω, t ≥ 0.
(3.8)
By similar procedures, as in the time homogeneous case, Problem (3.8) admits
a principal (real) eigenvalue λT1 (ω), and a corresponding strictly positive eigen-
vector ϕT ∈ Int(KT ) where
KT = {ϕ ∈ L∞(Ω× (0, T )); ϕ(x, t) ≥ 0 a.e. in Ω× (0, T )}.
Theorem 3.5. If λT1 (ω) > 0, then for γ ≥ 0 large enough, the feedback
control v := −γu1 stabilizes (3.7) to zero.
Conversely, if g is differentiable at 0 and g′(0) = a21, and if (3.7) is zero-
stabilizable, then λT1 (ω) ≥ 0.
Theorem 3.6 Assume that g is differentiable at 0. Denote by λ˜T1 (ω) the
principal eigenvalue of the problem


∂ϕ
∂t
− d1∆ϕ+ a11ϕ−
∫
Ω
k(x, x′)ψ(x′, t)dx′ = λϕ, x ∈ Ω \ ω, t > 0
∂ϕ
∂ν
(x, t) + αϕ(x, t) = 0, x ∈ ∂Ω, t > 0
ϕ(x, t) = 0, x ∈ ∂ω, t > 0
∂ψ
∂t
(x, t) + a22ψ(x, t)− g
′(0)p(t)ϕ(x, t) = 0, x ∈ Ω \ ω, t > 0
ϕ(x, t) = ϕ(x, t + T ), ψ(x, t) = ψ(x, t+ T ), x ∈ Ω \ ω, t ≥ 0
(3.9)
If λ˜T1 (ω) > 0, then the system is locally zero stabilizable, and for γ ≥ 0 suffi-
ciently large, v := −γu1 is a stabilizing feedback control.
Conversely, if the system is locally zero stabilizable, then λ˜T1 (ω) ≥ 0.
Remark 5. Since g′(0) ≤ a21, it follows that λ
T
1 (ω) ≤ λ˜
T
1 (ω). We conclude
now that
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10 If λT1 (ω) > 0, the system is zero-stabilizable;
20 If λ˜T1 (ω) > 0 and λ
T
1 (ω) ≤ 0, the system is locally zero-stabilizable;
30 If λ˜T1 (ω) < 0, the system is not locally zero-stabilizable and consequently
it is not zero stabilizable.
Remark 6. Future directions. Another interesting problem is that when ω
consists of a finite number of mutually disjoint subdomains. The goal is to find
the best position for each subdomain. A similar approach can be used.
In a recently submitted paper [7], the problem of the best choice of the subre-
gion ω has been faced for a general harvesting problem in population dynamics
as a shape optimization problem; our future aim is to apply those results to our
problem of eradication of spatially structured epidemics.
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