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We characterize a special class of developmental languages generated by unary <l, 0> 
systems. By choosing appropriate members of this class we can immediately prove that the 
family of propagating unary (1 , 0) languages is not closed in the family of FTIL languages 
under union, intersection, and complementation. The constructions generalize and 
extend an earlier result of Ruohonen in relation to an open problem of Rosenberg and 
Lee for IL languages. 
1. INTRODUCTION 
L systems were introduced by Lindenmayer [2] to model morphogenetic processes in 
growing multicellular filamentous organisms. L systems have been reformulated and 
studied by a number of people as grammars for formal languages. We refer the reader 
to [l] for an introduction to the theory of L languages. A survey is given in [4]. Several 
generalizations of the original definitions have been given (see, e.g., [l, 4, and 51. The 
leading concept remains the parallel application of production rules. In IL systems the 
productions are determined by the immediate context of a symbol. In (k, r) systems a 
symbol can see k symbols to its left and I symbols to its right. The generated language 
consists of all derivable sentential forms. Rozenberg and Lee [6] studied closure properties 
of the family of IL languages. They proved: 
THEOREM. For each of the fobwing operations 
(9 
(ii) 
(iii) 
(3 
6) 
64 
(vii) 
(viii) 
union, 
intersection, 
product, 
the star operator, 
the cross operator, 
intersection with a regular language, 
A-free homomorphism, 
inverse homomorphism, 
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there is a propagating (1,O) language ( propagating (0, 1) language), OY propagating (I, 0) 
languages (propagating (0, 1) languages) if the operation is binary, such that the application 
of any of the operations to the given language (languages) prodtues a language which is not in 
L(IL). 
Rosenberg and Lee [6] conjectured that L(IL) is not closed under the operation of 
complementation. This was settled in the aflirmative by Ruohonen [3]. 
In this paper we introduce a special class of unary (1,O) languages. We characterize 
a subclass with the property that if an arbitrary unary language L coincides with the 
complement of a language in the subclass on all long words then L is not even an FTIL 
language (Theorem 4). We use this result to prove the following theorem which generalizes 
the quoted results on nonclosure under union, intersection, and complementation for IL 
languages. 
THEOREM 1. There exist propagating unu~y (1,O) (and (0, 1)) languages L, , L, , L, , 
L, , and L, such that none of the languages L, u L, , L, n L, , and& are in L(FTIL). 
In Section 2 we present some preliminary definitions. In Section 3 we define our class 
of unary (1,O) languages, and give an explicit form for the languages and their comple- 
ments. In Section 4 we study languages which coincide with the complements of the 
languages of the class on long words. In Section 5 we prove Theorem 1. 
2. PRELIMINARIES 
In this section we define the main concepts from the theory of IL systems. For a more 
complete description, see [l]. 
In the following i, j, k, 1, m, tz denote nonnegative integers. 
DEFINITION. An FT(k, I) system is a construct G = (2, P, s2, g) where 
(i) Z is a finite alphabet, 
(ii) Sz is a finite nonempty subset of Z*, 
(iii) g 4 Z, 
(iv) P is a finite nonempty set, each element 7 of which is a finite nonempty subset 
of P x .P, where 
r = u {gk-‘> Z* x Z x ,?Y{gZ-j), 
:g$: 
such that for every (wi , a, wa) E I’ there exists a w, E t=* with (wi , a, w, , wa> E 7. 
The elements of 52 are called axitmrs and the elements of P are called tables. The system 
is called a (k, Z) system with finite (F) axiom system and tables (T). 
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If we put restrictions on the sizes of Q or P we get the following systems: 
(i) If 1 Q 1 = 1 we get a T(k, 1) system. 
(ii) If 1 P 1 = 1 we get an F(k, 1) system. 
(iii) If 1 D j = j P 1 = 1 we get a <k, 1) system. 
If w, # A (the empty word) for each <wl , a, w, , w4) E 7 in P, then the system is 
called propagating. If the alphabet ZI consists of a single symbol the system is called unary. 
Notations. (i) Sufk(x) denotes the last k symbols of x. 
(ii) Pref,(x) denotes the first I symbols of x. 
We use the convention that if n < j, then ajaj,, ... a, = A. 
DEFINITION. Let G = (2, P, Q, g) b e an FT(k, I> system. We define j7 and =~o by 
(i) If a,a, *** a, EZ* 
<fWWal~2 
for u = 1,2 ,..., m, then 
and 
. . a,-, > , a, , Prefi(au+lau+2 ... %gl), 4 E i- 
(ii) If x aT y for some -r E P, then x 3 o y and we call y an immediate successor of x. 
DEFINITION. Let G = (2, P, Q, gj be an FT(k, 1) system and X C Z:*. The set of 
immediate successors of X is U(X) = ( y / 3x E X x +G y}. 
The set of successors of X is 
ij un(-q, 
?l=O 
where u”(X) = X and #(X) = o(u+l(X)) f or n > 1. We call u”(X) the set of nth 
successors of X. 
DEFINITION. Let G = (2, P, Q,g) be an FT(k, Z) system. The (unrestricted) 
language L(G) generated by G is the set of successors of the axiom set, i.e., 
L(G) = (-j an(Q). 
n=0 
Other classes can be defined by considering languages L(G) n A * for arbitrary subsets 
d of Z(see [l]). Th ese classes will not be considered in this paper. 
DEFINITION. (i) Any language which can be generated by an FT(k, 1) system is 
called an FT(k, Z) language. The set of FT(k, 1) languages is denoted by L(FT(k, 1)). 
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(ii) L(FTIL) denotes the set of languages which are an FZ’{k, Z) language for some 
values of k and 1, i.e., 
L(FTIL) = u L(FT(k, 1)). 
$2 / 
Similarly we define L(F(R, I)), L(FIL), L( T(k, Z)), L( TIL), L((k, I)), and L(IL). 
Notation. For integers n, and n, , [n, , 2 n ] will denote the set of integers n such that 
ni < n < 72,; we call [n, , n,] an interval. 
3. A CLASS OF UNARY (l,O) LANGUAGES 
In this section we define a class of unary (1,O) languages. The languages are param- 
eterized by m, v, t1 , and t, . We show that for some combinations of the parameters, the 
set of nth successors of the axiom is an interval and we determine when these intervals are 
nonoverlapping. 
For the remainder of this paper we shall assume m, ~1, t, , t, , t are integers with m 3 2, 
z, > 1, t2 3 t, 3 0. 
DEFINITION. Let G =,({a), {T}, {a~}, g) be the (1,O) system where 7 consists of 
(a, a, A, am) and (g, a, A, at) for all t E [ti , t,]. Let L = L(m, ZI, t, , ta) = L(G) and 
L = {u)* -L. 
Remark. L can also be generated by a (0, 1) system for symmetry reasons. 
Since all strings in {a)* are of the form uj for some i > 0 we usually write just j for this 
string. 
We use the following notations: 
4 = (4 - m)/(m - 11, 
0, = (t2 - m>/(m - 11, 
5, = mn(o + 4) - 4 , 
77% = m”(w + 8,) - 8, . 
Note that 5, and 7% are integers. We prove the following theorems. 
THEOREM 2. If t, 3 tl + m - 1 then 
Lb, vu, tl , t2) = 5 L , rl,l- 
n=o 
THEOREM 3. Ift,>tl+m-1 and(m-l)2v>t~-mtl+m2-mthen 
m 
L(m,v,t,,t,)=[l,V--1lUU h+l,5n+l-11 
S==O 
where the intervals are nonoverlapping. 
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We first determine the set of nth successors of the axiom v. 
LEMMA 1. If t, > i, + (m - I), then (m({v}) = [t, , T,] for n 2 0. 
Proof. By induction on n. Since 5s = r], = v and o”{(v}) = v, the statement is true 
for n = 0. 
Suppose it is true for some rr > 0. From the definitions we see that 
Further 
m(y - 1) + tr + 1 3 m((r + 1) - 1) + t, 
since t, > t, + m - 1. Hence 
u([L ,793 = ij +>> = ij [m(r - 1) + t, f m(r - 1) + &I 
7=& 7=cn 
= rrn+1 7 7n+J 
and the lemma follows by induction. 
Theorem 2 follows immediately from Lemma 1. 
In the remainder of this paper we shall assume that ts > 5, + (m - l), i.e., 0, >, 
4 + 1. 
To prove Theorem 3 we need another lemma. 
LEMMA 2. (i) (7,+1 - t,+d > (7, - 5,) for fl > 0. 
(ii) ~,-~5n-+c0whenn-+c0. 
(iii) If 5,,+l < 7*, +l,thenSn+l~<)In+lfmn~no. 
(iv) [,+, > 7n + 1 for all n if and only if 
(1) 8,=8,+1and(m-l)v>8,-~m8,,or 
(2) e2>el+iand(m-i)v~e2-mel. 
(V) If (rn - 1)~ > 6, - d, , then cn+l - 7n -+ 00 when ?Z -+ CO. 
Proof. (i) and (ii) follow from 
7n+1 - La+1 = m(7n - 5,) + 12 - 4 * 
(iii) We prove this by induction on n. Suppose it is true for some tt > n, . By (1) 
and (2) 
5 n+2 = mLl - * -I- 4 
< 47, + 1) - m + t, 
= 7,+1 + (4 + m - t2) 
G 7,+1 + 1. 
(iv) and (v) follow from 
5 +Z+1 - 7n - i = ttqm - I)W + me, - e,) + e, - (e, + 1). 
UNARY L 61 
We now prove Theorem 3. Since (m - 1)2w > t, - mt, + m2 - m is equivalent to 
(m - 1)~ > 8, - meI we get by Lemma 2(iv) that cn+]. 3 7n + 2. This means that the 
intervals constituting L do not meet: there is always at least one integer in between two 
intervals. Hence [vn + 1, ln+i - l] is nonempty for all 11 and so 
45 = [l, fJ - 11 u ij [rln + 1, 5nt1 - 11. 
n=0 
4. A CLASS OF LANGUAGES WHICH ARE NOT FTIL 
For a language L let L cN) denote the set of words in L of length >, A? 
Let C(m, w, t, , t2) be the class of languages Lo such that Lb“” = L(m, w, t, , t2)(N) for 
some N > 0, i.e., the class of languages which coincide with the complement of L(m, w, 
tl , t,) on all long words. 
In this section we prove 
THEOREM 4. IfLo E C(m, w, t2 , tl) and (m - 1)2w > t2 - mt, + m2 - m, then 
(i) ;f t, >, t, + 2(m - l), then Lo $ L(FTIL), 
(ii) if t, > t, + (m - l), then Lo $ L(FIL). 
To prove the theorem, we assume that Lo is generated by an FT(k, 1) system Gr = 
({a}, P, s2, g}. For long words Lo looks like E(m, w , t r , tJ, that is, it is a family of non- 
overlapping intervals. The set of immediate successors under Gi of any such interval 
must be contained in another such interval. We show that this puts such heavy restrictions 
on Gr that we can conclude that such a Gi cannot exist. 
LetL,EC(m,w t , i, t,) and assume that Lo = L(G,) where G, = ({a}, P, 52, g) is a 
FT{k, 1) system. Let TV = k + 1. For r E P, let 
F(T) = If I <k 1, Lf > E 71, 
C(T) = {c j p G- cl. 
LEMMA 3. If T 3 p and Y a7s, then s = c + z,, qufu for some c E C(T), fu EF(T), 
and nonnegatiwe integers qu sllch that p E xu qu = r. 
Proof. By definition of ar +* a*, there exist 
(gL-“ai, u, a’, add), (uk, a, a’-‘$, a”) E 5 
forO<i<k,O<j<lsuchthat 
s = C 4 + C ej + 1 qvfu 
I j u 
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where qU is the number of times (a*, a, al, ufu) is applied. Hence 
and so s = c + CU qufu and r = p + CU qu . 
LEMMA 4. If 0 EF(T) where T E P, thenF(~) = (0). 
Proof. Assume that also f EF(T) where f > 0. Let c E C(r). By Lemma l(ii) there 
exist a q > N and an n such that 
s = c + qf E r5, , $81. 
By Theorem 3, s $z(m, v, t, , tJ and, since s > N, s #L,, . Let q’ > 0 be such that 
r =p+q+q’E&,. Then 
r%c+qf+q”o=s. 
Hence s E L(G,) = L,, , a contradiction. 
LEMMA 5. If 0 $F(T) where T E P, then 
(i) F(T) = {f > where f = ms for some 6 >, 0, 
(ii) (f - l)(& - 1) < c - pf ,< (f - l)(e, + 1) for all c E C(T). 
Proof. Let c E C(T), fi , fi E F(T) such that 0 < fi < fi . Let n be such that 
m”+‘@ + 4) > (fi - l)(B, + 1) + pf1 - c, 
--nt% + 4) < (fi - l)(e, - 1) + pfl - C, 
Wm(w + 4) - (n + 4)) > (4 + 2 - e,)f, + (0, + p - l)fi - e, - 1 - c, 
5, > N. 
Then s + 1 EL,, , hence c + (rlra + 1 - p)fi EL, also. Since 
C + hn + 1 - cL)fi > 77% + 1 - p > 5, > N 
there exists an n, 3 71 such that 
c + (%I + 1 - CL) fi E [%a, f 19 L,+1 - 11. 
We show by induction on Y that 
c + hn + 1 - dfi + Yf8 E [%a, + 1, 5,,+1 - 11 (3) 
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for r E LO, L - 7% - 21. By assumption it is true for Y = 0. Suppose it is true for r and 
that r + 1 E [l, [n+l - qn - 21. Then 
(?n+l)+(~+1)~[7),+2,5n,-llCLo, 
and so 
c+h+ 1 -LL)fl+(r+ l)fiELO’ 
Since n, > n we get 
%I + 1 < c + (%I + 1 - PL) fl + rf2 + f2 
d 5n1+1 - 1 +fi < %++1 + 1 
and so (3) is true for r + 1 also and the induction is complete. From (3) we get 
%a, + 1 G c + (%a + 1 - p> fi , 
c + (%I + 1 - 4fl + (L+1 - %I - 2)f, < 5,,+l - 1. 
From (4) we get 
and so 
@(v + 4) - 4 + 1 < c + mn(v + Qfl + (-4 + 1 - p)fl 
Hence 
mn(v + 4)fl > mnYv + 4) + (fl - l)(e, - 1) + tLfi - c 
> mnl(v + e,) - mn(v + e,). 
Since fi < fi we get, by (5), 
fi > mn+ - 1. 
and so 
c + (L,l - 1 - P)fi G La,+1 - 1 
mn+l(v + 4)fl < mnlfl(v + 4) - 4 - 1 - c + (0, + 1 + p)f, 
Hence 
=m “l+l(v + 4) + (fi - w, + 11 + pfl - c 
< mnl+l(v + e,) + mn+l(v + e,). 
fi < mnl-* + 1. 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
Since fi is an integer we get, by (7) and (lo), 
fi = mnlsn. 
571/16/1-s 
(11) 
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Substituting (11) in (5) gives 
G 4-4 + 4 - 2)f, + my+ + 4)) - 0, - I 
- c - dye + e,) -fi(-e, + i - p) 
= mfv+~ + 4) - (w + 8,)) + (4 + 2 - e,)f2 + (4 + p - i)fi - 0, - i - c 
< (mm1 + mn)(m(w + 4) - (w + 4)). 
Hence 
fe < rnnlmn 41 =fi+l. 
Since,fs > fi we must have fi = fa = ma where 8 = tt - n, > 0. This proves (i) in 
Lemma 5. Substituting this into (6) and (9) gives (ii). 
We now go on to prove Theorem 4. First we notice that if F(T) = (O}, Y > p, and 
r a7 s, then s E C(r). Next, if F(T) = {l}, then by Lemma 5(ii), C(7) = {CL}. Hence if 
F(T) = (l}, Y > p, and Y =z-+ s, then s = Y. 
Assume that 0s > 0, + 2. If 0, > 0, + 2, then Lemma 5(ii) implies thatf < 1 for all T. 
If 8s = 0, + 2 and f = ma > 1, then Lemma 5(ii) implies that C(T) = {pf + (f - 1) 
(0, + I)}. Hence, if Y >, p and Y =>+ s, then s = (Y - p)f + pf + (f - l)(e, + 1). 
Therefore s = -(e, + 1) (mod m). Combining we get 
L(G,) C Q u 
Since 5, - 2 = m”(w + 0,) - 0i - 2 = -(0, + 1) - 1 (mod m), 4, - 2 $L(G,) for 
large rz. Since 5, - 2 E&, for large n we get a contradiction, which proves part (i) of 
Theorem 4. Next assume that @a < Br + 2 and that G1 is a F(k, I) system, i.e., it has 
only one table T. IfF(T) = {0}, then 
L(G,) c f2 U c(T) U a([(), p - 11) 
which is finite, whereas Lo is infinite. If F(T) = (I}, then 
L(G) C Q u 4P, P - 11) 
which again is finite. Therefore, we assume that F(T) = (f) where f = ma > 1. By 
Lemma 5(ii) 
4k3) c kf + (f - l)(4 - I), f-f + (f - w, + 01 
for all Y > p. Let ft be such that 
5, > N 
T,+~ + 1 G s = h, + ai-+ w- w, + 1) + 1 G c,+~+~ - 1, 
and 
(12) 
(13) 
(14) 
s$J2Uu([l,max(r- l,N)]). (15) 
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BY (12) and (15), if r < 7% + 1, then s 4 a({~}). Again, by (12), if Y >, vn + 2 and 
s’ E o({Y}), then 
s’ tfy + (f- l)@? - 1) 3 (%8 + w+ (f- I>(4 - 1) 
= s + (f - l)& - 6, - 1) > s 
and s $ 0((r)). Combining, we get s $L(G,). But by (13) and (14), s EL, , a contradiction. 
This proves Theorem 4(ii). 
5. PROOF OF THEOREM 1 
In this section we show that we can choose languages in the class defined in Section 3 
which have the properties given in Theorem 1. 
Let 
L, = L(2,5,2,3) = fi [5 . 2” ;6 - 2” - 11, 
n-0 
L,=L(2,6,1,2)= fi [5*2”+1,6.2” 1, 
n-0 
L, =L(2,3 1,3) = fi [2~2~+ 1,4.2”- 11, 
n=O 
L, = L(2,2, 3,5) = fi [3 . 2* - 1,5 * 2” - 31, 
n-0 
L,=L(2,4,1,3)=fi [3.2”+1,5*2n-l], 
fl-0 
Then 
L, = L(2,4,2,4) = fi [4 * 2” ,6 * 2” - 21. 
n-0 
L,“L, = fi [5.2”,6.2’$ 
n-4 
Hence 
L,nL, = 6 [3*2”-- 1,4.2”- 11. 
W-1 
[0,3]uL,uL, =r;,, i.e., (L, u L,f4’ = Zf’, 
[0,3lu(L,nL,) =L, i.e., (L, n L,)“’ = Lf’, 
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Since the parameters m, ‘u, t, , t, of L, and L, satisfy t, = t, + 2(m - 1) and 
(m - l)*w > t, - mt, + rn2 - m 
it follows from Theorem 4 that 
LIUL,, 43 n-b , .& $F(LTZL). 
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