Automated pavement distresses detection using road images remains a challenging topic in the computer vision research community. Recent developments in deep learning has led to considerable research activity directed towards improving the efficacy of automated pavement distress identification and rating. Deep learning models require a large ground truth data set, which is often not readily available in the case of pavements. In this study, a labeled dataset approach is introduced as a first step towards a more robust, easy-to-deploy pavement condition assessment system. The technique is termed herein as the Pavement Image Dataset (PID) method. The dataset consists of images captured from two camera views of an identical pavement segment, i.e., a wideview and a top-down view. The wide-view images were used to classify the distresses and to train the deep learning frameworks, while the top-down view images allowed calculation of distress density, which will be used in future studies aimed at automated pavement rating. For the wide view group dataset, 7,237 images were manually annotated and distresses classified into nine categories. Images were extracted using the Google Application Programming Interface (API), selecting street-view images using a python-based code developed for this project. The new dataset was evaluated using two mainstream deep learning frameworks: You Only Look Once (YOLO v2) and Faster Region Convolution Neural Network (Faster R-CNN). Accuracy scores using the F1 index were found to be 0.84 for YOLOv2 and 0.65 for the Faster R-CNN model runs; both quite acceptable considering the convenience of utilizing Google maps images.
including both interstate and US highways. Images were extracted using the Google Application Programming Interface (API) in street-view using a code developed in Python. Initially, each image was hand-annotated by drawing a bounding box around each identified pavement distress. The dataset was evaluated using two classical deep learning frameworks, namely You Look Only Once (YOLO v2) and Faster Region Convolution Neural Network (Faster R-CNN). The following summarize the primary contributions of this study:
1. Introduction of a new dataset that enables simultaneous classification and density quantification of pavement distresses using varied camera views (top-down and wideview). Wide-view images were used for classification, while top-down images were used for quantification of crack density. 2. Annotation of 7,237 images (wide-view images) with nine different distress types that were deemed to be critical for assessing pavement condition. These include a number of cracking modes, including reflective, transverse, block, longitudinal, alligator, sealed transverse, sealed longitudinal, and lane longitudinal cracking, along with potholes. 3. Implementation of two classical deep learning frameworks: YOLO-v2 and Faster R-CNN, and training of the models using the aforementioned dataset.
In the following section, we review previous datasets and introduce our proposed dataset.
PREVIOUS DATASETS
Several benchmarked datasets (private and public) have been developed in previous studies in the training of machine learning models [42] . The camera views typically used can be grouped into two categories: wide-view and top-down view. The main difference between the dataset provided in this study and previous datasets is that the current study captures data from both camera-views, which was found to be useful for distress classification and density determination. In the following sections, we review previous datasets based on either wide-view or top-down view datasets.
Wide-view datasets
Wide-view datasets capture a large area of the pavement and are therefore useful for pavement distress classification. Street-view image databases normally involve a high number of images with 'non pavement' views showing sidewalks, cars, buildings, etc. In a recent study, deep learning was employed to find and remove such objects based on a database of 9,712 wide-view images obtained via a mobile mapping system [43] . In another study, Maeda et al. used an end-toend deep learning framework for pavement distress classification based on wide-view road images captured with a smartphone mounted on a vehicle dashboard. Images were divided into eight output classes (five types of cracks, rutting-bump-pothole-separation, crosswalk blur, and white line blur) [30] . Zhang et al. employed a sampling approach to create one million triple-channel (RGB) 99 × 99-pixel image patches based on 500 (3264 × 2448 pixels) pavement images gathered by smartphone. In this study, 640,000, 160,000, and 200,000 patches were used for training, crossvalidation, and testing, respectively [31] .
Top down-view datasets
Top-down images provide more accurate view of distresses compared to wide-view. However, these type of images generally required more sophisticated camera and mounting equipment as compared to wide view images. In addition, pavement distress classification based on top-down views can be challenging as they may not capture the entire view of the distress. The German Asphalt Pavement distress (GAPs) dataset introduced by Eisenbach et al. was evidently  the first open source pavement distress image dataset appropriate for high-performance DCNNs  training. The study involved 1,969 grayscale pavement images (1,418 for training, 500 for testing, and 51 for validation) with different distresses such as cracks (alligator, sealed/filled longitudinal/transverse), patches, open joints, potholes, and bleeding [44] . In another study Gopalakrishnan et al. used a dataset containing over 1,000 pavement images provided from the Long-Term Pavement Performance (LTPP) database of the Federal Highway Administration (FHWA), which contained a combination of PCC-surfaced and AC-surfaced pavement images [45] . Zhang et al. used rotation data augmentation and image resizing methods to generate a large block dataset from 800 images. The idea of the research focused on classifying cracked, sealed and non-cracked blocks [41] .
New image capturing technologies have recently been implemented to characterize pavement condition. Zhang et al. used an effective DCNN for pixel-perfect crack detection on three-dimensional asphalt pavement surfaces. The dataset included 1,800, 3D asphalt surface images for training, and another 200 images for testing the system [37] . Tong et al. utilized Ground Penetrating Radar (GPR) pavement images for automated identification, measurement, and detection of concealed cracks. The dataset contains 6,832 GPR images with different damage types such as subgrade settlement, hidden cracks, roadbed cavities, and non-damaged areas. GPR is a powerful technique for evaluating pavement integrity in a non-destructive manner, and can characterize subsurface pavement defects, such as hidden cracks [46] . Table 1 represents a summary of the datasets utilized in previous studies. Most of the studies relied on 2D images, while the Zhang et al. study utilized 3D asphalt pavement surface images. Public datasets have clearly aided in the development of open-source deep learning methods in pavement evaluation. This has also facilitated comparisons between models, for instance, in terms of their detection accuracy. All this notwithstanding, none of the aforementioned studies utilized a comprehensive dataset containing all pavement distress types from sections with highly varied condition. Furthermore, the studies did not attempt classification and distress density characterization in a simultaneous fashion. In the current study, we introduce a dataset with both wide-view and topdown view images to classify and determine distress density, respectively. Furthermore, we introduce a newly developed python-based software program, which was used to rapidly extract images in bulk within the Google API.
NEW DATASET
The current dataset consists of 7,237 images obtained from 22 different pavement sections in the United States collected by utilizing our new python-based code. The Google API enables the extraction of pavement images automatically by specifying GPS coordinates along with camera and image parameters. For each considered section, start and endpoints were selected on the road, and interpolated 'snapping points' were determined in 15 meter intervals. Two different images were collected at each coordinate point. Images with a pitch angle of -70⸰ and -90⸰ were chosen for distress classification and density determination, respectively. The wide view image (at a -70⸰ pitch) was found to be useful for distress classification. The top-down view image (-90⸰ pitch) led to more accurate distress quantification. Image size was 640×640 pixels for all images in the dataset. Afterwards, the wide-view images were hand annotated to characterize nine different distresses. Of the total 7,237 wide-view images, 5,789 images were used for training and 1,448 images were used for testing. Figure 1 represents provides examples of the nine different distress types that were targeted. The total number of boundary boxes and images for each distress type are shown in Figure  2 . Reflective, lane longitudinal, sealed longitudinal, and block cracks are among the highest number of boundary boxes and images found in the selected pavements, mainly concentrated in the Midwest USA. Potholes were the scarcest distress found in our dataset, probably because our dataset focused on 'high-type' interstate and highways roads, where pothole repair is quickly done when needed. 
MODEL TRAINING AND TESTING

3.1.YOLO v2 Model
The first framework evaluated was the YOLO v2 deep convolutional neural network. YOLO is a relatively new object detection algorithm, which appears to have the highest accuracy and speed for developing deep learning-based models. YOLO reframes object detection methodology by looking at a particular image only one time to conduct object detections appropriately. Most recently, object detection algorithms use CNN classifiers to facilitate detections. In this manner, the algorithm can do simultaneous prediction of class probabilities. Table 2 shows the CNN architecture implemented for the prediction model developed herein. Standard layer types were used in the model including max pooling with a 2 × 2 kernel and convolution with a 3 × 3 kernel. The 1 × 1 kernel in the last convolutional layer contributes to reshape the data to 13 × 13 × 125. This 13 × 13 structure is the size of the grid where the image becomes distributed. There are 35 channels of predictions for every grid cell. Through all these grid cells, five bounding boxes are predicted and labeled by seven data factors as follows: x and y values; height and width for the rectangle of the bounding box; road crack and non-crack probability distribution, and the confidence score. 
3.2.Faster R-CNN Model
The Faster R-CNN model involves a two-stage target detection method. The faster R-CNN model is a third generation model in the R-CNN series, which merges four primary steps in target detection. These steps include informative region selection, feature extraction classification, and location refinement into a deep network framework. It improves upon Fast R-CNN [47] by replacing the selective search method with a Region Proposal Network (RPN). First, Faster R-CNN splits an image into multiple, small segments. Next, the model passes each segment through a series of convolutional filters to derive the precious feature descriptors, which are subsequently passed through a classifier. The classifier outputs are the probability that an image area includes an object type. An NVIDIA GTX 1080Ti GPU was used to run this algorithm efficiently. The training time for the Faster R-CNN model was approximately four hours.
3.3.Transfer learning
Transfer learning was utilized to boost the training speed and performance of the YOLO and Faster R-CNN models. Using this method, a new task can benefit from formerly well-trained models. The Microsoft COCO dataset involves over 2 million well-labeled objects (like cars, shadows, etc) in 80 various groups with over 300,000 images. The pre-trained weights in the COCO dataset were used to initiate the detection task in the newly proposed models.
RESULTS
Model Accuracy
The performance of the proposed model was evaluated on 1,448 test images. The model was trained on 5,789 images for 40,000 iterations with the learning rate set to 0.01. The accuracy of the proposed model was evaluated by measuring the overlapping percentage between the ground truth and the prediction boxes. If a prediction box captured over 30% overlap with the ground truth box (Intersection over Union (IoU)), the prediction was considered a successful match, or a true positive (tp). Conversely, if the predicted bounding box had less than 30% IoU overlap with the ground truth box, it was categorized as a false positive (fp). Also, when there was an overlap of 30% between the prediction and the ground truth, but the predicted classification was incorrect, a false positive was assigned. False negatives (fn) were assigned to the instances where the model was not able to predict any distress.
Precision, Recall, and F1 score were the parameters used to evaluate model accuracy. Precision, shown in equation (1), is the ratio of true positives (tp) to all predicted positives (tp+fp). Correspondingly, Recall is the ratio of true positives to all the actual positives (tp+fn) as represented in equation (2) . Overall accuracy is measured by the F1 score, which includes the recall values and a measure of statistical precision, as shown in equation (3).
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(1) Figure 3 illustrates examples of detection and classification obtained using the YOLO algorithm. A red bounding box corresponds to the ground truth value, whereas a green bounding box represents the predicted value generated by the model. Figure 3 (a) illustrates distresses that were accurately detected and classified with over 30% IoU for each crack class and thus, classified as true positive. Figure 3(b) illustrates a false positive (boundary box on the left), which has less than 30% IoU overlap with the ground truth. Distresses that were not detected by the model (False negative) are shown in Figure 3(b) and (c). Although some distresses were inadvertently left unlabeled during the tedious, manual annotation process, the model typically detected and classified them (Figure 3(d) ). This suggest the high level of performance of the developed model within YOLO v2 algorithm. 'Confusion matrices' from YOLO v2 and Faster R-CNN models are shown in Figure 4 . Although the accuracy of both models was excellent, the YOLO v2 model achieved higher accuracy as indicated by the values in the confusion matrix as compared to the Faster R-CNN. In both models, confusion results occurred in a small, but significant number of cases. Relatively, confusions between classes occurred far more often in the Faster R-CNN model than the YOLO v2 model. Table 3 contains the confusions that were detected between classes in both models. Reflective and transverse cracks were the distresses most often confused in both models (Table 3) . Also, alligator cracking and potholes were confused in several cases in both models. This can be explained by the similarity of these two distresses, as potholes often emerge as a later stage of alligator cracking. a) YOLO V2  D0  D1  D2  D3  D4  D5  D6  D7  D8  D0 0.99 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 D1 0.02 0.97 0.01 0.00 0.00 0.00 0.00 0.00 0.00 D2 0.00 0.00 0.99 0.00 0.00 0.00 0.00 0.00 0.00 D3 0.00 0.00 0.01 0.98 0.00 0.00 0.01 0.00 0.00 D4 0.00 0.00 0.00 0.00 0.99 0.00 0.00 0.00 0.00 D5 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 D6 0.00 0.00 0.00 0.00 0.00 0.00 0.99 0.00 0.00 D7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 D8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
0.96 0.02 0.01 0.00 0.00 0.01 0.00 0.00 0.00 D1 0.05 0.91 0.04 0.00 0.00 0.00 0.00 0.00 0.00 D2 0.00 0.01 0.97 0.02 0.00 0.00 0.00 0.00 0.00 D3 0.00 0.00 0.07 0.92 0.00 0.00 0.01 0.00 0.00 D4 0.00 0.00 0.00 0.00 0.97 0.00 0.01 0.00 0.01 D5 0.01 0.00 0.00 0.00 0.00 0.99 0.00 0.00 0.00 D6 0.00 0.00 0.00 0.01 0.00 0.00 0.99 0.00 0.00 D7 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.99 0.00 D8 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.93 b) Figure 4 . Confusion matrices obtained on the classification dataset using a) YOLO v2 and b) Fast R-CNN models Table 4 shows detection and classification accuracies of the YOLO v2 and Faster R-CNN models for the nine classes in our dataset. Lower precision, recall, and F1 scores were found in the [33] . The high values of precision, recall and the F1 score of 0.84 in our proposed YOLO v2 model suggest the advantage of using labeled datasets in developing pavement distress detection models. 
Model Performance when Using Top-Down Images
In this section, models developed based solely on wide-view images were tested to allow comparison to results obtained using top-down view images. The motivation for training the models using wide-view images is due to the fact that wide view images are more readily obtained than top-down images. For instance, they can be obtained from smartphones in cars, whereas topdown images are harder to acquire as they emanate from more sophisticated equipment. Figure 5 shows a comparison between the YOLO v2 and faster R-CNN frameworks in detecting pavement distresses from top-down images. Full sunshine images and images containing shadows (for instance, from trees) were selected in an attempt to challenge the robustness of each model. The black boxes in the Figure represents the ground truth, while the red, blue, and green boxes indicated the predicted detections. Both models were able to accurately detect distresses in both the full sunshine and shadow-containing images.
*The color of the bounding box indicates the type of distress and black is ground truth. 
CONCLUSIONS
In this paper, we introduced a comprehensive dataset named Pavement Image Dataset (PID) for training machine learning models for the purpose of automated pavement distress characterization and monitoring. The dataset was created using Google API street-view via a python-based software, which was developed to extract pavement images at desired intervals along roadways. The dataset consists of two image groups: "wide-view images", where 7,237 images with bounding boxes featuring nine different pavement distresses were assembled; and "top-down images", consisting of 7,237 images at identical locations as the wide-view images. The wideview images were used to classify distresses, while the top-down view images were used for calculating the density of distresses.
The primary focus of this article was to demonstrate how the wide-view images were used along with a deep learning approach to classify distresses. Two state-of-the-art, deep learning frameworks, YOLO v2 and Faster R-CNN, were implemented to automatically detect and classify nine types of pavement distress. The F1 scores, which are often used for model accuracy assessment, were obtained as 0.84 for YOLOv2 and 0.65 for the Faster R-CNN models, respectively. According to the F1 scores and confusion matrices for the nine distress classes, the YOLO v2 model results in more accurate distress characterizations than the Faster R-CNN model.
The proposed models offer some advantages over traditional pavement monitoring, and as compared to previous deep learning-based models. First, the models were trained using Google street-view images, which are free and available for virtually all roads in the US and abroad. Second, the models were developed based on a wide variety of common pavement distress types. Finally, the developed models are robust and flexible, able to predict distress from different camera views towards convenient, cost-effective, and accurate pavement evaluation, monitoring, and management.
Future Work
In the current study, a pre-trained U-Net convolutional network was used, which was originally developed for biomedical image segmentation. Herein, it was used to quantify the density of cracks in roads [48] . The mentioned process was performed on top-down view images. Afterwards, the U-Net output image was reprocessed using a custom-developed MATLAB code to reduce image noise. Figure 6 shows the original, U-Net, and reprocessed image. Future research will be focused on developing improvements in the U-Net analysis. Also, the proposed model in YOLO and U-Net will be integrated with the python-based image extractor software developed in this study to grow the dataset directly from Google maps images. An automated estimate of Pavement Condition Index (PCI) could then be obtained [49] , based on the number and amount of detected distress boxes and their intensities in each section. The accuracy of the new PCI parameter will then be validated by comparing results to 'foot-on-ground' manual inspection results, and a similar exercise could be done for other rating systems such as PASER [50] . 
