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POLARIZABLE TWISTOR D-MODULES
Claude Sabbah
Abstract. — We prove a Decomposition Theorem for the direct image of an irre-
ducible local system on a smooth complex projective variety under a morphism with
values in another smooth complex projective variety. For this purpose, we construct a
category of polarized twistor D-modules and show a Decomposition Theorem in this
category.
Re´sume´ (D-modules avec structure de twisteur polarisable)
Nous montrons un the´ore`me de de´composition pour l’image directe d’un syste`me
local irre´ductible sur une varie´te´ projective complexe lisse par un morphisme a` valeurs
dans une autre varie´te´ projective complexe lisse. A` cet effet, nous construisons une
cate´gorie de D-modules avec structure de twisteur polarise´e et nous montrons un
the´ore`me de de´composition dans cette cate´gorie.
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INTRODUCTION
Let X be a smooth complex projective manifold and let F be a locally constant
sheaf of C-vector spaces of finite dimension on X . Assume that F is semisimple, i.e.,
a direct sum of irreducible locally constant sheaves on X . Then it is known that,
given any ample line bundle on X , the corresponding Hard Lefschetz Theorem holds
for the cohomology of X with values in F : if F is constant, this follows from Hodge
theory; for general semisimple local systems, this was proved by C.Simpson [61] using
the existence of a harmonic metric [13]. The existence of such a metric also allows
him to show easily that the restriction of F to any smooth subvariety of X remains
semisimple.
In this article, we extend to such semisimple local systems other properties known
to be true for the constant sheaf, properties usually deduced from Hodge theory.
These properties will concern the behaviour with respect to morphisms. They were
first proved for the constant sheaf (cf. [15, 17, 58, 64, 3, 28]) and then, more
generally, for local systems underlying a polarizable Hodge Module, as a consequence
of the work of M.Saito [54].
Given a local system F of finite dimensional C-vector spaces on a complex man-
ifold X , it will be convenient to denote by pF the associated perverse complex
F [dimX ], i.e., the complex having F as its only nonzero term, this term being
in degree − dimX .
The proof of the following results will be given in §6.1.
Main Theorem 1 (Decomposition Theorem). — Let X be a smooth complex projective
variety and let F be a semisimple local system of finite dimensional C-vector spaces
on X. Let U be an open set of X and let f : U → Y be a proper holomorphic mapping
in a complex manifold Y . Fix an ample line bundle on X. Then
(1) the relative Hard Lefschetz Theorem holds for the perverse cohomology sheaves
pH i(Rf∗pF|U ) of the direct image;
(2) the direct image complex Rf∗
pF|U decomposes (maybe non canonically) as the
direct sum of its perverse cohomology sheaves:
Rf∗
pF|U ≃ ⊕
i
pH i(Rf∗
pF|U )[−i];
2 INTRODUCTION
(3) each perverse cohomology sheaf pH i(Rf∗pF|U ) decomposes as the direct sum
of intersection complexes supported on closed irreducible analytic subsets Z of Y , i.e.,
of the form IC
•
(pL ), where L is a local system on a smooth open dense set Z r Z ′,
with Z ′ closed analytic in Z;
(4) if moreover U = X and Y is projective, then each perverse cohomology sheaf
pH i(Rf∗pF ) is semisimple, i.e., the local systems L are semisimple.
Main Theorem 2 (Vanishing cycles). — Let X be a smooth complex projective variety
and let F be a semisimple local system on X. Let U be an open set of X and let
f : U → C be a holomorphic function on U which is proper. Then, for any ℓ ∈ Z,
the perverse complexes grMℓ
pψf
pF and grMℓ
pφf
pF , obtained by grading with respect to
the monodromy filtration the perverse complexes of nearby or vanishing cycles, are
semisimple perverse sheaves on f−1(0).
Remarks
(1) Notice that (1)⇒ (2) in Main Theorem 1 follows from an argument of Deligne
[15].
(2) The nearby and vanishing cycles functors ψf and φf defined by Deligne [19]
are shifted by −1, so that they send perverse sheaves to perverse sheaves. They are
denoted by pψf and
pφf , following M.Saito [54].
(3) It is known that the Main Theorem 1 implies the local invariant cycle theorem
for the cohomology with coefficients in F (cf. [3, Cor. 6.2.8 and 6.2.9], see also [55,
Cor. 3.6 and 3.7]). If for instance Y = C then, for any k > 0 and for t 6= 0 small
enough, there is an exact sequence
Hk(f−1(0),F ) −→ Hk(f−1(t),F ) T − Id−−−−−−→ Hk(f−1(t),F ),
where T denotes the monodromy. It also implies the exactness of the Clemens-Schmid
sequence.
(4) Owing to the fact that, if FQ is a perverse complex of Q-vector spaces on a
complex analytic manifold, then FQ is semisimple if and only if FC = C⊗QFQ is so,
the previous results apply as well to Q-local systems, giving semisimple Q-perverse
complexes as a result.
(5) It would be possible to define a category of perverse complexes “of smooth
origin”, obtained after iterating various operations starting from a semisimple local
system on a smooth complex projective variety, e.g., taking perverse cohomology
of a projective direct image, taking monodromy-graded nearby or vanishing cycles
relative to a projective holomorphic function, taking sub-quotients of such objects.
The perverse complexes in this category are semisimple.
(6) A conjecture of M.Kashiwara [34] —which was the main motivation for this
work— asserts in particular that these results should hold when F is any semisimple
perverse sheaf (with coefficients in C) on X . In the complex situation that we con-
sider, they are proved when F underlies a polarizable Hodge Module, i.e., if on a
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smooth dense open set of its support, the perverse sheaf F is (up to a shift) a local
system defined over Q or R underlying a variation of polarized Hodge structures
defined over Q or R: this is a consequence of the work of M.Saito [54, 56] and
[12, 35], and of the known fact (see [21]) that, on a smooth Zariski open set of a pro-
jective variety, the local system underlying a variation of complex Hodge structures
is semisimple.
Let us indicate that the conjecture of Kashiwara is even more general, as it asserts
that analogues of such results should be true for semisimple holonomic D-modules on
smooth complex projective varieties. However, we will not seriously consider nonreg-
ular D-modules in this article.
(7) First were proved the arithmetic analogues of these theorems, i.e., for “pure
sheaves” instead of semisimple sheaves (cf. [3]) and they were used to give the first
proof of the Decomposition Theorem for the constant sheaf in the complex case. An
arithmetic approach to the conjecture of Kashiwara (at least for C-perverse sheaves)
has recently been proposed by V.Drinfeld [24].
(8) It should be emphasized that we work with global properties on a projective
variety, namely, semisimplicity. Nevertheless, the main idea in the proof is to show
that these global properties may be expressed by local ones, i.e., by showing that each
irreducible local system on X underlies a variation of some structure, analogous to
a polarized Hodge structure, called a polarized twistor structure. Extending this to
irreducible perverse sheaves is the contents of Conjecture 4.2.13.
(9) It will be more convenient to work with the category of regular holonomic DX -
modules instead of that of C-perverse sheaves on X . It is known that both categories
are equivalent via the de Rham functor, and that this equivalence is compatible
with the corresponding direct image functors or with the nearby and vanishing cycles
functors. We will freely use this compatibility.
Let us now give some explanation on the main steps of the proof. We will use three
sources of ideas:
(1) the theory of twistor structures developed by C.Simpson (after ideas of P.De-
ligne),
(2) the techniques developed by M.Saito in the theory of polarizable Hodge Mod-
ules,
(3) the use of distributions and Mellin transform, as inspired by the work of
M.Kashiwara and D.Barlet.
One of the main objectives, when trying to prove a decomposition theorem, is to
develop a notion of weight satisfying good properties with respect to standard func-
tors. In other words, the category of semisimple local systems (or, better, semisimple
perverse sheaves) should satisfy the properties that one expects for pure sheaves. If
the Hodge structure contains in its very definition such a notion, it is not clear a priori
how to associate a weight to an irreducible perverse sheaf: one could give it weight 0,
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but one should then explain why pH i(Rf∗F ) has weight i for instance. On the other
hand, it is natural to expect that, if a notion of “pure sheaf” exists in the complex
setting, it should be more general than that of polarized Hodge Modules, and even of
that of “pure perverse sheaf”. Indeed, in the arithmetic situation, one is able to treat
sheaves with wild ramification (e.g., Fourier transform of pure sheaves with moderate
ramification).
The very nice idea of a twistor structure allows one to work with the notion of
weight. Let us quickly explain it, referring to [62] (see also §§2.1 and 2.2 below) for
a more detailed presentation. Let (V,∇) be a flat holomorphic vector bundle on a
smooth manifold X , that we view as a C∞ vector bundle H on X equipped with a
flat C∞ connection D, the holomorphic structure being given by the (0, 1) part D′′
of the connection. A twistor structure of weight w ∈ Z on (V,∇) (or a variation
of twistor structures) consists of the datum of a C∞ vector bundle H˜ on X × P1,
holomorphic with respect to the variable of P1, equipped with relative connections
D˜′, D˜′′ (i.e., there is no derivation with respect to the P1 variable), with poles along
X×{0} and X×{∞} respectively, and such that the restriction of H˜ to any {xo}×P1
is isomorphic to OP1(w)
rk V (see §2.2 for a more precise definition, in particular for
D˜′, D˜′′).
Therefore, a variation of twistor structures on X lives on X×P1. One of the main
properties required for weights, namely that there is no nonzero morphism from an
object of weight w to an object of weight w′ < w, follows from the analogous property
for line bundles on P1. One may also define the notion of polarization (see loc. cit.).
The main device to produce a variation of polarized twistor structures on a holo-
morphic flat bundle (V,∇) is given by the construction of a harmonic metric. It
follows from a theorem of K.Corlette [13] and C.Simpson [61] that a local system
F of C-vector spaces on a compact Ka¨hler manifold X “underlies” a variation of
polarized twistor structures if and only if it is semisimple, because semisimplicity is a
necessary and sufficient condition to build on the flat bundle (V,∇) associated with F
a harmonic metric.
The next step closely follows ideas of M.Saito [54], namely it consists in defining in
its own right a category of “singular variations of polarized twistor structures”. This
is done via the theory of D-modules, and more precisely via the theory of R-modules,
which is a natural extension to X × (P1 r {∞}) of the theory of DX -modules. In
order to keep some control on the coherence properties, we are not allowed to use
C∞ coefficients. Therefore, we modify a little bit the presentation of the object H˜
introduced above, as associated to the left DX -module (V,∇).
Put Ω0 = P1r{∞} with coordinate z and Ω∞ = P1r{0}. We may view H˜ as the
result of a C∞ gluing between H˜|X×Ω0 and H˜|X×Ω∞ on some neighbourhood ofX×S,
where S denotes the circle |z| = 1. Equivalently, denoting by H˜ ∨ the dual bundle,
the gluing may be viewed as a nondegenerate pairing on H˜ ∨|X×S⊗H˜|X×S with values
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in the sheaf of C∞ functions on some neighbourhood of X×S which are holomorphic
with respect to z. We may restrict this pairing to the holomorphic/antiholomorphic
object H ′|S ⊗H ′′|S, where we put
H ′|S = Ker
[
D˜′′ : H˜ ∨|X×S −→ H˜ ∨|X×S
]
and H ′′|S = Ker
[
D˜′ : H˜|X×S −→ H˜|X×S
]
.
Its restriction to any {xo} × P1 should define a bundle OP1(w)rk V .
We extend this construction to DX -modules as follows: the basic objects are triples
(M ′,M ′′, C), where M ′,M ′′ are coherent RX×Ω0 -modules (see §§0.2–0.3 for the
definition of the sheaf R). To any RX×Ω0 -module M is associated a “conjugate”
object M , which is a coherent RX×Ω∞ -module (here, X is the complex conjugate
manifold); now, C is a pairing on M ′|X×S ⊗OS M ′′|X×S which takes values in distri-
butions on X × S which are continuous with respect to z. A polarization will then
appear as an isomorphism M ′′
∼−→ M ′ of RX×Ω0-modules.
Example. — Given any C-vector space H , denote by H its complex conjugate and by
H∨ its dual. Define H ′ = H∨ and H ′′ = H . There is a natural pairing (i.e., C-linear
map) H ′ ⊗C H ′′ → C, induced by the natural duality pairing H∨ ⊗C H → C.
On the other hand, consider the category of triples (H ′, H ′′, C), where H ′, H ′′
are C-vector spaces and C is a nondegenerate pairing H ′ ⊗C H ′′ → C; morphisms
ϕ : (H ′1, H
′′
1 , C1) → (H ′2, H ′′2 , C2) are pairs ϕ = (ϕ′, ϕ′′) with ϕ′ : H ′2 → H ′1, ϕ′′ :
H ′′1 → H ′′2 such that C(ϕ′(m′2),m′′1) = C(m′2, ϕ′′(m′′1)).
We have constructed above a functor from the category of C-vector spaces to this
category of triples. It is easily seen to be an equivalence.
Under this equivalence, the Hermitian dual H∗ = H
∨
of H corresponds to
(H ′, H ′′, C)∗
def
= (H ′′, H ′, C∗) with C∗(m′′,m′)
def
= C(m′,m′′), and a sesquilinear
form on H , which is nothing but a morphism S : H∗ → H , corresponds to a morph-
ism S : (H ′, H ′′, C)∗ → (H ′, H ′′, C), i.e., a pair (S′, S′′) with S′, S′′ : H ′′ → H ′ such
that C(S′m′′, µ′′) = C(S′′µ′′,m′′).
In order to say that the pairing C on M ′|X×S⊗M ′′|X×S is holomorphic and nonde-
generate, and therefore defines a “gluing”, we should be able to restrict it to {xo}×S
for any xo ∈ X . “Restriction” is understood here under the broader sense of “taking
nearby or vanishing cycles”. Hence, in order to “restrict” M ′ or M ′′, we impose that
they have a Malgrange-Kashiwara filtration, i.e., admit Bernstein polynomials. In
order to restrict the pairing C, we use a device developed by D.Barlet in a nearby
context, namely by taking residues of Mellin transforms of distributions.
The main technical result is then the construction of the category of regular po-
larized twistor D-modules, mimicking that of polarized Hodge Modules [54], and the
proof of a decomposition theorem in this category (Theorem 6.1.1).
To conclude with a proof of M.Kashiwara’s conjecture for semisimple perverse
sheaves, one should prove that the functor which associates to each regular polarized
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twistor DX -module (M ,M , C) of weight 0 (the polarization is Id : M → M ) the
DX -module M|X×{1} is an equivalence with the subcategory of semisimple regular
holonomic DX -modules, when X is a complex projective manifold.
We are not able to prove this equivalence in such a generality. However, we prove
the equivalence for smooth objects, and also when X is a curve. According to a
Zariski-Lefschetz Theorem due to H.Hamm and Leˆ D.T. [29], and using the Riemann-
Hilbert correspondence, this implies at least that the functor above takes values in
the category of semisimple regular holonomic DX -modules. This is enough to get the
Main Theorems.
What is the overlap with M.Saito’s theory of polarizable Hodge Modules? The
main difference with M.Saito’s theory consists in the way of introducing the polariz-
ation.
The method of M.Saito is “a` la Deligne”, using a perverse complex defined over
Q or R (and the de Rham functor from holonomic D-modules to C-perverse sheaves)
to get the rational or real structure. The polarization is then introduced at the
topological level (perverse complexes) as a bilinear form, namely the Poincare´-Verdier
duality. We do not know whether such an approach would be possible for polarizable
twistor D-modules.
Here, we use a purely analytical approach “a` la Griffiths”, without paying attention
to the possible existence of a Q- or R-structure. The polarization is directly introduced
as a Hermitian form. In particular, we do not use the duality functor and we do not
need to show various compatibilities with the de Rham functor. This approach uses
therefore less derived category techniques than the previous one. Moreover, it is
possible (cf. §4.2.d) to introduce a category of polarizable Hodge D-modules as a
subcategory of twistor D-modules, by considering those twistor D-modules which are
invariant under the natural C∗ action on the category (similarly to what C.Simpson
does for “systems of Hodge bundles” [59, 61]). This gives a generalization of complex
variations of Hodge structures (without real structure). We do not know if this
category is equivalent to the category one gets by M.Saito’s method, but this can be
expected. A similar category, that of integrable twistor D-modules, is considered in
Chapter 7.
What is the overlap with C.Simpson’s study of Higgs bundles [61]? First, notice
that we consider objects which may have complicated singularities, so we do not
consider any question concerning moduli. We are mainly interested in the functor
sending a twistor D-module to its associated D-module by restricting to z = 1 (z is
the standard name we use for the variable on P1). We could also consider its associated
Higgs module by restricting to z = 0 (see §1.2). In the first case, we at least know
the image category, namely that of semisimple regular holonomic D-modules. In the
second case, we have no idea of how to characterize the image of the functor and if an
equivalence could be true, similarly to what is done in the smooth case by C.Simpson
[61] or in a slightly more general case by O.Biquard [4].
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Let us now describe with more details the contents of this article.
In Chapter 1, we give the main properties of RX -modules. They are very similar
to that of DX -modules. The new objects are the sesquilinear pairing C, and the
category R- Triples(X) (the objects are triples formed with two RX -modules and a
sesquilinear pairing between them), to which we extend various functors. We have
tried to be precise concerning signs.
Chapter 2 introduces the notion of a (polarized) twistor structure, following
C.Simpson [62]. We first consider the case where the base X is a point, to get the
analogue of a (polarized) Hodge structure. We develop the notion of a Lefschetz twis-
tor structure and adapt to this situation previous results of M.Saito and P.Deligne.
Last, we develop the notion of a smooth twistor structure on a smooth complex
manifold X . The main point of this chapter is to express the notion of a twistor
structure in the frame of the category R- Triples, in order to extend this notion to
arbitrary holonomic RX -modules.
Chapter 3 extends to RX -modules the notion of specializability along a hyper-
surface—a notion introduced by B.Malgrange and M.Kashiwara for DX -module, to-
gether with the now called Malgrange-Kashiwara filtration—and analyzes various
properties of the nearby and vanishing cycles functors. The specialization of a ses-
quilinear pairing is then defined by means of the residue of a Mellin transform, in
analogy with some works of D.Barlet. All together, this defines the notion of a
specializable object in the category R- Triples(X). The category of S-decomposable
objects, introduced in §3.5, is inspired from [54].
In Chapter 4, we introduce the category of twistor D-modules on X as a sub-
category of R- Triples(X). We prove various property of the category of (polarized)
twistor D-modules, analogous to that of (polarized) Hodge Modules [54]. We show
that regular twistor D-modules induce semisimple regular D-modules by the de Rham
functor ΞDR.
Chapter 5 establishes the equivalence between regular twistor D-modules and
semisimple perverse sheaves (or semisimple regular holonomic D-modules) on com-
pact Riemann surfaces, by expressing the results of C.Simpson [60] and O.Biquard
[4] in the frame of polarized regular twistor D-modules. In order to establish the
equivalence, we also adapt results of D.Barlet and H.-M.Maire [2] concerning Mellin
transform.
The main theorems are proved in Chapter 6, following the strategy of M.Saito [54].
We reduce the proof to the case where X is a compact Riemann surface and f is the
constant map to a point. In this case, we generalize the results of S.Zucker [69] to
polarizable regular twistor D-modules.
In Chapter 7, we consider the category of integrable twistor D-modules. This
chapter, written somewhat after the previous ones, is an adaptation to the present
theory of the notion of CV-structure considered in [30]. We mainly prove a “local
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unitarity” statement (the local exponents are real and, in the regular case, the ei-
genvalues of local monodromies have absolute value equal to one). The interest of
such a subcategory should be for the nonregular case, where it should play the role
of singular variations of polarized Hodge structures.
In Chapter 8, we analyze the behaviour of polarized regular twistor D-modules
under a partial (one-dimensional) Fourier-Laplace transform. We generalize to such
objects the main result of [52], comparing, for a given function f , the nearby cycles at
f = ∞ and the nearby or vanishing cycles for the partial Fourier-Laplace transform
in the f -direction (Theorem 8.4.1).
Since the first version of this article was written, there has been progress in various
directions.
(1) In the first version of this article, the category of polarized twistor D-modules
was restricted to the local unitary case, mainly because of a lack of proof of Theorem
6.2.5 in general. This restriction is now unnecessary, due a new proof of this theorem.
(2) The main progress comes from recent work of T.Mochizuki [48, 49]. Continu-
ing [47], T.Mochizuki generalizes the contents of Chapter 5 in two directions:
– he considers an arbitrary parabolic structure along the divisor, whereas only a
natural parabolic structure is considered here, that we call “Deligne type”; depending
on the point of view, one could call the objects defined by T.Mochizuki as “twistor
D-modules with parabolic structure”, or the objects of the present article as “twistor
D-modules of Deligne type” (or “pure imaginary” after [49]); the category of polarized
regular twistor D-modules that we define here should be (and is, after the work of
Mochizuki) equivalent to the category of semisimple perverse sheaves, on a smooth
projective variety, whereas twistor D-modules with parabolic structure give rise to
semisimple “perverse-sheaves-with-parabolic-structure”;
– he is able to treat the case of the complement of a normal crossing divisor on a
smooth complex manifold of arbitrary dimension.
All together, it seems that, in view of the work of O.Biquard [4] and J. Jost and
K.Zuo [31, 32, 70] (revisited in [49]), the proof of of Conjecture 4.2.13, hence a proof
of the conjecture of Kashiwara for perverse sheaves (and even for perverse sheaves
“with parabolic structure”) with analytical methods, is now complete.
(3) On the other hand, according to recent results of G.Boeckle and C.Khare [7]
or of D.Gaitsgory [26], a proof of the conjecture of de Jong used by V.Drinfeld is
available; therefore, the arithmetic approach of Drinfeld [24] to the conjecture of
Kashiwara (for perverse sheaves) is also complete.
(4) Let us also mention a new proof of the decomposition theorem for the constant
sheaf, obtained by M.A.de Cataldo and L.Migliorini [11], with methods completely
different from those developed by M.Saito. We do not know if such methods can be
adapted to more general local systems.
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(5) The nonregular case of Kashiwara’s conjecture is still open. Extending the work
of C.Simpson [60] and O.Biquard [4] to holomorphic bundles on compact Riemann
surfaces with meromorphic connections having irregular singularities would be a first
step. Some results in this direction are obtained in [53] and [5].
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with Nitin Nitsure. It grew up during my visit to the Tata Institute (Bombay), and
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CHAPTER 0
PRELIMINARIES
0.1. Some signs
(a) We will use the function
Z
ε−−→ {±1}
a 7−→ ε(a) = (−1)a(a−1)/2
which satisfies in particular
ε(a+ 1) = ε(−a) = (−1)aε(a), ε(a+ b) = (−1)abε(a)ε(b).
Recall that, on Cn with coordinates zk = xk + iyk (k = 1, . . . , n), we have
dz1 ∧ · · · ∧ dzn ∧ dz1 ∧ · · · ∧ dzn = ε(n)(dz1 ∧ dz1) ∧ · · · ∧ (dzn ∧ dzn)
and that dzk ∧ dzk = −2i(dxk ∧ dyk).
(b) We follow the sign convention given in [18, §§0 and 1]. When we write a
multi-complex, we understand implicitly that we take the associated simple complex,
ordered as written, with differential equal to the sum of the partial differentials.
Given any sheaf L , denote by (God
•
L , δ) the standard semisimplicial resolution
of L by flabby sheaves, as defined in [27, Appendice]. For a complex (L •, d), we view
God
•
L • as a double complex ordered as written, i.e., with differential (δi, (−1)idj)
on Godi L j , and therefore also as the associated simple complex.
0.2. In this article, X denotes a complex analytic manifold of dimension dimX = n,
OX denotes the sheaf of holomorphic functions on X and DX the sheaf of linear
differential operators with coefficients in OX . The sheaf OX is equipped with its
natural structure of left DX -module and the sheaf ωX of holomorphic differential
n-forms with its structure of right DX -module.
We denote by X the complex conjugate manifold, equipped with the structure
sheaf OX
def
= OX and by XR the underlying C∞ manifold.
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The increasing filtration of DX by the order is denoted by F•DX . Given a filtered
object (M,F•M) (filtrations are increasing and indexed by Z), the associated Rees
objectRFM
def
= ⊕k∈ZFkMzk is the graded object constructed with the new variable z.
In particular, we will consider the Rees ring RFDX : this is a sheaf of rings on X . The
filtration induced by F•DX on OX satisfies FkOX = OX for k > 0 and FkOX = 0 for
k < 0, so the associated Rees ring RFOX is equal to OX [z].
We will denote by RX the sheaf RFDX when we forget its grading, and call it the
differential deformation sheaf. This is a sheaf of rings on X . In local coordinates
on X , we denote now by ðxi in RX the element z∂xi in RFDX . With such a notation,
we have
RX = OX [z]〈ðx1 , . . . , ðxn〉,
where ðxi satisfy the relations
[ðxi , ðxj ] = 0 and [ðxi , f(x, z)] = z
∂f
∂xi
.
One has (forgetting grading)
RX/zRX = RFDX/zRFDX = gr
FDX = OX [TX ],
where OX [TX ] denotes the sheaf of holomorphic functions on the cotangent bundle
T ∗X which are polynomials with respect to the fibres of T ∗X → X ; in other words,
OX [TX ] = p∗OP(T∗X⊕1)(∗∞), where p : P(T ∗X⊕1)→ X denotes the projection and
∞ denotes the section at infinity of the projective bundle.
The left action of RX on RFOX = OX [z] is defined by
ðxi(f(x, z)) = z
∂f
∂xi
.
0.3. Let Ω0 = C be the complex line equipped with a fixed coordinate z. We will
denote by ζ the imaginary part of z. Put C∗ = {z 6= 0}. Denote by Ω∞ the other
chart of P1, centered at z =∞.
Denote by X the product X ×Ω0 and by OX the sheaf of holomorphic functions
on it, by X ◦ the product X ×C∗. Let π : X → X denote be the natural projection.
If M is a sheaf on X , we denote by M ◦ its restriction to X ◦. We will consider the
sheaves
RX = OX ⊗
OX [z]
RFDX and RX ◦ = OX ◦ ⊗
OX [z]
RFDX .
In local coordinates on X , we have RX = OX 〈ðx1 , . . . , ðxn〉.
We will denote by ΘX the sheaf of holomorphic vector fields relative to the pro-
jection X → Ω0, which vanish at z = 0. This is the OX -locally free sheaf generated
by ðx1 , . . . , ðxn . It is contained in RX .
Dually, we denote by Ω1X = z
−1Ω1X×Ω0/Ω0 ⊂ Ω1X×Ω0/Ω0 [z−1] the sheaf of holo-
morphic 1-forms on X relative to the projection X → Ω0, which have a pole of order
one at most along z = 0. We will put ΩkX = ∧kΩ1X . The differential d : ΩkX → Ωk+1X
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is induced by the relative differential d = dX×Ω0/Ω0 . The natural left multiplication
of ΘX on RX can be written as a connection
∇ : RX −→ Ω1X ⊗
OX
RX
satisfying the Leibniz rule ∇(fP ) = df⊗P+f∇P . More generally, a left RX -module
M is nothing but a OX -module with a flat connection ∇ : M → Ω1X ⊗OX M . Put
ωX
def
= ΩnX = z
−nωX×Ω0/Ω0 . This is naturally a right RX -module: the action
is given by ω · ξ = −Lξω, where Lξ denotes the Lie derivative, here equal to the
composition of the interior product ιξ by ξ with the relative differential d.
0.4. We denote by S the circle |z| = 1 in Ω0∩Ω∞. For a OX or RX -module M , we
denote by M|S its sheaf-theoretic restriction to X×S. In particular, we will consider
the sheaves OX |S and RX |S. We will simply denote OΩ0|S by OS. We will also use
the sheaves
O(X,X)×S
def
= O(X×Ω0)|S ⊗OS O(X×Ω0)|S
R(X,X)×S
def
= R(X×Ω0)|S ⊗OS R(X×Ω0)|S.
0.5. Distributions and currents. — We will need to consider distributions on
XR × S which are regular with respect to the variable on S, in order to be able to
specialize them with respect to the variable of S. Let us introduce some notation.
Let T be a C∞ manifold with a fixed volume form volT (we will mainly use
(T, volT ) = (S, d arg z)). For k = 0, . . . ,∞, we denote by C kXR×T the sheaf of Ck
functions on XR × T and by E (n,n)XR×T/T the sheaf of C∞ relative (with respect to the
projection X × T → T ) (n, n) forms of maximal degree, and we put an index c for
those objects with compact support. We denote by DbkXR×T/T the sheaf on XR×T of
distributions which are Ck with respect to T : by definition, given any open set W of
XR×T , an element ofDbkXR×T/T (W ) is a C∞(T )-linear map E
(n,n)
XR×T/T,c
(W )→ Ckc (T )
which is continuous with respect to the usual norm on Ckc (T ) (sup of the modules
of partial derivatives up to order k) and the family of semi-norms on E
(n,n)
XR×T/T,c
(W )
obtained by taking the sup on some compact set of W of the module of partial deriv-
atives up to some order with respect to X and up to order k with respect to T . Given
a compact set in W , the smallest order in ∂x which is needed is called the order of u.
Such an element u defines a usual distribution on XR×T by integration along T with
the fixed volume form volT .
It is sometimes more convenient to work with currents of maximal degree, which
are Ck with respect to T . We denote by CkXR×T/T the corresponding sheaf: a section
on W is a continuous C∞(T )-linear map C∞XR×T,c(W )→ Ckc (T ). In particular, when
T = S, DbkXR×S/S (resp. C
k
XR×S/S
) is a left (resp. right) module over R(X,X),S defined
above.
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The regularity of distributions with respect to T is useful in order to get the
following:
– The restriction to any subvariety T ′ of an object of DbkXR×T/T is well defined
and is an object of DbkXR×T ′/T ′ . In particular, if T
′ is reduced to a point, we get a
ordinary distribution on XR.
– When T = S, if p(z) is any nonzero polynomial, then
(0.5.1) u ∈ DbkXR×S/S(W ) and p(z) · u = 0 =⇒ u = 0.
Examples 0.5.2
(1) If T is the Euclidean space Rp and ∆T is the Laplacian on it, the subsheaf
Ker∆T of T -harmonic distributions in DbXR×T is contained in Db
k
XR×T/T
for any k.
(2) If Ω is an open set in C with coordinate z, the sheaf DbanXR×Ω
def
= Ker ∂z of
distributions on XR × Ω which are holomorphic with respect to z is contained in
Db
k
XR×Ω/Ω
for any k. We will also denote by C∞,anXR×Ω the sheaf of C
∞ functions on
XR × Ω which are holomorphic with respect to z and by C∞,anX |S the restriction to S
of C∞,anX .
(3) Let X = D be the open disc of radius 1 and coordinate t. Set Ω = Cr (−N∗).
For each ℓ ∈ N,
Uℓ
def
=
|t|2s ∣∣log tt∣∣ℓ
ℓ!
defines a global section of DbanX×Ω (variable s on Ω). The order of Uℓ is finite on any
domain Ω ∩ {Re s > −N}, N > 0. If we set Uℓ = 0 for ℓ < 0, we have
t∂tUℓ = t∂tUℓ = sUℓ + Uℓ−1.
(4) Let X be as above. For z ∈ S, t ∈ X and ℓ > 1, z/tℓ−1/ztℓ is purely imaginary,
so that the function ez/t
ℓ−1/ztℓ defines a distribution on XR × S. This distribution is
a section of Db0XR×S/S (it is even a section of Db
1
XR×S/S
if ℓ = 1).
Denote by C an,kX×S the subsheaf of C
k
X×S of functions which are holomorphic with
respect to X . We then have:
Lemma 0.5.3 (Dolbeault-Grothendieck). — Ker[∂X : DbkXR×S/S → Db
(0,1),k
XR×S/S
] =
C an,kX×S.
In the following, we will only use the continuity property with respect to S, and
we will denote by DbXR×S/S the sheaf Db
0
XR×S/S.
0.6. Spencer and de Rham. — The de Rham complex (of OX ) will be usually
shifted by n = dimX , with differential (−1)nd. We will denote it by (Ωn+•X , (−1)nd).
Given any k > 0, the contraction is the morphism
(0.6.1)
ωX ⊗OX ∧kΘX −→ Ωn−kX
ω ⊗ ξ 7→ ε(n− k)ω(ξ ∧ •).
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The Spencer complex (Sp
•
X (OX ), δ) is the complex RX ⊗OX ∧−•ΘX (with • 6 0)
of locally free left RX -modules of finite rank, with differential δ given by
P ⊗ ξ1 ∧ · · · ∧ ξk 7 δ−−→
k∑
i=1
(−1)i−1Pξi ⊗ ξ1 ∧ · · · ∧ ξ̂i ∧ · · · ∧ ξk
+
∑
i<j
(−1)i+jP ⊗ [ξi, ξj ] ∧ ξ1 ∧ · · · ∧ ξ̂i ∧ · · · ∧ ξ̂j ∧ · · · ∧ ξk.
It is locally isomorphic to the Koszul complexK(RX , ·ðx1 , . . . , ·ðxn). It is a resolution
of OX as a left RX -module. Under the contraction (0.6.1)
ωX ⊗
OX
∧kΘX ∼−→ Ωn−kX
the complex
(
ωX ⊗RX Sp•X (OX ), δ
)
=
(
ωX ⊗OX ∧−•ΘX , δ
)
is identified with the
complex (Ωn+•X , (−1)nd).
Similarly, putting as above n = dimX , the complex (Ωn+•X ⊗OX RX ,∇), with
differential ∇ given by
ωn+ℓ ⊗ P ∇−−−→ (−1)ndωn+ℓ ⊗ P + (−1)ℓωn+ℓ ∧ ∇P,
is a resolution of ωX as a right RX -module. We will use the notation Ω
−k
X for ∧kΘX .
Denote by (E
(n+•,0)
X , (−1)nd′) the complex C∞,anX ⊗OX Ωn+•X with the differential
induced by (−1)nd (here, we assume n + • > 0; recall that the exponent an means
“holomorphic with respect to z”). More generally, let E
(n+p,q)
X = E
(n+p,0)
X ∧ π∗E (0,q)X
(the antiholomorphic part does not produce new poles or zeros along z = 0) and let
d′′ be the usual antiholomorphic differential. For any p, the complex (E
(n+p,•)
X , d
′′)
is a resolution of Ωn+pX . We therefore have a complex (E
n+•
X , (−1)nd), which is the
single complex associated to the double complex (E
(n+•,•)
X , (−1)nd′, d′′).
In particular, we have a natural quasi-isomorphism of complexes of right RX -
modules:
(Ωn+•X ⊗OX RX ,∇)
∼−→ (E n+•X ⊗OX RX ,∇)
by sending holomorphic k-forms to (k, 0)-forms. Remark that the terms of these
complexes are flat over OX .
0.7. Left and right. — At some places in this paper, it is simpler to work with
right RX -modules. The correspondence between both points of view is analogous
to that for DX -modules. Any left RX -module M l gives rise to a right one M r by
putting (cf. [10] for instance) M r = ωX ⊗OX M l and, for any vector field ξ,
(ω ⊗m) · ξ = ωξ ⊗m− ω ⊗ ξm.
Conversely, put M l = H omOX (ωX ,M
r), which has in a natural way the structure
of a left RX -module. The natural morphisms
M l −→ H omOX (ωX , ωX ⊗OX M l), ωX ⊗OX H omOX (ωX ,M r) −→ M r
are isomorphisms of RX -modules.
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If M ,N are two left RX -modules, we have a natural isomorphism of sheaves of
C-vector spaces
(0.7.1)
N r ⊗RX M ∼−→ M r ⊗RX N
(ω ⊗ n)⊗m 7→ (ω ⊗m)⊗ n,
which is functorial in M and in N .
Notice that ωX ⊗OX RX has therefore two structures of rightRX -module, denoted
by ·r and ·t:
(ω ⊗ P ) ·r Q = ω ⊗ (PQ) and (ω ⊗ P ) ·t ξ = ω · ξ ⊗ P − ω ⊗ ξP,
for P,Q local sections of RX and ξ a local section of ΘX . Recall (cf. [54, Lemme
2.4.2]) that there is a unique involution ι : ωX ⊗OX RX → ωX ⊗OX RX which is the
identity on ωX ⊗1 and exchanges both structures: it is given by ω⊗P 7→ (ω⊗1) ·tP .
In particular, the isomorphism of right RX -modules
ωX ⊗OX
(
RX ⊗OX ∧kΘX
) ι−−→∼ Ωn−kX ⊗OX RX[
ω ⊗ (1⊗ ξ)] ·t P 7−→ (ε(n− k)ω(ξ ∧ •))⊗ P
where the right structure of the right-hand term is the trivial one and that of the
left-hand term is nothing but that induced by the left structure after going from left
to right, induces an isomorphism of complexes of right RX -modules
(0.7.2) ι : ωX ⊗
OX
(
Sp
•
X (OX ), δ
) ∼−→ (Ωn+•X ⊗
OX
RX ,∇
)
.
Similarly, if M is any left RX -module and M r = ωX ⊗OX M is the associated
right RX -module, there is an isomorphism
(0.7.3) M r ⊗RX
(
Sp
•
X (OX ), δ
) ≃ (ωX ⊗OX M ⊗OX ∧−•ΘX , δ)
∼−→ (Ωn+•X ⊗OX M ,∇) ≃ (Ωn+•X ⊗
OX
RX ,∇
)⊗RX M
given on ωX ⊗OX M ⊗OX ∧kΘX by
ω ⊗m⊗ ξ 7−→ ε(n− k)ω(ξ ∧ •)⊗m.
In the same vein, let M be a left RX -module. Then M⊗OX RX has the structure
of a left and of a right RX -module: ξ ·(m⊗P ) = (ξm)⊗P+m⊗ξP , and (m⊗P )·ξ =
m⊗(Pξ) for any local vector field ξ. Similarly, RX ⊗OX M also has such a structure:
ξ · (P ⊗m) = (ξP )⊗m and (P ⊗m) · ξ = Pξ ⊗m− P ⊗ ξm.
Then, there exists a unique isomorphism
(0.7.4) M ⊗OX RX ∼−→ RX ⊗OX M
of left and right RX -modules, which induces the identity on M ⊗ 1 = 1⊗M . If ξ is
any local vector field, this isomorphism is given by
m⊗ ξ = (m⊗ 1)ξ 7−→ (1⊗m)ξ = ξ ⊗m− 1⊗ ξm.
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0.8. Let D be an open disc centered at the origin in C with complex coordinate t.
Assume that it has radius 6 1 (this will be always the case later on, as we may reduce
the size of the disc). The logarithm L(t) is defined as
L(t) =
∣∣log |t|2∣∣ = − log(tt).
It satisfies, for any k ∈ R,
(0.8.1) L(t)kt
∂
(
L(t)−k
)
∂t
= L(t)kt
∂
(
L(t)−k
)
∂t
= kL(t)−1.
0.9. Let α = α′ + iα′′ be a complex number with α′ = Re(α), α′′ = Im(α). For
z ∈ C, put
(0.9.1) α ⋆ z = αz + iα′′(z − 1)2/2 = α′z + iα′′(z2 + 1)/2.
The following properties are easily verified:
– α 7→ α ⋆ z is R-linear;
– for z 6= 0, the expression
α ⋆ z
z
= α′ + iα′′(z + 1/z)/2
is “real” in the sense of the conjugation defined in §1.5.a, i.e., is invariant when we
replace i with −i and z with −1/z: indeed, using this notion of conjugation, it is the
“real” part of α′ + izα′′, namely 12 [(α
′ + izα′′) + (α′ + izα′′)];
– if α′′ = 0 or if zo = ±i, we have (α ⋆ zo)/zo = α′;
– We have α ⋆ zo = 0 if and only if one of the following properties is satisfied:
(1) α = 0,
(2) α 6= 0 is real (i.e., α′′ = 0 and α′ 6= 0) and zo = 0,
(3) α 6= 0 is not real (i.e., α′′ 6= 0) and zo = i
(
(α′/α′′)±
√
1 + (α′/α′′)2
)
(in
particular zo ∈ iR∗);
in particular,
α ⋆ zo = 0 and α 6= 0 =⇒
{
zo ∈ iR,
zo = ±i ⇐⇒ α is purely imaginary.
Let A ⊂ C be a finite subset and put Λ = A + Z. A complex number zo ∈ Ω0
is singular with respect to Λ if there exist α1, α2 ∈ Λ ∪ Z such that α1 6= α2 and
(α1 − α2) ⋆ zo = 0. Such a zo is purely imaginary. The set of nonzero Λ-singular
complex numbers is discrete in iR∗, and 0 is its only possible limit point in iR. It is
reduced to {0} if Λ ⊂ R. We denote it by Sing(Λ).
For zo ∈ Ω0, denote ζo = Im zo and set ℓzo(α) = α′−ζoα′′ = Re(α′+ izoα′′) (where
Re is taken in the usual sense). The following lemma will be useful:
Lemma 0.9.2. — Fix zo ∈ Ω0. If ℓzo(α) = 0, then α ⋆ zo = 0⇒ α = 0.
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Proof. — Assume first that zo = 0. The hypothesis is that α
′ = 0. We then have
α ⋆ zo = iα
′′/2.
Assume now that zo 6= 0. The hypothesis is that α′ = ζoα′′ and we have
α ⋆ zo
zo
= α′′(ζo + i(zo + 1/zo)/2).
If α′′ 6= 0, this could vanish only if zo + 1/zo is purely imaginary, hence only if zo is
so, i.e., 0 6= zo = iζo; but we would have 0 = ζo+ i(zo+1/zo)/2 = (ζo +1/ζo)/2 with
ζo ∈ R∗, impossible.
CHAPTER 1
COHERENT AND HOLONOMIC RX -MODULES
1.1. Coherent and good RX -modules
1.1.a. The ring RX is equipped with a natural increasing filtration (locally given by
the total degree in ðxi) and the associated graded object is naturally identified with
the sheaf
OX [z][TX ]
def
= p∗OP(T∗X⊕1)(∗∞)[z],
where p is as in §0.2. By usual arguments, it follows that RX is a coherent sheaf of
rings on X .
Analogous results hold for RX , which is a coherent sheaf of rings on X , by repla-
cing OX [z] with OX .
We may identify the restriction RX ◦ with the sheaf of relative differential operators
DX ◦/C∗ by
ðxi ∈ RX ◦ 7−→ ∂xi = z−1ðxi ∈ DX ◦/C∗ .
It follows in particular that, for any zo 6= 0 and any coherent RX -module M , the
cohomology modules of the complex of RX -modules Li∗zoM
def
= {M z−zo−→ M } are
coherent DX -modules. Following [60], we put
ΞDol(M )
def
= M /zM and ΞDR(M )
def
= M /(z − 1)M .
Then ΞDol(M ) is a coherent OX [TX ]-module and ΞDR(M ) is a coherent DX -module.
Notice that the datum of a left DX -module M is equivalent to the datum of a
OX -module M equipped with a flat connection ∇ : M → Ω1X ⊗OX M . Similarly,
the datum of a (left) OX [TX ]-module M is equivalent to that of a OX -module M
equipped with a OX-linear morphism θ : M → Ω1X ⊗OX M satisfying the Higgs
condition θ ∧ θ = 0.
1.1.b. De Rham and Dolbeault complexes. — Recall that the de Rham com-
plex DR(M) of a left DX -module M is the complex Ω
n+•
X ⊗OX M with differential
∇(ωn+k ⊗m) = (−1)ndωn+k ⊗m+ (−1)kωn+k ∧ ∇
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Similarly, the Dolbeault complex Dol(M) of a OX [TX ]-module M is the complex
Ωn+•X ⊗OX M with differential (−1)• ∧ θ (i.e., (−1)nθ ∧ when putting the forms on
the right).
Let now M be a left RX -module. Its de Rham complex DR(M ) is Ω
n+•
X ⊗OX M
with differential
∇(ωn+k ⊗m) = (−1)ndωn+k ⊗m+ (−1)kωn+k ∧ ∇m.
As DRM is a complex of OΩ0 -modules, we have Li
∗
zo(DRM ) = DR(Li
∗
zoM ) if
zo 6= 0 and Li∗0(DRM ) = Dol(Li∗0M ).
The de Rham complex DR(M ) of a left RX -module is also equal to the complex
(Ωn+•X ⊗OX RX ,∇)⊗RX M .
We define the de Rham complex of a right RX -module N as N ⊗RX Sp•X (OX ).
Using (0.7.3), we have a functorial isomorphism DR(M r)
∼−→ DR(M ) for any left
RX -module M .
1.1.c. The sheaf RX comes equipped with an increasing filtration by locally free
OX -submodules, indexed by the order in ðx1 , . . . , ðxn . We may therefore define, as
usual, the notion of a good filtration on a RX -module. Following [57], we say that
a RX -module M is good if, for any compact subset K ⊂ X , there exists in a
neighbourhood of K , a finite filtration of M by RX -modules such that all successive
quotients have a good RX -filtration. This implies that M is coherent.
1.2. The involutivity theorem
Let M be a coherent RX -module. The support in T ∗X×Ω0 of the graded module
associated to any local good filtration of M does not depend on the choice of such
a good filtration and is defined globally (see e.g., [6, Prop.A:III.3.21]): this is the
characteristic variety CharM of M .
For any zo 6= 0, denote by Charzo(M ) the union of the characteristic varieties of
the cohomology DX -modules of Li∗zoM . There is a natural inclusion Charzo(M ) ⊂
CharM ∩ (T ∗X × {zo}).
Let Σ(M ) ⊂ T ∗X be the support of ΞDol(M ). This is a kind of “characteristic
variety”, but may not be homogeneous with respect to the usual C∗-action on T ∗X .
It is possible to associate a multiplicity to each irreducible component of CharM ,
Charzo(M ) or Σ(M ) to get a characteristic cycle.
The definition of CharM , Charzo(M ) or Σ(M ) extends to complexes: just take
the union of characteristic varieties of the cohomology sheaves.
The support SuppM ⊂ X is by definition the closure of the projection of CharM
in X . This is the smallest closed subset Z of X such that M vanishes identically on
(X r Z)× Ω0.
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Definition 1.2.1. — A RX -module M is said to be strict if it has no OΩ0 -torsion. A
complex M • of RX -modules is said to be strict if each of its cohomology modules
is so. A morphism ϕ : M → N is strict if the corresponding complex is so, i.e., if
Kerϕ and Cokerϕ are strict.
Notice that, for a strict RX -module M , the restriction L
∗
zoM reduces to the
degree 0 term M /(z − zo)M .
Lemma 1.2.2
(1) Let M be a RX -module equipped with a finite increasing filtration W•M by
RX -submodules. If each grWk M is strict, then M is strict.
(2) Let ϕ : M → N be a morphism of RX -modules. Assume that M ,N have a
finite filtration W by RX -submodules and that ϕ is strictly compatible with W , i.e.,
satisfies ϕ(WkM ) =WkN ∩ ϕ(M ). If grWk ϕ is strict for all k, then ϕ is strict.
Proof. — The first point is clear. Let us prove (2). By strict compatibility, the
sequence
0 −→ grWk Kerϕ −→ grWk M
grWk ϕ−−−−−−→ grWk N −→ grWk Cokerϕ −→ 0
is exact, putting on Kerϕ and Cokerϕ the induced filtration. By strictness of grWk ϕ,
and applying (1) to Kerϕ and Cokerϕ, one gets (2).
Theorem 1.2.3. — Let M be a strict coherent RX -module. Then Σ(M ) and
Charzo(M ) (zo ∈ C∗) are involutive in T ∗X, and CharM is involutive in T ∗X ×Ω0
(with respect to the Poisson bracket z{ , }).
Proof. — This is well-known for the characteristic varieties Charzo(M ) and CharM
([25], see also [6, A:III.3.25]). The proof of Gabber’s involutivity theorem also applies
to Σ(M ) because M is strict (indeed, RX /z2RX is a Gabber ring, in the sense of
[6, A:III.3]).
The restriction of CharM over {z = 0} is not controlled by the involutivity the-
orem. However, the restriction to {z = 0} of components of CharM for which the
fibre at some zo 6= 0 is Lagrangian is a union of irreducible conical Lagrangian closed
analytic subsets of T ∗X .
Definition 1.2.4. — A RX -module M is said to be holonomic if it is good and there
exists a conical Lagrangian variety Λ ⊂ T ∗X such that the characteristic variety
CharM is contained in Λ×Ω0. A complex M • ofRX -modules is said to be holonomic
if each of its cohomology module is so.
If M is holonomic, then any irreducible component of CharM is equal to T ∗ZX×Ω0
or to T ∗ZX×{zo} for some closed irreducible analytic subset Z of X and some zo ∈ Ω0.
In particular, the support of M is equal to the projection of CharM in X .
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In an exact sequence 0 → M ′ → M → M ′′ → 0 of good RX -modules, M is
holonomic if and only if M ′ and M ′′ are so: indeed, we have Char(M ) = Char(M ′)∪
Char(M ′′).
Proposition 1.2.5 (Restriction to z = zo). — If M is holonomic, then for any zo 6=0,
the cohomology modules of L∗zoM are holonomic DX-modules. Moreover, if M is
strict, Σ(M ) is Lagrangian.
Proof. — Let F•M be a good filtration of M locally near a point of X × {zo}. It
induces a good filtration (F•M )∩(z−zo)M on the coherentRX -submodule (z−zo)M
as well as on the coherent quotient M /(z − zo)M , the graded module of which is
a quotient of grFM /(z − zo)grFM . Similarly, grF
[
Ker(z − zo)
]
is contained in the
kernel of z − zo acting on grFM . This implies the first point. For zo = 0, we have
dimX 6 dimΣ(M ) (Σ(M ) is involutive)
= dimSupp grF (M /zM ) (conservation of the dimension by grading)
6 dimSupp grFM /z grFM
6 dimX (M is holonomic).
The variety Σ(M ) is well-behaved in exact sequences only for strict objects in
general. One has for instance
Proposition 1.2.6. — Let 0 → M ′ → M → M ′′ → 0 be an exact sequence of strict
holonomic RX -modules. Then Σ(M ) = Σ(M ′) ∪ Σ(M ′′) and the corresponding
Lagrangian cycles behave in an additive way.
Remark 1.2.7. — Analogous results hold for RX -modules. We leave them to the
reader.
Proposition 1.2.8. — Let M be a strict coherent RX -module, the characteristic vari-
ety of which is contained in the zero section T ∗XX × Ω0. Then,
(1) M is OX -coherent,
(2) M ◦ is locally (on X ◦) isomorphic to OdX ◦ equipped with its natural structure
of left RX ◦-module, for some integer d,
(3) there exists a nowhere dense closed analytic subset Z ⊂ X such that M is
OX -locally free on X rZ .
Proof. — The first point is clear. As M ◦ is OX ◦ -coherent (hence good as a RX ◦ -
module), the second point follows from [16, Theorem 2.23 (iii)] and strictness. The
third point also follows from strictness.
Remark 1.2.9. — Under the assumption of Proposition 1.2.8, there exists locally onX
a vector bundle E such that M ◦ = π◦∗E as a OX ◦-module (indeed, if U is any
contractible Stein open set of X , any vector bundle on U ×C∗ is topologically trivial,
hence analytically trivial, by Grauert’s theorem).
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1.3. Examples
1.3.a. The twistor deformation of an irreducible flat connection to a Higgs
bundle [61, 62]. — Let X be a projective manifold and let (V,∇) be a flat holo-
morphic vector bundle on X . The construction explained in loc. cit. gives an example
of (and in fact is a model for) a strict holonomic RX -module. Let us recall the main
definitions.
Let DV = D
′
V +D
′′
V be the flat connection on H
def
= C∞X ⊗OX V , so that (V,∇) =
(KerD′′V , D
′
V ), and let h be a metric on (H,DV ). There exist connections denoted D
′
E
(of type (1, 0)) and D′′E (of type (0, 1)), and a (1, 0)-form θ
′
E with values in End(H)
such that, denoting by θ′′E the adjoint of θ
′
E with respect to h, we have, for any local
sections u, v of H ,
d′h(u, v) = h(D′Eu, v) + h(u,D
′′
Ev),
d′′h(u, v) = h(D′′Eu, v) + h(u,D
′
Ev),
h(θ′Eu, v) = h(u, θ
′′
Ev),
D′V = D
′
E + θ
′
E , D
′′
V = D
′′
E + θ
′′
E .
These objects are uniquely defined by the previous requirements. Notice that, by
applying d′ or d′′ to each of the first three lines above, we see that D′′2E is adjoint to
D′2E , D
′′
E(θ
′
E) is adjoint to D
′
E(θ
′′
E) and D
′
ED
′′
E + D
′′
ED
′
E is selfadjoint with respect
to h.
The triple (H,DV , h) (or (V,∇, h), or simply h, if (V,∇) is fixed) is said to be
harmonic if the operatorD′′E+θ
′
E has square 0. By looking at types, this is equivalent
to
D′′2E = 0, D
′′
E(θ
′
E) = 0, θ
′
E ∧ θ′E = 0.
By adjunction, this implies
D′2E = 0, D
′
E(θ
′′
E) = 0, θ
′′
E ∧ θ′′E = 0.
Moreover, the flatness of DV implies then
D′E(θ
′
E) = 0, D
′′
E(θ
′′
E) = 0, D
′
ED
′′
E +D
′′
ED
′
E = −(θ′Eθ′′E + θ′′Eθ′E).
Let E = KerD′′E : H → H . This is a holomorphic vector bundle equipped with
a holomorphic End(E)-valued 1-form θ′E satisfying θ
′
E ∧ θ′E = 0. It is called a Higgs
bundle and θ′E is its associated Higgs field.
Remark that θ′E : E → E ⊗O Ω1X can be viewed as a holomorphic map θ′E :
ΘX → End(E) satisfying [θ′E(ξ), θ′E(η)] = 0 for any vector fields ξ, η, defining thus
the structure of a OX [TX ]-module on E. Its support in T ∗X is therefore a finite
ramified covering of X .
The previous relations also imply that, if zo is any complex number, the operator
D′′E + zoθ
′′
E is a complex structure on H . Moreover, if zo 6= 0, the holomorphic
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bundle Vzo = Ker(D
′′
E + zoθ
′′
E) is equipped with a flat holomorphic connection ∇zo =
D′E + z
−1
o θ
′
E . For zo = 1 we recover (V,∇).
Consider the C∞,anX -module H = C
∞,an
X ⊗π−1C∞X π−1H , equipped with a d′′ op-
erator
(1.3.1) D′′H = D
′′
E + zθ
′′
E.
This defines a holomorphic subbundle H ′ (that is, a locally free OX -submodule
such that C∞,anX ⊗OX H ′ = H ), which is thus strict. Moreover, it has the natural
structure of a good RX -module, using the flat connection
(1.3.2) D′H = D
′
E + z
−1θ′E .
One has ΞDol(H ′) = (E, θ′E) and ΞDR(H
′) = (V,D′V ). Clearly, CharH
′ is equal to
T ∗XX × Ω0 (take the trivial filtration). Then H ′ is a strict holonomic RX -module.
Remark. — The support Σ ⊂ T ∗X of a holomorphic Higgs bundle (E, θ′E) (viewed
as a OX [TX ]-module) coming from a harmonic flat bundle (H,DV , h) is Lagrangian
in T ∗X , after Proposition 1.2.5. More generally, any Higgs bundle (E, θ′E) on a
projective manifold X satisfies this property, without referring to the existence of a
Hermite-Einstein metric (i.e., an associated flat harmonic bundle): indeed, restrict
the standard holomorphic Liouville 1-form on T ∗X to Σ and then lift it to a resolution
Σ˜ of the singularities of Σ, which is a projective manifold, as it is a finite ramified
covering of X ; by standard Hodge theory, the lifted form is closed, hence so is its
restriction to the regular part Σo of Σ; the restriction to Σo of the canonical 2-form
on T ∗X is thus identically 0 on Σo.
1.3.b. Filtered DX -modules. — Let (M,F ) be a filtered holonomic DX -module
and RFM the associated graded Rees module. Put M = OX ⊗OX [z] RFM . By
construction, M has no z-torsion and thus is strict holonomic, because CharM =
Char(M)× Ω0.
1.3.c. Variations of complex Hodge structures [61]. — Let H = ⊕p∈ZHp,w−p
be a C∞ vector bundle on X , where w ∈ Z is fixed, equipped with a flat connection
DV = D
′
V + D
′′
V and a flat nondegenerate Hermitian bilinear form k such that the
direct sum decomposition of H is k-orthogonal, (−1)pi−wk is a metric on Hp,w−p,
i.e., (−1)pi−wk is positive definite on the fibres of Hp,w−p for each p, and
D′V (H
p,w−p) ⊂ (Hp,w−p ⊕Hp−1,w−p+1)⊗OX Ω1X
D′′V (H
p,w−p) ⊂ (Hp,w−p ⊕Hp+1,w−p−1)⊗OX Ω1X
where X denotes the complex conjugate manifold.
Denote by D′V = D
′
E + θ
′
E and D
′′
V = D
′′
E + θ
′′
E the corresponding decomposition.
Then the metric h defined as (−1)pi−wk on Hp,w−p and such that the direct sum
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decomposition of H is h-orthogonal is a harmonic metric and the objects D′E , D
′′
E ,
θ′E and θ
′′
E are the one associated with (h,DV ) as in example 1.3.a.
Put F p = ⊕q>pHq,w−q. This bundle is stable under D′′V . Let F pV = F p ∩ V
be the corresponding holomorphic bundle. Consider on the Rees module ⊕F pz−p ⊂
H [z, z−1] = H ⊗C C[z, z−1] the holomorphic structure induced by D′′V . The holo-
morphic bundle corresponding to it is the Rees module ⊕pF pV z−p attached as in
example 1.3.b to the filtered DX -module (V, F
•V ) (put F• = F
−• to get an increas-
ing filtration).
On the other hand, consider on C[z] ⊗C H the holomorphic structure given by
D′′E + zθ
′′
E, as defined in example 1.3.a.
The natural C[z]-linear map
C[z]⊗C H ϕ−−→ C[z, z−1]⊗C H
1⊗ (⊕up) 7−→
∑
upz
−p
is an isomorphism onto ⊕F pz−p and the following diagram commutes
C[z]⊗C H
ϕ
D′′E + zθ
′′
E
⊕F pz−p
D′′V
C[z]⊗C H
ϕ
⊕F pz−p
showing that, in case of complex variation of Hodge structures, the construction of
examples 1.3.a and 1.3.b are isomorphic.
1.4. Direct and inverse images of RX -modules
1.4.a. Direct images of RX -modules. — Let f : X → Y be a holomorphic map
between analytic manifolds and denote also by f : X → Y the map trivially induced.
As in the theory of DX -modules, one defines the sheaves RX→Y and RY ←X with
their bimodule structure: the sheaf RX→Y = OX ⊗f−1OY f−1RY is a left-right
(RX , f
−1RY )-bimodule when using the natural right f
−1RY -module structure and
the usual twisted left RX -module structure: for any section ξ of the sheaf ΘX of
vector fields on X tangent to the fibres of π and vanishing at z = 0 (cf. §0.3), Tf(ξ)
is a local section of OX ⊗f−1OY ΘY , hence acts by left multiplication on RX→Y ;
put ξ · (ϕ⊗ P ) = ξ(ϕ) ⊗ P + Tf(ξ)(ϕ⊗ P ).
The sheaf RY ←X is obtained by using the usual left-right transformation (see e.g.,
[10] for details). Recall that, if f is an embedding, the sheaves RX→Y and RY←X
are locally free over RX .
Denote by Sp
•
X→Y (OX ) the complex Sp
•
X (OX ) ⊗f−1OY f−1RY , where the left
RX structure for each term is twisted as above (recall that the Spencer complex
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Sp
•
X (OX ) was defined in §0.6). Then Sp•X→Y (OX ) is a resolution of RX→Y as a
bimodule, by locally free left RX -modules.
Examples 1.4.1. — For f = Id : X → X , the relative Spencer complex Sp•X→X (OX )
which is nothing but Sp
•
X (OX )⊗OX RX is a resolution of RX→X = RX as a left
and right RX -module. For f : X → pt, the complex Sp•X→pt(OX ) = Sp•X (OX ) is
a resolution of RX→pt = OX . If X = Y × Z and f is the projection, the complex
RX ⊗OX ∧−•ΘX /Y is also a resolution of RX→Y as a bimodule. We moreover have
a canonical quasi-isomorphism as bimodules
Sp
•
X→Y (OX ) =
(
RX ⊗OX ∧−•ΘX /Y
) ⊗
f−1OY
f−1
( ∧−• ΘY ⊗OY RY )
=
(
RX ⊗OX ∧−•ΘX /Y
) ⊗
f−1RY
f−1
(
Sp
•
Y (OY )⊗OY RY
)
∼−→ (RX ⊗OX ∧−•ΘX /Y ) ⊗
f−1RY
f−1RY →Y
= RX ⊗OX ∧−•ΘX /Y .
Recall that God
•
denotes the canonical Godement resolution (cf. §0.1(b)). Remark
that, if L and F are OX -modules and if F is locally free, then the natural inclusion
of complexes God
•
(L )⊗OX F →֒ God•(L ⊗OX F ) is a quasi-isomorphism.
Definition 1.4.2. — The direct image with proper support f† is the functor from
Modr(RX ) to D+(Mod
r(RY )) defined by (we take the single complex associated
to the double complex)
f†M = f!God
•
(
M ⊗
RX
Sp
•
X→Y (OX )
)
.
It is a realization of Rf!
(
M ⊗LRX RX→Y
)
.
Remarks 1.4.3
(1) f† can be extended as a functor from D
+(Modr(RX )) to D+(Mod
r(RY )).
(2) Let f : X → Y be as above and let Z be another manifold. Put F = f × IdZ :
X×Z → Y ×Z. Denote by f† the direct image defined on Modr(RX×Ω0Z ) using the
relative Spencer complex (i.e., defined with ΘX×Ω0Z /Z ) and viewing the RZ action
as an extra structure on the terms of f†M , commuting with the differentials of this
complex. Then there is a canonical and functorial isomorphism of functors f†
∼−→ F†.
We will not distinguish between both functors.
Proposition 1.4.4
(1) Let f : X → Y and g : Y → Z be two maps. There is a functorial canonical
isomorphism of functors (g ◦ f)† = g†f†.
(2) If f is an embedding, then f†M = f∗(M ⊗RX RX→Y ).
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(3) If f : X = Y × Z → Y is the projection, we have
f†M = f!God
•
(
M ⊗OX ∧−•ΘX /Y
)
,
and this complex is canonically and functorially isomorphic to the relative Dolbeault
complex f!
(
M ⊗OX E−•,•X /Y
)
.
Proof. — We have a natural morphism
Sp
•
X→Y (OX ) ⊗
f−1RY
Sp
•
Y →Z (OY ) −→ Sp•X→Y (OX ) ⊗
f−1RY
f−1RY →Z
∼−→ Sp•X→Z (OX ).
Both complexes are a resolution of RX→Z by locally free RX -modules: this is clear
for the right-hand term; for the left-hand term, remark that it is naturally quasi-
isomorphic to
RX→Y ⊗
f−1RY
Sp
•
Y →Z (OY ) = OX ⊗
f−1OY
Sp
•
Y →Z (OY )
= OX
L⊗
f−1OY
f−1RY→Z
= OX ⊗
g−1f−1OZ
g−1f−1RZ (RY →Z is OY locally free)
= RX→Z .
Use now the fact that the natural morphism g!f!God
• → g!God• f!God• is an iso-
morphism, as f!God
•
is c-soft, to get the first point. The second point is easy, as
RX→Y is then RX locally free. For the third point, use Example 1.4.1. The canon-
ical isomorphism is obtained by applying f! to the diagram
God
•
(
M ⊗OX E−•,•X /Y
)
M ⊗OX E−•,•X /Y∼
God
•
(
M ⊗OX ∧−•ΘX /Y
)≀
and by using the fact that, each term M ⊗OX E−•,•X /Y being c-soft on each fibre of f ,
its direct images Rjf!
(
M ⊗OX E−•,•X /Y
)
vanish for any j 6= 0.
If f is proper, or proper on the support of M , we have an isomorphism in the
category D+(Modr(RY )):
Rf!
(
M ⊗LRX RX→Y
) ∼−→ Rf∗ (M ⊗LRX RX→Y ) def= f+M .
If moreover M is good, then, for any compact set K in Y , it can be expressed
in a neighbourhood of f−1(K ) as a successive extension of modules which admit
a resolution by coherent induced RX -modules in the neighbourhood of f−1(K ).
Arguing for instance as in [42], one gets:
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Theorem 1.4.5. — Let M be a good right RX -module (or bounded complex) and let
f : X → Y be a holomorphic map which is proper (or proper on the support of M ).
Then the object f+M is good and Char f+M ⊂ f
[
(T ∗f)−1CharM
]
.
Corollary 1.4.6. — If M is holonomic and f is proper on the support of M , then
f+M is holonomic.
Remark 1.4.7. — Let i : X →֒ X ′ be a closed inclusion. Then a RX -module M
is coherent (resp. holonomic, resp. strict) if and only if the RX ′-module i+M is
so. Indeed, this is a local property and it is enough to verify it for the inclusion
X = X×{0} →֒ X×C. Denote by t the coordinate on C. Then i+M = M ⊗CC[ðt],
the OX ′-action on the degree 0 terms being defined as the action of OX . The assertion
is then clear.
Remark 1.4.8 (Direct image for a left RX -module). — The direct image for left RX -
modules is defined as usual by using the standard left-right transformation. It can
be obtained by a formula analogous to that of Definition 1.4.2, using the bi-module
RY ←X .
Assume that f : X = Z×Y → Y is the projection and put n = dimZ = dimX/Y .
If M is a left RX -module, the direct image f†M can be computed directly with
relative de Rham complex:
f†M = f!God
•
(
Ωn+•X /Y ⊗OX M
)
,
and, using the Dolbeault resolution,
f†M = f!
(
E n+•X /Y ⊗OX M
)
.
Remark 1.4.9 (Restriction to z = zo). — If zo 6= 0, one has L∗zo(f†M ) = f†(L∗zoM ),
where the right-hand f† denotes the direct image of D-modules.
1.4.b. Inverse images of RX -modules. — Let f : X → Y be a holomorphic
map and let M be a left RY -module. The inverse image f+M is the object
RX→Y ⊗Lf−1RY f−1M .
In general, we only consider the case where f is smooth (or, more generally, non-
characteristic, cf. §3.7). Then, OX being f−1OY -flat, we have f+M = OX ⊗f−1OY
f−1M with the structure of a left RX -module defined as for RX→Y . It is RX -good
if M is RY -good.
Assume on the other hand that M is OY -locally free of finite rank, but make no
assumption on f . Then f+M = f∗M as an OX -module, with the structure of a left
RX -module defined as above. It is also OX -locally free of finite rank.
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1.5. Sesquilinear pairings on RX -modules
1.5.a. Conjugation. — Denote by XR the C
∞-manifold underlying X and by X
the complex analytic manifold conjugate to X , i.e., XR equipped with the structural
sheaf OX of antiholomorphic functions. Notice that the conjugate of an open set of
X is the same open set with a different sheaf of holomorphic functions. Recall that
the conjugation : OX → OX makes OX a OX -module. Given any OX -module F ,
we denote by F its conjugate OX -module defined by
F = OX ⊗
OX
F .
One may extend as a ring morphism DX → DX (in local coordinates, ∂xi = ∂xi)
and define similarly F for DX -modules.
On the P1 factor, we will define a geometric conjugation that we also denote by .
It is induced by the involution z 7→ −1/z. For notational convenience, we denote for
a while by c the usual conjugation functor on P1. Given any open set Ω of P1, denote
by Ω its image by the previous involution. Then, if g(z) is a holomorphic function on
Ω, its conjugate g(z) is by definition the holomorphic function c
(
g(−1/c(z))) on Ω.
Notice that we have
Ω0 = Ω∞, Ω∞ = Ω0 and S = S.
We will now mix these two notions to get a conjugation functor on X × P1. We
continue to denote by c the usual conjugation functor on X × P1, but we keep the
notation on X . Let σ : cP1 → P1 or P1 → cP1 denote the antilinear involution of
P1 defined by
σ(c(z)) = −1/z or σ(z) = −1/c(z).
Then, for any open set Ω ⊂ P1, σ induces isomorphisms
c(Ω)
∼−→ Ω.
We also denote by σ the inverse isomorphisms. Define σ on X × P1 so that it is the
identity on the X-factor.
We now have a conjugation functor
def
= σ∗c: given any holomorphic function
f(x, z) on an open set U ×Ω of X ×P1, we put f(x, z) = c(f(x,−1/c(z))); therefore,
defines a functor, also denoted by as above, which sends RX×Ω-modules to
RX×Ω = RX×Ω-modules and conversely (in particular, ðxi = −z−1∂xi). Notice also
that, if m is a section of M on U × Ω, it is also a section of cM on U × Ω, that we
denote by c(m), and it defines a section m of M = σ∗cM on U ×σ−1(Ω) = U×σ(Ω).
In particular, we have an identification
OX×Ω = OX×Ω, OX×Ω,(x,z) = OX×Ω,(x,−1/z)
by putting as above f(x, z) = c
(
f(x,−1/c(z))). Similarly, we have RX×Ω = RX×Ω
when Ω ⊂ C∗, C∞XR×S = C∞XR×S, DbXR×S/S = DbXR×S/S, etc. Be careful, however,
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that these last identifications are not OS-linear, but are linear over the “conjugation”
OS −→ OS = cσ∗OS
λ(z) 7−→ λ(z) = c(λ(−1/c(z))).(1.5.1)
1.5.b. Sesquilinear pairings. — We use notation and results of §§0.3–0.5.
Given two left RX -modules M
′ and M ′′, we define a sesquilinear pairing between
M ′|S and M
′′
|S as a R(X,X),S-linear pairing
C : M ′|S ⊗
OS
M ′′|S −→ DbXR×S/S,
where the left-hand term is equipped with its natural R(X,X),S-structure. Similarly,
a sesquilinear pairing for right RX -modules takes values in CXR×S/S.
Remark 1.5.2. — It is easy to verify that the various functors “going from left to
right”, for RX |S- and R(X,X),S-modules are compatible, and that they are compatible
with sesquilinear pairings.
Lemma 1.5.3. — If M ′,M ′′ are strict holonomic RX -modules having their charac-
teristic varieties CharM ′◦, CharM ′′◦ contained in the zero section, then any sesqui-
linear pairing C between M ′ and M ′′ takes values in C∞,anX |S .
Proof. — The assertion is local on X . According to Proposition 1.2.8, when restric-
ted to X◦, M ′,M ′′ are OX -locally free of finite rank and, given any (xo, zo) ∈ X×S,
we may find bases e′, e′′ of M ′(xo,zo),M
′′
(xo,−zo)
satisfying ðe′ = 0, ðe′′ = 0. Lemma
0.5.3 then shows in particular that C takes values in C∞,anX |S (and more precisely in
the subsheaf of functions which are real analytic with respect to X).
Example 1.5.4 (Basic holomorphic distributions). — Let β = β′ + iβ′′ be a complex
number such that β′ 6∈ −N∗. Notice that there exists an open neighbourhood nbβ(S)
such that the map nbβ(S)→ C defined by z 7→ (β ⋆ z)/z (recall that the operation ⋆
is defined by (0.9.1)) takes values in Cr (−N∗):
– if β′′ = 0, this function is constant and equal to β′;
– otherwise, (β ⋆ z)/z = −k ∈ −N∗ is equivalent to z = i((β′ + k)/β′′ ±√
1 + [(β′ + k)/β′′]2
)
, k ∈ N∗; the solutions belong to iR r {±i} and do not
accumulate at ±i.
Putting s = β ⋆ z/z in Example 0.5.2(3), we therefore get a section uβ,ℓ = Uℓ
of DbXR×S/S; we have uβ,ℓ = |t|2(β⋆z)/zL(t)ℓ/ℓ!. Then, the uβ,ℓ satisfy (if we set
uβ,−1 = 0)
(1.5.5) (tðt − β ⋆ z)uβ,ℓ = uβ,ℓ−1.
Recall that (β ⋆ z)/z = (β ⋆ z)/z, i.e., (β ⋆ z)/z is “real”, where is the conjugation
defined in §1.5.a, or equivalently, β ⋆ z = β ⋆ z. Hence uβ,ℓ = uβ,ℓ. Consequently, the
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uβ,ℓ also satisfy
(1.5.6) (tðt − β ⋆ z)uβ,ℓ = uβ,ℓ−1.
Fix zo ∈ S. Let β ∈ C be such that Re(β ⋆ zo)/zo = β′ − β′′(zo + 1/zo)/2 > −1.
Then, there exists a neighbourhood ∆ of zo in S on which uβ,ℓ defines an element of
L1loc(D ×∆). If B is a finite set of complex numbers β such that
β ∈ B =⇒ Re(β ⋆ zo)/zo > −1,(1.5.7)
β1, β2 ∈ B and β1 − β2 ∈ Z =⇒ β1 = β2,(1.5.8)
then the family (uβ,ℓ)β∈B,ℓ∈N of elements of L
1
loc(D × ∆) (with ∆ small enough,
depending on B), is free over C∞(D ×∆): this is seen by considering the order of
growth for any z ∈∆.
1.6. The category R-Triples(X)
1.6.a. The category R-Triples(X) and Hermitian adjunction
Definition 1.6.1 (of R-Triples(X))
– An object of R- Triples(X) is a triple T = (M ′,M ′′, C), where M ′,M ′′ are left
RX -modules and
C : M ′|S ⊗
OS
M ′′|S −→ DbXR×S/S
is a sesquilinear pairing.
– A morphism ϕ : (M ′1,M
′′
1 , C1) → (M ′2,M ′′2 , C2) is a pair (ϕ′, ϕ′′), where ϕ′ :
M ′2 → M ′1 and ϕ′′ : M ′′1 → M ′′2 are RX -linear and compatible with C1, C2, i.e.,
satisfy
C1(ϕ
′
•, ⋆) = C2(•, ϕ′′⋆).
– The Tate twist of an object of R- Triples(X) is defined, for k ∈ 12Z, by
(M ′,M ′′, C)(k) = (M ′,M ′′, (iz)−2kC).
Any morphism between triples is also a morphism between the twisted triples (with
the same twist), and we denote it in the same way.
The category R- Triples(X) is abelian. If T is an object of R- Triples(X) and
λ(z) ∈ O(S), the object λ(z) · T is by definition the object (M ′,M ′′, λ(z)C). If
ϕ : T1 → T2 is a morphism, then it is also a morphism between λ(z) · T1 and
λ(z) ·T2.
There are two functors T 7→ M ′ and T 7→ M ′′, the first one to the category
Mod(RX )op (opposite category), and the second one to Mod(RX ). The identity
morphism IdT is defined as (IdM ′ , IdM ′′).
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Definition 1.6.2 (Adjunction). — LetT = (M ′,M ′′, C) be an object ofR- Triples(X).
Its Hermitian adjoint T ∗ is by definition
T ∗ = (M ′,M ′′, C)∗
def
= (M ′′,M ′, C∗), with C∗(µ,m)
def
= C(m,µ).
If ϕ = (ϕ′, ϕ′′) : T1 → T2 is a morphism in R- Triples(X), its adjoint ϕ∗ def= (ϕ′′, ϕ′)
is a morphism T ∗2 → T ∗1 in R- Triples(X).
For k ∈ 12Z, we choose a canonical isomorphism:
(1.6.3) ((−1)2k IdM ′ , IdM ′′) : T (k) ∼−→ T ∗(−k)∗.
This isomorphism defines by adjunction an isomorphism T ∗(−k) ∼−→ T (k)∗ which
is compatible with the composition of twists. These isomorphisms are equal to Id if
k ∈ Z.
Remark 1.6.4. — We may define similarly the category R- Triples(X)r: the objects
are triples (M ′,M ′′, C), where M ′,M ′′ are right RX -modules and C takes values
in CXR×S/S. The Hermitian adjoint is defined similarly.
Given a left triple (M ′,M ′′, C), the associated right triple is (M ′r,M ′′r, Cr) with
M ′r = ωX ⊗OX M ′, and similarly for M ′′; moreover, Cr is defined as
Cr(ω′ ⊗m,ω′′ ⊗ µ) = ε(n)( i2π)n · C(m,µ)ω′ ∧ ω′′ (n = dimX).
Going from left to right is compatible with adjunction: (Cr)∗ = (C∗)r.
Definition 1.6.5. — A sesquilinear duality of weight w ∈ Z on T is a morphism
S : T → T ∗(−w).
Write S = (S′, S′′) with S′, S′′ : M ′′ → M ′. Then S is a morphism if and only
if C, S′, S′′ satisfy, for local sections µ1, µ2 of M ′′,
C(S′µ1, µ2) = (iz)
2wC∗(µ1, S′′µ2).
Let k ∈ 12Z. Put S (k) =
(
(−1)2kS′, S′′). Then S is a sesquilinear duality of
weight w on T if and only if S (k) : T (k) → (T (k))∗(−w + 2k) is a sesquilinear
duality of weight w − 2k on T (k). In particular, S (w/2) is a sesquilinear duality of
weight 0 on T (w/2).
Notice that S (k) is obtained by composing S : T (k) → T ∗(−w + k) with the
canonical isomorphism chosen above T ∗
∼−→ T (k)∗(k), applied to the (−w + k)
twisted objects.
If S : T → T ∗(−w) has weight w, associate to it the sesquilinear pairing on S:
(1.6.6) hS,S
def
= (iz)−wC ◦ (S′′ ⊗ Id) : M ′′|S ⊗
OS
M ′′|S −→ DbXR×S/S .
Notice that hS,S = hS,S (k) for any k ∈ 12Z. We denote this pairing by hS when S
is fixed.
1.6. THE CATEGORY R- Triples(X) 33
Definition 1.6.7. — A sesquilinear duality of weight w on T is said to be Hermitian
if it satisfies
S ∗ = (−1)wS , i.e., S′ = (−1)wS′′.
The exponent w is useful to get that, if S is Hermitian, then S (k) is Hermitian
for any k ∈ 12Z. If S : T → T ∗(−w) is Hermitian, then its associated sesquilinear
pairing hS,S on S is Hermitian, i.e., h
∗
S
= hS.
Remark 1.6.8. — Let S : T → T ∗ be a Hermitian duality of weight 0. Assume
that S is an isomorphism. Put M = M ′′. Then T is isomorphic to the triple
(M ,M , hS) which is self-adjoint and, under this isomorphism, S corresponds to
(IdM , IdM ). Indeed, the isomorphism is nothing but
(S′′, IdM ′′) : (M
′,M ′′, C) −→ (M ′′,M ′′, hS),
as S′ = S′′ by assumption. This trick, combined with a Tate twist by (w/2), reduces
the study of polarized twistor D-modules (cf. Definition 4.2.1) to that of objects of
the form [(M ,M , C), (IdM , IdM )].
1.6.b. Smooth triples. — We say that an object T = (M ′,M ′′, C) of
R- Triples(X) is smooth if M ′ and M ′′ are OX locally free of finite rank. It
follows from Lemma 1.5.3 that, for a smooth triple T , the sesquilinear pairing C
takes values in C∞XR×S.
Definition 1.6.9 (Inverse image). — Let f : Y → X be a holomorphic map between
complex analytic manifolds Y and X . The inverse image by f of the left smooth
triple T = (M ′,M ′′, C) is the smooth triple f+T = (f+M ′, f+M ′′, f+C), where
f+M = f∗M is taken in the sense of O-modules with connections (cf. §1.4.b) and
f+C(1⊗m′, 1⊗m′′) = C(m′,m′′) ◦ f .
Remarks 1.6.10
– The inverse image by f of C by is well defined because C takes values in C∞
functions on X , and not only in distributions on X .
– The inverse image by f of a morphism is the usual inverse image of each com-
ponent of the morphism.
– The inverse image functor commutes with Tate twist and Hermitian adjunction.
The last remark allows one to introduce:
Definition 1.6.11 (Inverse image of a sesquilinear duality). — Assume that T is
smooth. The inverse image
f+S : f+T −→ f+T ∗(−w)
of a sesquilinear pairing S = (S′, S′′) : T → T ∗(−w) of weight w is the morphism(
f∗S′, f∗S′′
)
.
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A Hermitian sesquilinear duality of weight w remains Hermitian of weight w after
inverse image.
1.6.c. Differential graded R-triples. — Consider the category of graded R-
triples T = ⊕j∈ZT j . Morphisms are graded. We will follow the usual convention
when writing indices: Tj = T −j . For k ∈ Z, put (T [k])j = Tj−k or (T [k])j = T j+k.
The shift [•] and the twist (•) commute. A differential d is a morphism T → T [1](ε)
such that d ◦ d = 0, for some ε ∈ Z.
The Hermitian adjunction is defined by T ∗ = ⊕j(T ∗)j with the grading (T ∗)j =
(T −j)∗. We have (T [k])∗ = T ∗[−k].
A sesquilinear duality of weightw onT is a (graded) morphismS : T → T ∗(−w),
i.e., a family of morphisms S j : T j → T −j∗(−w).
A morphism ϕ : T → T [k](ℓ) is selfadjoint (resp. skewadjoint) with respect to S
if the following diagram commutes (resp. anticommutes):
T
S
ϕ
T ∗(−w)
ϕ∗
T [k](ℓ)
S
T ∗[k](ℓ− w)
A differential d is selfadjoint with respect to S if and only if S is a morphism of
complexes (T , d)→ (T ∗(−w), d∗).
Filtered objects are defined similarly: a decreasing filtration F •T of T consists of
the datum of decreasing filtrations F •M ′, F •M ′′ such that, for any k ∈ Z, we have
C(F−k+1M ′, F kM ′′) = 0; then F kT = (M ′/F−k+1M ′, F kM ′′, C) is well defined
and we have grkFT = (gr
−k
F M
′, grkFM
′′, C) (where we still denote by C the pairing
naturally induced by C).
Define the decreasing filtration F •T ∗ by F k(T ∗) = (M ′′/F−k+1M ′, F kM ′, C∗).
Then grkF (T
∗) = (gr−kF T )
∗ and, considering the total graded object grFT , this is
compatible with the definition above of adjunction for graded objects.
Lemma 1.6.12. — Let (T , F •) be a filtered R-triple, equipped with a filtered differen-
tial d and a filtered sesquilinear duality S of weight w. Assume that d is selfadjoint
with respect to S . Then S induces a natural sesquilinear duality of weight w on
Ej1 = ⊕pHj(grpFT ) with respect to which the differential d1 : Ej1 → Ej+11 is selfad-
joint.
1.6.d. Direct images in R-Triples. — The purpose of this paragraph is to
define, for any holomorphic map f : X → Y and any object T = (M ′,M ′′, C)
of R- Triples(X), an object f†T in the derived category D+(R- Triples(Y )). Such
an object is a complex ((N ′•)op,N ′′•, C•), where the first term is a complex in
the opposite category Mod(RY )op (given a complex N
• in Mod(RY ), we put
N op k = N −k) and the second term a complex in Mod(RY ). Therefore Ck is a
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morphism N ′−k|S ⊗N ′′k|S → CYR×S/S which is compatible with the differentials, i.e.,
the following diagram commutes:
N ′−k|S ⊗N ′′k|S
d′′
Ck
CYR×S/S
N ′−k−1|S ⊗N ′′k+1|S
d′
Ck+1
CYR×S/S
The complex f†T will take the form ((f†M ′)op, f†M ′′, f†C), where f†M ′, f†M ′′ are
defined in §1.4.a and (f†M ′)op is the corresponding complex in the opposite category.
We will therefore obtain a family of sesquilinear pairings
(1.6.13) f i†C : H
−i(f†M
′
|S)⊗OS H i(f†M ′′|S) −→ CYR×S/S.
We will define f†C when f is a projection and when f is an inclusion. For a
general f , we write it as the composition of its graph inclusion if and of the canonical
projection pf , and put f† = pf†if†.
We will prove
(1.6.14) f j† (T
∗) = (f−j† T )
∗
and, whenever f and g are composable,
(1.6.15) (g ◦ f)†T = g†(f†T )
(a) Case of a projection f : X = Z × Y → Y and left triples. — Recall (cf. Remark
1.4.8) that we have (f†M )S = f!
(
E n+•XR×S/YR×S ⊗OX |S M|S
)
. Consider the family of
morphisms
(f†C)
j : f!
(
E n−jXR×S/YR×S ⊗OX |S M
′
|S
) ⊗
OS
f!
(
E n+jXR×S/YR×S ⊗OX |S M ′′|S
) −→ DbYR×S/S
defined by
(1.6.16) (ηn−j ⊗m′)⊗ (ηn+j ⊗m′′) 7−→ ε(n+ j)
(2iπ)n
∫
f
C(m′,m′′) ηn−j ∧ ηn+j .
Lemma 1.6.17
(1) f†T
def
=
(
(f†M ′)op, f†M ′′, f†C
)
is an object of D+(R- Triples(Y )).
(2) We have (f†C
∗)−j = ((f†C)
j)∗.
(3) If f, g are two composable projections, we have (g ◦ f)†C = g†(f†C).
Proof. — We have, by R(X,X),S-linearity of C, and up to multiplication by (−1)n,
(f†C)
j
(∇(ηn−j−1 ⊗m′)⊗ (ηn+j ⊗m′′))
=
ε(n+ j)
(2iπ)n
∫
f
(
C(m′,m′′)dηn−j−1 + C(∇m′,m′′) ∧ ηn−j−1) ∧ ηn+j
=
ε(n+ j)
(2iπ)n
∫
f
(
C(m′,m′′)dηn−j−1 + d′C(m′,m′′) ∧ ηn−j−1) ∧ ηn+j
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and similarly
(f†C)
j+1
(
(ηn−j−1 ⊗m′)⊗∇(ηn+j ⊗m′′))
=
ε(n+ j + 1)
(2iπ)n
∫
f
ηn−j−1 ∧ (C(m′,∇m′′) ∧ ηn+j + C(m′,m′′)dηn+j)
=
ε(n+ j + 1)
(2iπ)n
∫
f
ηn−j−1 ∧ (d′′C(m′,m′′) ∧ ηn+j + C(m′,m′′)dηn+j).
Using that ε(n+ j+1) = (−1)n+jε(n+ j) = (−1)n−jε(n+ j), Stokes Formula implies
that both terms are equal, hence 1.6.17(1).
To prove 1.6.17(2), remark that we have
(f†C
∗)−j
(
(ηn+j ⊗m′′)⊗ (ηn−j ⊗m′)) = ε(n− j)
(2iπ)n
∫
f
C∗(m′′,m′) ηn+j ∧ ηn−j
=
(−1)jε(n− j)
(2iπ)n
∫
f
C(m′,m′′) ηn−j ∧ ηn+j
= ((f†C)
j)∗
(
(ηn+j ⊗m′′)⊗ (ηn−j ⊗m′)),
the last equality following from (−1)jε(n− j) = ε(n+ j).
Last, 1.6.17(3) follows from
(−1)(m−k)(n+j)ε(m+n+j+k) = (−1)(m+k)(n+j)ε(m+n+j+k) = ε(n+j)ε(m+k).
(b) Case of a closed inclusion i : X →֒ Y . — Consider first the case of right triples.
In this case, i†M is generated by i∗M as a RY -module. The pairing i†C is extended
by RY -linearity from its restriction to i∗M ′|S ⊗ i∗M ′′|S, where it is defined as the
composition of C with the direct image of currents
CXR×S/S
i++−−−−→ CYR×S/S
u 7−→ i++u : ψ 7−→ 〈u, ψ ◦ i〉 (ψ ∈ C∞c (Y × S))
For left triples, define i†C in such a way that (i†C)
r = i†(C
r), where Cr is defined in
Remark 1.6.4. If X is a submanifold of Y defined by xj = 0 (j ∈ J ⊂ {1, . . . , n}), we
identify i†M with M ⊗C C[ðxj j∈J ] and we have, for any ϕ ∈ E n,nc (Y × S/S),
〈(i†C)(m′ ⊗ 1,m′′ ⊗ 1), ϕ〉 =
〈
C(m′,m′′),
ϕ∏
j∈J
i
2πdxj ∧ dxj
〉
.
The conclusions of Lemma 1.6.17 clearly hold for the case of closed inclusions.
Remark. — It may be more convenient to write the form i2πdxj ∧ dxj as
1
2iπ
dxj
z
∧ dxj
z
when checking the compatibilities below.
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(c) General case. — For a general f , define f† as the composition pf†if† as indicated
above. One has to check first that this is compatible with the previous definitions
when f is a projection or an inclusion. This is mainly reduced to checking this for a
closed inclusion f : X →֒ Y .
Then, to conclude that (g◦f)† = g†f†, and to end the proof of (1.6.14) and (1.6.15),
it is enough to show that, in the following cartesian diagram,
X × Y Id×i
p
X × Y ′
p′
Y
i
Y ′
we have p′† ◦ (Id×i′)† = i†p†.
We leave both computations to the reader.
1.6.e. The Lefschetz morphism. — Let c ∈ H2(X,C) be a real (1, 1)-class (the
Chern class of a holomorphic line bundle for instance). We will show that it induces,
for any RX -module M , a morphism
Lc : H
if†M −→ H i+2f†M
in such a way that, if T = (M ′,M ′′, C) is an object of the category R- Triples(X)
or the derived category D(R- Triples(X)), then Lc induces a functorial morphism in
R- Triples(Y ):
(1.6.18) Lc = (L
′
c, L
′′
c )
def
= (−Lc, Lc) : f j†T −→ f j+2† T (1).
It will be enough to apply the following computation to a closed real (1, 1)-form
ω ∈ Γ(X, E 1,1X ) representing c.
Let if : X →֒ X × Y be the graph inclusion of f and let p : X × Y → Y be the
projection. We have f†T = p†if,†T . So we may replace T with if,†T and assume
that f is the projection X = Z × Y → Y .
Let ω be a real closed (1, 1)-form on X . We define Lω : f†M → f†M [2] as the
morphism induced by z−1ω∧ on f!
(
E n+•X /Y ⊗OX M
)
, where n = dimX/Y (cf. Remark
1.4.8). It is a morphism because ω is closed and the morphism induced on the co-
homology depends on c only.
We will now show that, as ω is real 2-form, we have a morphism
Lω = (L
′
ω, L
′′
ω)
def
= (−Lω, Lω) : f j†T −→ f j+2† T (1).
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As ω is a real 2-form, we have, by Formula (1.6.16) and using that ε(n + j + 2) =
−ε(n+ j),
f j†C
(
L′ω(η
n−j−2 ⊗m),ηn+j ⊗ µ) = −ε(n+ j)
(2iπ)n
∫
f
C(m,µ)z−1ω ∧ ηn−j−2 ∧ ηn+j
= −(iz)−2 ε(n+ j)
(2iπ)n
∫
f
C(m,µ)ηn−j−2 ∧ z−1ω ∧ ηn+j
= (iz)−2
ε(n+ j + 2)
(2iπ)n
∫
f
C(m,µ)ηn−j−2 ∧ z−1ω ∧ ηn+j
= (iz)−2f j+2† C
(
ηn−j−2 ⊗m,L′′ω(ηn+j ⊗ µ)
)
.
CHAPTER 2
SMOOTH TWISTOR STRUCTURES
The notion of a twistor structure has been introduced by C.Simpson in [62] (see
also [63]) in order to extend the formalism of variations of Hodge structures to more
general local systems. The purpose of this chapter is to review the basic definitions
in the language of R- Triples, in order to extend them to RX -modules. Following
Simpson, we express the Hodge theory developed in [61] in terms of twistors and
recall the proof of the Hodge-Simpson theorem 2.2.4. Nevertheless, this theorem will
not be used in its full strength for twistor D-modules, according to the method of
M.Saito. It is useful, however, to understand the main result (Theorem 6.1.1).
2.1. Twistor structures in dimension 0
In order to explain such a definition, we will first give details on the simplest
example, i.e., when X is reduced to a point. We will first give definitions for weight 0,
then give the way to obtain a twistor of weight 0 from a twistor of weight w: this is
the analogue of the Weil operator C in Hodge theory. The convention taken here will
look convenient later on.
2.1.a. Twistor structures in dimension 0 after C. Simpson [62]. — A pure
twistor of rank d and weight w is a vector bundle on P1 isomorphic to (OP1(w))
d.
A mixed twistor is a vector bundle H˜ on P1 equipped with an increasing filtration
W• indexed by Z such that, for each ℓ ∈ Z, grWℓ H˜ is pure of weight ℓ. A pure
twistor structure can also be viewed as a mixed twistor structure in a natural way. A
morphism of mixed twistor structures is a morphism of vector bundles which respects
the filtrations W . There are no nonzero morphisms between pure twistor structures
when the weight of the source is strictly bigger than the weight of the target. The
category of pure twistor structures of weight w is equivalent to the category ofC-vector
spaces, hence it is abelian. The category of mixed twistor structures is therefore
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abelian and any morphism is strict with respect to W (see loc. cit., and also [17,
Th. 1.2.10], [54, Lemme 5.1.15]).
2.1.b. Twistor structures in dimension 0 as objects of R-Triples. — We will
give an equivalent definition of twistor structures which will be extended to arbitrary
dimensions in §4.1. A twistor structure of rank d and of weight w consists of the data
of two free OΩ0 -modules H
′ and H ′′ and of a OS-linear pairing
(2.1.1) C : H ′|S ⊗
OS
H ′′|S −→ OS
(in other words, (H ′,H ′′, C) is an object of R- Triples(pt) where C takes values in
OS instead of only C
0
S
), such that (a) and (b) below are satisfied:
(a) The sesquilinear pairing (2.1.1) is nondegenerate, i.e., its matrix in any local
basis of H ′|S and H
′′
|S is invertible, so that the associated OS-linear morphism induces
an isomorphism
(2.1.2) H ′′|S
∼−→ H ′∨|S def= H omOΩ0 (H ′,OΩ0)S.
(b) The locally free OP1-module H˜ obtained by gluing H
′∨ (dual of H ′, chart
Ω0) and H ′′ (conjugate of H ′′, chart Ω∞; cf. §1.5.a) using (2.1.2) is isomorphic to
OP1(w)
d.
Having chosen 0 and ∞ on P1, the category of twistor structures of weight w is a
full subcategory of R- Triples(pt): a morphism ϕ : (H ′1 ,H
′′
1 , C1) → (H ′2 ,H ′′2 , C2)
consists of the data of morphisms ϕ′ : H ′2 → H ′1 , ϕ′′ : H ′′1 → H ′′2 of OΩ0 -modules
such that C1(ϕ
′(m′2) ⊗m′′1) = C2(m′2 ⊗ ϕ′′(m′′1 )) for any zo ∈ S and all m′2 ∈ H ′2,zo ,
m′′1 ∈ H ′′1,−zo (recall that σ(zo) = −zo when zo ∈ S). This category is clearly
equivalent to the category of semistable vector bundles of slope w on P1, or to the
category of finite dimensional C-vector spaces.
The notion of a Tate twist is also well defined: recall that, for k ∈ 12Z, we put
(2.1.3) (H ′,H ′′, C)(k)
def
= (H ′,H ′′, (iz)−2kC).
The weight of (H ′,H ′′, C)(k) is w − 2k, if (H ′,H ′′, C) has weight w.
Weil reduction to weight 0. — Given a twistor T = (H ′,H ′′, C) of weight w, its
associated twistor of weight 0 is by definition T˜ = T (w/2) = (H ′,H ′′, (iz)−wC).
Notice that, if ϕ : T1 → T2 is a morphism of twistors of weight w then ϕ also defines
a morphism T˜1 → T˜2. Notice also that, for any k ∈ 12Z, the twistors T and T (k)
have the same associated twistor of weight 0.
Remark 2.1.4. — A triple (H ′,H ′′, C) is a pure twistor of weight w if and only of
one can find C-vector spaces H ′ ⊂ Γ(Ω0,H ′), H ′′ ⊂ Γ(Ω0,H ′′) of finite dimension
(equal to rkH ′ = rkH ′′) such that H ′ = OΩ0 ⊗C H ′, H ′′ = OΩ0 ⊗C H ′′, the
restriction of Γ(S, C) to H ′ ⊗ H ′′ takes values in zwC ⊂ Γ(S,OS), and induces an
isomorphism H ′′
∼−→ H ′∨.
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We may also define the category of mixed twistor structures as the category of
triples with a finite filtration, such that grWℓ is a pure twistor structure of weight ℓ.
If (H ′,H ′′, C) is a mixed twistor structure, then H ′ and H ′′ are locally free and
C is nondegenerate. This category is equivalent to the category of mixed twistor
structures in the sense of Simpson.
2.1.c. Hermitian adjunction and polarization. — Recall that the Hermitian
adjoint T ∗ of the triple T = (H ′,H ′′, C) is the triple T ∗ = (H ′′,H ′, C∗)
(cf. Definition 1.6.2). If T is a twistor of weight w, then T ∗ has weight −w. Recall
also that (T (k))∗ = T ∗(−k) for k ∈ Z and that we have chosen an isomorphism
(T (k))∗
∼−→ T ∗(−k) if k ∈ 12Z.
Definition 2.1.5. — Let T = (H ′,H ′′, C) be a twistor structure of pure weight w.
A Hermitian duality of T is an isomorphism S : T → T ∗(−w) which is a Hermitian
sesquilinear pairing of weight w in the sense of Definition 1.6.7, i.e., which satisfies
S ∗ = (−1)wS .
The associated sesquilinear pairing (cf. (1.6.6))
(2.1.6) hS
def
= (iz)−wC ◦ (S′′ ⊗ Id) : H ′′|S ⊗
OS
H ′′|S −→ OS
is nondegenerate and Hermitian, i.e., satisfies hS(m,µ) = hS(µ,m) for local sections
m,µ of H ′′|S.
Assume now that w = 0. We therefore have S′ = S′′
def
= S. Let H˜ be the trivial
OP1-bundle defined in (b) above and consider its conjugate H˜ in the sense of §1.5.a.
This is the trivial vector bundle obtained by gluing H ′′ (chart Ω0) and H ′∨ (chart
Ω∞), using the conjugate of the map (2.1.2) (also denoted by C) induced by C, that
we denote by C. We may define a OP1-linear pairing h˜ : H˜ ⊗O
P1
H˜ → OP1 in the
following way:
– in the chart Ω0, h˜ is the pairing 〈S•, •〉 : H ′′ ⊗OΩ0 H ′∨ → OΩ0 , where 〈 , 〉 is
the standard duality pairing;
– in the chart Ω∞, h˜ is the pairing 〈•, S•〉 : H ′∨ ⊗OΩ∞ H ′′ → OΩ∞ ;
– that both definitions agree near S follows from the fact that hS is Hermitian;
using C, one may identify h˜S with hS; for the same reason, h˜ is Hermitian.
Denote by H the rank d vector space H0(P1, H˜ ). Its conjugate H is canonically
identified with H0(P1, H˜ ). Therefore, h˜ induces a Hermitian pairing
(2.1.7) h = π∗h˜ : H ⊗
C
H −→ C.
Remark 2.1.8. — We have a canonical inclusion H ⊂ Γ(S,H ′′|S) (restriction of sec-
tions). We also have a canonical conjugate inclusion H ⊂ Γ(S,H ′′|S). Then h may be
identified with the restriction of Γ(S, hS) to H ⊗C H by these inclusions.
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If T has weight 0, we say that the Hermitian duality S : T → T ∗ is a polarization
of T if (c) below is satisfied:
(c) The Hermitian pairing h defines on H a positive definite Hermitian form.
Reduction to weight 0. — If T has weight w, we say that a Hermitian duality
S : T → T ∗(−w) is a polarization of the twistor structure T of pure weight w
if S (w/2) (defined after Definition 1.6.5) is a polarization of T (w/2), i.e., the posit-
ivity condition (c) above is satisfied for the Hermitian duality S (w/2) of the twistor
structure T (w/2) of weight 0. This is equivalent to saying that, if H is defined as
above with T (w/2) and H ⊂ H|S is the corresponding inclusion, then the restriction
of hS defined by (2.1.6) to H ⊗C H is positive definite.
Notice that, if (T ,S ) is a polarized twistor structure of weight w, then, for any
k ∈ 12Z, (T (k),S (k)) is a polarized twistor structure of weight w − 2k.
Under the equivalence above, the category of polarized twistor structures of
weight w (the morphisms being the morphisms of twistor structures) is equivalent
to the category of C-vector spaces with a positive definite Hermitian form (the
morphisms being all linear maps). In particular we have:
Fact 2.1.9. — Let T1 be a subtwistor structure of the polarized twistor structure
(T ,S ) (the weight is fixed). Then S induces a polarization on the subtwistor, which
is a direct summand of (T ,S ).
2.1.d. Complex Hodge structures and twistor structures (after [62])
Consider the example of §1.3.c with X a point. So, let H be a C-vector space
equipped with a decomposition H = ⊕pHp,w−p, that we call a complex Hodge struc-
ture. Consider the two decreasing filtrations
F ′p = ⊕
p′>p
Hp
′,w−p′ and F ′′q = ⊕
q′>q
Hw−q
′,q′
and the Rees modules associated to these filtrations
H ′∨
def
= ⊕
p
F
′p
z−p ⊂ C[z, z−1]⊗
C
H H ′′
def
= ⊕
q
F ′′qz−q ⊂ C[z, z−1]⊗
C
H.
We will now work with the algebraic variant of twistor structures, where we replace
O(S) with C[z, z−1], H ′,H ′′ are viewed as free C[z]-modules, and where we replace
H ′|S with H
′◦ = C[z, z−1]⊗C[z] H ′, etc. We have
H ′ = ⊕
p
(
(H
p,w−p
)∨zpC[z]
)
H ′∨ = ⊕
p
(
H
p,w−p
z−pC[z]
)
H ′′ = ⊕
p
(
Hp,w−pzp−wC[z]
)
H ′′ = ⊕
p
(
H
p,w−p
zw−pC[z−1]
)
.
The inclusions
H ′∨ = ⊕
p
F
′p
z−p ⊂ C[z, z−1]⊗
C
H ⊃ ⊕
q
F
′′q
zq = H ′′
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define a semistable vector bundle of weight w on P1. The pairing C is induced by the
natural C-duality pairing 〈 , 〉:
(H
p,w−p
)∨zp ⊗Hp,w−pzw−p −→ zwC[z]
x∨zp ⊗ yzw−p 7−→ 〈x∨, y〉zw.
Let us now compare the notion of polarization with the usual one. The natural
inclusion j : H →֒ H′′◦ is induced byHp,w−p 7→ Hp,w−pzp−w. The conjugate inclusion
 : H →֒ H′′◦ is given by Hp,w−p 7→ Hp,w−p(−1)p−wzw−p.
Let k be a polarization of the Hodge structure as in §1.3.c (with dimX = 0).
We view k as an isomorphism Hp,w−p
∼−→ (Hp,w−p)∨. Define S′ : H ′′ → H ′ by
S′ = zwk : Hp,w−pzp−w → (Hp,w−p)∨zp and S′′ = (−1)wS′ = (−z)wk.
For x, y ∈ Hp,w−p, we have
hS(j(x), (y)) = (iz)
−wC
(
S′′(j(x)), (y)
)
= (iz)−wC
(
S′′(xzp−w), (−1)p−wyzw−p)
= (−1)p(iz)−wC(k(x)zp, yzw−p)
= (−1)pi−w〈k(x), y〉.
We therefore recover the usual notion of positivity.
2.1.e. Graded Lefschetz twistor structures. — Fix ε = ±1. A graded Lefschetz
twistor structure [T = (H ′,H ′′, C),L ] of weight w ∈ Z and type ε consists of
– a finite family, indexed by j ∈ Z, of twistor structures Tj = (H ′−j ,H ′′j , Cj) of
weight w − εj, so that T = ⊕jTj ,
– a graded morphism L : T → T (ε) of degree −2, such that, for any j, the
component L : Tj → Tj−2(ε) is a morphism of twistor structures of weight w − εj,
and that, for any j > 0, L j : Tj → T−j(εj) is an isomorphism.
Morphisms ϕ are families (ϕj)j of morphisms of twistor structures, which are com-
patible with L . Remark that L = (L′, L′′), with L′ : H ′j → H ′j−2 and L′′ : H ′′j →
H ′′j−2 (we forget the index j for L ).
Remark 2.1.10. — We will follow the usual convention when writing upper indices:
put T j = T−j ; then T
j has weight w + εj and L is a morphism T j → T j+2(ε).
The primitive part of index j > 0 of (T ,L ) is the twistor structure PTj of
weight w − εj defined as KerL j+1 : Tj → T−j−2(ε(j + 1)). We therefore have
PTj = (L
′jPH ′j , PH
′′
j , Cj),
where PH ′′j = Ker[L
′′j+1 : H ′′j → H ′′−j−2], and similarly for PH ′j . The prim-
itive parts allow one to reconstruct (T ,L ) up to isomorphism using the Lefschetz
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decomposition: for any j > 0,
(2.1.11) Tj = ⊕
k>0
L kPTj+2k(−εk), T−j = ⊕
k>0
L k+jPTj+2k(−ε(k + j)).
Put T ′ = T ∗(−w), with the grading T ′j = T ∗−j(−w) and define L ′ = L ∗. Then
(T ′,L ′) is an object of the same kind as (T ,L ). Moreover we have
PT ′j = (L
jPTj)
∗(−w) L
∗j
−−−−→∼ (PTj)
∗(−w + εj).
Weil reduction to weight 0. — Any graded Lefschetz twistor structure (T ,L ) of
weight w and type ε = ±1 gives rise to a graded twistor structure T˜ of weight 0 and
a graded morphism L˜ : T˜j → T˜j−2 by putting T˜j = Tj((w − εj)/2) and L˜ = L .
We hence have
H˜ ′−j = H
′
−j , H˜
′′
j = H
′′
j , C˜j = (iz)
−w+εjCj , L˜
′ = L′, L˜′′ = L′′.
The category of graded Lefschetz twistor structures of weight 0 is equivalent to the
category of graded C-vector spaces H = ⊕jHj of finite dimension, equipped with a
graded nilpotent endomorphism L : H → H of degree −2, such that, for any j > 0,
Lj : Hj → H−j is an isomorphism. More precisely, the twistor condition on Tj
gives vector spaces H ′j ⊂ H ′j , H ′′j ⊂ H ′′j such that Cj : H ′−j ⊗ H ′′j → zw−εjC is
nondegenerate. Put Hj = H
′′
j and use C˜j to identify H
′
−j with H
∗
j . Define L : Hj →
Hj−2 as the restriction of L
′′ to H ′′j .
We call this situation the case of weight 0 and type 0 (this is not exactly obtained
by putting w = 0 and ε = 0 in the previous case).
From this equivalence, it is clear that the category of graded Lefschetz twistor
structures of weight w and type ε is abelian and that any morphism is graded with
respect to the Lefschetz decomposition (2.1.11).
Polarization. — A Hermitian duality of T is a graded isomorphism S : T →
T ∗(−w) which is Hermitian in the sense of Definition 1.6.7, in other words (−1)w-
selfadjoint, i.e., a family (Sj)j∈Z of isomorphisms
Sj = (S
′
−j , S
′′
j ) : Tj −→ T ∗−j(−w),
satisfying S ∗j = (−1)wS−j , in other words a family indexed by j ∈ Z of isomorphisms
S′j : H
′′
j
∼−→ H ′j , S′′j : H ′′j ∼−→ H ′j ,
with S′j = (−1)wS′′j , such that, for x ∈ H ′′−j and y ∈ H ′′j , we have
Cj(S
′
−jx, y) = (iz)
2wC∗−j(x, S
′′
j y)
def
= (iz)2wC−j(S′′j y, x).
We say that this Hermitian duality is compatible with L if L is skewadjoint with
respect to S , i.e.,
(2.1.12) L ∗ ◦Sj +Sj−2 ◦L = 0.
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This implies that L ∗j ◦ Sj = (−1)jS−j ◦ L j , which can be written, using the
symmetry of S , as
(S−j ◦L j)∗ = (−1)w−εj(S−j ◦L j) (ε = ±1).
This also implies that S is completely determined by its restriction to the primitive
parts PTj and can be rebuild using the Lefschetz decomposition.
Given a Hermitian duality S of (T ,L ) (that is, a Hermitian duality of T com-
patible with L ), the composed morphism (j > 0)
(2.1.13) (PS )j
def
= S−j ◦L j : PTj L
j
−−−−→ L jPTj
S−j−−−−−→ (PTj)∗(−w + εj)
is thus a Hermitian duality of PTj . We then say that S is a polarization of (T ,L ) if,
for any j > 0, this Hermitian duality (PS )j is a polarization of the twistor structure
PTj (of weight (w − εj)) as defined in §2.1.c.
Example 2.1.14. — Assume that w = 0 and that H ′j = H ′′j = Hj and C∗−j = Cj
for all j, so that T ∗−j = Tj . Assume also that Sj = (Id, Id) for all j. The fact that
L is skewadjoint with respect to S means that L ∗ = −L , i.e., L′ = −L′′. The
polarization (PS )j on PTj is the morphism PTj → (PTj)∗(εj) given by
(L′j , L′′j) :
(
L′jPHj , PHj , Cj
) −→ (PHj , L′′jPHj , (iz)−2εjC−j).
The positivity condition is that Γ(S, •) of the Hermitian form (2.1.6)
(iz)εjCj(L
′′j
•, •) : PHj|S ⊗OS PHj|S −→ OS
takes values in C and is positive definite, when restricted to PHj ⊂ Γ(S, PHj|S).
In other words, PTj(−εj/2) with its polarization is isomorphic to the twistor
structure
(
PHj , PHj , (iz)εjCj(L′′j•, •)
)
with polarization (Id, Id).
The datum of a polarized graded Lefschetz twistor structure (T ,L ,S ) of weightw
and type ε is therefore equivalent to the datum of one of weight 0 and type 0 plus
that of w, ε, i.e., to the datum of (H,L,w, ε, h), where (H,L,w, ε) is as above and
h is a homogeneous sesquilinear form of degree 0 on H ⊗ H, i.e., corresponds to a
family of pairings
h : H−j ⊗
C
Hj −→ C
such that L is skew-adjoint with respect to h and h(Lj•, •) is a positive definite
Hermitian form on PHj for any j > 0.
Remark 2.1.15. — The datum of (H,h, L) as above is equivalent to the datum of a
finite dimensional Hermitian C-vector space (H,h) with a SL2(R)-action: the torus
C∗-action gives the grading, and L comes from the corresponding sl2(R)-action. The
positivity condition for h(Lj•, •) on PHj is then equivalent to the positivity of the
form h(W •, •) on H , where W corresponds to
(
0 1
−1 0
)
.
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Remark 2.1.16. — The Fact 2.1.9 also applies to graded Lefschetz twistor structures
of weight w and type ε. Indeed, reduce first to weight 0 and type 0. According to
Remark 2.1.15, it is then a matter of proving that, given (H,h) with an action of
SL2(R) such that k(•, •)
def
= h(W •, •) is positive definite, any SL2(R)-stable subspace
H ′ has a SL2(R)-stable k-orthocomplement: this is clear.
Remark 2.1.17. — If one forgets the notion of weight and the notion of positivity, one
may define the category of graded Lefschetz R- Triples and the notion of Hermitian
duality on objects of this category by changing above the words “twistor structure”
with the words “object of R- Triples”.
Remark 2.1.18 (Stability by extension). — Assume that we have an exact sequence
0 → T ′ → T → T ′′ → 0 in the category of graded R- Triples (morphisms are
graded of degree 0); assume that each of these objects is equipped with a graded
morphism L of degree −2 and type ε, in a compatible way with the exact sequence;
lastly, assume that (T ′,L ) and (T ′′,L ) are graded Lefschetz twistor structures
of the same weight w. Then so is (T ,L ). Indeed, applying the Weil reduction
procedure above to all objects, one can assume from the beginning that ε = 0 and
w = 0. We have exact sequences 0 → T˜ ′j → T˜j → T˜ ′′j → 0 for any j. The loc-
ally free OP1-module corresponding to Tj is an extension of two free OP1-modules,
hence is free. We are now reduce to consider exact sequences of graded vector spaces
0→ H ′ → H → H ′′ → 0 with compatible endomorphisms L, such that, for any j > 1,
Lj : H
′
j → H ′−j and Lj : H ′′j → H ′′−j are isomorphisms. Then, Lj : Hj → H−j is an
isomorphism.
2.1.f. Two results on polarized graded Lefschetz twistor structures. — Let
(T ,L ,S ) and (T ′,L ′,S ′) be polarized graded Lefschetz twistor structures of type
ε = ±1 and weight w and w−ε respectively. Let c, v be graded morphisms of twistors
of degree −1
c : Tj+1 −→ T ′j , v : T ′j −→ Tj−1(ε)
such that L = v ◦ c and L ′ = c ◦ v. Assume that c, v are adjoint with respect to S
and S ′, i.e., for any j, the following diagram commutes:
Tj
Sj
c
T ∗−j(−w)
v∗
T ′j−1
S ′j−1
T ′∗−j+1(−w + ε)
and the adjoint diagram anticommutes.
Proposition 2.1.19 (cf. [54, lemme 5.2.15]). — Under these assumptions, we have a de-
composition T ′ = Im c⊕Ker v as a graded Lefschetz twistor structure.
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Proof. — Remark first that each term of the decomposition is stable under L ′. Apply
the Weil reduction to weight 0. Now, T˜ , T˜ ′ are graded vector spaces with a nilpotent
endomorphism L˜ , L˜ ′ of degree −2, and with sesquilinear forms h, h′ of degree 0,
such that L˜ , L˜ ′ are skewadjoint. There are morphisms c˜, v˜ of degree −1 such that
v˜ ◦ c˜ = L˜ , c˜ ◦ v˜ = L˜ ′, and which are adjoint or skewadjoint to each other, as above.
The proof of [54, lemme 5.2.15] applies to this case.
Fix ε1, ε2 = ±1. The notion of a (polarized) bigraded Lefschetz twistor structure
(T ,L1,L2) of weight w and bi-type (ε1, ε2) is defined in a natural way, similarly to
the single graded case: L1 and L2 should commute and the primitive part in Tj1,j2
is by definition the intersection of KerL j1+11 and KerL
j2+1
2 . The following lemma
will be useful in §6.4.
Lemma 2.1.20. — Let (T ,L1,L2,S ) be a polarized bigraded Lefschetz twistor struc-
ture of weight w and bi-type (ε, ε). Put on T the grading Tℓ = ⊕j+k=ℓTj,k and set
L = L1+L2. Then (T ,L1+L2,S ) is a polarized graded Lefschetz twistor structure
of weight w and type ε.
Proof. — Reduce to weight 0 and bi-type (0, 0). We therefore have a Hermitian C-
vector space (H,h) equipped with a SL2(R)×SL2(R) action and a positivity condition
(cf. Remark 2.1.15). Consider the diagonal SL2(R)-action. Then W acts by W2 =
(W,W ). Now, the positivity of h(W •, •) follows from [28, §4.3].
A differential d on (T ,L1,L2,S ) is a morphism of bidegree (−1,−1)
d : Tj1,j2 −→ Tj1−1,j2−1(ε1 + ε2)
such that d◦d = 0, which commutes with L1,L2 and is selfadjoint with respect to S .
Proposition 2.1.21 (M. Saito, P. Deligne, cf. [54, proposition 4.2.2], [28, the´ore`me 4.5])
In such a situation, the cohomology Ker d/ Imd, with the induced L1,L2,S , is
a polarized bigraded Lefschetz twistor structure (T ,L1,L2,S ) of weight w and type
ε1, ε2.
Proof. — Notice first that S induces a Hermitian duality on Kerd/ Im d. Notice also
that the Weil reduction to weight 0 commutes with taking cohomology. It is therefore
enough to prove the proposition in the case of a bigraded Lefschetz twistor structure
of weight 0 and bitype 0, 0 defined as above for the single graded case. This is done
in loc. cit.
2.2. Smooth twistor structures in arbitrary dimension
2.2.a. A smooth twistor structure T = (H ′,H ′′, C) (or a variation of twistor struc-
ture) weight w on X is a smooth object of R- Triples(X) in the sense of §1.6.b such
48 CHAPTER 2. SMOOTH TWISTOR STRUCTURES
that its restriction to each xo ∈ X (in the sense of Definition 1.6.9) is a twistor
structure of pure weight w. The rank of T is the rank of the bundles H ′,H ′′.
A polarization is a Hermitian pairing S : T → T ∗(−w) of weight w (in the sense
of Definition 1.6.7) which induces a polarization by restriction to any xo ∈ X (in the
sense of Definition 1.6.11).
Remark 2.2.1. — We have seen that the sesquilinear pairing C takes values in C∞,anX |S ,
according to Lemma 1.5.3. So the restriction to xo of each component of the smooth
twistor structure is well defined. It is also nondegenerate and gives a gluing of H ′∗
with H ′′, defining thus a C∞,anX×P1-bundle H˜ on X × P1.
Lemma 2.2.2 ([62]). — The datum of a smooth polarized twistor structure of weight 0
on X is equivalent to the datum of a flat holomorphic bundle (V,∇) on X with a har-
monic metric h, or the datum of a holomorphic Higgs bundle (E, θ′E) with a harmonic
metric h.
Proof. — Given (H,D′V , D
′′
V , h) as in §1.3.a, consider the associated operators D′E ,
D′′E , θ
′
E , θ
′′
E . Recall also that H = C
∞,an
X ⊗C∞X H is equipped with connections D′H
and D′′H as in (1.3.1) and (1.3.2). Let H
′ ⊂ H be defined as the kernel of D′′H . As
we canonically have C∞X = C
∞
X , we may identify the locally free C
∞
X -module H with
its conjugate and view h as a C∞X -linear morphism H ⊗C∞X H → C∞X . Consider on
H the operators
D′
E
def
= D′′E , D
′′
E
def
= D′E, θ
′
E
def
= θ′′E , θ
′′
E
def
= θ′E .
For local sections u, v of H , we therefore have
d′h(u, v) = h(D′Eu, v) + h(u,D
′
E
v)
h(θ′Eu, v) = h(u, θ
′
E
v)
and the (0, 1) analogues. Extend h as
hS : H|S ⊗
C∞,an
X |S
H|S −→ C∞,anX |S
by C∞,anX |S -linearity. If we define as above D
′
H
= D′′H and D
′′
H
= D′H , the previous
relations may be written in a more convenient way:
d′hS(u, v) = hS(D
′
H u, v) + hS(u,D
′
H
v)
d′′hS(u, v) = hS(D
′′
H u, v) + hS(u,D
′′
H
v).
Define H ′′ = H ′ and S′′ = Id, S′ = Id. Let C be the restriction of hS to H ′|S ⊗OS
H ′|S. The O(X,X),S-linearity of C is clear from the analogous property of hS. Let us
verify the R(X,X),S-linearity: for a local section v of H
′
|S, we have D
′′
H v = 0, hence
D′
H
v = 0; therefore, given zo ∈ S, for local sections u of H ′zo and v of H ′−zo , we have
(using the standard d′ operator on functions),
d′C(u, v) = hS(D
′
H u, v) + hS(u,D
′
H
v) = hS(D
′
H u, v) = C(D
′
H u, v).
The d′′-linearity is obtained similarly, exchanging the roles of u and v.
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Now we will show that (H ′,H ′, C) is a smooth polarized twistor structure of
weight 0 on X . Denote by H˜ the bundle on X × P1 obtained by gluing the dual
H ∨ (chart Ω0, coordinate z) with the conjugate H (chart Ω∞, coordinate z
′) using
the isomorphism hS : H|S
∼−→ H ∨|S . As hS induces the isomorphism h : H
∼−→ H∨
(using the natural inclusions H∨ = 1 ⊗H∨ ⊂ π∗H ∨|S and H = 1 ⊗H ⊂ π∗H|S), the
natural map C∞,anX×P1⊗C∞X H → H˜ is an isomorphism and π∗h˜ (cf. (2.1.7)) is identified
with h. The restriction of these objects to each xo ∈ X gives therefore a polarized
twistor structure of weight 0. Now, as we have H = C∞,anX ⊗OX H ′, the restriction
of H ′ to xo ∈ X is equal to that of H , and this shows that (H ′,H ′, C,S ) with
S = (Id, Id), is a smooth polarized twistor structure of weight 0 on X .
Last, let us show that, by restriction to z = 1, one recovers (V,∇). We know that
D′′2H = 0, so the Dolbeault complex
(
H ⊗C∞
X
E
(0,•)
X
)
is a resolution of H ′. As H ′
and the terms of this complex are OΩ0 -locally free, the restriction to z = 1 of this
complex is a resolution of H ′/(z − 1)H ′. But we clearly have H /(z − 1)H = H
and D′′H |z=1 = D
′′
V , so H
′/(z − 1)H ′ = KerD′′V = V . Conclude by noticing that
the restriction of D′H to z = 1 is D
′
V .
Conversely, let (H ′,H ′′, C,S ) be a polarized twistor structure of weight 0. We
will assume that H ′′ = H ′ and S = (Id, Id) (it is not difficult to reduce to this case,
cf. Remark 1.6.8). Put H = C∞,anX ⊗OX H ′ and denote by hS : H|S ⊗C∞,anX |S H|S →
C∞,anX |S the C
∞,an
X |S -linear morphism induced by C. As it is nondegenerate, we may use
it to glue H ∨ (on X ×Ω0) with H (on X ×Ω∞), and obtain a C∞,anX×P1 -linear bundle
H˜ .
As (H ′,H ′, C) has weight 0, the restriction of H˜ to any xo ∈ X is the trivial
bundle on P1, thus the natural morphism π∗π∗H˜ → H˜ is an isomorphism and
H
def
= π∗H˜ is a C∞X locally free sheaf such that H˜ = C
∞,an
X×P1 ⊗C∞X H. We define
the metric h on H as π∗h˜, where h˜ is constructed as in §2.1.c. As there is a natural
inclusion H ⊂ π∗H|S and a conjugate inclusion H ⊂ π∗H|S (induced by the natural
restriction morphism π∗ → π|S∗), the metric h may also be defined as the restriction
of Γ(S, hS) to H ⊗C∞X H (cf. Remark 2.1.8).
The bundle H˜ comes equipped with a (1, 0)-connection relative to π : X×P1 → P1,
with poles of order at most one along X × {0}:
D′
H˜
= D˜′ : H˜ −→ Ω1X×P1/P1(X × {0}) ⊗
OX×P1
H˜ .
Indeed, in the chart Ω0, the RX -structure on H ′ defines such a (1, 0)-connection on
H (cf. §0.3), hence in a natural way on H ∨. Put the trivial σ∗RX -structure on
H ′ = σ∗cH ′ (a bundle which is purely antiholomorphic with respect to X because
of c). Therefore, H˜|X×Ω∞
def
= C∞,anX×Ω∞ ⊗OX×Ω∞ H ′ has a natural connection of type
(1, 0) induced by d′ on C∞,anX×Ω∞ .
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Let us verify that both z-connections on H ∨|S and H|S correspond each other under
the gluing hS. For m,µ local sections of H|S and ϕ, ψ local sections of C
∞,an
X |S , we
have
d′hS(ϕm,ψµ) = d
′
(
ϕψC(m,µ)
)
= hS
(
D˜′(ϕm), ψµ) + hS
(
ϕm, D˜′(ψµ)
)
,
as C is R(X,X),S-linear and D˜
′(ψµ) = d′ψ ⊗ µ.
A similar definition and construction can be done for the conjugate notion, namely
a relative connection of type (0, 1), with poles along X × {∞}. We denote it by D˜′′.
Composing D˜′ with the residue along X×{0}, we get an endomorphism of H , that
we denote by −θ′
E
. According to the relative triviality of H˜ , we may write D˜′ as
D˜′ = D′
E
− z−1θ′
E
,
where D′
E
is a (1, 0)-connection on H = π∗H˜ . Similarly, write D˜
′′ = D′′
E
+ z−1θ′′
E
=
D′′
E
− zθ′′
E
. Define also on H˜
D′
H˜
= σ∗c
(
D˜′′
)
= D′E + z
−1θ′E = D
′
E − zθ′E ,
D′′
H˜
= σ∗c
(
D˜′
)
= D′′E − z−1θ′′E = D′′E + zθ′′E.
The R(X,X),S-linearity of C implies that hS is compatible with D
′
H˜
, D′
H˜
on the one
hand, and with D′′
H˜
, D′′
H˜
on the other hand, i.e., satisfies, for local sections u, v of
H ⊂ Γ(S,H|S),
d′hS(u, v) = hS
(
(D′E + z
−1θ′E)u, v
)
+ hS
(
u, (D′
E
− z−1θ′
E
)v
)
,
d′′hS(u, v) = hS
(
(D′′E + zθ
′′
E)u, v
)
+ hS
(
u, (D′′
E
− zθ′′
E
)v
)
.
From this and from flatness properties of the connections D˜′, . . . , which is a con-
sequence of the existence of a RX or a RX -structure, we get all relations needed for
the harmonicity of h.
Remark 2.2.3. — Keep notation as in the proof above. Let ε be a basis of H which
is orthonormal for hS. Then ε is contained in H (and therefore is an orthonormal
basis for h). Indeed, it defines bases ε∨ and ε of H ∨ and H respectively. The
orthonormality property exactly means that these two bases coincide near S, hence
define a basis of H˜ . Consequently, ε is contained in H and therefore ε is contained
in H .
2.2.b. Hodge theory for smooth twistor structures. — Let X be a com-
pact Ka¨hler manifold with Ka¨hler form ω, and let (T ,S ) be a smooth polarized
twistor structure on X of weight w, with T = (H ′,H ′, C) and S = (S′, S′′) =
((−1)w Id, Id). Denote by f : X → pt the constant map.
Hodge-Simpson Theorem 2.2.4. — The direct image
(⊕j f j†T ,Lω) is a graded polar-
ized Lefschetz twistor structure of weight w and type ε = 1.
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We will be more explicit on the polarization later on. We will restrict to the case
w = 0. The general case follows easily by changing C to (iz)wC and S′ to (−1)wS′.
Proof. — Let us first recall the results of [61, §2] concerning this point. Let
(H,DV , h) be a harmonic bundle on X as in §1.3.a, with associated operators D′E ,
D′′E , θ
′
E and θ
′′
E . Put D∞ = D
′
E + θ
′′
E and D0 = D
′′
E + θ
′
E , so that DV = D∞ +D0
(notice that D∞,D0 are not of type (1, 0) or (0, 1)). The main observation is that
the Ka¨hler identities
∆DV = 2∆D∞ = 2∆D0 ,
are satisfied for the Laplacian, and that the Lefschetz operator L = ω ∧ commutes
with these Laplacians. For any zo ∈ C, let ∆zo be the Laplacian of Dzo def= D0+zoD∞.
Then, the Ka¨hler identities proved in loc. cit. forD0 andD∞ (which are denoted there
respectively by D′′ and D′
K
) imply that
(2.2.5) ∆zo = (1 + |zo|2)∆D0 .
It follows that the spaces Harmkzo(H) of ∆zo -harmonic sections are independent
of zo and that the harmonic sections are closed with respect to any Dzo . Moreover,
Harm
•
zo(H) is equal to the cohomology of the complex Γ
(
X, (E •X ⊗C∞X H,Dzo)
)
.
The Lefschetz operator induces a sl2-structure on the space of harmonic sections.
Consider the complex (
C[z]⊗
C
E •X ⊗
C∞X
H ;D0 + zD∞
)
.
The restriction of this complex to each zo ∈ Ωo gives the previous complex. We may
“rescale” this complex by the isomorphism
C[z]⊗
C
E p,qX ⊗
C∞X
H
ι−−→ z−pC[z]⊗
C
E p,qX ⊗
C∞X
H ⊂ C[z, z−1]⊗
C
E p,qX ⊗
C∞X
H
ηp,q ⊗m 7−→ z−pηp,q ⊗m
(2.2.6)
so that the differential D0 + zD∞ is changed into DH = D
′
H +D
′′
H , where D
′
H =
D′E + z
−1θ′E and D
′′
H = D
′′
E + zθ
′′
E are the restriction of D
′
H˜
and D′′
H˜
respectively
to the chart Ω0. We have
OX ⊗
OX [z]
ι
(
C[z]⊗
C
E •X ⊗
C∞X
H ;D0 + zD∞
)
=
(
E n+•X ⊗C∞,anX H , DH
)
.
It follows that, for zo 6= 0, the restricted complex
(
E n+•X ⊗C∞,anX H , DH
)
|z=zo
is
nothing but the de Rham complex of the flat holomorphic bundle (Vzo , D
′
E + z
−1
o θ
′
E),
with Vzo = Ker(D
′′
E + zoθ
′′
E) (cf. §1.3.a), the cohomology of which is the local system
Vzo = Ker∇zo ; and for zo = 0, the restricted complex is the Dolbeault complex(
Ω•X ⊗OX E, θ′E
)
.
52 CHAPTER 2. SMOOTH TWISTOR STRUCTURES
We now come back to the proof of the theorem. Recall that, as D′′H defines a
complex structure on H , we have
(Ωn+•X ⊗OX H ′, D′H ′)
∼−→ (E n+•X ⊗C∞,anX H , DH ).
Therefore, after (1.6.16), we may compute f†T as follows:
f j†T =
(
H −jf∗
(
E n+•X ⊗C∞,anX H , DH
)
,H jf∗
(
E n+•X ⊗C∞,anX H , DH ), C
j
)
and Cj = f j†hS is the natural sesquilinear pairing
f j†hS : H
−j
(
X ; (E n+•X |S ⊗H|S, DH )
) ⊗
OS
Hj
(
X ; (E n+•X |S ⊗H|S, DH )
) −→ OS
induced by[
ηn−j ⊗m]⊗ [ηn+j ⊗ µ] 7−→ ε(n+ j)
(2iπ)n
∫
X
hS(m,µ) η
n−j ∧ ηn+j .
Strictness of f†H ′. — The cohomology H jf†H ′ is a coherent OΩ0 -module. Denote
by hj its generic rank. Notice that, for any zo ∈ Ω0, the dimension of the space
Hj
(
X, (E n+•X ⊗C∞,anX H , DH )|z=zo
)
is equal to that of the space of ∆zo-harmonic
(n + j)-forms, hence is independent of zo. It is therefore equal to h
j for any zo.
Consider now the exact sequence
· · · −→ H jf†H ′ z − zo−−−−−−→ H jf†H ′ −→ Hj
(
X, (E n+•X ⊗H )|z=zo
)
kj−−−→ H j+1f†H ′ −→ · · ·
If ki = 0 for some i, then H if†H ′ is locally free at zo and ki−1 = 0, so H jf†H ′ is
locally free at zo for any j 6 i. As H jf†H ′ = 0 for j ≫ 0, this shows that H jf†H ′
is locally free for any j.
Twistor condition. — We want to prove that, for any j, the sesquilinear pairing f j†C
is nondegenerate and defines a gluing of weight j. According to the strictness property
above, it is enough to show the nondegeneracy after restricting to fibres z = zo for
zo ∈ S. Remark also that DH |z=zo = DH,zo . The Hermitian metric h induces
therefore a nondegenerate pairing of flat bundles compatible with the differential:
h : (H,DH,zo)⊗ (H,DH,−zo) −→ (C∞X , d).
Poincare´ duality applied to the de Rham complex of these flat bundles gives the
nondegeneracy of (f j†C)z=zo .
Remark. — The nondegeneracy can also be obtained as a consequence of the posit-
ivity proved below, without referring to Poincare´ duality.
Consider now the inclusion
ι : π−1E n−jX ⊗
C∞X
H −֒→ E n−jX ⊗
C∞,an
X
H
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sending ηp,n−j−p⊗m to z−pηp,n−j−p⊗m. We then have ι(Harmn−jX (H)) ⊂ KerDH .
Moreover, we have seen that, for any zo, the projection of ι
(
Harmn−jX (H)
)
– in the de Rham space Hn−j(X ; (E •X ⊗H,DVzo )) if z0 6= 0, and
– in the Dolbeault space Hn−j(X ; (E •X ⊗H,D′′E + θ′E)) if zo = 0,
is an isomorphism of C-vector spaces. It follows that ι
(
Harmn−jX (H)
)
is a lattice in
H−j(X, (E n+•X ⊗H , DH )), i.e., that we have
H−j
(
X, (E n+•X ⊗H , DH )
)
= OΩ0 ⊗
C
ι
(
Harmn−jX (H)
)
.
To get the twistor condition, it is now enough to show that f j†C induces a pairing
ι
(
Harmn−jX (H)
)⊗
C
ι
(
Harmn+jX (H)
) −→ zjC.
This follows from the fact that, for sections ηp,q1 ⊗m of E p,qX ⊗H and ηn−q,n−p2 ⊗µ of
E n−q,n−pX ⊗H with p+ q = n− j,
h(m,µ)ι(ηp,q1 ) ∧ ι(ηn−q,n−p2 ) = (−1)n−qzjh(m,µ)ηp,q1 ∧ ηn−q,n−p2 .
The Lefschetz morphism. — The condition on the Lefschetz morphism, defined on
§1.6.e, comes from the same property for ω ∧ on harmonic sections Harmn−jX (H), as
ι(ω) = z−1ω.
Polarization. — We will follow the notation introduced in §2.1.e. Put Tj = f−j† T .
This is a twistor structure of weight −j. We have Tj = (H j ,H −j , Cj) with Cj =
C−j , where H j stands for H jf∗
(
E n+•X ⊗C∞,anX H , DH
)
. Moreover we have C∗−j = Cj
(cf. Lemma 1.6.17(2)). Hence we may put Sj = (Id, Id) : Tj → T ∗−j . It clearly
satisfies S ∗j = S−j . Moreover, Lω is skewadjoint with respect to Sj as in (2.1.12),
because by construction we have L ∗ω = −Lω. Let us verify the positivity condition
on the primitive part. We are in the situation of Example 2.1.14, with L′′ω = z
−1ω∧ =
ι(ω)∧ and ε = 1.
Consider first a primitive section ηp,q⊗mp,q of E p,qX ⊗H with p+ q = n− j. Then,
by definition, ηp,q is a primitive (p, q)-form. We have ι(ηp,q ⊗mp,q) = z−pηp,q ⊗mp,q.
Taking notation of Example 2.1.14, we want to show that
(iz)jC−j
(
ι(ωj ∧ ηp,q ⊗mp,q), ι(ηp,q ⊗mp,q)
)
> 0.
This amounts to showing that
(−1)pij ε(n− j)
(2iπ)n
∫
X
h(mp,q,mp,q) η
p,q ∧ ηp,q ∧ ωj > 0.
This classically follows from the primitivity of ηp,q, because, denoting by ⋆ the Hodge
operator, we have ε(n − j)ip−qηp,q ∧ ωj = j! ⋆ ηp,q (see e.g., [22, §8.C]) and h is
positive definite.
By decomposing any primitive section of E p,qX ⊗H with respect to an orthonormal
basis of H , we get the positivity statement for it.
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Given any primitive harmonic section in Harmn−jX (H), we apply the previous result
to any of its (p, q) component, with p+ q = n− j, to get the positivity.
CHAPTER 3
SPECIALIZABLE RX -MODULES
One of the main tools in the theory of polarized Hodge Modules [54] is the notion
of nearby cycles (or specialization) extended to D-modules. It involves the notions
of Bernstein polynomial and Malgrange-Kashiwara filtration, denoted by V . The
purpose of this chapter is to introduce a category of RX -modules (or R- Triples) for
which a good notion of specialization may be defined.
In §3.1, we recall with details the basic properties of the V -filtrations for RX -
modules. We follow [51, 46].
In §3.2, we briefly review the construction of the Malgrange-Kashiwara filtration
for coherent DX -modules (see e.g., [46]). We keep notation of §3.1.a. Recall that this
filtration was introduced by M.Kashiwara [33] in order to generalize previous results
by B.Malgrange [40] to arbitrary regular holonomic D-modules. The presentation
we give here comes from various published sources (e.g., [51, 46, 54]) and from an
unpublished letter of B.Malgrange to P.Deligne dated january 1984.
3.1. V -filtrations
3.1.a. Let X ′ be a complex manifold and let X be an open set in C × X ′. We
denote by t the coordinate on C, that we also view as a function on X , and by ðt the
corresponding vector field. We set X0 = t
−1(0) ⊂ X (which is open in X ′) and we
denote by IX0 (resp. IX0) its ideal in OX (resp. in OX ).
Denote by V•RX the increasing filtration indexed by Z associated with X0: for
any (x, z) ∈ X ,
VkRX ,(x,z) = {P ∈ RX ,(x,z) | P ·I jX0,(x,z) ⊂ I
j−k
X0,(x,z)
∀ j ∈ Z}
where we put I ℓ = OX if ℓ 6 0. In any local coordinate system (x2, . . . , xn) = x′
of X ′, the germ P ∈ RX is in VkRX iff
– P =
∑
j=(j1,j′)
aj(t, x
′, z)(tðt)j1ð
j′
x′ , if k = 0:
– P = t|k|Q with Q ∈ V0RX , if k ∈ −N (i.e., VkRX = t|k|V0RX = V0RX · t|k|);
– P =
∑
06j6k Qjð
j
t with Qj ∈ V0RX , if k ∈ N (i.e., VkRX =
∑k
j=0 ð
j
tV0RX =∑k
j=0 V0RX · ðjt ).
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Set VkOX = VkRX ∩ OX . This is nothing but the IX0 -adic filtration on OX . The
following can be proved exactly as for DX -modules (see e.g., [46]):
– VkRX · VℓRX ⊂ Vk+ℓRX with equality for k, ℓ 6 0 or k, ℓ > 0.
– VkRXrX0 = RXrX0 for any k ∈ Z.
– (∩kVkRX )|X0 = {0}.
Definition 3.1.1. — Let M be a left RX -module. A V -filtration of M is an increasing
filtration U•M indexed by Z, which is exhaustive, and such that, for any k, ℓ ∈ Z, we
have VkRX · UℓM ⊂ Uk+ℓM .
Remarks 3.1.2
(1) We will identify the sheaf of rings grV0 RX
def
= V0RX
/
V−1RX , which is suppor-
ted on X0, with the ring RX0 [tðt], still denoting by tðt the class of tðt in gr
V
0 RX . In
particular, RX0 is a subring of gr
V
0 RX . The class of tðt commutes with any section
of RX0 .
(2) Given a holomorphic function f : X ′ → C on a complex manifold X ′ and a
RX ′ -module M , we will usually denote by if : X ′ →֒ X = C ×X ′ the inclusion of
the graph of f , by t the coordinate on C, and we will consider V -filtrations on the
RX -module if,+M .
3.1.b. Coherence
Coherence of the Rees sheaf of rings. — Introduce the Rees sheaf of rings RV RX =
⊕kVkRX · qk, where q is a new variable, and similarly RV OX = ⊕kVkOX · qk, which
is naturally a OX -module. Let us recall some basic coherence properties of these
sheaves on X .
Let K be a compact polycylinder in X . Then RV OX (K ) = RV (OX (K )) is
Noetherian, being the Rees ring of the IX0-adic filtration on the Noetherian ring
OX (K ) (Theorem of Frisch). Similarly, as OX ,(x,z) is flat on OX (K ) for any (x, z) ∈
K , the ring (RV OX )(x,z) = RV OX (K )⊗OX (K ) OX(x,z) is flat on RV OX (K ).
Let us show that RV OX is coherent on X . Let U be any open set in X and let
ϕ : (RV OX )
q
|U → (RV OX )p|U be any morphism. Let K be a polycylinder contained
in U . Then, Kerϕ(K ) is finitely generated over RV OX (K ) by noetherianity and,
if V is the interior of K , we have Kerϕ|V = Kerϕ(K ) ⊗RV OX (K ) (RV OX )|V by
flatness. So Kerϕ|V is finitely generated, proving the coherence of RV OX .
Before considering RV RX , consider the sheaf OX [τ, ξ2, . . . , ξn] equipped with
the V -filtration for which τ has degree 1, ξ2, . . . , ξn have degree 0, and inducing
the V -filtration on OX . Firstly, forgetting τ , we have RV (OX [ξ2, . . . , ξn]) =
(RV OX )[ξ2, . . . , ξn]. Secondly, Vk(OX [τ, ξ2, . . . , ξn]) =
∑
j>0 Vk−j(OX [ξ2, . . . , ξn])τ
j
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for any k ∈ Z, hence we have a surjective morphism
RV OX [ξ2, . . . , ξn]⊗C C[τ ′] −→ RV (OX [τ, ξ2, . . . , ξn])
VℓOX [ξ2, . . . , ξn]q
ℓτ ′j 7−→ VℓOX [ξ2, . . . , ξn]τ jqℓ+j .
If K ⊂ X is any polycylinder, then (RV OX (K ))[τ ′, ξ2, . . . , ξn] is Noetherian.
Therefore, RV (OX [τ, ξ2, . . . , ξn])(K ) is Noetherian.
As RV RX can be filtered (by the degree of the operators) in such a way that,
locally on X , grRV RX is isomorphic to RV (OX [τ, ξ2, . . . , ξn]), this implies that,
if K is any sufficiently small polycylinder, then RV RX (K ) is Noetherian. Using
the previous results and standard arguments, one concludes that RV RX is coherent.
Good V -filtrations. — Let (M , U•M ) be a V -filtered RX -module. The filtration is
good if, for any compact set K ⊂ X , there exists k0 > 0 such that, in a neighbour-
hood of K , we have for all k > k0
U−kM = t
k−k0U−k0M and UkM =
∑
06j6k−k0
ðjtUk0M ,
and any UℓM is V0RX -coherent.
The filtration U•M is good if and only if the Rees module ⊕kUkM · qk is coherent
over RV RX . Equivalently, there should exist, locally on X , a presentation RbX →
RaX → M → 0, inducing for each k ∈ Z a presentation UkRbX →UkRaX →UkM →0,
where the filtration on the free modules RaX ,R
b
X are obtained by suitably shifting
V•RX on each summand. In particular, we get
Lemma 3.1.3. — Locally on X , there exists k0 such that, for any k 6 k0,
t : U−kM → U−k−1M is bijective.
Proof. — Indeed, using a presentation of M as above, it is enough to show the lemma
for RaX with a filtration as above, and we are reduced to consider each summand
RX with a shifted standard V -filtration U•RX . There, we may choose k0 such that
Uk0RX = V0RX .
In a similar way we get:
Lemma 3.1.4. — Let U be a coherent V0RX -module and let T be its t-torsion sub-
sheaf, i.e., the subsheaf of local sections locally killed by some power of t. Then, locally
on X , there exists ℓ such that T ∩ tℓU = 0.
Proof. — Consider the t-adic filtration on V0RX , i.e., the filtration VjRX with j 6 0.
Then the filtration t−jU is good with respect to it, and locally we have a surjective
morphism (V0RX )n → U which is strict with respect to the V -filtration. Its ker-
nel K is coherent and comes equipped with the induced V -filtration, which is good.
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In particular, locally on X , there exists j0 6 0 such that Vj+j0K = t
−jVj0K for
any j 6 0. For any j 6 0 we therefore have locally an exact sequence
(VjRX )
m −→ (Vj+j0RX )n −→ t−(j+j0)U −→ 0.
As t : VkRX → Vk−1RX is bijective for k 6 0, we conclude that t : t−j0U →
t−j0+1U is so, hence T ∩ t−j0U = 0.
Proposition 3.1.5. — If N is a coherent RX -submodule of M and U•M is a good
filtration of M , then the V filtration U•N
def
= N ∩ U•M is also good.
Proof. — It is now standard (it follows from coherence properties of the Rees module
⊕kUkM · qk, see e.g., [44]).
Remarks 3.1.6
(1) It is straightforward to develop the theory in the case of right RX -modules.
If U•(M ) is a V -filtration of the left module M , then U•(ωX ⊗OX M ) def= ωX ⊗OX
U•(M ) is the corresponding filtration of the corresponding right module. This cor-
respondence is compatible with taking the graded object with respect to U•. The
operator −ðtt (acting on the left) corresponds to tðt (acting on the right).
(2) Given an increasing filtration U• (lower indices), we define the associated de-
creasing filtration (upper indices) by Uk = U−k−1. If b(−(ðtt+ kz)) · grUk M = 0 for
all k ∈ Z, we have b′(tðt − ℓz) · grℓUM = 0 for all ℓ ∈ Z, if we put b′(s) = b(−s).
3.1.c. V -filtration and direct images. — The purpose of this section is to es-
tablish the compatibility between taking a direct image and taking a graded part of
a V -filtered RX -module. We will give an analogue of Proposition 3.3.17 of [54].
Definition 3.1.7. — Let M be a left RX -module equipped with an exhaustive in-
creasing filtration U•M indexed by Z such that VkRX · UℓM ⊂ Uk+ℓM for any
k, ℓ ∈ Z. We say that (M , U•M ) is monodromic if, locally on X , there exists a
monic polynomial b(s) ∈ C[z][s] such that
(1) b(−(ðtt+ kz)) · grUk M = 0 for all k ∈ Z,
(2) gcd(b(s− kz), b(s− ℓz)) ∈ C[z]r {0} for all k 6= ℓ.
For right RX -modules, we use the convention of Remark 3.1.6(1).
Theorem 3.1.8. — Let f : X → Y be holomorphic map between complex analytic
manifolds and let t ∈ C be a new variable. Put F = f × Id : X ×C→ Y ×C. Let M
be a right RX×C-module equipped with a V -filtration U•M (relative to the function
t : X × C → C). Then U•M defines canonically and functorially a V -filtration
U•H i(F†M ).
Assume that F is proper on the support of M .
(1) If M is good and U•M is a good V -filtration, then U•H i(F†M ) is a good
V -filtration.
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(2) If moreover (M , U •M ) is monodromic and f†grUM is strict, then one has a
canonical and functorial isomorphism of RY -modules (k ∈ Z)
grUk
(
H iF†M
)
= H i
(
f†gr
U
k M
)
,
grU
(
H iF†M
)
is monodromic and strict.
Remark 3.1.9. — In the last assertion, we view grUk M as a right RX -module, and f†
is defined as in §1.4.a. By functoriality, the action of tðt descends to H i(f†grUk M ).
Proof. — We will use the isomorphism F† = f† for M (see Remark 1.4.3(2)), i.e., we
take the direct image viewing M as a RX×C/C equipped with a compatible action
of ðt. Put N
• = f†M . This complex is naturally filtered by U•N
• def= f†U•M .
Therefore, we define the filtration on its cohomology by
U•H
i(F†M ) = U•H
i(f†M )
def
= image
[
H i(f†U•M ) −→ H i(f†M )
]
.
Notice that, for any j, f†UjM is the direct image of UjM viewed as a RX×C/C-
module, on which we put the natural action of tðt.
The relation with the Rees construction is given by the following lemma:
Lemma 3.1.10. — Let (N •, U•N •) be a V -filtered complex of RY ×C-modules. Put
UjH i(N
•)
def
= image
[
H i(UjN
•)→ H i(N •)]. Then we have
H i(RUN
•
)
/
q-torsion = RUH
i(N •).
In particular, if RUN
• has RY ×C-coherent cohomology, then U•H i(N
•) is a good
V -filtration.
Proof. — One has a surjective morphism of graded modules H i(RUN
•) →
RUH i(N
•), by definition, and this morphism induces an isomorphism after tensor-
ing with C[q, q−1].
Lemma 3.1.11. — If M is good, then any coherent V0RX -submodule is good.
Proof. — As a coherent V0RX -submodule of M induces on any subquotient of M a
coherent V0RX -submodule, we may reduce to the case where M has a good filtration.
It is then enough to prove that any coherent V0RX -submodule N of M is contained
in such a submodule having a good filtration. If F is a OX -coherent submodule
of M which generates M , then N is contained in VkRX ·F for some k, hence the
result.
This lemma allows one to apply Grauert’s coherence theorem to each Uj, in or-
der to get that each f†UjM has V0RX -coherent cohomology under the properness
assumption. We conclude that for each i, j, UjH if†M is V0RX -coherent.
In order to end the proof of (1), we need to prove that each U•H if†M is a good
V -filtration. We will compute directly the Rees module associated with this filtration,
in order to get its coherence. Let us first consider the analogue of Lemma 3.1.11.
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Keep notation of §3.1.b. The graded ring RV RX is filtered by the degree in the
derivatives qðxj and the degree-zero term of the filtration is RV OX , with VkOX =
OX for k > 0 and = t−kOX for k 6 0.
Let (M , U•M ) be a V -filtered right RX -module and let RUM be the associated
Rees module. We therefore have the notion of a good filtration on RUM (by coherent
graded RV OX -submodules). If RUM has a good filtration (or equivalently if RUM
is generated by a coherent graded RV OX -module), it is RV RX -coherent and has a
left resolution by coherent “induced” graded RV RX -modules, of the form G⊗RV OX
RV RX , where G is graded RV OX -coherent. We may even assume (by killing the
q-torsion) that each term G⊗RV OX RV RX has no q-torsion, or in other words that it
takes the form RU (L⊗OX RX ), where L is OX -coherent, having support contained
in SuppM , and equipped with a good V -filtration (i.e., a good IX0-adic filtration)
and U•(L⊗OX RX ) is defined in the usual way.
We say that RUM is good if, in the neighbourhood of any compact set K ⊂
X , RUM is a finite successive extension of graded RV RX -modules having a good
filtration.
Lemma 3.1.12. — Assume that M is a good RX -module and let U•M be a good
V -filtration of M . Then RUM is a good graded RV RX -module.
Proof. — Fix a compact set K ⊂ X . First, it is enough to prove the lemma when
M has a good filtration in some neighbourhood of K , because a good V -filtration
U•M induces naturally on any subquotient M ′ of M a good V -filtration, so that
RUM ′ is a subquotient of RUM .
Therefore, assume that M is generated by a coherent OX -module F , i.e., M =
RX ·F . Consider the V -filtration U ′•M generated by F , i.e., U ′•M = V•RX ·F .
Then, clearly, RV OX · F = ⊕kVkOX · Fqk is a coherent graded RV OX -module
which generates RU ′M .
If the filtration U ′′• M is obtained from U
′
•M by a shift by −ℓ ∈ Z, i.e., if RU ′′M =
qℓRU ′M ⊂ M [q, q−1], then RU ′′M is generated by the RV OX -coherent submodule
qℓRV OX ·F .
On the other hand, let U ′′• M be a good V -filtration such that RU ′′M has a good
filtration. Then any good V -filtration U•M such that UkM ⊂ U ′′k M for any k
satisfies the same property, because RUM is thus a coherent graded submodule of
RU ′′M , so a good filtration on the latter induces a good filtration on the former.
As any good V -filtration U•M is contained, in some neighbourhood of K , in the
good V -filtration U ′•M suitably shifted, we get the lemma.
To end the proof of Part (1), it is therefore enough to prove it for induced modules
M = L⊗OX RX , with L coherent over OX and FSuppL proper. We will indicate it
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when f : X = Y × Z → Y is the projection. We then have
Uj(L⊗OX×C RX×C) = Uj
[
(L⊗f−1OY×C f−1RY ×C) ⊗
f−1OY×C
RX×C/Y ×C
]
= Uj(L ⊗f−1OY ×C f−1RY ×C) ⊗
f−1OY ×C
RX×C/Y ×C,
because the V -filtration on RX×C/Y ×C is nothing but the t-adic filtration. Now, we
have
f†Uj(L⊗OX×C RX×C) = Rf∗Uj(L ⊗f−1OY×C f−1RY ×C)
= Uj(Rf∗L⊗OY×C RY ×C),
if we filter the complex Rf∗L by subcomplexes Rf∗Uj(L) and we filter the tensor
product as usual. By Grauert’s theorem applied to coherent RV OX×C-sheaves,
Rf∗RUL is RV OY ×C-coherent, hence f†RU (L⊗OX RX ) is RV RY ×C-coherent. After
Lemma 3.1.10, we get 3.1.8(1).
In order to get Part (2) of the theorem, we will first prove:
Proposition 3.1.13. — Let (N •, U•N •) be a V -filtered complex of RY ×C-modules.
Assume that
(1) the complex grUN • is strict and monodromic,
(2) there exists j0 such that for all j 6 j0 and all i, the left multiplication by t
induces an isomorphism t : UjN i
∼−→ Uj−1N i,
(3) There exists i0 ∈ Z such that, for all i > i0 and any j, one has H i(UjN •) = 0.
Then for any i, j the morphism H i(UjN
•) → H i(N •) is injective. Moreover, the
filtration U•H
i(N •) defined by
UjH
i(N
•
) = image
[
H i(UjN
•
) −→ H i(N •)]
satisfies grUH i(N •) = H i(grUN •).
Proof. — It will have three steps.
First step. — This step proves a formal analogue of the conclusion of the proposition.
Put
ÛjN
• = lim
←−
ℓ
UjN
•
/UℓN
•
and N̂ • = lim
−→
j
ÛjN
•.
Under the assumption of Proposition 3.1.13, we will prove the following:
(a) For all k 6 j, ÛkN
• → ÛjN • is injective (hence, for all j, ÛjN • → N̂ • is
injective) and ÛjN
•/ ̂Uj−1N
• = UjN
•/Uj−1N
•.
(b) For any k 6 j, H i(UjN
•/UkN
•) is strict.
(c) H i(ÛjN
•) = lim←−ℓ H
i(UjN
•/UℓN
•).
(d) H i(ÛjN
•)→ H i(N̂ •) is injective.
(e) H i(N̂ •) = lim−→j H
i(ÛjN
•).
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Define UjH i(N̂
•) = image
[
H i(ÛjN
•)→ H i(N̂ •)
]
. Then the statements (a)
and (d) imply that
grUj H
i(N̂ •) = H i(ÛjN
•/ ̂Uj−1N •) = H
i(grUj N
•
).
For ℓ < k < j consider the exact sequence of complexes
0 −→ UkN •/UℓN • −→ UjN •/UℓN • −→ UjN •/UkN • −→ 0.
As the projective system (UjN
•/UℓN
•)ℓ trivially satisfies the Mittag-Leffler condi-
tion (ML), the sequence remains exact after passing to the projective limit, so we get
an exact sequence of complexes
0 −→ ÛkN • −→ ÛjN • −→ UjN •/UkN • −→ 0,
hence (a).
Let us show by induction on n > 1 that, for all i and j,
(b)n H i(UjN
•/Uj−nN
•) is strict (hence (b));
Indeed, (b)1 follows from Assumption 3.1.13(1). Remark also that, by induc-
tion on n > 1, 3.1.13(1) implies that, for any n, ℓ, i, H i(Uℓ/Uℓ−n) is killed by∏ℓ
k=ℓ−n+1 b(ðtt+ kz).
For n > 2, consider the exact sequence
· · · −→ H i(Uj−1/Uj−n) −→ H i(Uj/Uj−n) −→ H i(Uj/Uj−1)
ψ−−→ H i+1(Uj−1/Uj−n) −→ · · ·
Any local section of Imψ is then killed by b(ðtt + jz) and
∏j−1
k=j−n+1 b(ðtt + kz),
hence by a nonzero holomorphic function of z. By strictness (b)n−1 applied to
H i+1(Uj−1/Uj−n), this implies that ψ = 0, so the previous sequence of H i is exact
and H i(Uj/Uj−n) is also strict, hence (b)n.
By the same argument, we get an exact sequence, for all ℓ < k < j,
(3.1.14)
0 −→ H i(UkN •/UℓN •) −→ H i(UjN •/UℓN •) −→ H i(UjN •/UkN •) −→ 0.
Consequently, the projective system (H i(UjN
•/UℓN
•))ℓ satisfies (ML), so we get
(c) (see e.g., [37, Prop. 1.12.4]). Moreover, taking the limit on ℓ in the previous exact
sequence gives, according to (ML), an exact sequence
0 −→ H i(ÛkN •) −→ H i(ÛjN •) −→ H i(UjN •/UkN •) −→ 0,
hence (d). Now, (e) is clear.
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Second step. — For any i, j, denote by T ij ⊂ H i(UjN •) the t-torsion subsheaf of
H i(UjN
•). We will now prove that it is enough to show that there exists j0 such
that, for each i and each j 6 j0,
(3.1.15) T ij = 0.
Assume that (3.1.15) is proved (step 3). Let j 6 j0 and let ℓ > j. Then, by
definition of a V -filtration, tℓ−j acts by 0 on UℓN
•/UjN
•, so that the image of
H i−1(UℓN
•/UjN
•) in H i(UjN
•) is contained in T ij , and thus is zero. We there-
fore have an exact sequence for any i:
0 −→ H i(UjN •) −→ H i(UℓN •) −→ H i(UℓN •/UjN •) −→ 0.
Using (3.1.14), we get for any ℓ the exact sequence
0 −→ H i(Uℓ−1N •) −→ H i(UℓN •) −→ H i(grUℓ N •) −→ 0.
This implies that H i(UℓN
•) → H i(N •) is injective. Put UℓH i(N •) =
image
[
H i(UℓN
•)→ H i(N •)]. We thus have, for any i, ℓ ∈ Z,
grUℓ H
i(N
•
) = H i(grUℓ N
•
).
Third step: proof of (3.1.15). — Remark first that, according to 3.1.13(2), the mul-
tiplication by t induces an isomorphism t : ÛjN
• → ̂Uj−1N • for j 6 j0, and that (d)
in Step one implies that, for all i and all j 6 j0, the multiplication by t on H i(ÛjN
•)
is injective.
The proof of (3.1.15) is done by decreasing induction on i. It clearly hods for i > i0
(given by 3.1.13(3)). Assume that, for any j 6 j0, we have T
i+1
j = 0. We have (after
3.1.13(2)) an exact sequence of complexes, for any ℓ > 0,
0 −→ UjN • t
ℓ
−−→ UjN • −→ UjN •
/
Uj−ℓN
• −→ 0.
As T i+1j = 0, we have, for any ℓ > 0 an exact sequence
H i(UjN
•
)
tℓ−−→ H i(UjN •) −→ H i(UjN •/Uj−ℓN •) −→ 0,
hence, according to Step one,
H i(ÛjN
•)/H i( ̂Uj−ℓN
•) = H i(UjN
•
/Uj−ℓN
•
) = H i(UjN
•
)/tℓH i(UjN
•
).
According to Lemma 3.1.4, for ℓ big enough (locally on X ), the map T ij →
H i(UjN
•)/tℓH i(UjN
•) is injective. It follows that T ij → H i(ÛjN •) is injective
too. But we know that t is injective on H i(ÛjN
•) for j 6 j0, hence T ij = 0, thus
concluding Step 3.
We apply the proposition to N • = f†M equipped with U•N
• = f†U•M to
get 3.1.8(2). That Assumption (1) in the proposition is satisfied follows from the
assumptions in 3.1.8(2). Assumption (2) is a consequence of the fact that U•M is a
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good V -filtration and Lemma 3.1.3. Last, Assumption (3) is satisfied because f has
finite cohomological dimension.
3.1.d. Regularity. — We keep notation of §3.1.a. We can identify the sheaf RX /C
of differential operators relative to the function t (constructed from the sheaf DX/C
by the Rees procedure) as the subsheaf of V0RX of operators commuting with t.
We say that the V -filtered RX -module (M , U•M ) is regular along X0 if, for all
k ∈ Z, UkM is RX /C-coherent near X0. If such a condition is satisfied for some good
filtration U•M , it is satisfied for any. In an exact sequence, the extreme terms are
regular along X0 if and only if the middle term is so.
By an argument analogous to that of Lemma 3.1.11, and applying Grauert’s the-
orem, one proves that, in the situation of Theorem 3.1.8, if M is good and regular
along X × {0}, then F+M is regular along Y × {0}.
3.2. Review on specializable DX-modules
We keep notation of §3.1.a. A coherent left DX -moduleM is said to be specializable
along X0 if any local section m of M has a Bernstein polynomial bm(s) ∈ C[s]r {0}
such that bm(−∂tt)m ∈ V−1(DX) ·m (the filtration V•(DX) is defined as in §3.1.a; we
usually assume that bm is minimal for this property).
An equivalent definition is that there exists, locally on X , a good V -filtration U•M
and a polynomial bU (s) ∈ C[s]r {0} such that, for any k ∈ Z, we have
(∗) bU (−(∂tt+ k)) · grUkM = 0.
Indeed, in one direction, take the V -filtration generated by a finite number of local
generators of M ; in the other direction, use that two good filtrations are locally
comparable.
If we decompose bU (s) as a product b1(s)b2(s) then, putting
(∗∗) U ′k = Uk−1 + b1(−(∂tt+ k))Uk,
we get a new good V -filtration U ′• with polynomial bU ′ = b1(s − 1)b2(s). Therefore,
an equivalent definition of specializability is that there exists, locally on X , a good
V -filtration U•M and a polynomial bU (s) ∈ C[s]r {0} satisfying
(3.2.1) the roots of bU do not differ by a nonzero integer,
such that (∗) is satisfied.
For such a good filtration U•M and any α ∈ C, put
ψUt,αM = ∪
n
Ker[(∂tt+ α)
n : grUM −→ grUM ].
We then have ψUt,αM = 0 unless α ∈ b−1U (0) + Z, and grUM = ⊕αψUt,αM .
For any k ∈ Z, there are DX0 -linear morphisms
t : grUkM −→ grUk−1M and − ∂t : grUkM −→ grUk+1M.
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These morphisms are compatible with the decomposition with respect to the gener-
alized eigenvalues of −∂tt and induce morphisms
t : ψUt,αM −→ ψUt,α−1M and − ∂t : ψUt,αM −→ ψUt,α+1M
for any α ∈ C. The first one is an isomorphism if α 6= 0 and the second one if α 6= −1,
as ∂tt (resp. t∂t) is invertible on ψ
U
t,αM if α 6= 0 (resp. α 6= −1). We denote by
can : ψUt,−1M → ψUt,0M the morphism induced by −∂t and by var : ψUt,0M → ψUt,−1M
the morphism induced by t.
If U•M is any good V -filtration ofM defined on some open set of X , with Bernstein
polynomial bU , then any other good V -filtration U
′
•M , defined on this open set or on
any subset of it, has a Bernstein polynomial bU ′ , and this polynomial satisfies b
−1
U ′ (0) ⊂
b−1U (0)+Z. If we assume that U•M satisfies (3.2.1), then any other good V -filtration
U ′
•
M defined on the same (or on a smaller) domain, and satisfying b−1U ′ (0) ⊂ b−1U (0),
is equal to U•M .
Consequently, ifM is specializable, given any section σ of the projection C→ C/Z,
there exists a unique good V -filtration Uσ
•
M , globally defined on X , such that any
local Bernstein polynomial bUσ satisfies b
−1
Uσ (0) ⊂ imageσ. Any morphism between
specializable DX -modules is strictly compatible with the filtration Uσ.
Let ℓ : C→ R be a R-linear form such that ℓ(Z) ⊂ Z. It defines a relation 6ℓ on C:
α1 6ℓ α2 iff ℓ(α1) 6 ℓ(α2). One usually takes ℓ(α) = Re(α), but we will need below
(see Proposition 3.3.14) to consider various such linear forms.
Letm be a local section ofM . If bm is the Bernstein polynomial ofm, we define the
ℓ-order of m as ordℓ(m) = max{ℓ(α) | bm(α) = 0}. Define the V -filtration by the ℓ-
order V (ℓ)
•
M by the following property: a local section m is in V
(ℓ)
k M iff ordℓ(m) 6 k.
IfM is specializable, this filtration is good. It is the filtration associated to the section
of C→ C/Z which has image in {s | ℓ(s) ∈ [0, 1[}.
It will be convenient, later on, to view this filtration as indexed by R with a discrete
set of jumps, corresponding to the zeros of the possible bm. Let us recall this notion.
Let AR be a finite set in R and put ΛR = AR + Z. A good V -filtration of M indexed
by ΛR is by definition a family
(a)U•M (a ∈ ΛR) of good V -filtrations indexed by Z
which satisfy the following properties:
– (a)U•M ⊂ (b)U•M if a 6 b,
– (a+1)U•M =
(a)U•+1M .
For any a ∈ ΛR, one then defines UaM def= (a)U0M . If < a denotes the largest element
of ΛR which is strictly smaller than a, then one puts gr
U
aM = UaM/U<aM .
If U•M and U
′
•M are two good V -filtrations satisfying (3.2.1), then there are
isomorphisms ψUt,αM
∼−→ ψU ′t,αM which are compatible with t and −∂t. Indeed, by
the uniqueness above, U and U ′ may be related by a finite sequence of transformations
of type (∗∗) for which, at each step, b1 and b2 do not have any common root. It is
thus enough to prove the assertion when U and U ′ are as in (∗∗), and gcd(b1, b2) = 1.
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In such a situation, we have an exact sequence
0 −→ Uk−1/U ′k−1 −→ U ′k/U ′k−1 −→ U ′k/Uk−1 −→ 0.
On the one hand, the natural morphism U ′k/Uk−1 → Uk/Uk−1 is injective with image
equal to Ker b2(−∂tt + k), as gcd(b1, b2) = 1. On the other hand, Uk−1/Uk−2 →
Uk−1/U
′
k−1 is onto and induces an isomorphism Ker b1(−∂tt+ k− 1) ∼−→ Uk−1/U ′k−1.
The assertion follows.
As a consequence, taking a section σ as above, the modules ψU
σ
t,αM are globally
defined, and are independent of σ up to a canonical isomorphism. They are equipped
with the action of a nilpotent operator, locally obtained as the action of −∂tt. We
denote them simply by ψt,αM . Notice however that, to define can and var, one needs
an equation {t = 0} for X0 and a corresponding vector field ∂t.
Any coherent sub or quotient module of a specializable DX -module is so. For a
specializable DX -module,
(1) can : ψt,−1M → ψt,0M is onto iff M has no coherent quotient DX -module
supported on X0,
(2) var : ψt,0M → ψt,−1M is injective iff M has no coherent sub DX -module
supported on X0,
(3) ψt,0M = Imcan⊕Kervar iff M = M ′ ⊕M ′′ with M ′ satisfying 1 and 2 and
M ′′ supported on X0.
3.3. The category S 2(X, t)
3.3.a. Keep notation of §3.1.a. We will work with increasing filtrations. To get a
decreasing filtration U • from an increasing one U•, put U
β = U−β−1 (see Remark
3.1.6(2)).
We will introduce the Malgrange-Kashiwara filtration in the setting of RX -
modules. When the set A below is contained in R, the presentation can be simplified,
as the Malgrange-Kashiwara filtration is then defined globally with respect to z, and
not only locally. For A ⊂ C general, the definitions below are suggested by Corollary
5.3.9.
The strictness assumption is important, as emphasized yet in Theorem 3.1.8: for
Hodge modules, it means a good behaviour of the Hodge filtration under the operation
of taking nearby or vanishing cycles. Moreover, it important to notice that, under a
strictness assumption, the “nearby cycles” ψt,αM are defined globally with respect
to z.
Definition 3.3.1. — A coherent left RX -module M is said to be specializable along
X0 if there exists, locally on X , a finite subset A ⊂ C and for any local section m
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of M , there exists a polynomial bm(s) =
∏
α∈A
∏
ℓ∈Z(s− (α+ ℓ) ⋆ z)να,ℓ satisfying
bm(−ðtt) ·m ∈ V−1RX ·m (for left modules),
m · bm(tðt) ∈ m · V−1RX (for right modules).
An equivalent definition is that there exists, locally on X , a good V -filtration
U•M and a polynomial bU (s) of the same kind, such that, for any k ∈ Z, we have
(∗) bU (−(ðtt+ kz)) · grUk M = 0, resp. grUk M · bU (tðt − kz) = 0.
Indeed, in one direction, take the V -filtration generated by a finite number of local
generators of M ; in the other direction, use that two good filtrations are locally
comparable.
Remark that any coherent RX -submodule or quotient of M is specializable if M
is so (take the induced filtration, which is good, by Proposition 3.1.5). In particular,
the category of specializable RX -modules is abelian.
If we decompose bU (s) as a product b1(s)b2(s) then, putting
(∗∗) U ′k = Uk−1 + b1(−(ðtt+ kz))Uk,
we get a new good V -filtration U• with polynomial bU ′ = b1(s−1)b2(s). Therefore, an
equivalent definition of specializability is that there exists locally a good V -filtration U
with polynomial bU (s) =
∏
α∈A(s− α ⋆ z)να for some integers να and A is contained
in the image of a section σ of the projection C→ C/Z. In other words, (M , U•M ) is
monodromic (cf. Definition 3.1.7) with a particular form for b.
The constructions made in §3.2 may be applied word for word here, provided that
we avoid singular points with respect to Λ
def
= A+Z (cf. §0.9). Indeed, we need such a
nonsingularity assumption to get that gcd(b1, b2) is invertible when b1 = 0 and b2 = 0
do not have common components. In the neighbourhood of such singular points (in
particular in the neighbourhood of 0), we will need the constructions of the next
subsections.
The choice of the generating set A may be changed. Put Λ = A + Z and, for
any zo ∈ Ω0 and α ∈ Λ, set ℓzo(α) = α′ − ζoα′′ (recall that ζo def= Im zo, so that
ℓzo(α) = Re(α
′ + izoα
′′); remark also that ℓzo(α + 1) = ℓzo(α) + 1, cf. §0.9); set also
Λ(zo) = {α ∈ Λ | ℓzo(α) ∈ [0, 1[}. Then, the specializability of M is equivalent to the
local existence of a good V -filtration U (zo)
•
M with polynomial bU(zo)(s) having roots
in Λ(zo).
3.3.b. It will be convenient to work with filtrations indexed by IR+Z for some finite
set IR ⊂ R, that we now define. Let M be a coherent RX -module and IR ⊂ R be
a finite set contained in the image of a section of R → R/Z. A good filtration of M
indexed by IR + Z consists of a family (a ∈ IR) of filtrations (a)U•M indexed by Z,
which are good with respect to V•RX and such that one has
(3.3.2) a+ k 6 b+ ℓ =⇒ (a)UkM ⊂ (b)UℓM .
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We denote Ua+kM = (a)UkM and grUa M = UaM /U<aM . We may also view U•M
as a filtration indexed by R with jumps at IR + Z at most.
Saying that M is specializable is then equivalent to saying that, near any (xo, zo) ∈
X , it has a good filtration indexed by ℓzo(Λ) = ℓzo(Λ(zo)) + Z such that, for any
a ∈ R,
(3.3.3)
∏
α∈Λ
ℓzo (α)=a
(−ðtt− α ⋆ z)να · grU
(zo)
a M = 0,
where the integers να only depend on α mod Z. Remark that the set of indices (hence
the order of the filtration) depends on the point z0. This is suggested by Corollary
5.3.1 below.
Lemma 3.3.4. — Assume that M has, in the neighbourhood of any point (xo, zo) ∈
X0, a good filtration U (zo)• M indexed by ℓzo(Λ), satisfying (3.3.3) and such that
grU
(zo)
a M is a strict RX0-module for any a ∈ R. Then,
(1) for any coherent submodule N ⊂ M , the filtration U (zo)• N def= U (zo)• M ∩N
is a good filtration satisfying the same properties;
(2) such a filtration is unique; it is therefore globally defined on some neighbourhood
of X×(R+iζo); it will be denoted by V (zo)• M and be called the Malgrange-Kashiwara
filtration of M along X × (R+ iζo);
(3) this filtration is equal to the filtration by the ℓzo-order along X0;
(4) any morphism ϕ : M → N between such RX -modules is compatible with the
V (zo)-filtration;
(5) the construction of the V (z)-filtration is locally constant with respect to z;
(6) near any zo ∈ Ω0 one has, for any a ∈ ℓzo(Λ),
grV
(zo)
a M = ⊕
ℓzo(α)=a
ψ
(zo)
t,α M ,
with
ψ
(zo)
t,α M
def
=
⋃
nKer
[
(ðtt+ α ⋆ z)n : grV
(zo)
ℓzo (α)
M → grV (zo)ℓzo(α)M
]
;
(7) for any α ∈ Λ, there exists a strict coherent RX0-module ψt,αM equipped with
a nilpotent endomorphism N such that, near any zo ∈ Ω0,(
ψt,αM ,N
) ≃ (ψ(zo)t,α M ,−(ðtt+ α ⋆ z)).
Proof
(1) The filtration U (zo)
•
N
def
= U (zo)
•
M ∩ N is good (by Proposition 3.1.5) and
clearly satisfies (3.3.3). For each a ∈ ℓzo(Λ), grU
(zo)
a N is a submodule of gr
U(zo)
a M ,
hence is also strict.
(2) Let U (zo) and U ′(zo) be two such filtrations on M , that we may assume to
be indexed by the same set ℓzo(Λ). Locally, there exists ℓ ∈ N such that, for all
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a ∈ ℓzo(Λ), one has
U
′(zo)
a−ℓ ⊂ U (zo)a ⊂ U ′(zo)a+ℓ ⊂ U (zo)a+2ℓ.
Let m be a local section of U
(zo)
a M and assume that there exists b ∈ ]a, a + ℓ] such
that m ∈ U ′(zo)b rU ′(zo)<b . Then, there exist polynomials BU (s) and BU ′(s), where BU
has roots α ⋆ z with ℓzo(α) 6 a and BU ′ has roots α ⋆ z with ℓzo(α) = b, such that
BU (−ðtt) ·m ∈ U (zo)<b−ℓ ⊂ U ′(zo)<b M and BU ′(−ðtt) ·m ∈ U ′(zo)<b M . Hence, there exists
p(z) ∈ C[z]r {0} such that p(z)m ∈ U ′(zo)<b . As grU
′(zo)
b M is strict, this implies that
m ∈ U ′(zo)<b , a contradiction. This shows that m ∈ U ′(zo)a . Exchanging the roles of U
and U ′ gives the uniqueness.
(3) Let us first define the filtration by the ℓzo-order for a filtered module satisfying
(3.3.3). Let (xo, zo) ∈ X0 and m ∈ M(xo,zo). According to the proof of (1), we will
assume that, locally at (xo, zo), the section m generates M .
There exists a minimal polynomial bm(s) as in Definition 3.3.1 such that a relation
bm(−ðtt) ·m ∈ V−1RX ·m is satisfied. The ℓzo-order of m along X0 is the largest
a ∈ R for which there exists α with ℓzo(α) = a, such that α ⋆ z is a root of bm.
This defines an increasing filtration of M , called the filtration by the order. It is not
necessarily good a priori. Denote it by V ′(zo)• M and denote by V
(zo)
• M the filtration
obtained in (2).
We clearly have V
(zo)
a M ⊂ V ′(zo)a M for each a ∈ R. Let us prove the reverse
inclusion. Assume that m has ℓzo-order a. If m ∈ V (zo)b M − V (zo)<b M with b > a,
there exists some integer ℓ > 0 such that
bm(−ðtt) · · · bm(−ðtt+ ℓz) ·m ∈ V (zo)<b M .
We also have ∏
ℓzo (α)=b
(−ðtt− α ⋆ z)να ·m ∈ V (zo)<b M ,
for some να > 1. If b > a, we deduce from both relations that there exists p(z) ∈
C[z] r {0} such that p(z) · m ∈ V (zo)<b M and, by strictness of grV
(zo)
b M , we have
m ∈ V (zo)<b M , a contradiction.
(4) It is clear that any morphism between two RX -modules satisfying (3.3.3) is
compatible with the filtration by the ℓzo-order. The assertion follows then from (3).
(5) We fix a compact set in X . The constants ε, η below will be relative to this
compact set. We say that the filtration V (z)
•
M is locally constant at zo with respect
to z if, for any a ∈ R and any ε > 0 sufficiently small, there exists η = η(zo, a, ε) such
that, for any z ∈ ∆zo(η) (disc of radius η centered at zo), we have
(3.3.5) V
(z)
a−ε(Mz) = V
(zo)
a−ε (M )z, V
(z)
a+ε(Mz) = V
(zo)
a+ε (M )z .
By considering Fig. 3.a, one shows that this property is true for the filtration by the
ℓz-order, hence the result by (3).
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Figure 3.a. The set {α ∈ Λ | ℓzo(α) = a} is equal to {α1, α2}.
(6) Locally on X , there exists να such that ψ
(zo)
t,α M = Ker(ðtt + α ⋆ z)
να . The
roots of the minimal polynomial of −ðtt on grV (zo)a M are the α ⋆ z for α such that
ℓzo(α) = a. By Lemma 0.9.2, the various α⋆zo corresponding to distinct α are distinct,
hence, if z is sufficiently close to zo, the roots α ⋆ z remain distinct. Therefore one
has a Be´zout relation between the polynomials (ðtt+α⋆ z)να for α ∈ ℓ−1zo (a), and the
decomposition follows.
(7) Fix zo ∈ Ω0, set a = ℓzo(α) and fix ε, η > 0 as in (5) so that, moreover, for any
z ∈ ∆zo(η), we have ℓz(α) ∈ ]a− ε, a+ ε]. If ε is small enough, we have grV
(zo)
a Mz =
V
(zo)
a+ε Mz/V
(zo)
a−ε Mz for any z ∈ ∆zo(η). By (5), we can compute ψ(zo)t,α (M )z using the
filtration V (z)
•
Mz:
ψ
(zo)
t,α (M )z = Ker
[− (ðtt+ α ⋆ z)να : V (z)a+ε(Mz)/V (z)a−ε(Mz)
−→ V (z)a+ε(Mz)
/
V
(z)
a−ε(Mz)
]
.
Fix z ∈ ∆zo(η). By construction, if β ∈ Λ is such that ℓz(β) ∈ ]a − ε, a + ε], then
ℓzo(β) = ℓzo(α) (on Fig. 3.a, each such β corresponds to a line cutting the intersection
of the horizontal strip of width 2ε and the vertical strip of width η). By Lemma 0.9.2,
if β 6= α, we then have β ⋆ zo 6= α ⋆ zo and this remains true for any z near zo, so
that z 7→ (β − α) ⋆ z is locally invertible. For b ∈ ]a − ε, a + ε] and b 6= ℓz(α), the
operator −(ðtt + α ⋆ z) acting on grV (z)b Mz = ⊕β|ℓz(β)=bψ(z)t,βMz (see (6) above for
the decomposition) may be written, on each summand, as the sum of the nilpotent
operator −(ðtt+ β ⋆ z) and of the invertible operator [(β − α) ⋆ z] Id. It is therefore
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invertible. This implies that
ψ
(zo)
t,α (M )z ⊂ V (z)ℓz(α)(Mz)
/
V
(z)
a−ε(Mz) ⊂ V (z)a+ε(Mz)
/
V
(z)
a−ε(Mz),
and that the natural projection (which is now defined) from ψ
(zo)
t,α (M )z to gr
V (z)
ℓz(α)
Mz
is an isomorphism λz,zo onto ψ
(z)
t,α(Mz).
In order to show that the various ψ
(z)
t,α(M ) glue as a sheaf ψt,α(M ) on X0, it
is enough to show that the family of isomorphisms λz′,z is transitive, i.e., λz′′,z =
λz′′,z′ ◦ λz′,z whenever z′ ∈ ∆z and z′′ ∈ ∆z′ ∩∆z . This follows from (3.3.5) which
holds for z, z′, z′′.
Remarks 3.3.6. — The strictness assumption in Lemma 3.3.4 is used only near the
points of Sing Λ(M ). More precisely, the lemma holds without any strictness assump-
tion if we extend the coefficients by tensoring over OΩ0 by the ring OΩ0(∗ SingΛ(M ))
obtained by inverting polynomials vanishing on Sing Λ. If we allow to divide by such
polynomials, the proof gives the uniqueness of the Malgrange-Kashiwara filtration, as
well as its coincidence with the filtration by the order.
Let M ,N be as in Lemma 3.3.4.
(1) If ϕ : M → N is any morphism, then grV (zo)ℓzo(α)ϕ sends ψt,αMzo in ψt,αNzo . It
is globally defined. Denote by ψt,αϕ : ψt,αM → ψt,αN the morphism induced locally
by grV
(zo)
ℓzo (α)
ϕ.
(2) What prevents the filtration V
(z)
• to be defined independently of z is that
V
(z)
a (Mz) jumps for values of a depending on ζ, more precisely for a = α′ − ζα′′,
α ∈ Λ. If Λ ⊂ R (e.g., if the local monodromy of the perverse sheaf corresponding
to ΞDR(M ) around 0 is quasi-unipotent or unitary), then the V -filtration is globally
defined on M . Otherwise, the natural order on the set ℓz(Λ) may depend on z, as
shown on Fig. 3.a. One may compare the various V
(z)
a (Mz) for z in a neighbourhood
of zo if no jump occurs at a for these germs. This explains that, given any a, we
compare the various V
(z)
a±ε(Mz) (see Fig. 3.a).
If Λ ⊂ R, then the previous lemma is simpler, as ℓzo(α) = α for any α ∈ Λ.
The order does not depend on zo and the V -filtration is globally defined. Moreover,
ψt,αM = grVαM for any α ∈ Λ.
In Corollary 5.3.1, we will view ℓz(α) as a growth order indexing a parabolic
filtration. This growth order depends on ζ. A similar problem occurs when defining
the Stokes structure of a meromorphic connection of one variable, as for instance in
[43, p. 56].
(3) The nilpotent endomorphism
−(ðtt+ α ⋆ z) : ψt,αM −→ ψt,αM
is denoted by N. There exists a unique increasing filtration M(N)• of ψt,αM by RX0-
submodules, indexed by Z, such that, for any ℓ > 0, N maps Mk into Mk−2 for all k and
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Nℓ induces an isomorphism grMℓ
∼−→ grM−ℓ for any ℓ > 0. It is called the monodromy
filtration of N (cf. [20, §1.6]). Each grMψt,αM has a Lefschetz decomposition, with
basic pieces the primitive parts (ℓ > 0)
PgrMℓ ψt,αM
def
= Ker
[
Nℓ+1 : grMℓ ψt,αM −→ grM−ℓ−2ψt,αM
]
.
Notice however that grMℓ ψt,αM need not be strict, even if ψt,αM is so.
(4) By an argument similar to that of the lemma, one shows that t : ψt,α →
ψt,α−1M is injective for α 6= 0 and ðt : ψt,αM → ψt,α+1M is so for α 6= −1. Notice
that, by Lemma 3.1.3, we also get that t : V
(zo)
a M → V (zo)a−1 M is injective for a < 0,
because V (zo)• M is good.
Notice also that, for any α with Reα 6= 0, the morphism t : ψt,αM|S → ψt,α−1M|S
is an isomorphism. Indeed, we already know that t is injective. Moreover, as Reα 6= 0,
we have α⋆z/z 6= 0 for any z ∈ S, and therefore tðt is invertible on ψt,α−1M|S, hence
the surjectivity of t.
(5) Recall that if zo 6∈ iR, then α ⋆ zo = 0 ⇒ α = 0. For such a zo and for α 6= 0,
ðtt is therefore invertible on ψt,αM in a neighbourhood of zo. This implies that, in
a neighbourhood of such a zo, we may replace “injective” with “isomorphism” in (4)
above.
(6) There is a diagram of morphisms
ψt,−1M
can = −ðt
ψt,0M
var = t
where var is induced by the action of t and can by that of ðt.
(7) For right RX -modules, N is defined as the endomorphism induced by the right
action of tðt − α ⋆ z, can by that of ðt and var by that of t.
Corollary 3.3.7. — Assume that M is as in Lemma 3.3.4 and let zo ∈ Ω0. Let K be
a compact set of X and let Ω be an open neighbourhood of zo such that V
(zo)
•
M exists
on K ×Ω. Let W ⊂ K be an open set. If m ∈ Γ(W ×Ω,M ), there exists a finite set
A(m) ⊂ C and ν : A(m)→ N∗ such that
(1) γ ∈ A(m)⇒ ψt,γM|W0×Ω 6= 0,
(2) ν(γ) 6 the order of nilpotency of N on ψt,γM|W0×Ω,
so that, putting bm(s) =
∏
γ∈A(m)(s− γ ⋆ z)ν(γ), one has bm(−ðtt) ·m ∈ V−1RX ·m.
In other words, a Bernstein polynomial exists in a more global setting than in
Definition 3.3.1.
Proof. — One can assume that M = RX · m, according to Lemma 3.3.4(1). Use
then that the good filtration V•RX · m is comparable to the Malgrange-Kashiwara
filtration V (zo)• M on K × Ω.
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Definitions 3.3.8 (Strict specializability)
(1) A specializable RX -module is said to be strictly specializable along X0 if one
can find, locally near any point (xo, zo) ∈ X0, a good filtration V (zo)• M satisfying
(3.3.3) and such that moreover
(a) for every a ∈ R, grV (zo)a M is a strict RX0-module (hence V (zo)• M is the
Malgrange-Kashiwara filtration of M near zo);
(b) t : ψt,αM → ψt,α−1M is onto for ℓzo(α) < 0;
(c) ðt : ψt,αM → ψt,α+1M is onto for ℓzo(α) > −1 but α 6= −1.
(2) A morphism ϕ : M → N between two strictly specializable RX -modules is
strictly specializable if, for any α ∈ Λ, the morphisms ψt,αϕ are strict.
(3) The category S 2(X, t) has strictly specializable RX -modules as objects and
strictly specializable morphisms as morphisms.
(4) Let f : X → C be an analytic function and let M be a RX -module. Denote
by if : X →֒ X × C the graph inclusion. We say that M is strictly specializable
along f = 0 if if,+M is strictly specializable along X × {0}. We then set ψf,αM =
ψt,α(if,+M ). These are coherent RX -modules. If f = t is induced by a projection,
we have, by an easy verification, ψt,α(if,+M ) = if,+(ψf,αM ) for any α.
Remarks 3.3.9
(1) As we have seen in Lemma 3.3.4(6), Condition (1a) implies that, for every
a ∈ R, we have a local decomposition grV (zo)a M = ⊕α∈Λ, ℓzo (α)=aψt,αM .
(2) Notice that, according to 3.3.6(4), we may replace “onto” with “an isomorph-
ism” in 3.3.8(1b) and (1c). Therefore, there is, for any k ∈ Z and near zo, a preferred
isomorphism ψt,αM
∼−→ ψt,α+kM , obtained by suitably composing 3.3.8(1b) and
3.3.8(1c); this isomorphism is not globally defined with respect to z, unless α is real.
Moreover, locally, t : V
(zo)
a M → V (zo)a−1 M is an isomorphism for a < 0: indeed, it
is an isomorphism for a≪ 0, as the filtration is V -good; apply then 3.3.8(1b).
(3) Conditions 3.3.8(1b) and (1c) are automatically satisfied if we restrict to z 6∈
Sing(Λ), as we remarked in 3.3.6(5). These are really conditions near the singular
points with respect to Λ, as defined in §0.9.
(4) Assume that M and N are strictly specializable along X0. If ϕ : M → N
is any RX -linear morphism, it induces a morphism ψt,αϕ : ψt,αM → ψt,αN , by
Remark 3.3.6(1). According to 3.3.8(1b) or 3.3.8(1c) (and to (2) above), in order to
get the strict specializability of ϕ, it is enough to verify strictness of ψt,αϕ for one
representative α of each class in Λ/Z, and for α = −1, 0. Assume now that ϕ is
strictly specializable. Then we have locally grV
(zo)
a ϕ = ⊕α∈Λ, ℓzo(α)=aψt,αϕ, which is
therefore also strict.
(5) Let U (zo)
•
M be a good V -filtration indexed by ℓzo(Λ) which satisfies (3.3.3),
3.3.8(1b) and (1c), but satisfies 3.3.8(1a) for a 6 0 only. Then one shows by induction
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that ðt : grU
(zo)
a → grU
(zo)
a+1 M is an isomorphism if a > −1 and therefore 3.3.8(1a) is
satisfied for any a.
Lemma 3.3.10. — Let ϕ : M → N be a strictly specializable morphism between
strictly specializable modules. Then ϕ is V -strict, Kerϕ and Cokerϕ are strictly
specializable and, for each α, one has
ψt,αKerϕ = Kerψt,αϕ and ψt,αCokerϕ = Cokerψt,αϕ.
Proof. — Fix zo and forget about the exponent (zo). As indicated in Remark 3.3.6,
the result holds after inverting polynomials of the variable z vanishing on Sing Λ(M )∪
Sing Λ(N ). The assumption on ϕ is made to control the behaviour near the singular
set.
Let us prove the V -strictness of ϕ. We have to show that, for any a ∈ R, we have
Imϕ ∩ VaN = ϕ(VaM )). As both filtrations Imϕ ∩ V•N and ϕ(V•M )) of Imϕ are
good (Artin-Rees for the first one), there exists k ∈ N such that, for any a ∈ R we
have Imϕ ∩ Va−kN ⊂ ϕ(VaM )). Therefore, if, for any a, the morphism Va/Va−k(ϕ)
is strict for the induced V -filtrations on Va/Va−k(M ) and Va/Va−k(N ), then ϕ is
V -strict.
Let us now show, by induction on the length of the induced V -filtration, that, for
any a′, a with a′ < a, the morphism Va/Va′(ϕ) is V -strict and that CokerVa/Va′(ϕ) is
strict. This is by assumption if the length is one. Let a′′ ∈ ]a′, a[ be a jumping index
and let n be a local section of ϕ(VaM ) ∩ Va′′N + Va′N . There exists a polynomial
p(z) such that p(z)·n is a local section of ϕ(Va′′M )+Va′N , as indicated above. Hence
the class of p(z)n in CokerVa/Va′′(ϕ) is zero. By induction, the previous module is
strict, hence the class of n itself vanishes, that is, n ∈ ϕ(V ′′a M ) + Va′N . In other
words, Va/Va′(ϕ) is V -strict. As a consequence, we have gr
V
a′′ CokerVa/Va′(ϕ) =
Coker grVa′′ϕ for any a
′′ ∈ ]a′, a], which is strict by assumption, hence, by Lemma
1.2.2(1), CokerVa/Va′(ϕ) is strict. This gives the V -strictness of ϕ.
Put on Kerϕ and Cokerϕ the filtration naturally induced by V . This is a good
filtration satisfying (3.3.3). We know that it satisfies 3.3.8(1a) on Kerϕ (Lemma
3.3.4(1)), so we call it V•Kerϕ. By the V -strictness of ϕ that we have just proved,
we have an exact sequence
0 −→ grVa Kerϕ −→ grVa M
grVa ϕ−−−−−→ grVa N −→ grUa Cokerϕ −→ 0.
By assumption and Remark 3.3.9(4), Coker grVa ϕ is strict, so U•Cokerϕ also satisfies
3.3.8(1a). By Lemma 3.3.4, it is equal to the V -filtration on Cokerϕ. Now, 3.3.8(1b)
and (1c) are clear.
Proposition 3.3.11. — Let M be a strictly specializable RX -module.
(a) If M = M ′ ⊕M ′′, then M ′ and M ′′ are strictly specializable.
(b) If M is supported on X0, then V<0M = 0 and M = i+V0M .
(c) The following properties are equivalent:
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(1) var : ψt,0M → ψt,−1M is injective,
(2) M has no proper sub-RX -module supported on X0,
(3) M has no proper subobject in S 2(X, t) supported on X0.
(d) If can : ψt,−1M → ψt,0M is onto, then M has no proper quotient satisfying
3.3.8(1a) and supported on X0.
(e) The following properties are equivalent:
(1′) ψt,0M = Imcan⊕Kervar,
(2′) M = M ′ ⊕ M ′′ with M ′ satisfying (c) and (d) and M ′′ supported
on X0.
In (b), one should put an exponent (zo); however, as a consequence of the proof,
the lattice Λ is then contained in Z, and therefore the various filtrations V (z)
•
M glue
as a global V -filtration, so that the statement is not ambiguous.
Proof. — We work locally near zo and forget the exponent (zo) in the notation. Be-
cause of Properties 3.3.8(1b) and (1c) and Remark 3.3.9(1), we may replace ψt,0 with
grV0 and ψt,−1 with gr
V
−1 in 3.3.11(c), (d) and (e).
(a) For N = M ′ or M ′′, put UaN = VaM ∩N . Then U•M def= U•M ′ ⊕ U•M ′′
is a good filtration of M satisfying (3.3.3). As grUa N is a submodule of gr
V
a M , it is
strict. From Lemma 3.3.4 one concludes that U•M = V•M and it follows that M ′
and M ′′ are strictly specializable with U•M ′ = V•M ′ and U•M ′′ = V•M ′′.
(b) As t is injective on V<0M , one has V<0M = 0. Similarly, grVa M = 0 for a 6∈ N.
As t is injective on grVk M for k > 1 (cf. Remark 3.3.6(4)), one has
V0M = Ker [t : M −→ M ] .
As ðt : grVk M → grVk+1M is an isomorphism for k > 0, one gets
M = ⊕
k>0
V0Mð
k
t = i+V0M .
(c) (c1)⇔ (c2): It is enough to show that the mappings
Ker [t : V0M → V−1M ]
Ker [t : M → M ] Ker [t : grV0 M → grV−1M ]
are isomorphisms. It is clear for the right one, since t : V<0M → V<−1M is an
isomorphism. For the left one this follows from the fact that t is injective on grVa M
for a 6= 0 according to Remark 3.3.6(4).
(c2) ⇔ (c3): let us verify ⇐ (the other implication is clear). Let T denote the
t-torsion submodule of M and T ′ the submodule generated by
T0
def
= Ker [t : M −→ M ] .
Assertion 1. — T ′ is a subobject of M in S 2(X, t).
76 CHAPTER 3. SPECIALIZABLE RX -MODULES
This assertion gives the implication ⇐ because, by assumption, T ′ = 0, hence
t : M → M is injective, so T = 0.
Proof of the assertion. — Let us show first that T ′ is RX -coherent. As we remarked
above, we have T0 = Ker[t : grV0 M → grV−1M ]. Now, T0 is the kernel of a linear
morphism between RX0-coherent modules, hence is also RX0-coherent. It follows
that T ′ is RX -coherent.
Let us now show that T ′ is strictly specializable. Notice that T0 is strict because
it is equal to
Ker
[
t : grV0 M −→ grV−1M
]
.
Let U•T ′ be the filtration induced by V•M on T ′. One shows as in (b) that
U<0T ′=0 and grUa T
′ = 0 for a 6∈ N. Let us show by induction on k that
UkT
′ = T0 + ðtT0 + · · ·+ ðktT0.
Denote by U ′kT
′ the right hand term. The inclusion ⊃ is clear. Let (xo, zo) ∈ X0,
m ∈ UkT ′(xo,zo) and let ℓ > k such that m ∈ U ′ℓT ′(xo,zo). If ℓ > k one has m ∈
T ′(xo,zo) ∩ Vℓ−1M(xo,zo) hence tℓm ∈ V−1M(xo,zo) ∩ T ′(xo,zo) = 0. Put
m = m0 + ðtm1 + · · ·+ ðℓtmℓ,
with tmj = 0 (j = 0, . . . , ℓ). One then has t
ℓðℓtmℓ = 0 and, as
tℓðℓtmℓ =
ℓ∏
j=0
(ðtt− jz) ·mℓ = (−1)ℓℓ!zℓmℓ
and T0 is strict, one concludes that mℓ = 0, hence m ∈ U ′ℓ−1T ′(xo,zo). This implies
the other inclusion.
As grUa T
′ is strict (because it is contained in grVa M ), one deduces from Remark
3.3.6(4) that ðt : grUk T
′ → grUk+1T ′ is injective for k > 0. The previous computation
shows that it is onto, hence T ′ is strictly specializable and U•T ′ is its Malgrange-
Kashiwara filtration.
It is now enough to prove that the injective morphism grU0 T
′ → grV0 M is strict.
But its cokernel is identified with the submodule Im[t : grV0 M → grV−1M ] of grV−1M ,
which is strict.
(d) If can is onto, then M = RX · V<0M . If M has a t-torsion quotient T
satisfying 3.3.8(1a), then V<0T = 0, so V<0M is contained in Ker[M → T ] and so
is RX · V<0M = M , hence T = 0.
(e) (e1)⇒ (e2): Put
U0M
′ = V<0M + ðtV−1M and T0 = Ker [t : M −→ M ] .
The assumption (1′) is equivalent to V0M = U0M
′ ⊕T0. Define
UkM
′ = VkRX · U0M ′ and UkM ′′ = VkRX · T0
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for k > 0. As VkM = Vk−1M +ðtVk−1M for k > 1, one has VkM = UkM ′+UkM ′′
for k > 0. Let us show by induction on k > 0 that this sum is direct. Fix k > 1 and
let m ∈ UkM ′ ∩ UkM ′′. Write
m = m′k−1 + ðtn
′
k−1 = m
′′
k−1 + ðtn
′′
k−1
with m′k−1, n
′
k−1 ∈ Uk−1M ′ and m′′k−1, n′′k−1 ∈ Uk−1M ′′. One has ðt[n′k−1] =
ðt[n′′k−1] in VkM /Vk−1M , hence, as
ðt : Vk−1M /Vk−2M −→ VkM /Vk−1M
is bijective for k > 1, one gets [n′k−1] = [n
′′
k−1] in Vk−1M /Vk−2M and by induction
one deduces that both terms are zero. One concludes thatm∈Uk−1M ′ ∩ Uk−1M ′′=0
by induction.
This implies that M = M ′⊕M ′′ with M ′ def= ∪kUkM ′ and M ′′ defined similarly.
It follows from (a) that both M ′ and M ′′ are strictly specializable and the filtra-
tions U• above are their Malgrange-Kashiwara filtrations. In particular M
′ satisfies
(c) and (d).
(e2) ⇒ (e1): One has V<0M ′′ = 0. Let us show that Im can = grV0 M ′ and
Ker var = grV0 M
′′. The inclusions Im can ⊂ grV0 M ′ and Ker var ⊃ grV0 M ′′ are clear.
Moreover grV0 M
′ ∩ Ker var = 0 as M ′ satisfies (c). Last, can : grV−1M ′ → grV0 M ′ is
onto, as M ′ satisfies (d). Hence grV0 M = Imcan⊕Kervar.
Corollary 3.3.12 (Kashiwara’s equivalence). — The functor i+ induces an equivalence
between the category of coherent strict RX0-modules (and strict morphisms) and the
full subcategory S 2X0(X, t) of S
2(X, t) consisting of objects supported on X0. An
inverse functor is ψt,0.
Proof. — It follows from Proposition 3.3.11(b).
Proposition 3.3.13 (Strict specializability along {tr = 0}). —Assume that M is strictly
specializable along {t = 0}. Put f = tr for r > 2. Then M is strictly specializable
along {f = 0} and, if we denote by i : {t = 0} →֒ X the closed inclusion, we have
(ψf,αM ,N) = (i+ψt,rαM ,N/r) for any α and an isomorphism
 ψf,−1M
canf
ψf,0M
varf
 ≃ i+

ψt,−rM
canf
def
= cant ◦(tr−1)−1
ψt,−1M
tr−1
∼
cant
ψt,0M
varf
def
= tr−1 ◦ vart
vart

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Proof. — We fix zo and we forget about the exponent (zo), when working in a neigh-
bourhood of zo. We may write if,+M = ⊕k∈NM ⊗ðkuδ as a RX ⊗CC[u]〈ðu〉-module,
with
ðku(m⊗ δ) = m⊗ ðkuδ,
ðt(m⊗ δ) = (ðtm)⊗ δ − (rtr−1m)⊗ ðuδ,
u(m⊗ δ) = (trm)⊗ δ,
OX (m⊗ δ) = (OX m)⊗ δ,
and with the usual commutation rules. For the sake of simplicity, we will write RX×C
instead of RX ⊗C C[u]〈ðu〉 and V0RX×C instead of RX ⊗C C[u]〈uðu〉.
For a 6 0, put
Vaif,+M
def
= V0RX×C ·
(
VraM ⊗ δ
)
,
and for a > 0 define inductively
Vaif,+M
def
= V<aif,+M + ðuVa−1if,+M .
Assume that a 6 0. Using the relation
(ðuu+ α ⋆ z)(m⊗ δ) = 1
r
(
[(ðtt+ rα ⋆ z)m]⊗ δ − ðt(tm⊗ δ)
)
,
one shows that, if ∏
ℓzo (rα)=ra
(ðtt+ (rα) ⋆ z)
νrαVraM ⊂ V<raM ,
then ∏
ℓzo (α)=a
(ðuu+ α ⋆ z)
νrαVaif,+M ⊂ V<aif,+M ,
thus (3.3.3) for a 6 0.
Ifm1, . . . ,mℓ generate VraM over V0RX , thenm1⊗δ, . . . ,mℓ⊗δ generate Vaif,+M
over V0RX×C, as follows from the relation
(ðttm)⊗ δ = (ðtt− rðuu)(m⊗ δ).
It follows that Vaif,+M is V0RX×C-coherent for any a 6 0, hence for any a.
For any a we clearly have
Va−1if,+M ⊂ uVaif,+M (resp. Va+1if,+M ⊂ V<a+1if,+M + ðuVaif,+M )
with equality if a < 0 (resp. if a > −1), as an analogous property is true for M .
Therefore, V•if,+M is a good V -filtration.
According to Remark 3.3.9(5), it is now enough to prove the second part of the
proposition, hence we now assume that a 6 0.
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We have Vaif,+M = V<aif,+M +
∑
k>0 ð
k
t (VraM ⊗ δ). One shows, by considering
the degree in ðu, that the natural map
⊕kgrVraMðkt −→ grVa if,+M
⊕k[mk]ðkt 7−→
[∑
k
ðkt (mk ⊗ δ)
]
is an isomorphism of RX -modules. The desired assertions follow.
Proposition 3.3.14 (Restriction to z = zo). — Let zo ∈ Ω0 and let M be a strictly spe-
cializable RX -module with Malgrange-Kashiwara filtration V
(zo)
• M near zo. Put
Mzo = M /(z − zo)M .
(1) For any a ∈ R, we have, near zo,
V (zo)a (M ) ∩ (z − zo)M = (z − zo) · V (zo)a (M ).
The filtration U•(Mzo) naturally induced by V
(zo)
•
(M ) on M /(z− zo)M is good with
respect to V•DX (zo 6= 0) or to V•grFDX (zo = 0) and, for any a,
grUa (Mzo) = gr
V (zo)
a M
/
(z − zo)grV
(zo)
a M .
Moreover, grUa (Mzo) is naturally decomposed as the direct sum ⊕α|ℓzo(α)=aψ
(zo)
t,α Mzo,
with
ψ
(zo)
t,α Mzo
def
= ψt,αM
/
(z − zo)ψt,αM .
Last,
• t : ψ
(zo)
t,α Mzo → ψ(zo)t,α−1Mzo is an isomorphism if ℓzo(α) < 0,
• ðt : ψ
(zo)
t,α Mzo → ψ(zo)t,α+1Mzo is an isomorphism if ℓzo(α) > −1 but α 6= −1.
We still denote by N : ψ
(zo)
t,α Mzo → ψ(zo)t,α Mzo the nilpotent endomorphism induced
by N, and similarly for can and var.
(2) If zo 6= 0, then
(a) Mzo is specializable along X0 as a DX -module,
(b) −(∂tt+ α ⋆ zo/zo) = N/zo is nilpotent on ψ(zo)t,α Mzo ,
(c) ∂t : ψ
(zo)
t,α Mzo → ψ(zo)t,α+1Mzo is an isomorphism if ℓzo(α) > −1 but α 6= −1.
(3) If zo 6∈ Sing Λ, in particular if zo 6∈ iR, the induced V -filtration U•Mzo is a
Malgrange-Kashiwara filtration V (Lzo)• Mzo (for some R-linear form Lzo depending on
zo only) and we have
ψ
(zo)
t,α Mzo = ψt,(α⋆zo)/zoMzo ;
in particular, ψ
(zo)
t,α Mzo = ψt,αMzo for α ∈ R, e.g., α = −1, 0; moreover, N induces
zoNzo , can induces zo canzo and var induces varzo (where Nzo , canzo , varzo are defined
in § 3.2 for Mzo).
Proof. — We work locally near zo and forget (zo) in the notation. Let m be a local
section of Va(M )∩ (z− zo)M . Then m = (z− zo)n where n is a local section of VbM
for some b. If b > a, then n induces a torsion element in grVb M , hence n ∈ V<bM
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by 3.3.8(1a). This gives the first assertion. The other assertions are clear (cf. §3.2).
Let us give more details when zo 6∈ Sing Λ. If we fix a, the roots of the minimal
polynomial of −∂tt on grUa (Mzo) are the γ = (α ⋆ zo)/zo where α satisfies ℓzo(α) = a.
If zo 6∈ Sing Λ, then γ 7→ a is a R-linear form on γ (because α 7→ (α ⋆ zo)/zo is a
R-linear automorphism of C), that we denote by Lzo(γ). Notice that, as zo 6∈ Sing Λ,
we have γ ∈ Z only if α ∈ Z and therefore Lzo(Z) ⊂ Z. The filtration U• is then equal
to the Malgrange-Kashiwara filtration associated with Lzo (see §3.2).
If zo ∈ Sing Λr{0}, the roots of the minimal polynomial of −∂tt on grUa (Mzo) may
differ by a nonzero integer, hence the filtration U• is not useful to compute ψt(Mzo).
On the other hand, if zo ∈ R∗, we have ℓzo = Re and Re(α ⋆ zo/zo) = Re(α),
so the roots of the minimal polynomial of −∂tt on grUa (Mzo) are the α for which
Re(α) = a. In the case zo = 1 (corresponding to the functor ΞDR), we also have a
perfect correspondence with can and var.
Remark. — With the only assumption of strict specializability, we cannot give general
statements concerning the behaviour of Properties (b) to (e) of Proposition 3.3.11 by
restriction to z = zo 6= 0. We will come back on this in Proposition 4.1.19.
We may now reformulate Theorem 3.1.8 for strictly specializable modules. Let us
take notation used in this theorem.
Theorem 3.3.15. — Assume that M is good and strictly specializable along X × {0},
and that F is proper on the support of M . Assume moreover that, for any α, the
complexes f†ψt,αM are strict. Then the RY ×C-modules H i(F†M ) are strictly spe-
cializable along Y × {0}. Moreover, for any α, we have a canonical and functorial
isomorphism
ψt,αH
i(F†M ) = H
i(f†ψt,αM ).
Proof. — We may work locally near zo ∈ Ω0 and we forget the exponent (zo). Notice
that, because of Remark 3.3.9(1), the complex f†gr
V
a M is strict for any a ∈ R.
Denote by U•H i(F†M ) the filtration induced by H i(f†V•M ). We may apply to it
the conclusions of Theorem 3.1.8 (after extending it to the case of filtrations indexed
by IR+Z). This filtration satisfies (3.3.3) and, by assumption, 3.3.8(1a). It is therefore
equal to the Malgrange-Kashiwara filtration (cf. Lemma 3.3.4). We hence have
grVa H
i(F†M ) = H
i(f†gr
V
a M ) = ⊕
α′=a
H i(f†ψt,αM ).
As the image ofH i(f†ψt,αM )→ grVa H i(F†M ) is clearly contained in ψt,αH i(F†M ),
it is therefore equal to it.
The canonical isomorphism H i(f†ψt,αM )
∼−→ ψt,αH i(F†M ) that we have con-
structed is a priori only defined locally near zo. However, it is locally independent of
the choice of zo: to see this, replace gr
V
a above with V
(zo)
a+ε /V
(zo)
a−ε for ε small enough,
and argue as in the proof of Lemma 3.3.4(7). Therefore, it is globally defined with
respect to z.
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As t : VaM → Va−1M is an isomorphism for a < 0, it also induces an isomorphism
H i(f†VaM )
∼−→ H i(f†Va−1M ). As H i(f†VaM )→ H i(F†M ) is injective for any a
and has image VaH i(F†M ), this shows that H i(F†M ) satisfies 3.3.8(1b) and, by
the same argument, 3.3.8(1c).
Remark 3.3.16. — It is enough to verify the strictness condition of the theorem for
those α such that Re(α) ∈ [−1, 0[ and for α = 0: indeed, strictness is a local property
with respect to z, and one may apply locally 3.3.8(1b) and (1c).
3.4. Localization and minimal extension across a hypersurface
3.4.a. Localization of a strictly specializable RX -module. — Consider the
sheaf of rings RX [t−1]. Notice that we have RX [t−1] = (V0RX )[t−1], as ðt =
t−1(tðt). This ring has a V -filtration defined by VkRX [t−1] = t−kV0RX . One can
define the notion of a good V -filtration for a coherent RX [t−1]-module M˜ , as well
as the notion of specializability. Then Lemma 3.3.4 applies similarly, and shows the
existence of a canonical V (zo)• -filtration.
The situation simplifies here, as t : V
(zo)
a M˜ → V (zo)a−1 M˜ is an isomorphism for
any a. It follows that t : ψt,αM˜ → ψt,α−1M˜ is an isomorphism for any α, and we do
not need to consider the (can, var) diagram. Moreover, strict specializability reduces
here to Condition 3.3.8(1a), as we are not interested in Condition 3.3.8(1c).
Lemma 3.4.1. — Let M be a coherent RX -module which is strictly specializable along
t = 0. Then M˜
def
= RX [t−1]⊗RX M is a coherent RX [t−1]-module which is strictly
specializable along t = 0. Moreover, the natural morphism M → M˜ induces, in the
neighbourhood of any zo ∈ Ω0, an isomorphism of V0RX -modules
∀ a < 0, V (zo)a M ∼−→ V (zo)a M˜ .
Proof. — We have M˜ = OX [t−1]⊗OX M as a OX [t−1]-module. Locally, the injective
map V
(zo)
0 M →֒ M induces, by flatness of OX [t−1] over OX , an injective map
OX [t
−1]⊗OX V (zo)0 M →֒ M˜ , which is onto because M =
∑
k>0 ð
k
t V
(zo)
0 M , so that
M˜ =
∑
k>0
t−kOX [t
−1]⊗ tkðkt V (zo)0 M =
∑
k>0
t−kOX [t
−1]⊗ V (zo)0 M .
As grV
(zo)
0 M is killed (locally) by some power of t, we also have M˜ = OX [t
−1]⊗OX
V
(zo)
<0 M . Put then V
(zo)
a+k M˜ = t
−k ⊗ V (zo)a M for any a ∈ [−1, 0[ and any k ∈ Z. This
defines a filtration of M˜ , which has all the properties required for the Malgrange-
Kashiwara filtration. As t : V
(zo)
a M → V (zo)a−1 M is bijective for a < 0, we get the
required isomorphism.
Lemma 3.4.2. — Let M be strictly specializable along t = 0. Put M˜ = RX [t−1]⊗
RX
M .
Then,
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(1) for any α 6∈ N, we have ψt,αM ⊂ ψt,αM˜ ,
(2) for any α with Reα ∈ [−1, 0[, we have ψt,αM|S = ψt,αM˜|S.
Proof
(1) We know, by Lemma 3.4.1, that the inclusion is an equality near zo if ℓzo(α)<0.
Fix now α 6∈ N. Locally near zo, there exists k ∈ N such that ℓzo(α − k) < 0. We
have a commutative diagram
ψt,αM
tk
ψt,αM˜
≀ tk
ψt,α−kM ψt,α−kM˜
where the left vertical arrow is injective, by Remark 3.3.6(4), hence the result.
(2) Choose k ∈ N∗ big enough so that ℓz(α− k) < 0 for any α with Reα ∈ [−1, 0[
and any z ∈ S. Notice now that, for any ℓ > 0, (α − ℓ) ⋆ z 6= 0 for z ∈ S, as
Re(α− ℓ) 6= 0 (cf. §0.9). Therefore, as tðt + (α− ℓ) ⋆ z is nilpotent on ψt,α−ℓ−1M|S,
tðt is bijective on it and thus the map t : ψt,α−ℓM|S → ψt,α−ℓ−1M|S is onto, so
that the left vertical map in the diagram above, restricted to S, is onto, as was to be
proved.
Definition 3.4.3 (Nearby cycles). — Let M be strictly specializable along t = 0 and
put M˜ = RX [t−1]⊗RX M . For α such that Reα ∈ [−1, 0[, put
Ψt,αM
def
= ψt,αM˜ .
Remarks 3.4.4
(1) By the definition of strict specializability, we have, for any α 6∈ N, a local (with
respect to z) isomorphism Ψt,αM ≃ ψt,αM , given by a suitable power of t or of ðt.
(2) On the other hand, by Lemma 3.4.2(1), we have ψt,αM ⊂ Ψt,αM and
ψt,αM|S = Ψt,αM|S, for any α with Reα ∈ [−1, 0[.
(3) Last, if α is real and in [−1, 0[, we have ψt,αM = Ψt,αM , as ℓz(α) = α < 0
for any z.
Remark 3.4.5 (Strict specializability along {tr = 0}). — Proposition 3.3.13 (forgetting
the assertion on can and var) applies to strictly specializable RX [t−1]-modules. Re-
mark that, with the notation of loc. cit., the action of u is invertible on if,+M˜ .
Therefore, we deduce that, if Reα ∈ [−1, 0[, (Ψf,αM ,N) = i+(Ψt,rα−⌈rα⌉M ,N/r),
where ⌈rα⌉ ∈ Z is such that Re(rα − ⌈rα⌉) ∈ [−1, 0[.
3.4.b. Minimal extension across a hypersurface
Proposition 3.4.6. — Let M˜ be a strictly specializable RX [t−1]-module. In the neigh-
bourhood of any zo ∈ Ω0, consider the RX -submodule M (zo) of M˜ generated by
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V
(zo)
<0 M˜ . Then, the various M
(zo) glue as a coherent RX -submodule M of M˜ ,
which is the unique strictly specializable RX -submodule of M˜ satisfying
(1) RX [t−1]⊗RX M = M˜ ,
(2) can is onto and var is injective.
Moreover, the filtration defined by
(3.4.6)(∗) V (zo)a M =
V
(zo)
a M˜ if a < 0,∑
ℓ∈N,a′<0
a′+ℓ6a
ðℓtV
(zo)
a′ M˜ if a > 0.
is its Malgrange-Kashiwara filtration near zo.
Definition 3.4.7 (Minimal extension). — We call the RX -submodule M of M˜ given
by Proposition 3.4.6 the minimal extension of M˜ across t = 0.
Proof of Proposition 3.4.6. — The question is local on X , so we work in the neigh-
bourhood of some compact set in X and on some disc ∆zo(η), on which V
(zo)
• M˜
exists. We denote by Λ the set of indices of this filtration.
Let us first prove that M does not depend on zo. We have to prove that, if η is
small enough, then for any z ∈ ∆zo(η), the germ M (z)z is equal to the germ M (zo)z .
The problem comes from the fact that V
(zo)
<0 M˜ may not induce V
(z)
<0 M˜ at z. Fix
ε > 0 such that
(3.4.8) V
(zo)
<0 M˜ = V
(zo)
−ε M˜ .
Then, after Lemma 3.3.4(5) and (3.3.5), we have, for η > 0 small enough and any
z ∈ ∆zo(η),
(3.4.9) V
(zo)
<0 M˜z = V
(zo)
−ε M˜z = V
(z)
−ε M˜z ⊂ V (z)<0 M˜z.
Therefore, M
(zo)
z ⊂ M (z)z . In order to prove the reverse inclusion, it is enough to
show the inclusion
(3.4.10) V
(z)
<0 M˜z ⊂ V (z)−ε M˜z + ðtV (z)<−1M˜z = V (z)−ε M˜z + ðttV (z)<0 M˜z,
because if η is small enough, we have V
(z)
<−1M˜z ⊂ V (zo)<0 M˜z; equivalently, it is enough
to show that, for any α ∈ Λ and any z 6= zo near zo such that ℓzo(α) ∈ ] − ε, 0[,
the operator ðtt is onto on ψt,αM˜z. Recall (cf. Lemma 0.9.2) that, if α is such that
ℓzo(α) = 0, then α⋆zo = 0 if and only if α = 0. Therefore, for any ε > 0 small enough
there exists η > 0 such that
(ℓzo(α) ∈ ]− ε, 0[, z ∈ ∆zo(η) and α ∈ Λr {0}) =⇒ α ⋆ z 6= 0.
As −(ðtt+ α ⋆ z) is nilpotent on ψt,αM˜z, the previous choice of ε, η is convenient to
get (3.4.10).
Clearly, each M (zo) is RX -coherent on the open set where it is defined. Let us
now show that it is strictly specializable along t = 0. Near zo, M = M (zo) comes
equipped with a filtration V (zo)• M defined by (3.4.6)(∗). This V -filtration is good,
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and M is specializable. This filtration satisfies Properties 3.3.8(1a), (1b) and (1c):
indeed, this follows from the strict specializability of M˜ for (1a) with a < 0 and
for (1b); for (1a) with a = 0, notice that grV
(zo)
0 M is identified with the image of
ðt : grV
(zo)
−1 M˜ → grV
(zo)
0 M˜ by construction, hence is strict, being contained in the
strict module grV
(zo)
0 M˜ ; for (1c), this follows from the definition of the V -filtration;
apply then Remark 3.3.9(5). Therefore, M is strictly specializable.
Similarly, ðt : ψt,−1M → ψt,0M is onto, by construction, as ψt,0M is identified
with
image
[
ðt : ψt,−1M˜ −→ ψt,0M˜
]
.
As t : ψt,0M˜ → ψt,−1M˜ is an isomorphism, we conclude that, for M , var is injective.
Let us end with the uniqueness statement. Let N ⊂ M˜ satisfying 3.4.6(1) and
(2). Then, by Lemma 3.4.1 and 3.4.6(1), V
(zo)
<0 N = V
(zo)
<0 N˜ = V
(zo)
<0 M˜ . As can is
onto and as N satisfies 3.3.8(1c), we have N = RX · V (zo)<0 N near zo, hence the
desired uniqueness assertion.
3.5. Strictly S(upport)-decomposable RX -modules
Definition 3.5.1. — We say that a RX -module M is
– strictly S-decomposable along X0 if it is strictly specializable along X0 and sat-
isfies the equivalent conditions 3.3.11(e);
– strictly S-decomposable at xo ∈ X if for any analytic germ f : (X, xo) → (C, 0),
if,+M is strictly S-decomposable along X × {0} in some neighbourhood of xo;
– strictly S-decomposable if it is strictly S-decomposable at all points xo ∈ X .
Lemma 3.5.2
(1) If M is strictly S-decomposable along {t = 0}, then it is strictly S-decomposable
along {tr = 0} for any r > 1.
(2) If M = M1⊕M2, then M is strictly S-decomposable of some kind if and only
if M1 and M2 are so.
(3) Assume that M is strictly S-decomposable and Z is pure dimensional. Then
the following conditions are equivalent:
(a) for any analytic germ f : (X, xo)→ (C, 0) such that f−1(0)∩Z has every-
where codimension one in Z, if,+M satisfies both conditions 3.3.11(c) and (d);
(b) near any xo, there is no coherent submodule of M with support having
codimension > 1 in Z;
(c) near any xo, there is no nonzero morphism ϕ : M → N , with N strictly
S-decomposable at xo, such that Imϕ is supported in codimension > 1 in Z.
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Definition 3.5.3. — Let Z be a pure dimensional closed analytic subset of X and let
M be strictly S-decomposable. We say that M has strict support Z if the equivalent
conditions of 3.5.2(3) are satisfied.
Proof of Lemma 3.5.2. — The first point is a direct consequence of Proposition 3.3.13
and the second one is clear. For the third one, let us show for instance (3a) ⇐⇒ (3c).
Let ϕ : M → N , with N strictly S-decomposable at xo, such that Imϕ ⊂ f−1(0).
Then 3.3.11(d) implies that Imϕ = 0. Conversely, given f such that f−1(0) has
everywhere codimension one in Z, decompose if,+M as in 3.3.11(e). Then (3c) implies
that M ′′ = 0.
We will now show that a strictly S-decomposable holonomic RX -module may
indeed be decomposed as the direct sum of holonomic RX -modules having strict
support. We first consider the local decomposition and, by uniqueness, we get the
global one. It is important for that to be able to define a priori the strict components.
They are obtained from the characteristic variety.
Proposition 3.5.4. — Let M be holonomic and strictly S-decomposable at xo, and let
(Zi, xo)i∈I be the minimal family of closed irreducible analytic germs (Zi, xo) such
that CharM ⊂ ∪iT ∗ZiX × Ω0 near xo. There exists a unique decomposition Mxo =
⊕i∈IMZi,xo of germs at xo such that MZi,xo = 0 or has strict support (Zi, xo).
Proof. — We will argue by induction on dimSuppM . First, we reduce to the case
where the support S of M (see after Definition 1.2.4) is irreducible. Let S′ be an
irreducible component of S at xo and let S
′′ be the union of all other ones. Let
f : (X, xo)→ (C, 0) be an analytic germ such that S′′ ⊂ f−1(0) and (S′, xo) 6⊂ f−1(0).
Then, according to 3.3.11(e), near xo, M has a decomposition M = M ′ ⊕M ′′, with
M ′ supported on S′ and satisfying 3.3.11(c) and (d), and M ′′ supported on S′′.
Conversely, if we have any local decomposition M = ⊕MSi , with (Si, xo) irre-
ducible and MSi (strictly S-decomposable after Lemma 3.5.2(2)) having strict sup-
port Si, then Si ⊂ S′ or Si ⊂ S′′ and M ′ = ⊕Si 6⊂S′′MSi , M ′′ = ⊕Si⊂S′′MSi .
By induction on the number of irreducible components, we are reduced to the case
where (S, xo) is irreducible. We may assume that dimS > 0.
Choose now a germ f : (X, xo) → (C, 0) which is nonconstant on S and such
that f−1(0) contains all components Zi except S. We have, as above, a unique
decomposition M = M ′ ⊕M ′′ of germs at xo, where M ′ satisfies 3.3.11(c) and (d),
and M ′′ is supported on f−1(0), by Proposition 3.3.11(e). Moreover, M ′ and M ′′ are
also strictly S-decomposable at xo. We may apply the inductive assumption to M ′′.
Let us show that M ′ has strict support S near xo: if M ′1 is a coherent submodule
of M ′ supported on a strict analytic subset Z ⊂ S, then Z is contained in the union
of the components Zi, hence M
′
1 is supported in f
−1(0), so is zero.
By uniqueness of the local decomposition, we get:
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Corollary 3.5.5. — Let M be holonomic and strictly S-decomposable on X and let
(Zi)i∈I be the minimal (locally finite) family of closed irreducible analytic subsets Zi
such that CharM ◦ ⊂ ∪iT ∗ZiX×C∗. There exists a unique decomposition M = ⊕iMZi
such that each MZi = 0 or has strict support Zi.
A closed analytic irreducible subset Z of X such that MZ 6= 0 is called a strict
component of M .
Corollary 3.5.6. — Let M ′,M ′′ be two holonomic RX -module which are strictly S-
decomposable and let (Zi)i∈I be the family of their strict components. Then any
morphism ϕ : M ′Zi → M ′′Zj vanishes identically if Zi 6= Zj.
Proof. — The image of ϕ is supported on Zi ∩ Zj, which is a proper closed analytic
subset either of Zi or of Zj, if Zi 6= Zj .
The following will be useful:
Corollary 3.5.7. — Let M be holonomic and strictly S-decomposable. Then M is
strict.
Proof. — The question is local, and we may assume that M has strict support Z
with Z closed irreducible analytic near xo.
First, there exists an open dense set of Z on which M is strict. Indeed, by Kashi-
wara’s equivalence on the smooth part of Z, we may reduce to the case where Z = X ,
and by restricting to a dense open set, we may assume that CharM is the zero section.
Hence we are reduced to the case where M is OX -coherent. If t is a local coordin-
ate, notice that M /tM = ψt,−1M , as the filtration defined by UkM = t−kM for
k 6 0 and UkM = M for k > 0 satisfies all properties of the Malgrange-Kashiwara
filtration. Let m be a local section of M killed by p(z). Then m is zero in M /tM by
strict specializability. As M is OX -coherent, Nakayama’s lemma implies that m = 0.
Let now m be a local section of M near xo killed by some p(z). Then RX ·m is
supported by a strict analytic set of Z near xo by the previous argument. As M has
strict support Z, we conclude that m = 0.
Let us end this paragraph with a result concerning sesquilinear pairings:
Proposition 3.5.8. — Let M ′,M ′′ be two holonomic RX -module which are strictly S-
decomposable and let (Zi)i∈I be the family of their strict components. Then any ses-
quilinear pairing C : M ′Zi|S ⊗OS M ′′Zj |S → DbXR×S/S vanishes identically if Zi 6= Zj.
Proof. — The assertion is local on X × S, so we fix zo ∈ S and xo ∈ X and we
work with germs at (xo, zo). Assume for instance that Zi is not contained in Zj
and consider an analytic function, that we may assume to be a local coordinate t
by Kashiwara’s equivalence, such that t ≡ 0 on Zj and t 6≡ 0 on Zi. Consider C
as a morphism M ′Zi|S → H omRX |S(M ′′Zj |S,DbXR×S/S). Fix local RX -generators
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m′′1 , . . . ,m
′′
ℓ of M
′′
Zj ,(xo,zo)
. By 3.3.11(b), there exists q > 0 such that tqm′′k = 0 for
all k = 1, . . . , ℓ. Let m′ ∈ M ′Zi,(xo,zo) and let p be the maximum of the orders of
C(m′)(m′′k) on some neighbourhood of (xo, zo). As t
p+1+q/t
q
is Cp, we have, for any
k = 1, . . . , ℓ,
tp+1+qC(m′)(m′′k) =
tp+1+q
t
q · tqC(m′)(m′′k) = 0,
hence tp+1+qC(m′) ≡ 0. Applying this to generators of M ′Zi,(xo,zo) shows that all
local sections of C(M ′Zi,(xo,zo)) are killed by some power of t.
As M ′Zi has strict support Zi, we know from Proposition 3.3.11(d) that
V
(zo)
<0 M
′
Zi,(xo,zo)
generates M ′Zi,(xo,zo) over RX . It is therefore enough to show
that C(V
(zo)
<0 M
′
Zi,(xo,zo)
) = 0.
On the one hand, we have C(V
(zo)
k M
′
Zi,(xo,zo)
) = 0 for k ≪ 0: indeed, by
Lemma 3.1.3, t : C(V
(zo)
k M
′
Zi,(xo,zo)
)→ C(V (zo)k−1 M ′Zi,zo) is an isomorphism for
k ≪ 0, hence acts injectively on C(V (zo)k M ′Zi,(xo,zo)), therefore the conclusion follows,
as t is also nilpotent by the argument above.
Let now k < 0 be such that C(V
(zo)
k−1 M
′
Zi,(xo,zo)
) = 0, and let m′ be a section
of V
(zo)
k M
′
Zi,(xo,zo)
; there exists b(s) of the form
∏
α|ℓzo (α)∈[k,k−1[
(s − α ⋆ z)να such
that b(−ðtt)m′ ∈ V (zo)k−1 M ′Zi,(xo,zo), hence b(−ðtt)C(m′) = 0; on the other hand, we
have seen that there exists N such that tN+1C(m′) = 0, hence, putting B(s) =∏N
ℓ=0(s − ℓz), it also satisfies B(−ðtt)C(m′) = 0; notice now that b(s) and B(s)
have no common root, so there exists p(z) ∈ C[z] r {0} such that p(z)C(m′) = 0.
According to (0.5.1), we conclude that C(m′) = 0.
3.6. Specialization of a sesquilinear pairing
3.6.a. Sesquilinear pairing on nearby cycles. — We keep notation of §§1.5 and
3.1.a. Let M ′ and M ′′ be two objects of S 2(X, t) and let
C : M ′|S ⊗
OS
M ′′|S −→ DbXR×S/S
be a sesquilinear pairing. In the following, we will assume that the RX -modules are
also good (in the applications they will be holonomic). The purpose of this paragraph
is to define, for each α ∈ C a sesquilinear pairing
ψt,αC : ψt,αM
′
|S ⊗
OS
ψt,αM ′′|S −→ DbX0R×S/S,
compatible with N, i.e., such that, with obvious notation,
(3.6.1) ψt,αC(N[m], [µ]) = (iz)
2ψt,αC([m],N[µ]),
where N denotes the action of −(ðtt + α ⋆ z) on ψt,α. Using the notation of Tate
twist introduced in (2.1.3) and the notion of morphism of R- Triples(X) introduced
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in Definition 1.6.1, we will put N = (N′,N′′) with N′′ = iN and N′ = −N′′ = −iN,
so that N is a morphism of R- Triples(X0):
(3.6.2) N : ψt,α(M
′,M ′′, C) −→ ψt,α(M ′,M ′′, C)(−1)
which satisfies N ∗ = −N .
Remarks 3.6.3
(1) Once such specializations are defined, we get, according to the compatibility
with N, pairings
ψt,α,ℓC : gr
M
−ℓψt,αM
′
|S ⊗
OS
grMℓ ψt,αM
′′
|S −→ DbX0R×S/S .
In other words, using the notion of graded Lefschetz R- Triples introduced in Remark
2.1.17, the graded object(
grM
•
ψt,αT , gr
M
−2N
) def
=
(
⊕
ℓ
(
grM−ℓψt,αM
′, grMℓ ψt,αM
′′, ψt,α,ℓC
)
, grM−2N
)
is a graded Lefschetz triple with ε = −1.
(2) As C is R(X,X),S-linear, it easily follows from the definition of ψt,αC that we
know all ψt,αC as soon as we know them for Re(α) ∈ [−1, 0[ and for α = 0, according
to 3.3.8(1b) and (1c).
In order to define the specialization of C, we will use the residue of a Mellin
transform, that we consider now.
Let M ′,M ′′ be two objects of S 2(X, t) and let C : M ′|S ⊗OS M ′′|S → DbXR×S/S
be a sesquilinear pairing. Fix (xo, zo) ∈ X0×S. For local sections m′,m′′ of M ′,M ′′
defined in some neighbourhood of (xo, zo) in X × S the distribution C(m′,m′′) has
some finite order p on nbX×S(xo, zo). For 2Re s > p, the function |t|2s is Cp, so for
any such s, |t|2sC(m′,m′′) is a section of DbXR×S/S on nbX×S(xo, zo). Moreover, for
any relative form ψ of maximal degree with compact support on nbX×S(xo, zo), the
function s 7→ 〈|t|2sC(m′,m′′), ψ〉 is holomorphic on the half-plane {2Re s > p}. We
say that |t|2sC(m′,m′′) depends holomorphically on s on nbX×S(xo, zo)×{2Re s > p}.
Let χ(t) be a real C∞ function with compact support, which is ≡ 1 near t = 0.
In the following, we will consider differential forms ψ = ϕ∧χ(t) i2πdt∧ dt, where ϕ is
a relative form of maximal degree on X0 × S.
Proposition 3.6.4. — Let M ′,M ′′, C be as above. Then, for any (xo, zo)∈X0 × S,
there exists an integer L > 0 and a finite set of complex numbers γ satisfying
ψt,γM
′
(xo,zo)
6= 0 and ψt,γM ′′(xo,−zo) 6= 0, such that, for any element m′ of M ′(xo,zo)
and m′′ of M ′′(xo,−zo), the correspondence
(3.6.4)(∗) ϕ 7−→
∏
γ
Γ(s− γ ⋆ z/z)L · 〈|t|2sC(m′,m′′), ϕ ∧ χ(t) i2πdt ∧ dt〉
defines, for any s ∈ C, a section of DbX0R×S/S on nbX0×S(xo, zo) which is holo-
morphic with respect to s ∈ C.
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The proposition asserts that the distribution
ϕ 7−→ 〈|t|2sC(m′,m′′), ϕ ∧ χ(t) i2πdt ∧ dt〉
extends as a distribution on nbX0×S(xo, zo) depending meromorphically on s, with
poles along the sets s = −k + γ ⋆ z/z (k ∈ N), and with a bounded order. Notice
that changing the function χ will modify the previous meromorphic distribution by
a holomorphic one, as |t|2s is C∞ for any s away from t = 0. The proposition is a
consequence of the following more precise lemma.
Lemma 3.6.5. — Let (xo, zo) ∈ X0 × S and let a1, a2 ∈ R. There exist L > 0 and
a finite set of γ satisfying
ψt,γM
′
(xo,zo)
6= 0, ψt,γM ′′(xo,−zo) 6= 0, ℓzo(γ) 6 a1, ℓ−zo(γ) 6 a2,
such that, for any sections m′ ∈ V (zo)a1 M ′(xo,zo) and m′′ ∈ V
(−zo)
a2 M
′′
(xo,−zo)
, the cor-
respondence
(3.6.5)(∗) ϕ 7−→
∏
γ
Γ(s− γ ⋆ z/z)L · 〈|t|2sC(m′,m′′), ϕ ∧ χ(t) i2πdt ∧ dt〉
defines, for any s ∈ C, a section of DbX0R×S/S on nbX0×S(xo, zo) which is holo-
morphic with respect to s ∈ C.
Assume moreover that the class of m′ (resp. m′′) in grV
(zo)
a1 M
′
(xo,zo)
(resp. in
grV
(−zo)
a2 M
′′
(xo,−zo)
) is in ψt,α1M
′
(xo,zo)
(resp. in ψt,α2M
′′
(xo,−zo)
). Then the product of
Γ factors can be indexed by a set of γ satisfying moreover
(3.6.5)(∗∗) 2Re(γ) < a1 + a2 or, if α1 = α2 def= α, γ = α.
Proof. — Let bm′(S) =
∏
γ∈A(m′)(S − γ ⋆ z)ν(γ) be the Bernstein polynomial of m′
(cf. Corollary 3.3.7), with ν(γ) bounded by the nilpotency index L of N. It is enough
to prove that
∏
γ∈A(m′) Γ(s−γ ⋆z/z)ν(γ) is a convenient product of Γ factors. Indeed,
arguing similarly for m′′, one obtains that the product indexed by A(m′) ∩A(m′′) is
convenient. It is then easy to verify that Conditions (3.6.5)(∗∗) on γ are satisfied by
any γ ∈ A(m′) ∩ A(m′′). Remark that ℓzo(γ) + ℓ−zo(γ) = 2Re(γ).
Notice first that, for any local section Q of V0RX ,(xo,zo), and any C
∞-form ψ on
nbX×S(xo, zo) with compact support, the form (|t|2sψ)·Q is Cp with compact support
if 2 Re s > p. Applying this to the Bernstein relation Q = bm′(−ðtt)− tP for m′, one
gets
(3.6.6)
0 =
〈
[bm′(−ðtt)− tP ]C(m′,m′′), |t|2sψ
〉
=
〈
C(m′,m′′), (|t|2sψ) · [bm′(−ðtt)− tP ]
〉
= bm′(zs)
〈
C(m′,m′′), |t|2sψ〉+ 〈C(m′,m′′), |t|2stη〉
for some η, which is a polynomial in s with coefficients being C∞ with compact
support contained in that of ϕ. As |t|2st is Cp for 2Re s + 1 > p, we can argue by
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induction to show that, for any ψ and k ∈ N,
(3.6.7) s 7−→ bm′(z(s− k + 1)) · · · bm′(zs)
〈|t|2sC(m′,m′′), ψ〉
extends as a holomorphic function on {s | 2Re s > p − k}. Apply this result to
ψ = ϕ ∧ χ(t) i2πdt ∧ dt to get the lemma.
Remark 3.6.8. — The previous proof also applies if we only assume that C is
R(X,X),S-linear away from {t = 0}. Indeed, this implies that [bm′(−ðtt) −
tP ]C(m′,m′′) is supported on {t = 0}, and (3.6.6) only holds for Re s big enough,
maybe ≫ p. Then, (3.6.7) coincides with a holomorphic distribution defined on
{s | 2Re s > p − k} only for Re s ≫ 0. But, by uniqueness of analytic extension, it
coincides with it on Re s > p.
A distribution on X0 × S/S which is continuous with respect to z and holo-
morphic with respect to S can be restricted as a distribution to sets of the form
s = α ⋆ z/z. This restriction is continuous with respect to z. By a similar
argument, the polar coefficients along s = α ⋆ z/z of the meromorphic distribu-
tion
〈|t|2sC(m′,m′′), • ∧ χ(t) i2πdt ∧ dt〉 exist as semi-meromorphic distributions on
nbX0×S(xo, zo) (i.e., the exists a polynomial p(z) such that, after multiplication
by p(z), the distribution is continuous with respect to z). The possible poles are the
z ∈ S such that there exists γ as in (3.6.5)(∗∗) with (γ − n− α) ⋆ z = 0, n ∈ N and
n 6= 0 if γ = α.
Lemma 3.6.9. — Let [m′] be a local section of ψt,αM ′ near (xo, zo) and [m′′] a local
section of ψt,αM ′′ near (xo,−zo). Then, the polar coefficients of the distribution〈|t|2sC(m′,m′′), •∧ χ(t) i2πdt∧ dt〉 along s = α ⋆ z/z do neither depend on the choice
of the local liftings m′,m′′ of [m′], [m′′] nor on the choice of χ, and take value in
DbX0R×S/S.
Proof. — Indeed, any other local lifting of m′ can be written as m′+µ′, where µ′ is a
local section of V
(zo)
<ℓzo (α)
M ′. By the previous lemma,
〈|t|2sC(µ′,m′′), •∧χ(t) i2πdt∧dt〉
is holomorphic along s = α⋆ z/z. Notice also that a different choice of the function χ
does not modify the polar coefficients.
We want to show that the polar coefficients do not have poles in some neighbour-
hood of S. The possible poles of the polar coefficients, as we have seen above, are
such that (γ − n−α) ⋆ z = 0, with n ∈ N and n 6= 0 if γ = α. Now, (3.6.5)(∗∗) shows
that the only possible γ 6= α are such that Re(γ) < Re(α), hence for any γ, n that
we have to consider, we have Re(γ − n − α) < 0, hence 6= 0. Now, there can be no
z ∈ S with (γ − n− α) ⋆ z = 0 (by §0.9, we should have z = ±i and γ − n−α purely
imaginary).
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According to this lemma, we get a sesquilinear pairing
ψt,αM
′
|S ⊗
OS
ψt,αM ′′|S
ψt,αC−−−−−−→ DbX0R×S/S
([m′], [m′′]) 7−→ Ress=α⋆z/z
〈|t|2sC(m′,m′′), • ∧ χ(t) i2πdt ∧ dt〉,(3.6.10)
wherem′,m′′ are local liftings of [m′], [m′′]. The compatibility (3.6.1) of ψt,αC with N
follows from tðt|t|2s = (iz)−2tðt|t|2s (recall that α ⋆ z/z is real).
Definition 3.6.11. — For Reα ∈ [−1, 0[, the specialized sesquilinear pairing Ψt,αC is
defined as ψt,αC, according to Remark 3.4.4(2).
Remark 3.6.12. — We have defined a functor ψt,α, and similarly Ψt,α if Reα ∈ [−1, 0[,
from the category of strictly specializable objects of R- Triples(X), i.e., objects T =
(M ′,M ′′, C) such that M ′ and M ′′ are in S 2(X, t), to the category R- Triples(X0)
by putting ψt,αT = (ψt,αM ′, ψt,αM ′′, ψt,αC). This functor clearly commutes with
any Tate twist by k ∈ 12Z.
Remark 3.6.13 (Behaviour with respect to adjunction). — As χ(t) i2πdt∧ dt is real, we
have ψt,α(C
∗) = (ψt,αC)
∗. If S : T → T ∗(−w) is a sesquilinear duality of
weight w on T , then ψt,αS is a sesquilinear duality of weight w on ψt,αT . As
ψt,αS
′ and ψt,αS
′′ commute with N, we have N ∗ ◦ ψt,αS = −ψt,αS ◦ N (recall
that N = (−iN, iN)). Then grM
•
ψt,αT is a graded triple in the sense given in §1.6.c
and grM• ψt,αS is a (graded) sesquilinear duality of weight w on it. Last, we see that
grM−2N is skewadjoint with respect to gr
M
•
ψt,αS ; in other words, grM• ψt,αS is a Her-
mitian duality of (grM
•
ψt,αT , grM−2N ). Consequently, (2.1.13) defines a Hermitian
duality on the primitive parts.
If for instance M ′ = M ′′ = M and C∗ = C, so that S = (Id, Id) is a Hermitian
duality of weight 0, we have ψt,α(C)
∗ = ψt,α(C), and we are in the situation of
Example 2.1.14. The sesquilinear pairing on the primitive part
Pψt,α,ℓC : Pgr
M
ℓ ψt,αM|S ⊗
OS
PgrMℓ ψt,αM|S −→ DbX0R×S/S
is given by the formula
(3.6.14) Pψt,α,ℓC
def
= (iz)−ℓψt,α,ℓC((iN)
ℓ
•, •).
Remark 3.6.15. — Assume that T is a smooth twistor. In particular, C takes values
in C∞ functions. Then ψt,−1T is equal to the restriction of T along {t = 0} as
defined in Definition 1.6.9.
Remark 3.6.16. — Let f = tr for r > 1. Let if be the graph inclusion of f and let
i : {t = 0} →֒ X be the closed inclusion. Similarly to Proposition 3.3.13, one shows
that ψf,αC = i+ψt,rαC.
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3.6.b. Vanishing cycles and sesquilinear pairings. — If M ′ or M ′′ are sup-
ported on X0, we have ψt,αC = 0 for any α. We should therefore also define the
“vanishing cycle analogue” φt,0C in order to recover an interesting sesquilinear form
on ψt,0M ′ ⊗OS ψt,0M ′′ in any case. We continue to assume in the following that
M ′,M ′′ are strictly specializable along {t = 0}.
The function Iχ̂. — In the following, we always assume that z varies in S. Let χ̂(θ)
be a C∞ function of the complex variable θ such that χ̂ has compact support on C
and χ̂ ≡ 1 near θ = 0. For s such that Re s > 0, the function
Iχ̂(t, s, z)
def
=
∫
etz/θ−t/θz |θ|2(s−1) χ̂(θ) i2πdθ ∧ dθ
is continuous with respect to t and holomorphic with respect to s (notice that the
exponent tz/θ − t/θz is purely imaginary, as z ∈ S). It also varies smoothly with
respect to z. For any p ∈ N, the function Iχ̂, when restricted to the domain 2Re s > p,
is Cp in t and holomorphic with respect to s.
Define Iχ̂,k,ℓ by replacing |θ|2(s−1) with θkθℓ |θ|2(s−1) in the integral defining Iχ̂; in
particular, we have Iχ̂ = Iχ̂,0,0 and Iχ̂,k,k(t, s, z) = Iχ̂(t, s+ k, z) for any k ∈ Z.
Remark 3.6.17. — We can also use the coordinate τ = 1/θ to write Iχ̂(t, s, z) as
Iχ̂(t, s, z) =
∫
etτz−tτ/z |τ |−2(s+1) χ̂(τ) i2πdτ ∧ dτ
where now χ̂ is C∞, is ≡ 1 near τ =∞ and ≡ 0 near τ = 0. It is the Fourier transform
of |τ |−2(s+1) χ̂(τ) up to a scaling factor z: put τ = ξ + iη and t/2z = y + ix; then
Iχ̂(t, s, z) =
1
π
∫
e−i(xξ+yη) |τ |−2(s+1) χ̂(τ) dξ ∧ dη.
If we denote by F the Fourier transform with kernel etτz−tτ/z i2πdτ ∧ dτ , then the
inverse Fourier transform F−1 has kernel e−tτz+tτ/z i2πdt ∧ dt.
For Re s large enough, using Stokes formula, we obtain
tIχ̂,k−1,ℓ(t, s, z) = −z(s+ k)Iχ̂,k,ℓ(t, s, z)− zI∂χ̂/∂θ,k+1,ℓ(t, s, z)
tIχ̂,k,ℓ−1(t, s, z) = −z(s+ ℓ)Iχ̂,k,ℓ(t, s, z)− zI∂χ̂/∂θ,k,ℓ+1(t, s, z),
with I∂χ̂/∂θ,k+1,ℓ, I∂χ̂/∂θ,k,ℓ+1 ∈ C∞(C × C× S), holomorphic with respect to s ∈ C.
In particular we get
|t|2Iχ̂(t, s− 1, z) = −s2Iχ̂(t, s, z) + · · · ,
where “· · · ” is C∞ in (t, s, z) and holomorphic with respect to s ∈ C. This equality
holds on Re s > 1. This allows one to extend Iχ̂ as a C
∞ function on {t 6= 0}×C×S,
holomorphic with respect to s.
For Re s > 1, we have
ðtIχ̂(t, s, z) = −Iχ̂,−1,0(t, s, z) and ðtIχ̂(t, s, z) = −Iχ̂,0,−1(t, s, z),
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hence
tðtIχ̂ = zsIχ̂ + zI∂χ̂/∂θ,1,0 and tðtIχ̂ = zsIχ̂ + zI∂χ̂/∂θ,0,1.
By analytic extension, these equalities hold on {t 6= 0} × C× S.
Definition of φt,0C. — Let m
′,m′′ be local sections (near (xo, zo) and (xo,−zo) with
zo ∈ S) of V0M ′, V0M ′′ lifting local sections [m′], [m′′] of ψt,0M ′, ψt,0M ′′. Using the
previous properties of Iχ̂, one shows as in Lemma 3.6.5 that, for any test form ϕ on
X0 and any compactly supported C∞ function χ(t) such that χ ≡ 1 near t = 0, the
function
s 7−→ 〈Iχ̂(t, s, z)C(m′,m′′), ϕ ∧ χ(t) i2πdt ∧ dt〉
is holomorphic for Re s big enough and extends as a meromorphic function of s with
poles at most on s = 0 and on sets s = γ ⋆ z/z with Re γ < 0.
We put
(3.6.18)
〈
φt,0C([m
′], [m′′]), ϕ
〉 def
= Ress=0
〈
C(m′,m′′), ϕ ∧ Iχ̂(t, s, z)χ(t) i2πdt ∧ dt
〉
.
This residue does not depend on the choice of χ̂ and χ, nor on the choice of the
representatives m′,m′′ in V0M ′, V0M ′′ (cf. Lemma 3.6.9), and defines a section of
DbX0R×S/S. As we can take χ and χ̂ real, one obtains that φt,0(C
∗) = (φt,0C)
∗.
Arguing as for ψt,αC, one gets the analogue of (3.6.1). We define then
(3.6.19) φt,0T = φt,0(M
′,M ′′, C)
def
= (ψt,0M
′, ψt,0M
′′, φt,0C),
and we have a morphism N : φt,0T → φt,0T (−1) in R- Triples(X0).
Remark 3.6.20. — Let us explain the definition of φt,0C. Consider the one-variable
distribution with compact support 〈χC(m′,m′′), ϕ〉. Its Fourier transform is a dis-
tribution of the variable τ , that we localize near τ = ∞ and to which we apply the
functor ψθ,−1, to obtain φt,0C. This procedure is similar to a microlocalization with
respect to the variable t.
The morphisms Can and Var. — We define
Can = (var, i can) and Var = (−i can, var).
Once they are known to be morphisms in R- Triples(X0), they clearly satisfy
Var ◦Can = Nψt,−1 , Can ◦Var = Nφt,0 .
Lemma 3.6.21. — The morphisms Can and Var are morphisms in R- Triples(X0):
ψt,−1T
Can−−−−→ φt,0T (−1/2), φt,0T (1/2) Var−−−−→ ψt,−1T .
Remark 3.6.22 (Behaviour with respect to adjunction). — Let S : T → T ∗(−w)
be a sesquilinear duality of weight w. Using the canonical isomorphism (1.6.3)
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(φt,0T (1/2))∗
∼−→ φt,0T ∗(−1/2) given by (Idψt,0M ′′ ,− Idψt,0M ′), we get a commut-
ative diagram
ψt,−1T
ψt,−1S
Can
ψt,−1T
∗(−w)
Var∗
φt,0T (−1/2)
ψt,0S
φt,0T ∗(−w − 1/2)
and an adjoint anticommutative diagram.
Proof of Lemma 3.6.21. — Let us show that Can is a morphism in R- Triples(X0),
the proof for Var being similar. Let [m′0] (resp. [m
′′
−1]) be a local section of ψt,0M
′
(resp. ψt,−1M ′′). We have to show that
(3.6.23) Ress=0 z
〈
C(m′0,m
′′
−1), ϕ ∧ ðtIχ̂(t, s, z)χ(t) i2πdt ∧ dt
〉
= Ress=−1
〈
C(m′0,m
′′
−1), ϕ ∧ t|t|2sχ(t) i2πdt ∧ dt
〉
.
We can replace ðtIχ̂(t, s, z) with −Iχ̂,1,0(t, s − 1, z), so that the left-hand term in
(3.6.23) is
(3.6.24) Ress=−1
〈
C(m′0,m
′′
−1), ϕ ∧ (−zIχ̂,1,0(t, s, z))χ(t) i2πdt ∧ dt
〉
.
Denote by T the one-variable distribution 〈χC(m′0,m′′−1), ϕ〉 obtained by integra-
tion in the X0 direction. It has compact support by definition of χ. Therefore, its
Fourier transform FT is a C∞-function of τ, z, which has slow growth, as well as all
its derivatives, when τ →∞. The function in (3.6.24) is then written as
(3.6.25) −z
∫
FT (τ, z) · τ−1 |τ |−2(s+1) χ̂(τ) i2πdτ ∧ dτ .
On the other hand, the function in the RHS of (3.6.23) is
(3.6.26)
〈T, t|t|2sχ(t) i2πdt ∧ dt〉 =
〈
FT,F−1(t|t|2sχ(t) i2πdt ∧ dt)
〉
=
∫
FT (τ, z) ·F−1(t|t|2sχ) i2πdτ ∧ dτ
(in order to get this expression, we replace χ with χ2 in (3.6.23), which does not
change the residue, as previously remarked).
The function Îχ,1,0(τ, s, z). — Let us state some properties of the function
Îχ,1,0(τ, s, z)
def
= F−1(t|t|2sχ).
(1) Denote by Îχ,k,ℓ(τ, s, z) (k, ℓ ∈ Z) the function obtained by integrating |t|2stktℓ.
Then, for any s ∈ C with Re(s + 1 + (k + ℓ)/2) > 0 and any z ∈ S, the func-
tion (τ, s, z) 7→ Îχ,k,ℓ(τ, s, z) is C∞, depends holomorphically on s, and satisfies
limτ→∞ Îχ,k,ℓ(τ, s, z) = 0 locally uniformly with respect to s, z (apply the classical
Riemann-Lebesgue lemma saying that the Fourier transform of a function in L1 is
continuous and tends to 0 at infinity).
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(2) We have
(3.6.27)
τ Îχ,k,ℓ = −z(s+ k)Îχ,k−1,ℓ − zÎ∂χ/∂t,k,ℓ ðτ Îχ,k,ℓ = Îχ,k+1,ℓ
τ Îχ,k,ℓ = −z(s+ ℓ)Îχ,k,ℓ−1 − zÎ∂χ/∂t,k,ℓ ðτ Îχ,k,ℓ = Îχ,k,ℓ+1,
where the equalities hold on the common domain of definition (with respect to s)
of the functions involved. Notice that the functions Î∂τ,k,ℓ and Î∂χ/∂t,k,ℓ are C
∞ on
P1 × C × S, depend holomorphically on s, and are infinitely flat at τ = ∞ (because
tkt
ℓ|t|2s∂t,tχ is C∞ in t with compact support, and holomorphic with respect to s,
so that its Fourier transform is in the Schwartz class, holomorphically with respect
to s).
It follows that, for Re(s+ 1) + (k + ℓ)/2 > 0, we have
(3.6.28)
τðτ Îχ,k,ℓ = −z(s+ k + 1)Îχ,k,ℓ − zÎ∂χ/∂t,k+1,ℓ,
τðτ Îχ,k,ℓ = −z(s+ ℓ+ 1)Îχ,k,ℓ − zÎ∂χ/∂t,k,ℓ+1.
(3) Consider the variable θ = τ−1 with corresponding derivation ∂θ = −τ2∂τ ,
and write Îχ,k,ℓ(θ, s, z) the function Îχ,k,ℓ in this variable. Then, for any p > 0, any
s ∈ C with Re(s+ 1 + (k + ℓ)/2) > p and any z ∈ S, all derivatives up to order p of
Îχ,k,ℓ(θ, s, z) with respect to θ tend to 0 when θ → 0, locally uniformly with respect
to s, z (use (3.6.28) and (3.6.27)); in particular, Îχ,k,ℓ(τ, s, z) extends as a function of
class Cp on P1 × {Re(s+ 1 + (k + ℓ)/2) > p} × S, holomorphic with respect to s.
The function Îχ,1,0(τ, s, z) is C
∞ in τ and holomorphic in s on {s | Re s > −3/2}.
Using the function χ̂(τ) as above, we conclude that the integral
(3.6.29)
∫
FT (τ, z) ·F−1(t|t|2sχ)(1− χ̂(τ)) i2πdτ ∧ dτ
is holomorphic with respect to s for Re s > −3/2. It can thus be neglected when
computing the residue at s = −1. The question reduces therefore to the comparison
of Îχ,1,0(τ, s, z) and τ
−1 |τ |−2(s+1) when τ →∞.
Put Ĵχ,1,0(τ, s, z) = τ |τ |2(s+1) Îχ,1,0(τ, s, z). Then, by (3.6.28), we have
τ
∂Ĵχ,1,0
∂τ
= −Ĵ∂χ/∂t,1,0, τ
∂Ĵχ,1,0
∂τ
= −Ĵ∂χ/∂t,0,1,
and both functions Ĵ∂χ/∂t,1,0 and Ĵ∂χ/∂t,0,1 extend as C
∞ functions, infinitely flat at
τ =∞ and holomorphic with respect to s ∈ C. Put
K̂χ(τ, s, z) = −
∫ 1
0
[
Ĵ∂χ/∂t,1,0(λτ, s, z) + Ĵ∂χ/∂t,0,1(λτ, s, z)
]
dλ.
Then K̂χ is of the same kind.
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Lemma 3.6.30. — For any s in the strip Re(s + 1) ∈ ] − 1,−1/4[, the function τ 7→
Ĵχ,1,0(τ, s, z) satisfies
lim
τ→∞
Ĵχ,1,0(τ, s, z) = −z Γ(s+ 2)
Γ(−s) .
Proof. — We can assume that χ is a C∞ function of |t|2, that we still write χ(|t|2).
For simplicity, we assume that χ ≡ 1 for |t| 6 1. Then the limit of Ĵχ,1,0 is also equal
to the limit of the integral
J(τ, s, z) =
∫
|t|61
e−tτz+tτ/z tτ |tτ |2(s+1) i2π
dt
t
∧ dt
t
.
By a simple change of variables, we have
J(τ, s, z) = z
∫
|u|6|τ |
e2i Imuu |u|2s i2πdu ∧ du.
Using the Bessel function J±1(x) =
1
2π
∫ 2π
0
e−ix sin ye±iydy, we can write
J(τ, s, z) = 2z
∫
ρ6|τ |
J−1(2ρ)ρ
2(s+1)dρ
= −2−2(s+1)z
∫
ρ62|τ |
J1(ρ)ρ
2(s+1)dρ, as J1 = −J−1.
For Re(s + 1) ∈ ] − 1,−1/4[, the limit when |τ | of the previous integral is equal to
22(s+1)Γ(s+ 2)/Γ(−s) (cf. [68, §13.24, p. 391]).
From Lemma 3.6.30, we can write, on the strip Re(s+ 1) ∈ ]− 1/2,−1/4[,
(3.6.31) Îχ,1,0(τ, s, z) = −zτ−1 |τ |−2(s+1) Γ(s+ 2)
Γ(−s) +Kχ(τ, s, z)
where Kχ(τ, s, z) = −zτ−1 |τ |−2(s+1) K̂χ is C∞ on C×C×S, infinitely flat at τ =∞
and holomorphic with respect to s. For any p > 0, apply (ðτðτ )p to the previous
equality restricted to τ 6= 0 (where both sides are C∞ in τ and holomorphic with
respect to s; preferably, multiply both sides by χ̂(τ)), to get, for s in the same strip,
Îχ,1,0(τ, s+ p, z) = −zτ−1 |τ |−2(s+p+1) Γ(s+ p+ 2)
Γ(−s− p) + (ðτðτ )
pKχ(τ, s, z)
where the last term remains infinitely flat at τ =∞. It follows that (3.6.31) remains
true on any strip Re(s+1) ∈ ]p−1/2, p−1/4[ with p > 0 and a function K(p)χ instead
of Kχ.
Choose p such that the two the meromorphic functions considered in (3.6.23) are
holomorphic on the strip Re(s + 1) ∈ ]p − 1/2, p − 1/4[. The difference between
Γ(s+2)/Γ(−s) times the function in the LHS and the function in the RHS coincides,
on this strip, with a holomorphic function on the half-plane {s | Re s > −3/2} (taking
into account (3.6.29) and K
(p)
χ ). It is then equal to it on this whole half-plane, hence
has residue 0 at s = −1.
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Let us emphasize two cases:
(1) Denote by i the inclusion {t = 0} →֒ X . Remark that, if M ′ and M ′′ are in
S 2(X, t) and are supported on {t = 0}, so that M ′ = i+M ′0 and M ′′ = i+M ′′0 , then
any sesquilinear pairing C on M ′|S ⊗OS M ′′|S is equal to i++C0 for some sesquilinear
pairing C0 on M
′
0|S ⊗OS M ′′0|S. Indeed, by R(X,X),S-linearity, C is determined by its
restriction to M ′0|S⊗OS M ′′0|S; conclude by using that tC(m′0,m′′0) = C(tm′0,m′′0) = 0.
We have M ′0 = ψt,0M
′ and M ′′0 = ψt,0M
′′. Moreover:
Lemma 3.6.32. — The pairing φt,0C is equal to C0.
Proof. — By definition, as χ(0) = 1, we have for Re s≫ 0,〈
C(m′0,m
′′
0), ϕ ∧ Iχ̂(t, s, z)χ(t) i2πdt ∧ dt
〉
=
〈
C0(m
′
0,m
′′
0), ϕ
〉 · Iχ̂(0, s, z).
As χ̂(0) = 1, we have Ress=0 Iχ̂(0, s, z) = 1.
(2) Assume that can is onto.
Lemma 3.6.33. — Let m′0,m′′0 be local sections of V0M ′, V0M ′′ lifting local sections
[m′0], [m
′′
0 ] of ψt,0M
′, ψt,0M ′′. Then〈
φt,0C([m
′
0], [m
′′
0 ]), •
〉
= Ress=0
−1
s
〈|t|2sC(m′0,m′′0), • ∧ χ(t) i2πdt ∧ dt〉.
Proof. — There exists a local section [m′′−1] of ψt,−1M
′′ such that [m′′0 ] = i can[m
′′
−1].
We have〈|t|2(s+1)C(m′0,m′′0 ), • ∧ χ(t) i2πdt ∧ dt〉 = 〈|t|2sC(tm′0, tm′′0 ), • ∧ χ(t) i2πdt ∧ dt〉
=
〈|t|2sC(tm′0, iNm′′−1), • ∧ χ(t) i2πdt ∧ dt〉
=
〈
(−iðtt|t|2s)C(tm′0,m′′−1), • ∧ χ(t) i2πdt ∧ dt
〉
+ J(s, z)
= −iz(s+ 1)〈|t|2sC(tm′0,m′′−1), • ∧ χ(t) i2πdt ∧ dt〉+ J(s, z)
= −(iz)−1(s+ 1)〈|t|2sC(tm′0,m′′−1), • ∧ χ(t) i2πdt ∧ dt〉+ J(s, z),
where J(s, z) is meromorphic with respect to s and has no pole along s = −1. There-
fore, as φt,0C([m
′
0], [m
′′
0 ]) = φt,0C([m
′
0], i can[m
′′
−1]) = (iz)
−1ψt,−1C(var[m
′
0], [m
′′
−1]),
we get〈
φt,0C([m
′
0], [m
′′
0 ]), •
〉
= (iz)−1Ress=−1
〈|t|2sC(tm′0,m′′−1), • ∧ χ(t) i2πdt ∧ dt〉
= Ress=−1
−1
s+ 1
〈|t|2(s+1)C(m′0,m′′0), • ∧ χ(t) i2πdt ∧ dt〉
= Ress=0
−1
s
〈|t|2sC(m′0,m′′0 ), • ∧ χ(t) i2πdt ∧ dt〉.
Corollary 3.6.34. — Let T = (M ′,M ′′, C) be an object of R- Triples(X). Assume
that M ′,M ′′ are strictly specializable along {t = 0}. The following properties are
equivalent:
(1) φt,0T = ImCan⊕KerVar in R- Triples(X),
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(2) T = T1 ⊕ T2 in R- Triples(X), with T2 supported on {t = 0} and T1 being
such that its Can is onto and its Var is injective.
Proof. — The part for M ′,M ′′ is Proposition 3.3.11. That φt,0C decomposes is
proved as in Proposition 3.5.8.
3.6.c. Direct images and specialization of sesquilinear pairings. — We take
the notation used in Theorem 3.1.8.
Corollary 3.6.35. — Let T = (M ′,M ′′, C) be an object of R- Triples(X×C). Assume
that M ′,M ′′ satisfy the conditions in Theorem 3.3.15. Then, for any α with Reα ∈
[−1, 0[, we have Ψt,αH i(F†T ) = H i(f†Ψt,αT ). Moreover, we have φt,0H i(F†T ) =
H i(f†φt,0T ) and, with obvious notation, CanH i(F†T ) = H
i(f† Can), VarH i(F†T ) =
H i(f† Var).
Proof. — Apply Theorem 3.3.15 for M ′,M ′′ and Can,Var. It remains to controlling
the behaviour of ψt,αC, φt,0C under F†. Now the result is a direct consequence of
the definition of ψt,αC, φt,0C, as we can compute with local sections of VaM ′, VaM ′′,
knowing that, for M = M ′ or M ′′, the filtration V•H i(F†M ) is H i(f†V•M ).
3.7. Noncharacteristic inverse image
3.7.a. Noncharacteristic and strictly noncharacteristic RX -modules along
a submanifold. — Let M be a holonomic RX -module with characteristic variety
CharM contained in Λ × Ω0, where Λ ⊂ T ∗X is Lagrangian. Let Z ⊂ X be a
submanifold of X and denote by i : Z →֒ X the inclusion. We say that M is
noncharacteristic along Z if T ∗ZX ∩ Λ ⊂ T ∗XX for some choice of Λ as above.
Locally on Z, we may choose a smooth map t = (t1, . . . , tp) : X → Cp such that
Z = t−1(0) and we may view t as a projection. We may therefore consider the
sheaf RX /Cp of relative differential operators with respect to the projection t. The
following is classical and easy:
Lemma 3.7.1. — If M is noncharacteristic along Z, then M is (locally on Z) RX /Cp-
coherent. If Z has codimension one, then M is regular along Z.
Proof. — Indeed, if M is noncharacteristic along Z, then any local good filtration
F•M of M as a RX -module is such that gr
FM is grFRX /Cp -coherent.
Definition 3.7.2. — The RX -module M is strictly noncharacteristic along Z if it is
noncharacteristic along Z and the (ordinary) restriction OZ ⊗OX M|Z is strict.
Remark 3.7.3. — If f : Z → X is any morphism between smooth complex manifold,
we may similarly define, for a holonomic RX -module M , what “(strictly) nonchar-
acteristic with respect to f” means. Decompose f as en embedding followed by a
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projection. Then M is always strictly non characteristic with respect to the projec-
tion. Hence, in practice, it is enough to check this property for embeddings.
Lemma 3.7.4. — Let Z be a smooth hypersurface. Assume that M is strictly non-
characteristic along Z. Then,
(1) M is strictly specializable along Z,
(2) we have OZ ⊗OX M|Z = OZ ⊗LOX M|Z .
Proof. — We may work locally on X . Assume that Z is defined by a local equation
t = 0. As M is noncharacteristic along Z, Lemma 3.7.1 shows that M is specializable
and regular along t = 0, and we may choose as a good V -filtration the filtration given
by V−1M = M , V−k−1M = tkM for k > 0 and grVa M = 0 for a 6∈ −N∗ (here the
filtration is independent of the choice of zo as the indices are real). The restriction
i+M is equal to grV−1M and is still holonomic with characteristic variety contained
in Λ0 ×Ω0, where Λ0 is the image of Λ|Z by the cotangent map T ∗i : T ∗X|Z → T ∗Z.
Moreover, the action of tðt on grV−1M vanishes, because for a local section m of M ,
ðtm is also a local section of M .
With the assumption of strictness of M /tM , we conclude that M is strictly spe-
cializable and regular along Z. In such a situation, the V -filtration defined above
is the Malgrange-Kashiwara filtration and we have ψt,−1M = grV−1M = M /tM .
Moreover, t : M → M is injective, because M = V−1M (cf. Remark 3.3.6(4)), i.e.,
OZ ⊗OX M|Z = OZ ⊗LOX M|Z .
Last, remark that can and var are both equal to 0, as ψt,0M = 0.
An adjunction morphism. — Let π : X˜ → X be a proper analytic map between
complex analytic manifolds, which is an isomorphism almost everywhere (say that π
is a proper modification of X). Assume that π = p ◦ i, where i : X˜ →֒ X × P1 is
a closed inclusion and p : X × P1 → X is the projection. Let M be an holonomic
RX -module which is strictly noncharacteristic with respect to π. By Lemma 3.7.4,
π+M is a holonomic R
X˜
-module.
Lemma 3.7.5. — Under these conditions, there is a natural adjunction morphism ι :
M → π0+π+M .
Proof. — Put n = dim X˜ = dimX . The right R
X˜
-module associated with π+M
is ω
X˜
⊗π−1OX π−1M . Using the contraction isomorphism (0.6.1), we identify the
complex(
ω
X˜
⊗
π−1OX
π−1M
)
⊗
R
X˜
Sp
•
X˜→X
=
(
ω
X˜
⊗
π−1OX
π−1M
)
⊗
O
X˜
∧•Θ
X˜
⊗
π−1OX
π−1RX
with the de Rham complex
Ωn+
•
X˜
⊗
π−1OX
π−1(M ⊗OX RX )
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of the (inverse image of) the left RX -module M ⊗OX RX , the right RX -structure
being trivially induced by that on RX . Using the isomorphism (0.7.4), this complex
is isomorphic to the de Rham complex
Ωn+
•
X˜
⊗
π−1OX
π−1(RX ⊗OX M ) ≃ E n+•X˜ ⊗π−1OX
π−1(RX ⊗OX M ).
We now have a morphism
M r = ωX ⊗
OX
M ≃ Ωn+•X ⊗
OX
(RX ⊗OX M ) −→ (π∗E n+•X˜ ) ⊗OX (RX ⊗OX M )
−→ π∗
(
E n+
•
X˜
⊗
π−1OX
π−1(RX ⊗OX M )
)
≃ π+(π+M )r,
hence a morphism M r → π0+(π+M )r.
3.7.b. Noncharacteristic inverse image of a sesquilinear pairing. — Con-
sider first the case of the inclusion of a smooth hypersurface Z = {t = 0}. If C
is a sesquilinear pairing, then ψt,−1C is defined by the formula of Definition 3.6.11.
Notice that, by applying the same argument as in Lemma 3.6.5, for any local sections
m′ of M ′ and m′′ of M ′′, the function I
(0)
C(m′,m′′),ϕ
(s) has at most simple poles at
s = −1,−2, . . . and no other poles.
If T = (M ′,M ′′, C) is an object of R- Triples(X) with M ′,M ′′ holonomic, and if
M ′,M ′′ are strictly noncharacteristic along X0, then one may define i+T as ψt,−1T .
The following result will be useful in the proof of Theorem 6.1.1 (cf. §6.4(3)).
Proposition 3.7.6. — Assume that M is strictly noncharacteristic along the smooth
hypersurface Z ⊂ X. Let j : X r Z →֒ X denote the open inclusion. Given any
sesquilinear pairing Co : j∗M|S ⊗OS j∗M|S → DbXrZ×S/S, there exists at most one
sesquilinear pairing C on M|S which extends C
o.
Proof. — The question is local on X × S, so let xo ∈ Z, zo ∈ S. Assume that we
have a coordinate system (t, x′) such that Z = {t = 0}. We may consider relative
differential forms of maximal degree, namely forms ψ = a · dx′ ∧ dx′ where a is a
section of C∞XR×S. Let m
′,m′′ be sections of M(xo,zo),M(xo,−zo). Assume that C
is a sesquilinear pairing on M . Then, for a relative differential form ψ of maximal
degree supported in nb(xo, zo), 〈C(m′,m′′), ψ〉 is the section of DbDR×S/S, where
D = {|t| < R}, defined by
η(t, z) i2πdt ∧ dt 7−→
〈
C(m′,m′′), ψ ∧ η(t, z) i2πdt ∧ dt
〉
.
We can view 〈C(m′,m′′), ψ〉 as a distribution on DR with values in the Banach space
C0(S), using the formula above.
Assume that we have two extensions C1, C2 of C
o. For m′,m′′ as above, put
u = C1(m
′,m′′) − C2(m′,m′′). It is then enough to prove that, for any relative
form ψ, the distribution 〈u, ψ〉 on the disc is equal to 0: indeed, for any test form ϕ
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supported in nb(xo, zo), we can write ϕ = ψ ∧ χ, for some relative form ψ and some
test form χ on the disc; then, 〈u, ϕ〉 = 〈〈u, ψ〉, χ〉 = 0.
Denote by p the order of the distribution u on nb(xo, zo). We have
(3.7.7) 〈u, ψ〉 =
∑
06a+b6p
λa,b(ψ)ð
a
t ð
b
tδ0,
for some λa,b(ψ) ∈ C 0S,zo , where δ0 ∈ DbDR×S/S denotes the Dirac distribution at
t = 0. Let us show that all λa,b(ψ) vanish identically. This is true if ψ vanishes at
order > p + 1 along {t = 0}. We may therefore assume that ψ does not depend on
t, t. Using the Bernstein equation for m′, we obtain, for a convenient choice of N ,
B(tðt) ·m′ =
[ N∏
k=0
(tðt − kz)
]
·m′ = tp+1
∑
j
(tðt)
jPj(t, x
′, ð′x) ·m′.
According to (3.7.7), the coefficient of ðat ð
b
t
δ0 in B(tðt) · 〈u, ψ〉 is µa(z)λa,b(ψ), with
µa(z) invertible on S. On the other hand, for any j, by (3.7.7) applied to ψ · Pj ,
tp+1 〈u, ψ · Pj〉 = 0, hence tp+1(tðt)j 〈u, ψ · Pj〉 = 0. Therefore, all λa,b(ψ) vanish.
3.7.c. Specialization along two normally crossing divisors. — We will need
the results below in the proof of Theorem 6.1.1, §6.4. The result is an adaptation of
[54, §§3.5.11–3.5.18].
Assume that we are in the following situation: let Y = Y1 ∪ Y2 be a normal
crossing divisor in a smooth manifold X and let T = (M ′,M ′′, C) be an object
of R- Triples(X). Assume that M ′,M ′′ are holonomic with characteristic variety
contained in Λ × Ω0, for some Lagrangian variety Λ ⊂ T ∗X . Assume also that
M ′,M ′′ are strictly noncharacteristic along Y1, Y2 and Z = Y1∩Y2 in a neighbourhood
of Z. We will work in local coordinates near a point of Z: we put Y1 = {x1 = 0},
Y2 = {x2 = 0}.
Lemma 3.7.8. — Under these conditions, for M = M ′ or M ′′ and near each point
of Z,
– M is strictly specializable along Y1and Y2,
– ψxj ,αM vanishes for α 6∈ −N∗ and j = 1, 2,
– ψx1,−1M = M /x1M is strictly specializable along {x2 = 0} and conversely,
– we have ψx2,−1ψx1,−1M = ψx1,−1ψx2,−1M = M /x1x2M ,
– for any local sections m′ of M ′ and m′′ of M ′′, the two-variable Mellin transform
〈C(m′,m′′), |x1|2s1 |x2|2s2 ϕ(x)〉 has only simple poles along lines s1 = −1 − k, s2 =
−1− ℓ, k, ℓ ∈ N and no other poles,
– we have ψx2,−1ψx1,−1T = ψx1,−1ψx2,−1T .
We now will compute the specialization of T along x1x2 = 0. Denote by f the
monomial x1x2 and let if : X → X × C be the graph inclusion. Let t be the
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coordinate on C, so that if(X) = {t − f = 0}. Assume that M ′ = M ′′ = M and
that S = (Id, Id) is a Hermitian duality of weight 0 on T .
Lemma 3.7.9. — Under the same conditions, for M = M ′ or M ′′, the RX×C-module
if,+M is strictly S-decomposable along {t = 0}, we have ψf,αM = 0 for α 6∈ Z and
there are local isomorphisms
PgrMℓ ψf,−1(M ) ≃
{
iY1,+ψx1,−1M ⊕ iY2,+ψx2,−1M if ℓ = 0,
iZ,+ψx1,−1ψx2,−1M if ℓ = 1.
Last, the sesquilinear pairing on the primitive part given by Formula (3.6.14) coincides
with the corresponding specialization of C.
Proof. — We will only insist on the computation of ψt,−1C, as the computation of
ψt(if,+M ) is done in [54]. We have if,+M = ⊕k∈NM ⊗ðkt δ(t−x1x2) with the usual
structure of a RX×C-module. By loc. cit., we have V−1(if,+M ) = RX · (M ⊗ δ) and,
for k > 0,
V−1−k(if,+M ) = t
kV−1(if,+M ), V−1+k(if,+M ) =
∑
ℓ6k
ðℓtV−1(if,+M ).
Moreover, (tðt)2 vanishes on grV−1(if,+M ) and the monodromy filtration is given by
M−2V−1(if,+M ) = V−2(if,+M ),
M−1V−1(if,+M ) = tðt · V−1(if,+M ) + V−2(if,+M ),
M0V−1(if,+M ) = RX ·
(
(x1, x2)M ⊗ δ
)
,
M1V−1(if,+M ) = V−1(if,+M ).
These formulas lead to the isomorphisms given in the lemma. It is also clear that can
is onto, and one shows that var is injective, identifying therefore ψt,0(if,+M ) with
grM−1ψt,−1(if,+M ). This gives the strict S-decomposability of M along {f = 0}.
Let us now compute Formula (3.6.14) for ℓ = 0, 1. For that purpose, let m′,m′′ be
local sections of M . They define local sections m′ ⊗ δ and m′′ ⊗ δ of V−1(if,+M ).
Assume first that ℓ = 1. For a local section ϕ of E n,nX , we have to compute
(iz)−1Ress=−1
〈
if,+C
(
(−itðt)m′ ⊗ δ,m′′ ⊗ δ
)
, |t|2sχ(t)ϕ ∧ i2πdt ∧ dt
〉
.
Then it is equal to (see also the computation of (3.8.2) below)
Ress=−1(s+ 1)
〈
C(m′,m′′), |x1x2|2s χ(x1x2)ϕ
〉
,
that we have to compare with Ress1=−1Ress2=−1
〈
C(m′,m′′), |x1|2s1 |x2|2s2χ(x1x2)ϕ
〉
.
By Lemma 3.7.8, both residues coincide.
Assume now that ℓ = 0 and takem′,m′′ ∈ (x1, x2)M . If m′ = x1m and m′′ = x2µ,
then the function
〈
C(m,µ), |x1x2|2s+1 χ(x1x2)ϕ
〉
has no pole at s = −1, after Lemma
3.7.8. If for instance m′ = x1m and m
′′ = x1µ, then 〈iY2,+ψx2,−1C(m,µ), ϕ〉 and
Ress=−1
〈
C(m,µ), |x1|2s+2 |x2|2s χ(x1x2)ϕ
〉
coincide.
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3.8. A local computation
Let T = (M ′,M ′′, C) be a smooth twistor structure (cf. §2.2) on a complex mani-
foldX . The purpose of this paragraph is to compute the nearby cycles of (M ′,M ′′, C)
with respect to a function f which takes the form f(x1, . . . , xn) = x1 · · ·xp for some
local coordinates x1, . . . , xn on X and for some p > 1. The goal is to show that, first,
T is strictly specializable along f = 0, and to compute the primitive parts in terms
of the restriction of T to various coordinate planes, in the sense of Definition 1.6.9.
As, by definition, these restrictions are smooth twistor structures, this will imply that
the primitive parts are so. The computation is local on X .
For ℓ 6 p, denote by Jℓ the set of subsets I ⊂ {1, . . . , p} having cardinal equal
to ℓ. For I ∈ Jℓ, denote by Ic its complement in {1, . . . , p} and by iI the inclusion
{xI = 0} →֒ X .
Proposition 3.8.1. — Let T be a smooth twistor structure of weight w on X. Then,
(1) the RX -triple T is regular and strictly specializable along f = 0 (with a set Λ
of eigenvalues contained in Z), and is strictly S-decomposable along f = 0, with only
one strict component;
(2) for α ∈ [−1, 0[, we have ψf,αT = 0 unless α = −1 and, for any ℓ > 0, there is
a functorial isomorphism
⊕
J∈Jℓ+1
iJ+i
∗
JT
∼−→ PgrMℓ ψf,−1(T )(ℓ/2),
where M•ψf,αT denotes the monodromy filtration.
Proof. — Let us begin with the trivial smooth twistor T = (OX ,OX , C) where C is
trivially defined by C(1, 1) = 1. Except for the computation of ψfC, this is proved in
[54, §3.6]. We will recall some details in order to compute ψfC. We put yj = xp+j for
j = 1, . . . , n− p. If δ denotes the RX×C-generator of if,+OX , we have the following
relations:
tδ = f(x)δ, xiðxiδ = −(tðt + z)δ, ðyjδ = 0, t
( p∏
i=1
ðxi
)
δ = (−tðt)pδ.
This shows that δ ∈ V−1(if,+OX ) and that grVα (if,+OX ) = 0 for α 6∈ Z. Regularity
along {t = 0} is also clear. It can be shown that V−1(if,+OX ) = V0(RX×C) · δ
and that any local section of V−1(if,+OX ) has a unique representative modulo
V−2(if,+OX ) of the form
∑
a∈Np
da−1∑
k=0
g(xIc(a), y)x
−a(−tðt)kPa−1(−tðt)(tδ),
with Pa−1(s) =
∏p
i=1
∏
16ℓ6ai−1
(s − ℓz) (see [52]), da−1 = #{i | ai − 1 > 0},
Ic(a) = {i | ai = 0} and g holomorphic in its variables. One may also show that
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sections of PgrMℓ gr
V
−1if,+OX are uniquely represented by elements of the form∑
I⊂{1,...,p}
|I|=ℓ+1
∑
aI∈(N∗)I
g(xIc , y)x
−aI
I PaI−1I(−tðt)(tδ)
which can be rewritten as ∑
I⊂{1,...,p}
|I|=ℓ+1
∑
bI∈NI
g(xIc , y)∂
bI
xI (x
−1I
I tδ).
It can be shown that, for j ∈ Ic,
ðxj
[
g(xIc , y)∂
bI
xI (x
−1I
I tδ)
]
= ðxj (g(xIc , y))∂
bI
xI (x
−1I
I tδ) mod Mℓ−1.
One then gets an isomorphism
PgrMℓ gr
V
−1if,+OX
∼−→ ⊕
I∈Jℓ+1
iI+i
∗
I if,+OX
g(xIc , y)∂
bI
xI (x
−1I
I tδ) 7−→ g(xIc , y)ðbIxI .
One may compute similarly PgrMℓ gr
V
0 if,+OX (see [54, 51, 52]) and can, var, and
prove in that way that OX is strictly specializable and strictly S-decomposable along
{f = 0}.
Let us now show that the previous isomorphism is an isomorphism of R-triples,
once the left one is twisted by (ℓ/2), i.e., the corresponding C is multiplied by (iz)−ℓ.
Fix J ∈ Jℓ+1 and, for any test form ϕ with support contained in the fixed coordinate
chart, put ϕ = ϕJ ∧
∏
j∈J
i
2πdxj ∧ dxj . On the one hand, we have〈
iJ+i
∗
JC(1, 1), ϕ
〉
=
∫
{xj=0|j∈J}
ϕJ .
On the other hand, according to Example 2.1.14, as N′′ = iN = −itðt, we have to
compute
(3.8.2) (iz)−ℓRess=−1
〈
if,+C
(
(−itðt)ℓx−1JJ tδ, x−1JJ tδ
)
, |t|2sχ(t)ϕ ∧ i2πdt ∧ dt
〉
.
Remark first that
(3.8.2) = (iz)−ℓRess=−1
〈
if,+C
(
xJcδ, xJcδ
)
, (iðtt)
ℓ(|t|2sχ(t))ϕ ∧ i2πdt ∧ dt
〉
= Ress=−1
[
(s+ 1)ℓ
〈
if,+C
(
xJcδ, xJcδ
)
, |t|2sχ(t)ϕ ∧ i2πdt ∧ dt
〉]
,
as the term containing derivatives of χ will not create any residue. Putting τ = t− f ,
we have
|t|2sχ(t)ϕ ∧ i2πdt ∧ dt
i
2πdτ ∧ dτ
= |f |2s χ(f)ϕ,
and, by definition of if,+,
(3.8.2) = Ress=−1
[
(s+ 1)ℓ
∫
X
|xJc |2 |f |2s χ(f)ϕ
]
.
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The integral has a pole of order ℓ + 1 at s = −1 produced by∫
X
|xJ |2s ϕJ ∧
∏
j∈J
i
2πdxj ∧ dxj
and the coefficient of the pole is
∫
{xj=0|j∈J}
ϕJ . This gives (2) for if,+OX .
If now T is any smooth twistor, remark that, for M = M ′ or M ′′, we have
if,+M = M ⊗OX if,+OX with its usual twisted structure of RX -module, and that
the action of t and ðt comes from that on if,+OX . As M is assumed to be OX -locally
free, the filtration of if,+M defined by Vαif,+M = M ⊗OX Vα(if,+OX ) satisfies
all properties of the Malgrange-Kashiwara filtration. It is then easy to deduce all
assertions of the proposition for M from the corresponding statement for if,+OX .

CHAPTER 4
POLARIZABLE TWISTOR D-MODULES
4.1. Definition of a twistor D-module
We will follow the inductive method of [54, §5.1] to define the notion of (polarized)
twistor D-module.
Let X be a complex analytic manifold and let w ∈ Z. We will define by induction
on d ∈ N the category MT6d(X,w) of twistor DX-modules of weight w on X, having
a support of dimension 6 d. This will be a subcategory of the category R- Triples(X)
introduced in §1.6. We will also define the full subcategory MT(r)6d(X,w) of regular
twistor DX -modules
Definition 4.1.1 (Twistor D-modules). — The category MT6d(X,w) is the full subcat-
egory of R- Triples(X) for which the objects are triples (M ′,M ′′, C) satisfying:
(HSD) M ′,M ′′ are holonomic, strictly S-decomposable, and have support of dimen-
sion 6 d.
(MT>0) For any open set U ⊂ X and any holomorphic function f : U → C, for any α
with Re(α) ∈ [−1, 0[ and any integer ℓ > 0, the triple
grMℓ Ψf,α(M
′,M ′′, C)
def
=
(
grM−ℓΨf,α(M
′), grMℓ Ψf,α(M
′′), grMℓ Ψf,αC
)
is an object of MT6d−1(U,w + ℓ).
(MT0) For any zero-dimensional strict component {xo} of M ′ or M ′′, we have
(M ′{xo},M
′′
{xo}
, C{xo}) = i{xo}+(H
′,H ′′, Co)
where (H ′,H ′′, Co) is a twistor structure of dimension 0 and weight w.
Regular objects may be defined similarly:
Definition 4.1.2 (Regular twistor D-modules). — The category MT(r)6d(X,w) is the full
subcategory of R- Triples(X) for which the objects are triples (M ′,M ′′, C) satisfying:
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(HSD) M ′,M ′′ are holonomic, strictly S-decomposable, and have support of dimen-
sion 6 d.
(REG) For any open set U ⊂ X and any holomorphic function f : U → C, the
restrictions M ′|U ,M
′′
|U are regular along {f = 0}.
(MT>0) For any open set U ⊂ X and any holomorphic function f : U → C, for any α
with Re(α) ∈ [−1, 0[ and any integer ℓ > 0, the triple
grMℓ Ψf,α(M
′,M ′′, C)
def
=
(
grM−ℓΨf,α(M
′), grMℓ Ψf,α(M
′′), grMℓ Ψf,αC
)
is an object of MT
(r)
6d−1(U,w + ℓ).
(MT0) For any zero-dimensional strict component {xo} of M ′ or M ′′, we have
(M ′{xo},M
′′
{xo}
, C{xo}) = i{xo}+(H
′,H ′′, Co)
where (H ′,H ′′, Co) is a twistor structure of dimension 0 and weight w.
Clearly, MT
(r)
6d(X,w) is a full subcategory of MT6d(X,w). Let us justify all un-
derstatements made in the definition of the category MT(X,w). Notice that we have
used the Ψ functor of Definition 3.4.3. Remark first:
Proposition 4.1.3. — If (M ′,M ′′, C) is an object of MT6d(X,w), then M ′ and M ′′
are strict, as well as grMℓ ψf,αM
′, grMℓ ψf,αM
′′ for any analytic germ f , any α ∈ C
and any ℓ ∈ Z. In particular, ψf,αM ′ and ψf,αM ′′ are strict for any α ∈ C.
Proof. — Set M = M ′ or M ′′. The strictness of M follows from (HSD), after
Corollary 3.5.7. The strictness of grMℓ Ψf,αM for Reα ∈ [−1, 0[ is by definition. To
get the strictness of grMℓ ψf,αM for any α 6∈ N, remark that the property is local
with respect to z. Use then the filtration V (zo)• and its graded pieces, and use the
isomorphisms t or ðt to increase or decrease Reα, depending whether ℓzo(α) < 0 or
ℓzo(α) > −1, if α 6∈ N.
Let us show the strictness of grMℓ ψf,αM for α = 0 (hence for any α ∈ N). We
can assume that M has strict support. If f ≡ 0 on the support of M , then the
monodromy filtration is trivial and the strictness of ψf,0M is a consequence of the
strictness of M , by Kashiwara’s equivalence 3.3.12. Otherwise, we know by [54,
Lemma 5.1.12] that var : (ψf,0M ,M•)→ (ψf,−1M ,M•−1) is injective and strict, i.e.,
induces an injective morphism after grading. Therefore, each grMℓ ψf,0M is strict.
The strictness of ψf,αM follows then from Lemma 1.2.2.
Notice also that we have locally finite strict S-decompositions M ′ = ⊕Z′M ′Z′ and
M ′′ = ⊕Z′′M ′′Z′′ where Z ′ belongs to the set of strict irreducible components of M ′
and Z ′′ to that of M ′′. For any open set U ⊂ X , the irreducible components of
all Z ′ ∩ U form the set of strict components of M ′|U , and similarly for M ′′. For
f : U → C, we have ψf,αM ′Z′U = 0 for any α 6∈ N if f vanishes identically on the strict
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component Z ′U of M
′
|U , and has support of codimension one in Z
′
U otherwise. The
support of ψf,αM ′|U has therefore dimension 6 d− 1.
According to Proposition 3.5.8, the component CZ′,Z′′ of C on M ′Z′|S ⊗OS M ′′Z′′|S
vanishes unless Z ′ = Z ′′. We denote therefore by CZ the component of C when
Z = Z ′ = Z ′′ is a common strict component of M ′ and M ′′. We thus have a
S-decomposition
(4.1.4) (M ′,M ′′, C) = ⊕Z(M ′Z ,M ′′Z , CZ)
indexed by the set of strict components of M ′ or M ′′. We will see below (Corollary
4.1.6) that the set of strict components is the same for M ′ and M ′′, and that each
(M ′Z ,M
′′
Z , CZ) is a twistor D-module of weight w.
With such a notation, (MT0) is concerned with the zero-dimensional strict com-
ponents, which are not seen by (MT>0). Assume for instance that we work with
right RX -modules. Take local coordinates x1, . . . , xn at xo. Then (MT0) says that
M ′{xo} = H
′ ⊗C C[ðx1 , . . . , ðxn ], M ′′{xo} = H ′′ ⊗C C[ðx1 , . . . , ðxn ] and C{xo} is ob-
tained by R(X,X),S-linearity from its restriction to H
′
|S ⊗OS H ′′|S. There, it is equal
to Co · δxo , where δxo denotes the Dirac current at xo and Co : H ′|S⊗OS H ′′|S → OS is
given by (2.1.1).
It is easy to see now that the set of zero-dimensional strict components is the
same for M ′ and M ′′: if {xo} is not a strict component of M ′′ for instance, then
M ′′{xo} = 0 and thus H
′′ = 0. As Co is nondegenerate, this implies that H ′ = 0,
therefore M ′{xo} = 0 and {xo} is not a strict component of M ′.
We will now give the basic properties of twistor D-modules.
4.1.a. Locality. — For any open set U ⊂ X , there exists a natural restriction
functor (and a regular analogue)
MT6d(X,w)
ρU−−−→ MT6d(U,w).
Moreover, if (M ′,M ′′, C) is any object of R- Triples(X) such that, for any open set U
of a covering of X , (M ′,M ′′, C)|U is an object of MT6d(U,w), then (M
′,M ′′, C) is
an object of the category MT6d(X,w).
4.1.b. Stability by direct summand
Proposition 4.1.5. — If (M ′,M ′′, C) = (M ′1 ⊕M ′2,M ′′1 ⊕M ′′2 , C1 ⊕C2) is an object
of MT6d(X,w), then each (M ′i ,M
′′
i , Ci) (i = 1, 2) also. Moreover, regularity is
conserved.
Proof. — The property of holonomicity restricts to direct summands, as well as the
property of strict specializability (3.3.11(a)) and, as Property 3.3.11(e) also restricts
to direct summands, it follows that strict S-decomposability restricts too. It is easy
to see that (REG) restricts to direct summands. Then argue by induction on d for
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(MT>0). For (MT0), use the fact that a direct summand of a trivial holomorphic
vector bundle (on P1) remains trivial.
Corollary 4.1.6. — If (M ′,M ′′, C) is an object of the category MT6d(X,w), then
the strict components of M ′ and M ′′ are the same and the S-decomposition (4.1.4)
holds in MT6d(X,w). Moreover, MT6d(X,w) is the direct sum of the full subcategor-
ies MT〈Z〉(X,w) consisting of objects having strict support on the irreducible closed
analytic subset Z ⊂ X of dimension 6 d.
Proof. — Assume that there is a strict component Z ′ of M ′ which is not a strict
component of M ′′. Then we have an object (M ′Z′ , 0, 0) in MT6d(X,w), according
to the previous proposition. Argue now by induction on dimZ ′, the case dimZ ′ = 0
having being treated above. Let f be the germ of any smooth function such that
f−1(0) ∩ Z ′ has codimension one in Z ′. By induction, we have ψf,αM ′Z′ = 0 for any
α 6∈ N. By Kashiwara’s equivalence on some open dense set of Z ′, we may assume that
Z ′ = X , that M ′Z′ is OX -coherent, and we may choose for f a local coordinate t, so
that we conclude that M ′Z′/tM
′
Z′ = 0. By Nakayama’s lemma, we have M
′
Z′ = 0 near
t = 0, hence M ′Z′ = 0 by definition of the strict support. This gives a contradiction.
The remaining statement is easy.
4.1.c. Kashiwara’s equivalence. — Let i denote the inclusion of X as a closed
analytic submanifold of the analytic manifold X ′. Then the functor i+ induces an
equivalence between MT(X,w) and MTX(X
′, w) (objects supported on X), which
induces an equivalence between the regular subcategories.
Remark 4.1.7. — It follows from Remarks 3.4.5 and 3.6.16 that, if (MT)>0 is satisfied
for some holomorphic function f , it is satisfied for all f r, r > 1. Therefore, it is enough
in practice to verify (MT)>0 for holomorphic functions which are not a power. A
similar reduction holds for strict S-decomposability in (HSD), according to Lemma
3.5.2(1).
4.1.d. Generic structure of twistor DX -modules
Proposition 4.1.8. — Let (M ′,M ′′, C) be an object of MT(X,w) having strict support
on the irreducible closed analytic set Z ⊂ X. Then there exists an open dense set
Z ′ ⊂ Z and a smooth twistor structure (H ′,H ′′, C) of weight w on Z ′, such that
(M ′,M ′′, C)|Z′ = iZ′+(H
′,H ′′, C).
Proof. — Restrict first to a smooth open set of Z and apply Kashiwara’s equivalence
to reduce to the case where Z = X . On some dense open set of X , the characteristic
variety of M ′ and M ′′ is contained in the zero section. By Proposition 1.2.8(3), M ′
and M ′′ are OX -locally free on some dense open set X ′ of X , and by 1.2.8(2), put-
ting M = M ′ or M ′′, we have M ◦ = V−1M
◦ with respect to any local coordinate t.
Consequently, ψt,αM is supported on {z = 0} if α 6∈ −N∗, hence vanishes because
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of strictness (cf. Proposition 4.1.3). We thus have M /tM = grV−1M and the mono-
dromy filtration on it is trivial. Moreover, this is a OX0 -locally free module and, after
Remark 3.6.15, ψt,−1C is the restriction of C to t = 0, so we may continue until we
reach a twistor structure of dimension 0. Therefore, (M ′,M ′′, C) is a smooth twistor
structure according to the definition given in §2.2.
4.1.e. Morphisms
Proposition 4.1.9. — There is no nonzero morphism (in R- Triples(X)) from an ob-
ject in the category MT(X,w) to an object in MT(X,w′) if w > w′.
Proof. — Let ϕ : (M ′1,M
′′
1 , C1)→ (M ′2,M ′′2 , C2) be such a morphism. According to
Corollary 4.1.6, we may assume that both have the irreducible closed analytic set Z
as their strict support. As the result is clear for smooth twistor structures (there is no
nontrivial morphism from OP1(w) to OP1(w
′) if w > w′), it follows from Proposition
4.1.8 that the support of Imϕ is strictly smaller than Z. By definition of the strict
support (cf. Definition 3.5.3), this implies that Imϕ = 0.
Proposition 4.1.10. — The categories MT(X,w) and MT(r)(X,w) are abelian, all
morphisms are strict and strictly specializable.
Proof. — It is analogous to that of [54, Prop. 5.1.14]. Let us indicate it for
MT(r)(X,w), the case of MT(X,w) being similar. Introduce the subcategory
MTW(r)(X,w) of R- Triples(X), the objects of which are triples with a finite fil-
tration W• indexed by Z such that, for each ℓ, grWℓ is in MT
(r)(X,w + ℓ). The
morphisms in MTW(r)(X,w) are the morphisms of R- Triples(X) which respect the
filtration W . Consider both properties:
(ad) MT
(r)
6d(X,w) abelian, all morphisms are strict and strictly specializable;
(bd) MTW
(r)
6d(X,w) abelian and morphisms are strict and strictly compatible with
the filtration W .
Remark first that (a0) follows from Kashiwara’s equivalence of §4.1.c and the
corresponding result in dimension 0 (cf. §2.1.b).
(ad) ⇒ (bd). Notice first that, by Proposition 4.1.3 and Lemma 1.2.2, the objects
in MTW
(r)
6d(X,w) are strict RX -modules. According to Proposition 4.1.9 and [54,
Lemme 5.1.15], (ad) implies that the category MTW
(r)
6d(X,w) is abelian and that
morphisms are strictly compatible with W . Using Lemma 1.2.2 once more, we con-
clude that all morphisms are strict.
(bd−1) ⇒ (ad) for d > 1. The question is local. Let ϕ = (ϕ′, ϕ′′) : (M ′1,M ′′1 , C1) →
(M ′2,M
′′
2 , C2) be a morphism of pure twistor D-modules of weight w. According
to Proposition 4.1.9, we may assume that all the RX -modules involved have strict
support Z (closed irreducible analytic subset of X) of dimension d. We will first show
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that Kerϕ and Cokerϕ are also strictly specializable, S-decomposable and have strict
support Z.
Let f be the germ of an analytic function not vanishing identically on Z, that we
may assume to be a local coordinate t, using the graph embedding of f and according
to Kashiwara’s equivalence of §4.1.c. By (bd−1), ψt,αϕ is strict if α 6∈ N, according
to 3.3.8(1b) and (1c). We will show below that
– ψt,0ϕ
′ and ψt,0ϕ
′′ are strict (hence so are ψt,kϕ
′ and ψt,kϕ
′′ for any k ∈ N,
according to 3.3.8(1c)),
– can is onto for Kerϕ′ and Kerϕ′′, and
– var is injective for Cokerϕ′ and Cokerϕ′′.
The first assertion will be enough to show that ϕ′ and ϕ′′ are strictly specializable,
hence Kerϕ′, . . . ,Cokerϕ′′ are also strictly specializable (Lemma 3.3.10). The two
other assertions will insure that these modules satisfy Properties 3.3.11(c) and (d),
hence are strictly S-decomposable along {t = 0} and have neither sub nor quotient
module supported on Z ∩ {f = 0}. Applying this for any such f implies that
Kerϕ′, . . . ,Cokerϕ′′ are strictly S-decomposable and have strict support Z. Now,
Kerϕ′, . . . ,Cokerϕ′′ are clearly holonomic and regular along {t = 0}, hence they are
also strict (cf. Corollary 3.5.7). We now have obtained that ϕ is strict and strictly
specializable.
Let us come back to the proof of the previous three assertions. As var is injective
for M ′ and M ′′, we identify ψt,0ϕ′ to the restriction of ψt,−1ϕ′ on ImN ⊂ ψt,−1M ′2,
and similarly for ϕ′′. By the inductive assumption, the morphism
N : (ψt,−1M
′
k, ψt,−1M
′′
k , ψt,−1Ck) −→ (ψt,−1M ′k, ψt,−1M ′′k , ψt,−1Ck)(−1)
is strict, for k = 1, 2 and ImN is an object of MTW
(r)
6d−1(X0, w). Using once more
this inductive assumption, the restriction of ψt,−1ϕ on ImN is strict, hence the first
point.
In order to show the other assertions, consider the following diagram of exact
sequences (and the similar diagram for ϕ′):
0→ ψt,−1Kerϕ′′
can
ψt,−1M ′′1
ψt,−1ϕ
′′
canN1
ψt,−1M ′′2
canN2
ψt,−1Cokerϕ
′′ → 0
can
0→ ψt,0Kerϕ′′
var
ψt,0M ′′1
ψt,0ϕ
′′
var
ψt,0M ′′2
var
ψt,0Cokerϕ
′′ → 0
var
0→ ψt,−1Kerϕ′′ ψt,−1M ′′1
ψt,−1ϕ
′′
ψt,−1M ′′2 ψt,−1Cokerϕ
′′ → 0
We have to prove that the left up can is onto and that the right down var is injective.
This amounts to showing that ImN1 ∩Kerψt,−1ϕ′′ = N1(Kerψt,−1ϕ′′) (because this
is equivalent to Im can∩Kerψt,0ϕ′′ = can(Kerψt,0ϕ′′)) and ImN2 ∩ Imψt,−1ϕ′′ =
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N2(Imψt,−1ϕ
′′). This follows from the lemma below applied to the germs of the
various sheaves.
Lemma 4.1.11. — Let E1, E2 be two Z-modules, equipped with nilpotent endomorph-
isms N1,N2. Let λ : E1 → E2 be a morphism commuting with N1,N2, which is strictly
compatible with the corresponding monodromy filtrations M(N1),M(N2). Then
ImN1 ∩Kerλ = N1(Kerλ) and ImN2 ∩ Imλ = N2(Imλ).
Proof. — By the characteristic property of the monodromy filtration and by the
strict compatibility of λ, we have M(N1) ∩Kerλ = M(N1|Kerλ) and M(N2) ∩ Imλ =
M(N2| Imλ). Moreover, each gr
M
ℓ λ decomposes with respect to the Lefschetz decom-
position. It follows that the property of the lemma is true at the graded level.
Let us show the first equality, the second one being similar. By the previous remark
we have
ImN1 ∩Kerλ ∩M(N1)ℓ = N1
(
Kerλ ∩M(N1)ℓ+2
)
+ ImN1 ∩Kerλ ∩M(N1)ℓ−1,
and we may argue by induction on ℓ to conclude.
To end the proof of (bd−1)⇒ (ad), it remains to be proved that Kerϕ and Cokerϕ
satisfy (MT>0). It follows from the abelianity of MTW
(r)
6d−1(X,w) and from the
strict specializability of ϕ that Ψt,αKerϕ and Ψt,αCokerϕ (with Reα ∈ [−1, 0[) are
in MTW
(r)
6d−1(X,w) and, as we have seen in Lemma 4.1.11, the weight filtration is
the monodromy filtration. This gives (MT>0), concluding the proof of Proposition
4.1.10.
Corollary 4.1.12. — Given any morphism ϕ : T1 → T2 between objects of MT(X,w)
and any germ f of holomorphic function on X, then, for any α 6∈ N, the specialized
morphism Ψf,αϕ is strictly compatible with the monodromy filtration M• and, for each
ℓ ∈ Z, grMℓ Ψf,αϕ decomposes with respect to the Lefschetz decomposition, i.e.,
grMℓ Ψf,αϕ =

⊕
k>0
N kPgrMℓ+2kΨf,αϕ (ℓ > 0),
⊕
k>0
N k−ℓPgrM−ℓ+2kΨf,αϕ (ℓ 6 0).
In particular we have
grMℓ Ψt,αKerϕ = Ker gr
M
ℓ Ψt,αϕ
and similarly for Coker, where, on the left side, the filtration M• is that induced
naturally by M•Ψt,αT1 or, equivalently, the monodromy filtration of N acting on
Ψt,αKerϕ = KerΨt,αϕ.
Corollary 4.1.13. — If T is in MT6d(X,w), then the Lefschetz decomposition for
grMℓ Ψt,αT (with Re(α) ∈ [−1, 0[) holds in MT6d−1(X,w + ℓ).
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Proof. — Indeed, N : grMℓ Ψt,αT → grMℓ−2Ψt,αT (−1) is a morphism in the category
MT6d−1(X,w + ℓ), which is abelian, so the primitive part is an object of this cat-
egory, and therefore each term of the Lefschetz decomposition is also an object of this
category.
4.1.f. Graded Lefschetz twistor DX -modules. — Given ε = ±1, we may define
the category MLT6d(X,w; ε) of graded Lefschetz twistor DX -modules as in §2.1.e:
the objects are pairs (T ,L ), with T = ⊕Tj , and Tj are objects of MT6d(X,w − εj);
L is a graded morphism Tj → Tj−2(ε) of degree −2, such that, for j > 0, L j : Tj →
T−j(εj) is an isomorphism. Notice that, by Proposition 4.1.10, PTj is an object of
MT6d(X,w − εj) and the Lefschetz decomposition of Tj holds in MT6d(X,w − εj);
moreover, the category MLT6d(X,w; ε) is abelian, any morphism is graded with re-
spect to the Lefschetz decomposition, and moreover is strict and strictly specializable,
as follows from Proposition 4.1.10.
More generally, for any k > 0 and ε = (ε1, . . . , εk) = (±1, . . . ,±1), we may define
the category MLT6d(X,w; ε) of k-graded Lefschetz twistor DX -modules: the objects
are tuples (T ,L ), with L = (L1, . . . ,Lk), T = ⊕j∈ZkTj , each Tj is an object in
MT6d
(
X,w −∑i εiji), the morphisms Li should pairwise commute, be of k-degree
(0, . . . ,−2, . . . , 0) and for any j with ji > 0, L jii should induce an isomorphism from
Tj to the component where ji is replaced with −ji; the primitive part PTj , for
j1, . . . , jk > 0, is the intersection of the KerL
ji+1
i and we have a Lefschetz multi-
decomposition, with respect to which any morphism is multi-graded. The category is
abelian, and any morphism is strict and strictly specializable.
Lemma 4.1.14. — Let (T ,L ) be an object of the category MLT6d(X,w; ε). Then,
for any α with Re(α) ∈ [−1, 0[, the specialized object (grM
•
Ψt,αT , (grM• Ψt,αL ,N )
)
is an object of MLT6d−1
(
X,w; (ε,−1)) and PL grMℓ Ψt,αTj = grMℓ Ψt,αPL Tj , where
PL denotes the multi-primitive part with respect to L .
Proof. — The lemma is a direct consequence of the strict compatibility of the Ψt,αLi
with the monodromy filtration M(N ), as follows from Proposition 4.1.10.
Lemma 4.1.15. — The categoryMLT6d(X,w; ε) has an inductive definition analogous
to that of MT6d(X,w), where one replaces the condition (MT>0) with the condition
(MLT>0), asking that
(
grM• Ψt,α(T ,L ),N
)
is an object of MLT6d−1
(
X,w; (ε,−1)),
and the condition (MT0) with the analogous property (MLT0).
Proof. — According to the previous lemma, it is enough to show that, if (T ,L )
satisfies the inductive conditions, then it is an object of MLT6d(X,w; ε). This is
done by induction on d, the case d = 0 being easy. One shows first that each Tj is in
MT6d(X,w−
∑
εiji) for any j and that Ψt,αL
ji
i is an isomorphism from Ψt,αTj to
Ψt,αTj1,...,−ji,...,jk for any i = 1, . . . , k, any j with ji > 0, any local coordinate t and
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any α ∈ C. Considering the decomposition with respect to the support, one deduces
that L jii is an isomorphism from Tj to Tj1,...,−ji,...,jk .
Remark 4.1.16 (Regularity). — Similar results hold for the category MLT(r)6d(X,w; ε)
of graded Lefschetz regular twistor DX -modules and its multi-graded analogues.
4.1.g. Vanishing cycles. — Let T be an object of MT6d(X,w). By definition,
for any locally defined analytic function f , the object (ψf,−1T ,M•(N )) is an object
of MTW6d(X,w).
Corollary 4.1.17 (Vanishing cycles, cf. [54, Lemme 5.1.12]). — For such a T , the ob-
ject (φf,0T ,M•(N )) is in MTW6d(X,w) and (gr
M
• φf,0T , gr
M
−2N ) is an object of
MLT6d(X,w;−1). Moreover, the morphisms Can,Var are filtered morphisms
(ψf,−1T ,M•(N ))
Can−−−−→ (φf,0T (−1/2),M•−1(N ))
(φf,0T (−1/2),M•−1(N )) Var−−−−→ (ψf,−1T (−1),M•−2(N )),
hence are morphisms in MTW(X,w), and similarly for grM−1 Can and gr
M
−1 Var.
Proof. — We can assume that T has strict support on an irreducible closed analytic
subset Z of X . If f ≡ 0 on Z, then the result follows from Kashiwara’s equivalence
and Lemma 3.6.32.
Assume now that f 6≡ 0 on Z. The object φf,0T (−1/2) is equipped with a filtration
W•φf,0T naturally induced by M•(N )ψf,−1T . As such, according to Lemma 3.6.21,
it is identified with the image ofN :
(
ψf,−1T ,M•(N )
)→ (ψf,−1T (−1),M•−2(N )),
hence is an object of MTW(X,w), because this category is abelian.
The result now follows from [54, Lemme 5.1.12], which gives in particular that
W•φf,0T = M•−1(N )φf,0T .
Remark 4.1.18 (Regularity). — Starting with an object T of MT(r)(X,w), we con-
clude that (grM
•
φf,0T ,N ) is an object of MLT
(r)(X,w).
4.1.h. Behaviour with respect to the functors ΞDR and ΞDol
We can now give a statement more precise than Proposition 3.3.14 concerning the
restriction to z = zo, and in particular the behaviour of the monodromy filtration and
the property of S-decomposability.
Proposition 4.1.19 (Restriction to z = zo). — Let (M ′,M ′′, C) be an object of
MT(X,w). Put M = M ′ or M ′′. Fix zo ∈ Ω0 and put Mzo = M /(z − zo)M .
(1) If (M ′,M ′′, C) is in MT(r)(X,w) and zo 6= 0, then Mzo is a regular holonomic
DX-module.
(2) Let f : U → C be a holomorphic function on some open set U .
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(a) For any α 6∈ N, the restriction to z = zo of the monodromy filtration
M•ψf,αM of N is the monodromy filtration of its restriction N on ψ
(zo)
f,α Mzo .
(b) Assume that f is a projection t, that can is onto and var is injective.
Then, can : ψ
(zo)
t,−1Mzo → ψ(zo)t,0 Mzo is onto and var : ψ(zo)t,0 Mzo → ψ(zo)t,−1Mzo is
injective.
(3) Assume that zo 6∈ Sing Λ. Then Mzo is a strictly S-decomposable holonomic
DX-module. If M has strict support Z (irreducible closed analytic subset of X), then
so has the restriction to z = zo.
Proof
(1) Using the definition of regularity as in [45, Def. (3.1.12)], one shows by induction
on dimSuppMzo that Mzo is regular.
(2a) This is a consequence of the strictness of grMk ψt,αM proved in Proposition
4.1.3. Indeed, by strictness, the filtration M•ψ
(zo)
f,α Mzo naturally induced by M•ψf,αM
satisfies grMk ψ
(zo)
f,α Mzo = gr
M
k ψf,αM /(z − zo)grMk ψf,αM , and then satisfies the char-
acteristic properties of the monodromy filtration of the restriction of N.
(2b) That can remains onto is clear. In order to show that var remains injective by
restriction, we will use that ψt,−1M
/
ImN is strict: indeed, N : ψt,−1M → ψt,−1M
is part of a morphism in MTW(X,w), hence its cokernel is strict. This implies that
ImN
/
(z − zo) ImN −→ ψt,−1M
/
(z − zo)ψt,−1M
is injective and therefore
ImN ∩ (z − zo)ψt,−1M = (z − zo) ImN.
Let m be a local section of ψt,0M such that tm ∈ (z − zo)ψt,−1M . As can
is onto, there exists a local section m′ of ψt,−1M such that m = −ðtm′. Then
Nm′ ∈ (z−zo)ψt,−1M . By the strictness property above, we have Nm′ = N(z−zo)m′′
for some local section m′′ of ψt,−1M , and hence t[m− (z − zo)(−ðtm′′)] = 0. As var
is injective, we have m ∈ (z − zo)ψt,0M , as was to be proved.
(3) Assume that zo 6∈ Sing Λ and that M has strict support Z. We will show
that Mzo is strictly S-decomposable and has strict support Z (the definition of these
notions for DX -modules are given in [54]; they are also obtained by doing z = 1 in the
corresponding definitions for RX -modules). Let f : (X, xo) → (C, 0) be an analytic
germ which is nonconstant on (Z, 0). Using the graph embedding of f , we may assume
that f is a coordinate t. By Proposition 3.3.14, we have ψ
(zo)
t,−1Mzo = ψt,−1Mzo and
ψ
(zo)
t,0 Mzo = ψt,0Mzo , can restricts to zo canzo and var restricts to varzo . Therefore,
the conclusion follows from (2b).
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4.2. Polarization
Definition 4.2.1 (Polarization). — A polarization of an object T of MT6d(X,w) is a
sesquilinear Hermitian duality S : T → T ∗(−w) of weight w (cf. Definition 1.6.7)
such that:
(MTP>0) for any open set U ⊂ X and any holomorphic function f : U → C, for any
α with Re(α) ∈ [−1, 0[ and any integer ℓ > 0, the morphism (PgrM
•
Ψf,αS )ℓ induces
a polarization of PℓΨf,αT ,
(MTP0) for any zero-dimensional strict component {xo} of M ′ or M ′′, we have
S = i{xo}+So, where So is a polarization of the zero-dimensional twistor structure
(H ′,H ′′, Co).
Remarks 4.2.2
(1) Notice that Condition (MTP>0) is meaningful because of Remark 3.6.13.
(2) Conditions (MTP>0) and (MTP0) imply that the components S
′ and S′′ =
(−1)wS′ of S are isomorphisms M ′′ ∼−→ M ′: indeed, one may assume that T has
only one strict component; by induction on the dimension, using a local coordinate,
one obtains that S′ is an isomorphism on a dense open set of the support; by definition
of the strict support, S′ is thus an isomorphism.
We will denote by MT6d(X,w)
(p) the full subcategory of MT6d(X,w) of polar-
izable objects, and similarly for MT
(r)
6d(X,w)
(p). According to Proposition 3.5.6, we
have a S-decomposition
(4.2.3) (M ′,M ′′, C,S ) = ⊕Z(M ′Z ,M ′′Z , CZ ,SZ).
The following proposition is easy:
Proposition 4.2.4
(1) In the situation of Proposition 4.1.5, if a polarization S is the direct sum of
two morphisms S1 and S2, then each Si is a polarization of (M
′
i ,M
′′
i , Ci).
(2) Corollary 4.1.6 holds for MT6d(X,w)
(p) or MT
(r)
6d(X,w)
(p).
(3) Kashiwara’s equivalence of § 4.1.c holds for MT(X,w)(p) or MT(r)(X,w)(p).
4.2.a. Semi-simplicity
Proposition 4.2.5. — If T1 is a subobject (in the category MT(X,w)) of a polarized
object (T ,S ), then S induces a polarization S1 of T1 and (T1,S1) is a direct
summand of (T ,S ) in MT(X,w)(p). In particular, the category MT(X,w)(p) is
semisimple (all objects are semisimple and morphisms between simple objects are zero
or isomorphisms).
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Proof. — By induction on the dimension of the support, the result being clear if the
support has dimension 0 (see Fact 2.1.9). We may also assume that T has strict
support a closed irreducible analytic subset Z of X . Put S = (S′, S′′) and S = S′ or
S′′. Consider then the exact sequences
0 T ∗1 (−w) T ∗(−w) T ∗2 (−w) 0
0 T1
S1
T
S ≀
T2 0
where T2 is the cokernel, in the abelian category MT(X,w), of T1 →֒ T . We want
to show first that S1 is an isomorphism. This is a local statement. Take a local
coordinate t such that Z 6⊂ {t = 0} and apply Ψt,α to the previous diagram (Re(α) ∈
[−1, 0[). According to Corollary 4.1.12, the exact sequences in the following diagram
remain exact, if M• denotes the monodromy filtration of N:
0 grMℓ Ψt,αT
∗
1 (−w) grMℓ Ψt,αT ∗(−w) grMℓ Ψt,αT ∗2 (−w) 0
0 grMℓ Ψt,αT1
grMℓ Ψt,αS1
grMℓ Ψt,αT
grMℓ Ψt,αS ≀
grMℓ Ψt,αT2 0
Using the inductive assumption, we conclude that each grMℓ Ψt,αS1 is an isomorphism,
hence Ψt,αS1 too. Arguing now as in Remark 4.2.2(2), we conclude that S1 is an
isomorphism.
We now have a decomposition M ′ = M ′2 ⊕ S(M ′′1 ) and M ′′ = M ′′1 ⊕ S−1(M ′2)
and we have by definition a decomposition S = S1⊕S2, where S2 is the isomorphism
such that S−12 is the restriction of S
−1 to M ′2.
It remains to be proved that we have a decomposition C = C1⊕C2. By definition,
we have C(m′2, n
′′
1) = 0 for local sections m
′
2, n
′′
1 of M
′
2|S and M
′′
1|S respectively. It is
enough to show that C(Sm′′1 , S
−1n′2) = 0 for local sections m
′′
1 , n
′
2 of M
′′
1|S and M
′
2|S
respectively. This is a direct consequence of the fact that S is Hermitian.
Remark 4.2.6 (Regularity). — The same result holds with regular objects.
4.2.b. Polarized graded Lefschetz twistor D-modules. — Let (T ,L ) be an
object of MLT(X,w; ε). A polarization S is a graded isomorphism S : T →
T ∗(−w) which is Hermitian, i.e., satisfying S ∗j = (−1)jS−j , such that each Li
is skew-adjoint with respect to S (i.e., L ∗i ◦Sj = −Sj−21i ◦Li for any i = 1, . . . , k
and any j) and that, for each j with nonnegative components, the induced morphism
S−j ◦L j11 · · ·L jkk : PL Tj −→ (PL Tj)∗(−w +
∑
εiji)
is a polarization of the object PL Tj of MT(X,w −
∑
εiji).
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Lemma 4.2.7. — The categories MLT(X,w; ε)(p) and MLT(r)(X,w; ε)(p) have an in-
ductive definition as in Definition 4.2.1.
Proof. — This directly follows from the commutativity of PL and gr
M
ℓ Ψt,α shown in
Lemma 4.1.14.
We also have, using Remark 2.1.16 in dimension 0:
Lemma 4.2.8. — The conclusion of Proposition 4.2.5 holds for MLT(X,w; ε)(p) and
MLT(r)(X,w; ε)(p).
Corollary 4.2.9. — Let (T ,S ,L ) be an object of MLT(X,w; ε)(p) with strict
support Z. Let f : U → C be a holomorphic function 6≡ 0 on Z. Then(
grM• φf,0(T ,S ,L ),N
)
is an object of MLT(X,w + 1; ε,−1)(p). A similar result
holds for regular objects.
Proof. — Apply the Lefschetz analogue of Corollary 4.1.17 and Lemma 4.2.8.
Proposition 4.2.10. — The conclusions of Propositions 2.1.19 and 2.1.21 remain valid
for graded Lefschetz (regular) twistor DX -modules.
Proof. — We will give the proof for nonregular objects, the regular case being similar.
Let us begin with Proposition 2.1.19. First, we remark that c(Tj+1),Ker v ⊂ T ′j are
objects of MT(X,w − εj), according to Proposition 4.1.10.
Let us show that Im c and Ker v are subobjects of T ′ in MLT(X,w; ε). We may
assume that T ,T ′ have strict support Z. Choose a local coordinate t such that
codimZ({t = 0} ∩ Z) = 1. We know that c or v and grMℓ Ψt,α commute (Proposition
4.1.10). It follows that, by induction, CokerL j : c(Tj+1) → c(T−j+1) is supported
in {t = 0}, hence is equal to 0, as T ′ has strict support Z. Argue similarly for Ker v.
By Lemma 4.2.8, Im c and Ker v decompose as direct sums of simple objects in
MLT(X,w; ε), so their intersection is an object in the same category. By the same
argument as above, using induction on the dimension, the intersection Im c∩Ker v van-
ishes. Similarly, the direct summand of Im c⊕Ker v in T ′ is an object of MLT(X,w; ε)
and also vanishes by induction. We therefore have a decomposition T ′ = Im c⊕Ker v
in MLT(X,w; ε).
Let us now consider Proposition 2.1.21. So, let
(
(Tj1,j2)j∈Z2 ,L1,L2
)
be an object
of MLT(X,w; ε1, ε2)
(p) with a polarization S . Let d : Tj1,j2 → Tj1−1,j2−1(ε1 + ε2)
be a differential in R- Triples(X), which commutes with L1 and L2 and is selfadjoint
with respect to S . As both source and target of d are in MT(X,w − ε1j1 − ε2j2), d
is a morphism in this category, hence is strict and strictly specializable (Proposition
4.1.10) and we have, for any germ f of holomorphic function any α with Re(α) ∈
[−1, 0[ and any ℓ > 0,
PgrMℓ Ψf,α(Ker d/ Imd) = Ker(Pgr
M
ℓ Ψf,αd)/ Im(Pgr
M
ℓ Ψf,αd)
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(cf. Corollary 4.1.12). By induction on the dimension of the support, we may assert
that
(
PgrMℓ Ψf,α(Ker d/ Imd), Pgr
M
ℓ Ψf,αL , Pgr
M
ℓ Ψf,αS
)
is an object of the category
MLT(X ∩ f−1(0), w + ℓ, ε) and we conclude with Lemma 4.2.7.
Corollary 4.2.11 (Degeneration of a spectral sequence). — Let T • be an object of the
category D+(R- Triples(X)) equipped with a Hermitian duality S : T • → (T •)∗(−w)
and with L : T • → T •[2](1) and N : T • → T •(−1) which commute and are
skewadjoint with respect to S . Assume that N is nilpotent and and that each term
Ei,j−i1 of the spectral sequence associated to the monodromy filtration of M•(N ) is
part of an object
⊕
i,j
(
Ei,j−i1 = H
j(grM−iT
•
),H jgrM−iN ,H
jgrM−iL ,H
jgrM−iS
)
of MLT(X,w;−1, 1)(p). Then,
(1) the spectral sequence degenerates at E2,
(2) the filtration W•H j(T
•) naturally induced by M•T
• is the monodromy filtra-
tion M• associated to H jN : H j(T
•)→ H j(T •),
(3) the object
⊕
i,j
(
grM−iH
j(T
•
), grM−iH
jN , grM−iH
jL , grM−iH
jS
)
is an object of MLT(X,w;−1, 1)(p).
A similar result holds for regular objects.
Proof. — We know (Lemma 1.6.12) that the differential d1 is selfadjoint with respect
to H jgrM−iS . Moreover, d1 : H
j(grM−iT
•) → H j(grM−iT •) is a morphism between
objects in MT(X,w+ j− i). From the analogue of Proposition 2.1.21, we deduce that
(Ei,j−i2 ) is part of an object of MLT(X,w;−1, 1)(p). Now, one shows inductively that
dr = 0 for any r > 2, by applying Proposition 4.1.9. This gives the result.
4.2.c. A conjecture
We now restrict our discussion to regular objects. For the nonregular case, we lack
at the moment of results in dimension one.
Theorem 4.2.12. — Assume that X is a complex projective manifold. The functor
which associates to each object (T ,S ) in MT(r)(X,w)(p) the regular holonomic DX-
module ΞDRM ′′ (restriction to zo = 1) takes values in the category of semisimple
regular holonomic DX-modules.
Proof. — We may assume that T has strict support the irreducible closed analytic
subset Z ⊂ X . We know that ΞDRM ′′ is regular holonomic and has strict support Z,
according to Proposition 4.1.19. This means that there exists a dense Zariski open set
Zo ⊂ Z and a local system L of finite dimensional C-vector spaces on Zo such that
the de Rham complex of ΞDRM ′′ is isomorphic to the intersection complex IC
•
L up
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to a shift. We want to show that the local system L is semisimple. We will argue by
induction on dimZ, starting from dimZ = 1.
The case when Z is a smooth curve is a corollary of Theorem 5.0.1 proved later in
Chapter 5, as a consequence of results of C.Simpson and O.Biquard.
Let us now consider the case when Z is singular. Denote by ν : Z˜ → Z the
normalization. We may assume that Zo is an open set in Z˜. It is therefore enough to
construct an object (T˜ , S˜ ) in MT(r)(Z˜, w)(p) which coincides with (T ,S ) on Zo.
The singular points of Z being isolated, this is then a local problem on Z, as we
may glue local solutions to this problem with the solution (T ,S )|Zo on Z
o. The
noncharacteristic inverse image p+(T ,S ) by the projection p : Z˜ × X → X is an
object of MT(r)(Z˜×X,w)(p). Choose a family of local equations t1, . . . , tn of the graph
G(ν) ⊂ Z˜ × X of ν : Z˜ → X . Then the object PgrM0 Ψt1
( · · ·PgrM0 Ψtnp+(T ,S ))
gives a local solution to the problem.
Assume now that dimZ > 2. According to [29, th. 1.1.3(ii)], it is enough to show
that the restriction of L to a generic hyperplane section of Zo is semisimple, because
for such a hyperplane, π1(Z
o ∩ H) → π1(Zo) is onto. Now, the (noncharacteristic)
restriction of (T ,S ) to a generic hyperplane H still belongs to MT(r)(X ∩H,w)(p),
because it can be locally expressed as PgrM0 ψt,−1(T ,S ) for a local equation t of H .
We therefore get by induction the semisimplicity of L|Zo∩H , hence of L .
Conjecture 4.2.13. — The functor above is an equivalence.
This assertion should also hold whenX is compact and Ka¨hler. Its proof would give
a proof of the conjecture of M.Kashiwara recalled in the introduction, for semisimple
perverse sheaves or regular holonomic D-modules.
Remark 4.2.14. — When the conjecture holds, the functor sends a simple object in
the first category in a simple object of the second one. This will be the case when X
is a compact Riemann surface, as a consequence of Theorem 5.0.1.
4.2.d. Polarizable Hodge D-modules and polarizable twistor D-modules
One may develop a theory of Hodge D-modules along the lines of this chapter. We
will indicate the main steps.
In dimension 0, polarized Hodge D-modules correspond to polarized complex
Hodge structures as in §2.1.d.
In general, replace the category ofRX -modules with the category of gradedRFDX -
modules, the morphisms being graded. Strict objects correspond to DX -modules
equipped with a good filtration (by the Rees construction). In order to define graded
R- Triples, consider sesquilinear pairings C taking values in DbXR ⊗CC[z, z−1].
In the definition of specializable graded RFDX -modules, one should insist on the
fact that the V -filtration is graded. Therefore, if M = RFM for some well-filtered
DX -module M , and if all ψf,αM are strict, then M is specializable along {f = 0}
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and ψf,αM = RFψf,αM , where the filtration F on ψf,αM is naturally induced from
that of M as in [54].
At this point, the definition of a complex Hodge D-module is obtained by working
in the category of graded R- Triples when considering Definition 4.1.2. It is very
similar to the category considered by M.Saito.
The polarization is introduced as a graded isomorphism between both RFDX -
modules entering in the definition of a complex Hodge D-module.
The graded analogue of Conjecture 4.2.13 asserts that the category of complex
Hodge D-modules is equivalent to that of admissible variations of polarized complex
Hodge structures. It would follow from a direct comparison with the category of
complex Hodge modules constructed by M.Saito, by the results of [54, 56].
Another approach is indicated in Chapter 7.
CHAPTER 5
POLARIZABLE REGULAR TWISTOR D-MODULES
ON CURVES
In this chapter we will prove:
Theorem 5.0.1. — Conjecture 4.2.13 is true when X is a compact Riemann surface.
This is nothing but a reformulation of some of the main results in [60]. Never-
theless, we will give details on the reduction to this result, as this is not completely
straightforward. Moreover, we will use the more precise description given in [4].
We will begin with the detailed computation of a basic example when dimX = 1.
It corresponds to “nilpotent orbits” in dimension one. It was considered in detail in
[60] and [4].
5.1. A basic example
Let β ∈ C and put β′ = Re β, β′′ = Imβ. Let V o be a C-vector space of dimension
d equipped with a sl2-triple (Y,X,H) and with a positive definite Hermitian form
such that X∗ = Y, Y∗ = X and H∗ = H. Fix an orthonormal basis vo = (vo1 , . . . , v
o
d)
of eigenvectors for H and let wi ∈ Z be the eigenvalue of H corresponding to voi . It will
be convenient to assume that the basis vo is obtained as follows: fix an orthonormal
basis vo1 , . . . , v
o
k of KerX made with eigenvectors of H; for any j = 1, . . . , k, consider
the vectors
(5.1.1) voj,ℓ = cj,ℓY
ℓvoj ,
for ℓ = 0, . . . , wj , where cj,ℓ is some positive constant; the basis (v
o
j,ℓ)j,ℓ is orthogonal,
and one can choose cj,ℓ (with cj,0 = 1) such that the basis is orthonormal.
All along this section 5.1, we denote by X the unit disc centered at 0 with coordin-
ate t and by X∗ the punctured disc X r {t = 0}. Let H = C∞X ⊗C V o be the trivial
C∞-bundle on X and let v = (v1, . . . , vd) be the basis such that vi = 1⊗ voi . We still
denote by Y,X,H the corresponding matrices in this basis and by H the restriction
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of the bundle H to the punctured disc X∗. Put on H the logarithmic connection DV
such that
D′′V v = 0,
D′V v = v · (Y + β Id)
dt
t
.
Put L(t) =
∣∣log tt∣∣ as in §0.8 and let ε be the basis obtained from v by the change of
basis of matrix
P = |t|−βL(t)−H/2eX,
that is,
(ε1, . . . , εd) = (v1, . . . , vd) · P (t).
Put on H|X∗ the Hermitian metric h such that ε is an orthonormal basis. Put H =
C∞,anX ∗ ⊗C∞X∗ H . It has a basis e(z) = v ·Rz ∈ Γ(X ∗,H ) with
Rz(t) = L(t)
−H/2
(
|t|iβ′′e−X
)(z−1)
L(t)H/2, for t ∈ X∗, z ∈ Ω0.
Put e = e(0). One also has e(z) = e ·Qz with
Qz(t) = L(t)
−H/2
(
|t|iβ′′e−X
)z
L(t)H/2.
The metric h and the connection DV on H allow to define operators D
′
E, D
′′
E , θ
′
E and
θ′′E (see §1.3.a and [61]).
Proposition 5.1.2. — For any β ∈ C we have:
(1) the metric h on H is harmonic;
(2) the basis e(z) is holomorphic with respect to the holomorphic structure on H
defined by D′′E + zθ
′′
E;
(3) the action of zD′E+θ
′
E defines a left RX -module structure on the free OX [1/t]-
module M˜
def
= OX [1/t] · e(z) ⊂ j∗H (where j : X∗ →֒ X denotes the inclusion) and
M˜ is strict and strictly specializable (cf. § 3.4.a);
(4) the minimal extension M of M˜ across t = 0 is strict holonomic;
(5) using notation of § 2.2.a on X∗, the sesquilinear pairing hS : H ′|S ⊗OS H ′|S →
C∞,anX ∗ extends to a sesquilinear pairing
C : M|S ⊗
OS
M|S −→ DbXR×S/S .
Proof. — We will use the following identities:
L(t)±H/2YL(t)∓H/2 = L(t)∓1Y
L(t)±H/2XL(t)∓H/2 = L(t)±1X
eYHe−Y = H+ 2Y
eXHe−X = H− 2X
eXYe−X = Y+H−X
(5.1.3)
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and, from(0.8.1),
(5.1.4) L(t)H/2t
∂
(
L(t)−H/2
)
∂t
= L(t)H/2t
∂
(
L(t)−H/2
)
∂t
=
H/2
L(t)
.
Write in the basis ε
D′V ε = ε ·M ′
dt
t
, D′′V ε = ε ·M ′′
dt
t
.
One has M ′ = β Id+P−1YP + P−1t∂tP and M
′′ = P−1t∂tP . According to the
previous identities, one gets
M ′ =
β
2
Id+
Y −H/2
L(t)
(5.1.5)
M ′′ = −β
2
Id+
X+ H/2
L(t)
(5.1.6)
θ′E =
1
2
(M ′ +M ′′∗)
dt
t
=
(
i
β′′
2
Id+
Y
L(t)
)
dt
t
(5.1.7)
θ′′E =
1
2
(M ′∗ +M ′′)
dt
t
=
(
−iβ
′′
2
Id+
X
L(t)
)
dt
t
(5.1.8)
D′′Eε = (D
′′
V − θ′′E)ε = ε ·
(
−β
′
2
Id+
H/2
L(t)
)
dt
t
.
Now, the matrix of D′′E + zθ
′′
E in the basis e(z) is zero (which gives the second point):
indeed, we have e(z) = v ·Rz = ε · P−1Rz and
(5.1.9) P−1Rz = |t|β
′+izβ′′e−zXL(t)H/2
def
= Aβ(t, z).
The matrix of D′′E + zθ
′′
E in ε is(
−β
′ + izβ′′
2
Id+
(H/2 + zX)
L(t)
)
dt
t
,
hence in the basis e(z) the coefficient of
dt
t
is
(5.1.10) − β
′ + izβ′′
2
Id+L(t)−H/2ezX
H/2 + zX
L(t)
e−zXL(t)H/2
+
(
β′ + izβ′′
2
)
Id−H/2
L(t)
.
But
ezX(H/2 + zX)e−zX = ez adX(H/2 + zX)
= zX+ ez adX(H/2) = zX+H/2− zX = H/2,
hence the result.
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On the other hand, the matrix of zD′E + θ
′
E in the basis e(z) is computed in the
same way: it is equal to[(
i
β′′
2
(1 + z2) + zβ′
)
Id+Y
]
dt
t
= [(β ⋆ z) Id+Y]
dt
t
.
Therefore, OX [1/t] · e(z) is a left RX -module, which gives (3). By definition, one
has
(5.1.11) tðte(z) = e(z) · [(β ⋆ z) Id+Y] .
Moreover, putting z = 0 shows that the matrix of θ′E in the basis e = e(0) is holo-
morphic, hence h is harmonic. We have obtained 5.1.2(1) and (2).
Consider the filtration UkM˜ = t−kOX · e(z). This is a good filtration with re-
spect to V•RX [1/t] and, for any k ∈ Z, we have grUk M˜ ≃ OdΩ0 . Moreover, putting
α = −β − 1, the operator ðtt+ (α+ k) ⋆ z is nilpotent on grUk M˜ . Near any zo ∈ Ω0,
the filtration V (zo)• M˜
def
= U•−ℓzo(α)M˜ satisfies all the properties of the Malgrange-
Kashiwara filtration, hence is equal to it. This shows 5.1.2(3). The lattice Λ con-
sidered after Definition 3.3.1 reduces here to α+ Z.
Although the filtration V (zo)
•
M˜ is only locally defined with respect to zo when the
imaginary part α′′ is not 0, the module ψt,α+kM˜ (for k ∈ Z) is globally identified
with Uk/Uk−1.
Consider the minimal extension M of M˜ across t = 0. By the results of §3.4.b, it
is strictly specializable along t = 0. It is strict, because M˜ is so. Near zo ∈ Ω0, M is
the RX -submodule of M˜ generated by t−kzoe(z), where kzo ∈ Z is chosen such that
kzo + ℓzo(α) ∈ [−1, 0[.
M is holonomic because its characteristic variety is contained in (T ∗DD∪T ∗0D)×Ω0
(by an extension argument, reduce to the case where Y = 0). Remark also that the
support Σ(M ) of ΞDolM is contained in the curve tτ = iβ′′/2: near zo, the classes
of t−kzo ej(z) (j = 1, . . . , d) generate ΞDolM over OD[TD]; these classes satisfy the
equation
det ((tτ − iβ′′/2) Id−Y) · t−kzo ej(0) = 0 (j = 1, . . . , d).
Let us end by proving (5). It will simplify notation and not be restrictive to
assume that Re β ∈ ]− 1, 0], that is, putting α = −β− 1, Reα ∈ [−1, 0[. Fix zo ∈ Ω0.
In the local basis t−kzoe(z) of M near zo, the matrix C
(zo) = (C
(zo)
ij ) with entries
C
(zo)
ij = hS(t
−kzo ei(z), t−kzo ej(z)) defines a RX∗,X∗,S sesquilinear pairing.
Let A(z) be the matrix defined by (5.1.9), so that e(z) = ε · A(z), where ε is the
h-orthonormal basis constructed previously. Put
C˜ = tA(z) · A(z).
Formula (5.1.9) shows that
C˜ = |t|2(β⋆z)/z · L(t)H/2e−zYeX/zL(t)H/2 def= |t|2(β⋆z)/z · B.(5.1.12)
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The matrix C(zo) can be written as |t|−2kzo C˜. When t → 0, each |C(zo)ij | behaves
therefore like |t|2ℓzo (β−kzo )L(t)k for some k ∈ Z. By definition, we have ℓzo(β−kzo) ∈
] − 1, 0], so that C(zo)ij is L1loc and defines a distribution depending analytically on z
near zo ∈ S.
We hence define C on M|S⊗OSM|S as the unique (if it exists) RX,X,S-linear pairing
such that C(t−kzo ei(z), t−kzo ej(z)) is the L
1
loc extension of C
(zo)
ij as a distribution.
Uniqueness is clear, as we are given C on generators. It will also allows us to glue
along S the various local constructions. It remains to prove the existence.
If one chooses a basis vo = (vj,ℓ)j,ℓ as in (5.1.1), the matrix C
(zo) is block-diagonal,
C(zo) = ⊕jC(zo)(j) . We can therefore easily reduce to the case where Y has only one
Jordan block.
Under such an assumption, M is RX -generated by t−kzo e1(z). As we have
t−kzo eℓ+1(z) = [tðt − (β − kzo) ⋆ z]ℓt−kzo e1(z), we first have to verify that we in-
deed have, as distributions,
[tðt − (β − kzo) ⋆ z]ℓ
′
[tðt − (β − kzo) ⋆ z]
ℓ′′
C
(zo)
11 = C
(zo)
1+ℓ′,1+ℓ′′ .
We know that this holds on X∗ as C∞ functions. It then holds as distributions for
the L1loc extensions (cf. Example 1.5.4).
Notice now that we have a local presentation of M (recall that Re β ∈ ]− 1, 0]):
RX
· [tðt − (β − kzo) ⋆ z]d−−−−−−−−−−−−−−−−−−→ RX −→ M −→ 0 if β 6∈ Z,
RX
· ðt(tðt)d−1−−−−−−−−−−→ RX −→ M −→ 0 if β = 0.
Indeed, we have a surjective morphism of the cokernel to M , and it is enough to show
that the cokernel has no t-torsion, which can be seen easily. Therefore, C will be well
defined if we show that C
(zo)
11 satisfies [tðt − (β − kzo) ⋆ z]dC(zo)11 = 0 (when β 6∈ Z) or
ðt(tðt)d−1C
(zo)
11 = 0 (when β = 0).
By construction, this holds on X∗, so that we can write as C∞ functions on X∗:
C
(zo)
1,1 = C(t
−kzo e1, t−kzo e1) = |t|2((β−kzo )⋆z)/z
d−1∑
k=0
akL(t)
k/k!
for some integers ak, with ad−1 = 1. By definition of the extension C
(zo)
1,1 , this also
holds as L1loc functions on X . Apply now Example 1.5.4.
Remarks 5.1.13
(1) In particular, we have C
(zo)
i,j = 0 for i + j > d and, in the expression (5.1.12)
for C(zo), the coefficients of the negative powers of L(t) vanish. This can also be seen
using the relation (
eX/ze−zYeX/z
) ·H · (eX/ze−zYeX/z)−1 = −H.
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(2) As we assume that Re β ∈ ] − 1, 0], the entries of C˜ take value in DbXR×S/S.
Moreover, the sesquilinear pairing ψt,αC on Ψt,αM can be directly computed by
using C˜.
We will end this paragraph by proving:
Proposition 5.1.14. — Put α = −β − 1. Then, for any ℓ > 0, the object(
PgrMℓ Ψt,α(M ), Pgr
M
ℓ Ψt,α(M ), Pψt,α,ℓC,S = Id)
is a polarized twistor structure of weight ℓ in the sense of § 2.1.b.
Proof. — Keeping notation as above, we have ψt,γM = 0 if γ 6≡ α mod Z and
Ψt,αM ≃ OdΩ0 has basis [e(z)]. The matrix of iN = −i[ðtt + α ⋆ z] in this basis is
−iY. We compute ψt,αC on Ψt,αM with the help of the matrix C˜.
For simplicity, we will assume that Y has only one Jordan block, of size d. There-
fore, PgrMℓ Ψt,α(M ) = 0 if ℓ 6= d− 1 and has dimension 1 if ℓ = d− 1.
It is a matter of verifying (see Formula (3.6.14)) that the expression
(5.1.15) (iz)−(d−1) ·Ress=α⋆z/z
∫
|t|2sC˜((iN)d−1e1, e1)χ(t) i2πdt ∧ dt,
(for χ ∈ C∞c , χ ≡ 1 near t = 0) considered as a function of z, is a positive constant.
Put Yd−1e1 = yded. As iN acts as −iY, the expression (5.1.12) for C˜ implies that
C˜d,1 = |t|2(β⋆z)/z(−z)d−1yd/(d− 1)!,
hence C˜((iN)d−1e1, e1) = (−i)d−1ydC˜d,1 = |t|2(β⋆z)/z(iz)d−1y2d/(d− 1)!. We therefore
have
(5.1.15) =
y2d
(d− 1)! ·Ress=α⋆z/z
∫
|t|2(s−α⋆z/z)χ(t) i2π
dt
t
∧ dt
t
.
Now, use that
Ress=0
∫
|t|2sχ(t) i2π
dt
t
∧ dt
t
= 1.
5.2. Review of some results of C. Simpson and O.Biquard
In this section, X denotes a compact Riemann surface and P a finite set of point
of X . We also set X∗ = X r P and we denote by IP the ideal of P (as a reduced
set).
5.2.a. By a meromorphic bundle on X with poles on P we mean a locally free
OX(∗P )-module of finite rank. Let V˜ be such a bundle. A meromorphic connec-
tion on V˜ is a C-linear morphism ∇ : V˜ → Ω1X ⊗OX V˜ satisfying the usual Leibniz
rule. We denote by M˜ the meromorphic bundle V˜ with connection ∇, viewed as a
left DX -module. There is an equivalence between the category of semisimple reg-
ular holonomic DX -modules with singularities at P and strict support X , and the
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category of semisimple meromorphic bundles with connection having regular singu-
larities at P : in one direction, associate to the DX -moduleM the meromorphic bundle
M˜ = OX(∗P )⊗OX M ; in the other direction, use ∇ to put the structure of a regular
holonomic module on V˜ and associate to M˜ the minimal extension M ⊂ M˜ , i.e., the
biggest DX -submodule of M˜ having no quotient supported in a finite set of points.
Notice also that, by the Riemann-Hilbert correspondence, these categories are equi-
valent to the category of semisimple representations of π1(X
∗).
If we are given a decreasing filtration M˜ • of M˜ , indexed by a finite set BR ⊂ ]−1, 0],
by OX -locally free submodules M˜ b such that M˜/M˜ b is supported on P for any b ∈ BR
and on which the connection has at most logarithmic poles, we say, following [60],
that (M˜, M˜ •,∇) is a filtered regular meromorphic connection. The filtration may be
extended to indices in BR + Z by putting M˜ b+k = I kP M˜
b.
5.2.b. Assume that M˜ has only regular singularities. Consider the canonical filtra-
tion of M˜ (i.e., the Malgrange-Kashiwara filtration, in dimension one): it is indexed
by AR + Z for some finite set A ∈ C, putting AR = {Reα | α ∈ A}. We will use the
increasing version of it: each VaM˜ is a locally free OX -module which coincides with
M˜ on X∗, and on which the connection acts with only simple poles, such that the
eigenvalues of the residue have real part in [−(a+ 1),−a[. We will also consider the
decreasing version V •M˜ , by putting V b = V−(b+1) and gr
b
V = gr
V
−(b+1) (see Remark
3.1.6(2)), so that the eigenvalues of the residue of∇ on V bM˜ have real part in [b, b+1[.
The degree of a filtered regular meromorphic connection (M˜, M˜ •,∇) is defined as
deg(M˜, M˜
•
,∇) = deg M˜0 +
∑
x∈P
∑
b∈[0,1[
b dimgrbM˜x.
By the residue formula we have:
Lemma 5.2.1. — If M˜ • is the canonical filtration V •M˜ of M˜ , then deg(M˜, M˜ •)=0.
Say that a filtered regular meromorphic connection (M˜, M˜ •) is stable if any nonzero
sub meromorphic connection (N˜ ,∇), equipped with the induced filtration N˜ • = N˜ ∩
M˜ •, satisfies
deg(N˜ , N˜ •)
rk N˜
<
deg(M˜, M˜ •)
rk M˜
.
Owing to the fact that the filtration induced on N˜ by the canonical filtration of
M˜ is the canonical filtration of N˜ , and according to the previous lemma, we get:
Lemma 5.2.2. — If M˜ • is the canonical filtration of M˜ , then (M˜, M˜ •) is stable if and
only if M˜ is irreducible.
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5.2.c. Let V be a holomorphic bundle on X∗ and let h be a hermitian metric on
H = C∞X∗ ⊗OX∗ V . Say that h is moderate if the subsheaf V˜ of j∗V consisting of
sections of j∗V , the h-norm of which has moderate growth near P , is a meromorphic
bundle on X . If we are given a meromorphic extension M˜ of V , we also say that h is
moderate with respect to M˜ if V˜ = M˜ . The parabolic filtration V˜ • of V˜ is then the
filtration by the order of growth: in a local coordinate t near xo ∈ P ,
V˜ bxo = {σ ∈ j∗Vxo | limt→0 |t|
−b+ε ‖σ(t)‖h = 0 for ε > 0 and ε≪ 1}.
A criterion for the coherence of the parabolic bundles is given in [60, Prop. 3.1], after
[14].
Let now (H,DV ) be a flat bundle on X
∗. Following loc. cit., say that h is tame
with respect to (H,DV ) if the h-norm of flat sections of V grows at most polynomially
near P . If h is tame and harmonic, C. Simpson has shown [60, Th. 2] that h is mod-
erate, that each term of the parabolic filtration is O-coherent and is logarithmic with
respect to the connection ∇. The object (H,DV , h) is then called a tame harmonic
bundle. It therefore defines a filtered meromorphic bundle with connection (M˜, M˜ •).
We say that the tame harmonic bundle (H,DV , h) has Deligne type if the parabolic
filtration M˜ • is the canonical filtration of M˜ .
The category of tame harmonic bundles (morphisms are compatible with DV and
bounded with respect to the metrics) is semisimple, as well as the full subcategory of
tame harmonic bundles of Deligne type (loc. cit., Th. 5).
We will now use:
Theorem 5.2.3 ([60]). — Let (M˜, M˜ •) be a filtered regular meromorphic connection.
Then (M˜, M˜ •) is poly-stable, each summand having degree 0, if and only if there
exists a Hermitian metric h on M˜|X∗ which is tame with respect to M˜ , with associated
parabolic filtration M˜ •, and such that (M˜|X∗ ,∇, h) is harmonic.
By the previous lemmas, if we assume that M˜ • is the canonical filtration, then we
may replace in the previous theorem the word “poly-stable” by “semisimple”, and
forget about the condition on the degree, which is automatically satisfied.
Corollary 5.2.4. — The functor (H,DV , h) 7→ (M˜, M˜ •) from the category of tame
harmonic bundles to that of log-filtered meromorphic connections induces an equi-
valence between the subcategory of tame harmonic bundles of Deligne type to that
of semisimple meromorphic bundles with a regular connection (or equivalently,
semisimple regular holonomic DX-modules having strict support X).
5.2.d. Let M˜ be a simple meromorphic bundle on X with poles on P and a reg-
ular connection; it is isomorphic, locally near each point of P , to a direct sum, in-
dexed by β ∈ C with Re β ∈ ] − 1, 0], of meromorphic bundles with connection as in
§5.1. Denote by (V,∇) the restriction of M˜ to X∗. Let M˜ • denote the (decreasing)
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Malgrange-Kashiwara filtration of M˜ . Hence (M˜, M˜ •) is a polystable regular filtered
meromorphic bundle with connection of degree 0 (Lemmas 5.2.1 and 5.2.2), to which
we may apply Theorem 5.2.3.
Choose a model (also called standard) metric hstd on V which is equal, near the
singular points, to a corresponding direct sum of metrics as in Prop. 5.1.2. The
Malgrange-Kashiwara filtration M˜ • of M˜ can be recovered from this metric by meas-
uring the order of growth of the norm of local sections of M˜ (this is easily seen on
the simple basic example).
The result of C.Simpson is then more precise than Theorem 5.2.3: it asserts (see
[60, Th. 6(2)]) that there exists a harmonic metric h which is comparable with hstd
near P .
It will be even more convenient to use the construction made by O.Biquard in [4]
which gives a more precise description of the relationship between h and hstd.
We keep notation of §§1.3.a and 2.2. Denote by B′ ⊂ {β ∈ C | Re β ∈ [0, 1[}
the finite set of eigenvalues of the residue of ∇ on M˜0/M˜1, and let B be the set
obtained from B′ by adding −1 to any β ∈ B′ such that Re β 6= 0: for β ∈ B, we
have Re β ∈ ]− 1, 0].
The following result is also valid for general tame harmonic bundles or poly-stable
filtered regular meromorphic connection of degree 0 that we will not consider here.
Theorem 5.2.5 ([4, §§9 and 11]). — Let (H,DV , h) be a tame harmonic bundle on X∗
of Deligne type, or equivalently, let M˜ be a simple meromorphic regular connection
on X with singularities at P . For each puncture in P , there exists, on a small disc
D centered at this puncture, an h-orthonormal basis ε of C∞D∗ ⊗ V on D∗ such that
the matrix of DV in this basis can be written as
M ′
dt
t
+M ′′
dt
t
= (M ′ std + P ′)
dt
t
+ (M ′′ std + P ′′)
dt
t
,
where M ′ std,M ′′ std are direct sums indexed by β ∈ B of matrices (5.1.5) and (5.1.6),
and P ′, P ′′ are of some Ho¨lder type (see loc. cit.).
5.2.e. Sketch of the proof of Theorem 5.0.1. — In §5.3, we prove a reconstruc-
tion result, namely, starting from a tame harmonic bundle of Deligne type (H,DV , h),
we associate to it a polarized regular twistor DX -module (T ,S )h = (M ,M , C, Id)
of weight 0 which coincides with that given by Lemma 2.2.2 on X∗ and such that
ΞDRM = M is the minimal extension of the meromorphic bundle with connection
defined by h.
In §5.4, we show that the correspondence (T ,S ) 7→ (H,DV , h) on X∗ of Lemma
2.2.2, starting from a polarizable regular twistor DX -module of weight 0, gives rise
to a tame harmonic bundle of Deligne type. Moreover, we show that (T ,S ) and
(T ,S )h constructed in §5.3 are isomorphic, at least locally on X .
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Both results are enough to conclude. Indeed, it is enough to prove Theorem 5.0.1
for objects having strict support X . The functor “restriction to z = 1” sends po-
larized regular twistor D-modules to semisimple regular holonomic D-modules, ac-
cording to §5.4. It is essentially surjective, according to §5.3. By the equivalence of
Lemma 2.2.2 and Corollary 5.2.4, any morphism ϕ : M1 → M2 lifts to a morphism
ψ : (T1,S1)|X∗ → (T2,S2)|X∗ in a unique way. Moreover, it induces a morph-
ism between the meromorphic extensions M˜1 → M˜2, which is compatible with the
parabolic filtration constructed in Corollary 5.3.1, because ϕ respects the canonical
filtration, i.e., the parabolic filtration of the harmonic metric.
By the construction of §5.3.b, ψ extends then as a morphism (T1,S1)h →
(T2,S2)h. Therefore, by the local isomorphism proved in §5.4, ψ also extends (in a
unique way) as a morphism (T1,S1) → (T2,S2), hence the full faithfulness of the
functor.
5.3. Proof of Theorem 5.0.1, first part
In this section, we will prove that any semisimple regular holonomic DX -module
is of the form ΞDRM ′′ where M ′′ is part of an object of MT
(r)(X, 0)(p).
Let M be a simple regular holonomic DX -module and let M˜ be the associated
simple meromorphic bundle with regular connection as in §5.2.d. We fix a harmonic
metric as given by Theorem 5.2.5, and we will work locally near a point of P , with a
local coordinate t centered at this point.
5.3.a. Construction of the OX [1/t]-module M˜ and the filtration V•M˜
In this paragraph, X will denote an open disc with coordinate t.
Denote by j : X∗ × Ω0 →֒ X × Ω0 the open inclusion; denote as above by X the
product X ×Ω0. For z ∈ Ω0, recall that ζ denotes its imaginary part; denote also by
∆zo(η) the closed disc centered at zo of radius η > 0; recall that H
(
∆zo(η)
)
denotes
the corresponding Banach space of holomorphic functions. For short, we will denote
by M˜z the germ at (0, z) ∈ X of the OX -module M˜ .
The first step consists in defining a OX [1/t]-module M˜ and the parabolic filtration
V •M˜ on it. As we will see below, the parabolic filtration is only locally defined on X .
What is possible to define globally are the graded pieces, or even the ψβt M˜ .
Let us first state a consequence of Theorem 5.2.5.
Corollary 5.3.1
(1) Let M˜ ⊂ j∗H ′ be the subsheaf of local sections of j∗H ′, the π∗h-norm of
which has moderate growth along {0} × Ω0. Then M˜ is OX [1/t]-locally free and is
strictly specializable along t = 0 (cf. § 3.4).
(2) For any z0 ∈ Ω0, let (V bM˜zo)b∈R be the “parabolic filtration” of the germ M˜zo
associated with π∗h near zo, i.e., V
bM˜zo is the set of germs m ∈ M˜zo which satisfy
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|t|−b+ε ‖m‖π∗h bounded near (0, zo) for any ε > 0. Then, this filtration coincides with
the Malgrange-Kashiwara filtration V b(zo)(M˜zo).
(3) The Malgrange-Kashiwara filtration moreover satisfies:
(a) each V b(zo)(M˜zo) is OX ,(0,zo)-locally free of finite rank,
(b) the monodromy filtration M•(N) (cf. Remark 3.3.6(3)) of the nilpotent
endomorphism N = −(tðt − β ⋆ z) : ψβt (M˜zo) → ψβt (M˜zo) is such that each
graded piece gr
M(N)
ℓ ψ
β
t (M˜zo) is OΩ0,zo-locally free for any ℓ and any β.
For the proof, we will need Lemma 5.3.2 below, analogous to [4, p. 79]. Let us recall
some notation: we put D′z = zD
′
E + θ
′
E and D
′′
z = D
′′
E + zθ
′′
E. By Theorem 5.2.5,
we write D′z (resp. D
′′
z ) as the sum of D
′ std
z (resp. D
′′ std
z ) plus a perturbation which
is controlled. We denote with the same letter the action of these connections on
endomorphisms of H with values in differential forms.
Lemma 5.3.2 (Local killing of the perturbation P ′′). — In the situation of Theorem
5.2.5, for any zo ∈ Ω0, there exists η > 0 and a matrix Q(zo)(t, z) of functions
X∗ → H(∆zo(η)) such that
(1) the H(∆zo(η))-norms of L(t)
δQ(zo)(t, z), L(t)δD′′zQ
(zo)(t, z) and L(t)δD′zQ
(zo)(t, z)
remain bounded when t→ 0, for some δ > 0;
(2) in the basis ε′(zo)(z)
def
= ε · (Id+Q(zo)(t, z)), the matrix of D′′z is the standard
one, namely
[
M ′′ std + (z − 1)(M ′′ std +M ′ std ∗)/2]dt/t.
Sketch of proof (1). — It is a variant of loc. cit. The basis ε of Theorem 5.2.5 is de-
composed in subfamilies εβ for β ∈ B. Given any matrix P , we denote by Pβi,βj
its (βi, βj)-block. We will first use the following property of P = P
′ or P ′′ given in
loc. cit. : there exists δ > 0 such that
(i) for any β ∈ B, the matrix function L(t)1+δPβ,β(t) is bounded on X∗.
(ii) if βi 6= βj ∈ B, the matrix function L(t)2+δPβi,βj (t) is bounded on X∗.
(The second condition corresponds to the case denoted by ℓ 6= 0 in loc. cit.).
We will also need a better estimate, the proof of which will be indicated in §5.B.a:
there exists ε > 0 such that
(iii) if β′′i 6= β′′j , the matrix function |t|−εPβi,βj (t) is bounded on X∗.
Let us now fix zo ∈ Ωo. It will be convenient to work with the basis ε˜(z) = ε · e−zX.
In this basis, the matrix of D′′z = D
′′
E + zθ
′′
E can be written as [Std
′′(z) + b′′(t, z)]dt/t
where
Std′′(z) = ⊕β
([− (β′ + izβ′′)/2] Id+H/2L(t)),
b′′(t, z) = ezX
[
P ′′ + (z − 1)(P ′′ + P ′∗)/2]e−zX.
(1)I thank O.Biquard for explaining me his proof and the referee for noticing a missing point in a
previous proof.
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We look for Id+u(t, z) such that
(5.3.2)(∗) t ∂u
∂t
= −[Std′′(z), u(t, z)]− b′′(t, z)( Id+u(t, z)).
Then Id+Q(zo)(t, z) = e−zX
(
Id+u(t, z)
)
ezX will be a solution to 5.3.2(2).
We can now argue as in [4, pp. 78–79]. As both operators adStd′′(z) and
adH commute, we can decompose any d × d matrix u as u = ⊕γ,ℓu(γ,ℓ), where
u(γ,ℓ) belongs to the γ(z)-eigenspace of adStd′′(z) and the ℓ-eigenspace of adH.
Denote by Eδ,ε
(
D∗R,H(∆zo(η))
)
the Banach space of matrices u of functions
D∗R → H(∆zo(η)) on the punctured disc of radius R such that the entries of
uγ,ℓ satisfy
∥∥L(t)δuγ,ℓ(t)∥∥
H(∆zo (η))
bounded on D∗R and, if γ(z) is not constant,∥∥|t|−εuγ,ℓ∥∥
H(∆zo (η))
bounded.
For a matrix v(γ,ℓ) in the (γ, ℓ) eigenspace of (ad Std′′(z), adH) and for n ∈ Z, put
T (γ,ℓ)n v
(γ,ℓ) = t−n|t|−Re γL(t)ℓ/2
∫
D∗R
wn
w
|w|Re γ L(w)−ℓ/2 · v(γ,ℓ) i2π
dw ∧ dw
t− w .
Notice that γ = γ(z) is a function of z which takes the form (β′1−β′2)+iz(β′′1 −β′′2 ),
for β1, β2 in B. Then, either z → γ(z) is not constant, i.e., β′′1 6= β′′2 , or it is constant
and belongs to ]− 1, 1[. We define nγ(zo),ℓ ∈ Z by the property
nγ(zo),ℓ +Re γ(zo)

∈ [−1, 0[ if γ(z) 6≡ 0,
= −1 if γ(z) ≡ 0 and ℓ > −1,
= 0 if γ(z) ≡ 0 and ℓ 6 −2.
The radius η > 0 is chosen such that, for any γ with γ(•) not constant and γ(zo) ∈ Z,
then Re γ(z) + ε ∈ ] Re γ(zo),Re γ(zo) + 1[. Consider the operator
T˜ : u 7−→ ⊕γ,ℓT (γ,ℓ)nγ,ℓ
[
(b′′u+ b′′)(γ,ℓ)
]
.
We then obtain as in loc. cit. that, if R is small enough, the operator T˜ sends
Eδ,ε
(
D∗R,H(∆zo(η))
)
into itself, and is contracting. The fixed point u is solution of
(5.3.2)(∗), where the derivative is taken in the distributional sense on D∗R.
Notice that the only assumption of a logarithmic decay of u(γ,ℓ) would cause trouble
if γ(zo) ∈ Z and γ(z) non constant. This is ruled out by the stronger decay in |t|ε
(Property (iii)) in such a case.
The first two properties of 5.3.2(1) directly follow from the construction, as
D′′z (Id+u) = −(Id+u)b′′.
The matrix of D′z in the basis ε˜(z) can be written as [Std
′(z) + b′(t, z)]dt/t, with
Std′(z) = ⊕β
[
(zβ′ + iβ′′)/2 Id+(Y + zH/2)/L(t)
]
and b′ satisfying (i)–(iii). Notice
that, for u ∈ Eδ,ε
(
D∗R,Hzo(∆(η))
)
, we have
∥∥L(t)1+δ[Std′(z), u]∥∥
Hzo (∆(η))
bounded
(and a similar property for [Std′′(z), u]). In order to obtain the desired estimate for
D′zQ
(zo), it is therefore enough to show that L(t) d′u(t, z) remains bounded when
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t → 0. This is obtained by an argument of elliptic regularity which closely follows
that of [4]. Details are given in §5.B.b.
Proof of Corollary 5.3.1
Identification of the parabolic filtration. — Fix zo ∈ Ω0 and work in a neighbourhood
of zo as in the previous lemma. We denote by Q
(zo) the corresponding matrix. For
β ∈ B, let qβ,ζo ∈ Z be such that ℓzo(qβ,ζo + β) def= qβ,ζo + β′ − ζoβ′′ belongs to [0, 1[.
The basis ε of Theorem 5.2.5 is decomposed into subfamilies εβ for β ∈ B,
so that M ′ std,M ′′ std are block-diagonal matrices. Recall that we set Aβ(t, z) =
e−zX |t|β′+izβ′′L(t)H/2 and we put A(t, z) = ⊕β∈BAβ(t, z). We also define similarly
the diagonal matrices A˜β(t, z) = |t|β′+izβ′′L(t)H/2 and A˜(t, z) = ⊕β∈BA˜β(t, z). Last,
put
(5.3.3) e(zo) = ε · (Id+Q(zo)(t))A(t, z) = ε′′(zo) · A˜(t, z)
(defining therefore also ε′′(zo)), where Q(zo)(t) is given by Lemma 5.3.2. For any j,
we have e
(zo)
j = |t|β
′
j+izβ
′′
j L(t)wj/2ε
′′(zo)
j for some βj ∈ B and wj ∈ Z.
According to 5.3.2(2), the computation following (5.1.9) shows that the basis e′(zo),
defined by
(5.3.4) e
′(zo)
j = t
qβj ,ζo e
(zo)
j ,
is holomorphic. As the base changes ε 7→ e and e 7→ ε have moderate growth along
{0}×Ω0, we conclude that, near zo, the sheaf M˜ is nothing but the OX [1/t]-locally
free sheaf generated by e(zo) in j∗H ′. This gives the first part of (1). The strict
specializability follows from the proof of (2) and (3) below.
Notice that the basis e(zo) may also be decomposed into subfamilies
e
(zo)
β = {e(zo)j | βj = β} (β ∈ B)
so that
(5.3.5) e
(zo)
β =
[
εβ · (Id+Q(zo)β,β ) +
∑
β′ 6=β
εβ′ ·Q(zo)β′,β
]
Aβ .
For b ∈ R, denote by U b(zo)M˜ the locally free OG -module generated by the sections
tnje
(zo)
j with nj ∈ Z such that ℓzo(nj + βj) ∈ [b, b+1[. Notice that, for any k ∈ Z, we
have U b+k(zo)M˜ = t
kU b(zo)M˜ .
We will now show that U •(zo)M˜ induces on M˜zo the parabolic filtration (defined in
the statement of Corollary 5.3.1).
Formula (5.3.3) shows that each element tke
(zo)
j of e
(zo) has parabolic order equal
to ℓzo(k+βj) exactly, according to the logarithmic decay of Q
(zo)(t) given by Lemma
5.3.2.
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Conversely, let m =
∑
jmjt
nje
(zo)
j ∈ M˜zo with mj holomorphic and mj 6≡ 0 ⇒
mj(0, z) 6≡ 0. We may assume that mj 6≡ 0 ⇒ mj(0, z) 6= 0 for z 6= zo in a neigh-
bourhood of zo. Put b = minj|mj 6=0 ℓzo(nj + βj). We will prove that m has order b.
Clearly, m has order > b. It is then enough to prove that, for any ε > 0, |t|−b−ε ‖m‖ is
not bounded in any neighbourhood of (0, zo). There exists only one k ∈ Z and β ∈ B
such that, for any ζ ∈ [ζo, ζo+η] with η small enough, ℓz(k+β) achieves the minimum
of {ℓz(nj +βj) | mj 6= 0}. Notice that ℓz(k+β) 6 b if ζ ∈ [ζo, ζo+ η] and that, unless
β is real, the inequality is strict if ζ 6= ζo (see Fig. 3.a on page 70). Denote by J1 the
set of j for which this minimum is achieved. Put w = maxj∈J1 wj and denote by J
the set of j ∈ J1 for which this maximum is achieved. Let mJ(0, z) be the vector
having entries mj(0, z) for j ∈ J and 0 otherwise and put m˜J (0, z) = e−zXmJ(0, z).
Then an easy computation shows that
(5.3.6) ‖m‖2π∗h ∼t→0
ζ∈[ζo,ζo+η]
|t|2ℓz(k+β)L(t)w ‖m˜J(0, z)‖2 .
This gives the assertion.
Computation of Θ′z. — We now compute the matrix Θ
′
z of D
′
z in the basis e
′(zo).
Notice first that, by flatness, the matrix of D′z in the basis e
′(zo) takes the form
(5.3.7) Θ′z =
[(⊕β [(qβ,ζo + β) ⋆ z Id+Yβ])+ P (t, z)]dtt ,
with P (t, z) holomorphic on {t 6= 0} × nb(zo).
Assertion. — The matrix P (t, z) satisfies:
– if βj 6= βk,
– if ℓzo(qβj ,ζo + βj) 6 ℓzo(qβk,ζo + βk), then Pβj ,βk/t is holomorphic near
(0, zo);
– if ℓzo(qβj ,ζo+βj) > ℓzo(qβk,ζo+βk), then Pβj ,βk is holomorphic near (0, zo);
– if βj = βk,
– if wj > wk − 2, then Pβj ,βk/t is holomorphic near (0, zo);
– if wj 6 wk − 3, then Pβj ,βk is holomorphic near (0, zo).
Proof of the assertion. — We will prove that the matrix P (t, z) satisfies the following
property, for some δ > 0 small enough and z ∈ nb(zo):
lim
t→0
L(t)δ|t|(qβj ,ζo+β′j−ζβ′′j )−(qβk,ζo+β′k−ζβ′′k )L(t)1+(wj−wk)/2Pβj ,βk(t, z) = 0,
from which the assertion follows. Using notation of Lemma 5.3.2, this, in turn, is
equivalent to the fact that the matrix of D′z in the basis ε˜(z)(Id+u) takes the form
[Std′(z) + c′(t, z)]dt/t with
∥∥L(t)δc′(t, z)dt/t∥∥
Hzo (∆(η))
bounded. We know, after [4],
that the matrix of D′z in the basis ε˜(z) takes the form [Std
′(z) + b′(t, z)]dt/t, where
b′dt/t satisfies the previous estimate and Lemma 5.3.2 implies that the functions
t 7→ ∥∥L(t)δu(t, z)∥∥
Hzo (∆(η))
and t 7→ ∥∥L(t)δD′zu(t, z)∥∥Hzo (∆(η)) are bounded. On the
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other hand, we have c′(t, z)dt/t = (Id+u)−1D′zu + b
′dt/t. Both terms in the right-
hand side satisfy the desired property.
End of the proof. — The assertion above shows that U b(zo)M˜ is stable under tðt.
Moreover, the matrix of tðt on U0(zo)/U
1
(zo)
is block-lowertriangular, if we order the
families e
′(zo)
β with respect to the ℓzo-order, each block corresponding to a value of
ℓzo(qβ,ζo +β). Each diagonal block is itself block-diagonal with respect to the various
β with ℓzo(qβ,ζo +β) fixed. This shows that each graded piece gr
b
U(zo)
M˜ is OΩ-locally
free near zo, hence U
•
(zo)
M˜ satisfies the properties of Lemma 3.3.4. Therefore, M˜ is
strictly specializable along t = 0 and U •(zo)M˜ = V
•
(zo)
M˜ .
Last, let W•gr
b
V(zo)
M˜ be the weight filtration of ⊕βYβ . It also follows from the
previous properties that it is decomposed with respect to ⊕ψqβ,ζo+βt M˜ and each sum-
mand W•ψ
qβ,ζo+β
t M˜ satisfies the properties characterizing the monodromy filtration
of N = tðt−(qβ,ζo+β)⋆z. It is therefore equal to it and N : ψqβ,ζo+βt M˜ → ψqβ,ζo+βt M˜
is conjugate to Yβ . This proves 5.3.1(3).
Remarks 5.3.8
(1) Although the bases e(zo) are defined only locally with respect to z, the classes
of their elements in the various bundles grMℓ ψ
β
t M˜ are globally defined on Ω0. Notice
that these bundles are holomorphically trivial on Ω0. More precisely, for any ℓ ∈ Z
and any β ∈ B, there exists a basis eoβ,ℓ of grMℓ ψβt M˜ as a OΩ0 -module, uniquely
determined from the basis ε of Theorem 5.2.5, such that (eoβ,ℓ)β∈B, ℓ∈Z lifts locally to
bases e(zo).
In order to prove this statement, it is enough to characterize the inverse image in
V
ℓzo (β)
(zo)
M˜ of grMℓ ψ
β
t M˜ near zo.
First, a section m of V
ℓzo (β)
(zo)
M˜ near (0, zo) has a class in gr
ℓzo (β)
V(zo)
M˜ contained in
ψβt M˜ if and only if, for any j, denoting by nj ∈ Z∪ {+∞} the order of its coefficient
mj on e
(zo)
j along t = 0, we have ℓzo(nj + βj) > ℓzo(β) if βj 6= β and at least one
mj(0, z) 6≡ 0 with βj = β.
When this is satisfied, the class of m has M-order ℓ if and only if, for any j with
βj = β, mj(0, z) ≡ 0 if wj > ℓ and mj(0, z) 6≡ 0 for at least one j with βj = β and
wj = ℓ.
Both assertions are proved as in the proof of Corollary 5.3.1. This criterion may
be translated in terms of order of growth: the class of m is in ψβt M˜ iff for any z
′
o 6= zo
and sufficiently near zo, the norm
∥∥m|z=z′o∥∥h has growth order ℓz′o(β), and this class
has M-order ℓ iff moreover this norm grows as |t|ℓz′o (β)L(t)ℓ/2.
With this criterion in mind, one observes that two meromorphic bases given by
Formula (5.3.3) for different choices of Q(zo) give rise to the same classes in the
various grMℓ ψ
β
t M˜ , so these classes can be glued when zo varies in Ω0. By definition,
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the basis eo is adapted to the Lefschetz decomposition of grM−2Yβ , hence to that of
grM−2N. In particular, the whole basis of gr
Mψβt M˜ can be recovered from its primitive
vectors.
(2) We also have an asymptotic estimate of ‖m‖π∗h as in Formula (5.3.6) for ζ ∈
[ζo − η, ζo]. It uses a maybe distinct pair (β−, k−), subject however to the relation
ℓzo(k− + β−) = ℓzo(k + β).
By restriction to z = zo, we also get a criterion for a nonzero local section m
o
of M˜zo: Denote by U
•Mzo the filtration induced by V
•
(zo)
M˜ (cf. Proposition 3.3.14).
Denote by N the corresponding nilpotent endomorphism on grbUM˜zo, which is the
direct sum of the various −(ðtt+β⋆zo) for β such that ℓzo(β) = b, and let M•grbUM˜zo
be its monodromy filtration, that we lift as M•UbM˜zo. Restrict the basis e
(zo) to a
basis eo of M˜zo, and write m
o =
∑
jm
o
j(t)t
nj eoj . We assume thatm
o
j 6≡0⇒ moj(0) 6=0.
Put b = minj|mj 6=0 ℓzo(nj +βj). We denote by J
o
1 the set of j such that the minimum
is achieved, we put w = maxj∈Jo1 wj and we denote by J
o the set of j ∈ Jo1 such that
the maximum is achieved. We then have the restriction of Formula (5.3.6):
(5.3.6)zo ‖mo‖2h ∼t→0 |t|
2bL(t)w
∥∥m˜oJ (0)∥∥2 .
Moreover, mo is in U bM˜zo and its class in gr
M
w gr
b
UMzo is nonzero.
(3) For any zo ∈ Ω0, it is possible to find a matrix Q(z) which is holomorphic with
respect to z and is invertible for any z near zo, so that, after changing the basis e
(zo)
by the matrix Q(z), the residue at t = 0 of the matrix of zDE + θ
′
E is block-diagonal,
each block corresponding to eigenvalues β ⋆ z taking the same value at zo, and is
lower-triangular, each diagonal sub-block corresponding to a given β.
Assume moreover that zo 6∈ Sing Λ, in particular zo 6= 0. Then, there exists a
neighbourhood of zo such that, for any z in this neighbourhood and any β1, β2 ∈ B,
the differences (β1 − β2) ⋆ z/z ∈ Z ⇐⇒ β1 = β2.
One may therefore apply the same arguments as in the theory of regular mero-
morphic connections of one variable with a parameter to find, near any (0, zo) with
zo 6∈ Sing Λ, a basis e˜(zo) = e(zo) · P(t, z) of M˜ , with P(0, zo) invertible, in which the
matrix of zDE + θ
′
E is equal to
⊕
β
[(β ⋆ z) Id+Yβ ]
dt
t
.
If now zo ∈ SingΛr{0}, we first apply a classical “shearing transformation”, which
is composed by successive rescalings by powers of t and invertible matrices depending
holomorphically on z for z near zo, so that, for any two eigenvalues β1 ⋆z, β2 ⋆z of the
“constant” part (i.e., depending on z only) of the matrix of zDE + θ
′
E , the difference
is not a nonzero integer. Then it is possible to find a base change P(t, z) as above,
such that the new matrix of zDE + θ
′
E does not depend on t, is holomorphic with
respect to z and is lower triangular with eigenvalues β ⋆ z for the new set of β’s.
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Notice that in both cases, M˜ is, locally with respect to z, an extension of rank one
OX [1/t]-modules with connection.
5.3.b. Construction of the RX -module M and the filtration V•M
Let us return to the global setting on the Riemann surface X . The RX -module
M is defined as the minimal extension of M˜ across its singular set P (cf. Def. 3.4.7).
Corollary 5.3.9. — M is a regular holonomic RX -module which is strictly specializ-
able along t = 0 and has strict support equal to X.
Proof. — Let us show that M is good. On X rP, M = M˜ is OX -coherent. Let
x ∈ P . If K is any compact set in {x} × Ω0, then M|K is generated by the sheaf of
local sections m which satisfy ‖m‖π∗h 6 C|t|−N for N = NK large enough, as this
sheaf contains V >−1zo M˜zo for any zo ∈ K. This sheaf is OX -coherent, as follows from
Corollary 5.3.1, hence M is good.
By definition, on ∆zo(η), the V -filtration V
•
(zo)
M , restricted to indices in Z, is good;
hence M is regular along {x} × Ω0 for any x ∈ P , as each V •(zo)M is OX -coherent.
Last, as M is O-coherent on X rP, its characteristic variety is the zero section
on X rP, hence is contained in (T ∗XX∪T ∗PX)×Ω0; in other words, M is holonomic.
The strict specializability along t = 0 follows from Proposition 3.4.6 and the fact
that M is a minimal extension implies that it has strict support equal to X .
We will end this paragraph by proving:
Lemma 5.3.10. — The restriction to z = 1 of the RX -module M is equal to M .
Proof. — Consider first the restriction of M˜ to z = 1. We will show that is is equal
to M˜ (with connection). On the open set X∗ = X r P , this was shown in the
proof of Lemma 2.2.2. We know by 5.3.1(1) that M˜ /(z − 1)M˜ is OX(∗P )-locally
free. It is therefore enough to prove that M˜ /(z − 1)M˜ and M˜ define the same
meromorphic extension, or equivalently that M˜ /(z−1)M˜ ⊂ M˜ . By the construction
of the metric h, M˜ is the subsheaf of j∗V (where j : X
∗ →֒ X is the open inclusion) of
sections, the h-norm of which has moderate growth. Now, Formula (5.3.3) computed
at zo = 1 shows that the h-norm of the basis e
(1)
|z=1 has moderate growth, implying
therefore the required inclusion.
Notice that the same formula shows that the filtration V •(zo=1)M˜ restricts to the
canonical filtration V •M of M˜ . Recall now that the minimal extension M ⊂ M˜ is
the sub-DX -module of M˜ generated by V
>−1M˜ . By construction, we therefore have
M /(z − 1)M ⊂M . As M is simple, both DX -modules coincide.
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5.3.c. Construction of the sesquilinear pairing C
We have to define a sesquilinear pairing C on M|S ⊗OS M|S with values in
DbXR×S/S, which has to extend hS defined on X
∗. We will construct C with values
in the sheaf DbanX |S of distributions which are holomorphic with respect to z.
We first define C locally with respect to S and then show that it glues along S. So
we fix zo ∈ S and a compact disc ∆ neighbourhood of zo, that we assume to be small
enough. We denote by ∆◦ its interior. In the following, we will denote by H(∆) the
Banach space of continuous functions on ∆ which are holomorphic on its interior.
Consider the basis e′(zo) of V >−1(zo) M defined near zo by a formula analogous to
(5.3.3): we have e
′(zo)
j = t
nj |t|β′j+izβ′′j L(t)wj/2ε′′(zo)j , with ℓzo(nj + βj) ∈ ] − 1, 0].
Consider similarly the basis e′(−zo) of V >−1(−zo)M defined near −zo, with ℓ−zo(νk+βk) ∈
]− 1, 0]. Notice that, as |zo| = 1, we have σ(zo) = −zo and Imσ(zo) = −ζo, using the
notation of §1.5.a.
The entries of the matrix of h∆ in these bases may be written as
(5.3.11) tnj |t|β′j+izβ′′j · tνk |t|β′k+iβ′′k /z · L(t)(wj+wk)/2 · aj,k(t),
with ‖aj,k(t)‖H(∆) → 0 if βj 6= βk and ‖aj,k(t)‖H(∆) locally bounded, when t→ 0. As
we have ℓzo(nj+βj) > −1 and ℓ−zo(νk+βk) > −1, we also have Re(nj+β′j+ izβ′′j ) >
−1 and Re(νk+β′k+ iβ′′k/z) > −1 for any z ∈∆, if∆ is small enough. Therefore, the
entries of the matrix of h∆ are in L
1
loc(X,H(∆)), hence, as V
>−1
(zo)
M is OX -locally
free, h∆ defines a sesquilinear pairing
h∆ : V
>−1
(zo)
M|∆ ⊗O∆ V >−1(−zo)M|σ(∆) −→ L1loc(X,H(∆))
by OX ⊗ OX -linearity.
As L1loc(X,H(∆)) is contained in the subspace Ker ∂z of L
1
loc(X×∆◦), this defines
similarly C∆◦ on V
>−1
(zo)
M|∆◦ ⊗O∆◦ V >−1(−zo)M|σ(∆◦) by OX ⊗ OX -linearity.
Assertion 1. — h∆ is V0RX |∆ ⊗O∆ V0RX |σ(∆)-linear and C∆◦ is V0RX |∆◦ ⊗O∆◦
V0RX |σ(∆◦)-linear.
Assertion 2. — C∆◦ can be extended by R(X,X),∆◦-linearity as a well-defined sesqui-
linear pairing on M|∆◦ ⊗O∆◦ M|σ(∆◦).
At this stage, we cannot prove the assertions, as we do not have any information on
the derivatives of the functions aj,k introduced above. We need a more precise expres-
sion for h∆, that we will derive in Lemma 5.3.12 below, using techniques analogous
to that of [1], that we recall in §5.A.
Fix zo ∈ S, and let ∆ be as above. We will also assume that ∆ is small enough
so that ∆ ∩ Sing Λ ⊂ {±i}. Let m be a section of V >−1(zo) M on W × ∆ and µ a
local section of V >−1(−zo)M on W × σ(∆), for some open set W ⊂ X . If bm denotes
the Bernstein polynomial of m, we consider the set A(m) introduced in Corollary
3.3.7, and take a minimal subset A′(m) ⊂ A(m) such that A(m) ⊂ A′(m) − N. Put
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A′(m,µ) = A′(m) ∩ A′(µ), so that A′(m,µ) − N contains all the γ such that γ ⋆ z/z
is a root of bm and bµ. We also set B
′(m,µ) = {−α− 1 | α ∈ A′(m,µ)}.
Lemma 5.3.12. — There exist integers ℓ0 > 0 and N > 0, such that, for any local
sections m,µ as above, we have
(5.3.12)(∗) (z + 1/z)Nh∆(m,µ) =
∑
β∈B′(m,µ)
ℓ0∑
ℓ=0
fβ,ℓ(t)|t|2(β⋆z)/z L(t)
ℓ
ℓ!
on some punctured neighbourhood X∗ of 0 ∈ X, where the fβ,ℓ are C∞ functions
X → H(∆).
The proof of the lemma will be given below.
Proof of Assertion 1. — Let us prove the V0RX |∆-linearity of h∆, the conjugate
linearity being obtained similarly. Let m,µ be as in the lemma. The real part of the
exponents in (5.3.12)(∗) are > −1, as Re(β ⋆zo)/zo = ℓzo(β)+ ℓ−zo(β) for any zo ∈ S.
For a section P of V0RX |∆, we have to show that u
def
= P ·h∆(m,µ)−h∆(Pm, µ) = 0.
But on the one hand, u is supported on {t = 0} as h∆ is known to be V0RX |∆-linear
away from {t = 0} by the correspondence of Lemma 2.2.2. On the other hand, using
(5.3.12)(∗) and (1.5.5), (z + 1/z)Nu is L1loc. Therefore, (z + 1/z)Nu = 0 and, by
(0.5.1), u = 0.
Notice that Formula (5.3.12)(∗), when restricted to ∆◦ and applied to the bases
e(zo), e(−zo), gives coefficients fβ,ℓ which are in C
∞(X∗ ×∆◦) and holomorphic with
respect to z. This still holds for any local sections m,µ on X ×∆◦, by OX ⊗ OX -
linearity. Then the argument for h∆ can be applied to C∆◦ .
Proof of Assertion 2. — Any local section m of M on X ×∆◦ can be written, by
definition, as
∑
j>0 ð
j
tmj , wheremj are local sections of V
>−1
(zo)
Mzo on X×∆◦. There-
fore, in order to define C∆◦(m,µ), we write m =
∑
j>0 ð
j
tmj, µ =
∑
k>0 ð
k
t µk, and
put
C∆◦(m,µ) =
∑
j,k>0
ðjtð
k
tC∆◦(mj , µk).
This will be well defined if we prove that∑
j>0
ðjtmj = 0 =⇒
∑
j>0
ðjtC∆◦(mj , µk) = 0 for any µk ∈ V >−1(−zo)M−zo ,
and a conjugate statement.
Set u =
∑
j>0 ð
j
tC∆◦(mj , µk) and u˜ = (z+1/z)
Nu for N big enough. After Lemma
5.3.12, there exists N > 0 and a set B′ satisfying Properties (1.5.7) and (1.5.8) in
Example 1.5.4, such that u˜ can be written as
u˜ =
∑
β∈B′
ℓ∈N
(∑
j>1
cβ,ℓ,jð
j
tuβ,ℓ + gβ,ℓ(t)uβ,ℓ
)
,
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where cβ,ℓ,j are constants and gβ,ℓ are C
∞ on X ×∆◦ and holomorphic with respect
to z. The condition
∑
j>0 ð
j
tmj = 0 implies that there exists L > 0 such that t
Lu˜ = 0,
as C∆◦ is V0RX -linear. By taking L large enough, using the freeness of the family
(uβ,ℓ) and (1.5.5), one obtains that the coefficients gβ,ℓ and cβ,ℓ,j vanish identically,
hence u˜ ≡ 0. This implies that u ≡ 0.
Let us now show that the construction of C glues along S. So, fix zo and ∆ as
above, and denote by C(zo) the sesquilinear pairing constructed above. Let z ∈ S∩∆◦.
We will show that C(z) and C(zo) coincide on Mz ⊗M−z.
By (3.4.8) and (3.4.9), they coincide on V −1−ε(z) Mz ⊗ V −1−ε(−z) M−z, for some ε > 0,
as both are L1loc there and as they coincide with hS away from t = 0. As both are
R(X,X),z-linear, they also coincide on[
V −1−ε(z) Mz + ðttV
>−1
(z) Mz
]⊗ [V −1−ε(−z) M−z + ðttV >−1(−z) M−z]
which contains V >−1(z) Mz ⊗ V >−1(−z) M−z by (3.4.9). Last, by R(X,X),z-linearity, they
coincide on Mz ⊗M−z.
Proof of Lemma 5.3.12. — We will use the method developed in [1], using the exist-
ence of a “good operator” form or µ, which is a consequence of the regularity property
(REG). Fix local sections m,µ as above. By (5.3.11), h∆(m,µ) can be considered as
a distribution on X with values in H(∆) which, restricted to X∗, is C∞. Denote by p
its order in some neighbourhood of t = 0 on which we work. As m,µ are fixed, put,
for any N > 0,
I
(k)
χ,N (s) =
(z + 1/z)
N〈h∆(m,µ), |t|2stkχ(t) i2πdt ∧ dt〉 if k > 0,
(z + 1/z)N〈h∆(m,µ), |t|2st|k|χ(t) i2πdt ∧ dt〉 if k 6 0,
for every function χ ∈ C∞c (X,H(∆)). Then, for any such χ, on the open set 2Re s+
|k| > p, the function s 7→ I (k)χ,N (s) takes values in H(∆) and is holomorphic. In the
following, we fix R ∈ ]0, 1[ and we assume that χ ≡ 0 for |t| > R. We will be mainly
interested to the case where χ ≡ 1 near t = 0. Applying Theorem 5.A.4 to the family
(I
(k)
χ,N (s))k will give the result. We will therefore show that the family (I
(k)
χ,N (s))k
satisfies the necessary assumptions for some N big enough. We will assume that
k > 0, the case k 6 0 being obtained similarly, exchanging the roles of m and µ.
Arguing exactly as in Lemma 3.6.5 and Remark 3.6.8, we find that I
(k)
χ,N (s) extends
as a meromorphic function of s ∈ C with values in H(∆), with at most poles along
the sets s = γ ⋆ z/z, with γ ∈ A(m,µ)− N. Moreover, we may choose N big enough
so that all polar coefficients of I
(k)
χ,N (s) (for any k) take values in H(∆). We will fix
such a N and we forget it in the notation below. We put h˜∆ = (z + 1/z)
Nh∆.
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By the regularity property (REG), there exists an integer d and a relation
(−ðtt)d ·m =
( d−1∑
j=0
aj(t)(−ðtt)j
)
·m
for some sections aj of OX×∆. It follows that, for any χ as above, we have
(s+ k)d ·I (k)χ (s) =
d−1∑
j=0
(s+ k)jI (k)χj (s),
where the χj only depend on the aℓ and χ: as h∆ is a priori R(X,X),∆-linear away
from t = 0 only, this equality only holds for Re s ≫ 0; by uniqueness of analytic
continuation, it holds for any s. Applying the same reasoning for µ we get
sd ·I (k)χ (s) =
d−1∑
j=0
sjI
(k)
ψj
(s).
For n′, n′′ > 1, we therefore have
(s+ k)dn
′
sdn
′′ ·I (k)χ (s) =
(d−1)n′∑
j′=0
(d−1)n′′∑
j′′=0
(s+ k)j
′
sj
′′
I (k)χn′,n′′,j′,j′′ (s),
where the functions χn′,n′′,j′,j′′ only depend on χ, n
′, n′′, j′, j′′ and the aℓ. As the
current h˜∆(m,µ) has order p, there exists a constant Cχ,n′,n′′,j′,j′′ such that, if 2 Re s+
|k| > p, we have∥∥∥I (k)χn′,n′′,j′ ,j′′ (s)∥∥∥H(∆) 6 Cχ,n′,n′′,j′,j′′ · (1 + |s|+ |k|)pR2Re s+|k|.
Let n > 0. By summing the various inequalities that we get for n′ + n′′ 6 n+ p, we
get the existence of a constant Cχ,n such that, if 2 Re s+ |k| > p, we have
(1 + |s|+ |k|)n
∥∥∥I (k)χ (s)∥∥∥
H(∆)
6 Cχ,n ·R2Re s+|k|.
Let us now extend this for 2Re s + |k| > p − q for any q ∈ N. For this purpose,
consider now a Bernstein relation
q∏
ℓ=0
bm(−ðtt+ ℓz) ·m = tqP (t, tðt) ·m
and put δ = deg bm. Fix χ as above. We therefore have
q∏
ℓ=0
bm
(
z(s+ ℓ)
) ·I (k)χ (s) = qδ−1∑
j=0
(s+ k + q)jI (k+q)χq,j (s)
for some C∞ functions depending on χ, q and j. By the previous reasoning, we get
(1 + |s|+ |k|+ q)n
∥∥∥∏qℓ=0 bm(z(s+ ℓ)) ·I (k)χ (s)∥∥∥
H(∆)
6 C(n, q, χ) ·R2Re s+|k|+q.
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Applying Theorem 5.A.4, we now find that there exists a finite family (fβ,ℓ)β,ℓ, g
of C∞ functions X → H(∆), g being infinitely flat at t = 0 and β ∈ B(m,µ), such
that we have on X∗, for χ ≡ 1 near t = 0,
χ(t)h˜∆(m,µ) =
(∑
β,ℓ
fβ,ℓ(t)|t|2(β⋆z)/z L(t)
ℓ
ℓ!
+ g(t)
)
.
Remark 5.3.13. — We now give a more explicit statement when m and µ locally lift
sections of ψt,αM . In such a case, arguing as for (3.6.5)(∗∗), we have for some ℓ 6 ℓ0,
putting β = −α− 1,
χ(t)h˜∆(m,µ) =
ℓ∑
k=0
c˜β,k|t|2(β⋆z)/z L(t)
k
k!
+ t
ℓ∑
k=0
f˜β,k(t)|t|2(β⋆z)/z L(t)
k
k!
+
∑
Re γ>Reβ
ℓ0∑
k=0
fγ,k(t)|t|2(γ⋆z)/z L(t)
k
k!
.
The integer ℓ + 1 is smaller than or equal to the index of nilpotency of N on [m] or
[µ]. Moreover, each c˜β,k is divisible by (z + 1/z)
N , as the polar coefficients of the
function I
(0)
χ,0 (s) along s = α ⋆ z take value in H(∆) for ∆ small enough (cf. Lemma
3.6.9).
If m,µ locally lift sections of PgrMℓ ψt,αM , then, applying (tðt − β ⋆ z)ℓ to both
terms and noticing that, for z ∈ S, we have Re(γ ⋆ z/z) = Re γ, gives
(5.3.13)(∗) χ(t)h˜∆((tðt − β ⋆ z)ℓm,µ) = c˜β,w|t|2(β⋆z)/z(1 + r˜(t))
and r˜(t) tends to 0 faster than some positive power of |t|.
5.3.d. Proof of the twistor properties for (M ,M , C, Id)
We will show that the properties of Definitions 4.1.2 and 4.2.1 are satisfied for
the object (M ,M , C, Id) when one takes specialization along a coordinate t. This is
enough, according to Remark 4.1.7.
Corollary 5.3.9 shows that M satisfies Properties (HSD) and (REG) of the category
MT
(r)
61(X, 0) of Def. 4.1.2.
We will now show that, for any β ∈ B and ℓ ∈ N, the sesquilinear form PΨβt,ℓC
defines a polarized twistor structure on (PΨβt,ℓM , PΨ
β
t,ℓM ) with polarization S =
(Id, Id).
By Definition 3.4.3, we can replace M with M˜ and use the basis eo (with its
primitive vectors) introduced in Remark 5.3.8(1) to compute PΨβt,ℓC. We will do the
computation locally on small compact sets ∆ as in §5.3.c, so that we may lift the
primitive vectors eoi to e
(zo)
i . If we only use the dominant term in Formula (5.3.3) when
computing PΨβt,ℓC∆◦(e
(zo)
i , e
(−zo)
j ), we recover the computation made in Proposition
5.1.14. Therefore, in order to conclude, we only need to show that the non dominant
term in (5.3.3) does not contribute to PΨβt,ℓC∆◦(e
(zo)
i , e
(−zo)
j ). Here also, the estimate
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given by (5.3.11), Formula (5.3.3) and Lemma 5.3.2 is not strong enough to eliminate
the non dominant term in the computation of Pψβt,ℓC∆◦ , and we use Lemma 5.3.12
and Remark 5.3.13.
If e
(zo)
i , e
(−zo)
j locally lift primitive sections of weight ℓ, Formulas (5.3.11)
and (5.3.13)(∗) for C˜∆◦((tðt − β ⋆ z)ℓe(zo)i , e(−zo)j ) give the same dominant term
c˜β,w|t|2(β⋆z)/z. As |t|−δ r˜(t) → 0 for some δ > 0, the remaining term in (5.3.13)(∗)
does not contribute to the computation of the residue in Definition 3.6.11. Dividing
now by (z + 1/z)N gives the desired result.
5.4. Proof of Theorem 5.0.1, second part
5.4.a. Let (T ,S ) be a polarized regular twistor DX -module of weight 0. We will
assume that it has strict support X and that M ′ = M ′′
def
= M , S = (Id, Id).
Its restriction to the complement X∗ = X r P of a finite set of points is therefore
a smooth twistor DX -module of weight 0 (Proposition 4.1.8) and corresponds to a
harmonic bundle (H,DV , h) on X
∗ in such a way that C = hS (Lemma 2.2.2). Put
M = ΞDR(M ′) and M˜ = OX(∗P ) ⊗OX M . By definition we have M|X∗ = V =
KerD′′V . We will show that the Hermitian metric h is tame with respect to M˜ and
that its parabolic filtration is the canonical filtration of M˜ .
We now work locally near a point of P , restricting X when necessary. We will
mainly work with M˜ instead of M . Remark first:
Lemma 5.4.1. — For any zo ∈ Ω0 and any a < 0, the OX -module V (zo)a M˜ is locally
free on the open set where it is defined.
Proof. — Recall that, for a < 0, we have V
(zo)
a M˜ = V
(zo)
a M near any zo ∈ Ω0
(cf. Lemma 3.4.1).
By the regularity assumption, V
(zo)
a M˜ is OX -coherent. Moreover, on t 6= 0, it is
OX -locally free, being there equal to M , which is there a smooth twistor D-module.
As t is injective on V
(zo)
a M when a < 0 (cf. Remark 3.3.6(4)), it follows that V
(zo)
a M
has no OX -torsion. It is therefore enough to show that V
(zo)
a M /tV
(zo)
a M is OΩ0 -
locally free. By Proposition 4.1.3, each ψt,αM is OΩ0 -locally free. As gr
V (zo)
a M =
⊕α|ℓzo(α)=aψt,αM near zo, it follows that grV
(zo)
a M , hence V
(zo)
a M /tV
(zo)
a M , is OΩ0 -
locally free.
The proof will now consist in constructing bases e and ε as in §5.3. However,
it will go in the reverse direction. Indeed, we will first construct local bases e(zo) of
V
(zo)
<0 M˜ near any zo ∈ S. We then construct local bases ε(zo) using Formula (5.3.3) as
a definition. Then we glue together these local bases and we recover an orthonormal
basis of the bundle H with respect to the harmonic metric h, in such a way that a
formula like (5.3.3) still holds.
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5.4.b. We will first recover precise formulas for the sesquilinear pairing C, as in
Lemma 5.3.12, starting from the definition of a regular twistor D-module. Fix zo ∈ S
and let ∆ = ∆zo(η) be a small closed disc centered at zo on which the V
(zo)
•
M is
defined. On X∗, C = hS takes values in C
∞,an
X ∗|S. If the radius η is small enough, we
may assume that h∆ is a C
∞ function X∗ → H(∆), that can be written as a power
series
∑
n cn(t)(z − zo)n, where each cn(t) is a C∞ function on X∗.
Lemma 5.4.2. — Assume that m lifts a section of ψt,α1M|∆ and µ a section of
ψt,α2M|σ(∆). Then,
(1) if α1 = α2
def
= α and β
def
= −α− 1, we have, for some ℓ ∈ N and any t ∈ X∗,
(5.4.2)(∗) h∆(m,µ) = |t|2(β⋆z)/zL(t)ℓ(cm,µ + r(t))
with cm,µ ∈ H(∆), r(t) takes values in H(∆) and there exists δ > 0 such that
limt→0 L(t)
δ ‖r(t)‖H(∆) = 0;
(2) if α1 6= α2, there exists δ > 0 such that, for any ℓ ∈ Z,
(5.4.2)(∗∗) lim
t→0
|t|−δ
∥∥∥|t|−(β′1+iβ′′1 z)|t|−(β′2+iβ′′2 /z)L(t)−ℓh∆(m,µ)∥∥∥
H(∆)
= 0.
Proof. — Lemma 5.3.12 and Remark 5.3.13 apply in this situation, as the argument
only uses Lemma 3.6.5 and the regularity property (REG). If α1 = α2 = α, we get
that, near t = 0, one has, for some ℓ > 0 and some N > 0,
(z + 1/z)Nh∆(m,µ) = |t|β⋆z/zL(t)ℓ((z + 1/z)Nc(m,µ) + r˜(t)),
where c(m,µ) is in H(∆) and there exists δ > 0 such that limt→0 ‖r˜(t)‖H(∆) = 0.
Therefore, r˜(t) = (z+1/z)Nr(t) where r takes values in H(∆), and (by the maximum
principle) we also have limt→0 ‖r(t)‖H(∆) = 0.
If α1 6= α2, then the same argument as in Remark 5.3.13 shows that, near t = 0
and if the radius η > 0 of ∆ is small enough, we have
(z + 1/z)Nh∆(m,µ) =
∑
γ
ℓ0∑
k=0
f˜γ,k(t)|t|2(γ⋆z)/zL(t)k,
where the first sum is taken for γ ∈ Λ such that 2Re γ > ℓz0(β1) + ℓ−zo(β2), and
f˜γ,k : X → H(∆) are C∞. This shows that (5.4.2)(∗∗) holds for (z+1/z)Nh∆(m,µ),
and one concludes as above that it holds for h∆(m,µ).
5.4.c. Construction of local bases e(zo) of V
(zo)
<0 M˜ . — By definition, for any α
with Reα ∈ [−1, 0[ and ℓ ∈ N, the triple (PgrMℓ Ψt,αM , PgrMℓ Ψt,αM , PΨt,α,ℓC) is a
twistor structure of weight 0 with polarization (Id, Id) (cf. Remark 3.6.13). Choose
therefore a basis eoα,ℓ,ℓ of Pgr
M
ℓ Ψt,αM = Pgr
M
ℓ Ψt,αM˜ (cf. Remark 3.4.4(2)) which is
orthonormal for PΨt,α,ℓC, when restricted to nb(S): this is possible according to the
twistor condition (cf. §2.1). Extend the basis eoα,ℓ,ℓ as a basis eoα,ℓ = (eoα,ℓ,w)w∈Z of
grMψt,αM˜ for which the matrix −Yα of N is as in the basic example of §5.1.
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Fix now zo ∈ Ω0. Locally near zo, lift the family eoα,ℓ,ℓ, defined as above, as a
family e˜
(zo)
α,ℓ,ℓ of local sections of V
(zo)
ℓzo (α)
M˜zo . Similarly, extend the family e˜
(zo)
α,ℓ,ℓ in a
family e˜
(zo)
α,ℓ = (e˜
(zo)
α,ℓ,w)w∈Z so that, putting β = −α− 1, the lift of (−N)j e˜o, where eo
is any element of eoα,ℓ,ℓ and j 6 ℓ, is (tðt − β ⋆ z)j e˜.
Last, for any q ∈ Z, put e˜(zo)α+q,ℓ = t−qe˜(zo)α,ℓ . By choosing qα so that ℓzo(α + qα) ∈
[−1, 0[, we get a basis of V (zo)<0 M near zo (this OX -module is known to be OX -locally
free, cf. Lemma 5.4.1), as it induces a basis of V
(zo)
<0 M˜/tV
(zo)
<0 M˜ .
Let e˜′(zo) be any other local OX -basis of V
(zo)
<0 M inducing e
o on ⊕αgrMψ(zo)t,α M˜
near zo. Define the matrix P by the equality e˜
′(zo) = e˜(zo) · (Id+P (t, z)), and recall
that the matrix A(t, z) was defined just before Formula (5.3.3). Using the definition
of the monodromy filtration and of H and denoting by ∆ a sufficiently small closed
disc centered at zo, one easily gets:
Lemma 5.4.3. — There exists δ > 0 such that limt→0 L(t)δ
∥∥A−1PA∥∥
H(∆)
= 0.
Define then, for t 6= 0, the basis ε˜(zo) by e˜(zo) = ε˜(zo) · A(t, z). Notice that, if
ε˜
′(zo) = ε˜(zo)(Id+Q(t, z)) is defined similarly from another basis e˜′(zo) then, according
to Lemma 5.4.3, we have
(5.4.4) lim
t→0
L(t)δ ‖Q‖H(∆) = 0.
5.4.d. Orthonormality with respect to C. — Fix now zo ∈ S. Recall then that
σ(zo) = −zo. Using Lemma 5.4.2, arguing first at the level of primitive vectors as in
Remark 5.3.13, one gets:
Lemma 5.4.5. — The matrix C(zo) of h∆ in the bases ε˜(±zo) takes the form
Id+R(t, z), and there exists δ > 0 such that limt→0 L(t)
δ ‖R(t, z)‖H(∆) = 0.
In other words, the pair of local bases ε˜(±zo) is asymptotically orthonormal for h∆,
with speed a negative power of L(t). Notice that, if ε˜′(±zo) is defined similarly from
another basis e˜′(zo) then, according to Lemma 5.4.3, ε˜′(±zo) has the same property
(maybe with a different δ).
5.4.e. Globalization of the asymptotically orthonormal local bases
For any r ∈ [0, 1], let Sr denote the circle of radius r in Ω0. For any such r, cover
Sr by a finite number of open discs ∆zo (zo ∈ Sr) on the closure of which the previous
construction applies. One can assume that the intersection of any three distinct such
open discs is empty. On the intersection ∆ij of two open sets ∆i and ∆j , the base
change ε˜(i) = ε˜(j) · (Id+Qij(t, z)) satisfies limt→0 L(t)δ ‖Qij(t, z)‖H(∆j) = 0 for some
δ > 0, according to Lemma 5.4.3 and (5.4.4).
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Lemma 5.4.6. — There exists δ > 0 and C0 matrices Ri(t, z) on D∗×∆i, holomorphic
with respect to z, such that limt→0 L(t)
δ ‖Ri(t, z)‖H(∆j) = 0 and Id+Qij(t, z) =
(Id+Rj(t, z))(Id+Ri(t, z))
−1 on X∗ ×∆ij.
Proof. — We consider the family (Id+Qij(t, z))ij as a cocycle relative to the covering
(∆i)i with values in the Banach Lie subgroup of GLd(C
0(X∗)) of matrices U such
that U − Id ∈ Matd(C0δ (X∗)), where d is the size of the matrices Q (generic rank
of M ) and C0δ (X
∗) is the Banach algebra of continuous functions ϕ on X∗ such
that
∥∥L(t)δϕ∥∥
∞
< +∞, with the corresponding norm ‖•‖∞,δ. By changing δ, one
can moreover assume that ‖Qij‖∞,δ < 1 for all i, j. Clearly, this cocycle can be
deformed continuously to the trivial cocycle. Hence, by standard results (cf. [9]), the
Banach bundle defined by this cocycle is topologically trivial. It follows then from
a generalization of Grauert’s theorem to Banach bundles, due to L. Bungart (cf. [8],
see also [38]) that this bundle is holomorphically trivial. The trivialization cocycle
takes the form given in the lemma if one chooses a smaller δ.
According to Lemma 5.4.6, the basis ε˜(r) defined by ε˜(r) = ε˜(i) · (Id+Ri(t, z)) is
globally defined on some open neighbourhood nb(Sr).
Let ∆0 be the closed disc centered at 0 and of radius 1 in Ω0. Cover ∆0 by a
finite number of nb(Sr) on which the previous construction applies. Assume that the
intersection of three distinct open sets is empty. Apply the previous argument to get
a basis ε˜ globally defined on ∆0 such that, according to Lemma 5.4.5, the matrix C
of hS takes the form Id+R(t, z) on X
∗ × nb(S) with limt→0 L(t)δ ‖R(t, z)‖∞ = 0.
Lemma 5.4.7. — If X is small enough, there exists a d× d matrix S(t, z) such that
– S(t, z) is continuous on X∗ × nb(∆0) and holomorphic with respect to z,
– limt→0 ‖S(t, z)‖H(∆0) = 0,
– Id+R(t, z) =
(
Id+S∗(t, z)
) · ( Id+S(t, z)).
As usual, we denote by S∗ the adjoint matrix of S (where conjugation is taken as
in §1.5.a).
Define the continuous basis ε of M˜X∗×nb(∆0) by ε = ε˜
′ · (Id+S(t, z))−1. In this
basis, the matrix of C is equal to Id, after the lemma. This means that ε is a con-
tinuous basis of H and that it is orthonormal for the harmonic metric associated with
(T ,S ) on X∗. Moreover, near any zo ∈ S, the base change between the local basis
e˜
(zo) and ε take the form of Formula (5.3.3) (we only get here that the corresponding
Q(zo) tends to 0 with t, and not the logarithmic speed of decay). Arguing as in Re-
mark 5.3.8(2), we conclude in particular that, when zo = 1, the V -filtration of M˜ is
equal to the parabolic filtration defined the metric h obtained from C, as was to be
proved(2).
(2)I thank the referee for indicating that a previous proof was not complete.
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Sketch of proof of Lemma 5.4.7. — We view Id+R(t, z) as a family, parametrized
by X , of cocycles of P1 relative to the covering
(
nb(∆0), nb(∆0)
)
. At t = 0, this
cocycle is equal to the identity, hence the corresponding bundle is trivial. By the
rigidity of the trivial bundle on P1, this remains true for any t small enough. More
precisely, arguing for instance as in [41, Lemme 4.5], there exist unique invertible
matrices Σ˜′ continuous on X × nb(∆0) and Σ′′ continuous on X × nb(∆0), both
holomorphic with respect to z, such that Σ′′(•,∞) ≡ Id and Id+R(t, z) = Σ′′ · Σ˜′.
Set Σ0(t) = Σ˜
′(t, 0), which is invertible, and Σ′ = Σ−10 Σ˜
′; hence Σ′(t, 0) ≡ Id and
Id+R(t, z) = Σ′′ · Σ0 · Σ′. Moreover, these matrices are all equal to Id at t = 0, by
uniqueness.
Recall now that, as we have reduced to S = (Id, Id) and the weight equal to 0, the
sesquilinear pairing satisfies C∗ = C, hence R(t, z) satisfies R∗ = R. We thus have
Id+R(t, z) = Σ′∗ · Σ∗0 · Σ′′∗.
As Σ′∗(t,∞) ≡ Id, we have, by uniqueness of such a decomposition, Σ′∗ = Σ′′.
Moreover, Σ∗0 = Σ0 (in the usual sense, as no z is involved).
As Σ0|t=0 = Id, we can write locally Σ0 = T
∗T and put Id+S = TΣ′.
It remains to explain that (T ,S ) is locally isomorphic to (T ,S )h constructed in
§5.3, where (H,h) is defined in §5.4.a, as asserted in the sketch of §5.2.e. What we
have done above is to show that, starting from a polarized twistor D-module (T ,S )
on a curve X , we can recover the properties that have been proved by Simpson and
Biquard for (H,h). As we have similar bases e(zo) on which we can compute the
connection and the h-norm of which has moderate growth at t = 0, locally uniformly
with respect to z, we conclude that the localization M˜ of M is equal to M˜ defined by
Cor. 5.3.1(1). Then, the corresponding minimal extensions M are the same. Last, the
gluings C coincide away from the singular point P , hence they coincide locally near
any zo ∈ S on V (zo)<0 , as they take values in L1loc there, and therefore they coincide on
M by R(X,X),S-linearity.
5.A. Mellin transform and asymptotic expansions
We will recall here, with few minor modifications, some results of [2]. Fix a finite set
B ⊂ C such that no two complex numbers in B differ by a nonzero integer. Let ∆ be
any compact set in Ω0r{0}, which is the closure of its interior. We keep the notation
of §0.3 concerning H(∆). Notice that the set KB = {(β ⋆ z)/z | β ∈ B and z ∈ ∆}
is compact.
Definition 5.A.1. — For a C∞ function f : C∗ → H(∆) satisfying
(i) f ≡ 0 for |t| > R (for some R > 0),
(ii) f has moderate growth at t = 0, i.e., there exists σ0 ∈ R such that
lim
t→0
|t|2σ0 ‖f(t)‖H(∆) = 0,
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the Mellin transform with parameters k′, k′′ ∈ N is
I
(k′,k′′)
f (s) =
∫
C
|t|2stk′ tk
′′
f(t) i2πdt ∧ dt.
Notice that I
(k′,k′′)
f (s) is holomorphic in the half-plane 2Re s+ k
′ + k′′ > σ0 − 2.
It is clearly enough, up to a translation of s by an integer, to consider the functions
I
(k,0)
f (s) and I
(0,k)
f (s) for k ∈ N. For the sake of simplicity, we will denote, for any
k ∈ Z,
I
(k)
f (s) =
{
I
(k,0)
f (s) if k > 0,
I
(0,|k|)
f (s) if k 6 0.
Definition 5.A.2. — Let B be as above and R ∈ R+.
(1) Recall (cf. §0.8) that we put L(t) = L(t) = ∣∣log |t|2∣∣. A C∞ function f : C∗ →
H(∆) has Nilsson type B at t = 0 if there exist L ∈ N and, for any β ∈ B and
ℓ ∈ [0, L] ∩ N, C∞ functions fβ,ℓ : C→ H(∆) such that f can be written on C∗ as
f(t) =
∑
β∈B
L∑
ℓ=0
fβ,ℓ(t)|t|2(β⋆z)/zL(t)ℓ.
(2) Let I =
(
I (k)(s)
)
k∈Z
be a family of meromorphic functions of s ∈ C with
values in H(∆), i.e., of the form ϕ(s)/ψ(s) with ϕ, ψ : C → H(∆) holomorphic and
ψ 6≡ 0. We say that I has type (B,R) if there exist
– a polynomial b(s) equal to a finite product of terms s+ n+ (β ⋆ z)/z with
n ∈ N and β ∈ B,
– for any N ∈ N, any σ ∈ R+, a constant C(N, σ,R),
such that, for any k ∈ Z, I (k) satisfies on the half plane Re s > −σ − 1− |k| /2
(1 + |k|+ |s|)N
∥∥∥(∏ν∈[0,σ]∩N b(s+ |k|+ ν))I (k)(s)∥∥∥
H(∆)
6 C(N, σ,R)R2Re s+|k|.
Remarks 5.A.3. — Let I be a family having type (B,R).
(1) Notice that, KB being compact, there exists σ0 such that I
(k)(s) is holo-
morphic in the half plane Re s > σ0 − |k| /2 for any k ∈ Z; in particular, given a half
plane Re s > σ, there exist only a finite number of k ∈ Z for which I (k) has a pole on
this half plane; moreover, the possible poles of I (k)(s) are s = − |k| − n− (β ⋆ z)/z
for some n ∈ N and β ∈ B, and the order of the poles is bounded by some integer L.
(2) If I has type (B,R) with some polynomial b, it also has type (B,R) with any
polynomial of the same kind that b divides. This can be used to show that the sum
of two families having type (B,R) still has type (B,R).
(3) The polar coefficients of I (k) at its poles may, as functions of z, have poles
for some purely imaginary values of z. However, there exists a polynomial λ(z) with
poles at iR at most, such that all possible polar coefficients of λ ·I (k), for any k ∈ Z,
are in H(∆).
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Theorem 5.A.4 ([1, 2]). — The Mellin transform f 7→ (I (k)f (s))k∈Z gives a one-to-
one correspondence between C∞ functions f : C∗ → H(∆) of Nilsson type B at t = 0
and having support in |t| 6 R, and families of meromorphic functions (I (k)(s))
k∈Z
:
C→ H(∆) of type (B,R) having polar coefficients in H(∆).
Proof. — We will only indicate the few modifications to be made to the proof given in
loc. cit. Given a family
(
I (k)(s)
)
k∈Z
of type (B,R), each I (k)(s) being holomorphic
in a half plane Re s > σ0 − |k| /2, there exists a C∞ function f : C∗ → H(∆) which
has moderate growth at t = 0 and vanishes for |t| > R, such that I (k)(s) = I (k)f (s)
for all k ∈ Z and Re s > σ0. As the polar coefficients are in H(∆), one may construct
as in loc. cit., using Borel’s lemma, a function g(t) =
∑
β,ℓ gβ,ℓ(t)|t|2(β⋆z)/zL(t)ℓ, the
functions gβ,ℓ : C → H(∆) being C∞, such that the family
(
I
(k)
f−g(s)
)
k∈Z
has type
(B,R) and all functions I
(k)
f−g(s) are entire.
Fix zo ∈∆ and choose an increasing sequence (σi)i∈N with limi σi = +∞, such that
no line Re s = σi contains a complex number of the form n−(β⋆zo)/zo, for n ∈ Z and
β ∈ B. Thus, there is a neighbourhood V (zo) ⊂∆ such that the distance between the
lines Re s = σi and the set {n− (β ⋆z)/z | n ∈ Z, β ∈ B, z ∈ V (zo)} is bounded from
below by a positive constant. Let Hi,k be the half plane Re s > −σi − 1 − |k| /2 and
let D be the union of small discs centered at these points n−(β⋆zo)/zo (small enough
so that they do not cut the lines Re s = σi). On Hi,krD,
∣∣∣∏ν∈[0,σi]∩N b(s+ |k|+ ν)∣∣∣
is bounded from below, so we have an estimation on this open set:
(1 + |k|+ |s|)N
∥∥∥I (k)f−g(s)∥∥∥
H(V (zo))
6 C′(N, σi, R)R
2Re s+|k|
By the maximum principle, I
(k)
f−g(s) being entire, this estimation holds on Hi,k. This
implies that ‖f − g‖H(V (zo)) = O(|t|σi ) for any i. By compactness of ∆, we have
‖f − g‖H(∆) = O(|t|σ) for any σ > 0, so f − g is C∞ and infinitely flat at t = 0. We
may therefore change some gβ,ℓ to get the decomposition of f .
Remark 5.A.5. — It is not difficult to relate the order of the poles of I (k)f (s) with
the integer L in Definition 5.A.2(1). In particular, if I
(k)
f (s)/Γ(s + |k| + 1) has no
pole for any k, then one can choose L = 0 and B = {0} in 5.A.2(1).
5.B. Some results of O.Biquard
The results in this section are direct consequences of [4], although the lemma in
§5.B.a is not explicitly stated there. They were explained to me by O.Biquard, whom
I thank.
5.B.a. Better estimate of some perturbation terms. — We indicate here how
to obtain a posteriori better estimates for the perturbation terms P ′, P ′′ of The-
orem 5.2.5, that is, Property (iii) used in the proof of Lemma 5.3.2.
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One starts with the holomorphic bundle E on the disc X equipped with the har-
monic metric h and the holomorphic Higgs field θ′E . The Higgs field takes the form
θ′ stdE +R(t)dt/t, where θ
′ std
E is the Higgs field for the standard metric h
std as in the ba-
sic example of §5.1. Recall that the iβ′′/2 are the eigenvalues of θ′ stdE . It is proved in
[4] that the perturbation R(t) satisfies R(0) = 0 (this argument was used in the proof
of the assertion after (5.3.7)). Moreover, the metric h can be written as the product
h = hstd(Id+v) where v is a section of the Ho¨lder space C2+ϑδ for any ϑ ∈ [0, 1[ (cf. [4,
p. 77]). Using an argument similar to that of [60, Th. 1 (Main estimate)], one gets:
Lemma (O. Biquard). — If β′′i 6= β′′j , then the component vβi,βj of v and its logar-
ithmic derivatives with respect to t are O(|t|η) for some η > 0.
(An analogous statement also holds for general parabolic weights.)
To prove Property (iii), one argues then as follows. First, the operators D′′E and
D′′Estd coincide, as the holomorphic bundles E and E
std coincide. Denote by εstd an
hstd-orthonormal basis of E and by ε an h-orthonormal basis obtained from εstd by
the Gram-Schmidt process. Then the base change P from εstd to ε satisfies
∣∣Pβi,βj ∣∣ =
O(|t|η) for some η > 0, if β′′i 6= β′′j , after the lemma. It follows that, in the basis ε, the
matrix of D′′E is obtained from the standard matrix by adding a perturbation term
satisfying (i)–(iii) of the proof of Lemma 5.3.2. By adjunction, the same property
holds for D′E .
Consider now the Higgs field. As R(t) is holomorphic and R(0) = 0, we see,
arguing as in the proof of the assertion after (5.3.7) but in the reverse direction, that
the matrix of θ′E in the basis ε
std differs from that of θ′ stdE by a perturbation term
which is O(|t|ε) for some ε > 0. Then, according to the lemma, in the basis ε the
matrix of θ′E differs from the standard one (5.1.7) by a perturbation term satisfying
(i)–(iii). By adjunction, the same property holds for θ′′E .
5.B.b. Elliptic regularity. — We give details on the argument of elliptic regular-
ity used at the end of the proof of Lemma 5.3.2. Recall that DR denotes the disc of
radius R < 1 equipped with the Poincare´ metric. We will now use the supplementary
property that P = P ′, P ′′ satisfies, according to [4]:
(iv) P belongs to the Ho¨lder space Cϑ1+δ for any ϑ ∈ [0, 1[, that is, L(t)1+δP belongs
to the Ho¨lder space Cϑ(D∗R), where the distance is taken with respect to the Poincare´
metric.
(In fact, this is also true for the first derivatives of P , and we can replace 1 + δ with
2 + δ for the components Pβi,βj with βi 6= βj , but we will not use these properties.)
For each component u(γ(z),ℓ) of the matrix u obtained in the first part of Lemma
5.3.2, we have
(5.B.1) d′′u(γ(z),ℓ) + γ(z)u(γ(z),ℓ)
dt
t
+
ℓ
2
u(γ(z),ℓ)
dt
L(t)t
∈ Cϑδ
(
DR,H(∆zo(η))
)
,
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after (iv) and Formula (5.3.2)(∗), taking into account that the norm of dt/t is L(t).
Moreover, we know that u(γ(z),ℓ) ∈ L∞δ
(
DR,H(∆zo(η))
)
and that, if γ(z) 6≡ 0, that
u(γ(z),ℓ) ∈ L∞1+δ
(
DR,H(∆zo(η))
)
.
The idea in loc. cit. is to apply regularity properties of an elliptic differential
operator locally in the upper half-plane with the hyperbolic metric and to use the
homogeneity property of this operator with respect to the isometries of the hyperbolic
plane to extend the corresponding inequalities to a fundamental domain covering the
punctured disc D∗R (recall that we assume that R < 1).
For t ∈ D∗R, we put t = e−τ with τ = s − iθ and s = L(t). The metric on the
half-plane H = {s > 0} is (ds2 + dθ2)/s2. The covering H→ D∗1 is denoted by q. On
a fixed hyperbolic ball Bao(Ao) ⊂ H of radius ao 6 1 and center (eAo , 0) with Ao ∈ R,
we have, by a standard property of the Cauchy kernel for (∗) and by elliptic regularity
of the operator d′′+γ(z)dτ for (∗∗) (see e.g., [66, Chap.XI]), two inequalities for any
ϑ ∈ ]0, 1[,
(∗) ‖v‖Cϑ(Bao/2(Ao)) 6 C0(ϑ)
( ‖(d′′ + γ(z)dτ )(v)‖L∞(Bao (Ao)) + ‖v‖L∞(Bao (Ao)) )
and
(∗∗) ‖d′v‖Cϑ(Bao/4(Ao))
6 C1(ϑ)
( ‖(d′′ + γ(z)dτ)(v)‖Cϑ(Bao/2(Ao)) + ‖v‖Cϑ(Bao/2(Ao)) ).
Here, we use that s = L(t) and s−1 are bounded on the fixed balls, so that
‖•‖Cϑ(Bao (Ao)) computed in the hyperbolic metric is comparable with the same
expression computed with the Euclidean metric, where the usual elliptic inequalities
apply.
If ϕ : H→ H is a hyperbolic holomorphic isometry, we have ϕ∗(d′′v + γ(z)vdτ ) =
(d′′ + γ(z)dτ)(v ◦ ϕ). If we choose such an isometry sending the point (eAo , 0) to
(eA, 0), we obtain that the inequalities (∗) and (∗∗) also apply on the balls of radii
ao/4, ao/2, ao centered at (e
A, 0), with the same constants C0(ϑ) and C1(ϑ).
Moreover, given δ > 0, there exist constants c1 = c1(ϑ, ao) and c2 = c2(ϑ, ao) such
that, for any A ∈ R, we have
c1e
δA ‖•‖Cϑ(Bao (A)) 6 ‖•‖Cϑδ (Bao (A)) 6 c2e
δA ‖•‖Cϑ(Bao (A))
(see [4, p. 54]).
Choose now a sequence An and R
′, R′′ > 0 such that
D∗R′′ ⊂ q
(⋃
n
Bao/4(An)
)
⊂ D∗R′ ⊂ q
(⋃
n
Bao(An)
)
⊂ D∗R.
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For a function u on D∗R with values in H(∆zo(η)), we have
‖u‖Cϑδ (D∗R′ ) 6 c2(ϑ, ao/2) supn e
δAn ‖u ◦ q‖Cϑ(Bao/2(An)
6 C0(ϑ)c2(ϑ, ao/2) sup
n
eδAn
(
‖(d′′ + γ(z)dτ )(u ◦ q)‖L∞(Bao (An))
+ ‖u ◦ q‖L∞(Bao (An))
)
6 C′0
( ‖(d′′ + γ(z)dτ )(u)‖L∞δ (D∗R) + ‖u‖L∞δ (D∗R) ),
with C′0 = c1(ϑ, ao)c2(ϑ, ao/2)C0(ϑ). Similarly,
‖d′u‖Cϑδ (D∗R′′ ) 6 C
′
1
( ‖(d′′ + γ(z)dτ )(u)‖Cϑδ (D∗R′ ) + ‖u‖Cϑδ (D∗R′ ) ).
Coming back to u(γ,ℓ), we have
∥∥u(γ,ℓ)∥∥
L∞δ (D
∗
R)
< +∞ by construction and thus∥∥(d′′ + γ(z)dτ )(u(γ,ℓ))∥∥
L∞δ (D
∗
R)
< +∞ after the L∞δ version of (5.B.1) (recall that∥∥dt/L(t)t∥∥ = 1). The first inequality above gives ∥∥u(γ,ℓ)∥∥
Cϑ
δ
(D∗
R′
)
< +∞ for any
ϑ ∈ ]0, 1[. Now, (5.B.1) implies that
∥∥(d′′ + γ(z)dτ )(u(γ,ℓ))∥∥
Cϑδ (D
∗
R′
)
< +∞ and the
second inequality above gives then
∥∥d′u(γ,ℓ)∥∥
Cϑδ (D
∗
R′′
)
< +∞, so that, in particular,∥∥d′u(γ,ℓ)∥∥
L∞δ (D
∗
R′′
)
< +∞, which is the desired statement.
CHAPTER 6
THE DECOMPOSITION THEOREM
FOR POLARIZABLE REGULAR TWISTOR D-MODULES
6.1. Statement of the main results and proof of the Main Theorems
Theorem 6.1.1. — Let f : X → Y be a projective morphism between complex analytic
manifolds and let (T ,S ) be an object of MT(r)(X,w)(p). Let c be the first Chern
class of a relatively ample line bundle on X and let Lc be the corresponding Lefschetz
operator. Then (⊕if i†T ,Lc,⊕if i†S ) is an object of MLT(r)(Y,w; 1)(p).
Remark 6.1.2. — At the moment, Theorem 6.1.1 is proved for regular twistor D-
modules only. Regularity is used in the proof of the case where dimX = 1 and f
is the constant map (case denoted by (6.1.1)(1,0) in §6.2 below). The reduction to
this case, done in §§6.3 and 6.4, does not use the regularity assumption. It seems
reasonable to expect that the techniques of [53] and [5] may be extended to obtain
(6.1.1)(1,0), hence Theorem 6.1.1, in the nonregular case as well.
Theorem 6.1.3. — Let X be a complex manifold and let (T ,S ) be a smooth polarized
twistor structure of weight w on X, in the sense of § 2.2.a. Then (T ,S ) is an object
of MT(r)(X,w)(p).
Proof of Main Theorem 1 (see Introduction). — LetX be a smooth complex project-
ive variety and let F be an irreducible local system on X . Let M = OX ⊗CF be the
corresponding DX -module. It follows from the theorem of K.Corlette and C.Simpson
(cf. Lemma 2.2.2) that M underlies a smooth polarized twistor structure of weight 0
and, from Theorem 6.1.3, that M = ΞDRM ′′ where M ′′ is the second term of an
object (T ,S ) of MT(r)(X, 0)(p).
Let U be an open set of X and let f : U → Y be a proper morphism to a
complex analytic manifold Y . Then f is projective. Any ample line bundle on X
will be relatively ample with respect to f . From Theorem 6.1.1, we conclude that
(⊕if i†T|U ,Lc,⊕if i†SU ) is an object of MLT(r)(Y, 0, 1)(p). In particular, each f i†T|U
is strictly S-decomposable. By [15], we also know that f†T|U ≃ ⊕if i†T|U .
By restricting to z = 1, we get (1) and (2) in Main Theorem 1. We also get (3),
according to Proposition 4.1.19.
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Assume now that U = X and Y is projective. By the Lefschetz decomposition, we
may apply Theorem 4.2.12 to conclude that f i†M is semisimple as a regular holonomic
DY -module.
Proof of Main Theorem 2 (see Introduction). — The argument is similar. Starting
with an irreducible local system F on X , we may assume that it underlies a object of
MT(r)(X, 0)(p). So does grMℓ ψf,αF by Proposition 4.1.19, and we may apply Theorem
4.2.12 to get semisimplicity, hence Theorem 2.
The remaining part of the chapter is devoted to the proof of Theorems 6.1.1 and
6.1.3. We closely follow [54, §5.3]. The proof of Theorem 6.1.1 is by induction on the
pair
(dim SuppT , dimSupp f(T )).
As (6.1.1)(0,0) is clear, it will be enough to prove
– (6.1.1)(1,0) when SuppT is smooth (Section 6.2),
– (6.1.1)(n,m) ⇒ (6.1.1)(n+1,m+1) (Section 6.3),
– (6.1.1)(6(n−1),0) and ((6.1.1)(1,0) with SuppT smooth) ⇒ (6.1.1)(n,0) for n > 1
(Section 6.4).
6.2. Proof of (6.1.1)(1,0) when SuppT is smooth
Let X be a compact Riemann surface and let f : X → pt be the constant map.
We will argue as in [69]. Let (T ,S ) = (M ,M , C, Id) be a polarized twistor left
DX -module of weight 0 on X (cf. Remark 1.6.8). For the proof of (6.1.1)(1,0), it will
be enough to assume that it has strict support X . Denote by M˜ the localization
of M with respect to the singular set P . As (T ,S )|X∗ is a smooth twistor structure,
it corresponds to a flat bundle with harmonic metric h, and we have a metric π∗h on
M˜X ∗ (cf. §5.3.a).
Fix a complete metric on X∗ which is equivalent to the Poincare´ metric near each
puncture xo ∈ P , with volume form vol. Extend it as a metric on the bundle ΘX ∗ ,
and therefore on E 1X ∗ so that ‖dt/z‖ =
∥∥dt∥∥ = |t|L(t). On the other hand, put on
X ∗ the product metric (Poincare´ on X∗, Euclidean on Ω0) to compute the volume
form Vol. Recall that, in a local coordinate t near a puncture, we have
(6.2.1) |t|a L(t)w/2 ∈ L2(vol) ⇐⇒ a > 0 or a = 0 and w 6 0.
Put Mzo = M /(z − zo)M .
6.2.a. The holomorphic L2 de Rham complex. — Denote by M˜(2) ⊂ M˜ the
submodule consisting of local sections which are locally L2 with respect to π∗h. For-
mula (5.3.6), together with (6.2.1), shows that (by switching from β to α) a local
section m =
∑
jmjt
nje
(zo)
j of M˜ is in M˜(2),zo if and only if, for any j, either
ℓzo(nj + βj) > 0 (and therefore ℓz(nj + βj) > 0 for any z near zo) or nj + βj = −1
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(that is, ℓz(nj + βj) = −1 for any z near zo) and wj 6 0. According to Remark
5.3.8(1), this is equivalent to saying that m is a local section of V
(zo)
−1 M˜ , the class
of which in grV
(zo)
−1 M˜ is contained in M0ψt,−1M˜ , where M• denotes the monodromy
filtration of N. In particular, we have a natural inclusion M˜(2) ⊂ M , globally defined
with respect to z.
Similarly, the sheaf (Ω1X ⊗OX M˜ )(2) of L2 local sections of Ω1X ⊗OX M˜ consists,
near zo, of local sections (dt/tz)⊗m, where m is a local section of V (zo)−1 M˜ the class
of which in grV
(zo)
−1 M˜ is contained in M−2ψt,−1M˜ . We also have a natural inclusion
(Ω1X ⊗OX M˜ )(2) ⊂ Ω1X ⊗OX M , as follows from the following lemma:
Lemma 6.2.2. — Let m be a local section of V (zo)−1 M˜ , the class of which in grV
(zo)
−1 M˜
is contained in M−2gr
V (zo)
−1 M˜ . Then m/t is a local section of M .
Proof. — We denote here by M•gr
V (zo)
−1 M˜ the direct sum of the monodromy filtrations
of N on each ψt,αM˜ with ℓzo(α) = −1. We want to show that m/t = ðtn1+n2, where
n1 is a local section of V
(zo)
−1 M˜ and n2 a local section of V
(zo)
<0 M˜ . As t : V
(zo)
<0 M˜ →
V
(zo)
<−1M˜ is bijective, this is equivalent to finding n1 as above and a local section n3 of
V
(zo)
<−1M˜ such that m = tðtn1 + n3. Equivalently, the class of m in gr
V (zo)
−1 M˜ has to
be contained in image tðt. For the component in ψt,−1M˜ , this is equivalent to saying
that it is contained in image(N). Now, that M−2ψt,−1M˜ is contained in image(N)
is a general property of the monodromy filtration: indeed, we have M−2 = N(M0),
as N : grMk → grMk−2 is onto for any k 6 0. For the component in any ψt,αM˜ with
α 6= −1, notice that tðt : ψt,αM˜ → ψt,αM˜ is an isomorphism, by Lemma 0.9.2, and
therefore sends bijectively M−2ψt,αM˜ to itself.
The description above clearly shows that the connection ∇ on M˜ sends M˜(2) into
(Ω1X ⊗OX M˜ )(2) and defines the holomorphic L2 de Rham complex DR(M˜ )(2). There
is a natural inclusion of complexes
DR(M˜ )(2) −֒→ DRM .
Remark 6.2.3 (Restriction to z = zo). — Note that M˜zo = M˜ /(z − zo)M˜ is also the
localization of Mzo along P , as OX [∗P ] is OX -flat. A similar computation can
be made for the subsheaf of local sections of M˜zo the norm of which is L
2 with
respect to the metric h and the volume form vol. Denoting by U•Mzo the filtra-
tion induced by V (zo)
•
M (cf. Proposition 3.3.14), this subsheaf is equal, according to
Formula (5.3.6)zo in Remark 5.3.8(2), to M0U−1Mzo , which is the inverse image in
U−1Mzo of M0gr
U
−1Mzo . Similarly, (Ω
1
X ⊗OX M˜zo)(2) = Ω1X〈logP 〉 ⊗M−2U−1Mzo .
Notice however that the derivative of a section of M0U−1Mzo may not be L
2.
If we denote by M˜zo,(2) the subsheaf of L
2 sections of M˜zo with L
2 derivative, we
identify M˜zo,(2) with the subsheaf of local sections of M0U−1Mzo the class of which in
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M0gr
U
−1Mzo have α-components in M−2ψ
(zo)
t,α Mzo for any α 6= −1 such that ℓzo(α) =
−1.
According to Proposition 4.1.19(2a) and the previous remarks, we have a natural
inclusion of complexes
DR(M˜ )(2)/(z − zo)DR(M˜ )(2) −֒→ DR(M˜zo)(2).
Moreover, for the same reason, the holomorphic L2 de Rham complex DR(M˜zo)(2)
(or the Dolbeault complex if zo = 0) is a subcomplex of DRMzo: indeed, it is clear
by the same Proposition that the term in degree −1 is the restriction to z = zo of a
submodule of M ; for the term in degree 0, use Lemma 6.2.2.
Proposition 6.2.4
(1) The natural inclusions of complexes DR(M˜ )(2) →֒ DRM and, for any zo,
DR(M˜zo)(2) →֒ DRMzo, are quasi-isomorphisms.
(2) The natural inclusion of complexes
DR(M˜ )(2)/(z − zo)DR(M˜ )(2) −֒→ DR(M˜zo)(2)
is a quasi-isomorphism.
Proof. — As the morphisms are globally defined with respect to z, the question is
local near any zo. It is also enough to work locally near a singular point of M in X ,
with a local coordinate t. We will therefore use the V (zo)• -filtration.
Let us begin with the first part of (1). We then have
DRM = {0 −→ V (zo)−1 M −∇−−−−→ Ω1X ⊗ V (zo)0 M −→ 0},
because locally this complex is nothing but
0 −→ V (zo)−1 M
−ðt−−−−→ V (zo)0 M −→ 0,
and for any a > −1, the morphism ðt : grV (zo)a M → grV
(zo)
a+1 M is an isomorphism
(cf. Definition 3.3.8(1c)).
As M is contained in M˜ (being its minimal extension across t = 0), we have
isomorphisms t : V
(zo)
<0 M
∼−→ V (zo)<−1M and t : V (zo)0 M ∼−→ tV (zo)0 M ⊂ V (zo)−1 M
and, by Formula (3.4.6)(∗), we have V (zo)0 M = ðtV (zo)−1 M + V (zo)<0 M . Therefore, the
previous complex is quasi-isomorphic to the complex
0 −→ V (zo)−1 M
−tðt−−−−−→ tðtV (zo)−1 M + V (zo)<−1M −→ 0.
We therefore have an exact sequence of complexes:
0 −→ DR(M˜ )(2) −→ DRM −→ C• −→ 0,
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where C• is the complex
0 −→
(
⊕
α6=−1
ℓzo (α)=−1
ψ(zo)α M
)
⊕ (ψ(zo)−1 M /M0ψ(zo)−1 M )
−tðt−−−−−→
(
⊕
α6=−1
ℓzo (α)=−1
tðtψ
(zo)
α M
)
⊕ (Nψ(zo)−1 M /M−2ψ(zo)−1 M ) −→ 0
In order to prove the first statement of Proposition 6.2.4, we are left with showing
that
(a) tðt : ψ
(zo)
α M → tðtψ(zo)α M is an isomorphism for any α 6= −1 such that
ℓzo(α) = −1,
(b) the morphism
N :
(
ψ
(zo)
−1 M /M0ψ
(zo)
−1 M
) −→ (Nψ(zo)−1 M /M−2ψ(zo)−1 M )
is an isomorphism.
For (a), use Lemma 0.9.2 to conclude that tðt is invertible on the corresponding
ψα’s.
For (b), the surjectivity is clear. The injectivity follows from the injectivity of
N : grMk → grMk−2 for k > 1 and the equality M−2 = N(M0) that we have yet seen in
the proof of Lemma 6.2.2.
The second part of 6.2.4(1) is proved similarly: consider the complex C′• analogous
to C•, where one replaces ψ
(zo)
α M with ψ
(zo)
α M /M−2ψ
(zo)
α M and tðtψ
(zo)
α M with
tðtψ
(zo)
α M /M−2ψ
(zo)
α M ; then, as we have seen in Remark 6.2.3, the analogue of (a)
remains true for C′•; by restriction to z = zo one gets the desired statement.
Now, 6.2.4(2) is obtained from 6.2.4(1) by restricting to z = zo.
6.2.b. The L2 complex. — Keep notation of §2.2.b. We will define the L2
complex with zo fixed, and then for z varying near zo ∈ Ω0. Recall that we put
Dz = D0 + zD∞ and Dzo = D0 + zoD∞.
Fix zo ∈ Ω0. Let us recall the standard definition of the L2 complex L •(2)(H,Dzo)
on X . Denote by j : X∗ →֒ X the inclusion, and by L1loc,X∗ the sheaf on X∗ of L1loc
functions. Then L j(2)(H,Dzo) is the subsheaf of j∗
[
L1loc,X∗ ⊗C∞X∗ E
j
X∗ ⊗H
]
defined by
the following properties: a section v of the previous sheaf is a section of L j(2)(H,Dzo)
iff
– the norm
∥∥v|X∗∥∥ of v|X∗ with respect to the metric h on H and the metric on
E jX∗ induced by the Poincare´ metric on X
∗—which is a local section of j∗L
1
loc,X∗—is
a section of L2loc,X(vol),
– Dzov|X∗ , which is taken in the distributional sense, is a section of L
1
loc,X∗ ⊗C∞X∗
E j+1X∗ ⊗H , and
∥∥Dzov|X∗∥∥ is a local section of L2loc,X(vol).
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The L2 condition may be read on the coefficients of v|X∗ in any h-orthonormal basis
of H or, more generally, in any L2-adapted basis in the sense of Zucker. According to
[69, Lemma 4.5], the restriction to z = zo of the basis ε
′′(zo) introduced in Formula
(5.3.3) is L2-adapted, and therefore, as e(zo) is obtained from ε′′(zo) by a rescaling
(the matrix A˜ in (5.3.3) being diagonal), it is also L2-adapted as well as the basis
e′(zo) defined in (5.3.4).
We now consider the case where z belongs to some neighbourhood of zo. Let U
be an open set of X , put U∗ = U ∩X∗. In the following, we only consider functions
on open sets of X , the restriction of which to X ∗ is L1loc with respect to the volume
form Vol.
Say that such a function ϕ on some open set U × Ω ⊂ X is holomorphic with
respect to z if its restriction to U∗ × Ω satisfies ∂zϕ = 0.
Say that a local section v of j∗
(
L1loc,X ∗ ⊗C∞X ∗ π−1EX ⊗ π−1H
)
is a section of
L •(2)(H ,Dz) if
(1) v|X ∗ is holomorphic with respect to z, i.e., in any local basis of H the coeffi-
cients vj of v|X ∗ satisfy ∂zvj = 0; it is therefore meaningful to consider v(•, z)|X∗;
(2) the norm
∥∥v(•, z)|X∗∥∥ of v(•, z)|X∗ (with respect to the metric h on H and the
metric on E jX∗ induced by the Poincare´ metric on X
∗) is L2 locally uniformly in z,
i.e., on any open set U × Ω on which v is defined, and any compact set K ⊂ Ω, we
have supz∈K ‖v(•, z)‖2,vol < +∞;
(3) Dzv|X ∗ , which is taken in the distributional sense, takes values in L
1
loc-sections
and satisfies (2) (and clearly (1), as Dz commutes with ∂z).
The L2 condition may be read on the coefficients in any L2-adapted basis. Formulas
(5.3.3) and (5.3.4) show that, near any (x, zo) with x ∈ P (the singular set of M
in X), the bases e(zo) and e′(zo) are L2-adapted.
In particular, for any zo ∈ Ω0, there is a restriction morphism
L •(2)(H ,Dz)|z=zo −→ L •(2)(H,Dzo).
Theorem 6.2.5. — Let (T ,S ) = (M ,M , C, Id) be a polarized twistor left DX -module
of weight 0 on X. Then the natural inclusions of complexes
DR(M˜ )(2) −→ L 1+•(2) (H ,Dz)
and, for any zo ∈ Ωo,
DR(M˜zo)(2) −→ L 1+•(2) (H,Dzo)
are quasi-isomorphisms compatible with restriction to z = zo.
We will use the rescaling (2.2.6) to define the inclusion, as explained in §6.2.f.
Let us begin with the analysis of the L2 complexes L •(2)(H ,Dz) and L
•
(2)(H,Dzo).
We will use the basis e′(zo) or its restriction to z = zo that we denote in the same
way. The norm of any element e
′(zo)
β,ℓ,k in the subfamily e
′(zo)
β,ℓ (β ∈ B, ℓ ∈ Z) is
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|t|ℓz(qβ,ζo+β) L(t)ℓ/2(1 + o(1)), where o(1) = L(t)−δ for some δ > 0. Recall that qβ,ζo
is chosen so that ℓzo(qβ,ζo + β) ∈ [0, 1[ (cf. proof of Corollary 5.3.1). The proof
of Theorem 6.2.5 will occupy §§6.2.c–6.2.f. It will be given for z variable. The
compatibility with restriction to z = zo will be clear.
Remarks 6.2.6
(1) We will not follow here the proof given by Zucker (a dichotomy Dol-
beault/Poincare´ lemma) for two reasons: the first one is that we do not know
how to adapt the proof for the Poincare´ lemma near points zo ∈ Sing Λ; the second
one is that we want to put a parameter z in the proof, and have a proof which is
“continuous with respect to z”, in particular near z = 0. However, the proof of the
Poincare´ lemma given by Zucker does not “degenerate” to the proof of the Dolbeault
lemma.
(2) Notice that DR(M˜zo)(2) = DRMzo has cohomology in degree −1 only if zo 6∈
Sing Λ, as a consequence of Proposition 4.1.19(3), but this may not be true if zo ∈
Sing Λ.
We put D′z = zD
′
E + θ
′
E and D
′′
z = D
′′
E + zθ
′′
E , so that Dz = D
′
z + D
′′
z . Recall
that the basis e′(zo) is holomorphic with respect to D′′z , and that D
′
z acts by zd
′+Θ′z,
where the matrix Θ′z is defined by (5.3.7). Taking the notation of (5.3.7) we will
decompose Θ′z as
Θ′z = Θ
′
z,diag +Θ
′
z,nilp, with

Θ′z,diag = ⊕β(qβ,ζo + β) ⋆ z Id
dt
t
Θ′z,nilp =
[
Y+ P (t, z)
]dt
t
,
with Y = (⊕βYβ). We will view Y and P as operators and not matrices. We index
the basis e′(zo) by β, ℓ, k, where ℓ denotes the weight with respect to Y and k is used
to distinguish the various elements having the same β, ℓ. Then we have, for any β, ℓ, k,
Y(e
′(zo)
β,ℓ,k) = e
′(zo)
β,ℓ−2,k and, according to the assertion after (5.3.7),
(6.2.7)
P (e
′(zo)
β,ℓ,k) =
∑
γ 6=β
ℓzo (qγ,ζo+γ)6ℓzo(qβ,ζo+β)
∑
λ
∑
κ
tpβ,γ,ℓ,λ,k,κ(t, z)e
′(zo)
γ,λ,κ
+
∑
γ 6=β
ℓzo (qγ,ζo+γ)>ℓzo(qβ,ζo+β)
∑
λ
∑
κ
pβ,γ,ℓ,λ,k,κ(t, z)e
′(zo)
γ,λ,κ
+
∑
λ>ℓ−2
∑
κ
tpβ,ℓ,λ,k,κ(t, z)e
′(zo)
β,λ,κ +
∑
λ6ℓ−3
∑
κ
pβ,ℓ,λ,k,κ(t, z)e
′(zo)
β,λ,κ,
where the functions pβ,γ,ℓ,λ,k,κ(t, z), pβ,ℓ,λ,k,κ(t, z) are holomorphic. It follows that the
L2 norm of Θ′z,nilp is bounded. As a consequence, in the basis e
′(zo), the L2 condition
on derivatives under Dz can be replaced with an L
2 condition on derivatives with
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respect to the diagonal operator
(6.2.8) Dz,diag
def
= d′′ + zd′ +Θ′z,diag.
6.2.c. Hardy inequalities. — We will recall here the basic results that we will
need concerning Hardy inequalities in L2.
Let I = ]A,B[ ⊂ R be a nonempty open interval and v, w two functions (weights)
on I, which are measurable and almost everywhere positive and finite. Let u be a C1
function on I.
Theorem 6.2.9 (L2 Hardy inequalities, cf. e.g., [50, Th. 1.14]). — There is an inequality∥∥u · w∥∥
2
6 C
∥∥u′ · v∥∥
2
,
with
C =

sup
x∈I
∫ B
x
w(t)2 dt ·
∫ x
A
v(t)−2 dt if lim
x→A+
u(x) = 0,
sup
x∈I
∫ x
A
w(t)2 dt ·
∫ B
x
v(t)−2 dt if lim
x→B−
u(x) = 0.
Corollary 6.2.10. — Take A = 0 and B = R > 0, with R < 1. Let (b, k) ∈ R × Z.
Assume that (b, k) 6= (0, 1). Given g(r) continuous on [0, R], put
f(r) =

∫ r
0
g(ρ) dρ if b < 0 or if b = 0 and k > 2,∫ r
min(R,e−k/2b)
g(ρ) dρ if b > 0 or if b = 0 and k 6 0.
(In the second case, we set e−k/2b = +∞ if b = 0 and k 6 0; this is the limit case of
b > 0 and k 6 0 when b→ 0+.)
Then there exists a constant C(R, b, k) > 0, such that limb→0+ C(R, b, k) < +∞
when k 6= 1 and limb→0− C(R, b, k) < +∞ when k > 2, such that the following
inequality holds (we consider L2([0, R]; dr/r) norms)∥∥f(r) · rbL(r)k/2−1∥∥
2,dr/r
6 C(R, b, k)
∥∥g(r) · rbL(r)k/2−1 · rL(r)∥∥
2,dr/r
= C
∥∥g(r) · rb+1L(r)k/2∥∥
2,dr/r
.
Proof. — We will choose the following weight functions with respect to the measure
dr: w(r) = rb−1/2L(r)k/2−1 and v(r) = rb+1/2L(r)k/2. Assume first b > 0.
(1) If R 6 e−k/2b, i.e., k/2b 6 L(R), we have thus limr→R− f(r) = 0. We will
show the finiteness of
sup
r∈[0,R]
∫ r
0
ρ2b−1L(ρ)k−2 dρ ·
∫ R
r
ρ−2b−1L(ρ)−k dρ.
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After the change of variable y = L(ρ) we have to estimate∫ +∞
x
e−2byyk
dy
y2
·
∫ x
L(R)
e2byy−k dy.
The function e−2byyk is decreasing on ]L(R),+∞[, hence the first integral is bounded
by e−2bxxk−1, and the second one by e2bxx−k(x−L(R)). Here, we can therefore take
C(R, b, k) = 1.
(2) Assume now k/2b > L(R) > 0, and k 6= 1, hence k > 2. We have
f(r) =
∫ r
e−k/2b
g(ρ) dρ.
We will have to consider the two cases r ∈ ]0, e−k/2b[ and r ∈ ]e−k/2b, R[.
(a) If r ∈ ]0, e−k/2b[, we have to bound the same expression as above, in the
same conditions, after replacing L(R) with k/2b, and we can therefore choose
C = 1.
(b) If r ∈ ]e−k/2b, R[, we want to estimate∫ x
L(R)
e−2byyk−2 dy ·
∫ k/2b
x
e2byy−k dy.
The function e−2byyk is increasing, and an estimation analogous to the previous
one would give a constant C having a bad behaviour when b → 0+. We will
thus use that e−2by is decreasing. As k > 2, we have, for the second integral,∫ k/2b
x
e2byy−k dy 6
ek
k − 1 (x
1−k − (k/2b)1−k) 6 e
kx1−k
k − 1 .
For the first one we have∫ x
L(R)
e−2byyk−2 dy 6 e−2bL(R)
(xk−1 − L(R)k−1)
k − 1 = R
2b (x
k−1 − L(R)k−1)
k − 1 ,
so that the product is bounded by
ekR2b
(k − 1)2
(
1− (L(R)/x)k−1) 6 ekR2b
(k − 1)2
def
= C(R, b, k),
which has a good behaviour when b→ 0+.
(3) If k/2b > L(R) > 0, and k = 1, the trick of part (b) above does not apply,
because the function log is increasing, though the function x1−k was decreasing if
k > 2. The constant that we get does not have a good behaviour when b→ 0+, which
could be expected, as we do not have a good Hardy inequality if b = 0 and k = 1.
When b = 0 and k 6= 1, the proof above degenerates to give the corresponding
inequalities.
Consider now the case where b < 0.
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(1) Assume that e(k−2)/2|b| > R, i.e., k > 2(1 − |b|L(R)), which is satisfied in
particular whenever k > 2. Then the function e−2byyk−2 is increasing on ]L(R),+∞[.
An upper bound of ∫ x
L(R)
e−2byyk−2 dy ·
∫ +∞
x
e2byy2−k
dy
y2
is given by
(x − L(R))e−2bxxk−2 · e2bxx−k+2x−1 = (1− L(R)/x) 6 1.
This situation degenerates when b → 0−, to the analogous situation when b = 0 and
k > 2.
(2) If e(k−2)/2|b| < R, i.e., k < 2(1 − |b|L(R)) we find a constant with a bad
behaviour when b→ 0−.
6.2.d. Proof of Theorem 6.2.5: vanishing of H 2. — As in [69], we will express
L2 functions of t = reiθ, holomorphic in z, as Fourier series
∑
n∈Z un(r, z)e
inθ, where
each un is holomorphic with respect to z when z is not fixed. The L
2 condition will
be recalled below.
Lemma 6.2.11 (Image of D′′z ). — Let ϕ =
∑
β,ℓ,k ϕβ,ℓ,k(t, z)e
′(zo)
β,ℓ,k
dt
t ∧ dtt be a local sec-
tion of L 2(2)(H ,Dz), with ϕβ,ℓ,k(t, z) =
∑
n∈Z ϕβ,ℓ,k,n(r, z)e
inθ. Then, if all coeffi-
cients ϕβ,ℓ,k,0(r, z) vanish identically for any β, ℓ such that ℓzo(qβ,ζo + β) = 0 and
ℓ 6 −1, there exists a local section ψ of L (1,0)(2) (H ,Dz) such that ϕ = Dzψ = D′′zψ.
The same assertion holds after restriction to z = zo.
Let us now be more precise on the L2 condition: f(t, z)e
′(zo)
β,ℓ,k is a local section
of L 0(2)(H ) iff |f(t, z)| |t|ℓz(qβ,ζo+β) L(t)ℓ/2L(t)−1 is in L2(dθ dr/r), locally uniformly
with respect to z. A similar statement holds for sections in L 1(2) or L
2
(2) expressed
with logarithmic forms dt/t and dt/t, using that the norm of each of these form is
L(t).
Proof of Lemma 6.2.11. — We have to solve (up to sign) t∂tψβ,ℓ,k = ϕβ,ℓ,k, if ψβ,ℓ,k
is the coefficient of e
′(zo)
β,ℓ,k dt/t in ψ. We will argue as in [69, Propositions 6.4 and
11.5]. Put u = ψβ,ℓ,k and v = ϕβ,ℓ,k, and u =
∑
n un(r, z)e
inθ, v =
∑
n vn(r, z)e
inθ.
We are then reduced to solving for any n ∈ Z
∂
∂r
(r−nun(r, z)) = 2r
−n−1vn(r, z)
with an L2 condition. If we put fn(r, z) = r
−nun(r, z) and gn(r, z) = 2r
−n−1vn(r, z),
this condition reads∥∥∥fn(r, z)rn+ℓz(qβ,ζo+β)L(r)ℓ/2∥∥∥
2,dr/r
6 C
∥∥∥gn(r, z)rn+1+ℓz(qβ,ζo+β)L(r)ℓ/2+1∥∥∥
2,dr/r
,
uniformly for z near zo. If n+ ℓzo(qβ,ζo + β) 6= 0, this remains true for z near zo and
we apply Corollary 6.2.10. If n+ ℓzo(qβ,ζo + β) = 0, we thus have ℓzo(qβ,ζo + β) = 0
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and n = 0, as ℓzo(qβ,ζo+β) ∈ [0, 1[. If moreover ℓ > 0, we also apply Corollary 6.2.10,
as the constant can be chosen uniformly with respect to z for z near zo (notice that,
if ℓz(qβ,ζo + β) 6≡ 0, the sign of this function changes at z = zo, hence the condition
on ℓ).
If we consider the case where z = zo is fixed, then the only condition is ℓ 6= −1
when ℓzo(qβ,ζo + β) = 0.
We will now show that the L2 complexes L •(2)(H ,Dz) and L
•
(2)(H,Dzo) have
no H 2. By Lemma 6.2.11 we are reduced to showing that, for any β with
ℓzo(qβ,ζo + β) = 0, any section f(r, z)e
′
β,ℓ,k
dt
t ∧ dtt of L 2(2)(H ) with ℓ 6 −1 belongs
to the image of Dz. We will distinguish two cases.
(1) If (qβ,ζo + β) ⋆ z0 6= 0, we remark that
d′′
(
f(r, z)
dt
t
)
= −t∂t(f)
dt
t
∧ dt
t
= − 12r∂r(f)
dt
t
∧ dt
t
and a similar computation for d′(f(r, z)dt/t), so that
(zd′ + d′′)
(
f(r, z)z
dt
t
+ f(r, z)
dt
t
)
= 0.
We will prove the assertion by increasing induction on ℓ. It is true for ℓ ≪ 0, as
the section is the equal to 0. For arbitrary ℓ 6 −1, it is enough to show that
Θ′z,nilp
(
f(r, z)e′β,ℓ,kdt/t
)
belongs to ImDz. This is true by induction for the part
f(r, z)Y(e′β,ℓ,k)
dt
t ∧ dtt . Consider now the image under P (t, z)dt/t and its coefficient
on e′γ,λ,κ
dt
t ∧ dtt . By (6.2.7),
– if γ 6= β, the coefficient is p(t, z)f(r, z) if ℓzo(qγ,ζo+γ) > ℓzo(qβ,ζo+β) = 0,
and tp(t, z)f(r, z) if ℓzo(qγ,ζo + γ) 6 ℓzo(qβ,ζo + β) = 0, for some holomorphic
function p(t, z). In the first case, we have ℓzo(qγ,ζo + γ) ∈ ]0, 1[, so we apply
Lemma 6.2.11. In the second case, we have ℓzo(qγ,ζo +γ) = 0 and the coefficient
in the Fourier series of tp(t, z)f(r, z) corresponding to n = 0 is zero, so we can
apply the same lemma.
– If γ = β, the coefficient is p(t, z)f(r, z) if λ 6 ℓ − 3 and tp(t, z)f(r, z) if
λ > ℓ−2. In the second case, the coefficient in the Fourier series of tp(t, z)f(r, z)
corresponding to n = 0 is zero, so we can apply Lemma 6.2.11. In the first
case, we apply the same argument to
(
p(t, z)− p(0, z))f(r, z), and the inductive
assumption for p(0, z)f(r, z).
(2) If (qβ,ζo + β) ⋆ z0 = 0, knowing that ℓzo(qβ,ζo + β) = 0 it follows from Lemma
0.9.2 that we have in fact qβ,ζo+β = 0, and therefore qβ,ζo = 0 and β = 0 by definition
of qβ,ζo , hence (qβ,ζo + β) ⋆ z ≡ 0. As we also have ℓz(qβ,ζo + β) ≡ 0, we can reduce
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to ℓ = −1 (see the proof of Lemma 6.2.11). We write
f(r, z)e′0,−1,k
dt
t
∧ dt
t
= Dz
(
f(r, z)e′0,1,kz
dt
t
+ f(r, z)e′0,1,k
dt
t
)
− f(r, z)P (t, z)e′0,1,k
dt
t
∧ dt
t
,
as Ye′0,1,k = e
′
0,−1,k. It is therefore enough to show that f(r, z)P (t, z)e
′
0,1,k
dt
t ∧ dtt
belongs to the image of Dz, which is proven as above using Lemma 6.2.11 and (6.2.7).
6.2.e. Proof of Theorem 6.2.5: computation of H 1. — By the result of
§6.2.d, the L2 complex is quasi-isomorphic to the complex
(6.2.12) 0 −→ L 0(2)(H ,Dz)
Dz−−−→ KerD1z −→ 0.
Lemma 6.2.13. — Any local section ψ dt/t+ ϕdt/t of KerD1z ⊂ L 1(2)(H ,Dz) can be
written as the sum of a term in ImDz and a term in L
(1,0)
(2) (H ) ∩KerD1z.
Proof. — Write
ϕ =
∑
β,ℓ,k,n
ϕβ,ℓ,k,n(r, z)e
inθ · e′(zo)β,ℓ,k,
and put ϕ(0,0) (resp. ϕ6=(0,0)) the sum of terms for which ℓzo(qβ,ζo +β) = 0 and n = 0
(resp. the sum of the other terms). We claim that there exists a section η6=(0,0) of
L 0(2)(H ,Dz) such that D
′′
zη6=(0,0) = ϕ6=(0,0)dt/t. First, the existence of η6=(0,0) in
L 0(2)(H ,D
′′
z ), i.e., without taking care of D
′
zη6=(0,0), is obtained as in Lemma 6.2.11.
We wish to show that D′zη6=(0,0) belongs to L
(1,0)
(2) (H ) or, as we have seen, that
D′z,diagη6=(0,0) belongs to L
(1,0)
(2) (H ). It is therefore enough to show that the 6=(0, 0)-
part of D′zη6=(0,0) belongs to L
(1,0)
(2) (H ). We have
D
′′
z
(
D
′
zη6=(0,0)
)
= −D′z
(
D
′′
zη6=(0,0)
)
= −D′z
(
ϕ6=(0,0)
dt
t
)
= D′z
(
(ϕ(0,0) − ϕ)
dt
t
)
= D′′z
(
ψ
dt
t
)
+D′z
(
ϕ(0,0)
dt
t
)
= D′′z
(
ψ6=(0,0)
dt
t
)
+
(
Θ′z,nilpϕ(0,0)
dt
t
)
+ (0, 0)-terms.
By considering the 6=(0, 0)-part we get
D
′′
z
(
D
′
zη6=(0,0)
)
6=(0,0)
= D′′z
(
ψ6=(0,0)
dt
t
)
+
(
Θ′z,nilpϕ(0,0)
dt
t
)
6=(0,0)
.
According to Lemma 6.2.11, the second term of the right-hand side is a section of
D′′z
(
L
(1,0)
(2) (H ,D
′′
z )
)
. We conclude that there exists ν ∈ L (1,0)(2) (H ,D′′z ) such that(
D
′
zη6=(0,0)
)
6=(0,0)
= ν + ω
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with ω =
∑
β,ℓ,k ωβ,ℓ,ke
′(zo)
β,ℓ,k dt and each ωβ,ℓ,k is a distribution such that ∂tωβ,ℓ,k = 0,
i.e., D′′zω = 0; hence each ωβ,ℓ,k is a holomorphic function. Notice now that each
ωβ,ℓ,ke
′(zo)
β,ℓ,k dt belongs to L
(1,0)
(2) (H ,D
′′
z ). Indeed, the L
2 condition is that
|tωβ,ℓ,k|
∥∥e′(zo)β,ℓ,k∥∥ = rℓz(qβ,ζo+β)+1L(r)ℓ/2 |ωβ,ℓ,k| ∈ L2loc(dθ dr/r),
which is clearly satisfied as∫ R
0
r2ℓz(qβ,ζo+β)+2L(r)ℓ
dr
r
< +∞
if z is sufficiently close to zo so that ℓz(qβ,ζo + β) > −1 (recall that ℓzo(qβ,ζo + β) ∈
[0, 1[). We can now conclude that D′zη6=(0,0) is a section of L
(1,0)
(2) (H ) and that
ψ
dt
t
+ ϕ
dt
t
= Dzη6=(0,0) + ψ˜
dt
t
+ ϕ(0,0)
dt
t
;
in other words, we are reduced to the case where ϕ = ϕ(0,0).
Let γ be such that ℓzo(qγ,ζo + γ) = 0. We claim that, for any λ ∈ Z and κ,
the coefficient (P · ϕ)γ,λ,κ,0 is a linear combination of terms ϕγ,ℓ,k,0 with ℓ > λ + 3,
coefficients being holomorphic functions of z in a neighbourhood of zo.
Indeed, by (6.2.7) and by the assumption ϕ = ϕ(0,0), we have(
P · ϕβ,ℓ,k,0e′(zo)β,ℓ,k
)
γ,λ,κ
=
{
tp(t, z)ϕβ,ℓ,k,0 if β 6= γ or β = γ and ℓ 6 λ+ 2
p(t, z)ϕβ,ℓ,k,0 if β = γ and ℓ > λ+ 3,
for some holomorphic function p(t, z) (depending on β, γ, ℓ, λ, k, κ). Therefore, a
nonzero coefficient not depending on θ in the Fourier expansion appears only in the
second case, by taking p(0, z)ϕβ,ℓ,k,0.
Consider now the component on e
′(zo)
γ,λ,κ
dt
t ∧ dtt of the relation D′′z (ψ dt/t) +
D′z(ϕdt/t) = 0, when ℓzo(qγ,ζo + γ) = 0. We get
(6.2.14)
1
2
r∂rψγ,λ,κ,0(r, z)
= (
z
2
r∂r + γ ⋆ z)(ϕγ,λ,κ,0(r, z)) + ϕγ,λ+2,κ,0(r, z) + (P · ϕ)γ,λ,κ,0.
We know, by Lemma 0.9.2, that either γ ⋆ zo 6= 0, so γ ⋆ z is invertible for z near zo,
or γ = 0 and hence γ ⋆ z ≡ 0. We will show by decreasing induction on λ that
ϕγ,λ,κ,0(r, z)e
′(zo)
γ,λ,κ
dt
t
= D′′z
(
ηγ,λ,κ,0(r, z)e
′(zo)
γ,λ,κ
)
=
1
2
r∂r
(
ηγ,λ,κ,0(r, z)
)
e
′(zo)
γ,λ,κ
dt
t
for some section ηγ,λ,κ,0(r, z)e
′(zo)
γ,λ,κ of L
0
(2)(H ,Dz). This will be enough to conclude
the proof of the lemma.
Assume first that γ ⋆ zo 6= 0. Then (6.2.14) allows us to write
(γ ⋆ z)ϕγ,λ,κ,0 =
1
2
r∂r
[
ψγ,λ,κ,0 − zϕγ,λ,κ,0 −
∑
m>2
cm(z)ηγ,λ+m,κ,0
]
,
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with cm(z) holomorphic near zo and c2 ≡ 1. Denote by (γ⋆z)ηγ,λ,κ,0 the term between
brackets. The L2 condition to be satisfied is
(6.2.15)
∣∣ηγ,λ,κ,0(r, z)∣∣rℓz(qγ,ζo+γ)L(r)λ/2−1 ∈ L2loc(dr/r)
and we have by assumption∣∣ψγ,λ,κ,0(r, z)∣∣rℓz(qγ,ζo+γ)L(r)λ/2 ∈ L2loc(dr/r)∣∣ϕγ,λ,κ,0(r, z)∣∣rℓz(qγ,ζo+γ)L(r)λ/2 ∈ L2loc(dr/r)∣∣ηγ,λ+m,κ,0(r, z)∣∣rℓz(qγ,ζo+γ)L(r)(λ+m)/2−1 ∈ L2loc(dr/r) for any m > 2.
Clearly, these conditions imply (6.2.15). Moreover, we have
D
′
z,diag
(
ηγ,λ,κ,0e
′(zo)
γ,λ,κ
)
=
(z
2
r∂r + γ ⋆ z
)
(ηγ,λ,κ,0)e
′(zo)
γ,λ,κ
dt
t
=
[
ψγ,λ,κ,0 −
∑
m>2
cm(z)ηγ,λ+m,κ,0
]
e
′(zo)
γ,λ,κ
dt
t
,
and this satisfies the L2 condition as m > 2.
Consider now the case where γ = 0. Then (6.2.14) allows us to write, with a small
change of notation,
ϕ0,λ,κ,0 =
1
2
r∂r
[
ψ0,λ−2,κ,0 − zϕ0,λ−2,κ,0 −
∑
m>1
cm(z)η0,λ+m,κ,0
]
,
Denote by η0,λ,κ,0 the term between brackets. We have by assumption∣∣ψ0,λ−2,κ,0(r, z)∣∣L(r)(λ−2)/2 ∈ L2loc(dr/r)∣∣ϕ0,λ−2,κ,0(r, z)∣∣L(r)(λ−2)/2 ∈ L2loc(dr/r)∣∣η0,λ+m,κ,0(r, z)∣∣L(r)(λ+m)/2−1 ∈ L2loc(dr/r) for any m > 1.
Clearly, these conditions imply the L2 condition for η0,λ,κ,0e
′(zo)
0,λ,κ, namely∣∣η0,λ,κ,0(r, z)∣∣L(r)λ/2−1 ∈ L2loc(dr/r).
Moreover, we have
D
′
z,diag
(
η0,λ,κ,0e
′(zo)
0,λ,κ
)
=
1
2
r∂r
(
η0,λ,κ,0
)
e
′(zo)
0,λ,κ
dt
t
= ϕ0,λ,κ,0e
′(zo)
0,λ,κ
dt
t
,
which is L2 by assumption.
6.2.f. End of the proof of Theorem 6.2.5. — First, it easily follows from Lemma
6.2.13 that the natural inclusion of the complex
0 −→ KerD′′0z
D
′0
z−−−−→ L (1,0)(2) (H ) ∩KerD1z −→ 0
in the complex (6.2.12) is a quasi-isomorphism. Notice that L
(1,0)
(2) (H ) ∩ KerD1z =
L
(1,0)
(2) (H ) ∩ KerD′′1z . A section of each of the sheaves in this complex is therefore
holomorphic away from t = 0, by the usual Dolbeault-Grothendieck lemma. The L2
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condition implies that the coefficients in the bases e′(zo) or e′(zo) dt/t have moder-
ate growth at t = 0, hence are meromorphic. The complex DR(M˜ )(2) is therefore
isomorphic to the previous complex shifted by 1, the morphism being given by the
identity on the term of degree −1 and by the multiplication by z (the rescaling) on
the term of degree 0.
6.2.g. End of the proof of Theorem 6.1.1 on a Riemann surface
Strictness of f†T . — Let (T ,S ) = (M ,M , C, Id) be a polarized twistor regular
DX -module of weight 0, as in Theorem 6.1.1.
Corollary 6.2.16. — The complex f†M is strict.
Proof. — Argue as in the proof of Hodge-Simpson Theorem 2.2.4. For any zo ∈ Ω0,
f†Mzo has finite dimensional cohomology. It follows from Proposition 6.2.4(1) that
each DR(M˜zo)(2) has finite dimensional hypercohomology on X and, by Theorem
6.2.5, so does L 1+•(2) (H,Dzo). One may therefore apply Hodge Theory to the com-
plete manifold X∗ and the Laplace operator ∆zo . As this operator is essentially
independent of zo by (2.2.5), zo-harmonic sections are z-harmonic and Dz-closed for
any z. Moreover, they have finite dimension.
As f†M has OΩ0 -coherent cohomology, we may now conclude with the same argu-
ment as in the smooth case (see the part of the proof of the Hodge-Simpson Theorem
2.2.4 concerning strictness).
Remarks 6.2.17
(1) Let M be an irreducible holonomic DX -module with regular singularities. We
have DRM|X∗ = L[1], where L is an irreducible local system on X
∗, and DRM =
j∗L[1] is the intersection complex attached to the shifted local system DRMX∗ = L[1],
if j : X∗ = X r P →֒ X denotes the inclusion. In particular, DRM has cohomology
in degree −1 only. Consequently, if M 6= OX , i.e., if L 6= CX∗ , we have
H−1(X,DRM) = H0(X, j∗L) = 0,
and, by Poincare´ duality and using that the dual M∨ is also irreducible, we have
H1(X,DRM) = 0. Therefore, f†M = f
0
†M .
(2) Let now T = (M ,M , C, Id) be a polarized twistor regular DX -module of
weight 0. If we assume that T is simple and has strict support X , and if T is
not equal to the twistor D-module associated to OX , then f†T = f0†T : indeed, by
Remark 4.2.14, we know that the restriction M of M at zo = 1 is simple and not
equal to OX ; then, by the remark above, the restriction f†M at zo = 1 of f†M has
cohomology in degree 0 only; as f†M is strict, it must have cohomology in degree 0
only. Notice also that all sections of f0†M are primitive with respect to the Lefschetz
morphism associated to any C∞ metric on X .
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The twistor condition. — We can assume that T is simple and has strict support X ,
and we also assume that T is not equal to the twistor D-module associated to OX
(otherwise the result is clear). We want to prove that the twistor condition is satisfied
for f†T = f0†T . First, the harmonic sections Harm
1(X,H) with respect to any
∆zo form a lattice in H
0
(
X,DR(M˜ )(2)
)
: this is proved as in §2.2.b, replacing the
C∞ de Rham or Dolbeault complex with the L2 complex, and using Theorem 6.2.5.
Then the polarization property is proved as in §2.2.b, with the simplification that all
harmonic sections are primitive.
6.3. Proof of (6.1.1)(n,m) ⇒ (6.1.1)(n+1,m+1)
Let f : X → Y be a projective morphism between complex manifolds and let
(T ,S ) = (M ,M , C, Id) be an object of MT(r)(X, 0)p (it is easy to reduce to the
case of weight 0 by a Tate twist). Assume that it has strict support a closed irreducible
analytic set Z ⊂ X . Put n+1 = dimZ and m+1 = dim f(Z). Fix a relatively ample
line bundle on X and let c be its Chern class.
We know by Corollary 1.4.6 that the f i†M are holonomic. Let t be a holomorphic
function on an open set V ⊂ Y and put g = t ◦ f : f−1(V ) → C. We assume that
{t = 0} ∩ f(Z) has everywhere codimension one in f(Z). We will now show that the
f i†M are strictly S-decomposable along t = 0, by proving that the other conditions
for a twistor object are also satisfied.
Consider first ⊕if i†Ψg,αT for Re(α) ∈ [−1, 0[ (resp. ⊕if i†φg,0T ) with its nilpotent
endomorphism f i†N and monodromy filtration M•(f
i
†N ), and the nilpotent Lefschetz
endomorphism Lc.
Claim 6.3.1. — For any α with Reα ∈ [−1, 0[, the object
⊕
i,ℓ
[
grMℓ f
i
†Ψg,α(T ), gr
M
ℓ f
i
†Ψg,α(S ), f
i
†N ,Lc
]
is an object of MLT(r)(V,w;−1, 1)(p). Similarly,
⊕
i,ℓ
[
grMℓ f
i
†φg,0(T ), gr
M
ℓ f
i
†φg,0(S ), f
i
†N ,Lc
]
is an object of MLT(r)(V,w;−1, 1)(p).
Sketch of proof. — By the inductive assumption for α 6= 0 and using Corollary 4.2.9
if α = 0, we know that
⊕
i,ℓ
[
f i†gr
M
ℓ Ψg,α(T ), f
i
†gr
M
ℓ Ψg,α(S ), f
i
†N ,Lc
]
(resp. ...) is an object of MLT(r)(V,w;−1, 1)(p). Then we may apply Corollary
4.2.11.
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As a consequence, we get the strictness of f i†Ψg,αM for any α with Reα ∈ [−1, 0[,
hence that of f i†ψg,αM for any α 6∈ N, as this is a local property with respect to z.
Similarly, we get the strictness of f i†ψg,0M , hence that of f
i
†ψg,αM for any α ∈ N.
Applying Theorem 3.3.15, we conclude that the f i†M are regular and strictly spe-
cializable along t = 0. By Corollary 3.6.35, we have f i†Ψg,αT = Ψt,αf
i
†T for any α
with Reα ∈ [−1, 0[ and f i†φg,0T = φt,0f i†T .
Now, Condition (MLT>0) along t = 0 is satisfied for ⊕if i†T , because of the
claim. According to Remark 3.6.22, strict S-decomposability along t = 0 follows
then from Proposition 4.2.10, i.e., the analogue of Proposition 2.1.19: indeed,
as f i†N commutes with Lc, it is enough to prove the S-decomposability of the
primitive (relative to Lc) modules Pf i†M ; apply then Proposition 4.2.10 to the
objects grMψg,−1Pf
i
†(T ,S ) = gr
MPf i†ψg,−1(T ,S ) and gr
Mφg,0Pf
i
†(T ,S ) =
grMPf i†φg,0(T ,S ), which are polarized graded Lefschetz objects according to
the claim, to get that grMφg,0Pf
i
†T = ImgrCan⊕Ker grVar; use then that
can : (ψg,−1Pf
i
†M ,M•) → (φg,0Pf i†M ,M•−1) and var : (φg,0Pf i†M ,M•) →
(ψg,−1Pf
i
†M ,M•−1) are strictly compatible with the monodromy filtrations
(cf. [54, Lemma 5.1.12]) to get that φg,0Pf
i
†M = Imcan⊕Kervar, hence the
S-decomposability of f i†M and then, as in Proposition 3.5.8, that of f
i
†T .
6.4. Proof of (6.1.1)(6(n−1),0) and ((6.1.1)(1,0) with SuppT smooth) ⇒
(6.1.1)(n,0) for n > 1
We will argue as in [54, §5.3.8] by using a Lefschetz pencil. Let (T ,S ) be a
polarized regular twistor D-module of weight w on a smooth complex projective
variety and let c be the Chern class of an ample line bundle on X . Assume that T
has strict support Z, which is an irreducible closed n-dimensional algebraic subset
of X (n > 1). It is not restrictive to assume that c is very ample, so that, by
Kashiwara’s equivalence, we may further assume that X = PN and c = c1(OPN (1)).
Choose a generic pencil of hyperplanes in PN and denote by X˜ ⊂ X×P1 the blowing
up of PN along the axis A of the pencil. We have the following diagram:
(6.4.1)
A× P1 = A˜ X˜ ı˜
π
fX × P1
p
A X P1
Notice also that the restriction of π to any f−1(t) is an isomorphism onto the corres-
ponding hyperplane in X . Put c′ = c1(OP1(1)). Using Remark 1.6.8, we will assume
that T has weight w = 0 and that (T ,S ) = ((M ,M , C), (Id, Id)).
The proof will take five steps:
(1) We show that π+(T ,S ) satisfies (HSD), (REG), (MT>0) and (MTP>0) along
f−1(t), for any t ∈ P1.
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Choose the pencil generic enough so that the axis A of the pencil is noncharac-
teristic with respect to M . Then the inclusion ı˜ : X˜ →֒ X × P1 is noncharacteristic
for p+M (cf. §3.7): this is clear away from A˜; if the characteristic variety Λ of M is
contained in a union of sets T ∗ZiX×Ω0, with Zi ⊂ Z closed, algebraic and irreducible,
then, if A is noncharacteristic with respect to each Zi, so is A˜—and therefore X˜ near
any point of A˜— with respect to each Zi × P1. The characteristic variety of π+M is
contained in the union of sets T ∗
Z˜i
X˜×Ω0, where Zi is the blow-up of Zi along A∩Zi.
Moreover, for any t ∈ P1, the inclusion A × {t} →֒ X˜ is noncharacteristic for
π+M = ı˜+p+M : by the choice of A, for any Zi as above, the intersection of
T ∗A×{t}(X×P1) with T ∗Zi×P1(X×P1) is contained in the zero-section of T ∗(X×P1). As
we have T ∗A×{t}(X×P1) = (T ∗ı˜)−1T ∗A×{t}X˜, it follows that T ∗A×{t}X˜ ∩T ∗Z˜iX˜ ⊂ T
∗
X˜
X˜ .
This implies that, for any t ∈ P1, the inclusion f−1(t) →֒ X˜ is noncharacteristic
for π+M near any point (xo, t) ∈ A× {t}.
Therefore, near each point xo of the axis of the pencil, ψf−tπ
+(T ,S ) is identified
with ψg(T ,S ), where g = 0 is a local equation of the hyperplane f = t near xo: argue
as in the beginning of the proof of Lemma 3.7.4 to show that π+M is specializable
along f = t and that there exists a good V -filtration for which grV−1M˜ = i
+
f−1(t)M˜ ;
this module is equal to i+g−1(0)M = ψgM as M is assumed to be strictly nonchar-
acteristic with respect to g = 0; it follows that π+M is so with respect to f = t; a
similar argument is used to identify the sesquilinear pairings; the identification of the
sesquilinear dualities causes no problem, as they all are equal to (Id, Id).
Using the identification above near the axis, and the properties assumed for (T ,S )
on and away from the axis, we get all properties for π+(T ,S ) along any fibre f−1(t)
(regularity follows from Lemma 3.7.1). This concludes (1).
(2) As A cuts Z in codimension 2, the support of π+M is the blow-up Z˜ of Z
and the fibres of f|Z˜ all have dimension n − 1. According to Step (1) and to As-
sumption (6.1.1)(n−1,0), we can argue as in §6.3 to obtain that
(⊕if i+π+(T ,S ),Lc)
is an object of the category MLT(r)(P1, w; 1)(p) with w = 0. Denote by a• the
constant map on the space •. Then, by assumption (i.e., by the result of §6.2),(⊕j⊕i ajP1+f i+π+(T ,S ),Lc,Lc′) is a polarized bigraded Lefschetz twistor structure
of weight w = 0. It follows from Lemma 2.1.20 that(⊕k(⊕i+j=kajP1+f i+π+(T ,S )),Lc +Lc′)
is a polarized graded Lefschetz twistor structure of weight w = 0. By using the same
arguments as in [15], one shows that the Leray spectral sequence
⊕j ⊕i ajP1+f i+π+T =⇒⊕kakX˜,+π+T
degenerates at E2. Therefore, the Leray filtration Ler
•
ak
X˜,+
π+T attached to this
spectral sequence satisfies in particular the following properties:
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(a) grjLera
k
X˜,+
π+T = aj
P1+f
k−j
+ π
+T = 0 for j 6= −1, 0, 1;
(b) L k+1c : Ler
1 a−k
X˜,+
π+T → Ler1 ak+2
X˜,+
π+T (k + 1) is an isomorphism for
any k > 0 (because Ler1 = gr1Ler);
(c) KerLc′ : akX˜,+π
+T → ak+2
X˜,+
π+T (1) is contained in Ler0 ak
X˜,+
π+T for
any k (because Lc′ : gr
−1
Lera
k
X˜,+
π+T → gr1Lerak+2X˜,+π
+T (1) is an isomorphism).
We conclude from (2a) that the object
(⊕kakX˜,+π+T ,Lc+Lc′) is an extension of
graded Lefschetz twistor structures of weight w = 0 and, by Remark 2.1.18, is itself
such an object (this argument is similar to that used in [28, Th. 5.2]).
(3) We now prove that π+π
+T decomposes as a direct sum, one summand be-
ing T , and moreover that (T ,S ) is a direct summand of (π0+π
+T , π0+π
+S ). We
follow the proof given in [54, §5.3.9].
Everything has to be done along A only, as π is an isomorphism outside of A.
Let g be a local equation of a hyperplane containing A. Then π+M is strictly non-
characteristic along both components of g ◦ π = 0 and their intersections, so we
may apply Lemma 3.7.9. Arguing as in Claim 6.3.1 (this is permissible due to the
inductive assumption (6.1.1)(6(n−1),0), as the fibres of π : Z˜ → Z have dimension
6 n− 1), we conclude that (⊕iπi+π+(T ,S ),Lc′) satisfies (HSD), (REG), (MLT>0)
and (MLTP>0) (see Lemma 4.2.7) along g = 0. We may cover A by finitely many
open sets where we can apply the previous argument. After [15], the complex π+π
+T
decomposes as ⊕iπi+π+T [−i] and clearly πi+π+T is supported on A if i 6= 0. Notice
that, as L 2c′ = 0, π
0
+π
+(T ,S ) = Pπ0+π
+(T ,S ) satisfies (HSD), (REG), (MT>0)
and (MTP>0) along g = 0. We will identify (T ,S ) with a direct summand of it.
Put π0+π
+T = (M0,M0, C0). It decomposes as (M1,M1, C1) ⊕ (M2,M2, C2)
with M2 supported on A and M1 has no submodule nor quotient supported on A
(use the S-decomposability along any g = 0 as above). After lemma 3.7.5, there
is an adjunction morphism M → M0. This morphism is an isomorphism away
from A, and is injective, as M has no submodule supported on A. Its image is
thus contained in M1, and is equal to M1, as M1 has no quotient supported on A.
Therefore, M = M1. That C = C1 follows from Proposition 3.7.6, applied to any
germ of hyperplane containing A. It remains to consider the polarization: notice that
π+S = (Id, Id), and that π0+π
+S = (Id, Id), as (π0+π
+T )∗ = π0+(π
+T )∗ = π0+π
+T ;
hence the identification of the polarizations.
(4) As Lc′ vanishes on T , we conclude from Step (3) that (aX,+T ,Lc) is a direct
summand of (aX˜,+π
+T ,Lc + Lc′). From Step (2) and [15] we have a (noncanon-
ical) decomposition aX˜,+π
+T ≃ ⊕kakX˜,+π+T [−k]. Therefore, this decomposition
can be chosen to induce a decomposition aX,+T ≃ ⊕kakX,+T [−k]. In particular,
(⊕kakX,+T ,Lc) is a graded Lefschetz twistor structure of weight w = 0, being a
direct summand of the graded Lefschetz twistor structure (⊕kakX˜,+π+T ,Lc +Lc′).
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(5) It remains to show the polarization property. In order to do so, we will use
the Fact 2.1.9 in its graded Lefschetz form given by Remark 2.1.16. Denote by
P ′a0
P1,+(⊕kfk+π+T ) the L ′c -primitive part of a0P1,+(⊕kfk+π+T ), that is, the kernel of
Lc′ acting on the previous space. Then P ′0
def
=
(
P ′a0
P1,+(⊕kfk+π+T ),Lc
)
remains a
(simply) graded Lefschetz twistor structure of weight w = 0, polarized by the family
of sesquilinear dualities a0
P1,+f
k
+π
+S .
According to Remark 2.1.16, we get the desired property if we show that
(a) (⊕kakX,+T ,Lc) is a sub graded Lefschetz twistor structure of P ′0,
(b) the polarization of P ′0 induces the family (a
k
X,+S )k.
By definition, for k > 0, Pa−kX,+T is the kernel of L
k+1
c acting on a
−k
X,+T . It fol-
lows from (2b) that Pa−kX,+T ∩ Ler1 a−kX˜,+π
+T = {0}. On the other hand, a−kX,+T is
contained in Ler0 a−k
X˜,+
π+T as Lc′ vanishes on a
−k
X,+T and according to (2c). There-
fore, Pa−kX,+T is contained in gr
0
Lera
−k
X˜,+
π+T , and more precisely in the biprimitive
part KerLc′ ∩KerL k+1c ⊂ a0P1,+f−k+ π+T . This gives (5a).
As we assume that S = (Id, Id) and T = T ∗, the sesquilinear duality akX,+S is
nothing but the identification (akX,+T )
∗ = a−kX,+T deduced from (1.6.14). Similarly,
the sesquilinear duality on P ′0 is induced from the identification (a
0
P1,+f
k
+π
+T )∗ =
a0P1,+f
−k
+ π
+T . That the former identification is induced by the latter is a consequence
of Lemma 1.6.17(2) and (3).
6.5. Proof of Theorem 6.1.3
We will prove it by induction on dimX . The result is clear when dimX = 0. It is
easy if dimX = 1: by Remark 4.1.7, it is enough to verify Properties (HSD), (REG),
(MT>0) and (MTP>0) along any coordinate; as nearby cycles reduce then to ordinary
restriction, the result is clear.
Let dimX = n > 2 and let (T ,S ) be a smooth twistor structure of weight w onX .
It is enough to consider the case where w = 0 and S = (Id, Id). By the computation
of Proposition 3.8.1 and by induction on dimX , we know that Properties (HSD),
(REG), (MT>0) and (MTP>0) are satisfied along any function like x1 · · ·xp and, by
Remark 4.1.7, along any monomial (x1 · · ·xp)r.
Let t : U → C be any nonconstant holomorphic function on a connected open
set U of X . Let π : U˜ → U be a resolution of singularities of t: there exist local
coordinates near each point of U˜ so that t ◦ π is a monomial when expressed in these
coordinates. It is a projective morphism. Choose a relatively ample line bundle on U˜
and denote by c its Chern class. Assume that Properties (HSD), (REG), (MT>0)
and (MTP>0) are satisfied for the inverse image π
+T along t ◦ π = 0. Then, by
the argument of §6.3, they are satisfied for ⊕iπi+π+T along t = 0. In particular,
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π0+π
+T is strictly S-decomposable along t = 0. We denote by T ′ = (M ′,M ′, C′)
its component not supported by t = 0. Remark that, for Re(α) ∈ [−1, 0[, we have
Ψt,αT ′ = Ψt,απ0+π
+T . Remark also that Lc acts by 0 on T ′, as it acts by 0 on T
and T = T ′ away from t = 0. It follows that (T ′,S ′ = (Id, Id)) satisfies (HSD),
(REG), (MT>0) and (MTP>0) along t = 0.
The natural adjunction morphism M → π0+π+M of Lemma 3.7.5 is injective, as
M is OX -locally free, therefore it is an isomorphism onto M ′. Moreover, C′ = C+C′1,
where C′1 takes values in distributions supported on t = 0. Therefore, for Re(α) ∈
[−1, 0[, we have ψt,αC′ = ψt,αC, and (T ,S ) satisfies (HSD), (REG), (MT>0) and
(MTP>0) along t = 0.
To end the proof, we now have to consider the case where the function t is any
monomial. By a multi-cyclic covering, we may reduce this monomial to a power
(x1 · · ·xp)r and we may apply the first part of the proof to the reduced monomial.
We are therefore reduced to proving that, if π is the covering
X = Cn
π−−→ Y = Cn
(x1, x2, . . . , xn) 7−→ (xk1 = y1, x2, . . . , xk)
then, if (T ,S ) is a smooth polarized twistor structure on Y , it is a direct summand
of π0+π
+(T ,S ). Indeed, we may assume (by induction on the number of cyclic
coverings needed), that π+(T ,S ) satisfies (HSD), (REG), (MT>0) and (MTP>0)
along t ◦ π = 0. We will conclude as above that π0+π+(T ,S ) does so along t = 0,
and therefore so does (T ,S ).
Put π∗OX = OY ⊕ O˜, where O˜ denotes the sheaf of functions having trace zero
along π. Similarly, put
dx1
z
⊗ π∗OX =
(dxk1
z
⊗ OY
)
⊕ Ω˜1, Ω˜1 =
(dxk1
z
⊗ O˜
)
⊕
(dx1
z
⊗ OX ′ [x1]6k−2
)
,
where Ω˜1 is the sheaf of relative 1-forms having trace 0 along π and OX ′ [x1]6k−2
is the sheaf of polynomials of degree 6 k − 2 in x1 with coefficients depending on
x2, . . . , xn only. Notice that the relative differential d : OY ⊕ O˜ →
(dxk1
z
⊗OY
)
⊕ Ω˜1
is diagonal with respect to the direct sum decomposition.
We will compute π+ by using the diagram
X
i
C×X ̟ Y
(x1, . . . , xn) (xk1 , x1, . . . , xn) (x
k
1 , . . . , xn).
Then, π+M = OX ⊗π−1OY π−1M with its left RX -structure (given by ðx1(1⊗m) =
kxk−11 ⊗ ðy1m, cf. §1.4.b), and π+π+M is the complex
π∗OX ⊗OY M [τ ]
∇̟−−−−→ dx1
z
⊗ π∗OX ⊗OY M [τ ],
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with
∇̟(f ⊗mτ j) = df ⊗mτ j + dx
k
1
z
⊗ [f ⊗ (ðy1mτ j −mτ j+1)].
As ∇̟ is compatible with the direct sum decomposition corresponding to the trace,
we have a decomposition of RY -modules
π0+π
+M = M ⊕ ˜π0+π+M .
We will now show that this decomposition is orthogonal with respect to C′
def
=
π0+π
+C. It is enough to show that, for compactly supported (n, n) forms ϕ(y1, x
′) =
χ(y1, x
′)dy1 ∧ dy1 ∧
∏n
j=2 dxj ∧ dxj ,
(6.5.1)
〈
̟+(i+C
′)0
(dxk1
z
⊗ (1⊗m), dx
k
1
z
⊗ (f ⊗ µ)
)
, ϕ(y1, x
′)
〉
= 0
if f ∈ O˜ and, for 0 6 ℓ 6 k − 2,
(6.5.2)
〈
̟+(i+C
′)0
(dxk1
z
⊗ (1 ⊗m), dx1
z
⊗ (xℓ1g(x′)⊗ µ)
)
, ϕ(y1, x
′)
〉
= 0.
The left-hand term of (6.5.1) is, up to constants,
C(m,µ)
∫
χ(y1, x
′)f(x1, x
′)
dxk1 ∧ dxk1 ∧ dy1 ∧ dy1 ∧
∏n
j=2 dxj ∧ dxj
d(y1 − xk1) ∧ d(y1 − xk)
= C(m,µ)
∫
χ(y1, x
′)f(x1, x
′)dxk1 ∧ dxk1 ∧
n∏
j=2
dxj ∧ dxj = 0
as trπ f = 0. The argument for (6.5.2) is similar.
CHAPTER 7
INTEGRABILITY
This chapter is concerned with the notion of integrability of a twistor D-module,
a notion which is directly inspired from [30], where it is called a CV-structure(1).
We define the notion of integrability of a RX -module. We analyze the behaviour of
such a notion with respect to various functors, like direct image by a proper morphism,
inverse image, specialization. This notion is then extended to the category R- Triples,
i.e., we define the notion of integrability of a sesquilinear pairing between integrable
RX -modules. We also analyze its behaviour with respect to the previous functors
extended to the category R- Triples. Last, we extend Theorems 6.1.1 and 6.1.3 to the
corresponding categories of integrable objects.
It may seem a priori that this notion is useless when the underlying manifold is
projective or affine: a variation of smooth polarizable twistor structures on a com-
pact Ka¨hler manifold (i.e., a flat holomorphic vector bundle with a harmonic metric)
is integrable if and only if it underlies a variation of polarized Hodge structures.
I also conjecture that the same result holds for a flat holomorphic vector bundle on
a punctured compact Riemann surface with a tame harmonic metric. In any case,
a consequence of this integrability property is that, in the tame or regular case, the
eigenvalues of local monodromies have absolute value equal to one.
Nevertheless, this integrability property seems to be the right generalization of the
notion of a variation of polarized Hodge structure when irregular singularities occur.
7.1. Integrable RX -modules and integrable triples
7.1.a. Integrable RX -modules. — Let M be a OX -module equipped with a
flat relative connection ∇X /Ω0 as above. We say that M is integrable if ∇X /Ω0
comes from a (absolute) flat meromorphic connection ∇ having Poincare´ rank one
along z = 0, i.e., such that z∇ has coefficients in the sheaf of logarithmic 1-forms
(1)“CV” is for Cecotti-Vafa.
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Ω1X 〈log{z = 0}〉, i.e., has holomorphic coefficients when expressed in any local basis
dx1, . . . , dxn, dz/z.
In the following, we denote by ∂z the operator z
2∂z, using here the notion of
geometric conjugation of §1.5.a. This should not be confused with the corresponding
operator using the usual conjugation on z. The latter will not be used in this chapter.
We consider the sheaf of rings RX 〈∂z〉 generated by RX and ∂z, with the following
commutation relations:
[∂z, ðxi ] = zðxi, [∂z, f(z, x)] = z
2∂f
∂z
(z, x).
Let M be a RX -module. We say that M in integrable if the RX -structure extends
to a RX 〈∂z〉-structure; in other words, if M is equipped with a OX -linear operator
∂z : M → M , which satisfies the previous commutation relations with the action of
RX . The integrable RX -modules are the OX -modules equipped with an absolute
flat connection having Poincare´ rank one along z = 0.
Notice that, if M admits a ∂z-action, it admits a family of such actions paramet-
rized by C: for λ ∈ C and m ∈ M , put ∂z•λm = (∂z − λz)m.
Examples 7.1.1
(1) Let M be a locally free OX -module equipped with a flat meromorphic con-
nection ∇ having pole along the divisor z = 0 at most, and having Poincare´ rank
one there (i.e., z∇ has logarithmic poles along z = 0). Then M is a coherent holo-
nomic RX -module (with characteristic variety equal to the zero section in the relative
cotangent bundle (T ∗X)× Ω0). Moreover, it is integrable by definition.
Examples of such objects are constructed in [23] by partial Fourier transform of
regular holonomic modules on X × A1, equipped with a lattice (i.e., a O-coherent
submodule) when a noncharacteristic assumption is satisfied.
(2) Let M be a coherent DX -module equipped with a good filtration F•M . Con-
sider the Rees module RFM
def
= ⊕kFkzk on the Rees ring RFDX . After tensoring over
OX [z] by OX , on gets a coherent RX -module M , with CharM×Ω0 as characteristic
variety. As F•M is increasing, there is a natural action of z∂z on RFM , hence an
action of ∂z. Therefore, M is an integrable coherent RX -module.
7.1.b. Integrability of a sesquilinear pairing. — A sesquilinear pairing between
two RX -modules M ′,M ′′ is a R(XX),S-linear morphism
C : M ′|S ⊗OS M ′′|S −→ DbXR×S/S .
Let M be an integrable RX -module. On M|S, we can consider the action of z∂z,
defined as the action of (1/z) · ∂z.
Define the action of z∂z on C∞X×S using polar coordinates, namely, if z = |z| eiθ,
z∂zϕ(x, θ) = − i2∂ϕ/∂θ. We therefore have a natural action of z∂z on the sheaf of
distributions DbXR×S.
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Let M ′,M ′′ be integrable RX -modules and let C : M ′|S ⊗OS M ′′|S → DbXR×S/S
be a sesquilinear pairing. We say that the sesquilinear pairing is integrable if the
following equation is satisfied in DbXR×S (recall that DbXR×S/S is naturally included
in DbXR×S):
(7.1.2) z∂zC(m
′,m′′) = C(z∂zm
′,m′′)− C(m′, z∂zm′′)
for any local sections m′,m′′ of M ′|S,M
′′
|S. Although the right-hand term is in
DbXR×S/S, the left-hand term has a priori a meaning in DbXR×S only; the integ-
rability condition implies that it belongs to DbXR×S/S.
7.1.c. The category R int-Triples(X). — We say that an objectT = (M ′,M ′′, C)
of R- Triples(X) is integrable if M ′,M ′′ are integrable, i.e., equipped with a ∂z-
action, and C is integrable, i.e., compatible with it, i.e., satisfying (7.1.2). There is
a family, parametrized by C, of ∂z-actions on T : for any λ ∈ C, consider the action
by ∂z − λz on M ′ and the action of ∂z − λz on M ′′. We say that such actions are
equivalent.
Let T1,T2 be two integrable triples, each one equipped with an equivalence class
of ∂z-actions. We say that a morphism ϕ : T1 → T2 is integrable if it commutes with
some representatives of the ∂z-actions. Then, for any representative of the ∂z-action
on T1, there is a unique representative of the ∂z-action on T2 such that ϕ commutes
with both.
Given two objects T1,T2 in R- Triples(X), denote by Hom(T1,T2) the set of
morphisms in R- Triples(X) between these two objects. If T1,T2 are objects of
R int-Triples(X), denote by Homint(T1,T2) ⊂ Hom(T1,T2) the set of integrable
morphisms between them. The category R int-Triples(X) is abelian.
The adjunction functor is an equivalence in R int-Triples(X). There is a notion
of sesquilinear duality, which has to be a morphism in R int-Triples(X) between T
and T ∗.
Notice that the Tate twist is compatible with integrability: if (7.1.2) is satisfied
by C, it is satisfied by (iz)−2kC for k ∈ 12Z if we change the choice of the ∂z-action
on M ′ and M ′′, and replace it with the action of ∂z − kz and ∂z + kz respectively.
Example 7.1.3. — Let T be integrable. Then its adjoint T ∗ is also integrable. Let
w ∈ Z and let S be a sesquilinear duality of weight w on T , i.e., a morphism
T → T ∗(−w) in R- Triples(X). We say that S is integrable if S is a morphism in
Homint(T ,T ∗(−w)).
Let T be integrable and equipped with a sesquilinear duality S of weight w.
There is a family, parametrized by R, of ∂z-actions for which (T ,S ) satisfies the
same properties: for any λ ∈ R, consider the action by ∂z −λz on M ′ and the action
of ∂z − λz on M ′′
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7.1.d. Integrability and direct images. — Let f : X → Y be a holomorphic
map. The direct image functor for RX -modules is defined in 1.4.a, mimicking the
corresponding functor for DX -modules. The direct image for objects in R- Triples(X)
is defined in §1.6.d of loc. cit. Integrability is well-behaved with respect to the direct
image functor of (right) RX -modules or triples:
Proposition 7.1.4. — Let M be a right RX -module which is (right) integrable. Then
each right RY -module R
jf†M is right integrable. If (M
′,M ′′, C) is an object of
R int-Triples(X), then H jf†(M ′,M ′′, C) is an object of R int-Triples(Y ) for any
j ∈ Z.
Notice that ωX is an integrable right RX -module, and that the usual right→left
transformations for RX -modules also transforms right integrability into left integ-
rability.
Proof. — Remark first that RX is an integrable left RX -module. The left action of
∂z is locally defined by
∂z
(∑
α aα(x, z)ð
α
x
)
=
∑
α
(
z2∂a/∂z + z |α| a)ðαx .
On the other hand, the sheaf ΘX (vector fields relative to the projection X → Ω0
which vanish along z = 0) is equipped with a left action of ∂z: simply put, in some
local coordinate system (x1, . . . , xn) on X , ∂z(ðxi) = zðxi . Similarly, the exterior
product is equipped with such an action, such that
∂z(ðxi1 ∧ · · · ∧ ðxik ) = kzðxi1 ∧ · · · ∧ ðxik .
It follows that each term of the Spencer complex (Sp
•
X (OX ), δ) is a left RX 〈∂z〉-
module. One checks that the differential δ commutes with the RX 〈∂z〉-action.
If M is a right RX 〈∂z〉-module and N is a left RX 〈∂z〉-module, then M ⊗OX N
is a right RX 〈∂z〉-module. Similarly, M ⊗RX N remains equipped with a right
action of ∂z defined by
(m⊗ n) · ∂z = m∂z ⊗ n−m⊗ ∂zn.
Let f : X → Y be a holomorphic map. The relative Spencer complex Sp•X→Y (OX )
is a complex of left RX 〈∂z〉-modules and right f−1RY -modules.
If M is a right RX 〈∂z〉-module, then M ⊗RX Sp•X→Y (OX ) remains equipped
with a right f−1RY -module structure and a right action of ∂z. It is in fact a complex
of right RY 〈∂z〉-modules.
These properties remain true after taking a Godement resolution. Therefore, the
action of ∂z is compatible with the construction of direct images given in §1.4.a, hence
the first part of the proposition.
The integrability of the various f j†C : H
−jf†M ′ ⊗OS H jf†M ′′ → DbYR×S/S is
then easy to get.
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Remark 7.1.5 (Integrability of the Lefschetz morphism). — Let us consider the situ-
ation of §1.6.e. We have a Lefschetz morphism Lc : f j†T → f j+2† T (1). By the
previous proposition we know that, if T is integrable, f j†T and f
j+2
† T are so. We
claim that Lc ∈ Homint(f j†T , f j+2† T (1)): in the case of a projection, for instance,
Lc : (−Lω, Lω), where Lω is z−1ω∧ and ω is a closed real (1, 1) form on X with
class c; use that z−1(∂z − z) = ∂zz−1.
7.2. Integrable smooth twistor structures
7.2.a. Preliminary remark. — Assume that X = pt and that (M ′,M ′′, C)
defines a twistor structure of weight 0, that is, M ′,M ′′ are locally free OΩ0 -modules
of finite rank and C takes values in OS (cf. §2.1.b). Saying that M ′,M ′′ are integ-
rable means that they are equipped with a connection having a pole of order 6 2 at
0, and no other pole, or equivalently, that they are equipped with a ∂z-action. Then,
saying that C is integrable means that (7.1.2) is satisfied when C is viewed as taking
values in C∞
S
, via the restriction OS → C∞S .
The matrix of C in local bases of M ′,M ′′ which are horizontal with respect to
∂z is therefore constant when restricted to S. As it is assumed to be holomorphic
in some neighbourhood of S, it is constant, and C satisfies (7.1.2) in OS. In other
words, if we view C as a gluing between the dual bundle M ′∨ and the conjugate
bundle M ′′ on some neighbourhood of S, C is integrable if and only if the previous
isomorphism is compatible with the connections. Conversely, such a property clearly
implies integrability of C.
We say that (M ′,M ′′, C) is an integrable twistor structure of weight 0 if it is a
twistor structure of weight 0, if M ′,M ′′ are integrable, and C is integrable.
We say that (M ′,M ′′, C) is an integrable twistor structure of weight w if it is
obtained by a Tate twist (−w/2) from one with weight 0 (cf. §1.6.a for the definition
of the Tate twist in this context).
Example. — Let us show that a complex Hodge structure defines an integrable twis-
tor structure. We take notation of §2.1.d, and we assume for simplicity that w = 0.
We define the ∂z-action on C[z, z−1] ⊗C H as the one induced by the natural one
on C[z, z−1]. Let us show for instance that H ′′ is stable under this action. For
mq ∈ F ′′q, we have ∂zmqz−q = −qmqz−q+1 and we have to show that mq ∈ F ′′q−1,
which follows from the fact that F ′′• is decreasing. The other compatibilities with
the ∂z-action are verified similarly.
7.2.b. Characterization of integrable twistor structures. — We assume that
X = pt. Recall (cf. §2.1.b) that a twistor structure (H ′,H ′′, C) of weight 0 defines a
vector bundle H˜ on P1 which is isomorphic to the trivial bundle, obtained by gluing
H ′∨ with H ′′ using C in some neighbourhood of S. There is an equivalence between
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the category of twistor structures of weight 0 and the category of finite dimensional
C-vector spaces; one functor is
(H ′,H ′′, C) 7−→ H˜ 7−→ H def= Γ(P1, H˜ ),
and the quasi-inverse functor is
H 7−→ H˜ def= H ⊗C OP1 7−→ (H˜ ∨|Ω0 , H˜|Ω∞ , C),
where C comes from the identity Id : H˜|S → H˜|S.
Lemma 7.2.1. — The twistor structure (H ′,H ′′, C) of weight 0 is integrable if and
only if the corresponding bundle H˜ is equipped with a meromorphic connection ∇˜
having a pole of Poincare´ rank at most one at 0 and at infinity, and no other pole.
Proof. — Indeed, if (H ′,H ′′, C) is integrable, the bundles H ′ and H ′′ are equipped
with a meromorphic connection having a pole of Poincare´ rank at most one at 0 and
no other pole. Therefore so has H ′∨. Similarly, H ′′ has a connection with a pole of
Poincare´ rank at most one at infinity. Integrability means that, via the gluing, both
connections coincide on some neighbourhood of S. The converse is also clear.
Let (H ′,H ′′, C) be an integrable twistor structure of weight 0. By the corres-
pondence above, we have H ′ = H ⊗C OΩ0 . Integrability means that there exist
endomorphisms U0, Q, U∞ of H such that, for any element m of H , we have
∂zm = (U0 − zQ− z2U∞)m ∈ H ′.
In H ′′ = H∨ ⊗C OΩ0 we have, for any µ ∈ H∨,
∂zµ = (
tU∞ − z tQ− z2 tU0)µ ∈ H ′′.
The category of integrable twistor structures of weight 0 is therefore equivalent to
the category of tuples (H,U0, Q, U∞) and the morphisms are the homomorphisms of
vector spaces which are compatible with (U0, Q, U∞).
Assume that (H ′,H ′′, C) is equipped with a Hermitian duality S . We will sup-
pose that H ′ = H ′′ and S = (Id, Id). This defines a Hermitian pairing h : H⊗H →
C. The compatibility of S with the ∂z-action means that Q is self-adjoint with re-
spect to h and U∞ is the h-adjoint of U0.
If S is a polarization, i.e., if h is positive definite, the eigenvalues of Q are real,
and Q is semisimple. We decompose H as
H = ⊕
α∈[0,1[
⊕
p∈Z
Hα+p
with respect to the eigenvalues α+ p of Q. If we put Hp,−p = ⊕α∈[0,1[Hα+p, we get
a polarized complex Hodge structure of weight 0 on H .
Remark 7.2.2. — According to Example 7.1.3, if we change Q in Q+λ Id with λ ∈ R,
we get an equivalent ∂z-action on ((M ′,M ′′, C),S ).
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7.2.c. Characterization of integrable smooth polarizable twistor structures
Let (H,DV , h) be a harmonic flat bundle, with a positive Hermitian metric h and a
flat connection DV = DE+θE , where θE is the Higgs field. It corresponds to a smooth
polarized twistor structure (H ′,H ′, C) of weight 0 with polarization S = (Id, Id) by
the following rule: consider the C∞,anX -module H = C
∞,an
X ⊗π−1C∞X π−1H , equipped
with the d′′ operator
(7.2.3) D′′H = D
′′
E + zθ
′′
E.
This defines a holomorphic subbundle H ′ = KerD′′H . Moreover, it has the natural
structure of RX -module, using the flat connection
(7.2.4) D′H = D
′
E + z
−1θ′E .
The integrability property means that the connection on H ′ comes from an integ-
rable absolute connection, that we denote with the same letter, which has a pole of
Poincare´ rank at most one along X × {0}. The connection thus takes the form
D′H = D
′
E + d
′
z + z
−1θ′E +
(U0
z2
− Q
z
− U∞
)
dz
D′′H = D
′′
E + d
′′
z + zθ
′′
E,
where U0, U∞, Q are endomorphisms of the C
∞ bundleH and dz means the differential
with respect to z only. The compatibility with the polarization means that U∞
is the h-adjoint of U0 and Q is self-adjoint. Knowing that the relative connection
DE+z
−1θ′E+zθ
′′
E is integrable, the integrability condition is equivalent to the following
supplementary conditions:
(7.2.5)

[θ′E , U0] = 0,
D′′E(U0) = 0,
D′E(U0)− [θ′E , Q] + θ′E = 0,
D′E(Q) + [θ
′
E , U∞] = 0,
as the other conditions are obtained by adjunction. In particular, U0 is an endomorph-
ism of the holomorphic bundle E, which commutes with the holomorphic Higgs field
θ′E .
Corollary 7.2.6. — Let (H,DV , h) be a harmonic flat bundle. Then it is integrable if
and only if there exist endomorphisms U0, Q of H, Q being self-adjoint with respect
to h, satisfying Equations (7.2.5), where U∞ denotes the h-adjoint of U0.
Remarks 7.2.7
(1) Equations (7.2.5) are the equations defining a CV-structure in [30], if one
forgets the real structure, i.e., if one forgets Equations (2.50-52) and (2.59) in loc. cit.
(2) For an integrable smooth twistor structure, the various local systems
Ker(DE + z
−1
o θ
′
E + zoθ
′′
E) ⊂ H , for zo ∈ C∗, are all isomorphic to L def= KerDV .
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(3) It is a consequence of the equations for a flat harmonic bundle that the Higgs
field θE satisfies
DV (θ
′
E − θ′′E) = 0,
and therefore defines a class in H1(X,End(L )). Notice now that Equations (7.2.5)
imply in particular that, putting A = −(U0 −Q− U∞), we have
θ′E − θ′′E = DV (A).
i.e., the class of θ′E − θ′′E in H1(X,End(L )) is zero. Moreover, Q is the self-adjoint
part of A and −U0 + U∞ is its skew-adjoint part.
(4) For instance, if the polarized smooth twistor structure is associated to a vari-
ation of polarized complex Hodge structures of weight 0, we have U0 = 0 = U∞, and
Q is the endomorphism equal to p Id on Hp,−p.
Corollary 7.2.8 (Rigidity on a compact Ka¨hler manifold). — Let (H,DV , h) be an in-
tegrable flat harmonic bundle on a compact Ka¨hler manifold X. Then the corres-
ponding U0 is constant, and Q defines a grading, so that (H,DV , h) corresponds to a
variation of polarized complex Hodge structures of weight 0.
Proof. — We know that U0 is an endomorphism of the holomorphic Higgs bundle
(E, θ′E). By the equivalence of [61, Cor. 1.3], it corresponds to an endomorphism
of the flat bundle KerDV . This bundle is semi-simple, hence can be written as
⊕j(Vj , DVj )pj , with pj ∈ N, where each (Vj , DVj ) is simple and (Vj , DVj ) 6≃ (Vk, DVk)
for j 6= k. Then, any morphism (Vj , DVj )→ (Vk, DVk) is zero for j 6= k and equal to
cst · Id for j = k. By the correspondence quoted above, the same property holds for
U0 on the stable summands of the polystable Higgs bundle (E, θ
′
E). In particular, U0
is constant, and so is U∞.
Equations (7.2.5) reduce then to
DE(Q) = 0, and [θ
′
E , Q] = θ
′
E .
The eigenvalues of Q are thus constant and the eigenspace decomposition of Q is
stable by DE . Let Hα+p be the eigenspace corresponding to the eigenvalue α+p of Q,
α ∈ [0, 1[, p ∈ Z. Then θ′E(Hα+p) ⊂ Hα+p−1 ⊗Ω1X . If we put Hp,−p = ⊕α∈[0,1[Hα+p,
we get a variation of polarized complex Hodge structures of weight 0.
Conjecture 7.2.9. — Let X be a compact Riemann surface, let P ⊂ X be a finite
set of points, and let (V,∇V ) be a semisimple holomorphic flat bundle on X r P .
Denote by (H,DV , h) the tame harmonic flat bundle associated with it as in [60, 4].
Then, if (H,DV , h) is integrable, the endomorphism U0 is compatible with the parabolic
filtration defined by h near each puncture.
With the same argument as in Proposition 7.2.8 we get:
7.3. INTEGRABILITY AND SPECIALIZATION 185
Corollary 7.2.10 (Rigidity on a punctured Riemann surface). — If Conjecture 7.2.9 is
true, the corresponding integrable tame harmonic flat bundle corresponds to a vari-
ation of polarized complex Hodge structures of weight 0 on X r P .
7.3. Integrability and specialization
Let X ′ be a complex manifold, let X be an open set in C × X ′, and let t be the
coordinate on C. Put X0 = t−1(0) ∩X . We use definitions of §3.3.
7.3.a. Specialization of integrable RX -modules
Proposition 7.3.1. — Let M be a RX -module which is strictly specializable along X0.
Assume that M is integrable. Then, for any a ∈ R and any zo ∈ Ω0, we have
∂zV
(zo)
a M ⊂ V (zo)a M and, for any α ∈ C such that ℓzo(α) = a, we have ∂zψt,αM ⊂
∂zψt,αM , where ∂z is viewed as acting on gr
V (zo)
a M ; in other words, each ψt,αM is
an integrable RX0-module.
Proof. — We will need the following lemma:
Lemma 7.3.2. — A local section m of M near (x, zo) is in V (zo)a M iff is satisfies a
relation
Ba(−ðtt)m = n
where n is a local section of V
(zo)
a M and Ba(s) =
∏
γ(s− γ ⋆ z)νγ , the product being
taken on a finite set of γ such that ℓzo(γ) 6 a.
Proof. — The “only if” part is clear. Assume that m is a local section V
(zo)
b M for
some b > a satisfying such a relation with the polynomial Ba(s). Then the class of m
in grV
(zo)
b M is killed by Ba(−ðtt) and Bb(−ðtt), where Bb(s) =
∏
β(s− β ⋆ z)νβ , the
product being taken on a finite set β such that ℓzo(β) = b. Therefore, the class of
m is killed by a nonzero polynomial in z, and by strictness, the class of m is zero in
grV
(zo)
b M .
Let m be a local section of V
(zo)
a M , and let bm(s) be the minimal polynomial such
that bm(−ðtt)m = tPm where P is a section of V0RX . We know that bm is a product
of terms s− γ ⋆ z with ℓzo(γ) 6 a.
The following lemma is easy to prove:
Lemma 7.3.3. — Let k ∈ Z and let P be a local section of VkRX . Then [∂z , P ] is a
local section of VkRX (and does not depend on ∂z).
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We then have
bm(−ðtt)∂zm = ∂zbm(−ðtt)m+Qm Q ∈ V0RX
= ∂ztPm+Qm
= tP∂zm+Rm R ∈ V0RX
Therefore, there exists k > 0 such that, if we put Bk(s) =
∏k
ℓ=0 bm(s− ℓz), we have
Bk(−ðtt)∂zm ∈ V (zo)a M . Apply then Lemma 7.3.2 to get that ∂zm is a local section
of V
(zo)
a M . This gives the first part of Proposition 7.3.1.
Denote by ∂z the induced operator on gr
V (zo)
a M . We now want to show that, for
any α ∈ C with ℓzo(α) = a, ∪nKer
[
(ðtt+ α ⋆ z)n : grV
(zo)
a M → grV
(zo)
a M
]
is stable
by ∂z. The point is that ∂z does not commute with ðtt+α⋆z, but [∂z, (ðtt+α⋆z)n] is
a polynomial in ðtt+α ⋆ z with polynomial coefficients in z, and therefore commutes
with ðtt+ α ⋆ z. Let m be a local section of grV
(zo)
a M killed by (ðtt+ α ⋆ z)
n. Then
(ðtt+ α ⋆ z)
n∂zm = −[∂z , (ðtt+ α ⋆ z)n]m =
∑
j
pj(z)(ðtt+ α ⋆ z)
jm
and certainly (ðtt+ α ⋆ z)2n∂zm = 0.
Corollary 7.3.4. — Let M˜ be a strictly specializable RX [t−1]-module (as defined in
§ 3.4) which is integrable. Then the minimal extension M of M˜ across X0 is integ-
rable.
Proof. — By definition, we have V
(zo)
<0 M˜ = V
(zo)
<0 M , therefore this is stable by the
∂z-action, according to the proposition. One shows similarly that all V
(zo)
a M , defined
in loc. cit., are stable under the ∂z-action.
Remark 7.3.5 (S-decomposability). — Assume that M is strictly specializable along
X0 and integrable. Then the morphism var of Remark 3.3.6(6) commutes with the
∂z-action, but the morphism can does not. However, Im can is stable by the ∂z-
action, because ∂zðt = ðt(∂z + z). Similarly, if M is strictly decomposable along
X0, its strict components are integrable, as can be seen from the proof of Proposition
3.3.11(e). As a consequence, if M is integrable and strictly S-decomposable, its strict
components are integrable.
Remark 7.3.6 (Local unitarity). — When working with twistor D-modules, we are led
to consider the graded modules grMℓ ψt,αM with respect to the monodromy filtration
M•(N) of the nilpotent endomorphism N = −(ðtt + α ⋆ z). A priori, ∂z is not
compatible with the monodromy filtration, therefore we would need a new assumption
to insure that this compatibility is satisfied. However, we will see below that when
dimX = 1 and if all grMℓ ψt,αM are strict, this compatibility is automatically satisfied,
as a consequence of the fact that the complex numbers α to be considered in the
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various Bernstein polynomials are real. We will see in §7.4.b that this property
extends to integrable twistor D-modules. We call it local unitarity.
When a strictly specializable RX -module is locally unitary, the various V (zo)-
filtrations glue together when zo varies in Ω0 and we forget the exponent zo. Moreover,
if α = a is real, we then have grVαM = ψt,αM . Last, we have ℓzo(α) = α and
α ⋆ z = zα.
Lemma 7.3.7. — Assume that X is a disc with coordinate t. If M is an integrable
strictly specializable RX -module such that each grMℓ ψt,αM is strict, it is locally unit-
ary.
Proof. — Fix α ∈ C. As each grMℓ ψt,αM is OΩ0 -free, there exists a basis e of ψt,αM
for which the matrix Y of N has the Jordan normal form, in particular is constant
and nilpotent. Denote by A(z) the matrix of ∂z in this basis. Then
∂ze = e · A(z), −ðtte = e ·
[
(α ⋆ z) Id+Y
]
.
Therefore,
−∂zðtte = e · [(α ⋆ z)A(z) +A(z)Y + z2∂(α ⋆ z)/∂z Id],
−ðtt(∂z + z)e = e · [(α ⋆ z) Id+Y][A(z) + z Id].
As the operators ∂z and ðtt satisfy the commutation relation ∂zðtt = ðtt(∂z + z), we
must have
z[z∂(α ⋆ z)/∂z − α ⋆ z] Id = [Y, A(z)] + zY,
thus, taking the trace, we get that α must be such that, for any z ∈ C, z∂(α⋆z)/∂z =
α ⋆ z. But z∂(α ⋆ z)/∂z = α ⋆ z + iα′′(z2 − 1)/2. Therefore, if ψt,αM 6= 0, α must be
such that α′′ = 0, i.e., α must be real.
Let us now go back to dimX > 1.
Lemma 7.3.8. — If M is strictly specializable along t = 0 and locally unitary, then,
if M is integrable, so is each grMℓ ψt,αM .
Proof. — We now have ∂zN = N(∂z + z), hence the kernel filtration KerN
k and the
image filtration ImNk of N are stable by ∂z. As the monodromy filtration M•(N)
is obtained by convolution of these two filtrations (cf. [65, Remark (2.3)]) it is also
stable by ∂z.
7.3.b. Specialization of sesquilinear pairings. — The definition of specializa-
tion of a sesquilinear pairing involves the residue of a distribution depending mero-
morphically on a complex variable s along a set having equation s = α ⋆ z/z, for
a fixed complex number α and for z varying in S. In general, the compatibility of
taking the residue along such a set and the action of ∂z is not clear. However, as soon
as we assume local unitarity, i.e., α ∈ R, then α ⋆ z/z = α does not depend on z and
the compatibility is clearly satisfied. We therefore obtain:
188 CHAPTER 7. INTEGRABILITY
Proposition 7.3.9. — Let T be an object of R int-Triples(X). Assume that the com-
ponents M ′,M ′′ are strictly specializable and locally unitary along t = 0. Then ψt,αT
is integrable for any α ∈ R. Moreover, the morphism N : ψt,αT → ψt,αT (−1) is
integrable.
Proof. — It remains to explain the integrability of N defined by (3.6.2). We have
N = (N′,N′′) with N′′ = iz(∂tt + α) = −N′. Then we argue as in Remark 7.1.5,
using that z(∂z + z) = ∂zz.
7.4. Integrable polarizable regular twistor D-modules
7.4.a. A preliminary lemma on twistor D-modules. — Let (M ′,M ′′, C) be
an object in MT6d(X,w). Put M = M ′ or M ′′. Let f be holomorphic functions
on some open set U of X . Then M is strictly specializable along f = 0 and, for any
α ∈ C, ψf,αM is equipped with a nilpotent endomorphism N. Denote by M•(N) the
corresponding monodromy filtration. Then each Mℓψf,αM is strict and, by definition
of MT, each grMℓ ψf,αM is also strict.
Let g be another holomorphic function. By definition, each grMℓ ψf,αM is strictly
specializable along g = 0. By induction on ℓ, this implies that each Mℓψf,αM is so,
and, for any β ∈ C, we have exact sequences
0 −→ ψg,βMℓ−1ψf,αM −→ ψg,βMℓψf,αM −→ ψg,βgrMℓ ψf,αM −→ 0.
Denote by M•(ψg,βN) the monodromy filtration of the nilpotent endomorphism on
ψg,βψf,αM . Then, according to the previous exact sequence and to the uniqueness
of the monodromy filtration, we have
M•(ψg,βN) = ψg,βM•ψf,αM .
In particular, each grMℓ ψg,βψf,αM is strict, being equal to ψg,βgr
M
ℓ ψf,αM .
Let now f1, . . . , fp be holomorphic functions and let α1, . . . , αp be complex num-
bers. Under the same assumption on M we obtain similarly:
Lemma 7.4.1. — For any ℓ ∈ Z and for any j = 1, . . . , p, ψfj ,αj · · ·ψf1,α1grMℓ ψf,αM
is strict and strictly specializable, and we have
grMℓ ψfj ,αj · · ·ψf1,α1ψf,αM = ψfj ,αj · · ·ψf1,α1grMℓ ψf,αM .
7.4.b. Integrable twistor D-modules
Proposition 7.4.2. — Let (M ′,M ′′, C) be an object in MT6d(X,w). Assume that it
is integrable, i.e., is also an object of R int-Triples(X). Then M ′ and M ′′ are locally
unitary.
Proof. — Let f be a holomorphic function defined in some open set U ⊂ X . Assume
that there exists α ∈ C r R such that ψf,αM 6= 0 for M = M ′ or M = M ′′.
Let ℓ ∈ Z. By assumption, grMℓ ψf,αM is strictly S-decomposable. For any strict
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component Z of its support, let (grMℓ ψf,αM )Z be the corresponding direct summand.
It is enough to show that each (grMℓ ψf,αM )Z is zero, and also that its restriction
to dense open set of Z is zero. We can assume that the characteristic variety of
(grMℓ ψf,αM )Z is equal to T
∗
ZX × Ω0 near a general point xo of Z. Therefore, near
such a point, by Kashiwara’s equivalence Cor. 3.3.12 and Prop. 1.2.8, (grMℓ ψf,αM )Z
is the direct image by the inclusion Z →֒ X of a locally free OZ -module.
Let f1, · · · , fp be holomorphic functions near xo inducing a local coordinate system
on Z. By induction on p, using Lemma 7.4.1 and Proposition 7.3.1, one shows that
the RX -module N
def
= ψfp,αp · · ·ψf1,α1ψf,αM (with M = M ′ or M ′′) is integrable.
By Lemma 7.4.1, for any ℓ ∈ Z, grMℓ N is strict and is supported on xo. By Kashi-
wara’s equivalence Cor. 3.3.12, we can apply the same argument as in Lemma 7.3.7
to conclude that grMℓ N = 0 for any ℓ, as we assume α 6∈ R. Therefore, applying once
more Lemma 7.4.1, we obtain that ψfp,αp · · ·ψf1,α1(grMℓ ψf,αM )Z = 0. Near xo, ψfj is
nothing but the usual restriction to fj = 0, therefore the restriction of (gr
M
ℓ ψf,αM )Z
at xo is zero. But (gr
M
ℓ ψf,αM )Z is (the direct image of) a locally free OZ -module,
hence, by Nakayama, (grMℓ ψf,αM )Z = 0 near xo, a contradiction.
From Lemma 7.3.8 and Proposition 7.3.9 we get:
Corollary 7.4.3. — Let (M ′,M ′′, C) be an object of MT6d(X,w) and let f be a holo-
morphic function on some open set U of X. Then, for any α ∈ [−1, 0[ and any ℓ ∈ Z,
the object grMℓ ψf,α(M
′,M ′′, C) of MT6d(U,w + ℓ) is integrable.
Notice that, according to Proposition 7.4.2, we do not have to consider ψf,α for
α ∈ Cr R, and that the two functors ψ and Ψ (cf. Definition 3.4.3) coincide.
We define the category of integrable twistor D-modules MTint6d(X,w) as the
subcategory of MT6d(X,w) having integrable objects and integrable morphisms. By
the previous corollary, it is stable by taking grMℓ Ψf,α. It shares many properties of
MT6d(X,w) (cf. §4.1): it is abelian, it is local, it satisfies Kashiwara’s equivalence,
it is stable by direct summand in R int-Triples(X). However, it is a priori not stable
by direct summand in R- Triples(X) or in MT6d(X,w).
The subcategory MT
(r)
int(X,w) of regular objects is defined similarly. Last, the
category MLT
(r)
int(X,w) of graded Lefschetz objects is defined as in §4.1.f.
7.4.c. Integrable polarizable regular twistor D-modules. — Let T be an
integrable twistor D-module of weight w as defined above. We say that a polarization
of T is integrable if it is an integrable morphism T → T ∗(−w).
It is now clear that the two main theorems of Chapter 6 have the following integ-
rable counterpart:
Theorem 7.4.4. — Let f : X → Y be a projective morphism between complex analytic
manifolds and let (T ,S ) be an object of MT
(r)
int(X,w)
(p). Let c be the first Chern
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class of a relatively ample line bundle on X and let Lc be the corresponding Lefschetz
operator. Then (⊕if i†T ,Lc,⊕if i†S ) is an object of MLT(r)int(Y,w; 1)(p).
Theorem 7.4.5. — Let X be a complex manifold and let (T ,S ) be an integrable
smooth polarized twistor structure of weight w on X, in the sense of § 7.2.c. Then
(T ,S ) is an object of MT
(r)
int(X,w)
(p).
CHAPTER 8
MONODROMY AT INFINITY AND
PARTIAL FOURIER-LAPLACE TRANSFORM
In this chapter, we analyze the behaviour of polarized regular twistor D-modules
under a partial (one-dimensional) Fourier-Laplace transform. We generalize to such
objects the main result of [52], comparing, for a given function f , the nearby cycles at
f = ∞ and the nearby or vanishing cycles for the partial Fourier-Laplace transform
in the f -direction (Theorem 8.4.1).
8.1. Exponential twist
8.1.a. Exponential twist of an object of R-Triples. — Let t : X → C be a
holomorphic function on the complex manifold X . If M is a left RX -module, i.e.,
a OX -module with a flat relative meromorphic connection ∇X /Ω0 , the twisted RX -
module FM = M ⊗E−t/z is defined as the OX -module M equipped with the twisted
connection et/z ◦ ∇X /Ω0 ◦ e−t/z. If M is integrable (cf. Chapter 7), then so is FM :
just twist the absolute connection ∇. Notice that, if ∇ has Poincare´ rank one, so has
the twisted connection.
Let C : M ′|S ⊗OX |S M ′′|S → DbXR×S/S be a sesquilinear pairing. Then FC
def
=
exp(zt − t/z)C is a sesquilinear pairing FM ′|S ⊗OX |S FM ′′|S → DbXR×S/S, i.e., is
R(X,X),S-linear.
If T = (M ′,M ′′, C) is an object of R int-Triples(X), then so is FT
def
=
(FM ′, FM ′′, FC). Exponential twist is compatible with Tate twist and adjunction (as
zt− t/z = zt+ zt is “real”).
If ϕ : T1 → T2 is a morphism, then ϕ induces a morphism ϕ : FT1 → FT2.
In particular, if S is a sesquilinear duality of weight w on T , then S induces a
sesquilinear duality of the same weight on FT .
8.1.b. Exponential twist of flat and Higgs bundles. — We will now give an
explicit description of the exponential twist in the case of smooth triples, using the
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language of Higgs bundles. Let H be a C∞-bundle on X equipped with a flat con-
nection DV = D
′
V + d
′′ and a Hermitian metric h. Denote by V = Ker d′′ the
corresponding holomorphic bundle, equipped with the holomorphic connection ∇V .
Using the function t we twist the connection DV and define
FDV = e
t ◦DV ◦ e−t, i.e., FD′V = D′V − dt, FD′′V = d′′,
Fh = e2Re th.
Using definitions in [60, 61], we have:
Lemma 8.1.1. — If the triple (H,DV , h) is harmonic on X, then so is the triple
(H, FDV ,
Fh).
The Higgs field is given by the formulas
Fθ′E = θ
′
E − dt, Fθ′′E = θ′′E − dt,
and the metric connection FDE =
FD′E +
FD′′E by
FDE = e
−t ◦DE ◦ et, i.e., FD′E = D′E , FD′′E = D′′E + dt.
Lemma 8.1.2. — If (M ,M , C) denotes the smooth polarized twistor structure of
weight 0 corresponding to the harmonic bundle (H,DV , h) then, using notation of
§ 8.1.a, the triple (FM , FM , FC) is the smooth polarized twistor structure of weight 0
corresponding to the harmonic bundle (H, FDV ,
Fh), via the correspondence of § 2.2.a.
Proof. — Consider the C∞,anX -module H = C
∞,an
X ⊗π−1C∞X π−1H , equipped with the
d′′ operator
(8.1.3) FD′′H =
FD′′E + z
Fθ′′E .
We get a holomorphic subbundle FH ′ = KerFD′′H ⊂ H equipped with a RX -
action, i.e., a relative connection F∇X /Ω0 , obtained from the connection FD′H =
FD′E + z
−1Fθ′E . We have by definition
FD′H = exp(t/z) ◦D′H ◦ exp(−t/z),
FD′′H = exp
(
(z − 1)t) ◦D′′H ◦ exp ((1− z)t).(8.1.4)
We have an isomorphism
(H ′, et/z ◦ ∇X /Ω0 ◦ e−t/z)
· exp ((z − 1)t)−−−−−−−−−−−−−→ (FH ′, F∇X /Ω0)
and, via this isomorphism, FC = FhFH ′
|S
⊗FH ′
|S
corresponds to ezt+zt · hH ′
|S
⊗H ′
|S
=
ezt+ztC.
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8.2. Partial Fourier-Laplace transform of RX -modules
8.2.a. The setting. — We consider the product A1 × Â1 of two affine lines with
coordinates (t, τ), and the compactification P1 × P̂1, covered by four affine charts,
with respective coordinates (t, τ), (t′, τ), (t, τ ′), (t′, τ ′), where we put t′ = 1/t and
τ ′ = 1/τ . We denote by ∞ the divisor {t =∞} in P1, defined by the equation t′ = 0,
as well as its inverse image in P1 × P̂1, and similarly we consider the divisor ∞̂ ⊂ P̂1.
We will use the picture described below.
• •
• •
τ=0
τ ′=0
t=0 t′=0
(0,0) (∞,0)
(0,∞) (∞,∞)
∞
∞̂
Let Y be a complex manifold. We putX = Y ×P1, X̂ = Y ×P̂1 and Z = Y ×P1×P̂1.
The manifoldsX and Z are equipped with a divisor (still denoted by)∞, and X̂ and Z
are equipped with ∞̂. We have projections
(8.2.1)
Z
p p̂
X
q
X̂
q̂
Y
LetM be a leftRX -module. We denote by M˜ the localized module RX [∞]⊗RX M .
Then p+M˜ is a left RZ [∗∞]-module. We consider its localization
p+M˜ [∗∞̂] = RZ [∗(∞∪ ∞̂)]⊗RZ [∗∞] p+M˜ .
We denote by p+M˜ [∗∞̂] ⊗ E−tτ/z the OZ [∗(∞ ∪ ∞̂)]-module p+M˜ [∗∞̂] equipped
with the twisted action of RZ described by the exponential factor: the RY -action is
unchanged, and, for any local section m of M ,
– in the chart (t, τ),
ðt(m⊗ E−tτ/z) = [(ðt − τ)m]⊗ E−tτ/z,
ðτ (m⊗ E−tτ/z) = −tm⊗ E−tτ/z,
(8.2.2)
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– in the chart (t′, τ),
ðt′(m⊗ E−tτ/z) = [(ðt′ + τ/t′2)m]⊗ E−tτ/z ,
ðτ (m⊗ E−tτ/z) = −m/t′ ⊗ E−tτ/z,
(8.2.3)
– in the chart (t, τ ′),
ðt(m⊗ E−tτ/z) = [(ðt − 1/τ ′)m]⊗ E−tτ/z,
ðτ ′(m⊗ E−tτ/z) = tm/τ ′2 ⊗ E−tτ/z,
(8.2.4)
– in the chart (t′, τ ′),
ðt′(m⊗ E−tτ/z) = [(ðt′ + 1/τ ′t′2)m]⊗ E−tτ/z,
ðτ ′(m⊗ E−tτ/z) = m/t′τ ′2 ⊗ E−tτ/z.
(8.2.5)
Definition 8.2.6. — The partial Fourier-Laplace transform M̂ of M is the complex
of R
X̂
[∗∞̂]-modules
p̂+(p
+M˜ [∗∞̂]⊗ E−tτ/z).
8.2.b. Coherence properties. — We will give a criterion for the R
X̂
[∗∞̂]-
coherence of M̂ when M is RX -coherent. As p̂ is proper, it is enough to give a
coherence criterion for FM
def
= p+M˜ [∗∞̂]⊗ E−tτ/z.
Proposition 8.2.7. — Let M be a coherent RX -module. Then FM is RZ [∗∞̂]-
coherent. If moreover M is good, then so is FM , and therefore M̂ = p̂+FM is
R
X̂
[∗∞̂]-coherent.
Proof. — The coherence is a local question near t′ = 0 (otherwise it is clearly satisfied)
and it is enough to show that FM is locally finitely generated over RZ [∗∞̂]. Choose
local generators mj of M as a RX -module. It is a matter of proving that, for any
k ∈ N, (ðkt′mj)⊗ E−tτ/z and t′−kmj ⊗ E−tτ/z belong to RZ [∗∞̂] · (mj ⊗ E−tτ/z).
Let us first compute in the chart (t′, τ). We will use Formula (8.2.3). Up to a
sign, the second term above is ðkτ (mj ⊗ E−tτ/z). The first one can be written as
(ðkt′mj)⊗ E−tτ/z = (ðt′ − τð2τ )k(mj ⊗ E−tτ/z). The computation in the chart (t′, τ ′)
is similar, using (8.2.5), as τ ′ acts in an invertible way.
The functor M 7→ FM is exact and, for the property of being good, it is enough
to show that if L is a OX -coherent submodule generating M on a compact set
K ⊂ X , then p∗L [∗∞̂] ⊗ E−tτ/z generates FM on p−1(K ); this follows from the
previous computation.
Remark 8.2.8. — When M is good, we can compute the Fourier-Laplace transform
in an algebraic way with respect to t and τ : we view q∗M˜ as a coherent module over
q∗RX [∗∞] = RY [t]〈ðt〉. Then q̂∗M̂ is the complex
q∗M˜ [τ ]
ðt − τ−−−−−−→ q∗M˜ [τ ],
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where the right-hand term is in degree 0. In particular, the cohomology modules of
this complex are RY [τ ]〈ðτ 〉-coherent. (Cf. for instance [23, Appendix A] for an argu-
ment). Moreover, this complex has cohomology in degree 0 only, and the cohomology
is identified with q∗M˜ as a RY -module; the action of τ is induced by that of ðt, and
that of ðτ by that of −t.
Remark 8.2.9 (Integrability of the Fourier-Laplace transform)
Let M be a coherent RX -module. Assume that M is integrable (cf. §7.1.a). Then
p+M˜ ⊗ E−tτ/z is integrable as a RZ -module. If moreover M is good, then, using
part of Proposition 7.1.4, we obtain the integrability of M̂ as a R
X̂
-module.
8.2.c. Fourier-Laplace transform of a sesquilinear pairing. — We will now
forget the ∞̂ divisor on Z or X̂, and still denote by Z or X̂ the sets X × Â1 and
Y × Â1.
Assume that M ′,M ′′ are good RX -modules. Let C : M ′|S⊗OS M ′′|S → DbXR×S/S
be a sesquilinear pairing. We will define a sesquilinear pairing between the corres-
ponding Fourier-Laplace transforms:
Ĉ : M̂ ′|S ⊗OS M̂ ′′|S −→ DbX̂R×S/S .
Firstly, define the sesquilinear pairing p+C : p+M ′|S ⊗OS p+M ′′|S → DbZR×S/S in
the following way: local sections m′,m′′ of p+M ′|S, p
+M ′′|S can be written as m
′ =∑
i φi ⊗m′i, m′′ =
∑
j ψj ⊗m′′j with φi, ψj holomorphic functions on Z and m′i,m′′j
local sections of M ′|S,M
′′
|S; put then
(8.2.10) 〈p+C(m′,m′′), ϕ〉 def=
∑
i,j
〈
C(m′i,m
′′
j ),
∫
p
φiψjϕ
〉
,
for any C∞ (relative to S) form ϕ on Z ×S of maximal degree with compact support
contained the open set of Z where m′,m′′ are defined. That the previous expression
does not depend on the decomposition of m′,m′′ and defines a sesquilinear pairing is
easily verified: it is enough to show that, if
∑
i φi⊗m′i = 0, then the right-hand term
in (8.2.10) vanishes; but, by flatness of OZ over p−1OX , the vector φ = (φi)i can be
written as
∑
k akηk, where each ηk = (ηk,i)i is a vector of OX -relations between the
m′i in M
′ and ak are local sections of OZ ; use then the OX -linearity of C.
Secondly, extend C as a sesquilinear pairing C˜ on M˜ ′|S⊗OS M˜ ′′|S with values in the
sheaf of tempered distributions, that is, with poles along ∞. Define similarly p˜+C
(which is nothing but p+C˜). Such a distribution can be evaluated on forms ϕ which
are infinitely flat along ∞.
Remark that, for z ∈ S, we have
∣∣eztτ−tτ/z∣∣ = 1. The following lemma is standard
(it is proved in the same way as one proves that the Fourier transform of a C∞
function with compact support is in the Schwartz class):
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Lemma 8.2.11. — Let ϕ be a C∞ relative form of maximal degree on Z × S with
compact support. Then
∫
p e
ztτ−tτ/zϕ is C∞ with compact support on X × S and is
infinitely flat along ∞.
For local sections m′,m′′ of p+M˜ ′|S, p
+M˜ ′′|S written as above and for ϕ as in the
lemma, it is meaningful to put
〈FC(m′,m′′), ϕ〉 def=
∑
i,j
〈
C˜(m′i,m
′′
j ),
∫
p
eztτ−tτ/zφiψjϕ
〉
.
This defines a sesquilinear pairing FC : FM ′|S ⊗OS FM ′′|S → DbZR×S/S. We can now
define Ĉ = p̂0†
FC.
Remark 8.2.12 (Behaviour with respect to adjunction). — The formula above clearly
implies that (FC)∗ = F(C∗). We hence have (Ĉ)∗ = Ĉ∗.
It is possible to define Ĉ at the algebraic level considered in Remark 8.2.8. Notice
first that C defines a sesquilinear pairing q∗C˜ on
q∗M˜
′
|S ⊗OS q∗M˜ ′′|S
which takes values in the sheaf on YR × S of distributions on YR × A1 × S which
are tempered with respect to the t-variable. Recall that q∗M˜
′, q∗M˜
′′ are RY [t]〈ðt〉-
modules and that their Fourier-Laplace transforms are the same objects viewed as
RY [τ ]〈ðτ 〉-modules via the correspondence
(8.2.13) τ ←→ ðt, ðτ ←→ −t.
Denote by F the usual Fourier transform with kernel exp(ztτ − tτ/z) · i2πdt ∧ dt
for z ∈ S, sending t-tempered distributions on YR×A1×S which are continuous with
respect to z to τ -tempered distributions on YR × Â1 × S which are continuous with
respect to z.
We define then q̂∗Ĉ on
̂
q∗M˜ ′|S ⊗OS
̂
q∗M˜ ′′|S
as the composition F ◦ q∗C˜. That q̂∗Ĉ is RY [τ ]〈ðτ 〉 ⊗RY [τ ]〈ðτ 〉-linear follows from
the fact that (8.2.13) and its conjugate are the transformations that F does.
Lemma 8.2.14. — The analytization of q̂∗Ĉ is equal to Ĉ defined as p̂0†FC.
Remark 8.2.15 (Integrability of the Fourier-Laplace transform of a sesquilinear pairing)
Let M ′,M ′′ be good RX -modules which are integrable. Assume that the sesqui-
linear pairing C is integrable (cf. §7.1.b). Then FC is integrable and, by Proposition
7.1.4, the pairing Ĉ is also integrable.
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8.3. Partial Fourier-Laplace transform and specialization
As we are only interested in τ 6= ∞, we continue to forget the divisor ∞̂ and still
denote by Z or Z the complement of this divisor.
A priori, Proposition 8.2.7 does not restrict well to τ = τo (of course, the problem
is at t′=0). Indeed, we do not have a relation like ðτ (m⊗ E−tτ/z) = −m/t′ ⊗ E−tτ/z
to recover the polar part of M˜ ⊗E−tτo/z from the action of RX . For instance, taking
τo = 0, even with nice assumptions, M˜ is not known to be RX -coherent. We will
introduce below an assumption which implies the RX -coherence of M˜⊗E−tτo/z when
τo 6= 0. For the coherence at τ = 0, we will need to consider the specialization at
τ = 0 of FM , and hence to prove first its strict specializability along τ = 0; for that,
we will also need the same assumption. Let us introduce some notation.
Denote by i∞ the inclusion Y × {∞} →֒ X . We will consider the functors ψτ,α
and ψt′,α introduced in Lemma 3.3.4, as well as the functors Ψτ,α and Ψt′,α of Defin-
ition 3.4.3. We will denote by Nτ ,Nt′ the natural nilpotent endomorphisms on the
corresponding nearby cycles modules. We denote by M•(N) the monodromy filtration
of the nilpotent endomorphism N and by grN : grM
•
→ grM
•−2 the morphism induced
by N. For ℓ > 0, PgrMℓ denotes the primitive part Ker(grN)
ℓ+1
|grMℓ
of grMℓ and PMℓ
the inverse image of PgrMℓ by the natural projection Mℓ → grMℓ . Recall that, in an
abelian category, the primitive part PgrM0 is equal to KerN/(KerN ∩ ImN). We will
also denote by M˜min the minimal extension of M˜ (cf. §3.4.b).
Proposition 8.3.1. — Assume that M is strictly specializable and regular along t′ = 0
(cf. Definition 3.3.8 and § 3.1.d). Then,
(i) for any τo 6= 0, the RX -module M˜ ⊗E−tτo/z is RX -coherent; it is also strictly
specializable (but not regular in general) along t′ = 0, with a constant V -filtration, so
that all ψt′,α(M˜ ⊗ E−tτo/z) are identically 0.
Assume moreover that M is strict. Then,
(ii) the RZ -module FM
def
= p+M˜ ⊗E−tτ/z is strictly specializable and regular along
τ = τo for any τo ∈ Â1; it is equal to the minimal extension of its localization along
τ = 0;
(iii) if τo 6= 0, the V -filtration of FM along τ − τo = 0 is given by
Vk
FM =
{
FM if k > −1,
(τ − τo)−k+1FM if k 6 −1;
we have
ψτ−τo,α
FM =
{
0 if α 6∈ −N− 1,
M˜ ⊗ E−tτo/z if α ∈ −N− 1.
(iv) If τo = 0, we have:
198 CHAPTER 8. PARTIAL FOURIER-LAPLACE TRANSFORM
(a) for any α 6= −1 with Reα ∈ [−1, 0[, a functorial isomorphism on some
neighbourhood of D
def
= {|z| 6 1},(
Ψτ,α
FM|D,Nτ
) ∼−→ i∞,+(ψt′,αM˜ (−Dα)|D,Nt′),
where Dα is the divisor 1 ·i if α′ = −1 and α′′ > 0, the divisor 1 ·(−i) if α′ = −1
and α′′ < 0, and the empty divisor otherwise;
(b) for α = 0, a functorial isomorphism(
ψτ,0
FM ,Nτ
) ∼−→ i∞,+(ψt′,−1M˜ ,Nt′),
(c) for α = −1, two functorial exact sequences
0 −→ i∞,+KerNt′ −→ KerNτ −→ M˜min −→ 0
0 −→ M˜min −→ CokerNτ −→ i∞,+CokerNt′ −→ 0,
inducing isomorphisms
i∞,+KerNt′
∼−→ KerNτ ∩ ImNτ ⊂ KerNτ
M˜min
∼−→ KerNτ/(KerNτ ∩ ImNτ ) ⊂ CokerNτ ,
such that the natural morphism KerNτ → CokerNτ induces the identity on
M˜min.
Proof of 8.3.1(i). — Let us first prove the RX -coherence of M˜⊗E−tτo/z when τo 6= 0.
As this RX -module is RX [∗∞]-coherent by construction, it is enough to prove that
it is locally finitely generated over RX , and the only problem is at t′ = 0. We also
work locally near zo ∈ Ω0 and forget the exponent (zo) in the V -filtration along
t′ = 0. Then, M˜ = OX [1/t′] ⊗OX V<0M , equipped with its natural RX -structure.
By the regularity assumption, V<0M is RX /A1-coherent, so we can choose finitely
many RX /A1 -generators mi of V<0M .
The regularity assumption implies that, for any i,
t′ðt′mi ∈
∑
j
RX /A1 ·mj .
In M˜ ⊗ E−tτo/z , using (8.2.3), this is written as
(8.3.2) (t′ðt′ − τ0/t′)(mi ⊗ E−tτo/z) ∈
∑
j
RX /A1 · (mj ⊗ E−tτo/z),
and therefore
(τo/t
′)(mi ⊗ E−tτo/z) ∈
∑
j
V0RX · (mj ⊗ E−tτo/z).
It follows that M˜⊗E−tτo/z is V0RX -coherent, generated by themi⊗E−tτo/z . It is then
obviously RX -coherent. The previous relation also implies that τo(mi ⊗ E−tτo/z) ∈
t′M˜ ⊗ E−tτo/z. Therefore, the constant V -filtration, defined by Va(M˜ ⊗ E−tτo/z) =
M˜ ⊗ E−tτo/z for any a, is good and has a Bernstein polynomial equal to 1.
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Proof of 8.3.1(ii) for τo 6= 0 and 8.3.1(iii). — The analogue of Formula (8.3.2) now
reads
(t′ðt′ + τðτ )(mi ⊗ E−tτ/z) ∈
∑
j
RX /A1 · (mj ⊗ E−tτ/z).
Therefore, the RZ /Â1-module generated by the mj⊗E−tτ/z is V0RZ -coherent, where
V denotes the filtration relative to τ − τo. It is even RZ -coherent if τo 6= 0, as τ is a
unit near τo, and this easily gives 8.3.1(iii), therefore also 8.3.1(ii) when τo 6= 0.
Proof of 8.3.1(ii) for τo = 0. — Let us now consider the case where τo = 0. Then
the previous argument gives the regularity of FM along τ = 0. We will now show the
strict specializability along τ = 0. We will work near zo ∈ Ω0 and forget the exponent
(zo) in the V -filtrations relative to τ = 0 and to t
′ = 0.
Out of t′ = 0 the result is easy: near t = to, formula (8.2.2), together with the
strictness of M , implies that FM is strictly noncharacteristic along τ = 0, hence
FM = V−1FM and ψτ,−1FM = M (cf. §3.7).
We will now focus on t′ = 0. Denote by V•M the V -filtration of M relative to t′
and put, for any a ∈ [−1, 0[,
Va+kM˜ =
{
VaM if k 6 0,
t′−kVaM if k > 0.
Each VaM˜ is a V0RX -coherent module and, by regularity, is also RX /A1-coherent.
We will now construct the V -filtration of FM along τ = 0. For any a ∈ R, put
Ua
FM =
∑
p>0
ðpt′
[
(p∗VaM˜ )⊗ E−tτ/z
]
,
i.e., Ua is the RZ /Â1 -module generated by (p
∗VaM˜ ) ⊗ E−tτ/z in FM . Notice that,
when we restrict to t′ 6= 0, we have for any a ∈ R,
Ua|t′ 6=0 =
FM|t′ 6=0.
(ii)(1) Clearly, U• is an increasing filtration of
FM and each Ua is RZ /Â1-coherent
for every a ∈ R.
(ii)(2) Ua is stable by τðτ : indeed, for any local section m of VaM˜ , we have by
(8.2.3):
(τðτ )ð
p
t′ (m⊗ E−tτ/z) = ðpt′(τðτ )(m⊗ E−tτ/z)
= ðpt′
[
t′ðt′(m⊗ E−tτ/z)− (t′ðt′m)⊗ E−tτ/z
]
= ðp+1t′ (t
′m⊗ E−tτ/z)− ðpt′
[
(ðt′t
′m)⊗ E−tτ/z].
The first term in the RHS is in Ua−1 and the second one is in Ua, as VaM˜ is stable
by ðt′t′.
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(ii)(3) For any a ∈ R, we have Ua+1 = Ua+ðτUa: indeed, for m as above, we have
ðτ · ðpt′(m⊗ E−tτ/z) = −ðpt′
( 1
t′
m⊗ E−tτ/z
)
∈ Ua+1,
hence ðτUa ⊂ Ua+1; applying this equality the in the other way gives the desired
equality. This also shows that ðτ : grUa
FM → grUa+1FM is an isomorphism for any
a ∈ R.
(ii)(4) For any a ∈ R, we have τUa ⊂ Ua−1: indeed, one has, for m as above
τ(m⊗ E−tτ/z) = t′2ðt′(m⊗ E−tτ/z)− (t′2ðt′m)⊗ E−tτ/z
= ðt′(t
′2m⊗ E−tτ/z)− (ðt′t′2m)⊗ E−tτ/z;
the first term of the RHS clearly belongs to Ua−2 and the second one to Ua−1.
(ii)(5) Denote by ba(s) the minimal polynomial of −ðt′t′ on grVa M˜ . Then, for m
as above, we have
−(ðt′t′ + τðτ )(m⊗ E−tτ/z) = −(ðt′t′m)⊗ E−tτ/z
after (8.2.3). Therefore, we have ba(−[ðt′t′ + τðτ ])(m ⊗ E−tτ/z) ∈ U<a. Using
that ðt′t′(m ⊗ E−tτ/z) = ðt′(t′m ⊗ E−tτ/z) ∈ Ua−1 by definition, we deduce that
ba(−τðτ )(m⊗ E−tτ/z) ∈ U<a. Therefore, ba(−τðτ )Ua ⊂ U<a.
(ii)(6) We will now identify Ua/U<a with gr
V
a M˜ [η]
def
= C[η] ⊗C grVa M˜ , where η is
a new variable. Notice first that both objects are supported on {t′ = 0}. Consider
the map
VaM˜ [η] −→ Ua∑
p
mpη
p 7−→
∑
p
ðpt′(mp ⊗ E−tτ/z).
Its composition with the natural projection Ua → Ua/U<a induces a surjective map-
ping grVa M˜ [η] → Ua/U<a. In order to show that it is injective, it is enough to show
that, if
∑
p ð
p
t′(mp ⊗ E−tτ/z) belongs to U<a, then each mp belongs to V<aM˜ . For
that purpose, it is enough to work with an algebraic version of Ua, where “p
∗” means
“⊗CC[τ ]”. Notice that, if a local section
∑r
ℓ=0 τ
ℓ(nℓ ⊗ E−tτ/z) of M˜ [τ ]⊗ E−tτ/z be-
longs to Ua, then the dominant coefficient nr is a local section of Va+2rM˜ (by using
that ðt′(n ⊗ E−tτ/z) = (ðt′n) ⊗ E−tτ/z − τ((n/t′2) ⊗ E−tτ/z)). Remark then that,
using (8.2.3),
∑q
p=0 ð
p
t′(mp ⊗ E−tτ/z) is a polynomial of degree q in τ with dominant
coefficient ±(τq/t′2q)(mq ⊗ E−tτ/z). If the sum belongs to U<a, this implies that
mq/t
′2q ∈ V<a+2qM˜ , i.e., mq ∈ V<aM˜ . Therefore, by induction on q, all coefficients
mp are local sections of V<aM˜ , as was to be shown.
Let us describe the RX [τðτ ]-module structure on grVa M˜ [η] coming from the iden-
tification with Ua/U<a. First, the RY -module structure is the natural one on grVa M˜ ,
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naturally extended to grVa M˜ [η]. Then one checks that
ðt′
∑
p
mpη
p = η
∑
p
mpη
p, t′
∑
p
mpη
p = −ðη
∑
p
mpη
p,(8.3.3)
τðτ
∑
p
mpη
p =
∑
p
(ð′tt
′)(mp)η
p.(8.3.4)
In particular, any element is killed by some power of t′.
(ii)(7) Consider the filtration V•
FM defined for a ∈ [−1, 0[ and k ∈ Z by
Va+k
FM =
{
Ua+1+k if k > 0,
τ−kUa+1 if k 6 0.
This is a V -filtration relative to τ on FM , by (ii)(1), (ii)(2), (ii)(3) and (ii)(4). It is
good, by the equality in (ii)(3) and because τVa = Va−1 for a < 0 by definition.
On grVa
FM , for a > −1, there is a minimal polynomial of the right form for −ðττ ,
by (ii)(5) (here is the need for a shift by 1 between U and V ), and strictness follows
from (ii)(6) and the strictness of grVa M˜ , which is by assumption.
It therefore remains to analyze grVa
FM for a 6 −1.
(ii)(8) We will analyze grV−1
FM = U0/τU<1 through the following two diagrams of
exact sequences, where the non labelled maps are the natural ones:
(8.3.5)
0
(U<0 ∩ τFM )/τU<1
0 U<0/τU<1 U0/τU<1 U0/U<0 0
U<0/(U<0 ∩ τFM )
0
and
(8.3.6)
0
U<0/(U<0 ∩ τU1)
0 U0/U<0
τðτ
U0/τU<1 U0/τU1 0
U0/(τU1 + U<0)
0
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Notice that, in (8.3.6), τðτ is injective because it is the composition
(8.3.7) U0/U<0
ðτ−−−→ U1/U<1 τ−−→ U0/τU<1,
ðτ is an isomorphism (cf. (ii)(3)) and τ is injective, as it acts injectively on FM . Recall
that (grU0
FM , τðτ ) is identified, by (ii)(6), with i∞,+(grV0 M˜ , ðt′t
′). Notice also that
τðτ vanishes on U<0/τU<1 (resp. on U0/τU1), as as ðτU<0 ⊂ U<1 (resp. ðτU0 ⊂ U1).
It remains therefore to prove the strictness of U<0/τU<1 to get the desired properties
for grV−1
FM . We denote by Nt′ the action of −t′ðt′ on grV−1M˜ (by strictness, KerNt′ is
equal to the kernel of −t′ðt′ acting on ψt′,−1M˜ ⊂ grV−1M˜ ). The strictness of grV−1FM
follows then from the strictness of i∞,+ψt′,−1M˜ , that of M˜min and the first two lines
of the lemma below, applied to the diagram (8.3.5).
Lemma 8.3.8. — We have functorial isomorphisms of RX -modules:
U<0/(U<0 ∩ τU1) = U<0/(U<0 ∩ τFM ) ∼−→ M˜min
i∞,+KerNt′
∼−→ (U<0 ∩ τFM )/τU<1
i∞,+CokerNt′
∼−→ U0/(τU1 + U<0).
Proof. — For m0, . . . ,mp ∈ M˜ , we can write
(8.3.9) m0 ⊗ E−tτ/z + ðt′(m1 ⊗ E−tτ/z) + · · ·+ ðpt′(mp ⊗ E−tτ/z)
= n0 ⊗ E−tτ/z − τ
[
(n1/t
′2)⊗ E−tτ/z + · · ·+ ðp−1t′
(
(np/t
′2)⊗ E−tτ/z)]
with
(8.3.10)
np = mp mp = np
np−1 = mp−1 + ðt′mp mp−1 = np−1 − ðt′np
...
...
n1 = m1 + ðt′m2 + · · ·+ ðp−1t′ mp m1 = n1 − ðt′n2
n0 = m0 + ðt′m1 + · · ·+ ðpt′mp m0 = n0 − ðt′n1
Sending an element to its constant term in its τ expansion gives an injective morph-
ism U<0/(U<0 ∩ τFM ) → M˜ . Formulas (8.3.9) and (8.3.10) show that the image of
this morphism is the RX -submodule of M˜ generated by V<0M˜ : this is by definition
the minimal extension of M˜ across t′ = 0.
Let us show that
(8.3.11) U<0 ∩ τU1 = U<0 ∩ τFM .
Consider a local section of U<0 ∩ τFM , written as in (8.3.9); it satisfies thus
m0, . . . ,mp ∈ V<0M˜ and n0 = 0; then ðt′n1 = −m0 ∈ V<0M˜ . This implies
that n1 is a local section of V−1M˜ : indeed, the condition on n1 is equivalent to
t′ðt′n1 ∈ V<−1M˜ ; use then that, by strictness of grVa M˜ , t′ðt′ acts injectively on
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grVa M˜ if a 6= −1. Therefore, (n1/t′2)⊗E−tτ/z ∈ U1. We can now assume that n1 = 0
and thus ðt′n2 ∈ V<0M˜ ... hence (8.3.11), and the first line of the lemma. Notice
moreover that the class of each nj in gr
V
−1M˜ is in KerNt′ .
Let η be a new variable. We define a morphism
KerNt′ [η] −→ U<0/τU<1
by the rule
(8.3.12)
∑
j>1
[nj ]η
j−1 7−→ −τ
[
(n1/t
′2)⊗ E−tτ/z + · · ·+ ðp−1t′
(
(np/t
′2)⊗ E−tτ/z)],
by taking some lifting nj of each [nj ] ∈ KerNt′ ⊂ grV−1M˜ in V−1M˜ .
– This morphism is well defined: using (8.3.9), write
−τðj−1t′
(
(nj/t
′2)⊗ E−tτ/z) = ðjt′(nj ⊗ E−tτ/z)− ðj−1t′ ((ðt′nj)⊗ E−tτ/z);
that [nj] belongs to KerNt′ is equivalent to t
′ðt′nj ∈ V<−1M˜ ; therefore, both nj
and ðt′nj belong to V<0M˜ ; moreover, if nj ∈ V<−1M˜ , so that nj/t′2 ∈ V<1M˜ ,
the image is in τU<1.
– This morphism is injective: as we have seen in (ii)(6), the term between
brackets in (8.3.12) belongs to U<1 if and only if each nj/t
′2 belongs to V<1M˜ ,
i.e., each nj is in V<−1M˜ .
– The image of this morphism is equal to (U<0∩τFM )/τU<1: this was shown
in the proof of (8.3.11).
As in (ii)(6), we can identify KerNt′ [η] with i∞,+KerNt′ and the morphism is seen
to be RX -linear.
Let us now consider the third line of the lemma. We identify U0/(τU1+U<0) with
the cokernel of τ : grU1 → grU0 or, equivalently, to that of τðτ : grU0 → grU0 . By (ii)(6),
it is identified with i∞,+ Cokerðt′t′ acting on i∞,+grV0 M˜ . Use now the isomorphism
t′ : grV0 M˜ → grV−1M˜ to conclude.
(ii)(9) We will now prove that all the grVa
FM for a 6 −1 are strict and have a
Bernstein polynomial. In (ii)(8) we have proved this for a = −1.
Choose a < −1. It follows from the definition of V•FM that
(8.3.13) τ : grVa+1
FM −→ grVa FM
is onto. Therefore, by decreasing induction on a, we have a Bernstein relation on each
grVa
FM . It remains to prove the strictness of such a module. This is also done by
decreasing induction on a, as it is known to be true for any a ∈ [−1, 0[. It is enough
to show that (8.3.13) is also injective for any a < −1, and it is also enough to show
that
ðτ τ : gr
V
a+1
FM −→ grVa+1FM .
is injective. If a section m satisfies ðττm = 0, it also satisfies
∏
(α⋆z)ναm = 0, where
the product is taken on a set of α ∈ C with ℓzo(α) = a + 1 < 0 and να ∈ N. Such
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a set does not contain 0 and the function z 7→ ∏(α ⋆ z)να is not identically 0. By
induction, grVa+1
FM is strict. Therefore, m = 0, hence the injectivity.
(ii)(10) By construction, the filtration V•
FM satisfies moreover that
• τ : grVa
FM → grVa−1FM is onto for any a < 0,
• ðτ : grVa
FM → grVa+1FM is onto for any a > −1.
This implies that both conditions 3.3.8(1b) and (1c) are satisfied, and that moreover
the morphism canτ introduced in Remark 3.3.6(6) is onto. Notice also that the
morphism varτ is injective: indeed, this means that τ : gr
V
0
FM → grV−1FM is injective,
or equivalently that τ : U1/U<1 → U0/τU<1 is injective, which has been seen after
(8.3.7).
In other words, we have shown that FM is strictly specializable along τ = 0 in the
sense of Definition 3.3.8 and that is is equal to theminimal extension of its localization
along τ = 0, as defined in §3.4.b.
Proof of 8.3.1(iv). — Now that FM is known to be strictly specializable along τ = 0,
the RX -modules ψτ,αFM are defined. We can compare them with i∞,+ψt′,αM˜ .
(iv)(1) For any zo ∈ Ω0, we have a natural morphism, defined locally near zo
(putting a = ℓzo(α))
(8.3.14) ψτ,α
FM −֒→ grVa FM −→ grUa+1FM ∼−→ i∞,+grVa+1M˜
i∞,+t
′
−−−−−−→∼ i∞,+gr
V
a M˜ ,
which takes values in i∞,+ψt′,αM˜ . One verifies that the various morphisms glue
together in a well defined morphism ψτ,α
FM → i∞,+ψt′,αM˜ .
Lemma 8.3.15. — Near any zo ∈ D, the natural morphism ψτ,αFM → grUa+1FM (a =
ℓzo(α)) is injective for any α ∈ Cr (−N∗) and, if a > −1, ψτ,αFM → i∞,+ψt′,αM˜ is
an isomorphism near zo.
Proof. — If a > −1, this has been proved in (ii)(6). Assume that a = −1 (and
α 6∈ −N∗). If we decompose the horizontal sequence (8.3.5) with respect to the
eigenvalues of −τðτ , we get that, for any α 6= −1 with ℓzo(α) = −1, the natural
morphism
ψτ,α
FM −→ U0/U<0
is injective and, according to (ii)(6), we have an isomorphism
ψτ,α
FM
∼−→ i∞,+ψt′,α+1M˜ .
Assume now that a < −1. Let k > 0 be such that b = a + k ∈ [−1, 0[. We prove
the result by induction on k, knowing that it is true for k = 0. By induction, we have
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a commutative diagram
ψτ,α+1
FM
≀τ
grUa+2
FM
ψτ,α
FM grUa+1
FM
ðτ≀
showing that the lower horizontal arrow is injective if and only if ðττ is injective on
ψτ,α+1
FM , which follows from strictness if (α + 1) ⋆ z 6≡ 0, that is, if α 6= −1.
(iv)(2) Proof of 8.3.1(ivb). When α = 0, the proof follows from Lemma 8.3.15.
(iv)(3) Assume now that α 6= −1 satisfies Reα ∈ [−1, 0[. We wish to show that
(8.3.14) induces an isomorphism
(8.3.16) ψτ,α
FM|D
∼−→ i∞,+ψt′,αM˜ (−Dα)|D.
This is a local question with respect to z ∈ D.
Clearly, the image of ψτ,α
FM → grUa+1FM is contained in Ker[(ðτ τ + α ⋆ z)N :
grUa+1
FM → grUa+1FM ], for N ≫ 0 and is equal to this submodule if a > −1.
If a < −1 and if k > 1 is such that a+ k ∈ [−1, 0[, the image is identified with
Im(τkðkτ ) : Ker(ðτ τ + α ⋆ z)
N −→ Ker(ðτ τ + α ⋆ z)N ,
and it is identified with the image of the multiplication by
∏k
j=1(α + j) ⋆ z on this
module. For j = 1, . . . , k, the number β = α + j satisfies Re β > 0, β 6= 0 and
ℓzo(β) < 0. Then β⋆z = 0 has a solution inD iff Re β = 0, and this solution is±i. This
occurs iff Reα = −1 and j = 1. In conclusion, the image of ψτ,αFM|D in i∞,+ψτ,αM˜|D,
is equal to the image of the multiplication by (α + 1) ⋆ z on i∞,+ψτ,αM˜|D. As we
assume that ℓzo(α) < −1, the divisor of z 7→ (α + 1) ⋆ z coincides, near zo, with the
divisor Dα, hence (8.3.16).
(iv)(4) We now show that there is no difference between ψτ,α
FM and Ψτ,αFM on
some neighbourhood of D.
Lemma 8.3.17. — Assume that α 6= −1 and α′ def= Reα ∈ [−1, 0[. Then the natural
inclusion (cf. Lemma 3.4.2(1)) ψτ,α
FMD →֒ Ψτ,αFMD is an isomorphism.
Proof. — The question is local near points z ∈ D such that ℓz(α) > 0, otherwise the
result follows from Lemma 3.4.1. Fix zo such that ℓzo(α) > 0 and let k > 1 be such
that ℓzo(α− k) ∈ [−1, 0[. We have a commutative diagram
ψτ,α
FM
τk
Ψτ,α
FM
≀ τk
ψτ,α−k
FM
∼
Ψτ,α−k
FM
and, as a
def
= ℓzo(α) and a − k are > −1 and α 6= −1, ψτ,αFM (resp. ψτ,α−kFM )
is contained in grUa+1
FM (resp. in grUa+1−k
FM ), using the local filtration U near zo.
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It follows (cf. (ii)(3)) that ðkτ : ψτ,α−k
FM → ψτ,αFM is an isomorphism. There-
fore, the image of ψτ,α
FM in Ψτ,αFM is identified with the image of ðkττ
k acting on
Ψτ,α
FM . Using the nilpotent endomorphism Nτ = −(ðτ τ + α ⋆ z), we write ðkττk
as (−1)k(Nτ + α ⋆ z) · · · (Nτ + (α− k + 1) ⋆ z). The proof of the lemma will be com-
plete if we show that none of the (α − j) ⋆ zo (j = 0, . . . , k − 1) vanishes (assuming
that zo ∈ D).
Notice that β
def
= α− j satisfies β′ < 0 and β′ − ζoβ′′ > 0. Assume that β ⋆ zo = 0.
By the previous conditions, we must have β′′ 6= 0 and zo 6= 0, and the only possibility
for zo is then zo = iζo and ζo =
β′−
√
β′2+β′′2
β′′ . Now, the condition β
′ < 0 implies
|ζo| > 1, so zo 6∈ D.
(iv)(5) Proof of 8.3.1(iva). It follows from (8.3.16) and Lemma 8.3.17 that we have
a functorial isomorphism
(8.3.18) Ψτ,α
FM|D −→ i∞,+ψτ,αM˜ (−Dα)|D
when α 6= −1 satisfies Reα ∈ [−1, 0[. This ends the proof of 8.3.1(iv) when α 6= −1.
(iv)(6) Proof of 8.3.1(ivc). Let us now consider the case when α = −1. The
two exact sequences that we consider are the vertical exact sequences in (8.3.5) and
(8.3.6), according to Lemma 8.3.8.
For the second assertion, notice first that, as the image of ImNτ ∩KerNτ in M˜min
is supported on {t′ = 0}, it is zero by the definition of the minimal extension, hence
we have an inclusion ImNτ ∩KerNτ ⊂ i∞,+KerNt′ . To prove i∞,+KerNt′ ⊂ ImNτ ,
remark that the image of (8.3.12) is in τ(U1/U<1), hence in τψτ,0
FM , that is, in
Imvarτ , hence in ImNτ .
The last assertion is nothing but the identification U<0 ∩ τFM = U<0 ∩ τU1 of
Lemma 8.3.8.
8.4. Partial Fourier-Laplace transform of regular twistor D-modules
The main result of this chapter is:
Theorem 8.4.1. — Let (T ,S ) = (M ′,M ′′, C,S ) be an object of MT(r)(X,w)(p).
Then, along τ = 0, M̂ ′ and M̂ ′′ are strictly specializable, regular and S-decomposable
(cf. Definition 3.5.1). Moreover, Ψτ,α(T̂ , Ŝ ), with Reα ∈ [−1, 0[, and φτ,0(T̂ , Ŝ )
induce, by grading with respect to the monodromy filtration M•(Nτ ), an object of
MLT(r)(X̂, w;−1)(p).
(Cf. Chapter 4 for the definition of the categories MT(r) and MLT(r).) In particular,
all conditions of Definition 4.1.2 are satisfied along the hypersurface τ = 0.
This theorem is a generalization of [52, Th. 5.3], without the Q-structure however.
In fact, we give a precise comparison with nearby cycles of (T ,S ) at t = ∞ as in
[52, Th. 4.3].
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In order to prove Theorem 8.4.1, we need to extend the results of Proposition 8.3.1
to objects with sesquilinear pairings.
8.4.a. “Positive” functions of z. — Recall that we denote by D the disc |z| 6 1
and by S its boundary. Let λ(z) be a meromorphic function defined in some neigh-
bourhood of S. If the neighbourhood is sufficiently small, it has zeros and poles at
most on S. We say that λ is “real” if it satisfies λ = λ, where (cf. §1.5.a) λ(z) is
defined as c(λ(−1/c(z))) and c is the usual complex conjugation. For instance, if
α ∈ C, the function z 7→ α ⋆ z/z is “real”. If λ(z) is “real” and if ψ is a meromorphic
function on C which is real (in the usual sense, i.e., ψc = cψ), then ψ ◦ λ is “real”.
In particular, for any α ∈ C∗, the function z 7→ Γ(α ⋆ z/z) is “real”.
Lemma 8.4.2. — Let λ(z) be a “real” invertible holomorphic function in some neigh-
bourhood of S. Then there exists an invertible holomorphic function µ(z) in some
neighbourhood of D such that λ = ±µµ in some neighbourhood of S. Moreover, such
a function µ is unique up to multiplication by a complex number having modulus equal
to 1.
Definition 8.4.3. — Let λ be as in the lemma. We say that λ is “positive” if λ = µµ,
with µ invertible on D, and “negative” if λ = −µµ.
Remark 8.4.4. — Assume that λ is a nonzero “real” meromorphic function in some
neighbourhood of S. Then λ can be written as
∏
i[(z − zi)(z − zi)]mi · h with zi ∈ S,
h holomorphic invertible near S and h = h: indeed, one shows that, if zo ∈ S, then
z − zo = (z + zo) · (−1/zoz); therefore, if zo ∈ S is a pole or a zero of λ with order
mo ∈ Z, then −zo has the same order, hence the product decomposition of λ.
It follows from Lemma 8.4.2 that λ = ±gg, with g = µ∏i(z−zi)mi , zi ∈ S, mi ∈ Z
and µ holomorphic invertible on D. This decomposition is not unique, as one may
change some zi with −zi. The sign is also non uniquely determined, as we have, for
any zo ∈ S,
−1 =
(z − zo
z + zo
)
·
(z − zo
z + zo
)
.
Nevertheless, the decomposition and the sign are uniquely defined (up to a multiplic-
ative constant) if we fix a choice of a “square root” of the divisor of λ so that no two
points in the support of this divisor are opposed, and if we impose that the divisor
of g is contained in this “square root”. The sign does not depend on the choice of
such a “square root”. We say that λ is “positive” if the sign is +, and “negative” if
the sign is −.
Proof of Lemma 8.4.2. — One can write λ = ν ·µ with µ holomorphic invertible near
D and ν meromorphic in some neighbourhood of D and having poles or zeros at 0
at most. The function c(z) = ν/µ = ν/µ defines a meromorphic function on P1 with
divisor supported by {0,∞}. Thus, c(z) = c · zk with c ∈ C and k ∈ Z, so λ = czkµµ.
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Moreover, the equality λ = λ implies that c ∈ R and k = 0. Changing notation for µ
gives h = ±µµ, with µ invertible on D.
For uniqueness, assume that µµ = ±1 with µ holomorphic invertible in some
neighbourhood of D. Then ±1/µ is also holomorphic in some neighbourhood of
|z| > 1, so µ extends as a holomorphic function on P1 and thus is constant. This
implies that µµ = 1.
Lemma 8.4.5. — Let α ∈ C be such that Reα ∈ [0, 1[ and α 6= 0. Then the mero-
morphic function
λ(z) =
Γ(α ⋆ z/z)
Γ(1− α ⋆ z/z)
is “real” and “positive” (it is holomorphic invertible near S if Reα 6= 0).
Proof. — That this function is “real” has yet been remarked. The only possible
pole/zero of λ on S is ±i, which occurs if there exists k ∈ Z such that Reα+ k = 0.
It is a simple pole (resp. a simple zero) if k > 0 (resp. k 6 −1). As we assume
Reα ∈ [0, 1[, the only possibility is when Reα = 0, with k = 0 (hence a pole).
Write λ(z) as Γ(α ⋆ z/z)2 · (1/π) sinπ(α ⋆ z/z). It is then equivalent to showing
that (1/π) sinπ(α ⋆ z/z) is “positive” for α as above.
Write α = α′ + iα′′. The result is clear if α′′ = 0, as we then have α ⋆ z/z = α′ ∈
]0, 1[. We thus assume now that α′′ 6= 0.
For any β ∈ C with β′′ 6= 0, we put b = β
′ +
√
β′2 + β′′2
β′′
and we can write
β ⋆ z
z
=
β′′b
2
(
1 +
iz
b
)(
1 +
iz
b
)
.
If α is as above, we have n− α′, n+ α′ > 0 for any n > 1 and we put for n > 0
bn = −n− α
′ +
√
(n− α′)2 + α′′2
α′′
, cn =
n+ α′ +
√
(n+ α′)2 + α′′2
α′′
.
For n > 1, we have |bn| , |cn| > 1 and
(n− α) ⋆ z
z
=
n− α′ +
√
(n− α′)2 + α′′2
2
(
1 +
iz
bn
)(
1 +
iz
bn
)
,
(n+ α) ⋆ z
z
=
n+ α′ +
√
(n+ α′)2 + α′′2
2
(
1 +
iz
cn
)(
1 +
iz
cn
)
.
The number
c(α) =
∏
n>1
(n− α′ +√(n− α′)2 + α′′2)(n+ α′ +√(n+ α′)2 + α′′2)
4n2
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is (finite and) positive. On the other hand, as
1
bn
+
1
cn
= −α
′α′′
n2
+ O(1/n3), the
infinite product ∏
n>1
(
1 +
iz
bn
)(
1 +
iz
cn
)
defines an invertible holomorphic function in some neighbourhood of D. Put
g(z) =
(c(α)(α′ +√α′2 + α′′2)
2
)1/2
·
(
1 +
iz
c0
) ∏
n>1
(
1 +
iz
bn
)(
1 +
iz
cn
)
.
Then we have (1/π) sinπ(α ⋆ z/z) = g(z)g(z).
If µ is a meromorphic function on some neighbourhood of D, we denote by Dµ its
divisor on D. If M is a RX -module, we put M (Dµ) = OX (Dµ) ⊗OX M with its
natural RX -structure.
Lemma 8.4.6. — Let (T ,S ) = (M ′,M ′′, C,S ) be an object of MT(X,w)(p). Then,
for each µ as above, (M ′(Dµ),M ′′(Dµ), µµC,S ) is an object of MT(X,w)(p) iso-
morphic to (T ,S ).
Remark 8.4.7. — We only assume here that M ′,M ′′ are defined in some neighbour-
hood of D, and not necessarily on Ω0, as in Chapter 4. This does not change the
category MT(X,w)(p).
Proof. — The isomorphism is given by ·µ : M ′(Dµ)→M ′ and ·(1/µ) : M ′′→M ′′(Dµ).
8.4.b. Exponential twist and specialization of a sesquilinear pairing
We now come back to our original situation of §8.2.a. Let T = (M ′,M ′′, C) be
an object of R- Triples(X). We have defined the object FT = (FM ′,FM ′′,FC) of
R- Triples(Z). If we assume that M ′,M ′′ are strict and strictly specializable along
t′ = 0, then FM ′,FM ′′ are strictly specializable along τ = 0. Then, for Reα ∈ [−1, 0[,
Ψτ,α
FT is defined as in §3.6. Recall (cf. (3.6.2)) that we denote by Nτ : Ψτ,αFT →
Ψτ,α
FT (−1) the morphism (−iNτ , iNτ ). If α = −1 (more generally if α is real) we
have Ψτ,α
FT = ψτ,αFT . We also consider, as in §3.6.b, the vanishing cycle object
φτ,0
FT .
The purpose of this section is to extend Proposition 8.3.1(iv) to objects of
R- Triples. It will be convenient to assume, in the following, that M ′ = M ′min and
M ′′ = M ′′min; with such an assumption, we will not have to define a sesquilinear
pairing on the minimal extensions used in Proposition 8.3.1(iv), as we can use C.
Proposition 8.4.8. — For T as above, we have isomorphisms in R- Triples(X):(
Ψτ,α
FT ,Nτ
) ∼−→ i∞,+(Ψt′,αT ,Nt′), ∀α 6= −1 with Reα ∈ [−1, 0[,
(φτ,0
FT ,Nτ )
∼−→ i∞,+
(
ψt′,−1T ,Nt′
)
,
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and an exact sequence
0 −→ i∞,+KerNt′ −→ KerNτ −→ T −→ 0
inducing an isomorphism PgrM0 ψτ,−1
FT
∼−→ T .
Corollary 8.4.9. — Assume that T is an object of MT(r)(X,w) (resp. (T ,S )
is an object of MT(r)(X,w)(p)). Then, for any α ∈ C with Reα ∈ [−1, 0[,
(Ψτ,α
FT ,Nτ ) induces by gradation an object of MLT
(r)(X,w;−1) (resp. an object of
MLT(r)(X,w;−1)(p)).
Proof of Corollary 8.4.9. — Suppose that Proposition 8.4.8 is proved. Assume first
that T is an object of MT(r)(X,w). Then, by definition, i∞,+
(
grM• Ψt′,αT , gr
M
−2Nt′
)
is an object of MLT(r)(X,w;−1) for any α with Reα ∈ [−1, 0[; therefore, so is(
grM
•
Ψτ,α
FT , grM−2Nτ
)
for any such α 6= −1. When α = −1, as FM ′,FM ′′ are equal
to their minimal extension along τ = 0 (cf. Proposition 8.3.1) the morphism
Can :
(
ψτ,−1
FT ,M•(Nτ )
) −→ (φτ,0FT (−1/2),M•−1(Nτ )),
(cf. §3.6.b) is onto. It is strictly compatible with the monodromy filtrations (cf. [54,
Lemme 5.1.12]), and induces an isomorphism PgrMℓ ψτ,−1
FT
∼−→ PgrMℓ−1φτ,0FT (−1/2)
for any ℓ > 1, hence an isomorphism
PgrMℓ ψτ,−1
FT
∼−→ i∞,+PgrMℓ−1ψt′,−1T (−1/2).
By assumption on T , the right-hand term is an object of MT(r)(X,w + ℓ), hence so
is the left-hand term. Moreover, PgrM0 ψτ,−1
FT ≃ T is in MT(r)(X,w). This gives
the claim when α = −1.
In the polarized case, we can reduce to the case where w = 0, M ′ = M ′′, S =
(Id, Id) and C∗ = C. Then these properties are satisfied by the objects above, and
the polarizability on the τ -side follows from the polarizability on the t′-side.
The proof of the proposition will involve the computation of a Mellin transform
with kernel given by a function Iχ(t, s, z). We first analyze this Mellin transform.
The function Iχ̂(t, s, z). — Let χ̂ ∈ C∞c (Â1,R) be such that χ̂(τ) ≡ 1 near τ = 0.
For any z ∈ S, t ∈ A1 and s ∈ C such that Re(s+ 1) > 0, put
(8.4.10) Iχ̂(t, s, z) =
∫
Â1
eztτ−tτ/z |τ |2s χ̂(τ) i2π dτ ∧ dτ .
We also write Iχ̂(t
′, s, z) when working in the coordinate t′ on P1. We will use the fol-
lowing coarse properties (they are similar to the properties described for the function
Îχ of §3.6.b).
(i) Denote by Iχ̂,k,ℓ(t, s, z) (k, ℓ ∈ Z) the function obtained by integrating
|τ |2s τkτ ℓ. Then, for any s ∈ C with Re(s + 1 + (k + ℓ)/2) > 0 and any z ∈ S, the
function (t, s, z) → Iχ̂,k,ℓ(t, s, z) is C∞, depends holomorphically on s, and satisfies
limt→∞ Iχ̂,k,ℓ(t, s, z) = 0 locally uniformly with respect to s, z.
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(ii) We have
tIχ̂,k,ℓ = z(s+ k)Iχ̂,k−1,ℓ + zI∂χ̂/∂τ,k,ℓ ðtIχ̂,k,ℓ = −Iχ̂,k+1,ℓ
tIχ̂,k,ℓ = z(s+ ℓ)Iχ̂,k,ℓ−1 + zI∂χ̂/∂τ,k,ℓ ðtIχ̂,k,ℓ = −Iχ̂,k,ℓ+1,
where the equalities hold on the common domain of definition (with respect to s) of
the functions involved. Notice that the functions I∂χ̂/∂τ,k,ℓ and I∂χ̂/∂τ,k,ℓ are C
∞ on
P1 × C× S, depend holomorphically on s, and are infinitely flat at t =∞.
It follows that, for Re(s+ 1) > 0, we have
(8.4.11)
tðtIχ̂ = −z(s+ 1)Iχ̂ + zI∂χ̂/∂τ,1,0,
tðtIχ̂ = −z(s+ 1)Iχ̂ + zI∂χ̂/∂τ,0,1.
(iii) Moreover, for any p > 0, any s ∈ C with Re(s+ 1 + (k + ℓ)/2) > p and any
z ∈ S, all derivatives up to order p of Iχ̂,k,ℓ(t′, s, z) with respect to t′ tend to 0 when
t′ → 0, locally uniformly with respect to s, z; therefore, Iχ̂,k,ℓ(t, s, z) extends as a
function of class Cp on P1×{Re(s+1+(k+ ℓ)/2) > p}×S, holomorphic with respect
to s.
Mellin transform with kernel Iχ̂(t, s, z). — We will work near zo ∈ S. For any local
sections µ′, µ′′ of M ′,M ′′ and any C∞ relative form ϕ of maximal degree on X × S
with compact support contained in the open set where µ′, µ′′ are defined, the function
(s, z) 7−→ 〈C(µ′, µ′′), ϕIχ̂(t, s, z)〉
is holomorphic with respect to s for Re s ≫ 0 (according to (i)), continuous with re-
spect to z. One shows as in Lemma 3.6.5, using (iii), that it extends as a meromorphic
function on the whole complex plane, with poles on sets s = α ⋆ z/z.
This result can easily be extended to local sections µ′, µ′′ of M˜ ′, M˜ ′′: indeed,
this has to be verified only near t = ∞; there exists p > 0 such that, in the neigh-
bourhood of the support of ϕ, t′pµ′, t′pµ′′ are local sections of M ′,M ′′; apply then
the previous argument to the kernel |t|2p Iχ̂(t, s, z). In the following, we will write〈
C(µ′, µ′′), ϕIχ̂(t, s, z)
〉
instead of
〈
C(t′pµ′, t′pµ′′), ϕ |t|2p Iχ̂(t, s, z)
〉
near t =∞.
Lemma 8.4.12. — Assume that ϕ is compactly supported on (X r∞)× S. Then, for
µ′, µ′′ as above, we have
Ress=−1
〈
C(µ′, µ′′), ϕIχ̂(t, s, z)
〉
=
〈
C(µ′, µ′′), ϕ
〉
.
Proof. — The function (s+ 1)Iχ̂(t, s, z) can be extended to the domain Re(s+ 1) >
−1/2 as C∞ function of (t, s, z), holomorphic with respect to s: use (ii) with k = 1,
ℓ = 0 to write (s + 1)Iχ̂(t, s, z) = (t/z)Iχ̂,1,0 − I∂χ̂/∂τ,1,0. It is then enough to show
that this C∞ function, when restricted to s = −1, is identically equal to 1. It amounts
to proving that, for any t, z, lim s→−1
Re s>−1
[
(s+1)Iχ̂(t, s, z)
]
= 1. For Re s > −1 we have
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Iχ̂(t, s, z) = J(t, s, z) +Hχ̂(t, s, z), with
J(t, s, z) =
∫
|τ |61
e−2i Im tτ/z |τ |2s i2π dτ ∧ dτ ,
and Hχ̂ extends as a C
∞ function on A1 × C× S, holomorphic with respect to s. It
is therefore enough to work with J(t, s, z) instead of Iχ̂. We now have
J(t, s, z) = |t|−2(s+1)
∫
|u|<|t|
e−2i Imu |u|2s i2π du ∧ du
=
1
π
|t|−2(s+1)
∫ 2π
0
∫ |t|
0
e−2iρ sin θρ2s+1 dρdθ.
Now, integrating by part, we get∫ |t|
0
e−2iρ sin θρ2s+1 dρ =
|t|2s+2 e−2i|t| sin θ
2s+ 2
+
2i sin θ
2s+ 2
∫ |t|
0
e−2iρ sin θρ2s+2 dρ,
and the second integral is holomorphic near s = −1. Therefore,
(s+ 1)J(t, s) =
|t|−2(s+1)
2π
∫ 2π
0
[
|t|2s+2 e−2i|t| sin θ + 2i sin θ
∫ |t|
0
e−2iρ sin θρ2s+2 dρ
]
dθ.
Taking s→ −1 gives
lim
s→−1
Re s>−1
[(s+ 1)J(t, s)] =
1
2π
∫ 2π
0
[
e−2i|t| sin θ + 2i sin θ
∫ |t|
0
e−2iρ sin θ dρ
]
dθ.
Now,
2i sin θ
∫ |t|
0
e−2iρ sin θ dρ = −
∫ |t|
0
d
dρ
(
e−2iρ sin θ
)
dρ = 1− e−2i|t| sin θ,
hence lim s→−1
Re s>−1
[(s+ 1)J(t, s)] = 1.
Remark 8.4.13. — To simplify notation, we now put
Jχ̂(t, s, z) =
1
Γ(s+ 1)
Iχ̂(t, s, z).
Using (ii) as in the previous lemma, one obtains that there exists a C∞ function on
A1×C×S, holomorphic with respect to s, which coincides with Jχ̂ when Re(s+1) > 0.
This implies that, when the support of ϕ does not cut ∞, the meromorphic function
s 7→ 〈C(µ′, µ′′), ϕJχ̂(t, s, z)〉 is entire.
We now work near ∞ with the coordinate t′. Assume that µ′ is a local section
of V
(zo)
a1+1
M˜ ′ and that µ′′ is a local section of V
(−zo)
a2+1
M˜ ′′. Assume moreover that the
class of µ′ in gr
(zo)
a1+1
M˜ ′ is in ψt′,α1+1M˜
′, and that the class of µ′′ in gr
(−zo)
a2+1
M˜ ′′ is
in ψt′,α2+1M˜
′′. Then on proves as in Lemma 3.6.5 that
〈
C(µ′, µ′′), ϕJχ̂(t
′, s, z)
〉
has
poles on sets s = γ ⋆ z/z with γ such that 2Re γ < a1 + a2 or γ = α1 = α2.
Let us then consider the case where α1 = α2
def
= α. Then, if ψ has compact support
and vanishes along t′ = 0, the previous result shows that
〈
C(µ′, µ′′), ψJχ̂(t
′, s, z)
〉
has
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no pole along s = α ⋆ z/z. It follows that Ress=α⋆z/z
〈
C(µ′, µ′′), ϕJχ̂(t
′, s, z)
〉
only
depends on the restriction of ϕ to t′ = 0; in other words, it is the direct image of
a distribution on t′ = 0 by the inclusion i∞. We will identify this distribution with
ψt′,α+1C. We will put
i∗∞ϕ =
ϕ|∞
i
2πdt
′ ∧ dt′ .
Lemma 8.4.14. — For any α ∈ C and µ′, µ′′ lifting local sections [µ′], [µ′′] of
ψt′,α+1M˜
′, ψt′,α+1M˜
′′, we have, when the support of ϕ is contained in the open set
where µ′, µ′′ are defined,
Ress=α⋆z/z
〈
C(µ′, µ′′), ϕJχ̂(t
′, s, z)
〉
=
1
Γ(−α ⋆ z/z)
〈
ψt′,α+1C([µ
′], [µ′′]), i∗∞ϕ
〉
.
Proof. — Let χ(t′) be a C∞ function which has compact support and is ≡ 1 near
t′ = 0. As ϕ− i∗∞ϕ ∧ χ(t′) i2πdt′ ∧ dt′ vanishes along t′ = 0, the left-hand term in the
lemma is equal to
(8.4.15) Ress=α⋆z/z
〈
C(µ′, µ′′), Jχ̂(t
′, s, z)i∗∞ϕ ∧ χ(t′) i2πdt′ ∧ dt′
〉
.
On the other hand, by definition of ψt′,α+1C (cf. (3.6.10)), the right-hand term is
equal to
(8.4.16) Ress=α⋆z/z
1
Γ(−s)
〈
C(µ′, µ′′), |t′|2(s+1) i∗∞ϕ ∧ χ(t′) i2πdt′ ∧ dt′
〉
.
Put J˜χ̂(t, s, z) = |t|2(s+1)Jχ̂(t, s, z). Then, by (8.4.11) expressed in the coordin-
ate t′, we have
t′
∂J˜χ̂
∂t′
= −J˜∂χ̂/∂τ,1,0, t′
∂J˜χ̂
∂t′
= −J˜∂χ̂/∂τ,0,1,
and both functions J˜∂χ̂/∂τ,1,0 and J˜∂χ̂/∂τ,0,1 extend as C
∞ functions, infinitely flat at
t′ = 0 and holomorphic with respect to s ∈ C. Put
K˜χ̂(t
′, s, z) = −
∫ 1
0
[
J˜∂χ̂/∂τ,1,0(λt
′, s, z) + J˜∂χ̂/∂τ,0,1(λt
′, s, z)
]
dλ.
Then K˜χ̂ is of the same kind. Notice now that, for any s ∈ C with Re(s+1) ∈ ]0, 1/4[
and any z ∈ S, we have
(8.4.17) lim
t→∞
(|t|2(s+1) Iχ̂(t, s, z)) = Γ(s+ 1)
Γ(−s) .
[Let us sketch the proof of this statement. We assume for instance that χ̂ ≡ 1 when
|τ | 6 1. We can replace Iχ̂(t, s, z) with∫
|τ |61
eztτ−tτ/z |τ |2s i2π dτ ∧ dτ
without changing the limit, and we are reduced to computing
1
π
∫ 2π
0
∫ ∞
0
e−2iρ sin θρ2s+1dρ dθ.
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Using the Bessel function J0(r) =
1
2π
∫ 2π
0
e−ir sin θdθ, this integral is written as
2
∫ ∞
0
ρ2s+1J0(2ρ)dρ =
1
22s+1
∫ ∞
0
r2s+1J0(r)dr,
and it is known (cf. [68, §13.24, p. 391]) that, on the strip Re(s + 1) ∈ ]0, 1/4[, the
last integral is equal to 22s+1Γ(s+ 1)/Γ(−s).]
On this strip, we can therefore write J˜χ̂(t
′, s, z) = K˜χ̂(t
′, s, z)+1/Γ(−s), by Taylor’s
formula. Hence, on the strip Re(s + 1) ∈ ]0, 1/4[ and, by applying (ðt′ðt′)p as for
(3.6.31), on any strip Re(s+ 1) ∈ ]p, p+ 1/4[ for p > 0, we have
Jχ̂(t
′, s, z) =
|t′|2(s+1)
Γ(−s) +K
(p)
χ̂ (t
′, s, z),
where K
(p)
χ̂ (t
′, s, z) = (ðt′ðt′)p[|t′|2(s+1) K˜χ̂(t′, s, z)] satisfies the same properties as
K˜χ̂ does when t
′ → 0. This implies that the function
s 7−→ 〈C(µ′, µ′′),K(p)χ̂ (t′, s, z)i∗∞ϕ ∧ χ(t′) i2πdt′ ∧ dt′〉
is entire for any z ∈ S. Hence, there exists an entire function of s such that the
difference of the meromorphic functions considered in (8.4.15) and (8.4.16), when
restricted to the strip Re(s + 1) ∈ ]p, p + 1/4[ (with p large enough so that they
are holomorphic on the strip), coincides with this entire function. This difference
is therefore identically equal to this entire function of s, and (8.4.15) and (8.4.16)
coincide. This proves the lemma.
Proof of Proposition 8.4.8. — We will work near zo ∈ S. By definition (cf. (3.6.10)),
given any local sections [m′], [m′′] of ψτ,α
FM ′, ψτ,αFM ′′ and local liftings m′,m′′ in
Va′
FM ′, Va′′
FM ′′ with a′ = ℓzo(α) and a
′′ = ℓ−zo(α), we have, for any C
∞ relative
form ϕ of maximal degree on X × S,
(8.4.18)
〈
ψτ,α
FC([m′], [m′′], ϕ
〉
= Ress=α⋆z/z
〈
FC(m′,m′′), ϕ |τ |2s χ̂(τ) i2π dτ ∧ dτ
〉
,
where χ̂ ≡ 1 near τ = 0. In particular, for sections m′,m′′ of the form µ′ ⊗ E−tτ/z,
µ′′ ⊗ E−tτ/z with µ′, µ′′ local sections of M˜ , the definition of FC implies that the
right-hand term above can be written as
(8.4.19) Ress=α⋆z/z
〈
C(µ′, µ′′), ϕIχ̂(t, s, z)
〉
.
[Here, we mean that both functions〈
C(µ′, µ′′), ϕIχ̂(t, s, z)
〉
and
〈
FC(µ′⊗E−tτ/z, µ′′ ⊗ E−tτ/z), ϕ |τ |2s χ̂(τ) i2π dτ∧dτ
〉
,
a priori defined for Re s ≫ 0, are extended as meromorphic functions of s on the
whole complex plane.] Moreover, by RX -linearity, it is enough to prove Proposition
8.4.8 for such sections.
Proof of Proposition 8.4.8 away from ∞. — This is the easy part of the proof. We
only have to consider α = −1 and, for ϕ compactly supported on (X r∞) × S, we
are reduced to proving that
Ress=−1
〈
C(µ′, µ′′), ϕIχ̂(t, s, z)
〉
=
〈
C(µ′, µ′′), ϕ
〉
,
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for local sections µ′, µ′′ of M˜ ′, M˜ ′′. This is Lemma 8.4.12
Proof of Proposition 8.4.8 near ∞ for α 6= −1, 0. — The question is local on D. We
can compute (8.4.18) by using liftings of m′,m′′ in grUa′+1
FM ′, grUa′′+1
FM ′′, accord-
ing to (8.3.14). By R-linearity, we only consider sections m′ = t′−1µ′ ⊗ E−tτ/z,
m′′ = t′−1µ′′ ⊗ E−tτ/z, where µ′ is a local section of Va′M˜ ′ and µ′′ of Va′′M˜ ′′. Ac-
cording to (8.4.19), we have〈
ψτ,α
FC([m′], [m′′], ϕ
〉
= Ress=α⋆z/z
〈
C(t′−1µ′, t′−1µ′′), ϕIχ̂(t, s, z)
〉
,
and, from Lemma 8.4.14, this is
Γ(1 + α ⋆ z/z)
Γ(−α ⋆ z/z)
〈
ψt′,α+1C([t
′−1µ′], [t′−1µ′′]), i∗∞ϕ
〉
=
Γ(1 + α ⋆ z/z)
Γ(−α ⋆ z/z)
〈
ψt′,αC([µ
′], [µ′′]), i∗∞ϕ
〉
.
By Lemma 8.4.5 and its proof, we have Γ(1 + α ⋆ z/z)/Γ(−α ⋆ z/z) = µµ, with
Dµ = −Dα (recall that Dα was defined in Proposition 8.3.1(iva)), as we assume
Reα ∈ [−1, 0[. We then apply Lemma 8.4.6.
Proof of Proposition 8.4.8 near ∞ for α = 0. — By the same reduction as above, we
consider local sections m′0,m
′′
0 of V0
FM ′, V0FM ′′ of the form m′0 = µ
′
1 ⊗ E−tτ/z, m′′0 =
µ′′1 ⊗ E−tτ/z, where µ′1, µ′′1 are local sections of V1M˜ ′, V1M˜ ′′. By Lemma 3.6.33, we
have〈
φτ,0
FC([m′0], [m
′′
0 ]), ϕ
〉
= Ress=0
−1
s
〈
FC(m′0,m
′′
0 ), ϕ ∧ |τ |2s χ̂(τ) i2πdτ ∧ dτ
〉
= Ress=0
−1
s
〈
C(µ′1, µ
′′
1), ϕIχ̂(t, s, z)
〉
.
By Lemma 8.4.14, using that (−Γ(s+ 1)/sΓ(−s))|s=0 = 1, this expression is
Ress=0
〈
C(µ′1, µ
′′
1), |t′|2(s+1) ϕ
〉
= Ress=−1
〈
C(µ′−1, µ
′′
−1), |t′|2s ϕ
〉
if we put µ−1 = t
′2µ1. This is
〈
ψt′,−1C([µ
′
−1], [µ
′′
−1]), i
∗
∞ϕ
〉
.
Proof of Proposition 8.4.8 near ∞ for α = −1. — Let us first explain how ψτ,−1FC
is defined and how it induces a sesquilinear pairing on PgrM0 ψτ,−1
FM ′, PgrM0 ψτ,−1
FM ′′.
In order to compute ψτ,−1
FC, we lift local sections [m′], [m′′] of ψτ,−1
FM ′, ψτ,−1FM ′′
in U0
FM ′, U0FM ′′ and compute (8.4.18) for α = −1. We know, by Lemma 3.6.5, that
this is well defined.
To compute the induced form on PgrM0 , we use (8.3.5) and (8.3.6) and, arguing as
above, we have to consider sections m′,m′′ of U<0
FM ′, U<0FM ′′. We are then reduced
to proving that, for local sections µ′, µ′′ of V<0M˜ ′, V<0M˜ ′′, we have
Ress=−1
Γ(s+ 1)
Γ(−s)
〈
C(µ′, µ′′), |t′|2(s+1) ϕ〉 = 〈C(µ′, µ′′), ϕ〉.
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By Lemma 3.6.5, the meromorphic function s 7→ 〈C(µ′, µ′′), |t′|2(s+1) ϕ〉 has poles
along sets s+ 1 = γ ⋆ z/z with Re γ < 0. For such a γ and for z ∈ S, we cannot have
γ ⋆ z/z = 0. Therefore, s 7→ 〈C(µ′, µ′′), |t′|2(s+1) ϕ〉 is holomorphic near s = −1 and
its value at s = −1 is 〈C(µ′, µ′′), ϕ〉. The assertion follows.
8.4.c. Proof of Theorem 8.4.1. — We first reduce to weight 0, and assume that
w = 0. It is then possible to assume that (T ,S ) = (M ,M , C, Id). We may also
assume that M has strict support. Then, in particular, we have M = M˜min, as
defined above.
According to Corollary 8.4.9 (and to Proposition 8.4.8 for φτ,0), we can apply the
arguments given in §6.3 to the direct image by q.
Notice that we also get:
Corollary 8.4.20. — Let (T ,S ) = (M ′,M ′′, C,S ) be an object of MT(r)(X,w)(p).
Then, we have isomorphisms in R- Triples(X):(
Ψτ,αT̂ ,Nτ
) ∼−→ (Ψt′,αT ,Nt′), ∀α 6= −1 with Reα ∈ [−1, 0[,
(φτ,0T̂ ,Nτ )
∼−→ (ψt′,−1T ,Nt′).
Remark 8.4.21. — Let us indicate some shortcut to obtain the S-decomposability of
M̂ when Y is reduced to a point. By Proposition 8.3.1, we have exact sequences
0 −→ KerNτ −→ ψτ,−1FM canτ−−−−−→ i∞,+ψt′,−1M −→ 0,
0 −→ i∞,+ψt′,−1M varτ−−−−→ ψτ,−1FM −→ CokerNτ −→ 0,
and
0 −→ i∞,+KerNt′ −→ KerNτ −→ M −→ 0
0 −→ M −→ CokerNτ −→ i∞,+ CokerNt′ −→ 0.
It follows that H 1q+Ker canτ = H 1q+M and H −1q+ Coker varτ = H −1q+M . By
the first part of the proof, we then have exact sequences
ψτ,−1M̂
canτ−−−−−→ ψτ,0M̂ = ψt′,−1M −→ H 1q+M −→ 0
0 −→ H −1q+M −→ ψt′,−1M = ψτ,0M̂ varτ−−−−→ ψτ,−1M̂ .
Therefore, if q+M has cohomology in degree 0 only, M̂ is a minimal extension along
τ = 0. Such a situation occurs if Y is reduced to a point, so that X = P1: in-
deed, as (T ,S ) is an object of MT(r)(P1, 0)(p), we can assume that T is simple
(cf. Proposition 4.2.5); denote by M the restriction of M to z = 1, i.e., M =
M /(z− 1)M ; by Theorem 5.0.1, M is an irreducible regular holonomic DP1 -module;
– if M is not isomorphic to OP1 , then q+M has cohomology in degree 0 only [use
duality to reduce to the vanishing of H −1q+M , which is nothing but the space of
global sections of the local system attached to M away from its singular points]; By
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Theorem 6.1.1, each cohomology H jq+M is strict and its fibre at z = 1 is H jq+M ;
therefore, H jq+M = 0 if j 6= 0;
– otherwise, M is isomorphic to OP1 with its usual DP1 structure, and M̂ is OP1 ,
so M̂ is supported on τ = 0 and ψτ,−1M̂ = 0;
in conclusion, the S-decomposability of M̂ along τ = 0 is true in both cases.
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NOTATION
Aβ(t, z), 125, 135
α ⋆ z, 17
bm, 64, 67
bU , 64, 67
C (sesquilinear pairing), 30, 40
FC, 196
C∗, 32
Can, 93
can, 72
FC, 191
CXR×S/S
, 13
CharM , 20
(conjugation), 29
Ĉ, 195
C∞,anXR×Ω, 14
DE , 23, 48
FDE , 192
DH , 24, 48
DV , 23
FDV , 192
∂z , 178
ð, 12
D, 198
DbXR×S/S
, 13
Db
an
XR×Ω
, 14
D0, D∞, Dz , 51
DR(M), 19
DR(M˜ )(2), 157
DR(M˜zo)(2), 158
DR(M ), 20
DX , 11
e(zo), 135
e′(zo), 135
ε, 11
E−t/z, 191
E−tτ/z, 193
f†M , 26
f†C, f†T , 35
f+M , 27
f+M , 28
f+C, f+T , f+S , 33
God, 11
Fh, 192
H , 24
H ′, 40, 47
H˜ , 40, 49
(H,DV ), 23, 48
hS, 41, 48
ι (rescaling), 51
L •
(2)
(H ,Dz), 160
L •
(2)
(H,Dzo), 159
Λ, Sing(Λ), 17
Lc, Lc, Lω , 37
L(t), 17
FM , 191
FM , 194
M l, M r, 15
M˜ , 81
M̂ , 194
Mzo , 79
M(N)•, 71
MT6d(X,w), MT
(r)
6d
(X,w), 107
MLT6d(X,w; ε), MLT
(r)
6d(X,w; ε), 114
MT6d(X,w)
(p), MT
(r)
6d(X,w)
(p), 117
MTW(r)(X,w), 111
N, 71
N , 88
Ω0, 12
Ω∞, 12
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ωX , 11
ωX , 13
Ω1
X
, 12
Ωk
X
, 12
OS, 13
OX , 11
OX , 12
O(X,X)×S, 13
PgrMℓ , 72
φf,0T , 93
Pψt,α,ℓC, 91
ψf,αM , 73
ψ
(zo)
t,α M , ψt,αM , 68
Ψt,αM , 82
ψt,αC, 87, 91
ψt,α,ℓC, 88
R- Triples, 31
R int-Triples, 179
RX , 12
R(X,X)×S, 13
RX→Y , 25
S, 13
S , S (k), 32
S 2(X, t), 73
Σ(M ), 20
SpX , 15
SpX→Y , 25
SuppM , 20
T , T ∗, T (k), 31
FT , 191
θE , 23
FθE , 192
ΘX , 12
Var, 93
var, 72
V
(zo)
• M , 68
V•RX , 55
XR, 11
X, 11
X , 12
X ◦, 12
ΞDol, ΞDR, 19
