We study decidability 
stricting the use of the temporal operators). In this paper, we are interested in the decidability and complexity status of fragments of Presburger LTL restricting the following syntactic resources of the formulae: the class of constraints, the number of counters and the maximal distance between two states for which these counters can be compared. However, we preserve the full strength of the logical operators. Our investigation is based on the standard assumption that restricting the number of variables is a means to define decidable fragments of undecidable logics or to design counter/clock automata with decidable reachability problems, see e.g. [19, 17, 27, 23] . Furthermore this helps to understand the complexity gaps of decidable problems [15, 22] . Our goal is therefore to identify decidable and undecidable fragments of Presburger LTL (both for model-checking and satisfiability problems) refining existing results from [8, 10, 12, 13] .
Our contribution. We define CLTL(DL) as a fragment of Presburger LTL where atomic formulae are difference constraints. The underlying fragment of Presburger arithmetic in CLTL(DL) is identical to the one in the logic L p from [10] . However, it is possible in CLTL(DL) to state constraints between counters at two non-consecutive states. For instance, "XXx = y" means that the value of y at the current state is equal to the value of x two states further. We call X-length the maximal number of X operators prefixing a counter. As far as undecidability is concerned, we show that satisfiability and model-checking over counter automata for CLTL(DL) either restricted to formulae of X-length two with at most one counter or to formulae of X-length one with at most two counters are Σ 1 1 -complete, improving results from [10, 12] . On the positive side, we prove that model-checking and satisfiability for CLTL(DL) are PSPACE-complete when restricted to X-length one and to one counter. Hence, we offer a complete and precise taxonomy of CLTL(DL) fragments with respect to decidability issue. We follow a standard automata-based approach [31, 20] but we introduce an original symbolic representation of models that can be recognized by a fine-tuned class of one-counter automata (instead of standard Büchi automata). A nice property of this method is that it can be generalized to various LTL extensions that define ω-regular classes of models. Among the most technical parts of this work, we show that the nonemptiness problem for this class of counter automata where
• the counter is interpreted in Z,
• there are zero tests and sign tests,
• the accepted language is made of ω-sequences with Büchi acceptance condition,
• the updates of the counter correspond to add one of the values −1, 0, 1 is NLOGSPACE-complete. This extends what is known about Büchi automata and variants of one-counter automata [21, 31] . As far as we know, this is a new result obtained by analyzing runs. The details of the full proof are in [14, Sect. 6] . In addition, we show that model-checking LTL with quantifier-free Presburger constraints over onecounter automata is also PSPACE-complete.
Related work. Decidability and complexity issues for LTL variants with Presburger constraints can be found in [7, 10, 12, 13] (see also description logics with concrete domains in [25] and logics of space and time in [2] ). Unlike these works, we are studying systematically the effects of bounding the number of variables and the X-length of formulae while preserving the logical operators. This contrasts with fragments shown to be decidable in [7, 10] (not closed under negation). Model-checking one-counter automata against modal μ-calculus is in PSPACE [28] and more generally modelchecking pushdown systems against modal μ-calculus is EXPTIME-complete [33] as well as linear μ-calculus [8, 18] . Herein we show that model-checking linear μ-calculus with quantifier-free Presburger constraints over one-counter automata is PSPACE-complete, refining the above-mentioned works. Satisfiability for this fragment is undecidable as a consequence of [26, Sect. 14.2] . Furthermore, it is worth recalling that even though LTL can be expressed in the modal μ-calculus, these two formalisms have not the same conciseness on common fragment and therefore complexity results cannot always be transferred immediately. Because of lack of space, the omitted proofs can be found in the preliminary report [14] .
Temporal logics, automata and Presburger constraints 2.1 From constraint languages to linear-time temporal logics
Constraint languages. Let VAR = {x 0 , x 1 , . . .} be a countably infinite set of variables. We consider several fragments of Presburger arithmetic (PA). The difference logic DL is defined by constraints of the form
where x, y ∈ VAR, d ∈ Z and ∼∈ {<, >, ≤, ≥, =}. We denote by DL + the extension of DL with periodicity constraints of the form either
Finally, QFP is the quantifier-free fragment of PA, defined by:
where a i ∈ Z and I is a finite set of indices. Obviously,
the satisfaction relation v |= E is defined in the obvious way. For instance, n ≡ k n iff there is z ∈ Z such that n = n + kz. All integers are encoded in binary.
Linear-time temporal logics. Given a constraint language L (typically DL, DL + or QFP), we define the logic CLTL(L) as the extension of LTL where the propositional variables are refined to atomic constraints from L over expressions representing different states of the variables. The formulae of CLTL(L) are defined by the grammar:
is a constraint of L with free variables x 1 , . . . , x n replaced by terms. A term is a variable x i prefixed by a certain number l of X symbols and is denoted by X l x i (its encoding requires O(l + log i) bits). The symbols X and U are respectively the classical operators "next" and "until" of LTL. We use the notations Fφ and Gφ as the abbreviations for Uφ and ¬F¬φ. A one-step constraint is an atomic formula of the form E[
Given a CLTL(L) formula φ we define its X-length |φ| X as the maximal number l such that a term of the form X l x occurs in φ. Intuitively, the X-length defines the size of a frame of consecutive states that can be compared. The models of CLTL(L) are ω-sequences of valuations σ : N → (VAR → Z) and the satisfaction relation is defined as for LTL except at the atomic level:
• σ, i |= φUφ iff there is j ≥ i such that σ, j |= φ and for every i ≤ k < j, we have σ, k |= φ.
The symbol |=, used at the level of the constraint language, is overloaded but this will not lead to any confusion. As usual, a formula φ ∈ CLTL(L) is satisfiable whenever there exists a model σ such that σ, 0 |= φ. We write CLTL l k (L) to denote the restriction of CLTL(L) to formulae with at most k variables and X-length less or equal to l. The satisfiability problem for CLTL(QFP) can be placed easily in the class Σ 
such that for every i ∈ {0, . . . , n − 1} (resp. for every i ∈ N) we have w(i) − → w(i + 1). We note q, c − → * q , c if there is a finite path from q, c to q , c . An accepting run for A is an infinite path w such that w(0) ∈ I × Z k and the set {i ∈ N :
Model-checking.
The model-checking problem for CLTL(L) takes as inputs a CLTL(L) formula φ and an L-automaton A and checks whether there is a CLTL(L) model σ that realizes some word of L symb (A) and such that σ, 0 |= φ (we write A |= φ).
We present the existential version of the problem to simplify forthcoming developments since we also deal with satisfiability but results about the universal version can be withdrawn from those presented herein.
In the rest of the paper, we mainly consider DL + -automata or subclasses that can simulate non-deterministic Minsky machines. We introduce below subclasses of DL-automata on which we will restrict in some places the model-checking problem.
Counter automata. A k-Z-counter automaton is a restricted DL-automaton such that each transition is of the form q 
− −−−− → q .
A k-N-counter automaton is defined similarly except that we only consider non negative values for the counters. Obviously, one-Z-counter automata with updates in Z form a proper subclass of one-variable DL-automata that admit also constraints of the form Xx > x or Xx < x + d. In Sect. 3, we define an automata-based approach which differs from [31] by the use of one-Z-counter automata where the updates are restricted to {−1, 0, 1}, instead of classical Büchi automata. Such automata are called simple. Hence, counter automata are used as operational models (inputs of the model-checking problem) and also as language acceptors for adapting the automata-based approach from [31] . Proving the existence of accepting runs for simple one-Z-counter automata is not immediate since we are dealing with Büchi acceptance condition, the counter is interpreted in Z and zero/sign tests are allowed.
Improving undecidability boundaries
Satisfiability for CLTL(DL) is undecidable since we can easily encode the executions of a Minsky machine with a CLTL(DL) formula. The proof of [10] provides that CLTL 1 3 (DL) satisfiability is already Σ 1 1 -hard. We considerably refine this result by showing that one variable and X-length two or two variables and X-length one is enough for high undecidability.
We refer to [14, Section 3.2] for the full proof that contains a reduction from the recurrence problem for nondeterministic Minsky machines, known to be Σ [12] . We present below the proof for the Σ [14] ).
We show that the existence of an accepting run for two-Ncounter automata can be reduced to a satisfiability question in CLTL 2 1 (DL). First we show that for every two-N-counter automaton A, there is an equivalent two-N-counter automaton A computable in logarithmic space in |A| such that each transition of A changes at least the value of one counter. Given a two-N-counter automaton A = Q, δ, I, F , A = Q , δ , I , F is defined by:
One can verify that A has an accepting run iff A has an accepting run. Now let A = Q, δ, I, F be a two-N-counter automaton such that at each transition at least one counter changes its value. We pose • Let φ ch be the formula stating a change of configuration:
• Before i states that we are just before the configuration with control state q i :
• Initial configuration:
φ is defined below.
• Recurring elements of F :
• Simulation of the run:
where φ is obtained from φ by replacing
The automaton A has an accepting run iff φ init ∧φ run ∧φ rec is satisfiable.
2 Moreover, the satisfiability problem can be reduced to the model-checking problem since φ ∈ CLTL(DL) is satisfiable iff A |= φ where A is the DL-automaton that accepts all the executions (DL-automata are more liberal than counter automata).
Corollary 1
The model-checking problems for CLTL [29] . In order to simulate a proposition p, we use a constraint of the form x = 0 assuming that x is not used already for other purposes. By close inspection of the proof of Theorem 1, one can also show that satisfiability and modelchecking for CLTL ∈ N) and propositional variables that can be viewed as specific variables with a strict discipline on their constraints. As a matter of fact, the above-mentioned results not only complete our classification but also many problems on one-counter automata/nets can be encoded in CLTL(DL + , PROP). These problems come from several applications: verification of cryptographic protocols [21] , validation of XML streams (string representations of XML documents) [9] , or resolution of the identification problem [32] . By way of example, the class of one-variable DLautomata properly contains the one-counter automata that are used to validate XML streams against a recursive DTD in [9, Sect.5] . Below is the one-counter automaton recognizing the language {(ac) 
We dedicate the remaining of this section to prove decidability of the satisfiability problem for CLTL In order to build an automaton that recognizes the symbolic models of a CLTL 1 1 (DL + ) formula, we introduce below a symbolic representation of valuations. Let X be a finite set of one-step constraints from DL + built over the variable x. We consider the following syntactic resources of X.
Symbolic models
•
set of constants occurring in X in constraints of the form either
• CONS step = {e min , . . . , e −1 , e 0 , e 1 , . . . , e max } is the set of constants occurring in X in constraints of the form Xx ∼ x + e. We suppose that e min < · · · < e −1 < e 0 < e 1 < · · · < e max .
• K is the least common multiple of the integers k such that ≡ k occurs in X.
Wlog, we can assume that d 0 = e 0 = 0, d max ≥ 0, e max ≥ 0, d min ≤ 0 and e min ≤ 0.
We define an abstraction of valuations like regions for timed automata and we shall prove that this abstraction fits exactly our goal. A map {x, Xx} → Z (also viewed as a pair
• C t is composed of constraints of the form below
• Mod t is composed of the constraints t ≡ K c for c ∈ {0, . . . , K − 1},
• C step is composed of constraints of the form -x + e i < Xx ∧ Xx < x + e i+1 for i ∈ {min , . . . , max −1}, -Xx = x + e i for i ∈ {min , . . . , max }, -Xx < x + e min and x + e max < Xx.
We call such a tuple a symbolic valuation and we write SV(X) to denote the set of symbolic valuations w.r.t. X. Given a CLTL 
Proof. (I)
Given sv ∈ SV(X), let V sv be the set of pairs z 1 , z 2 ∈ Z 2 such that z 1 , z 2 |= sv. It is easy to show that {V sv : sv ∈ SV(X), V sv = ∅} is a partition of Z 2 . (II) Let v and v be two valuations such that sv (v) = sv (v ) = E x , E x , E m , E m , E s and suppose that v |= E. We proceed by induction on the structure of E.
• If E is of the form x = d then E x must be equal to E because d ∈ CONS x (and v |= E x ). Since v also satisfies E x , we have v |= E.
• If E is of the form x < d then, (since v |= E x ), E x must be equal either to
• When E is of the form Xx ∼ d (resp. Xx ∼ x + d), the proof is similar, using the constraint E x (resp. E s ).
• Let E be of the form x ≡ k c. We consider the constraint E m of the form x ≡ K c . By definition, k divides K and so E m implies x ≡ k c r where c r is the remainder of the division of c by k. As c and c r belong to {0, . . . , k − 1} and v satisfies both E and E m , c must be equal to c r . Since v |= E m and E m implies E, we have v |= E.
• When E is of the form Xx ≡ k c (resp. Xx ≡ k x + c) the proof is similar by using the constraint E m (resp. E m ∧ E m ).
• Now suppose that E and E are satisfied by v iff they are satisfied by v . 
Automata-based approach
We show in the following that given a formula φ in CLTL 
Thus, A φ is defined as the intersection of two automata A symb and A sat such that L(A symb ) is the set of symbolic models that symbolically satisfies φ and L(A sat ) is the set of symbolic models σ 1 , ρ such that ρ is satisfiable. Both automata are simple one-Z-counter automata over the alphabet Σ = (2 PROP × SV(φ)) and A symb is essentially a finite-state automaton without counters. The automaton A symb is built as in [31] for LTL except at the atomic level. We define cl (φ) the closure of φ with a slight modification to consider both atomic constraints and propositional variables and an atom of φ is a maximally consistent subset of cl (φ). Let A symb be the generalized Büchi automaton defined by the structure Q, δ, I, F such that:
• Q is the set of atoms of φ,
. . , ψ n Uφ n } be the set of until formulae in cl (φ). We pose F = {F 1 , . . . , F n } where
The automaton A symb is the (non generalized) Büchi automaton equivalent to A symb which can be built in logarithmic space in the size of A symb . The automaton A φ is obtained by synchronizing A symb and A sat . Let us pose A symb = Q sy , δ sy , I sy , F sy and A sat = Q sa , δ sa , I sa , F sa . The automaton A φ = Q, δ, I, F is defined by: Proof. We describe the construction of the automaton A sat recognizing exactly the set of symbolic models σ 1 , ρ such that ρ is satisfiable. We recall that the set CONS x is such
Lemma 3 Given a formula φ, one can build a simple one-
The alphabet of A sat is 2 PROP × SV(φ) but since the set of propositional variables is not constrained in A sat , we omit them in the technical developments below. The construction of A sat is done in a modular fashion. A sat is made of a network of components/gadgets and it is of exponential size in the size of φ. A component is defined as a simple one-Z-counter automaton Σ, Q, δ, I, F such that
The unique state in I (resp. F ) is called the input (resp. output) state of the component. Components are connected in the network by defining transitions between input states and output states. Each component in A sat has the function either to check a property of the counter from constraints in C x or to update the counter according to constraints in Mod x or Mod Xx × C step . We define below the components A E,sv for some
and sv ∈ SV(φ). We write q E,sv in (resp. q E,sv out ) to denote the input (resp. output) state of A E,sv (when the context is clear we shortly write q in and q out , respectively). Each component A E,sv enforces that the next symbolic valuation that is guessed is precisely sv . For every sv = E x , E m , E x , E m , E s ∈ SV(φ), we define the following components:
• A E x ,sv is such that for every c ∈ Z, q
This component checks that c satisfies E x . Fig. 1 contains some graphical representation of components A x=d i ,sv and (a)
Components with d i ≤ 0 can be defined analogously.
This component updates the counter according to E m , E s . Fig. 2 contains a graphical representation of the component
, we determine on the fly (using E m , E m and E s ) that Xx = x + i for some i ∈ {1, 3, 5}.
This component updates the counter from 0 to a value satisfying E m (only used at the beginning of the run). Fig. 3 contains a graphical representation of some component
The automaton A sat = Σ, Q, δ, I, F is defined as the "disjoint union" of the above-mentioned components with an additional initial state s 0 , F = Q and with the following additional transitions.
This corresponds to decide which constraint E m the first value of the counter satisfies. The only way for the run to continue is to enter further in A E m ,sv .
When the control state is q E m ,sv out , the counter satisfies E m . Now we want to check E x . So, the only way to continue the run is to enter in A E x ,sv .
out , this means that the counter satisfies E x and it is now time to update it according to E m , E s . The only way for the run to continue is to enter further in
• For all The tedious proof of Theorem 2 (see [14, Sect. 6] ) is based on the two following results. First, checking whether L(A) is non-empty for simple one-Z-counter automata A with alphabet can be reduced in logarithmic space to the existence of an accepting run in simple one-N-counter automata with no test x = 0 and no alphabet (easy). Second, checking the nonemptiness of automata from the latter class amounts to check the existence of paths of polynomial lengths satisfying specific properties. This second part requires careful and lengthy developments. We are now ready to state the main complexity result and its main corollary.
Theorem 3 Satisfiability for CLTL
The presence of propositional variables in CLTL(DL + , PROP) allows to reduce the model-checking problem for CLTL(DL + ) to the satisfiability problem for CLTL(DL + , PROP) (following [29] PSPACE-hardness follows from PSPACE-hardness of satisfiability and model-checking for LTL restricted to one variable [15] . As additional corollaries, we deduce that the one-variable fragment of the counter logic L p [10] has a PSPACE-complete satisfiability problem and model-checking one-clock discrete timed automata with CLTL 1 1 (DL + ) can be done in PSPACE which contrasts with the undecidability results from [11, Section 6] . Corollary 2 can be extended by allowing propositional variables in the automata and formulae. More importantly, a quite remarkable separation feature of our technique is that we can adapt it to any extension LTL + of LTL for which formulae can be translated into Büchi automata in polynomial space. This includes extensions with past-time operators, with automata-based operators [34] , or with fixpoint operator, see e.g. [30] . It suffices to adapt the definition of A symb from plain LTL to LTL + , the automaton A sat from Lemma 3 being unchanged. As a corollary, model-checking linear μ-calculus with difference logic DL over one-variable DL-automata is PSPACE-complete, refining a result from [8] .
We conclude this section by a more prospective remark. Bounded model-checking [4] consists in searching for a counterexample in executions whose length is bounded by some integer m (encoded in binary). By adding to a finitestate system a counter that increments after each transition, one can concisely encode in our formalism the problem of finding a witness execution of length m. Of course, one needs to relativize the formulae: for instance pUq would become (x < m ⇒ p)U(x < m ∧ q).
∈ δ.
• For all sv 1 = (E x ) 1 , (E m ) 1 , (E 
we have q a , q • The set of final states is { q f , q
By construction, for all paths · · · q i , q PSPACE-hardness is a consequence of [15] , see also a direct proof in [14, Sect. 5] . As for Theorem 4, model-checking linear μ-calculus with QFP constraints over one-Z-counter automata is in PSPACE, refining [8] . By contrast, satisfiability for CLTL 1 1 (QFP) is undecidable. Figure 4 summarizes the complexity of satisfiability, model-checking over DL-automata and model-checking over k-Z-counter automata for most LTL-like specification languages considered herein.
Conclusion
Apart from the completion of our classification, the more positive results concern one-counter automata/nets, see applications in [9, 32, 21] . The PSPACE upper bound for model-checking one-Z-counter automata over CLTL ω 1 (QFP) or even over its linear μ-calculus extension refines results from [18, 8, 33, 28] that concern more general systems and languages.
