Abstract. For functions in the Sobolev space H s and decreasing sequences tn → 0 we examine convergence almost everywhere of the generalized Schrödinger means on the real line, given by
Introduction
For Schwartz functions f defined on the real line consider the initial value problem i∂ t u(x, t) + (−∂ xx ) a/2 u(x, t) = 0, u(x, 0) = f (x); so that for a = 2 we recover the Schrödinger equation. The solutions are given by
and, for fixed time, the solution operator extends to all f ∈ H s , where H s is the Sobolev space of all distributions f with f Hs := ( (1 + |ξ| 2 ) s | f (ξ)| 2 dξ) 1/2 < ∞. One refers to the operators f → S a f (·, t) as generalized Schrödinger means. For Schwartz functions f it is clear that lim t→0 S a f (x, t) = f (x) and that the convergence is uniform in x. One is interested in almost everywhere convergence for functions in H s for suitable s > 0. Following the fundamental result by Carleson [2] , many authors have considered this question. It was shown in [2] , [14] that lim t→0 S a f (x, t) = f (x) a.e., f ∈ H 1/4 , when a > 1 and this result fails for some f ∈ H s , if s < 1/4 ( [4] , [14] ). If 0 < a < 1, pointwise convergence for f ∈ H s holds when s > a/4 and may fail for f ∈ H
In this paper, we consider, in one spatial dimension, the question of the solution converging to the initial data when the limit is taken over a decreasing sequence {t n } ∞ n=1 , converging to zero. Here we always use the term 'decreasing' as synonymous with 'nonincreasing'. Given such a sequence we seek to find the precise range of s such that lim n→∞ S a f (x, t n ) = f (x) a.e. holds for every f ∈ H s . This is partially motivated by the work [3] on approach regions for pointwise convergence for solutions of the Schrödinger equation, and also by the work [12] on the pointwise convergence of spherical means of L p functions (although the mathematical issues and expected outcomes for the latter problem are different).
For the class of convex decreasing sequences and any s ∈ (0, min{a/4, 1/4}) we obtain a complete characterization of when pointwise convergence holds for all f ∈ H s . This characterization involves the Lorentz space ℓ r,∞ (N). By definition, for 0 < r < ∞, {t n } ∈ ℓ r,∞ ⇐⇒ sup b>0 b r #{n ∈ N : |t n | > b} < ∞.
Note that ℓ r1,∞ (N) ⊂ ℓ r2 (N) ⊂ ℓ r2,∞ (N) ⊂ ℓ ∞ (N) if r 1 < r 2 < ∞ and all inclusions are strict. A model example is given by t n = n −γ which belongs to ℓ r,∞ if and only if r ≥ 1/γ. Another example is {n −γ log n} which belongs to ℓ r,∞ if and only if r > 1/γ. be a decreasing sequence with lim n→∞ t n = 0 and assume that t n − t n+1 is also decreasing. Then the following four statements are equivalent.
(a) The sequence {t n } belongs to ℓ r(s),∞ (N), where r(s) = 2s a−4s . (b) There is a constant C 1 such that for all f ∈ H s and for all sets B of diameter at most 1 we have sup
(c) There is a constant C 2 such that for all f ∈ H s , for all sets B of diameter at most 1, and for all α > 0,
Here and in what follows we write meas(A) for the Lebesgue measure of A ⊂ R. The equivalence of (b) and (c) seems nontrivial, and we do not have a direct proof for it, without going through condition (a). In Theorem 1.1 the convexity assumption can be dropped for the sufficiency, i.e. statements (b), (c), (d) hold whenever t n is decreasing and belongs to ℓ Regarding the maximal function inequalities we also have a global version: Theorem 1.2. Let a > 0, a = 1, and assume 0 < s < a/4. Let {t n } ∞ n=1 be a decreasing sequence with lim n→∞ t n = 0, and assume that t n −t n+1 is also decreasing. Then the following statements (a), (b), (c) are equivalent.
(a) The sequence {t n } belongs to ℓ 2s a−4s ,∞ (N).
(b) There is a constant C 1 such that for all f ∈ H s we have
(c) There is a constant C 2 such that for all f ∈ H s and all α > 0,
We contrast the above results with the exceptional case a = 1 which covers solutions of the wave equation. Now the critical r(s) = 2s a−4s in Theorem 1.1 has to be replaced with the smaller 2s 1−2s , for all s < 1/2. Notice that S 1 corresponds to a family of translation operators, when acting on functions with spectrum in [0, ∞) or (−∞, 0]. The analysis is somewhat similar to the one for spherical means in [12] , see also [11] . For a = 1 we have Theorem 1.3. Let 0 < s < 1/2 and let {t n } ∞ n=1 be a decreasing sequence with lim n→∞ t n = 0 such that t n − t n+1 is also decreasing. Then the following four statements are equivalent.
(a) The sequence {t n } belongs to ℓ ρ(s),∞ (N), where ρ(s) = 2s 1−2s . (b) There is a constant C 1 such that for all f ∈ H s we have
(c) There is a constant C 2 such that for all f ∈ H s , for all sets B of diameter at most 1, and for all α > 0, meas({x ∈ B : sup
The convexity condition is satisfied for the model case t n = n −γ with γ > 0 and thus Theorems 1.1, 1.3 and the known results for s = 1/4, when a > 1, yield . This answer for the sequence {n −γ } reveals a perhaps surprising phenomenon for the case a > 1: There is a gain over the general pointwise convergence result when γ > 2(a − 1), but not when 0 < γ ≤ 2(a − 1). In contrast, when 0 < a ≤ 1, we have for all γ ∈ (0, ∞) a gain over the general convergence result.
Remarks. (i) Our results for the special case {n −γ }, a = 1 as stated in Corollary 1.4, were already incorporated in the 2016 thesis [6] of the first named author. Moreover sufficiency in Theorem 1.1, merely for decreasing sequences but under the more restrictive assumption {t n } ∈ ℓ r for r < 2s a−4s , follows already from Proposition 1.6 in [6] .
(ii) The problem of convergence of Schrödinger means S a (f, t n ) for a decreasing sequence {t n } was independently considered in recent papers by Sjölin [16] and by Sjölin and Strömberg [17] . Their conditions are more restrictive, but apply in all dimensions. In [16] it is proved for a > 1 that the condition {t n } ∈ ℓ 2s/a is sufficient for pointwise convergence. This is improved in [17] where for s ≤ 1/2, a > 2s, the condition {t n } ∈ ℓ r for r < 2s a−2s is shown to be sufficient for pointwise convergence. Proposition 2.3 yields an improvement of these results and Theorem 1.1 gives the optimal result for decreasing convex sequences.
(iii) For a = 1 there are natural analogous open questions of necessary and sufficient conditions in higher dimensions, given the recent groundbreaking results for the full local Schrödinger maximal operator in [7] , [8] which are sharp up to endpoints.
(iv) For 0 < a < 1 there is still the open problem whether S a f (x, t) → f (x) a.e. holds for all f ∈ H a/4 (R). Likewise there is the problem of a global bound for the maximal function if s = a/4, and a > 1. One can show using a variant of the arguments in [20] , [15] This paper. In §2 we show for decreasing sequences that the ℓ r(s),∞ condition is sufficient for pointwise convergence and the appropriate boundedness properties of the maximal operators. The necessity for decreasing convex sequences (converging to 0) is proved in §3. The case a = 1 is separately considered in §4. In §5 we include a short appendix regarding the relevant application of Stein-Nikishin theory.
Upper bounds for maximal functions
In the present section we prove maximal function results which imply the positive results of the theorems stated in the introduction. We already know the local estimate (2.1) sup
which was established by Kenig and Ruiz [10] when a = 2 and Sjölin [14] for general a > 1. In view of (2.1) it now suffices to give the proof of the L 2 (R) bound in part (b) of Theorem 1.2, under the assumption of {t n } ∈ ℓ 2s a−4s , whenever s < a/4. Throughout this section we assume that {t n } is decreasing but we drop the convexity assumption in the introduction. Without loss of generality (dropping a finite number of terms in the sequence) we can assume that t n ∈ (0, 1) for all n ∈ N. We first restrict our attention to the frequency localized operator
where χ ∈ C ∞ is a real-valued, smooth function, supported in {1/2 ≤ |ξ| ≤ 1}. The following result is a variant of the inequality given in [10] :
Proof. We use the Kolmogorov-Seliverstov-Plessner method, and by linearizing: let x → t(x) be a measurable function, with values in J. It will then suffice to prove
where the constant C is independent of t(·) and f . Notice that
where
which in turn follows from
and the derivative of the phase Φ
In the case where |x − y| λ a−1 |t(x) − t(y)| we use van der Corput's lemma. The second derivative of the phase is (Φ
and by symmetry we get the same bound for sup y∈R |K a λ (x, y)| dx. Hence Schur's test gives the required bound (2.2).
We now use Proposition 2.1 to prove a sharp result for the frequency-localized operaors S a λ . Lemma 2.2. Let 0 < a = 1, 0 < r < ∞ and let {t n } be a sequence in [0, 1] which belongs to ℓ r,∞ . Then for λ > 1
Proof. We start by writing
By Proposition 2.1 we can bound the first term by b 1/4 λ a/4 f 2 . On the other hand, by using Plancherel's theorem and our assumption, we get
We therefore have
and choosing b such that
, finishes the proof.
We wish to apply the Lemma 2.2 for λ = 2 k , k > 1. A more refined argument is needed to combine the dyadic scales. Proposition 2.3. Let 0 < a = 1, and assume that {t n } ∈ ℓ r,∞ (N) is decreasing. Then
.
Proof. Define projection operators P k by
Clearly P k P k = P k and k≥0 P k f = f . Next, for each integer l ≥ 0 we set
By assumption {t n } ∈ ℓ r,∞ there is C > 0 so that
We can then write
We now make the change of variables k = l − j and k = l + m in the first and second sum respectively. We bound the first expression using Minkowski's inequality
and after a similar estimate for the second one, we see that sup n |S a f (x, t n )| can be bounded by E 1 (x) + E 2 (x) where
Taking L 2 norms we have sup n |S a f (·, t n )| 2 ≤ E 1 2 + E 2 2 . For the second term we estimate
and using (2.4) this is further estimated by m≥0 l≥0
In order to deal with the first sum, we use that by definition of N l the t n with n ∈ N l lie in an interval J l of length 2 −l a 1+2r . Using Lemma 2.1 and P k P k = P k we then get
This finishes the proof of the maximal inequality (2.3). Since lim t→0 S a f (x, t) = f (x) for all x ∈ R whenever f is a Schwartz function, and since Schwartz functions are dense in H σ the stated pointwise convergence result follows from (2.1), (2.3) by a standard argument (see e.g. [14] or [17] ).
Finally we mention an endpoint result involving the Besov space B 
. 
and using Plancherel's theorem and the definition of Besov spaces via dyadic frequency decompositions we see that the last expression is dominated by C f B a/4 2,1 .
Necessary conditions
In order to prove necessity in Theorem 1.1 we use arguments from Nikishin-Stein theory. We include the standard argument for the proof of the following proposition in Appendix §5. Proposition 3.1. Assume that for every f ∈ H s , the limit lim n→∞ S a f (x, t n ) exists for almost every x ∈ R. Then for any compact set K ⊂ R, there is a constant C K , such that for all α > 0,
We also need the following elementary lemma.
Lemma 3.2. Let {t n } be a sequence of positive numbers in [0, 1], let 0 < r < ∞ and assume that sup b>0 b r #({n : b < t n ≤ 2b}) ≤ A. Then {t n } ∈ ℓ r,∞ .
Proof. For every β > 0,
A.
We now turn to the proof of the necessity of the ℓ r,∞ -condition in Theorems 1.1 and Theorem 1.2. Proposition 3.3. Assume that {t n } is a decreasing sequence such that t n − t n+1 is also decreasing and lim n→∞ t n = 0. For 0 < s < a/4, let r(s) = 2s a − 4s .
(i) If s < min{a/4, 1/4} and if
Hs holds for all f ∈ H s , then {t n } ∈ ℓ r(s),∞ .
(ii) If s < a/4 and if the global weak type inequality
Proof. We argue by contradiction and assume that {t n } / ∈ ℓ r(s),∞ while (3.1) holds if s < min{a/4, 1/4} or (3.2) holds in the case a > 1 and 1/4 ≤ s < a/4. By Lemma 3.2, this means sup
Hence there exists an increasing sequence {R j } with lim j→∞ R j = ∞ and a sequence of positive numbers b j with lim j→∞ b j = 0 so that
We take another sequence
such that in the case where s < 1/4
In the case 1/4 ≤ s < a/4 we simply take M j = R j . We now show that
Indeed since n → t n − t n+1 is decreasing we get, for t n ≤ b j ,
by (3.3), and (3.5) follows since r(s) + 1 = a−2s a−4s . For our construction of counterexample we rely on the idea originally proposed by Dahlberg and Kenig [4] . We introduce a family of Schwartz functions which is used to test (3.1). Choose a C ∞ function g with compact support in [−1/2, 1/2] such that g(ξ) ≥ 0 and g(ξ) dξ = 1 and consider a family of functions f λ,ρ , with large λ and ρ ≪ λ, defined via the Fourier transform by
Thus f λ,ρ is supported in an interval of length ρ ≪ λ contained in [−2λ, −λ/2]. The assumption ρ ≪ λ clearly implies
We now examine the action of S a on f λ,ρ . We have
We shall use, for x in a suitable interval I j ⊂ I, and for suitable choices of λ j , ρ j and n(x, j), the estimate
e iΦ λ j ,ρ j (ξ;x,t n(x,j) ) − 1 (3.7) and we will have to show that the subtracted term is small for our choices of x, n(x, j) and (λ j , ρ j ).
By a standard Taylor expansion, we see that
Since terms that are independent of ξ do not affect the absolute value of our integral, we only need to show an upper bound of the first three terms. We consider t n with t n ≤ b j /2 and let ε be such that ε < 10
and we consider these choices for large j when b j ≪ 1 and M j ≫ 1. We then get
and similarly
Next we consider x in the interval
Notice that in the case s < 1/4,
by (3.4) and hence I j ⊂ [0, 1/2] in this case. If a > 1 and 1/4 ≤ s < a/4, no restriction on I j is required (as we are trying to disprove the global inequality (3.2) in this case). Each x ∈ I j is contained in an interval (aλ a−1 j t n+1 , aλ a−1 j
t n ] for a unique n, which we label n(x, j). By (3.5) we have that
As ε ≤ 10 −1 (a + 2) −1 we obtain from (3.10a), (3.10b) and (3.10c) max |ξ|≤1/2 |e iΦ λ j ,ρ j (ξ;x,t n(x,j) ) − 1| ≤ 1/2 and thus from (3.7) (3.11) sup
and, as noted before, I j ⊂ [0, 1] if s < 1/4. The assumption of (3.1) (in the case s < min{a/4, 1/4}) or the assumption of (3.2), both yield Since lim j→∞ M j = ∞ the right hand side converges to 0 as j → ∞ and we obtain a contradiction. This means that if {t n } / ∈ ℓ 2s a−4s ,∞ then (3.1) (and therefore (3.2)) cannot hold with s < min{a/4, 1/4} and (3.2) cannot hold with 1/4 ≤ s < a/4. Thus both parts of the proposition are proved.
We are now able to combine previous results to give a proof of the theorems in the introduction. 
(ii) Let 0 < r < ∞ and let {t n } be a sequence in [0, 1] which belongs to ℓ r,∞ . Then for λ > 1
Proof. We use the elementary inequality
which just follows from L 2 estimates for S λ f (·, t) and ∂ t S λ f (·, t). Now
which is bounded by a constant times (λb) 1/2 f 2 . To prove part (ii) we write as in the proof of Lemma 2.2, for b > λ −1 to be determined,
For the first term we have sup n: tn≤b
by part (i). For the second term we may estimate as in Lemma 2.2 sup n: tn>b
Choosing b such that (λb) 1/2 = b −r yields the claimed result.
Proposition 4.2. Let 0 < r < ∞ and assume that {t n } ∈ ℓ r,∞ (N) is decreasing. Then
Proof. We set for l ≥ 0 we set
. By assumption {t n } ∈ ℓ r,∞ there is C > 0 so that
Arguing as in the proof of Proposition 4.2 we can estimate sup n |S a f (·, t n )| 2 ≤ E 1 2 + E 2 2 where
Again as in the proof of Proposition 2.3
In order to deal with the first sum, we use that N(l) ⊂ [0, b l ] with b l = 2 −l/(1+r) . Hence by Lemma 4.1
For completeness we state the case s = 1/2, a = 1 analog of Proposition 2.4 which is sharp in this case.
The space B Proposition 4.4. Assume that {t n } is a decreasing sequence such that t n − t n+1 is also decreasing and lim n→∞ t n = 0. For s < 1/2 let ρ(s) = 2s 1 − 2s .
Then the validity of the inequality
Hs .
for all f ∈ H s , implies that {t n } ∈ ℓ ρ(s),∞ .
Proof. Assume that {t n } / ∈ ℓ ρ(s),∞ . Arguing as in the proof of Proposition 3.3 we find an increasing sequence M j with lim M j = ∞ and a sequence of positive numbers b j with lim j→∞ b j = 0 so that
As in the previous proof we also have
Let g ∈ C ∞ be nonnegative, supported in (−1/2, 1/2), such that g(ξ) dξ = 1. Define f λ , for large λ, by
Then f λ H s ≤ C • λ s−1/2 . We write 
Appendix: Proof of Proposition 3.1
We need to use a theorem by Nikishin, whose proof can be found, for example, in [5] (Chapter VI, Corollary 2.7), see also [18] To prove Proposition 3.1, let M a f (x) = sup n |S a f (x, t n )| and consider T a n g(x) = (2π)
−1 e i(xξ+tn|ξ| a ) g(ξ) dξ, so that T a n f (x) = S a f (x, t n ). Then T a n acts on functions in the weighted L 2 space L 2 (µ s ), where dµ s (ξ) = (1 + |ξ| 2 ) s dξ. Define the corresponding maximal operator, M a g = sup n |T a n g|. Now assuming that lim n S a f (x, t n ) exists a.e. for every f ∈ H s , we see that M a g(x) < ∞ a.e. for every g ∈ L 2 (µ s ). Then by Proposition 1.4, p. 529 in [5] , this implies that the sublinear operator for some weight w with w(x) > 0 a.e. As we can replace w with min{w, 1} we may further assume that w is bounded. Next, for f ∈ H s , M a f = M a f and f L 2 (µs) = f H s , so {x: |M a f (x)|>α}
