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Abstract
Coherent control of internal conversion (IC) between the first (S1) and second (S2) singlet excited electronic
states in pyrazine, where the S2 state is populated from the ground singlet electronic state S0 by weak field
excitation, is examined. Control is implemented by shaping the laser which excites S2. Excitation and
IC are considered simultaneously, using the recently introduced resonance-based control approach. Highly
successful control is achieved by optimizing both the amplitude and phase profiles of the laser spectrum.
The dependence of control on the properties of resonances in S2 is demonstrated.
I. INTRODUCTION
Coherent quantum control [2, 3] has been extensively studied for a wide variety of systems and proven to be
a useful approach to controlling properties of atomic and molecular systems. For example, in bound systems it has
been used to suppress spontaneous emission from a manifold of states [4], and to control radiationless transitions in
collinear carbonyl sulfide OCS [5] and in pyrazine C4H4N2 [6–8].
Christopher et al. examined [6, 8] radiationless transitions in pyrazine from the S2 to the S1 electronic state and
controlled the process by optimizing the superposition states belonging to S2. The problem was first studied [6] using
a simplified four-mode model for the pyrazine vibrational motion [9]. The optimization technique used showed the
possibility of performing active phase control of S2 ↔ S1 interconversion, and that this control is directly related to the
presence of overlapping resonances [10, 11] in the S2 manifold. Subsequently [7, 8], the full 24-dimensional vibrational
motion of pyrazine [12] was considered, and the dynamical problem solved using an efficient Lo¨wdin-Feshbach QP-
2partitioning approach. Previous control results were fully confirmed and refined, proving the high controllability of
S2 ↔ S1 internal conversion by actively exploiting the effect of quantum interferences which was shown to rely on the
presence of overlapping resonances.
In Refs. [6, 8] coherent control was implemented for pyrazine that was already prepared in the excited S2
state. The S0 → S2 excitation process was not considered, assuming instead that the excited states in S2 were already
populated. Recently, we showed the possibility of performing effective coherent control in a simple IBr diatomic model,
where we explicitly included the exciting laser in an approach that simultaneously considered excitation and decay
to a continuum [13, 14]. In that case we introduced an optimization schemes different from the simple one used in
Refs. [6, 8] and demonstrated the reliance of control on overlapping resonances. Below we considerably generalize
this study to pyrazine, explicitly introducing the laser to excite the 24-dimensional S1 + S2 vibronic pyrazine model
[7], and using the same control and optimization schemes as for IBr [13]. Significantly, we confirm the dependence of
controllability on the properties of the S2 resonances in pyrazine.
This paper is organized as follows. Section II reviews the theory explicitly accounting for the exciting laser
in the weak field limit. Section III introduces the coherent control approach for the S2 population, points out its
connection with the properties of S2 resonances, and provides additional details of the approach. Section IV provides
computational results for control of pyrazine internal conversion. Section V provides a summary and conclusions.
II. S0 → S2 EXCITATION AND S2 ↔ S1 INTERNAL CONVERSION
Below, |κ〉 denotes vibrational states belonging to the S2 electronic state, with corresponding projection operator
Q =
∑
κ |κ〉〈κ|. Since the |κ〉 states are not eigenstates of the full Pyrazine Hamiltonian, the system evolves in time
if it were prepared in these states. Hence, such states are termed resonances. The states |β〉 denote vibrational states
belonging to the S1 electronic state, with P =
∑
β |β〉〈β| being the associated projection operator. The full vibronic
states, which are eigenstates of the full Pyrazine system, are denoted |γ〉, so that P +Q = I =∑γ |γ〉〈γ|.
A. Time Evolution of the System Assumed Already Excited
In Refs. [6–8] S0 → S2 laser excitation is assumed to allow preparation of a superposition of |κ〉 resonances:
|Ψ(0)〉 =
∑
κ′
cκ′ |κ′〉. (1)
The dynamics of internal conversion was then described by an action of the propagator U(t) on |Ψ(0)〉: |Ψ(t)〉 =
U(t)|Ψ(0)〉. Because |γ〉 are exact states of the system Hamiltonian, the spectral resolution of the evolution operator
3U(t) = exp(−iHt/h¯) is U(t) =∑γ exp(−iEγt/h¯)|γ〉〈γ|. This gives
|Ψ(t)〉 =
∑
κ′
cκ′
∑
γ
exp(−iEγt/h¯)〈γ|κ′〉|γ〉 =
∑
γ
aγ exp(−iEγt/h¯)|γ〉, (2)
where aγ ≡
∑
κ′ cκ′〈γ|κ′〉.
The S2 electronic state population PS2 at time t is an observable defined by the projection operator Q onto the
state |Ψ(t)〉:
PS2(t) = 〈Ψ(t)|Q|Ψ(t)〉 =
∑
γ′,γ′′
a˜∗γ′(t) a˜γ′′(t)Qγ′,γ′′ , (3)
where a˜γ(t) ≡ aγ exp(−iEγt/h¯) and Qγ′,γ′′ ≡ 〈γ′|Q|γ′′〉. Equation (3) can be rewritten in matrix form as:
PS2(t) = a
†eiEt/h¯Qe−iEt/h¯a, (4)
where a is a vector with aγ components, e
±iEt/h¯ are square diagonal matrices composed of exp(±iEγt/h¯) values, and
Q is a square matrix with Qγ′,γ′′ matrix elements.
Since Q =
∑
κ |κ〉〈κ|, the matrix elements Qγ′,γ′′ = 〈γ′|Q|γ′′〉 =
∑
κ〈γ′|κ〉〈γ′′|κ〉∗. Introducing the matrix R
with Rγ,κ = 〈γ|κ〉, then Qγ′,γ′′ =
∑
κRγ′,κR
∗
γ′′,k =
∑
κRγ′,κR
†
κ,γ′′ = [RR
†]γ′,γ′′ , giving
Q = RR†. (5)
In turn, according to Eq. (2), the vector a can be written as
a = Rc, (6)
where c is a vector composed of cκ′ coefficients. Inserting Eqs. (5) and (6) into Eq. (4) gives:
PS2(t) = c
†R†eiEt/h¯RR†e−iEt/h¯Rc ≡ c†Mc†(t)Mc(t)c ≡ c†Kc(t)c
=
∑
κ′,κ′′
c∗κ′cκ′′K
c
κ′,κ′′(t) =
∑
κ′
|cκ′ |2Kcκ′,κ′(t) +
∑
κ′ 6=κ′′
c∗κ′cκ′′K
c
κ′,κ′′(t), (7)
where Mc(t) and Kc(t) matrices are defined as
Mc(t) ≡ R†e−iEt/h¯R, Kc(t) ≡Mc†(t)Mc(t) = R†eiEt/h¯RR†e−iEt/h¯R. (8)
The matrix elements of Mc(t) have the form
M cκ,κ′(t) =
∑
γ
〈κ|γ〉〈γ|κ′〉 exp(−iEγt/h¯) = 〈κ|U(t)|κ′〉, (9)
being matrix elements of the U(t) propagator operating between the resonances |κ〉 and |κ′〉. According to Eq. (9),
M cκ,κ′(t) 6= 0 for κ 6= κ′, only if there is at least one state |γ〉 such that 〈κ|γ〉 6= 0 and 〈γ|κ′〉 6= 0. If so, then resonances
|κ〉 and |κ′〉 are said to be overlapping. This resonance overlap property is crucial for Mc(t) nondiagonality which, in
turn, provides Kc(t) nondiagonality, which allows efficient phase control of PS2(t) in Eq. (7) by means of phases ϕκ′
4of complex coefficients cκ′ = |cκ′ | exp(iϕκ′) [6, 8]. Such phase control is termed active control, in contrast to passive
control, which is control via the |cκ′ | amplitudes only.
In the case of pyrazine, which has 24 vibrational degrees of freedom, there is a large number of |γ〉 states
[7, 12]. To make the computations feasible, instead of exact states, a set of approximate coarse-grained states is used
to compute the time evolution. Specifically, the energy axis is divided into small bins Iα, of size ∆α, center energy Eα
and density of states ρα. The projector onto the coarse-grained state |α〉 is then defined as:
|α〉〈α| = (1/(ρα∆α))
∑
γ∈Iα
|γ〉〈γ|, hence
√
ρα∆α|α〉〈α|
√
ρα∆α =
∑
γ∈Iα
|γ〉〈γ|.
Thus, the coarse-grained state |α〉 effectively replaces all the |γ〉 states in the bin Iα. Numerically, the weighted
states |α〉 ≡ √ρα∆α|α〉 and their overlaps with resonances |κ〉 are available through our iterative solution method for
pyrazine, based on QP-partitioning algorithm (described in detail in Ref. [7]), giving
|α〉〈α| =
∑
γ∈Iα
|γ〉〈γ|. (10)
All the |γ〉 states belonging to the same bin Iα are treated as one effective state |α〉; so that
M cκ,κ′(t) =
∑
γ
〈κ|γ〉〈γ|κ′〉 exp(−iEγt/h¯) =
∑
α
∑
γ∈Iα
〈κ|γ〉〈γ|κ′〉 exp(−iEγt/h¯)
≈
∑
α
〈κ|α〉〈α|κ′〉ρα∆α · 1
∆α
∑
γ∈Iα
1
ρα
exp(−iEγt/h¯). (11)
The remaining inner sum over γ ∈ Iα in Eq. (11) is approximated by a corresponding integral:
1
∆α
∑
γ∈Iα
1
ρα
exp(−iEγt/h¯)≈ 1
∆α
∫ Eα+∆α/2
Eα−∆α/2
dEγ exp(−iEγt/h¯)
= exp(−iEαt/h¯) sin(∆αt/(2h¯))
∆αt/(2h¯)
≡ τα(t), (12)
giving the final coarse-grained expression for M cκ,κ′(t):
M cκ,κ′(t) ≈
∑
α
〈κ|α〉〈α|κ′〉τα(t) = 〈κ|
[∑
α
τα(t)|α〉〈α|
]
|κ′〉. (13)
The quantity in the square brackets is the coarse-grained approximation to the U(t) propagator, and the sum is
over all available |α〉 states. Equation (13) is accurate for the evolution times which are not too large, i.e., when
|τα(t)| = | sin(∆αt/(2h¯))/(∆αt/(2h¯))| ≈ 1, implying that |t| ≪ 2h¯/∆α. The resonance overlap phenomenon and the
need for nonzero coarse-grained off-diagonalM cκ,κ′(t) discussed above remains the same, except that the |γ〉 states are
replaced by |α〉 states.
5B. Time Evolution Due to Laser Excitation
Consider now the result of single photon excitation from the ground electronic state S0, which produces the
excited time-dependent wavepacket, as a superposition of |γ〉 states (here the subscript p denotes pulse):
|Ψp(t)〉 =
∑
γ
bγ(t) exp(−iEγt/h¯)|γ〉, (14)
where bγ(t) coefficients are, in general, time-dependent.
The S2 electronic state population at time t is given by:
PS2(t) = 〈Ψp(t)|Q|Ψp(t)〉 =
∑
γ′,γ′′
b˜∗γ′(t) b˜γ′′(t)Qγ′,γ′′ , (15)
where b˜γ(t) ≡ bγ(t) exp(−iEγt/h¯). Equation (15) can be written in matrix form as
PS2(t) = b
†(t)eiEt/h¯Qe−iEt/h¯b(t), (16)
where b(t) is a vector composed of bγ(t) components.
If the exciting laser pulse is weak, first-order time-dependent perturbation theory is applicable, and the bγ(t)
expansion coefficients in Eq. (14) can be written as
bγ(t) = (i/h¯)〈γ|µ|g〉εp(ωγ,g, t), (17)
where µ is the dipole operator, |g〉 is the ground vibrational state on S0, ωγ,g ≡ (Eγ − Eg)/h¯, and εp(ωγ,g, t) is the
finite-time Fourier transform of the εp(t):
εp(ωγ,g, t) ≡
∫ t
−∞
dt′εp(t
′) exp(iωγ,gt
′). (18)
Eq. (17) can be written in matrix-vector form as
b(t) = µ ε(t), (19)
where µ is a square diagonal matrix composed of (i/h¯)〈γ|µ|g〉 values, and ε(t) is a vector composed of εp(ωγ,g, t)
components.
Inserting Eqs. (5) and (19) into Eq. (16) gives, for the PS2(t) population,
PS2(t) = ε
†(t)µ†eiEt/h¯RR†e−iEt/h¯µ ε(t) ≡ ε†(t)Mε†(t)Mε(t)ε(t) ≡ ε†(t)Kε(t)ε(t)
=
∑
γ′
|εp(ωγ′,g, t)|2Kεγ′,γ′(t) +
∑
γ′ 6=γ′′
ε∗p(ωγ′,g, t)εp(ωγ′′,g, t)K
ε
γ′,γ′′(t), (20)
where Mε(t) and Kε(t) matrices are defined as
Mε(t) ≡ R†e−iEt/h¯µ, Kε(t) ≡Mε†(t)Mε(t). (21)
6Since µ and e±iEt/h¯ are diagonal, the only source of nondiagonality in Eqs. (20) and (21) for Kε(t) is Q = RR†.
Thus, phase control via the phases φγ(t) of complex εp(ωγ,g, t) = |εp(ωγ,g, t)| exp(iφγ(t)), depends solely on properties
of Q.
A few comments are in order. First, R is a rectangular matrix, with each κth column composed of overlaps
Rγ,κ = 〈γ|κ〉 of the resonance |κ〉 with all |γ〉 states. On the one hand, each resonance, being broadened in energy,
has more than one nonzero 〈γ|κ〉 term in its κth own column. On the other hand, if resonances |κ〉 and |κ′〉 overlap,
then they have at least one common |γ〉 such that, for this |γ〉, both Rγ,κ 6= 0 and Rγ,κ′ 6= 0 simultaneously.
Second, all nonzero 〈γ|κ〉 components of each column in the R matrix that are related to one particular
resonance |κ〉 form a square block centered along the main diagonal in the resulting Q = RR† matrix, filled by terms
Qγ′,γ′′ = 〈γ′|κ〉〈κ|γ′′〉. Thus, Q displays block-diagonal structure. Since each block dimensionality is larger than one
due to resonance energy broadening, nondiagonal matrix elements in these blocks are generally nonzero, contributing
to Kε(t) nondiagonality, and thereby providing PS2(t) phase control associated with the energy broadening of each
particular resonance. This kind of control will be discussed below. Furthermore, if resonances |κ〉 and |κ′〉 overlap,
then the corresponding blocks overlap, so that the Q matrix acquires a non-block-diagonal structure. In this case
Qγ′,γ′′ matrix elements belonging to two blocks simultaneously are a sum of terms borrowed from each block (produced
by its corresponding resonance): Qγ′,γ′′ = 〈γ′|κ〉〈κ|γ′′〉 + 〈γ′|κ′〉〈κ′|γ′′〉. Similarly, in the case of overlap of N blocks,
the sum contains N terms: Qγ′,γ′′ =
∑κN
κ=κ1
〈γ′|κ〉〈κ|γ′′〉. As will be discussed below, the resonance overlap effect
greatly increases the overall phase controllability in comparison with a pure resonance energy broadening effect.
The nondiagonality in this section (see above), is very different from that discussed in Sect. II A. Specifi-
cally, in Eq. (7), for the case when the system is already assumed to be excited, control is performed by means
of the cκ′ coeeficients, so that a = Rc, giving K
c(t) = R†eiEt/h¯RR†e−iEt/h¯R [Eq. (8)]. This greatly simplifies
the Kc(t) nondiagonality dependence, effectively removing the resonance broadening effect and leaving only reso-
nance overlap as the crucial effect that provides nondiagonality, i.e., phase control. By contrast, in this section,
Kε(t) = µ†eiEt/h¯RR†e−iEt/h¯µ [Eq. (21)] and nondiagonality is provided only by the Q = RR† matrix itself, whose
nondiagonality, responsible for phase control, depends on both resonance broadening and resonance overlap effects.
It can be noted that Mε(t)ε(t) in Eq. (20) is a vector composed of components
〈κ|Ψp(t)〉 =
∑
γ
εp(ωγ,g, t)M
ε
κ,γ(t) =
∑
γ
εp(ωγ,g, t)
[
〈κ|γ〉 exp(−iEγt/h¯) i
h¯
〈γ|µ|g〉
]
. (22)
In the case of pyrazine, transition dipole matrix elements for the S0 → S1 excitation are an order of magnitude smaller
than for the S0 → S2 excitation [6–8, 15], thus allowing the following “doorway” approximation:
〈γ|µ|g〉 = 〈γ|(P +Q)µ|g〉 =
∑
β
〈γ|β〉〈β|µ|g〉 +
∑
κ
〈γ|κ〉〈κ|µ|g〉 ≈
∑
κ
〈γ|κ〉〈κ|µ|g〉. (23)
Equation (23) indicates that the excitation to a full vibronic state |γ〉 takes place by means of a preliminary intermediate
7transition to a manifold of |κ〉 resonances. Inserting Eq. (23) into Eq. (22) gives
〈κ|Ψp(t)〉 =
∑
γ
εp(ωγ,g, t)
[
〈κ|γ〉 exp(−iEγt/h¯) i
h¯
∑
κ′
〈γ|κ′〉〈κ′|µ|g〉
]
, (24)
which can be rewritten as
〈κ|Ψp(t)〉 =
∑
κ′
i
h¯
〈κ′|µ|g〉
[∑
γ
εp(ωγ,g, t)〈κ|γ〉〈γ|κ′〉 exp(−iEγt/h¯)
]
. (25)
In order to make the computations below feasible, we introduce here a coarse-graining procedure for the quantity
in square brackets in Eq. (25). This procedure is similar to the one made in Ref. [7], taking into account Eqs. (11)
and (12). Namely,
∑
γ is written as
∑
α
∑
γ∈Iα
:
∑
α
∑
γ∈Iα
εp(ωγ,g, t)〈κ|γ〉〈γ|κ′〉 exp(−iEγt/h¯)≈
∑
α
εp(ωα,g, t)〈κ|α〉〈α|κ′〉ρα∆α · 1
∆α
∑
γ∈Iα
1
ρα
exp(−iEγt/h¯)
≈
∑
α
εp(ωα,g, t)〈κ|α〉〈α|κ′〉τα(t), (26)
where ωα,g ≡ (Eα − Eg)/h¯. Inserting Eq. (26) into Eq. (25) gives:
〈κ|Ψp(t)〉 ≈
∑
α
εp(ωα,g, t)
[
〈κ|α〉 τα(t) i
h¯
∑
κ′
〈α|κ′〉〈κ′|µ|g〉
]
≡
∑
α
εp(ωα,g, t)M
ε,α
κ,α(t). (27)
Below, a superscript α indicates the coarse-grained nature of the corresponding values. Here, the quantity
M ε,ακ,α(t) ≡ 〈κ|α〉 τα(t)
i
h¯
∑
κ′
〈α|κ′〉〈κ′|µ|g〉 ≡ 〈κ| [ τα(t)|α〉〈α| ]
[∑
κ′
i
h¯
〈κ′|µ|g〉|κ′〉
]
(28)
is a coarse-grained version of M εκ,γ(t) [Eq. (22)] and depends only on the material system properties. If one defines
µαα ≡
i
h¯
∑
κ′
〈α|κ′〉〈κ′|µ|g〉 = i
h¯
〈α|µ|g〉, Rαα,κ ≡ 〈α|κ〉, (29)
then
Mε,α(t) = Rα† τα(t)µα, Kε,α(t) =Mε,α†(t)Mε,α(t), (30)
where τα(t) is a square diagonal matrix composed of τα(t) values, and µ
α is a square diagonal matrix composed of
(i/h¯)〈α|µ|g〉 values. Then the PS2(t) population in terms of coarse-grained values becomes
PS2(t) = ε
α†(t)Mε,α†(t)Mε,α(t) εα(t) ≡ εα†(t)Kε,α(t) εα(t)
=
∑
α′
|εp(ωα′,g, t)|2Kε,αα′,α′(t) +
∑
α′ 6=α′′
ε∗p(ωα′,g, t)εp(ωα′′,g, t)K
ε,α
α′,α′′(t), (31)
where εα(t) is a vector composed of εp(ωα,g, t) components.
The quantities µα and τα(t) are diagonal matrices, so the only origin of nondiagonality in Eq. (30) for Kε,α(t)
and Eq. (31) is via the Qα = RαRα† matrix, composed of Qαα′,α′′ = 〈α′|Q|α′′〉 matrix elements. Hence, all the PS2(t)
phase control considerations from above remain the same, except that |γ〉 states are replaced by |α〉 states. Namely,
phase control is driven both by resonance energy broadening and resonance overlap. The resonance overlap effect,
providing a non-block-diagional structure of Qα and Kε,α(t), strongly enhances the effect of resonance broadening.
8III. COHERENT CONTROL OF PYRAZINE INTERNAL CONVERSION
Section II B above describes resonance broadening and resonance overlap, two effects related to Q (Qα) and
Kε(t) (Kε,α(t)) nondiagonality. Here, a control scheme based on resonance broadening is discussed in Sect. III A.
Section III B discusses a control scheme relying on presence of resonance overlap.
A. Control Associated with Single Resonance
In the case of pure resonance broadening without resonance overlap, one particular resonance |κ〉 has nonzero
Rγ,κ = 〈γ|κ〉 terms for some specific set {γ}κ of |γ〉 states. This results in the simplified expressions for Kε(t) matrix
elements for this {γ}κ set, with the summation over κ reduced to a single term
Kεγ′,γ′(t) = |M εκ,γ′(t)|2, Kεγ′,γ′′(t) =M ε∗κ,γ′(t)M εκ,γ′′(t) (32)
for the diagonal and nondiagonal matrix elements, respectively.
The probability PS2(t) [Eq. (20)] is a quadratic form of complex time-dependent variables εp(ωγ,g, t). When
the pulse is already over (at t = Tover), these values become infinite-time Fourier transforms of this laser pulse at
different frequencies, εp(ωγ,g); they are no longer time-dependent for t ≥ Tover. Here we use the so-called absolute
control scheme for PS2(t) optimization, with the K
ε(t) matrix given in Eq. (32). Namely, PS2(t) is optimized at a
desired optimization time t = T , while keeping the total energy of the pulse at 2πE0:
∑
{γ}κ
|εp(ωγ,g)|2 = ε†ε = 2πE0. (33)
This is done by introducing the corresponding Lagrange multiplier λA (superscript A denotes absolute) with the
corresponding optimization function at time T defined as:
Pλ;AS2 (T, ε) = ε
†Kε(T )ε− λA(ε†ε− 2πE0). (34)
We then search for Pλ;AS2 (T, ε) extrema with respect to ε:

∂Pλ;AS2 (T, ε)
∂Re [εp(ωγ,g)]
= 0,
∂Pλ;AS2 (T, ε)
∂ Im [εp(ωγ,g)]
= 0, γ = 1, . . . , N{γ}κ ,
(35)
where N{γ}κ is the number of |γ〉 states in the set {γ}κ. Conditions in Eq. (35), applied to Eq. (34), lead directly to
an eigenvalue problem
Kε(T )ε = λAε. (36)
which provides a set of eigenvalues λA and corresponding eigenvectors ε with a unit norm (ε†ε = 1). Multiplication
of these ε eigenvectors by
√
2πE0 provides the required optimized solutions.
9The Kε(t) matrix is such that all but one of its N{γ}κ eigenvalues are equal exactly to 0, while its last eigenvalue
is equal to the sum of its diagonal elements:
λAn = 0, n = 1, . . . , N{γ}κ − 1; λAN{γ}κ =
∑
{γ}κ
Kεγ,γ(t) =
∑
{γ}κ
|M εκ,γ(t)|2. (37)
This is an analytical property of the Kε(t) matrix in Eq. (32), so that a numerical solution of the eigenproblem in
[Eq. (36)] is not required. Specifically, for any time T , PS2(T ) can be set to zero, using the eigenvector corresponding
to zero eigenvalue. In terms of the coarse-grained |α〉 states, the results are the same with the {γ}κ set replaced by
{α}κ.
Given the simplistic nature of this solution, numerical results are neither necessary nor are they provided below.
Note, however, that this type of control is possible only if the system displays isolated resonances. This can be
the case in small molecules; large molecules such as pyrazine, however, display overlapping resonances throughout
the spectrum, with highly unlikely regions of isolated resonance. Such systems can be controlled via an alternate
mechanism, discussed below.
B. Control Associated with Overlapping Resonances
Here we consider a second different control scheme, termed relative control. Namely, we optimize the ratio of
PS2(t) populations at times T2 and T1, where T2 > T1 ≥ Tover:
λR =
PS2(T2)
PS2(T1)
→ max,min (38)
(where superscript R denotes relative). One can optimize the value of PS2(T2), keeping the value of PS2(T1) constant
[16] and equal to some predefined value P0. Here fixed PS2(T1) = P0 assures that enhanced (or diminished) PS2 at the
target final time T2 does not simply result from a stronger (or weaker) field that simply achieves control by affecting
the amount of S2 excited. To do so, we consider the optimization function
Pλ;RS2 (T2, T1, ε) = ε
†Kε(T2)ε− λR(ε†Kε(T1)ε− P0), (39)
where λR is a yet unknown Lagrange multiplier. We then find Pλ;RS2 (T2, T1, ε) extrema with respect to ε leading directly
to a generalized eigenvalue problem:
Kε(T2)ε = λ
RKε(T1)ε. (40)
Multiplying Eq. (40) by ε† from the left gives
ε†Kε(T2)ε = λ
Rε†Kε(T1)ε. (41)
10
The λR is real and positive because ε†Kε(T2)ε = PS2(T2) and ε
†Kε(T1)ε = PS2(T1) are real positive values. Dividing
Eq. (41) by ε†Kε(T1)ε, yields λ
R = PS2(T2)/PS2(T1), i.e., λ
R is the optimized ratio of the populations of interest [Eq.
(38)].
TheKε(t) matrix determinant is generally nonzero at every time t, so thatKε(t) always has an inverse [Kε(t)]−1.
This allows transformation of the generalized eigenvalue problem in Eq. (40) into an ordinary eigenvalue problem. To
do this, we multiply the left and right sides of Eq. (40) by [Kε(T1)]
−1 from the left:
Rε(T2, T1)ε= λ
Rε, (42)
Rε(T2, T1)≡ [Kε(T1)]−1Kε(T2). (43)
The solution to the eigenproblem in Eq. (42) for times T2 > T1 ≥ Tover is dependent only on the properties of the
material system. Moreover, this solution is the best possible in the weak field case, i.e., it is optimal [17]. Specifically,
the maximal and minimal eigenvalues λR provide the entire achievable range of PS2(T2)/PS2(T1) for a given T2 and
T1, obtained using the corresponding eigenvectors ε.
In terms of coarse-grained states |α〉, ε is replaced by εα, and Kε(t) is replaced by Kε,α(t), giving the following
coarse-grained version of the optimization problem:
Rε,α(T2, T1)ε
α = λR,αεα, (44)
Rε,α(T2, T1)≡ [Kε,α(T1)]−1Kε,α(T2). (45)
In addressing this problem computationally, we encountered numerical instability in Eq. (44) if the number of
|α〉 states is relatively large (150–180). Namely, the condition number of Kε,α(t) tends to become very large, resulting
in an ill-conditioned matrix, preventing accurate numerical construction of Rε,α(T2, T1) [Eq. (45)] and its subsequent
diagonalization. To overcome this problem, we partitioned the energy axis into a limited number of NA bins in Eq.
(27), as discussed in the Appendix, giving further broadened |A〉 states.
Using these further broadened |A〉 states allows us to reformulate the eigenproblem in Eq. (44) as
Rε,A(T2, T1)ε
A = λR,AεA, (46)
Rε,A(T2, T1)≡ [Kε,A(T1)]−1Kε,A(T2), (47)
where the states |α¯〉 in Eqs. (44) and (45) are replaced by the further broadened states |A〉, as described in the
Appendix.
C. Numerical Correlation between Controllability and Resonance Overlap
In general, effects of resonance energy broadening and resonance overlap are mixed together in the structure
of the QA and Kε,A(t) matrices. To quantitatively estimate the Kε,A(t) nondiagonality, providing phase control, we
11
utilize the Hadamard measure:
H
(
Kε,A(t)
)
= det
(
Kε,A(t)
)
/det
(
diag
(
Kε,A(t)
))
, (48)
where det denotes a determinant, and diag is the diagonal part of a matrix. Thus, det
(
diag
(
Kε,A(t)
))
=∏NA
A=1K
ε,A
A,A(t). Since K
ε,A(t) is a Hermitian positive-definite matrix, both det
(
Kε,A(t)
)
and det
(
diag
(
Kε,A(t)
))
are real and positive. Furthermore, det
(
Kε,A(t)
) ≤ det (diag (Kε,A(t))), giving
0 < H
(
Kε,A(t)
) ≤ 1, (49)
where the equality applies if and only if Kε,A(t) is strictly diagonal.
The determinant of Rε,A(T2, T1) can be expressed as
det
(
Rε,A(T2, T1)
)
= det
[[
Kε,A(T1)
]−1
Kε,A(T2)
]
= det
(
Kε,A(T2)
)
/det
(
Kε,A(T1)
)
. (50)
Hadamard-like measures of non-diagonality for Rε,A(t) are introduced in a similar manner:
HR
(
Rε,A(T2, T1)
)
=
det
(
Rε,A(T2, T1)
)
det [diag([Kε,A(T1)]
−1
) diag(Kε,A(T2))]
=
H
(
Kε,A(T2)
)
det[diag([Kε,A(T1)]−1)] · det(Kε,A(T1)) , (51)
HC
(
Rε,A(T2, T1)
)
=
det(Rε,A(T2, T1))
det(diag(Rε,A(T2, T1)))
=
det(Kε,A(T2))
det(diag(Rε,A(T2, T1))) · det(Kε,A(T1)) , (52)
where Eq. (50) is used. The subscript R denotes real, and subscript C denotes complex. HR
(
Rε,A(T2, T1)
)
is real
because both its numerator and denominator are real.
In order to quantitatively estimate the extent of resonance overlap, we use the same overlap matrix as in Ref.
[8], but include only the |α〉 states, which are populated by the exciting laser spanning the energy range [EL, EH ]:
Ωακ,κ′ =
∑
α,Eα∈[EL,EH ]
|〈κ|α〉| · |〈α|κ′〉| . (53)
The Hadamard non-diagonality measure for the Ωα matrix of size NQ ×NQ, composed of Ωακ,κ′ values, is introduced
as
H (Ωα) = det (Ωα) /det (diag (Ωα)) . (54)
The numerator in Eq. (54) is shown numerically to be always real and positive, and the denominator is equal to∏NQ
κ=1Ω
α
κ,κ, and thus also real and positive. The same inequality as in Eq. (49) is valid for H (Ω
α).
D. Implementation of the Shaped Laser as a Linear Combination of Gaussian Laser Pulses
The eigenvector εA providing the desired optimized value λR,A after the pulse is over [Eq. (46)] is a finite
discrete set of complex values of laser amplitudes εp(ωA,g), at different frequencies. These values can be reached in
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multiple ways. The approach used for the IBr model [13], is also used here: namely, to obtain the desired set of
εp(ωA,g) values, A = 1, . . . , NA, it is sufficient to take the same number of linearly independent functions εa(ω), and
expand the components of εA in terms of εa(ω) at all ωA,g frequencies with the (as yet unknown) time-independent
complex coefficients da:
εp(ωA,g) =
∑
a
daεa(ωA,g), a, A = 1, . . . , NA, t ≥ Tover. (55)
or, as a matrix equation:
εA = Bd, BA,a = εa(ωA,g), d = (d1, . . . , dNA)
T , t ≥ Tover. (56)
The set of εa(ω) functions is linearly independent, the B determinant is nonzero, and the unique nonzero vector d
exists as a solution of Eq. (56), found as
d = [B]−1εA. (57)
The basis functions εa(ω) in frequency domain can be assumed to be infinite-time Fourier transforms of the corre-
sponding basis functions εa(t) in time domain (the latter are all vanishing when t ≥ Tover). In turn, finite-time Fourier
transforms of εa(t) can be written as εa(ω, t), and at finite times Eq. (55) takes the form:
εp(ωA,g, t) =
∑
a
daεa(ωA,g, t), a, A = 1, . . . , NA, (58)
i.e.,
εA(t) = B(t)d, BA,a(t) = εa(ωA,g, t), d = (d1, . . . , dNA)
T . (59)
Using Eq. (59), PS2(t), Eq. (75), can be expressed in terms of the d vector:
PS2(t) = ε
A†(t)Kε,A(t)εA(t) = d†B†(t)Kε,A(t)B(t)d. (60)
Thus, the d vector in Eq. (57) can be used for time propagation of PS2(t) [Eq. (60)] at all times: before the
laser is turned on, while the laser is on, and after the laser is off. Optimized populations always satisfy the condition
PS2(t = T2) = λ
R,APS2(t = T1).
To perform numerical computations, we select a set of Gaussian laser pulses εa(t), centered at different frequen-
cies ωa:
εa(t) = ǫa/(2
√
παa) exp
(
− (t/(2αa))2 − iωat
)
. (61)
The finite-time Fourier transform of this Gaussian pulse, εa(ω, t), [Eq. (18)], can be expressed analytically [18–20] as:
εa(ω, t) = (ǫa/2) exp
(
−α2a (ω − ωa)2
){
2−exp
[
(αa(ω − ωa) + it/(2αa))2
]
W (αa(ω − ωa) + it/(2αa))
}
, (62)
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where W (z) is the complex error function [20, 21]. At times t > Tover = 4
√
2 ln 2αa this becomes
εa(ω) = ǫa exp
(
−α2a (ω − ωa)2
)
. (63)
Using Eq. (61), the control pulse εp(t) in time domain is
εp(t) =
NA∑
a=1
daεa(t) =
NA∑
a=1
daǫa/(2
√
παa) exp
(
− (t/(2αa))2 − iωat
)
, (64)
with infinite-time Fourier transform
εp(ω) =
NA∑
a=1
daεa(ω) =
NA∑
a=1
daǫa exp
(
−α2a (ω − ωa)2
)
. (65)
By construction, the εp(ωA,g) value should be constant inside the corresponding IA bin [Eq. (66)]. The εp(ω) function
[Eq. (65)] is smooth and does not satisfy this requirement exactly. Nevertheless, if NA is large enough each IA bin
becomes relatively small, and the smooth function in Eq. (65) in each bin can be approximately treated as constant.
IV. COMPUTATIONAL RESULTS
Consider S0 → S2 excitation to coherently control S2 ↔ S1 interconversion dynamics of pyrazine excited using
weak light in the perturbative regime. We use the pyrazine vibronic structure of Refs. [7] and [8], and partition the
energy into 2000 bins, in the range 4.06–6.06 eV, where energy is referred to the ground vibrational S0 state. Here, 4.06
eV is the S1 energy at the S0 nuclear equilibrium configuration [12, 22]. The Q space consists of the 176 brightest (most
optically accessible) |κ〉 resonances, having the largest values of 〈κ|µ|g〉. In this case the QP-partitioning approach
gives 76775 coarse-grained vibronic states |α〉, with energies ranging from 4.06 to 6.06 eV. Thus, there are 76775×176
= 13512400 Rαα,κ = 〈α|κ〉 values. These are used together with 176 〈κ|µ|g〉 values to compute the dynamics of interest.
A. Uncontrolled Excitation and Decay Dynamics
Figure 1 shows characteristic examples of PS2(t) populations produced by a single Gaussian laser pulses of
differing time durations, where the subscript u denotes “uncontrolled”. These examples are computed with the laser
center frequency corresponding to 4.84 eV. It is notable that the uppermost population curve in Fig. 1, produced by
the pulse with a time duration ∼1 fs (αa = 0.1 fs) is, at times t > 0.5 fs, similar in shape to the zero-zero curve in
Fig. 5, Ref. [8]. This is the case because the ultrafast laser pulse behaves like ǫaδ(t) on the femtosecond timescale,
and its finite-time Fourier transform is nearly constant, ≈ ǫa. As a consequence, in this specific case, after the pulse
is over, PS2(t) in Eq. (31) is the same up to a constant scaling factor as the zero-zero PS2(t) in Eq. (7), with
cκ′ ∝ (i/h¯)〈κ′|µ|g〉ǫa.
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Figure 2 shows PS2(t) populations produced by Gaussian lasers having the same short time duration ≈10 fs
(αa = 1.0 fs), but different center frequencies. In this case all populations behave similarly on a short time scale,
differing by the overall magnitude due to the difference in 〈κ′|µ|g〉 values for different resonances |κ′〉.
Figure 3 shows PS2(t) populations produced by Gaussian lasers with long time duration around 200 fs (αa = 20.0
fs), using different frequencies. In contrast with Fig. 2, there are significant differences in S2 ↔ S1 IC dynamics,
depending on the frequency used. Figure 3 shows that the laser with 4.84 eV photon energy produces a larger
population, which also tends to decay slower, than in other cases, thus, marking the region of relative stability in
pyrazine resonance structure.
Both Figs. 2 and 3 qualitatively correlate well with the corresponding results for S0 → S2 ↔ S1 dynamics in
Ref. [23], obtained using a more general non-perturbative time-dependent dynamical approach [24].
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FIG. 1: S2 populations PS2(t), denoted Pu(t) here, produced by Gaussian laser pulses of different time duration. Panel inset:
The same data, shown on a shorter time scale.
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FIG. 2: S2 populations, PS2(t), denoted Pu(t) here, produced by short Gaussian laser pulses with the same αa = 1.0 fs, but
different center frequencies.
B. Control Involving Multiple Overlapping Resonances
Consider first sample numerical results for H (Ωα), the measure of the extent of resonance overlap [Eq. (54)]
and the quantities associated with it. These quantities are H
(
Kε,A(t)
)
[Eq. (48)], which is the Kε,A(t) non-
diagonality measure, shown at T1 = 150 fs and T2 = 250 fs; and two measures of the non-diagonality R
ε,A(T2, T1) ,
HR
(
Rε,A(T2, T1)
)
[Eq. (51)], and |HC
(
Rε,A(T2, T1)
) | [Eq. (52)]. In addition, we tabulate λR,Amin and λR,Amax , denoting
minimal and maximal eigenvalues of the eigenproblem in Eq. (46) and which we term “control extents”. Values for
128 IA bins (degrees of freedom of the laser), are listed in Table I. Note first the enormous range of control possible
for the ratio PS2(T2)/PS2(T1) as indicated by the λ
R,A
min and λ
R,A
max . For example, for the first energy interval, this ratio
can range from 3.05× 10−6 to 3.90× 10+5, a range of over 1× 10+11.
The measures in Table I are obtained using products of 128 matrix elements of the corresponding matrices.
Since each of these values is small, we report the 1/128 power of these measures. From Table I one can see a
well defined correlation between H (Ωα) and the other quantities. Generally, when H (Ωα) is small, so too are
H
(
Kε,A(T1)
)
, H
(
Kε,A(T2)
)
, HR
(
Rε,A(T2, T1)
)
and |HC
(
Rε,A(T2, T1)
) | (meaning a larger extent of non-diagonality
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FIG. 3: Bottom: S2 populations, PS2(t), denoted Pu(t) here, produced by long Gaussian laser pulses with the same αa = 20.0
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TABLE I: The (1/128) power of H (Ωα), H
(
Kε,A(T1)
)
, H
(
Kε,A(T2)
)
, HR
(
Rε,A(T2, T1)
)
, |HC
(
Rε,A(T2, T1)
)
|, as well as
λR,A
min
and λR,Amax for different energy intervals [EL, EH ]. Here, T1 = 150 fs, T2 = 250 fs.
[EL, EH ], eV [4.46, 4.66] [4.66, 4.86] [4.86, 5.06] [5.06, 5.26] [5.26, 5.46]
H (Ωα) 1.76×10−1 2.77×10−1 3.09×10−1 3.15×10−1 2.80×10−1
H
(
Kε,A(T1)
)
1.08×10−2 2.68×10−2 9.05×10−2 1.36×10−1 1.13×10−1
H
(
Kε,A(T2)
)
1.23×10−2 2.50×10−2 9.45×10−2 1.29×10−1 1.06×10−1
HR
(
Rε,A(T2, T1)
)
1.41×10−4 8.00×10−4 1.20×10−2 2.38×10−2 1.51×10−2∣∣HC (Rε,A(T2, T1))∣∣ 1.36×10−4 9.05×10−4 1.75×10−2 3.41×10−2 1.79×10−2
λR,A
min
3.05×10−6 3.36×10−5 5.54×10−4 1.29×10−3 7.30×10−4
λR,Amax 3.90×10
+5 4.32×10+4 1.89×10+3 6.67×10+2 1.92×10+3
in the corresponding matrices). In particular, correlation is good with λR,Amax − λR,Amin ; when it is large, a greater extent
of coherent control is possible, in agreement with the non-diagonality measures.
Numerically implementing controlled PS2(t) dynamics proceeded as follows. First, the eigenvalue problem in
Eq. (46) is numerically solved for the particular number of bins NA in the desired energy range [EL, EH ], providing the
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set of eigenvalues λR,A and corresponding eigenvectors εA, which give the λR,A as PS2(T2)/PS2(T1) ratios during the
PS2(t) time propagation (T2 > T1 ≥ Tover). Then, a set of linearly independent NA Gaussian lasers [Eqs. (61)–(65)],
is introduced (all with the same αa), contiguously and uniformly covering the desired energy range [EL, EH ]. The
eigenvectors obtained εA are then expanded in terms of this Gaussian basis with the d coefficients given by Eq. (57).
The dynamics are then propagated from t ≤ −Tover to t ≥ T2 using the corresponding d coefficients for each εA
eigenvector; finite-time Fourier transforms of the pulses in Eq. (58) are produced using Eq. (62), and the pulse time
profiles are given in Eq. (64). The perturbative nature of the dynamics makes it possible to scale PS2(t) uniformly by
multiplying the εA eigenvector by a scalar constant. We utilized this scaling option to allow presentation of both the
maximization and minimization results to be shown on the same figure (upper panel, Fig. 4) below. Specifically, the
maximization curve is multiplied throughout by 8.3× 10−5
An experimental suggestion of R. J. Gordon (University of Illinois, Chicago) prompted our using a controllable
laser in the wavelength range 250–265 nm, with time duration ∼150–200 fs, to study the pyrazine S0 → S2 ↔ S1
excitation and IC dynamics. Using this as a guide, we computed control and dynamics in the corresponding energy
range (EL = 4.68 eV, EH = 4.96 eV), using T1 = 150 fs, T2 = 250 fs, NA = 128, and all αa = 21.0 fs. The resulting S2
populations, together with resulting control fields in time domain, are shown in Fig. 4 where the subscript c denotes
“controlled”. Corresponding control fields in the frequency domain are shown in Figs. 5 and 6.
The behavior of the controlled PS2(t) (Fig. 4), differs in magnitude in the regions when the pulse is acting, and
after the pulse is over. To understand this difference, note that to obtain the controlled fields in Figs. 5 and 6 using
a set of Gaussians requires that some components of d vector be large. After the pulse is over, these components
are “balanced” by one another in the infinite-time Fourier transform, to give the small desired population value
P0 at t = T1 or t = T2 and to yield the required controlled dynamics. However, while the pulse is acting, these
components are “unbalanced” giving large transient εp(ω, t) values. For similar reasons the controlled pulses, being a
linear combinations of single Gaussians, are effectively longer than the single Gaussian pulse (see Fig. 4, lower panel).
To examine the complex structure of the control pulses at Figs. 5 and 6, we apply several approaches to simplify
the field while monitoring the control achieved. First, we attempted a local averaging of the controlled field, where
the total field in NA bins is arithmetically averaged (amplitude and phase separately) using a smaller number NS of
larger bins (NA being an integer multiple of NS, for example, for NA = 64, NS = 32, 16, 8, 4, 2). By doing so, the
resulting averaged field, however, showed virtually no control. Second, this averaged step-like field was expanded with
NS Gaussians and the resulting smoothed field used for the propagation. Again, this case led to nearly complete loss
of control.
An alternative simplifying approach was, however, successful. Specifically, we retained only the NR largest field
amplitudes out of the total NA (with all the smaller ampitudes set to zero), keeping the phase profile intact, and
monitoring the changes in control ratios. Sample results for NA = 64 are shown in Fig. 7. A total NA of 64 is used
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FIG. 4: Upper panel: Two controlled S2 populations, PS2(t), denoted Pc(t), which either minimize and maximize λ
R,A, i.e., the
S2 population ratio at times T2 = 250 fs and T1 = 150 fs. The P
max
c curve has been multiplied by 8.3× 10
−5 in order to fit on
this figure. Lower panel: Time envelopes of two corresponding controlled laser pulses, |εp(t)|, together with the time envelope
of the single (uncontrolled) Gaussian laser pulse, |εa(t)|.
here (results with NA = 128 are qualitatively the same). It is clear from Fig. 7, that this approach, retaining only
the largest amplitudes, works better than the previous two since it tends to partially maintain important dynamical
information. Generally, λR,Amin is more robust with respect to this amplitude truncation than is λ
R,A
max . Additionally,
we found that the extent of control achieved using only NR amplitudes out of NA, is similar in magnitude to control
extents without truncation, but using this NR as the original NA. That is, the same number of degrees of freedom in
both cases provides similar extents of control.
Theoretically, maximum and minimum control limits via this approach can be reached using all coarse-grained
|α〉 states accessible to the laser, i.e., those belonging to the interval of interest [EL, EH ]. For the case presented in
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FIG. 5: Amplitude and phase of εAp eigenvector, which minimizes the PS2(T2)/PS2(T1) ratio. λ
R,A
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= 8.28×10−5 .
Figs. 4, 5 and 6, the number of |α〉 states, using our pyrazine description, is 11885. However, as mentioned in the
Appendix, the optimization problem for |α〉 states in Eq. (44) is numerically stable only up to dimensionality 150–180,
and the control range λR,αmax − λR,αmin continues to increase when the dimensionality increases from 128 to 180, reaching
∼ 105. We anticipate a theoretical control range limit to be ∼ 109–1010, which, however, is not achieved due to the
numerical limitations discussed in Appendix (see below).
V. SUMMARY AND CONCLUSIONS
Coherent control of internal conversion (IC) between the first and second singlet excited electronic states of
pyrazine (S1 and S2) is examined, using two different control objectives. The control is performed by means of
shaping the laser, which excites the system from the ground electronic state S0 to the second excited electronic state
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S2. Resonance energy broadening and resonance overlap are shown to be responsible for phase control efficiency, and a
correlation between resonance overlap and controllability is established. A huge range of control was obtained for the
relative population of S2 at long times as compared to times just after the pulse is over. Different ways to simplify the
controlled fields are described, and the behavior of the control as a consequence of these simplifications is investigated.
Specifically, we have found that retaining the largest field amplitudes is the best approach to field simplification.
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Appendix: Energy Partitioning for Control Associated with Overlapping Resonances
As noted in Sect. III B, numerical instabilities necessitated that we introduce a further partitioning of the
energy axis. Specifically, we partitioned the energy axis into a limited number of NA bins in Eq. (27):
〈κ|Ψp(t)〉 ≈
∑
A
∑
α∈IA
εp(ωα,g, t)M
ε,α
κ,α(t)
≈
∑
A
εp(ωA,g, t)
[∑
α∈IA
M ε,ακ,α(t)
]
≡
∑
A
εp(ωA,g, t)M
ε,A
κ,A (t), (66)
where IA is a bin number A, which has the center energy EA, ωA,g ≡ (EA − Eg)/h¯, and
M ε,Aκ,A (t) ≡
∑
α∈IA
M ε,ακ,α(t) (67)
is the collective material system matrix element, corresponding to bin IA. Here and below, the bold superscript A
denotes that all the corresponding quantities are written for |A〉 states, which are defined below.
Using Eq. (28), M ε,Aκ,A (t) can be written as:
M ε,Aκ,A (t) =
∑
α∈IA
〈κ|α〉 τα(t) i
h¯
∑
κ′
〈α|κ′〉〈κ′|µ|g〉 ≡ 〈κ|
[∑
α∈IA
τα(t)|α〉〈α|
] [∑
κ′
i
h¯
〈κ′|µ|g〉|κ′〉
]
. (68)
The middle expression in square brackets, unlike Eq. (28), is not the single |α〉 state propagator, but the localized
coarse-grained propagator, with the sum only over |α〉 states belonging to the bin IA.
One can introduce the “binned” states |A〉, such that the corresponding projector onto the state |A〉 is
|A〉〈A| = (1/NIA)
∑
α∈IA
|α〉〈α|, hence
√
NIA |A〉〈A|
√
NIA =
∑
α∈IA
|α〉〈α|,
where NIA is the number of |α〉 states that are inside bin IA. With the notation |A〉 ≡
√
NIA |A〉 we have
|A〉〈A| =
∑
α∈IA
|α〉〈α|. (69)
Using Eq. (69), the propagator in Eq. (68) can be approximately rewritten as:
∑
α∈IA
τα(t)|α〉〈α| ≈ |A〉〈A|
∑
α∈IA
τα(t) ≡ τAA (t)|A〉〈A|, (70)
where τAA (t) ≡ (1/NIA)
∑
α∈IA
τα(t). The accuracy of the approximation made in Eq. (70) rapidly increases with
decreasing bin size. Using Eq. (70), M ε,Aκ,A (t) in Eq. (68) can be rewritten as:
M ε,Aκ,A (t) ≈ 〈κ|A〉τAA (t)
i
h¯
∑
κ′
〈A|κ′〉〈κ′|µ|g〉. (71)
Defining
µAA ≡
i
h¯
∑
κ′
〈A|κ′〉〈κ′|µ|g〉 = i
h¯
〈A|µ|g〉, RAA,κ ≡ 〈A|κ〉 (72)
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gives
Mε,A(t) = RA† τA(t)µA, Kε,A(t) =Mε,A†(t)Mε,A(t) = µA†τA†(t)RARA† τA(t)µA, (73)
where τA(t) is a square diagonal matrix composed of τAA (t) values, and µ
A is a square diagonal matrix composed of
(i/h¯)〈A|µ|g〉 values. This gives the PS2(t) population in terms of binned values as
PS2(t) = ε
A†(t)µA†τA†(t)RARA† τA(t)µAεA(t) (74)
=
∑
A′
|εp(ωA′,g, t)|2Kε,AA′,A′(t) +
∑
A′ 6=A′′
ε∗p(ωA′,g, t)εp(ωA′′,g, t)K
ε,A
A′,A′′(t), (75)
where εA(t) is a vector composed of εp(ωA,g, t) components.
Since µA and τA(t) are diagonal, the only possible source of nondiagonality in Eq. (73) for Kε,A(t) and Eq.
(75) is QA = RARA†, composed of QAA′,A′′ = 〈A
′|Q|A′′〉 values. Thus, the possibility of phase control by means of
phases φA(t) of complex εp(ωA,g, t) = |εp(ωA,g, t)| exp(iφA(t)) depends solely on its properties. As in the previous case
of |γ〉 and |α〉, all the PS2(t) phase control considerations remain the same, except that |γ〉 or |α〉 states are replaced by
|A〉 states. Namely, phase control is provided by resonance energy broadening and resonance overlap. The resonance
overlap effect, providing the non-block-diagional structure of QA and Kε,A(t) as a consequence, enhances the effect
of resonance broadening.
Using Eq. (75), the eigenproblem in Eq. (44) is reformulated as
Rε,A(T2, T1)ε
A = λR,AεA, (76)
Rε,A(T2, T1)≡ [Kε,A(T1)]−1Kε,A(T2). (77)
Its dimensionality reduced from Nα to NA, allowing an accurate numerical solution for NA values up to 150-180.
