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Abstract
In the recent paper [31] of Long and Duan (2009), we classified closed geodesics on Finsler manifolds
into rational and irrational two families, and gave a complete understanding on the index growth properties
of iterates of rational closed geodesics. This study yields that a rational closed geodesic cannot be the only
closed geodesic on every irreversible or reversible (including Riemannian) Finsler sphere, and that there
exist at least two distinct closed geodesics on every compact simply connected irreversible or reversible
(including Riemannian) Finsler 3-dimensional manifold. In this paper, we study the index growth properties
of irrational closed geodesics on Finsler manifolds. This study allows us to extend results in [31] of Long
and Duan (2009) on rational, and in [12] of Duan and Long (2007), [39] of Rademacher (2010), and [40] of
Rademacher (2008) on completely non-degenerate closed geodesics on spheres and CP2 to every compact
simply connected Finsler manifold. Then we prove the existence of at least two distinct closed geodesics on
every compact simply connected irreversible or reversible (including Riemannian) Finsler 4-dimensional
manifold.
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It has been a long-standing problem in dynamical systems and differential geometry whether
every compact Riemannian manifold has infinitely many distinct closed geodesics. D. Gromoll
and W. Meyer [17] in 1969 proved the following result:
Theorem A. (Cf. [17].) On a compact Riemannian manifold there exist infinitely many closed
geodesics, if the free loop space of this manifold has an unbounded sequence of Betti numbers.
Stimulated by this result, M. Vigué-Poirrier and D. Sullivan [41] in 1976 established following
result:
Theorem B. (Cf. [41].) The free loop space of a compact simply connected Riemannian man-
ifold M has no unbounded sequence of Betti numbers if and only if the rational cohomology
algebra of M possess only one generator.
Both of the two theorems were generalized to corresponding Finsler manifolds by H. Matthias
in 1980 (cf. [34]). Therefore based on these two theorems, the most interesting manifolds in this
multiplicity problem are those compact simply connected manifolds satisfying
H ∗(M;Q) ∼= Td,h+1(x) = Q[x]/
(
xh+1 = 0) (1.1)
with a generator x of degree d  2 and hight h+1 2. The main examples are the compact rank
one symmetric spaces, i.e., spheres Sd of dimension d with h = 1, complex projective spaces
CPh of dimension 2h with d = 2, quaternionic projective spaces HPh of dimension 4h with
d = 4, and the Cayley plane CaP 2 of dimension 16 with d = 8 and h = 2.
The studies of closed geodesics on such manifolds can be chased back to J. Jacobi,
J. Hadamard, H. Poincaré, G.D. Birkhoff, M. Morse, L. Lyusternik and Schnirelmann and others.
Specially G.D. Birkhoff established the existence of at least one closed geodesic on every Rie-
mannian sphere Sd with d  2 (cf. [9]). Later L. Lyusternik and A. Fet proved the existence of at
least one closed geodesic on every compact Riemannian manifold (cf. [33]). An important break-
through on this problem is due to V. Bangert [6] and J. Franks [15] around 1990, who proved
that there exist always infinitely many closed geodesics on every Riemannian 2-sphere (cf. also
[19–21]). But when the dimension of a compact simply connected manifold is greater than 2, we
are not aware of any multiplicity results on the existence of at least two closed geodesics with-
out pinching, generic or bumpy conditions even on spheres (cf. [1–5,12–14,25,38–40]), except
Theorem C below proved recently in [31].
When one considers irreversible Finsler metrics, the problem of counting closed geodesics
becomes more delicate because of A. Katok’s famous example of 1973 which shows that there
exist some irreversible Finsler metrics on Sd with only finitely many closed geodesics (cf.
[24,44]). In [22] of 2003, H. Hofer, K. Wysocki and E. Zehnder proved that there exist either
two or infinitely many distinct prime closed geodesics on a Finsler (S2,F ) provided that all
the iterates of all closed geodesics are non-degenerate and the stable and unstable manifolds of
all hyperbolic closed geodesics intersect transversally. In [8] of 2005, V. Bangert and Y. Long
proved that on every irreversible Finsler S2 there always exist at least two distinct prime closed
geodesics.
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Theorem C. There exist always at least two distinct prime (geometrically distinct) closed
geodesics for every irreversible (or reversible, specially Riemannian) Finsler metric on any
3-dimensional compact simply connected manifold, where the typical case is S3.
To further our study on the multiplicity of closed geodesics, we note that in the famous book
[35] of 1934, M. Morse studied closed geodesics on ellipsoids. Specially he proved that for any
given integer N > 0, every closed geodesic c of a d-dimensional ellipsoid Ed in Rd+1 which is
not an iterate of some main ellipse must have Morse index i(c)N , provided all the semi-axes
of Ed are less than 1 and sufficiently closed to 1. Consequently the Betti numbers at dimensions
less than N of the free loop space of such an Ed can be generated by iterates of the d + 1 main
ellipses on Ed only. His this result suggests that it is necessary to study asymptotic and growth
properties of Morse indices of iterates of prime closed geodesics on the manifold in order to get
multiplicity results.
In the recent paper [31], we classified prime closed geodesics on any compact Finsler man-
ifold M into two families: rational and irrational. Here a prime closed geodesic is rational, if
its basic normal form decomposition (cf. Section 3 below) introduced by Y. Long in [27,28]
contains no 2 × 2 rotation matrix R(θ) = ( cos θ − sin θ
sin θ cos θ
)
with θ/π ∈ R \ Q, and irrational oth-
erwise. A prime closed geodesic is completely non-degenerate, if all of its iterates cm are
non-degenerate.
Recall that on a compact Finsler manifold (M,F), a closed geodesic c : S1 = R/Z → M is
prime, if it is not a multiple covering (i.e., iteration) of any other closed geodesics. Here the m-th
iteration cm of c is defined by cm(t) = c(mt) for m ∈ N. The inverse curve c−1 of c is defined
by c−1(t) = c(1 − t) for t ∈ S1. Two prime closed geodesics c1 and c2 on a Finsler manifold
(M,F) (or Riemannian manifold (M,g)) are distinct (or geometrically distinct), if they do not
differ by an S1-action (or O(2)-action).
In [31], the index growth properties of rational closed geodesics are completely understood.
This result is used to prove that on every (irreversible or reversible) Finsler sphere Sd , it is
impossible that there exists only one prime closed geodesic which is rational.
In Section 3 of this paper, we study first the growth properties of indices of iterates of irrational
closed geodesics. We show that if the initial index of a prime closed geodesic is not too small,
then the Morse indices i(cm) is monotone in m 1. When this index monotonicity does not hold,
we prove that for a closed geodesic c, there exist infinitely many positive integers T such that the
indices {i(cm)}m>T and the indices {i(cm)}m<T are suitably separated by the sum of i(cT ) and
some constant (see Theorem 3.21 below). We call this property the quasi-monotonicity.
As applications of these studies, in Section 4 we then generalize the result in [31] on rational
closed geodesics on spheres, and the results in [12,39,40] on completely non-degenerate closed
geodesics on spheres and CP 2 to all compact simply connected manifolds. That is:
Theorem 1.1. For every irreversible (or reversible, specially Riemannian) Finsler metric F on
any compact simply connected manifold, if there exists only one prime (geometrically distinct)
closed geodesic, it can be neither rational nor completely non-degenerate.
Then using above results we study the 4-dimensional case in Sections 5 and 6 respectively,
and prove the following theorems.
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4-dimensional manifold, there always exist at least two distinct prime closed geodesics.
Theorem 1.3. For every reversible Finsler metric F on any compact simply connected
4-dimensional manifold, there always exist at least two geometrically distinct closed geodesics.
In particular, it holds for every such Riemannian manifold.
For reader’s conveniences, in Section 2 we briefly review some known results on closed
geodesics, and compute the precise sums of Betti numbers of the S1-invariant free loop space
of compact simply connected manifolds satisfying the condition (1.1).
In this paper, we denote by N, N0, Z, Q, R, and C the sets of positive integers, non-negative
integers, integers, rational numbers, real numbers, and complex numbers respectively. We define
the functions [a] = max{k ∈ Z | k  a}, {a} = a − [a], E(a) = min{k ∈ Z | k  a} and ϕ(a) =
E(a) − [a]. Denote by #A the number of elements in a finite set A. In this paper, we use only
singular homology modules with Q-coefficients.
2. Critical point theory of closed geodesics
2.1. Critical modules for closed geodesics
Let M be a compact and simply connected manifold with a Finsler metric F . Closed geodesics
are critical points of the energy functional E(γ ) = 12
∫
S1 F(γ (t), γ˙ (t))
2 dt on the Hilbert man-
ifold ΛM of H 1-maps from S1 to M . An S1-action is defined by (s · γ )(t) = γ (t + s) for all
γ ∈ ΛM and s, t ∈ S1. The index form of the functional E is well defined along any closed
geodesic c on M , which we denote by E′′(c). As usual, denote by i(c) and ν(c) the Morse
index and nullity of E at c. For a closed geodesic c, denote by cm the m-fold iteration of c
and Λ(cm) = {γ ∈ ΛM | E(γ ) < E(cm)}. Recall that respectively the mean index iˆ(c) and the
S1-critical modules of cm (cf. [11]) are defined by
iˆ(c) = lim
m→∞
i(cm)
m
, C∗
(
E,cm
)= H∗((Λ(cm)∪ S1 · cm)/S1,Λ(cm)/S1). (2.1)
If c has multiplicity m, then the subgroup Zm = { nm : 0  n < m} of S1 acts on Ck(E, c).
As on p. 59 of [37], for m 1, let H∗(X,A)±Zm = {[ξ ] ∈ H∗(X,A): T∗[ξ ] = ±ξ}, where T is
a generator of the Zm action. On S1-critical modules of cm, the following lemma holds:
Lemma 2.1. (Cf. Satz 6.11 of [37].) Suppose c is a prime closed geodesic on a compact Finsler
manifold M . Then there exist two sets U−cm and Ncm , the so-called local negative disk and the
local characteristic manifold at cm respectively, such that ν(cm) = dimNcm and
Cq
(
E,cm
)≡ Hq((Λ(cm)∪ S1 · cm)/S1,Λ(cm)/S1)
= (Hi(cm)(U−cm ∪ {cm},U−cm)⊗Hq−i(cm)(N−cm ∪ {cm},N−cm))+Zm.
(i) When ν(cm) = 0, there holds
Cq
(
E,cm
)= {Q, if i(cm) = i(c) (mod 2) and q = i(cm),
0, otherwise.
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Cq
(
E,cm
)= Hq−i(cm)(N−cm ∪ {cm},N−cm)	(cm)Zm.
Let
kj
(
cm
)≡ dimHj (N−cm ∪ {cm},N−cm),
k±1j
(
cm
)≡ dimHj (N−cm ∪ {cm},N−cm)±Zm. (2.2)
Then we have
Lemma 2.2. (Cf. [37,8,12].) Let c be a closed geodesic on a Finsler manifold M .
(i) There hold 0 k±1j (cm) kj (cm) for m 1 and j ∈ Z, kj (cm) = 0 whenever j /∈ [0, ν(cm)]
and k0(cm) + kν(cm)(cm)  1. If k0(cm) + kν(cm)(cm) = 1, then kj (cm) = 0 when j ∈
(0, ν(cm)).
(ii) For any m ∈ N, there hold k+10 (cm) = k0(cm) and k−10 (cm) = 0. In particular, if cm is
non-degenerate, there hold k+10 (cm) = k0(cm) = 1, and k−10 (cm) = k±1j (cm) = 0 for all
j = 0.
(iii) Suppose for some integer m = np  2 with n and p ∈ N the nullities satisfy ν(cm) = ν(cn).
Then there hold kj (cm) = kj (cn) and k±1j (cm) = k±1j (cn) for any integer j .
2.2. Rademacher-type mean index identity for closed geodesics
Let (M,F) be a compact and simply connected Finsler manifold with finitely many prime
closed geodesics. It is well known that for every prime closed geodesic c on (M,F), there holds
either iˆ(c) > 0 and then i(cm) → +∞ as m → +∞, or iˆ(c) = 0 and then i(cm) = 0 for all m ∈ N.
Denote those prime closed geodesics on (M,F) with positive mean indices by {cj }1jk .
In [36,37], Rademacher established a celebrated mean index identity relating all the cj s with
the global homology of M (cf. Section 7, specially Satz 7.9 of [37]) for compact simply con-
nected Finsler manifolds.
For each m ∈ N, let 	 = 	(cm) = (−1)i(cm)−i(c) and
K
(
cm
)≡ (k	0(cm), k	1(cm), . . . , k	2 dimM−2(cm))
= (k	(cm)0 (cm), k	(cm)1 (cm), . . . , k	(cm)ν(cm)(cm),0, . . . ,0). (2.3)
Lemma 2.3. (Cf. Lemmas 7.1 and 7.2 of [37], cf. also [31].) Let c be a prime orientable
closed geodesic on a compact Finsler manifold (M,F). Then there exists a minimal integer N =
N(c) ∈ N such that ν(cm+N) = ν(cm), i(cm+N)− i(cm) ∈ 2Z, and K(cm+N) = K(cm), ∀m ∈ N.
Lemma 2.4. (Satz 7.9 of [37], cf. also [31].) Let (M,F) be a compact simply connected Finsler
manifold with H ∗(M,Q) = Td,h+1(x). Denote prime closed geodesics on (M,F) with positive
mean indices by {cj }1jk for some k ∈ N. Then the following identity holds
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j=1
χˆ (cj )
iˆ(cj )
= B(d,h) =
{− h(h+1)d2d(h+1)−4 , d even,
d+1
2d−2 , d odd,
(2.4)
where dimM = hd , h = 1 when M is a sphere Sd of dimension d and
χˆ (c) = 1
N(c)
∑
0lmν(cm)
1mN(c)
(−1)i(cm)+lmk	(cm)lm
(
cm
) ∈ Q. (2.5)
2.3. The structure of H∗(ΛM/S1,Λ0M/S1;Q)
Set Λ0 = Λ0M = {constant point curves in M} ∼= M . Let (X,Y ) be a space pair such that the
Betti numbers bi = bi(X,Y ) = dimHi(X,Y ;Q) are finite for all i ∈ Z. As usual the Poincaré se-
ries of (X,Y ) is defined by the formal power series P(X,Y ) =∑∞i=0 bit i . We need the following
well-known version of results on Betti numbers.
Lemma 2.5. (Cf. Theorem 2.4 and Remark 2.5 of [36], cf. also Proposition 2.4 of [31] and [43].)
Let (Sd,F ) be a d-dimensional Finsler sphere.
(i) When d is odd, the Betti numbers are given by
bj = rankHj
(
ΛSd/S1,Λ0Sd/S1;Q)
=
⎧⎨
⎩
2, if j ∈ K ≡ {k(d − 1) | 2 k ∈ N},
1, if j ∈ {d − 1 + 2k | k ∈ N0} \ K,
0, otherwise.
(2.6)
For any k ∈ N and k  d − 1, there holds
k∑
j=0
(−1)j bj =
∑
02jk
b2j
=
[
k
d − 1
]
+
[
k
2
]
− d − 1
2
= k(d + 1)
2(d − 1) −
d − 1
2
− 	d,1(k)
 k(d + 1)
2(d − 1) −
d − 1
2
, (2.7)
where 	d,1(k) = { kd−1 } + { k2 } ∈ [0, 32 − 12(d−1) ).(ii) When d is even, the Betti numbers are given by
bj = rankHj
(
ΛSd/S1,Λ0Sd/S1;Q)
=
⎧⎨
⎩
2, if j ∈ K ≡ {k(d − 1) | 3 k ∈ (2N + 1)},
1, if j ∈ {d − 1 + 2k | k ∈ N0} \ K, (2.8)
0, otherwise.
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−
k∑
j=0
(−1)j bj =
∑
02j−1k
b2j−1
=
[ [ k
d−1 ] + 1
2
]
+
[
k + 1
2
]
− d
2
= kd
2(d − 1) −
d − 2
2
−
{ [ k
d−1 ] + 1
2
}
−
{
k + 1
2
}
− 1
2
{
k
d − 1
}
 kd
2(d − 1) −
d − 2
2
. (2.9)
Proof. It suffices to prove (2.7) and (2.9).
When d is odd, for any k ∈ N and m ∈ [0, d − 1), we have
∑
0jk(d−1)+m
bj =
∑
02jk(d−1)+m
b2j
= 2(k − 1)+ k(d − 1)− (d − 3)
2
− (k − 1)+
[
m
2
]
= k + (k − 1)(d − 1)
2
+
[
m
2
]
.
Thus for any integer k  d − 1, because d is odd, we obtain
∑
02jk
b2j =
[
k
d − 1
]
+ ([
k
d−1 ] − 1)(d − 1)
2
+
[
k − [ k
d−1 ](d − 1)
2
]
=
[
k
d − 1
]
+
[
k
2
]
− d − 1
2
= k(d + 1)
2(d − 1) −
d − 1
2
−
{
k
d − 1
}
−
{
k
2
}
 k(d + 1)
2(d − 1) −
d − 1
2
.
This proves (2.7).
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∑
0jk(d−1)+m
bj =
∑
02j−1k(d−1)+m
b2j−1
= 2k − 1
2
+ k(d − 1)− (d − 3)
2
− k − 1
2
+
[
m
2
]
= k + 1
2
+ (k − 1)(d − 1)
2
+
[
m
2
]
.
Note that for an integer l > 0 there holds
2
[
l + 1
2
]
− 1 =
{
l, for l ∈ 2N − 1,
l − 1, for l ∈ 2N.
Thus for any integer k  d − 1, because d is even, we obtain
∑
0jk
bj =
∑
02j−1k
b2j−1
= 1
2
((
2
[ [ k
d−1 ] + 1
2
]
− 1
)
+ 1
)
+ 1
2
((
2
[ [ k
d−1 ] + 1
2
]
− 1
)
− 1
)
(d − 1)
+
[
1
2
(
k −
(
2
[ [ k
d−1 ] + 1
2
]
− 1
)
(d − 1)
)]
=
[ [ k
d−1 ] + 1
2
]
+
([ [ k
d−1 ] + 1
2
]
− 1
)
(d − 1)
+
[
k + (d − 1)
2
]
−
[ [ k
d−1 ] + 1
2
]
(d − 1)
=
[ [ k
d−1 ] + 1
2
]
+
[
k + 1
2
]
− d
2
= kd
2(d − 1) −
d − 2
2
−
{ [ k
d−1 ] + 1
2
}
−
{
k + 1
2
}
− 1
2
{
k
d − 1
}
 kd
2(d − 1) −
d − 2
2
.
This proves (2.9). 
For a compact and simply connected Finsler manifold M with H ∗(M;Q) ∼= Td,h+1(x), when
d is odd, then x2 = 0 and h = 1 in Td,h+1(x). Thus M is rationally homotopy equivalent to Sd
(cf. Remark 2.5 of [36,19]). Therefore, next we only consider the case when d is even.
Then we have the following result.
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H ∗(M;Q) ∼= Td,h+1(x) for some integer h  2 and even integer d  2. Let D = d(h + 1) − 2
and
Ω(d,h) = {k ∈ 2N − 1 ∣∣ iD  k − (d − 1) = iD + jd  iD + (h− 1)d
for some i ∈ N and j ∈ [1, h− 1]}. (2.10)
Then the Betti numbers of the free loop space of M defined by bq=rankHq(ΛM/S1,Λ0M/S1;Q)
for q ∈ Z are given by
bq =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, if q is even or q  d − 2,
[ q−(d−1)
d
] + 1, if q ∈ 2N − 1 and d − 1 q < d − 1 + (h− 1)d,
h+ 1, if q ∈ Ω(d,h),
h, otherwise.
(2.11)
For every integer k  d − 1 + (h− 1)d = hd − 1, we have
k∑
q=0
bq = h(h+ 1)d2D
(
k − (d − 1))− h(h− 1)d
4
+ 1 + 	d,h(k)
 h
(
D
2
+ 1
)
k − (d − 1)
D
− h(h− 1)d
4
+ 1 +
{
D
hd
{
k − (d − 1)
D
}}
< h
(
D
2
+ 1
)
k − (d − 1)
D
− h(h− 1)d
4
+ 2, (2.12)
where
	d,h(k) =
{
D
hd
{
k − (d − 1)
D
}}
−
(
2
d
+ d − 2
hd
){
k − (d − 1)
D
}
− h
{
D
2
{
k − (d − 1)
D
}}
−
{
D
d
{
k − (d − 1)
D
}}
, (2.13)
and there hold 	d,h(k) ∈ (−(h+ 2),1) and 	d,1(k) ∈ (−2,0] for all integer k  d − 1.
Proof. For a compact and simply connected Finsler manifold M with H ∗(M;Q) ∼= Td,h+1(x)
and some even integer d , the following Poincaré series was computed out by Theorem 2.4
of [36]
+∞∑
q=0
bqt
q ≡ P (ΛM/S1,Λ0M/S1)(t) = td−1( 1
1 − t2 +
td(h+1)−2
1 − td(h+1)−2
)
1 − tdh
1 − td . (2.14)
Thus we get
H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913 1859+∞∑
q=0
bqt
q = td−1
( +∞∑
i=0
t2i +
+∞∑
i=1
t iD
)
h−1∑
j=0
tjd
= td−1
(
h−1∑
j=0
+∞∑
i=0
t2i+jd +
h−1∑
j=0
+∞∑
i=1
t iD+jd
)
. (2.15)
For the first sum in (2.15), we have
∑
k∈Z
ukt
k ≡
h−1∑
j=0
+∞∑
i=0
t2i+jd
=
h−2∑
j=0
(j + 1)
(j+1)d−2∑
2i=jd
t2i + h
+∞∑
i=0
t (h−1)d+2i , (2.16)
where (2.16) is obtained by listing all items t2i+jd into a strip with j running from 0 to h − 1
downwards and i running from 0 to +∞ rightwards, and then summing up all terms with the
exponents 0,2, . . . , d − 2, d, . . . , (h− 1)d − 2, (h− 1)d, . . . , respectively. Therefore we obtain
uk =
⎧⎨
⎩
0, if k ∈ 2Z − 1 or k < 0,
[ k
d
] + 1, if k ∈ 2N0 and 0 k < (h− 1)d,
h, if k ∈ 2N0 and (h− 1)d  k.
(2.17)
For the second sum in (2.15), because d > 1, we have D = d(h+ 1)− 2 > (h− 1)d . Thus we
have
iD > (i − 1)D + (h− 1)d, ∀i ∈ N. (2.18)
Therefore every integer in Ω(d,h) is covered precisely once by elements in Ω(d,h). Then let
∑
k∈Z
vkt
k ≡
h−1∑
j=0
+∞∑
i=1
t iD+jd =
+∞∑
i=1
h−1∑
j=0
t iD+jd . (2.19)
Here no any two terms in (2.19) with different indices (i, j) have the same exponent. Thus we
obtain
vk =
{
1, if k ∈ iD + dN and iD  k  iD + (h− 1)d for some i ∈ N,
0, otherwise.
(2.20)
Then from (2.15), (2.16) and (2.19) we obtain
bq = uq−(d−1) + vq−(d−1), ∀q ∈ Z, (2.21)
together with (2.17) and (2.20), it yields (2.11).
Because D = d(h+ 1)− 2 > (h− 1)d , to get the sum (2.12), by (2.21) for any integers p  1
and 0mD − 1 we compute
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j=0
(uj + vj ) =
h−2∑
j=0
(j + 1)
(j+1)d−2∑
2i=jd
1 +
(
h
∑
(h−1)d2ipD+m
1
)
+
p−1∑
i=1
h−1∑
j=0
1 + 1 +
[
m
d
]
−
[
m
hd
]
= h(h− 1)
2
· d
2
+ h
(
pD − (h− 1)d + 2
2
+
[
m
2
])
+ (p − 1)h+ 1 +
[
m
d
]
−
[
m
hd
]
= h
(
D
2
+ 1
)
p − h(h− 1)d
4
+ 1 + h
[
m
2
]
+
[
m
d
]
−
[
m
hd
]
, (2.22)
where on the right-hand side of the first equality the first two sums come from uj s, and the third
sum and the last three terms come from vj s. The number 1 there corresponds to the term tpD .
Note that by the fact 0 < m  D − 1, we have m < (h − 1)d + 2d = (h + 1)d . But we may
have m hd . If this happens, the term [m/d] in the right-hand side of the first equality will be
precisely one greater than it should be in (2.19). Thus the term −[m/(hd)] is added to cancel
this possible surplus 1. Then 1 + [m
d
] − [ m
hd
] gives the total contribution of vj s after the power
t (p−1)D+(h−1)d .
Therefore for every integer k  hd − 1, letting
p =
[
k − (d − 1)
D
]
and m = k − (d − 1)− pD,
we obtain
m = k − (d − 1)−
[
k − (d − 1)
D
]
D =
{
k − (d − 1)
D
}
D <D. (2.23)
Then by (2.21) we obtain
k∑
q=0
bq =
k∑
q=0
(uq−(d−1) + vq−(d−1)) =
k−(d−1)∑
j=−(d−1)
(uj + vj ) =
k−(d−1)∑
j=0
(uj + vj ), (2.24)
where (2.17), (2.20) and the fact d  2 are used.
Thus replacing k − (d − 1) = pD + m with the above p and m into (2.22) and replacing [a]
by a − {a} for a ∈ R below, we obtain
k∑
q=0
bq =
pD+m∑
j=0
(uj + vj )
= h
(
D + 1
)[
k − (d − 1)]− h(h− 1)d + 1 + h[k − (d − 1)− [ k−(d−1)D ]D]2 D 4 2
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[
k − (d − 1)− [ k−(d−1)
D
]D
d
]
−
[
k − (d − 1)− [ k−(d−1)
D
]D
hd
]
= h
(
D
2
+ 1
)
k − (d − 1)
D
− h(h− 1)d
4
+ 1 + hk − (d − 1)− [
k−(d−1)
D
]D
2
+ k − (d − 1)− [
k−(d−1)
D
]D
d
− k − (d − 1)− [
k−(d−1)
D
]D
hd
− h
(
D
2
+ 1
){
k − (d − 1)
D
}
− h
{
k − (d − 1)− [ k−(d−1)
D
]D
2
}
−
{
k − (d − 1)− [ k−(d−1)
D
]D
d
}
+
{
k − (d − 1)− [ k−(d−1)
D
]D
hd
}
= h
(
D
2
+ 1
)
k − (d − 1)
D
− h(h− 1)d
4
+ 1 + hD
2
{
k − (d − 1)
D
}
+ D
d
{
k − (d − 1)
D
}
− D
hd
{
k − (d − 1)
D
}
− h
(
D
2
+ 1
){
k − (d − 1)
D
}
− h
{
D
2
{
k − (d − 1)
D
}}
−
{
D
d
{
k − (d − 1)
D
}}
+
{
D
hd
{
k − (d − 1)
D
}}
= h
(
D
2
+ 1
)
k − (d − 1)
D
− h(h− 1)d
4
+ 1 +
(
D
d
− h− D
hd
){
k − (d − 1)
D
}
+
{
D
hd
{
k − (d − 1)
D
}}
− h
{
D
2
{
k − (d − 1)
D
}}
−
{
D
d
{
k − (d − 1)
D
}}
.
(2.25)
Then from
D
d
− h− D
hd
= 1 − 2
d
− D
hd
= − 2
d
− d − 2
hd
,
we obtain (2.12). 
Remark 2.7. When d is even and h = 1, the first equality of (2.12) is exactly the third equality
of (2.9). In fact, in this case, there hold h = 1 and D = 2(d − 1). So by (2.12)–(2.13) we have
k∑
q=0
bq |h=1 = h(h+ 1)d2D
(
k − (d − 1))− h(h− 1)d
4
+ 1 + 	d,1(k)
= kd
2(d − 1) −
d − 2
2
−
({
k − (d − 1)
2(d − 1)
}
+
{
k − (d − 1)
2
})
. (2.26)
On the other hand, by (2.9) and noting that d is even, we have
1862 H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913{ [ k
d−1 ] + 1
2
}
+
{
k + 1
2
}
+ 1
2
{
k
d − 1
}
=
{{
k + (d − 1)
2(d − 1)
}
− 1
2
{
k
d − 1
}}
+ 1
2
{
k
d − 1
}
+
{
k − (d − 1)
2
}
. (2.27)
Note that no matter the integer [ k
d−1 ] is odd or even, we have always{
k + (d − 1)
2(d − 1)
}
=
{
1
2
([
k
d − 1
]
+ 1
)
+ 1
2
{
k
d − 1
}}
 1
2
{
k
d − 1
}
.
Thus (2.27) yields
{ [ k
d−1 ] + 1
2
}
+
{
k + 1
2
}
+ 1
2
{
k
d − 1
}
=
{
k + (d − 1)
2(d − 1)
}
+
{
k − (d − 1)
2
}
. (2.28)
Then (2.26) and (2.28) complete the proof of the above claim.
3. Morse indices of closed geodesics
3.1. Basic normal form decompositions of symplectic matrices and precise index iteration
formulae
In [27] of 1999, Y. Long established the basic normal form decomposition of symplectic
matrices. Based on this result he further established the precise iteration formulae of indices of
symplectic paths in [28] of 2000. These results form the basis of our study on the Morse indices
and homological properties of closed geodesics. Here we briefly review these results:
As in [29], denote by
N1(λ, a) =
(
λ a
0 λ
)
, for λ = ±1, a ∈ R, (3.1)
H(b) =
(
b 0
0 b−1
)
, for b ∈ R \ {0,±1}, (3.2)
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, for θ ∈ (0,π)∪ (π,2π), (3.3)
N2
(
eθ
√−1,B
)= (R(θ) B0 R(θ)
)
, for θ ∈ (0,π)∪ (π,2π) (3.4)
and
B =
(
b1 b2
b3 b4
)
with bj ∈ R, and b2 = b3.
Here N2(eθ
√−1,B) is non-trivial if (b2 −b3) sin θ < 0, and trivial if (b2 −b3) sin θ > 0 as defined
in [28] and Definition 1.8.11 of [29]. Note that symplectic paths with end matrices in these
two cases have rather different index iteration properties as proved in [28] (cf. Theorems 8.2.3
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of symplectic matrices.
As in [29], given any two real matrices of the square block form
M1 =
(
A1 B1
C1 D1
)
2i×2i
, M2 =
(
A2 B2
C2 D2
)
2j×2j
,
the -sum (direct sum) of M1 and M2 is defined by the 2(i + j)× 2(i + j) matrix
M1 M2 =
⎛
⎜⎝
A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
⎞
⎟⎠ .
Definition 3.1. (Cf. [28,29].) For every P ∈ Sp(2d), the homotopy set Ω(P ) of P in Sp(2d) is
defined by
Ω(P ) = {N ∈ Sp(2d) ∣∣ σ(N)∩ U = σ(P )∩ U ≡ Γ and νω(N) = νω(P ), ∀ω ∈ Γ },
where σ(P ) denotes the spectrum of P , νω(P ) ≡ dimC kerC(P −ωI) for all ω ∈ U. The homo-
topy component Ω0(P ) of P in Sp(2d) is defined by the path connected component of Ω(P )
containing P (cf. p. 38 of [29]).
Note that Ω0(P ) defines an equivalent relation among symplectic matrices. Specially two
matrices N and P ∈ Sp(2d) are homotopic if N ∈ Ω0(P ), and in this case we write N ≈ P .
Then the following decomposition theorem is proved in [27,28].
Theorem 3.2. (Cf. Theorem 7.8 of [27], Lemma 2.3.5 and Theorem 1.8.10 of [29].) For every
P ∈ Sp(2d), there exists a continuous path f ∈ Ω0(P ) such that f (0) = P and
f (1) = N1(1,1)p−  I2p0 N1(1,−1)p+
N1(−1,1)q−  (−I2q0) N1(−1,−1)q+
R(θ1)  · · · R(θk) R(θk+1)  · · · R(θr)
N2
(
eα1
√−1,A1
)  · · · N2(eαk∗√−1,Ak∗)
N2
(
eαk∗+1
√−1,Ak∗+1
)  · · · N2(eαr∗√−1,Ar∗)
N2
(
eβ1
√−1,B1
)  · · · N2(eβk0√−1,Bk0)
N2
(
eβk0+1
√−1,Bk0+1
)  · · · N2(eβr0√−1,Br0)
H(2)h+ H(−2)h− , (3.5)
where θj2π /∈ Q for 1 j  k and θj2π ∈ Q for k+1 j  r ; N2(eαj
√−1,Aj )’s are non-trivial ba-
sic normal forms with αj2π /∈ Q for 1 j  k∗ and αj2π ∈ Q for k∗ + 1 j  r∗; N2(eβj
√−1,Bj )’s
are trivial basic normal forms with βj /∈ Q for 1  j  k0 and βj ∈ Q for k0 + 1  j  r0;2π 2π
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k = k(P ), rj = rj (P ), kj = kj (P ) with j = ∗,0 and h+ = h+(P ) are non-negative integers,
and h− = h−(P ) ∈ {0,1}; θj ,αj ,βj ∈ (0,π) ∪ (π,2π); these integers and real numbers are
uniquely determined by P and satisfy
p− + p0 + p+ + q− + q0 + q+ + r + 2r∗ + 2r0 + h− + h+ = d. (3.6)
For τ > 0 and d ∈ N let
Pτ (2d) =
{
γ ∈ C([0, τ ], Sp(2d)) ∣∣ γ (0) = I}.
Based on Theorem 3.2, the homotopy invariance and symplectic additivity of the indices, the
following precise iteration formula was proved in [28]:
Theorem 3.3. (Cf. [28], Theorem 8.3.1 and Corollary 8.3.2 of [29].) Let γ ∈ Pτ (2d). Denote the
basic normal form decomposition of P ≡ γ (τ) by (3.5). Then we have
i
(
γm
)= m(i(γ )+ p− + p0 − r)+ 2 r∑
j=1
E
(
mθj
2π
)
− r − p− − p0
− 1 + (−1)
m
2
(q0 + q+)+ 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
− 2(r∗ − k∗), (3.7)
ν
(
γm
)= ν(γ )+ 1 + (−1)m
2
(q− + 2q0 + q+)+ 2ς
(
m,γ (τ)
)
, (3.8)
iˆ(γ ) = i(γ )+ p− + p0 − r +
r∑
j=1
θj
π
, (3.9)
where we denote by
ς
(
m,γ (τ)
)= (r − k)− r∑
j=k+1
ϕ
(
mθj
2π
)
+ (r∗ − k∗)−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
+ (r0 − k0)−
r0∑
j=k0+1
ϕ
(
mβj
2π
)
. (3.10)
By Theorems 8.1.4–8.1.7 and 8.2.1–8.2.4 on pp. 179–187 of [29], we have specially
Proposition 3.4. Every path γ ∈ Pτ (2) with end matrix being homotopic to one of the following
matrices must have odd index i(γ ),
N1(1, b1), N1(−1, b2), R(θ), or H(−2), (3.11)
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being homotopic to N1(1,−1) or H(2), and η ∈ Pτ (4) with end matrix being homotopic to
N2(ω,B) must have even indices i(ξ) and i(η).
Remark 3.5. Note that all closed geodesics on a simply connected manifold M are orientable.
Therefore, the Morse index of a closed geodesic on M equals the above Maslov-type index of
a symplectic path starting from identity I and ending at Pc ∈ Sp(2(dimM −1)) (cf. Theorem 1.1
of [26] and Theorem 3 of [42]). Next we will apply the precise iteration indices to study proper-
ties of Morse indices of closed geodesics.
3.2. The monotonicity of index growth
In [31], closed geodesics on Finsler manifold are classified into two families, rational and
irrational ones, as follows.
Definition 3.6. (Cf. Definitions 3.4 and 3.6 of [31].) A matrix P ∈ Sp(2d) is rational, if no
basic normal form in (3.5) of P is of the form R(θ) with θ/π ∈ R \ Q, and is irrational, other-
wise. Let ν(P ) = dimR kerR(P − I ). P is equally degenerate, if ν(Pm) = ν(P ) for all m ∈ N.
P completely non-degenerate, if ν(Pm) = 0 for all m 1.
Let (M,F) be a d-dimensional Finsler manifold. Let c be an orientable closed geodesic on
(M,F) whose linearized Poincaré map is denoted by Pc and then Pc ∈ Sp(2d − 2). The closed
geodesic c is rational, irrational, equally degenerate, or completely non-degenerate, if so
is Pc . The analytical period n(c) of c is defined by
n(c) = min
{
k ∈ N
∣∣∣ ν(ck)= max
m1
ν
(
cm
)
and i
(
cm+k
)− i(cm) ∈ 2Z, ∀m ∈ N}. (3.12)
The following is also defined in [31] for any closed geodesic c on (M,F), let
n0(c) = min
{
k ∈ N
∣∣∣ ν(ck)= max
m1
ν
(
cm
)}
. (3.13)
We have the following result.
Lemma 3.7. (Cf. Lemma 3.5 of [31].) Let (M,F) be a d-dimensional Finsler manifold. Let c be
an orientable closed geodesic on M whose linearized Poincaré map is denoted by Pc . There hold
n(c) = n0(c) or 2n0(c), (3.14)
n(c) = 2n0(c) if and only if q− = 0, h− = 1 and n0(c) is odd, (3.15)
where q− = q−(Pc) and h− = h−(Pc) with Pc defined in (3.5).
We need
Lemma 3.8. Let (M,F) be a Finsler manifold and c be a prime orientable closed geodesic
on M . Let n = n(c) be the analytical period of c. Suppose m ∈ [1, n− 1] satisfies
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(ii) there exists no k ∈ [1,m− 1] satisfying k|m, k|n and ν(ck) = ν(cm).
Then m|n must hold.
Remark 3.9. Lemma 3.8 is precisely Proposition 3.12 of [31] when c is rational and its orbit
is isolated in closed geodesic orbits in ΛM in addition. By carefully checking the proof of this
Proposition 3.12, one can find that it works also for irrational prime closed geodesics, and the
condition on isolatedness in closed geodesic orbits in ΛM is not necessary. Therefore we omit
the details of this proof here.
Lemma 3.10. Let (M,F) be a compact Finsler manifold. Let c be an orientable closed geodesic
on M with analytical period n = n(c). Then n = n(c) is precisely the integer N in Lemma 2.3,
i.e., there holds also
K
(
cn+m
)= K(cm), ∀m 1. (3.16)
Proof. In fact, by the definition (2.3) of K(cm), it suffices to prove
k
	(cnl+m)
j
(
cnl+m
)= k	(cm)j (cm), ∀j ∈ Z, l ∈ N0, 1m< n. (3.17)
Note firstly that by the definition of n = n(c), for all l ∈ N0 and 1  m < n, we have
i(cnl+m)− i(cm) ∈ 2Z. It then yields
	
(
cnl+m
)= (−1)i(cnl+m)−i(c) = (−1)i(cm)−i(c) = 	(cm). (3.18)
By the definition of n = n(c), for these integers l and m we have also
ν
(
cnl+m
)= ν(cm). (3.19)
Therefore we need only to prove (3.17) for 0 j  ν(cm).
By Lemma 3.8 we obtain some integer p ∈ [1,m] such that both p|m, p|n, and ν(cp) =
ν(cm) = ν(cnl+m) hold. Then p|(nl +m) holds and by (iii) of Lemma 2.2, we obtain
k
	(cnl+m)
j
(
cnl+m
)= k	(cp)j (cp)= k	(cm)j (cm), ∀j ∈ Z. (3.20)
The proof is complete. 
Definition 3.11. For every matrix P ∈ Sp(2d), using its basic normal form decomposition (3.5)
we define {
σ(P ) = r + p+ + p0 + q− + q0,
s(P ) = r + p− + p0 + q+ + q0 + 2(r∗ − k∗). (3.21)
Recall that we have defined in [31]:
p(P ) = p0(P )+ p−(P )+ q0(P )+ q+(P )+ r(P )+ 2r∗(P ). (3.22)
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nected Finsler manifold (M,F) of dimension d  2. Denote the basic normal form decomposi-
tion of the linearized Poincaré map Pc of c by (3.5). Denote by n = n(c) the analytical period
of c. Let σ(c) = σ(Pc) given by Definition 3.11. Then for any even integer multiple T > 0 of n,
we have
i
(
cT
)+ ν(cn)= σ(c) mod 2. (3.23)
Proof. By Theorem 3.3, the definition of n, and the evenness of T , we obtain
i
(
cT
)= T (i(c)+ p− + p0 − r)+ 2 r∑
j=1
E
(
T θj
2π
)
− r − p− − p0 − q0 − q+ − 2(r∗ − k∗), (3.24)
ν
(
cn
)= ν(c)+ q− + 2q0 + q+ + 2ζ (T ,γ (τ)), (3.25)
where ζ(T , γ (τ )) is given by (3.10). Thus we obtain
i
(
cT
)+ ν(cn)= ν(c)− r − p− − p0 − q− − q0 (mod 2)
= p− + 2p0 + p+ − r − p− − p0 − q− − q0 (mod 2)
= σ(c) (mod 2). (3.26)
This proves the lemma. 
When the Morse index of a prime closed geodesic on a Finsler manifold M is not too small,
Morse indices of iterations of this closed geodesic satisfy the following monotonicity property.
Theorem 3.13. Let c be a closed geodesic on a compact simply connected Finsler manifold M
of dimension d  2 satisfying
i(c)+ p0 + p−  q0 + q+ + r + 2(r∗ − k∗), (3.27)
where we denote the basic normal form decomposition of the linearized Poincaré map Pc of c
by (3.5). Then there holds i(cm+1) i(cm) for all m 1. In particular, the condition (3.27) holds
if i(c) d − 2.
Proof. By (3.7) in Theorem 3.3, for any m 1, we have
i
(
cm+1
)− i(cm)= i(c)+ p− + p0 − r + 2 r∑
j=1
[
E
(
(m+ 1)θj
2π
)
−E
(
mθj
2π
)]
+ (−1)
m − (−1)m+1
(q0 + q+)2
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r∗∑
j=k∗+1
[
ϕ
(
(m+ 1)αj
2π
)
− ϕ
(
mαj
2π
)]
 i(c)+ p− + p0 −
(
q0 + q+ + r + 2(r∗ − k∗)
)
, (3.28)
which, together with the condition (3.27), yields the desired claim.
On the other hand, by Proposition 3.4 and the homotopy invariance and symplectic additivity
of the index, we have
i(c) = p− + p0 + q− + q0 + q+ + r + h− (mod 2). (3.29)
By (3.6) with d replaced by d − 1, it yields q0 + q+ + r + 2(r∗ − k∗) d − 1. If q0 + q+ + r +
2(r∗ − k∗) = d − 1, there holds p− +p0 +p+ + q− + 2k∗ + 2r0 + h− + h+ = 0 by (3.6), which
implies that i(c)+ d − 1 = 0 (mod 2) by (3.14). Thus by i(c) d − 2, we obtain
i(c)+ p− + p0 −
(
q0 + q+ + r + 2(r∗ − k∗)
)
 i(c)− (d − 1) 0. (3.30)
This completes the proof of Theorem 3.13. 
3.3. The quasi-monotonicity of index growth
Note that the Morse indices of closed geodesics in general are not monotone if the initial
Morse index is small enough. For irrational closed geodesics with enough irrational rotation
terms, in this section we establish a similar property, which we call quasi-monotonicity, to replace
the monotonicity of the indices.
For rational closed geodesics, the properties of Morse indices of their iterations have been
completely understood in [31]. Here, we are interested in properties of Morse indices of iterations
of irrational closed geodesics. This needs properties of sequences of vectors in Rn uniformly
distributed mod one in number theory which can be found in pp. 5–6 of [16] (cf. also [23]).
Definition 3.14. (Cf. pp. 5–6 of [16].) For given v = (v1, . . . , vn) ∈ Rn, define v mod 1 to be
the vector {v} = ({v1}, . . . , {vn}). The sequence of vectors {uk}k∈N with uk ∈ Rn is uniformly
distributed mod one if for any 0 bj < cj < 1 for j = 1,2, . . . , n, we have
lim
n→∞
1
N
#
{
k N
∣∣ {uk} ∈⊕[bj , cj )}= n∏
j=1
(cj − bj ).
Proposition 3.15. (See Kronecker’s result, cf. p. 6 of [16].) If 1, v1, . . . , vn are linearly indepen-
dent over Q, then the vectors {(kv1, . . . , kvn)}k∈N are uniformly distributed mod one on [0,1]n.
For our purpose, we need the following definition.
Definition 3.16. Let v = (v1, . . . , vn) ∈ (R \ Q)n. For a vertex χ ∈ {0,1}n of [0,1]n, we call v
uniformly distributed mod one near χ , if for any given 	 ∈ (0,1/2), there exist infinitely many
m ∈ N such that
∣∣{mv} − χ ∣∣< 	. (3.31)
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hold in general. In this case, the sequence {{kv} | k  1} in general is only uniformly distributed
on the intersections of some lower-dimensional hyperplanes with [0,1]n. For example, let v1 ∈
(0,1) \ Q, and v2 = 1 − v1. Then 1, v1, v2 are linearly dependent over Q, and for v = (v1, v2)
the sequence {{kv} | k ∈ N} is dense on the second diagonal {(x, y) ∈ [0,1]2 | x + y = 1} of
[0,1]2. Specially v is uniformly distributed mod one near the vertexes (0,1) and (1,0), but is not
uniformly distributed mod one near the vertexes (0,0) and (1,1). For another extremal example:
let v1 = v2 ∈ (0,1) \ Q. Then 1, v1, v2 are linearly dependent over Q, and for v = (v1, v2) the
sequence {{kv} | k ∈ N} is dense on the diagonal {(x, y) ∈ [0,1]2 | x = y} of [0,1]2. Specially v is
uniformly distributed mod one near the vertexes (0,0) and (1,1), but is not uniformly distributed
mod one near the vertexes (1,0) and (0,1).
We need the following Theorem 11.1.2 of [29] (originally proved as Theorem 4.2 of [32]) to
continue our study.
Proposition 3.17. (See Y. Long and C. Zhu [32].) Fix v = (v1, . . . , vn) ∈ Rn. Let H be the closure
of the subset {{mv} | m ∈ N} in Tn and V = T0π−1H be the tangent space of π−1H at the origin
in Rn, where π : Rn → Tn is the projection map. Define
A(v) = V \
⋃
vk∈R\Q
{
x = (x1, . . . , xn) ∈ V
∣∣ xk = 0}.
Define ψ(x) = 0 when x  0 and ψ(x) = 1 when x < 0. Then for any a = (a1, . . . , an) ∈ A(v),
the vector
χ = (ψ(a1), . . . ,ψ(an))
makes
∣∣{Nv} − χ ∣∣< 	,
holds for infinitely many N ∈ N.
Moreover, this set A(v) possesses the following properties.
(a) A(v) = ∅.
(b) When v ∈ Qn, there holds V = A(v) = {0}.
(c) When v ∈ Rn \ Qn, there hold dimV  1, 0 /∈ A(v) ⊂ V , A(v) = −A(v), and that A(v) is
open in V .
(d) When dimV = 1, there holds A(v) = V \ {0}.
(e) When dimV  2, A(v) is obtained from V by deleting all the coordinate hyperplanes with
dimension strictly smaller than dimV from V , and specially dimA(v) = dimV .
Denote by 1ˆ = (1, . . . ,1) ∈ Rn. Define the opposite vertex χˆ of a vertex χ in [0,1]n by
χˆ = 1ˆ − χ. (3.32)
The following lemma is a generalization of the above example and will be useful later.
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χ ∈ {0,1}n of [0,1]n. Then v is also uniformly distributed mod one near the opposite vertex χˆ
of χ .
Proof. For the given v ∈ (R \ Q)n, we apply Proposition 3.17 to prove the lemma. Using
notations in Proposition 3.17, we obtain A(v) = ∅ by the conclusion (a) and the fact v ∈
(R \ Q)n.
Now using the function ψ : R → {0,1} in Proposition 3.17, we further define a map ψˆ from
A(v) to vertexes of [0,1]n by
ψˆ(a) = (ψ(a1), . . . ,ψ(an)), ∀a = (a1, . . . , an) ∈ A(v).
Then we have the following two claims:
Claim (i). If v is uniformly distributed mod one near a vertex χ of [0,1]n, then there exists an
a ∈ A(v) such that χ = ψˆ(a).
In fact, let H0 be the closure of the set {{mv} | m ∈ N} in [0,1]n. It is well known that the
closed set H0 consists of only finitely many connected components which are intersections of
parallel equal dimensional subspaces with [0,1]n (cf. descriptions in Section 23.4 on p. 508 and
Section 23.10 on p. 522 of [18]) and determined by the integral linearly dependent relations satis-
fied by the irrational numbers {v1, . . . , vn}. Then we have H = π(H0) and V in Proposition 3.17
can be identified as the linear subspace of Rn passing through 0, parallel to H0, and satisfying
dimV = dimH0. Because the closed set H0 consists of only finitely many connected compo-
nents, we can choose an 	 ∈ (0,1/4) sufficiently small such that the ball B	(χ) with radius 	
centered at the point χ in Rn has non-empty intersection with only one connected component
H1 of H0. Because v is uniformly distributed mod one near the vertex χ , we can choose a suf-
ficiently large m ∈ N such that {mv} ∈ B	(χ) ∩ H1. Denote the point {mv} by b = (b1, . . . , bn).
Then by the choice of 	, we have either bi ∈ (0,1/4) or bi ∈ (3/4,1) for each i = 1, . . . , n. Here
the fact v ∈ (R \ Q)n is used. We define a new point a = (a1, . . . , an) by
ai =
{
bi, if bi ∈ (0,1/4),
bi − 1, if bi ∈ (3/4,1),
for all i = 1, . . . , n. Denote the segment connecting χ to b by l1, and the straight line passing
through 0 and parallel to l1 by l2 (cf. the definitions of a and b in Fig. 3.1).
Then by the definitions of V and A(v), we have
a ∈ l2 \ {0} ⊂ A(v) ⊂ V.
Specially we have ψˆ(a) = χ and proves Claim (i).
Claim (ii). If a vertex χ of [0,1]n is in the image of ψˆ , so is its opposite vertex χˆ in [0,1]n.
In fact, let a = (a1, . . . , an) ∈ A(v) and χ = ψˆ(a). Then −a ∈ A(v) by (c) of Proposition 3.17
and ai = 0 for all 1  i  n by (d) and (e) of Proposition 3.17. Therefore χˆ = ψˆ(−a) holds,
which completes the proof of Claim (ii).
Now Lemma 3.18 follows from these two claims. 
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Corollary 3.19. Let v = (v1, . . . , vn) ∈ (R \ Q)n. Then there exists an integer r satisfying
[(n + 1)/2]  r  n and a subset P of {1, . . . , n} containing r integers, such that for any
	 ∈ (0,1/4) there exist infinitely many integers T1 and T2 ∈ N satisfying respectively
{ {T1vi} > 1 − 	, for i ∈ P,
{T1vj } < 	, for j ∈ {1, . . . , n} \ P, (3.33)
and
{ {T2vi} < 	, for i ∈ P,
{T2vj } > 1 − 	, for j ∈ {1, . . . , n} \ P. (3.34)
Proof. By the proof of Theorem 4.1 of [32] (cf. pp. 233–234 of [29]), there exists a ver-
tex χ of [0,1]n such that v is uniformly distributed mod one near χ . By Lemma 3.18, v is
also uniformly distributed mod one near the opposite vertex χˆ of χ in [0,1]n. Let P(ξ) =
{j ∈ {1, . . . , n} | ξj = 1} for any ξ ∈ {0,1}n. Let P be the one of P(χ) and P(χˆ) which con-
tains not fewer integers. Let r = #P . Then the conclusion of Corollary 3.19 follows. 
To estimate Morse indices of closed geodesics, we need first
Definition 3.20. For a prime orientable closed geodesic c with mean index iˆ(c) > 0 on a Finsler
manifold (M,F) of dimension d  2. Denote the basic normal form decomposition of the lin-
earized Poincaré map Pc of c by (3.5). Using λ = i(c) + p− + p0 − r and ρ(m) =∑rj=1[mθj2π ]
for any integer A ∈ [0, k] with k given in (3.5), we define
χc(m) = mλ+ 2ρ(m), ∀m ∈ N, (3.35)
m1(c) = min
{
mˆ ∈ N ∣∣ χc(m) i(c)+ 4 dimM + 2k, when m mˆ}, (3.36)
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{{
mθj
2π
} ∣∣∣ 1 j A, 1mm1(c)
}
, (3.37)
βA(c) = min
{{
mθj
2π
} ∣∣∣A+ 1 j  k, 1mm1(c)
}
. (3.38)
Here we have αA(c) and βA(c) ∈ (0,1) whenever they are defined. Note that from iˆ(c) =
λ+∑rj=1 θjπ > 0, we obtain
χc(m) = mλ+ 2
r∑
j=1
[
mθj
2π
]
= m
(
λ+
r∑
j=1
θj
π
)
− 2
r∑
j=1
{
mθj
2π
}
= miˆ(c)− 2
r∑
j=1
{
mθj
2π
}
miˆ(c)− 2r. (3.39)
Thus the positive integer m1(c) in (3.36) and then αA(c) and βA(c) are well defined and depend
only on c, because iˆ(c) > 0.
The following is our main estimate in this section.
Theorem 3.21 (Quasi-monotonicity of index growth for irrational closed geodesics). Let c be
a closed geodesic with mean index iˆ(c) > 0 on a compact simply connected Finsler manifold
(M,F) of dimension d  2. Denote the basic normal form decomposition of the linearized
Poincaré map Pc of c by (3.5). Then there exist an integer A with [(k + 1)/2]  A  k and
a subset P of integers {1, . . . , k} with A integers such that for any 	 ∈ (0,1/4) there exists a
sufficiently large integer T ∈ nN satisfying
{
T θj
2π
}
> 1 − 	, for j ∈ P, (3.40)
{
T θj
2π
}
< 	, for j ∈ {1, . . . , k} \ P. (3.41)
Consequently we have
i
(
cm
)− i(cT )K1 ≡ λ+ (q0 + q+)+ 2(r − k)
+ 2(r∗ − k∗)+ 2A, ∀m T + 1, (3.42)
i
(
cT
)− i(cm)K2 ≡ λ− (q0 + q+)+ 2k
− 2(r∗ − k∗)− 2A, ∀1m T − 1, (3.43)
where λ = i(c)+ p− + p0 − r , the integers p−, p0, q0, q+, r , k, r∗ and k∗ are defined in (3.5).
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existence of the integer A located inside the interval [[(k + 1)/2], k]. But we do not know in
general which precise value it may take without further knowledge on the θj /πs. Specially if
k  2 and these irrational numbers are linearly dependent over Q, then A cannot take every
integer value between 1 and k.
Proof of Theorem 3.21. We carry out the proof in several steps.
Step 1. Note first that iteration formulae of Morse indices of symplectic paths ending at
N1(−1,−1) or N1(−1,0) and those ending at R(π) are precisely the same, although their nullity
may be different by 1 (cf. Sections 8.1 and 8.2 of [29]). Because our current theorem concerns
only Morse indices of iterations of a closed geodesic, so for simplicity of the description we shall
replace all terms of N1(−1,−1) and N1(−1,0) by R(π)s in (3.5) and thus replace r by the value
of r + q0 + q+ and set 1+(−1)m2 (q0 + q+) = 0 in (3.7).
Step 2. Reduction to estimates on χc(m).
Therefore, by (3.5), Theorem 3.3 and Step 1, for any m 1, the iteration formulae of Morse
indices of this closed geodesic c is given by
i
(
cm
)= m(i(c)+ p− + p0 − r)+ 2 r∑
j=1
E
(
mθj
2π
)
− r − p− − p0 − 2(r∗ − k∗)+ 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
. (3.44)
Therefore for any T ∈ N, we obtain
i
(
cm+T
)− i(cT )
= mλ+ 2
r∑
j=1
[
E
(
(m+ T )θj
2π
)
−E
(
T θj
2π
)]
+ 2
r∗∑
j=k∗+1
[
ϕ
(
(m+ T )αj
2π
)
− ϕ
(
T αj
2π
)]
= mλ+ 2
(
r∑
j=1
[
mθj
2π
]
+
r∑
j=1
[
E
({
T θj
2π
}
+
{
mθj
2π
})
−E
({
T θj
2π
})])
+ 2
r∗∑
j=k∗+1
[
ϕ
({
T αj
2π
}
+
{
mαj
2π
})
− ϕ
({
T αj
2π
})]
, ∀m 1, (3.45)
and
i
(
cT
)− i(cT−m)
= mλ+ 2
r∑[
E
(
T θj
2π
)
−E
(
(T −m)θj
2π
)]
+ 2
r∗∑ [
ϕ
(
T αj
2π
)
− ϕ
(
(T −m)αj
2π
)]
j=1 j=k∗+1
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(
r∑
j=1
[
mθj
2π
]
+
r∑
j=1
[
E
({
T θj
2π
})
−E
({
T θj
2π
}
−
{
mθj
2π
})])
+ 2
r∗∑
j=k∗+1
[
ϕ
({
T αj
2π
})
− ϕ
({
T αj
2π
}
−
{
mαj
2π
})]
, ∀1m T − 1. (3.46)
For j = 1, . . . , r , i = 1, . . . , k∗ and m 1, let
E±j (T ,m) = E
({
T θj
2π
}
±
{
mθj
2π
})
, (3.47)
Ej (T ) = E
({
T θj
2π
})
, (3.48)
ϕ±i (T ,m) = ϕ
({
T αi
2π
}
±
{
mαi
2π
})
, (3.49)
ϕi(T ) = ϕ
({
T αi
2π
})
. (3.50)
Using these notations, from (3.45) and (3.46) we obtain
i
(
cm+T
)− i(cT )= χc(m)+ 2 r∑
j=1
(E+j (T ,m)− Ej (T ))
+ 2
r∗∑
j=k∗+1
(
ϕ+j (T ,m)− ϕj (T )
)
, ∀m 1, (3.51)
i
(
cT
)− i(cT−m)= χc(m)+ 2 r∑
j=1
(Ej (T )− E−j (T ,m))
+ 2
r∗∑
j=k∗+1
(
ϕj (T )− ϕ−j (T ,m)
)
, ∀1m T − 1. (3.52)
Therefore (3.42) and (3.43) are equivalent to the following estimates:
χc(m)+ 2
r∑
j=1
(E+j (T ,m)− Ej (T ))+ 2
r∗∑
j=k∗+1
(
ϕ+j (T ,m)− ϕj (T )
)
K1, ∀m 1,
(3.53)
χc(m)+ 2
r∑
j=1
(Ej (T )− E−j (T ,m))+ 2
r∗∑
j=k∗+1
(
ϕj (T )− ϕ−j (T ,m)
)
K2,
∀1m T − 1. (3.54)
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Ej (T ) = 1, 1 E+j (T ,m) 2, 0 E−j (T ,m) 1, ∀1 j  k, (3.55)
Ej (T ) = 0, 0 E+j (T ,m) 1, E−j (T ,m) = 0, ∀k + 1 j  r, m 1,
(3.56)
ϕj (T ) = 0, ϕ±j (T ,m) = ϕ
(
mαj
2π
)
∈ {0,1}, ∀k∗ + 1 j  r∗, m 1. (3.57)
Therefore (3.53) and (3.54) are equivalent to the following estimates
χc(m)+ 2
r∑
j=1
E+j (T ,m)− 2k + 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
K1, ∀m 1, (3.58)
χc(m)+ 2k − 2
k∑
j=1
E−j (T ,m)− 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
K2, ∀1m T − 1. (3.59)
Step 3. Definition of the set S.
Note that by Definition 3.20 of m1(c) and the definitions of K1 and K2 in (3.42) and (3.43),
we have
χc(m) i(c)+ 4 dimM + 2k max
{
K1,K2 + 2(r∗ − k∗)
}
, ∀mm1(c). (3.60)
Thus together with (3.55)–(3.57), the estimates (3.58) and (3.59) hold for all mm1(c). There-
fore to continue the proof, it suffices to find T so that (3.58) and (3.59) hold for those m ∈ N
satisfying
1mm1(c) and χc(m) < max
{
K1,K2 + 2(r∗ − k∗)
}
. (3.61)
According to (3.61), let
Kˆ ≡ max{K1,K2 + 2(r∗ − k∗)}− λ. (3.62)
Then
Kˆ = max{2(r − k + r∗ − k∗)+ 2A,2(k − (r∗ − k∗))− 2A}> 0,
where we have used the fact q0 + q+ = 0 from Step 1 and the definitions of K1 and K2 in (3.42)
and (3.43).
For every integer μ ∈ [0, Kˆ], let
Sμ =
{
m ∈ N ∣∣ χc(m) = λ+μ, 1mm1(c)}, (3.63)
S ≡
⋃
ˆ
Sμ. (3.64)0μK
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χc(m) > λ+ Kˆ max
{
K1,K2 + 2(r∗ − k∗)
}
, ∀1mm1(c). (3.65)
Therefore together with (3.55)–(3.57), the estimates (3.58) and (3.59) hold for all m ∈
[1,m1(c)] \ S.
Now it suffices to prove the estimates (3.58) and (3.59) for every m ∈ S.
Step 4. Determinations of A and T .
Now by Corollary 3.19, there exist an integer A with [(k + 1)/2] A k and a subset P of
{1, . . . , k} with precisely A integers satisfying the conditions (3.40) and (3.41). Here specially
the existence of the integer T follows from the mod one uniformly distribution property (cf. [16])
used in Corollary 3.19. For notational simplicity, by reordering θj s, without loss of generality
we assume P = {1, . . . ,A} in the following.
Thus for αc(A) and βc(A) > 0 defined in (3.37) and (3.38), we can find T ∈ nN such that{
T θj
2π
}
> 1 − αc(A), 1 j A, (3.66){
T θj
2π
}
< βc(A), A+ 1 j  k. (3.67)
Thus by (3.66) and the definition (3.47) of E+j (T ,m) for 1mm1(c), we obtain
1 <
{
T θj
2π
}
+ αc(A) < 2.
Then for 1 j A we have
E+j (T ,m) = E
({
T θj
2π
}
+
{
mθj
2π
})
E
({
T θj
2π
}
+ αc(A)
)
= 2. (3.68)
Therefore by (3.55) for such a j we obtain E+j (T ,m) = 2, and then
r∑
j=1
E+j (T ,m)
k∑
j=1
E+j (T ,m) 2A+ (k −A) = k +A. (3.69)
Similarly by (3.67) and the definition (3.47) of E−j (T ,m) for 1mm1(c), we obtain
−1 <
{
T θj
}
− βc(A) < 0.2π
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E−j (T ,m) = E
({
T θj
2π
}
−
{
mθj
2π
})
E
({
T θj
2π
}
− βc(A)
)
= 0. (3.70)
Therefore by (3.55) for such a j we obtain E−j (T ,m) = 0, and then
k∑
j=1
E−j (T ,m)
A∑
j=1
E−j (T ,m)A. (3.71)
On the other hand, note that because θj
π
/∈ Q holds for j = 1, . . . , k, we obtain
k∑
j=1
E
({
mθj
2π
})
= k, ∀m 1. (3.72)
Note that
i
(
cm
)= mλ+ 2 r∑
j=1
E
(
mθj
2π
)
− r − p− − p0 − 2(r∗ − k∗)+ 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
= χc(m)+ 2
r∑
j=1
E
({
mθj
2π
})
− r − p− − p0 − 2(r∗ − k∗)
+ 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
. (3.73)
Thus by (3.72) for every m ∈ N we obtain
χc(m) = −2
r∑
j=1
E
({
mθj
2π
})
+ (r + p− + p0)+ 2(r∗ − k∗)− 2
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
+ i(cm)
= λ+ (i(cm)− i(c))+ 2
(
r − k −
r∑
j=k+1
E
({
mθj
2π
}))
+ 2
(
r∗ − k∗ −
r∗∑
j=k∗+1
ϕ
(
mαj
2π
))
. (3.74)
Step 5. Estimates (3.58) and (3.59) for m ∈ S.
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such an m ∈ Sμ, (3.58) and (3.59) are equivalent to the following estimates
r∑
j=1
E+j (T ,m) k −
λ
2
− μ
2
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
+ K1
2
, ∀1mm1(c), (3.75)
k∑
j=1
E−j (T ,m) k +
λ
2
+ μ
2
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
− K2
2
, ∀1mmin{T − 1,m1(c)}.
(3.76)
We continue the study in three sub-steps according to the value of μ for (3.75) and (3.76).
Sub-step 1. Study on (3.75) for m ∈ Sμ with 1 μ 2(r − k + r∗ − k∗).
We start from the following
Claim 1. For any m ∈ Sμ with 0 μ 2(r − k + r∗ − k∗), the set
{{
mθj
2π
}
,
{
mαl
2π
} ∣∣∣ k + 1 j  r, k∗ + 1 l  r∗
}
(3.77)
contains at least (r − k + r∗ − k∗)− [μ/2] non-zero elements.
In fact, if the claim does not hold, then the number of zero elements in Sμ is at least
[μ/2] + 1.
By the Bott formula (cf. [10] and Section 12.1 of [29]), there always holds i(cm) − i(c) 0
for all m ∈ N. Thus by the definition of Sμ, (3.74) and the above assumption we obtain
λ+μ = χc(m)
= λ+ 2
(
r − k −
r∑
j=k+1
E
({
mθj
2π
}))
+ 2
(
r∗ − k∗ −
r∗∑
j=k∗+1
ϕ
(
mαj
2π
))
+ i(cm)− i(c)
 λ+ 2([μ/2] + 1)+ i(cm)− i(c)
 λ+μ+ 1 + i(cm)− i(c). (3.78)
This contradiction proves Claim 1.
Note that in this Sub-step 1, {T θj2π } = 0 for k + 1 j  r by the choice of T ∈ nN. Thus by
Claim 1 we have
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j=k+1
E+j (T ,m)+
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
=
r∑
j=k+1
E
({
mθj
2π
})
+
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
 (r − k + r∗ − k∗)−
[
μ
2
]
. (3.79)
Therefore by (3.69) and (3.79), we obtain
r∑
j=1
E+j (T ,m) =
k∑
j=1
E+j (T ,m)+
[
r∑
j=k+1
E+j (T ,m)+
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)]
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
 k +A+ (r − k + r∗ − k∗)−
[
μ
2
]
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
 k − λ
2
− μ
2
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
+ K1
2
+
(
λ
2
+A+ (r − k + r∗ − k∗)− K12
)
. (3.80)
Therefore to get (3.75), we need to require the last line in the right-hand side of (3.80) to be
non-negative. Thus the largest value which K1 can take to guarantee (3.75) is
K1 = λ+ 2(r − k + r∗ − k∗ +A). (3.81)
Sub-step 2. Study on (3.75) for m ∈ Sμ with 2(r − k + r∗ − k∗) < μ Kˆ .
In this case, by (3.69) we have
r∑
j=1
E+j (T ,m) =
k∑
j=1
E+j (T ,m)+
[
r∑
j=k+1
E+j (T ,m)+
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)]
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)

k∑
j=1
E+j (T ,m)−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
 k +A−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
= k − λ
2
− μ
2
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
+ K1
2
+
(
λ
2
+A+ μ
2
− K1
2
)
. (3.82)
Therefore the choice of K1 by (3.81) yields also the largest value which K1 can take to guarantee
λ +A+ μ − K1  0 in the right-hand side of (3.82), and then (3.75).2 2 2
1880 H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913Sub-step 3. (3.76) for m ∈ [1,min{T − 1,m1(c)}] ∩ Sμ with 0 μ Kˆ .
In this case, for any m ∈ [1,min{T − 1,m1(c)}] ∩ Sμ with 0 μ Kˆ , by (3.55) and (3.71)
we have
k∑
j=1
E−j (T ,m)A
= k + λ
2
+ μ
2
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
− K2
2
+A− k − λ
2
− μ
2
+
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
+ K2
2
 k + λ
2
+ μ
2
−
r∗∑
j=k∗+1
ϕ
(
mαj
2π
)
− K2
2
+
(
A− k − λ
2
− μ
2
+ (r∗ − k∗)+ K22
)
. (3.83)
Therefore to make
A− k − λ
2
− μ
2
+ (r∗ − k∗)+ K22  0,
the largest value which K2 can take is
K2 = λ+ 2(k −A)− 2(r∗ − k∗). (3.84)
From (3.83) we obtain that the choice (3.84) of K2 makes (3.76) holds.
Now (3.81) and (3.84) make (3.75) and (3.76) hold, and complete the proof.
Step 6. As the final step, we come back to the discussion in Step 1 of this proof, i.e., we
consider the quantity q0 + q+ in (3.7) and the constants K1 and K2. Then replacing r by
r + q0 + q+ in (3.81) and (3.84) we obtain
K1 =
(
λ− (q0 + q+)
)+ 2(r + (q0 + q+)− k + r∗ − k∗ +A)
= λ+ (q0 + q+)+ 2(r − k + r∗ − k∗ +A), (3.85)
K2 = λ− (q0 + q+)+ 2(k −A)− 2(r∗ − k∗). (3.86)
These two quantities yield (3.42) and (3.43) and complete the proof of Theorem 3.21. 
The following consequences of Theorem 3.21 will be used later in our proof.
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a compact simply connected Finsler manifold (M,F) of dimension d  2. Denote the basic nor-
mal form decomposition of the linearized Poincaré map Pc of c by (3.5). Suppose the integer A
in Theorem 3.21 can be chosen to be equal to k given by (3.5). Then there exist infinitely many
integers T ∈ N such that
i
(
cT+1
)− i(cT )= λ+ (q0 + q+)+ 2r + 2(r∗ − k∗)
= i(c)+ p− + p0 + q0 + q+ + r + 2(r∗ − k∗). (3.87)
Proof. If we change the equalities to inequalities so that the right-hand side of (3.87) becomes
a lower bound of i(cT+1) − i(cT ), then it follows from (3.42) of Theorem 3.21 with A = k
immediately.
To get the equality, we choose A = k in Definition 3.15 and (3.40). Together with
(3.55)–(3.57), with T chosen by Theorem 3.21 we obtain
i
(
cT+1
)− i(cT )= λ+ 2ρ(1)+ 2 r∑
j=1
(E+j (T ,1)− Ej (T ))
+ 2
r∗∑
j=k∗+1
(
ϕ+j (T ,1)− ϕj (T )
)+ (q0 + q+)
= λ+ 2k + 2(r − k)+ 2(r∗ − k∗)+ (q0 + q+),
which yields (3.87) and completes the proof. 
Corollary 3.24. Let c be a completely non-degenerate closed geodesic with mean index iˆ(c) > 0
on a compact simply connected Finsler manifold (M,F) of dimension d  2. Denote the basic
normal form decomposition of the linearized Poincaré map Pc of c by (3.5). Let r = k be the total
number of rotation matrices as in (3.5). Then there exist an integer A with [(r + 1)/2] A r
and infinitely many integers T ∈ N such that
i
(
cm
)− i(cT ) i(c)+ (2A− r), ∀m T + 1, (3.88)
i
(
cT
)− i(cm) i(c)− (2A− r), ∀1m T − 1. (3.89)
Proof. Because c is completely non-degenerate, we have p− = p0 = p+ = q− = q0 = q+ = 0,
λ = i(c)−r , r = k and r∗ = k∗. By Theorem 3.21, we obtain (3.42) and (3.43) for some integer A
with [(r + 1)/2]A r and some T ∈ nN, where the constants K1 and K2 in (3.42) and (3.43)
are given by
K1 = λ+ 2(r − k)+ 2(r∗ − k∗)+ 2A = i(c)+ (2A− r), (3.90)
K2 = λ+ 2k − 2(r∗ − k∗)− 2A = i(c)− (2A− r). (3.91)
Therefore (3.42) and (3.43) yield (3.88) and (3.89) respectively. 
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γ ∈ Pτ (2d) by our proofs above. In addition, note that we can choose the T to be some multiple
of n in all above properties of Morse indices.
4. Rational and completely non-degenerate closed geodesics
Let (M,F) be a compact manifold with an irreversible or reversible Finsler (including Rie-
mannian) metric F . In this section, we study closed geodesics on M . It is well known that if
the total number of prime closed geodesics on M with a bumpy metric F is finite, then every
prime closed geodesic c must satisfy iˆ(c) > 0 by Theorem 2 of [7]. By results of [17,41], and
Theorem 2.4 of [36], we are interested in compact simply connected manifolds. We start from
some lemmas.
Lemma 4.1. Suppose that there exists only one prime closed geodesic c on a compact simply
connected bumpy Finsler manifold M with H ∗(M;Q) = Td,h+1(x) for some integers d  2 and
h 1. Then we have
iˆ(c) > 0, i(c) = d − 1 and Mq = bq, ∀q ∈ N0. (4.1)
Proof. It suffices to prove the last two claims in (4.1).
If i(c) + d is even, (d + 2j − 1) − i(c) is odd. Then by Lemma 2.1 there holds
Cd+2j−1(E, cm) = 0 for all m ∈ N and j ∈ Z. And thus all Morse-type numbers satisfy
Md+2j−1 = 0. But the Morse inequalities and Lemmas 2.5 and 2.6 then imply the contradic-
tion 0 = Md−1  bd−1  1. So i(c)+ d must be odd.
Now by Lemma 2.1 again, we obtain Cd+2j (E, cm) = 0 for all m ∈ N and j ∈ Z, because
(d + 2j) − i(c) is odd. Thus Md+2j = 0 = bd+2j by Lemmas 2.5 and 2.6 for all j ∈ Z. Then
Mq = bq for any q ∈ N0 follows from the Morse inequalities.
In addition, by Lemmas 2.5 and 2.6, it yields bd−1 = 1 and bj = 0 for j  d − 2. Thus by
Md−1 = bd−1 = 1 and Lemma 2.1, we get i(c) = d − 1. 
Note that in this section, we denote by Qm the m times of the module Q instead of using the
notation mQ in order to make the text clearer.
In this paper, when there is only one prime closed geodesic c on a Finsler manifold (M,F),
we denote the corresponding energy levels by κm = E(cm) for m 1.
Lemma 4.2. (Cf. Proposition 4.1 of [31].) Let (M,F) be a simply connected compact Finsler
manifold with H ∗(M,Q) = Td,h+1(x) and possessing only one prime closed geodesic c which is
rational. Let n = n(c) be the analytical period of c. Denote by Cj = Hj(Λ,Λκn) = Qcj for all
j ∈ Z. Then there holds
cj = bj−i(cn)−p(c), ∀j ∈ Z, (4.2)
where bj is the Betti numbers of the free loop space in Lemma 2.6, the constant p(c) is defined
by p(c) = p(Pc) via the linearized Poncaré map Pc of c and definition (3.22).
Next we give a slight modification of Theorem 5.2 of [31] to give a new result which is
designed for manifolds in above lemmas with some integer h 2 and even integer d  2. Here
only the condition (4.7) below is weakened slightly than that in [31].
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Td,h+1(x) and satisfying (OR) with the only prime closed geodesic c. Let n = n(c) be the analyt-
ical period of c. Denote by
dj = k	(cn)j
(
cn
)
, ∀j ∈ Z. (4.3)
Suppose that there exist two integers μ  −1 and p(c)  0 such that c satisfies the following
conditions:
i
(
cm+n
)= i(cn)+ i(cm)+ p(c), ∀m 1, (4.4)
i
(
cm
)+ ν(cm) i(cn)+μ, ∀1m< n, (4.5)
dj = 0, ∀j  μ+ 2, (4.6)
Hi(cn)+μ+1
(
Λ,Λκn
)= 0. (4.7)
Then there exists an integer κ  0 such that
B(d, q)
(
i
(
cn
)+ p(c))+ (−1)i(cn)+μκ = i(c
n)+μ∑
j=μ−p(c)+1
(−1)j bj . (4.8)
Proof. We indicate necessary modifications of the proof of Theorem 5.2 of [31] and are very
sketchy here.
As in Step 1 of the proof of Theorem 5.2 of [31], for j ∈ Z, we denote by
Uj = Hj
(
Λκn,Λ0
)= Quj , Bj = Hj (Λ,Λ0)= Qbj ,
Cj = Hj
(
Λ,Λκn
)= Qcj . (4.9)
Let β = i(cn). Then the long exact sequence of the triple (Λ,Λκn,Λ0) yields the following
diagram:
Cβ+μ+1 → Uβ+μ → Bβ+μ → Cβ+μ → ·· · → U0 → B0 → C0
‖ ‖ ‖ ‖ ‖ ‖ ‖
0 Quβ+μ Qbβ+μ Qcβ+μ · · · Qu0 0 0,
where Cβ+μ+1 = 0 = C0 follows from (4.7) and Lemma 4.2, and b0 = 0 follows from
Lemma 2.6. Then this long exact sequence yields
0 =
β+μ∑
j=0
(−1)j (uj − bj + cj ). (4.10)
Replacing (5.17) in [31] by the above (4.10), repeating the proof of Theorem 5.2 in [31] and
using the above Lemma 4.2, we obtain
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j=0
(−1)j bj +
β+μ∑
j=0
(−1)j bj−β−p(c) + (−1)β+μuβ+μ+1
= B(d, q)(β + p(c))− β+μ∑
j=μ−p(c)+1
(−1)j bj + (−1)β+μuβ+μ+1. (4.11)
That is, (4.8) holds with κ = uβ+μ+1  0. 
Our main result in this section generalizes the multiplicity results in [31] on rational closed
geodesics on spheres, and in [12,39] on bumpy spheres, and [40] on bumpy CP2 to all compact
simply connected manifolds.
Theorem 4.4. Let M be a compact simply connected manifold with H ∗(M;Q) ∼= Td,h+1(x) for
some integers h 1 and d  2. Let F be an irreversible Finsler metric on M and c be the only
prime closed geodesic on M . Then c can be neither rational nor completely non-degenerate.
Proof. Note that when d is odd, then h = 1 by Remark 2.5 of [36]. Note that when h = 1,
M is rationally homotopic to the sphere Sd . In this case the conclusion that c cannot be rational
follows from [31], the conclusion that c cannot be completely non-degenerate follows from [12].
Therefore it suffices to prove the theorem for the integer h  2 and even integer d  2. We
continue the proof in two claims.
Claim 1. c is not rational.
In fact, assuming that c is rational, we follow ideas in the proof of Theorem 6.1 of [31] and
prove the theorem by contradiction.
To generate the non-trivial Hd−1(ΛM/S1,ΛM0/S1;Q) (cf. Lemmas 2.5 and 2.6), the prime
closed geodesic c must satisfy
iˆ(c) > 0, 0 i(c) d − 1. (4.12)
Let n = n(c) be the analytical period of c. By the periodicity property (A) of Theorem 3.7 of
[31], we have
i
(
cmn
)= mi(cn)+ (m− 1)p(c), ∀m ∈ N. (4.13)
Thus by (4.12) and Corollary 9.2.7 of [30] we have i(cn)+ p(c) = iˆ(cn) = niˆ(c) > 0. Note that
i(cn) = p(c) mod 2 by (D) of Theorem 3.7 of [31], thus we have
i
(
cn
)+ p(c) ∈ 2N. (4.14)
Let μ = p(c)+ (dh− 3). Then by (4.14) we have
i
(
cn
)+μ dh− 1 3, i(cn)+μ ∈ 2N − 1. (4.15)
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of [31]. Note that (4.4)–(4.5) follow from Theorem 3.7 and Proposition 3.11 of [31], (4.6) follows
from (B-2) of Theorem 4.1 of [31], and (4.7) follows from Lemmas 2.6 and 4.2 and the evenness
of μ+ 1 − p(c). Then by Theorem 4.3, we obtain for some integer κ  0:
B(d,h)
(
i
(
cn
)+ p(c))+ (−1)i(cn)+μκ = i(c
n)+μ∑
j=μ−p(c)+1
(−1)j bj . (4.16)
Thus by (4.15) we obtain
B(d,h)
(
i
(
cn
)+ p(c))− ∑
μ−p(c)+12j−1i(cn)+μ
b2j−1. (4.17)
By Lemma 2.4 we have
B(d,h) = −h(h+ 1)d
2D
< 0.
Thus from Theorem 3.7 of [31], we have
i
(
cn
)+μ− (d − 1) = i(cn)+ p(c)+ dh− d − 2 ∈ 2N. (4.18)
By (4.17), (4.18) and (2.12) we obtain
i
(
cn
)+ p(c)− 1
B(d,h)
∑
μ−p(c)+12j−1i(cn)+μ
b2j−1
= 2D
h(h+ 1)d
( ∑
02j−1i(cn)+μ
b2j−1 −
∑
02j−1dh−2
b2j−1
)
. (4.19)
Letting D = d(h+ 1)− 2. Note that because i(c)+ p(c) 2 by (4.14), we have
i
(
cn
)+μ = i(cn)+ p(c)+ dh− 3 d − 1 + (h− 1)d. (4.20)
Thus by Lemma 2.6 we have
∑
02j−1i(cn)+μ
b2j−1 = h(h+ 1)d2D
(
i
(
cn
)+μ− (d − 1))
− h(h− 1)d
4
+ 1 + 	d,h
(
i
(
cn
)+μ). (4.21)
On the other hand, because dh− 3 < dh− 1 = d − 1 + (h− 1)d , by Lemma 2.6 we have
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02j−1dh−3
b2j−1 =
∑
d−12j−1dh−3
([
2j − 1 − (d − 1)
d
]
+ 1
)
=
∑
d2jdh−2
[
2j
d
]
=
∑
d
2j dh2 −1
[
j
d/2
]
= dh/2 − 1 − (d/2 − 1)
d/2
(
dh/2 − 1 − (d/2 − 1)
d/2
+ 1
)
1
2
· d
2
= dh(h− 1)
4
. (4.22)
Therefore we get
∑
02j−1i(cn)+μ
b2j−1 −
∑
02j−1dh−3
b2j−1
= h(h+ 1)d
2D
(
i
(
cn
)+μ− (d − 1))− h(h− 1)d
4
+ 1 + 	d,h
(
i
(
cn
)+μ)
−
∑
d−12j−1dh−3
([
2j − 1 − (d − 1)
d
]
+ 1
)
= h(h+ 1)d
2D
(
i
(
cn
)+ p(c)+ dh− d − 2)
− dh(h− 1)
2
+ 1 + 	d,h
(
i
(
cn
)+μ). (4.23)
Then (4.19) becomes
i
(
cn
)+ p(c) i(cn)+ p(c)+ dh− d − 2
+ 2D
h(h+ 1)d
(
1 − dh(h− 1)
2
+ 	d,h
(
i
(
cn
)+μ)),
that is,
	d,h
(
i
(
cn
)+μ) h(h+ 1)d
2D
(
d + 2 + (h− 1)D
h+ 1 − dh−
2D
h(h+ 1)d
)
= dh− (d − 2)
dh+ (d − 2) . (4.24)
Note that by (4.18) we have
i
(
cn
)+μ− (d − 1) = i(cn)+ p(c)+ dh− d − 2 = i(cn)+ p(c)− 2d +D. (4.25)
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2η
D
=
{
i(cn)+ p(c)− 2d
D
}
=
{
i(cn)+μ− (d − 1)
D
}
. (4.26)
By the definition (2.13) of 	d,h(i(cn)+μ) and (4.26), we obtain
	d,h
(
i
(
cn
)+μ)= { D
dh
{
i(cn)+μ− (d − 1)
D
}}
−
(
2
d
+ d − 2
dh
){
i(cn)+μ− (d − 1)
D
}
− h
{
D
2
{
i(cn)+μ− (d − 1)
D
}}
−
{
D
d
{
i(cn)+μ− (d − 1)
D
}}
=
{
2η
dh
}
−
(
2
d
+ d − 2
dh
)
2η
D
− h
{
2η
2
}
−
{
2η
d
}
=
{
2η
dh
}
−
(
2
d
+ d − 2
dh
)
2η
D
−
{
2η
d
}
≡ 	(2η). (4.27)
Now we claim
	(2η) <
dh− (d − 2)
dh+ (d − 2) , ∀2η ∈ [0, dh− 2]. (4.28)
In fact, we write
2η = pd + 2m with some p ∈ N0, 2m ∈ [0, d − 2]. (4.29)
Then from pd + 2m = 2η dh− 2 = (h− 1)d + d − 2 we have
p ∈ [0, h− 1]. (4.30)
Therefore in this case we obtain
	(2η) = pd + 2m
dh
−
(
2
d
+ d − 2
dh
)
pd + 2m
D
− 2m
d
= p
h
− (2h+ d − 2)p
hD
+ 2m
dh
− (2h+ d − 2)2m
dhD
− 2m
d
= p
h
(
1 − 2h+ d − 2
D
)
+ 2m
d
(
1
h
− 2h+ d − 2
hD
− 1
)
= p(d − 2)− 2mh
D
 (h− 1)(d − 2)
D
. (4.31)
Now if (4.28) does not hold, we then obtain
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D
 	(2η) (h− 1)(d − 2)
D
,
that is,
dh− d + 2 dh− d + 2 − 2h.
Because h 2, this yields a contradiction and completes the proof of (4.28).
If d = 2, then { 2η
d
} = 0 holds in (4.28). Thus the definition (4.27) implies
	(2η) 	(dh− 2), ∀2η ∈ [dh,D − 2]. (4.32)
If d  4, for any 2η ∈ [dh,D − 2], write 2η = pdh + 2m for some p ∈ N0 and 2m ∈
[0, dh − 2]. Then from D − 2 = (h + 1)d − 4 = hd + d − 4 we obtain p  1 and 2m d − 4.
Thus we have
	(2η) = 2m
dh
−
(
2
d
+ d − 2
dh
)
pdh+ 2m
D
− 2m
d
= 	(2m)−
(
2
d
+ d − 2
dh
)
pdh
D
 	(2m). (4.33)
Therefore from (4.28), (4.32) and (4.33), we obtain that (4.28) holds in fact for all integer
η ∈ [0,D/2 − 1]. This contradicts (4.24) and completes the proof of Claim 1.
Claim 2. c is not completely non-degenerate.
In fact, assuming that c is completely non-degenerate, in which case (M,F) becomes bumpy,
we prove the theorem by contradiction.
Then by Theorems 3.2 and 3.3, we have the precise index iteration formulae
i
(
cm
)= m(i(c)− r)+ 2 r∑
j=1
[
mθj
2π
]
+ r, where θj
2π
∈ (0,1) \ Q, 1 j  r. (4.34)
By Claim 1 and the mean index identity, we have r  2. Note that Claim 2 was proved in
[12,39] when d is odd or h = 1, and in [40] when d = h = 2. Next we give the proof of Claim 2
in two cases for all the values of d  2 and h 1, which yields also a new proof for the results
in [12,39,40].
Case 1. H ∗(M;Q) = Td,h+1(x) with d = 2 and h 1.
In this case, by the index iteration formulae (4.34) and Lemma 4.1, it yields
i(c) = d − 1 = 1, (4.35)
i
(
c2j
)= i(c2) (mod 2), i(c2j−1)= i(c) (mod 2), ∀j  1. (4.36)
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k∑
j=0
bj = h(h+ 1)k − 12h −
h(h− 1)
2
+ 1 − (h+ 1)
{
h
{
k − 1
2h
}}
= (h+ 1)(k − h+ 1)
2
, (4.37)
where we have used the fact {h{ 2m2h }} = 0 for any m ∈ Z.
Note that, by Theorem 3.21 there exists an integer subset P of {1, . . . , r} containing r1 integers
with [(r + 1)/2] r1  r − 1, without loss of generality we assume P = {1, . . . , r1}, such that
for any given 	 ∈ (0,1/4) there exists a sufficiently large T ∈ 2N satisfying
1 −
{
T θj
2π
}
<
	
r
, ∀1 j  r1, (4.38){
T θj
2π
}
<
	
r
, ∀r1 + 1 j  r. (4.39)
Thus, by Lemma 4.1 and Corollary 3.24 with A = r1, we can choose T ∈ 2N sufficiently large
such that R ≡ i(cT ) 2h+ 1 and
i
(
cm
)− i(cT ) i(c)− r + 2A = 1 + 2r1 − r, ∀m T + 1, (4.40)
i
(
cT
)− i(cm) i(c)+ r − 2A = 1 − (2r1 − r), ∀1m T − 1. (4.41)
Case 1-1. R ≡ i(cT ) ∈ 2Z + 1.
In this subcase, because T is even, r must be odd by (4.34). By Claim 1 and Lemma 2.4 we
must have r  2. Therefore together with (4.36) we must have
i
(
c2
) ∈ 2Z + 1, and 3 r ∈ 2N − 1. (4.42)
Here we have n = n(c) = 1 in Lemmas 2.4 and 3.10. Then by the facts B(2, h) = −h+12 and
iˆ(c) = 1 − r +∑rj=1 θjπ which follows from (4.34), by Lemma 2.4 we get
1 − r +
r∑
j=1
θj
π
= 2
h+ 1 . (4.43)
Thus by (4.34) we obtain
R ≡ i(cT )
= T (1 − r)+ 2
r∑[T θj
2π
]
+ rj=1
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r∑
j=1
T θj
2π
− 2
r∑
j=1
{
T θj
2π
}
+ r
< T (1 − r)+ 2
r∑
j=1
T θj
2π
− (2r1 − r)+ 2	
= 2T
h+ 1 − (2r1 − r)+ 2	, (4.44)
where the first inequality follows from (4.38).
On the other hand, by (4.35), (4.36), (4.42) and Lemma 2.1, every iteration cm with m  1
contributes 1 to the corresponding Morse-type number Mi(cm). Let
R˜ = R + 2r1 − r − 1. (4.45)
Note that R˜ R holds and it is odd. Therefore, by (4.40), (4.41) and Lemma 4.1, we have
R˜∑
j=0
bj =
R˜∑
j=0
Mj = T . (4.46)
By (4.37) and (4.46), we obtain
(h+ 1)(R˜ − h+ 1)
2
= T . (4.47)
Now combining (4.44) and (4.47) together, we get
R + (2r1 − r) < 2T
h+ 1 + 2	
= 2
h+ 1 ·
(h+ 1)(R˜ − h+ 1)
2
+ 2	
= R˜ − h+ 1 + 2	, (4.48)
which implies h < 1. Contradiction!
Case 1-2. R ≡ i(cT ) ∈ 2Z.
In this subcase, by (4.34), Lemma 2.4, and Claim 1, similarly to Case 1-1 we obtain
i
(
c2
) ∈ 2Z and 2 r ∈ 2N. (4.49)
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j=1
θj
π
, similarly to (4.43), by Lemma 2.4 we obtain
1 − r +
r∑
j=1
θj
π
= 1
h+ 1 . (4.50)
Thus similarly to the proof of (4.44), we obtain
R + 2r1 − r < T
h+ 1 + 2	. (4.51)
On the other hand, it follows from (4.34) and Lemma 2.1 that every c2m−1 with m 1 con-
tributes 1 to the corresponding Morse-type number Mi(c2m−1) and every c2m with m 1 has no
contribution to any Morse-type numbers. Let
R˜ = R + 2r1 − r. (4.52)
Note that R˜  R holds and it is even. Therefore by (4.40), (4.41), Lemmas 2.1, 2.6 and 4.1, we
obtain
R˜−1∑
j=0
bj =
R˜∑
j=0
bj =
R˜∑
j=0
Mj = T2 . (4.53)
Then by (4.37) and (4.53), we obtain
(h+ 1)(R˜ − h) = T . (4.54)
Now from (4.51) and (4.54) we obtain
R + 2r1 − r < T
h+ 1 + 2	 =
(h+ 1)(R˜ − h)
h+ 1 + 2	 = R˜ − h+ 2	, (4.55)
which implies h < 1. Contradiction!
Case 2. H ∗(M;Q) = Td,h+1(x) with even d  3 and h 1.
In this case, we have i(c) = d −1 by Lemma 4.1. By Corollary 3.24, as in the proof of Case 1,
we can choose sufficiently large T ∈ 2nN with n = n(c) being the analytical period of c such
that
R ≡ i(cT ) 2(d − 1)+ d(h− 1)+ 1, (4.56)
i
(
cm
)− i(cT ) d − 1 + 2r1 − r, ∀m T + 1, (4.57)
i
(
cT
)− i(cm) d − 1 − (2r1 − r), ∀1m T − 1. (4.58)
1892 H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913Let R˜ = R + 2r1 − r − (d − 1). Then it follows from (4.57) and (4.58) that
i
(
cm
)
 R˜ + 2(d − 1) R˜ + 4, ∀m T + 1, (4.59)
i
(
cm
)
 R˜, ∀1m T − 1. (4.60)
If d  4 and h 1, by (4.59) and (4.60) we obtain
{R˜ + 1, . . . , R˜ + 5} ∩ {i(cm) ∣∣m 1}= {R˜ + 1, . . . , R˜ + 5} ∩ {i(cT )}.
Here note that R = i(cT ) may also miss all of R˜ + 1, . . . , R˜ + 5. Therefore every cm with m ∈
N \ {T } has no contribution to the Morse-type numbers M
R˜+1, . . . ,MR˜+5. Note that by (4.56),
we have R˜ > d − 1 + d(h− 1). Thus by Lemmas 2.5, 2.6 and 4.1 there holds
2
5∑
j=1
b
R˜+j =
5∑
j=1
M
R˜+j  1. (4.61)
Contradiction!
If d = 3, we then have h = 1. By (4.59) and (4.60) we obtain
{R˜ + 1, R˜ + 2, R˜ + 3} ∩ {i(cm) ∣∣m 1}= {R˜ + 1, R˜ + 2, R˜ + 3} ∩ {i(cT )}.
Note that in this case, R and r have the same parity by the choice of T , and thus R˜ is even.
Similarly to (4.61) by Lemmas 2.5 and 4.1 we then obtain
2 = b
R˜+2 =
3∑
j=1
b
R˜+j =
3∑
j=1
M
R˜+j  1. (4.62)
Contradiction!
This completes the proof of Claim 2 and Theorem 4.4. 
5. On 4-dimensional compact simply connected irreversible Finsler manifolds
In this section, we give the proof of the main Theorem 1.2 about closed geodesics on
4-dimensional compact simply connected irreversible Finsler manifolds.
By our discussion in Section 1 and Theorems A and B, it suffices to consider the case of
the 4-dimensional compact simply connected manifold M satisfying H ∗(M;Q) ∼= Td,h+1(x) for
some integers d  2 and h 1 with hd = 4. Thus we consider only the following two cases:
d = 4 and h = 1, or d = h = 2. (5.1)
In these two cases, by Lemma 2.4 we have correspondingly
B(4,1) = −2 , B(2,2) = −3 . (5.2)
3 2
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geodesic on (M,F), and we prove Theorem 1.2 by contradiction.
Denote the basic normal form decomposition of the linearized Poincaré map Pc of c by (3.5).
By Theorem 4.4, the closed geodesic c can be neither rational nor completely non-degenerate.
Because dimM = 4, together with Rademacher’s identity (Lemma 2.4), the basic normal
form decomposition of Pc must contain precisely two rotation matrices R(θj ) with θj /(2π) ∈
(0,1) \ Q for j = 1 and 2, and have the following form:
Pc ≈ R(θ1) R(θ2) G, (5.3)
where G is one of the (2 × 2)-matrices listed below:
⎧⎪⎪⎨
⎪⎪⎩
N1(1, a) with a = −1, 0 or 1,
N1(−1, b) with b = −1, 0 or 1,
R(θ3) with
θ3
2π
∈ ((0,1)∩ Q) \ {1
2
}
.
(5.4)
Specially in (3.5) of Pc we have
k = 2. (5.5)
Note that by Lemma 2.4, the irrational numbers
σj = θj2π (5.6)
for j = 1 and 2 are always linearly dependent on Q in the following. The following lemma
studies the situation in more details.
Lemma 5.1. Suppose σj ∈ (0,1) \ Q for j = 1 and 2 satisfy
σ1 + σ2 = q
p
, (5.7)
for some p,q ∈ N and (p, q) = 1. Then for any m ∈ N there holds
[mσ1] + [mσ2] =
{ [mq
p
], if {mσ1} < {mqp },
[mq
p
] − 1, if {mσ1} > {mqp }.
(5.8)
Specially there holds
[mσ1] + [mσ2] =
[
mq
p
]
− 1, when m ∈ pN. (5.9)
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{mσ1} + {mσ2} = {mσ1} +
{
mq
p
−mσ1
}
= {mσ1} +
{{
mq
p
}
− {mσ1}
}
=
{ {mq
p
}, if {mσ1} < {mqp },
{mq
p
} + 1, if {mσ1} > {mqp }.
(5.10)
Thus we get
[mσ1] + [mσ2] = m(σ1 + σ2)−
({mσ1} + {mσ2})
= mq
p
− ({mσ1} + {mσ2})
=
[
mq
p
]
+
{
mq
p
}
− ({mσ1} + {mσ2}).
Together with (5.10), it yields (5.8).
When m ∈ pN, we have always {mσ1} > 0 = {mq/p} by the irrationality of σ1. This com-
pletes the proof. 
We continue the proof of Theorem 1.2 in several steps according to the value of i(c) and the
form of G.
Step 1. i(c) = 0.
By Theorems 8.1.4–8.1.7 of [29] (cf. Theorem 3.3 above), in this case we must have G =
N1(1,−1), because all the other choices of G in (5.4) yield an odd i(c) by Proposition 3.4. Thus
by Theorem 3.3, we have the precise index formulae
i
(
cm
)= −2m+ 2([mσ1] + [mσ2])+ 2, and ν(cm)= 1, ∀m ∈ N. (5.11)
Then we have i(cm) ∈ 2Z for all m 1 and n = n(c) = 1. Thus (5.2) and Lemma 2.4 yield
− 1|B(d,h)|
(
k0(c)− k+1 (c)
)= iˆ(c) = −2 + 2(σ1 + σ2) > 0. (5.12)
Then Lemma 2.2, (5.2) and (5.12) imply
k+1
(
cm
)= k+1 (c) = 1, k0(cm)= 0, ∀m 1. (5.13)
Therefore by (5.11), (5.13) and the Morse inequality, we obtain
M2j = 0, b2j+1 = M2j+1 = #
{
m ∈ N: i(cm)= 2j}, ∀j ∈ N0.
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d = h = 2, and B(d,h) = −3
2
. (5.14)
Thus by Lemma 2.6 with d = h = 2, we obtain
M2j = b2j = 0, M1 = b1 = 1, M3 = b3 = 2,
M2j+5 = b2j+5 = 3, ∀j ∈ N0. (5.15)
Next we estimate i(cm) using Lemma 5.1. From (5.12)–(5.14) we obtain
σ1 + σ2 = 43 . (5.16)
Then by Lemma 5.1 we obtain
[
4m
3
]
− 1 [mσ1] + [mσ2]
[
4m
3
]
, ∀m ∈ N. (5.17)
Thus by (5.9) and (5.11) for m = 3k ∈ N we obtain
i
(
c3k
)= −6k + 2([3k · 4
3
]
− 1
)
+ 2 = 2k, ∀k ∈ N. (5.18)
By (5.11) and (5.17) for m = 3k + 1 ∈ N, we obtain
−2(3k + 1)+ 2
([
(3k + 1)4
3
]
− 1
)
+ 2 i(c3k+1)−2(3k + 1)+ 2[(3k + 1)4
3
]
+ 2.
That is,
2k  i
(
c3k+1
)
 2k + 2, ∀k ∈ N0. (5.19)
Similarly for m = 3k + 2 ∈ N, we obtain
−2(3k + 2)+ 2
([
(3k + 2)4
3
]
− 1
)
+ 2 i(c3k+2)−2(3k + 2)+ 2[(3k + 2)4
3
]
+ 2.
It yields also
2k  i
(
c3k+2
)
 2k + 2, ∀k ∈ N0. (5.20)
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Claim 1. Besides i(c) = 0, there hold
i
(
c2
)= i(c3)= 2, (5.21)
i
(
c3m+1
)= i(c3m+2)= i(c3m+3)= 2m+ 2, ∀m ∈ N. (5.22)
In fact, by i(c) = 0, (5.11), (5.13) and b1 = 1, we obtain
i
(
cm
) ∈ 2N, ∀m 2. (5.23)
Thus by (5.23), (5.20), (5.18), (5.13) and (5.15), we obtain (5.21).
Now by (5.13) and (5.15), from (5.18)–(5.20) we obtain (5.22) for m = 1. Then by an induc-
tion argument on m we get (5.22) for all m ∈ N and complete the proof of Claim 1.
Now from (5.11), (5.16) and (5.22), for any m ∈ N we obtain
2m+ 2 = i(c3m+1)
= −2(3m+ 1)+ 2([(3m+ 1)σ1]+ [(3m+ 1)σ2])+ 2
= −6m+ 2((3m+ 1)(σ1 + σ2))− 2({(3m+ 1)σ1}+ {(3m+ 1)σ2})
= 2m+ 8
3
− 2({(3m+ 1)σ1}+ {(3m+ 1)σ2}).
That is
{
(3m+ 1)σ1
}+ {(3m+ 1)σ2}= 13 , ∀m ∈ N. (5.24)
Similarly to the proof of Lemma 5.1, by (5.16) again for all m ∈ N we obtain
{
(3m+ 1)σ1
}+ {(3m+ 1)σ2}= {(3m+ 1)σ1}+
{
(3m+ 1)
(
4
3
− σ1
)}
= {(3m+ 1)σ1}+
{
1
3
− (3m+ 1)σ1
}
= {(3m+ 1)σ1}+
{
1
3
− {(3m+ 1)σ1}
}
. (5.25)
Because σ1 is irrational, by a result of A. Granville and Z. Rudnick (cf. the final remark on p. 6
of [16]), the sequence {(3m + 1)σ1} for m ∈ N is uniformly distributed mod one on [0,1]. Thus
we can find some sufficiently large m ∈ N such that
1
<
{
(3m+ 1)σ1
}
< 1. (5.26)3
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{
(3m+ 1)σ1
}+ {(3m+ 1)σ2}= {(3m+ 1)σ1}+ 1 + 13 −
{
(3m+ 1)σ1
}= 4
3
, (5.27)
which contradicts (5.24). This proves that the case of i(c) = 0 cannot happen.
Step 2. i(c) = 1.
In this case, by i(c) = 1 and Proposition 3.4, the matrix G in (5.3) must be one of the following
matrices:
N1(1, a), N1(−1, b), or R(θ3), (5.28)
where a = 0 or 1, b = ±1, and θ32π ∈ (0,1)∩ Q.
Next we continue our proof in three subcases according to the particular form of the matrix G.
Case 2-1. G = N1(−1,−1) or R(θ3) with θ32π ∈ (0,1)∩ Q.
In this case, the index iteration formulae of G = N1(−1,−1) and R(θ3) are the same, and
only their nullities are different. Thus we can use the index formula for G = R(θ3) to cover all
these two subcases. As before, we write σj = θj /(2π) for j = 1,2,3. Then by Theorem 3.3, for
m 1 we have
i
(
cm
)= −2m+ 2 3∑
j=1
E(mσj )− 3, (5.29)
ν
(
cm
)= 1 + (−1)m
2
(q+ + 2q0)+ 2(r − 2)− 2ϕ(mσ3). (5.30)
Specially in this case, we have n = n(c) 2 and
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 i
(
cm
) ∈ 2N − 1, ∀m ∈ N,
ν(c) = 0,
ν
(
cm
)= 0, if m
n
/∈ Z,
ν
(
cmn
)= 2, for m ∈ N, if G = R(θ3),
ν
(
cmn
)= 1, for m ∈ N, if G = N1(−1,−1).
(5.31)
Thus we have
k0
(
cm
)= k0(c) = 1, for 1m n− 1. (5.32)
Next we distinguish two subcases of d = 4 with h = 1 and d = h = 2.
Subcase 2-1-1. d = 4 and h = 1.
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Claim 2. i(cn) = 1, k+1 (cnm) = k+1 (cn) ≡ k1  1 and k0(cnm) = k0(cn) = k+2 (cnm) = k+2 (cn) = 0for all m ∈ N.
In fact, assume i(cn)  3. Then i(cmn)  i(cn)  3 for all m  1. Together with i(c) = 1
and ν(c) = 0, it yields that the Morse type numbers satisfy M2 = M0 = 0 and M1  1. Then
by Lemma 2.5 with d = 4 the Morse inequality yields a contradiction −1M2 − M1 + M0 
b2 − b1 + b0 = 0. So i(cn) = 1 must hold.
Assume k+1 (cn) = 0, by i(cm) ∈ 2N − 1 and ν(cm) 2, we obtain M0 = 0, M1  1 and
M2j = #
{
m ∈ N ∣∣ i(cmn)= 2j − 1}k+1 (cn)= 0, ∀j  1. (5.33)
Then the Morse inequality yields a contradiction −1M2 − M1 + M0  b2 − b1 + b0 = 0. So
k+1 (cn) 1 must hold, and then k0(cn) = k+2 (cn) = 0 by Lemma 2.2. Then by Lemma 2.2 again
we get Claim 2 for all m ∈ N.
In this case, for numbers in the basic normal form decomposition (3.5) of Pc we have
r∗ = p− = p0 = 0, k = 2, r + q0 + q+ = 3. Note that Lemma 2.4 yields the linear dependency
of 1, σ1, σ2 over Q. Therefore in Theorem 3.21 we must have A = 1, and we can find sufficiently
large T ∈ nN such that
R ≡ i(cT ) 3, (5.34)
i
(
cm
)
 R + 2, ∀m T + 1, (5.35)
i
(
cm
)
 R, ∀1m T . (5.36)
Because all i(cm) are odd, by (5.35), (5.36), Claim 2 and Lemma 2.1 we obtain that cms with
m  T + 1 have no contributions to Mj s with 0  j  R + 1, and cms with 1  m  T have
only contributions to Mj s with 0  j  R + 1. More precisely, ∑R2j−1=1 M2j−1 is completely
contributed by cms with all integer m  T which are not in nN, and each cm contributes a 1.
And
∑R+1
2j=0 M2j is completely contributed by cmns with m ∈ N satisfying mn  T , and each
cmn contributes a k1. Thus we have
R+1∑
j=0
(−1)jMj =
R+1∑
2j=0
M2j −
R∑
2j−1=1
M2j−1
= T
n
k1 −
(
T − T
n
)
= k1 − (n− 1)
n
T . (5.37)
On the other hand, by (5.2), Claim 2 and Lemma 2.4, we obtain
k1 − (n− 1)
ˆ = −
2
3
. (5.38)ni(c)
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−2T
3
iˆ(c) =
R+1∑
j=0
(−1)jMj 
R+1∑
j=0
(−1)j bj = −
R∑
2k−1=1
b2k−1  1 − 2R3 . (5.39)
It implies
2R − 2T iˆ(c) 3. (5.40)
However, by (5.29) we have
2R − 2T iˆ(c) = 2
(
−2T + 2
3∑
j=1
E(T σj )− 3
)
− 2T
(
2
3∑
j=1
σj − 2
)
= 4
2∑
j=1
(
E(T σj )− T σj
)− 6
 2. (5.41)
It contradicts to (5.40) and then completes the proof in this subcase.
Subcase 2-1-2. d = h = 2.
In this case, the manifold is rationally homotopic to CP2. Note that Lemma 2.4 yields the
linear dependency of 1, σ1, σ2 over Q. Therefore in Theorem 3.21 we must have A = 1, and
there exists some T ∈ 3nN such that the odd integer R ≡ i(cT ) satisfies R  5 and we have
i
(
cm
)
R + 2, ∀m T + 1, (5.42)
i
(
cm
)
R, ∀1m T . (5.43)
Let kj ≡ k+j (cn) for j = 0, 1 or 2. The following Claim 3 is crucial.
Claim 3. k+2 (cnm) = k2 = 0 for all m ∈ N.
If ν(cn) = 1, then Claim 3 holds automatically by Lemma 2.2. Next we consider the case of
ν(cn) = 2.
Otherwise, we assume k2 = 1. Then by Lemma 2.2 we have
k+2
(
cnm
)= k2 = 1, k0(cnm)= k0 = k+1 (cnm)= k1 = 0, ∀m ∈ N. (5.44)
Then by (5.2) the identity in Lemma 2.4 becomes
−(n− 1)− k2
ˆ = B(2,2) = −
3
2
.ni(c)
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σ1 + σ2 + σ3 = 43 . (5.45)
Since i(cm) ∈ 2N − 1 by (5.29), there holds M2j = 0 for all j ∈ N0 by (5.44) and Lemma 2.2.
Thus together with the Morse inequality, it yields
M2j = 0, M2j+1 = b2j+1, ∀j ∈ N0. (5.46)
By (5.44) and Lemma 2.2, we have
M2j−1 = #
{
m ∈ N ∣∣ i(cm)= 2j − 1, ν(cm)= 0}
+ #{m ∈ N ∣∣ i(cm)= 2j − 3, ν(cm)= 2}. (5.47)
Let NR+2 = #{m ∈ N | i(cm) = R, ν(cm) = 2}. Then it follows from (5.46), (5.47) and bR+2 = 3
by Lemma 2.6 that
NR+2 MR+2 = bR+2 = 3. (5.48)
It follows from (5.42)–(5.44) and (5.47)–(5.48) that
R∑
j=0
Mj =
R∑
2j−1=1
M2j−1 = T −NR+2  T − 3. (5.49)
On the other hand, by Lemma 2.6 with d = h = 2, specially (4.37), we obtain
R∑
j=0
bj =
R∑
2j−1=1
b2j−1 = 3(R − 1)2 . (5.50)
So (5.44) and (5.49)–(5.50) yield
3(R − 1)
2
 T − 3. (5.51)
By (5.29) and the definition of T ∈ nN we obtain
R = i(cT )= −2T + 2 3∑
j=1
E(T σj )− 3 = −2T + 2
3∑
j=1
[T σj ] + 1.
Therefore by (5.45) we get
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2
= −3T + 3
3∑
j=1
[T σj ]
= −3T + 3T (σ1 + σ2 + σ3)− 3
({T σ1} + {T σ2})
= T − 3({T σ1} + {T σ2})
= T − 3. (5.52)
Here the last equality follows from that {T σ1} + {T σ2} ∈ (0,2), R is odd and T is an integer
multiple of 3, and then {T σ1} + {T σ2} must be an integer and then is equal to 1. Then (5.49),
(5.50) and (5.52) yield NR+2 = 3. In other words, by (5.43) and the definition of NR+2 there exist
two distinct integers T1 and T2 with T1 < T2 < T such that i(cT1) = i(cT2) = R and ν(cT1) =
ν(cT2) = 2. Because σ3 ∈ (0,1)∩Q, there holds σ3 = q/p with some q < p ∈ N with (p, q) = 1.
Therefore p  2 holds. Then we have T − T2  2 and T2 − T1  2, thus
T − T1  4. (5.53)
On the other hand, because i(cT1) = i(cT ) = R, replacing T by T1 equalities in (5.52) still
hold, and then it yields
T1 − 3
({T1σ1} + {T1σ2})= T − 3({T σ1} + {T σ2})= T − 3.
Together with (5.53), it implies that
0 < 3
({T1σ1} + {T1σ2})= 3 + (T1 − T ) 3 − 4 = −1. (5.54)
This contradiction proves k2 = 0. Then Claim 3 for m ∈ N follows from Lemma 2.2.
Because all i(cm) are odd, by (5.42), (5.43), Claim 3 and Lemma 2.1 we obtain that cms with
m  T + 1 have no contributions to Mj s with 0  j  R + 1, and cms with 1  m  T have
only contributions to Mj s with 0  j  R + 1. More precisely, ∑R2j−1=1 M2j−1 is completely
contributed by cms with all integer m ∈ [1, T ] which are not in nN and each cm contributes a 1,
as well as by cmns with all integer m ∈ [1, T /n] and each cmn contributes a k0. And ∑R+12j=0 M2j
is completely contributed by cmns with m ∈ N satisfying mn ∈ [n,T ] and each cmn contributes
a k1. Thus we have
R+1∑
j=0
(−1)jMj =
R+1∑
2j=0
M2j −
R∑
2j−1=1
M2j−1
= T
n
k1 −
(
T
n
k0 + T − T
n
)
= k1 − (k0 + n− 1)
n
T . (5.55)
On the other hand, by Claim 3 and Lemma 2.4, we have
k1 − (k0 + n− 1)
ˆ = −
3
2
. (5.56)ni(c)
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−3T
2
iˆ(c) =
R+1∑
j=0
(−1)jMj 
R+1∑
j=0
(−1)j bj = −
R∑
2k−1=1
b2k−1 = −3(R − 1)2 . (5.57)
It implies
R − 1 T iˆ(c). (5.58)
But on the other hand, by (5.29) we have
R − T iˆ(c) =
(
−2T + 2
3∑
j=1
E(T σj )− 3
)
− T
(
−2 + 2
3∑
j=1
σj
)
= 2
2∑
j=1
(
E(T σj )− T σj
)− 3
= 2
2∑
j=1
(
1 − {T σj }
)− 3
< 1, (5.59)
which contradicts to (5.58) and completes the proofs in this subcase and Case 2-1.
Case 2-2. G = N1(−1,1).
In this case, by i(c) = 1 and Theorem 3.3, we have the iteration formula
i
(
cm
)= −m+ 2 2∑
j=1
E(mσj )− 2, ν
(
cm
)= 1 + (−1)m
2
, ∀m 1. (5.60)
Then we have n = n(c) = 2 and
i
(
cm
)= m (mod 2), ν(c2m−1)= 0 and ν(c2m)= 1, ∀m ∈ N. (5.61)
By Lemma 2.2, it yields k−0 (c2k) = k−0 (c2) = 0 for all k ∈ N. Because the iterates c2k−1 with
k ∈ N contribute only to the odd-th Morse-type numbers, we obtain
M2k = #
{
m ∈ N ∣∣ i(cm)= 2k}k−0 (c2)= 0. (5.62)
Together with the Morse inequality, it implies that for any k  1,
b2k−1 = M2k−1 = #
{
j ∈ N ∣∣ i(c2j )= 2k − 2}k−1 (c2)
+ #{j ∈ N ∣∣ i(c2j−1)= 2k − 1}. (5.63)
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in this case we must have
d = h = 2. (5.64)
Therefore (5.15) holds again by Lemma 2.6.
Let k1 ≡ k−1 (c2) ∈ {0,1}. Then by Lemma 2.4, we obtain
−1 − k1
2(2(σ1 + σ2)− 1) =
∑
1m2,0l1
(−1)i(cm)+lk	l (cm)
niˆ(c)
= B(2,2) = −3
2
,
which yields
σ1 + σ2 = 4 + k16 . (5.65)
Claim 4. k−1 (c2m) = k1 = 1 for all m ∈ N.
In fact, assume k1 = 0. Then all i(c2k) with k  1 have no contribution to the odd-th Morse-
type number M2j−1 with j ∈ N. In addition, by (5.65), we obtain 3(σ1 + σ2) = 2. Because both
of 3σ1 and 3σ2 are irrational, it yields [3σ1] + [3σ2] = 1. Thus by (5.60), we obtain i(c3) = 1.
Together with i(c) = 1, it yields M1  2. It contradicts to the fact M1 = b1 = 1 obtained from
(5.62), (5.63), (5.64) and Lemma 2.6. By Lemma 2.2, Claim 4 is proved.
Next we estimate i(cm) using Lemma 5.1. By Claim 4, (5.65) becomes
σ1 + σ2 = 56 . (5.66)
Then by Lemma 5.1 we obtain
[
5m
6
]
− 1 [mσ1] + [mσ2]
[
5m
6
]
, ∀m ∈ N. (5.67)
Thus by (5.60) and (5.9) for m = 6k ∈ N we obtain
i
(
c6k
)= −6k + 2([6k 5
6
]
− 1
)
+ 2 = 4k, ∀k ∈ N. (5.68)
By (5.60) and (5.67) for m = 6k + 1 ∈ N, we obtain
−(6k + 1)+ 2
([
(6k + 1)5
6
]
− 1
)
+ 2 i(c6k+1)−(6k + 1)+ 2[(6k + 1)5
6
]
+ 2.
That is,
4k − 1 i(c6k+1) 4k + 1, ∀k ∈ N0. (5.69)
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−(6k + 2)+ 2
([
(6k + 2)5
6
]
− 1
)
+ 2 i(c6k+2)−(6k + 2)+ 2[(6k + 2)5
6
]
+ 2.
It yields
4k  i
(
c6k+2
)
 4k + 2, ∀k ∈ N0. (5.70)
For m = 6k + 3 ∈ N, we obtain
−(6k + 3)+ 2
([
(6k + 3)5
6
]
− 1
)
+ 2 i(c6k+3)−(6k + 3)+ 2[(6k + 3)5
6
]
+ 2.
It yields
4k + 1 i(c6k+3) 4k + 3, ∀k ∈ N0. (5.71)
For m = 6k + 4 ∈ N, we obtain
−(6k + 4)+ 2
([
(6k + 4)5
6
]
− 1
)
+ 2 i(c6k+4)−(6k + 4)+ 2[(6k + 4)5
6
]
+ 2.
It yields
4k + 2 i(c6k+4) 4k + 4, ∀k ∈ N0. (5.72)
For m = 6k + 5 ∈ N, we obtain
−(6k + 5)+ 2
([
(6k + 5)5
6
]
− 1
)
+ 2 i(c6k+5)−(6k + 5)+ 2[(6k + 5)5
6
]
+ 2.
It yields also
4k + 3 i(c6k+5) 4k + 5, ∀k ∈ N0. (5.73)
Then using similar arguments in the proof of Claim 1, we have
Claim 5. i(c) = 1, i(c2) = 2, i(c3) = 3, i(c4) = 4, i(c5) = 5, i(c6) = 4, i(c7) 5.
In fact, (5.15) is crucial in the following. Note that c contributes a 1 to M1 = b1 = 1
by the facts i(c) = 1 and ν(c) = 0. Thus i(cm)  2 for all m  2. Then by Claim 4 and
(5.70)–(5.71) with k = 0 we obtain i(c2) 2 and i(c3) 3. Thus by (5.61) we obtain i(c2) = 2
and i(c3) = 3.
By (5.68) with k = 1 and (5.72)–(5.73) with k = 0, we obtain i(c6) = 4, i(c4) 4, i(c5) 5.
By Claim 4 and (5.15) we obtain i(c4) = 4 and i(c5) = 5.
Then by (5.69) with k = 1 we obtain i(c7) 5. Claim 5 is proved.
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M1 +M3 +M5. Thus by (5.15), (5.62)–(5.63) we obtain
6 =
5∑
j=0
bj =
5∑
j=0
Mj  7. (5.74)
Contradiction!
Case 2-3. G = N1(1, a) with a = 0 or 1.
In this case, by i(c) = 1 and Theorem 3.3 we have the formula
i
(
cm
)= 2 2∑
j=1
[mσj ] + 1, ν
(
cm
)= 2 − a, ∀m 1. (5.75)
Note that all i(cm) with m 1 are odd and non-decreasing in m. Because b1 = 1 when d = h = 2,
and b3 = 1 when d = 4 and h = 1, to generate the non-zero Morse-type number M1  b1 or
M3  b3, there must hold k0(c) + k+2 (c) = 1 and k+1 (c) = 0. Thus by the Morse inequality and
Lemmas 2.2 and 2.4, it yields
M2k = 0, M2k−1 = b2k−1, ∀k ∈ N0, (5.76)
σ1 + σ2 = −12B(d,h) . (5.77)
If d = 4 and h = 1, we have B(d,h) = −2/3 and b3 = b5 = b7 = 1 < 2 = b9 by Lemma 2.5.
In order to get M3 = b3 = 1, by i(c) = 1 and Lemma 2.2 it yields k+2 (cm) = k+2 (c) = 1 and
k0(cm) = k0(c) = k+1 (cm) = k+1 (c) = 0 for all m 1. Note that by (5.77) we have
σ1 + σ2 = 34 .
Thus [4σ1] + [4σ2] = 3 − 1 = 2 by Lemma 5.1. So we have i(c4) = 5 by (5.75). Thus we obtain
4
7∑
2j−1=3
M2j−1 =
7∑
2j−1=3
b2j−1 = 3,
a contradiction.
If d = h = 2, we have B(d,h) = −3/2 and b1 = 1 by Lemma 2.5. To generate M1 = b1 = 1,
we should have 1 = k0(c) = k0(cm) and 0 = k+1 (c) = k+2 (c) = k+1 (cm) = k+2 (cm) for all m ∈ N
by i(c) = 1 and Lemma 2.2. Notice that
σ1 + σ2 = 13
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Then by the monotone increasing of the Morse indices i(cm) in m, we obtain 3M1 = b1 = 1,
a contradiction.
This completes the proof of Step 2 for i(c) = 1.
Step 3. i(c) 2.
Because i(cm) i(c) for m 1 due to the Bott formula, to generate the non-trivial homology
Hd−1(ΛM,Λ0M;Q), then the Morse index of c must satisfy i(c) d − 1. Thus we must have
d = 4 and h = 1. In other words, the manifold is rationally homotopic to S4. We continue the
proof in two cases according to the value of i(c).
Case 3-1. i(c) = 2.
By Proposition 3.4, we must have G = N1(1,−1) in (5.4). Thus, by Theorem 3.3, we have
i
(
cm
)= 2([mσ1] + [mσ2])+ 2 and ν(cm)= 1, ∀m ∈ N. (5.78)
Thus in this case, we have i(cm) ∈ 2Z for all m ∈ N and are non-decreasing in m, and then
n = n(c) = 1. Thus by Lemma 2.4 we have the identity
−3
2
(
k0(c)− k+1 (c)
)= 2(σ1 + σ2) = iˆ(c) > 0, (5.79)
which implies k+1 (cm) = k+1 (c) = 1 and k0(cm) = 0 for all m  1 by Lemma 2.2. So (5.79)
becomes
σ1 + σ2 = 34 . (5.80)
By (5.9) in Lemma 5.1 we obtain [4σ1] + [4σ2] = 3 − 1 = 2, and then
i
(
c4
)= 2([4σ1] + [4σ2])+ 2 = 6. (5.81)
Thus by Theorem 3.13 we get
i
(
cm
)
 6, ∀m = 1,2,3,4. (5.82)
From the above discussion, for all integer k  0 we get
M2k = #
{
m 1: i
(
cm
)= 2k}k0(c) = 0, (5.83)
M2k+1 = #
{
m 1: i
(
cm
)= 2k}. (5.84)
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Lemma 2.5 again yield a contradiction:
−4
8∑
q=0
(−1)qMq 
8∑
q=0
(−1)qbq = −3. (5.85)
Case 3-2. i(c) 3.
Note that by Theorem 3.13 it yields i(cm+1) i(cm) for all m 1.
By Lemma 2.4, both σ1 and σ2 are linearly dependent over Q. Thus we must have A = 1 in
Theorem 3.21 and there exists some T ∈ 12nN with n = n(c) being the analytical period of c
such that
i
(
cm
)− i(cT ) i(c)+ p0 + p− + (q0 + q+)+ r − 2 ≡ ξ(c), ∀m T + 1, (5.86)
i
(
cT
)− i(cm) i(c)− r + p− + p0 + k − (q0 + q+) 0, ∀1m T − 1, (5.87)
where we used the fact k = 2 in Theorem 3.21.
Let τ−(m) = 1−(−1)m2 for any m ∈ N. Note that
ν
(
cn
)= 2(p0 + q0)+ 2(r − 2)+ p− + q+ + p+ + q−. (5.88)
From i(c) 3 and the fact r − 2 + p0 + q0 + p+ + q−  1, we get
ξ(c) = i(c)+ ν(cn)− (r − 2 + p0 + q0 + p+ + q−) ν(cn)+ 1 + τ−(i(cT )+ ν(cn)).
Then (5.86) becomes
i
(
cm
)− i(cT ) ν(cn)+ 1 + τ−(i(cT )+ ν(cn)), ∀m T + 1. (5.89)
Let R = i(cT ), ν¯ = ν(cT ) = ν(cn) and R˜ ≡ R + ν¯ + τ−(R + ν¯) ∈ 2Z. It follows from (5.87)
that all iterations cm with 1  m  T contribute only to the Morse-type numbers Mq for 0 
q  R + ν¯, and from (5.89) that all the iterations cm with m T + 1 do not contribute to these
Morse-type numbers Mq with 0 q R + ν¯. Thus it yields
R+ν¯∑
q=0
(−1)qMq =
∑
0qR+ν¯
1mT
(−1)q dimCq
(
E,cm
)
=
T∑
m=1
(
R+ν¯∑
q=0
(−1)i(cm)+(q−i(cm))k	(cm)q−i(cm)
(
cm
))
=
T∑( i(cm)+ν(cm)∑
(−1)i(cm)+(q−i(cm))k	(cm)q−i(cm)
(
cm
))m=1 q=0
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T∑
m=1
(
ν(cm)∑
lm=0
(−1)i(cm)+lmk	(cm)lm
(
cm
))
= T
n
∑
1mn
0lmν(cm)
(−1)i(cm)+lmk	(cm)lm
(
cm
)
= T iˆ(c)B(4,1), (5.90)
where we used (5.87) and (5.89) in the first equality, Lemma 2.1 in the second one, (i) of
Lemma 2.2 in the third and fourth ones, Lemma 2.3 in the fifth one, and Lemma 2.4 in the
sixth one.
In this case, by Lemma 2.5 only bqs with odd q  3 are non-zero. By (5.90), the Morse
inequality and Lemma 2.5 we obtain
T iˆ(c)B(4,1) =
R˜∑
j=0
(−1)jMj 
R˜∑
j=0
(−1)j bj = −
R˜−1∑
2q−1=1
b2q−1 
5 − 2R˜
3
. (5.91)
Here MR+ν¯+τ−(R+ν¯) = 0 by (5.87) and (5.89) when R + ν¯ is odd. This fact is used in the first
equality in (5.91) when R + ν¯ is odd. Note also that in the first inequality of (5.91), the evenness
of R˜ implies the availability of the Morse inequality.
On the other hand, by Lemma 2.4 we obtain
−t
n(s + 2(σ1 + σ2)+ qp )
= B(4,1) = −2
3
,
for some integers s, t , q and p, where we write q/p = θ3/π ∈ [0,1) ∩ Q with (p, q) = 1 when
q > 0 for the possible term R(θ3). From this identity we obtain
σ1 + σ2 = 3t4n −
s
2
− q
2p
= b
4n
for some integer b > 0, where we have used the fact p|n which follows from Definition 3.6 of
n = n(c). Thus according to the choice of T ∈ 12nN, by (5.10) we obtain
{T σ1} + {T σ2} = 1. (5.92)
Also note that (5.88) yields
ν
(
cn
)− (r − 2 + p− + p0 + q+ + q0) = p0 + q0 + p+ + q− + r − 2 1. (5.93)
By Theorem 3.3 and (5.92)–(5.93) we obtain that the integer on the right-hand side of (5.90)
satisfies
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3
(
i(c)+ p− + p0 − r + 2
r∑
j=1
σj
)
= −2
3
(
T
(
i(c)+ p− + p0 − r
)+ 2 r∑
j=1
E(T σj )− 2
)
= −2
3
(
i
(
cT
)+ r + p− + p0 + q+ + q0 − 2)
−2
3
(
R + ν(cn)− 1)
−2
3
(R˜ − 2), (5.94)
where the first equality follows from (3.9), the second equality follows from (5.92) and the fact
r∑
j=1
T σj =
r∑
j=1
([T σj ] + {T σj })= r∑
j=1
E(T σj )− 2 +
2∑
j=1
{T σj } =
r∑
j=1
E(T σj )− 1,
the third equality follows from (3.7) with m = T ∈ 2N, the first inequality follows from (5.93),
and the last inequality follows from the definition of R˜.
Now (5.91) and (5.94) yield a contradiction.
The proof of Theorem 1.2 is complete.
6. On compact simply connected reversible Finsler manifolds
In this section, we study closed geodesics on compact simply connected reversible Finsler
manifolds, including Riemannian manifolds, and give the proofs of the main Theorems 1.1
and 1.3 about closed geodesics on 4-dimensional compact simply connected reversible Finsler
manifolds.
For any reversible Finsler as well as Riemannian metric F on a compact manifold M , the
energy functional E is symmetric on every loop f ∈ ΛM and its inverse curve f−1 defined by
f−1(t) = f (1 − t). Thus these two curves have the same energy E(f ) = E(f−1) and play the
same roles in the variational structure of the energy functional E on ΛM . Specially, the m-th
iterates cm and c−m of a closed geodesic c and its inverse curve c−1 have precisely the same
Morse indices, nullities, and critical modules. Let n = n(c). So there holds
dimC∗
(
E,cm
)= dimC∗(E,c−m). (6.1)
Thus if c is the only geometrically distinct prime closed geodesic on M , then all the Morse type
numbers must be even, i.e.,
Mj ∈ 2N0, ∀j ∈ Z, (6.2)
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2
∑
0lmν(cm)
1mn
(−1)i(cm)+lmk	(cm)lm
(
cm
)= niˆ(c)B(d,h). (6.3)
From this consideration we get the following result.
Theorem 6.1. Theorems 4.3 and 4.4 hold for reversible Finsler (as well as Riemannian) metric
on the corresponding manifold (M,F) too. Therefore Theorem 1.1 holds.
Proof. The current version of Theorem 4.3 works in the reversible Finsler metric case without
any changes by the same reason as we have explained in Remark 7.1 of [31]. Note that now the
integer κ in (4.8) is even by the above reason.
For Claim 1 of Theorem 4.4 with a reversible Finsler metric on M , by the same reason, the
above proof of Theorem 4.4 works without any change and shows that the only geometrically
distinct prime closed geodesic c which cannot be rational in the reversible case.
For Theorem 4.4 with a reversible Finsler metric on M and only one geometrically distinct
prime closed geodesic c on M which is completely non-degenerate, the above proof of Claim 2
in Theorem 4.4 with minor modifications works too. In fact, Lemma 4.1 and (6.2) yields a much
simpler proof, because we get the following contradiction immediately
1 = bdh−1 = Mdh−1 ∈ 2N0, (6.4)
where dh = dimM . Therefore Claim 2 of Theorem 4.4 holds too in the reversible Finsler metric
case.
Thus Theorem 1.1 holds. 
Now we can give
The proof of Theorem 1.3. This proof is similar to that of Theorem 1.2 in Section 5. Next
we follow the classification used in the proof of Theorem 1.2 and indicate only some necessary
changes and omit the details.
Step 1. i(c) = 0.
Following the study in Step 1 of the proof of Theorem 1.2, we have i(c) = 0 and G =
N1(−1,1) in (5.4). By (6.1), the positive numbers 1/|B(d,h)| should be replaced by 2/|B(d,h)|
in (5.12). Then similar arguments yield (5.15), specially by (6.2) we obtain the following contra-
diction
1 = b1 = M1 ∈ 2N0, (6.5)
and then complete the proof in Step 1.
Step 2. i(c) = 1.
H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913 1911Case 2-1. As in the proof of Theorem 1.2, we distinguish two subcases.
Subcase 2-1-1. d = 4 and h = 1.
Replacing k+1 (cn) by 2k
+
1 (c
n) in (5.33), by the same proof we get Claim 2. Then replacing
cm by cm and c−m, cmn by cmn and c−mn in the paragraph below (5.36), instead of (5.37) and
(5.38), by (6.2) and (6.3) we obtain
R+1∑
j=0
(−1)jMj = 2T k1 − n+ 1
n
, (6.6)
2
k1 − (n− 1)
niˆ(c)
= −2
3
. (6.7)
Then using (6.6) and (6.7), the same proofs from (5.39) to (5.41) yield a contradiction.
Subcase 2-1-2. d = h = 2.
In this subcase, note that we have still (5.46) if k+2 (cn) = 1. Thus the contradiction 1 = b1 =
M1 ∈ 2N0 yields Claim 3.
Now as in the above Subcase 2-1-1, the proofs in (5.55) to (5.59) yield a contradiction.
Case 2-2. Similarly to (5.60)–(5.64), we obtain 1 = b1 = M1 ∈ 2N0, contradiction!
Case 2-3. In this case, from (5.76)–(5.77) and (6.2) we obtain the contradiction 1 = bd−1 =
Md−1 ∈ 2Z with d = 2 or d = 4.
Step 3. i(c) 2.
Case 3-1. i(c) = 2.
In this case G = N1(1,−1). By (6.3) the identity (5.80) now becomes
−3(k0(c)− k+1 (c))= 2(σ1 + σ2) = iˆ(c) > 0, (6.8)
with k0(c) = 0 and k+1 (c) = 1, and
σ1 + σ2 = 32 . (6.9)
By (5.79), this specially implies
M2k = 0, M2k+1 = b2k+1, ∀k ∈ N0.
Thus by Lemma 5.1 we obtain [2σ1] + [2σ2] = 3 − 1 = 2, and then
i
(
c2
)= 2([2σ1] + [2σ2])+ 2 = 6. (6.10)
1912 H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913Thus by the monotone increasing of i(cm) in m from Theorem 3.13, we obtain the following
contradiction
0 = M5 = b5  1.
Case 3-2. i(c) 3.
Because the contributions of c−m with m 1, similarly to (5.90) by (6.2) and (6.3) we obtain
R+ν¯∑
q=0
(−1)qMq = 2
∑
0qR+ν¯
1mT
(−1)q dimCq
(
E,cm
)
= 2T
n
∑
1mn
0lmν(cm)
(−1)i(cm)+lmk	(cm)lm
(
cm
)
= T iˆ(c)B(4,1). (6.11)
Then by the same proof of (5.91) and (5.94) we obtain a contradiction.
The proof of Theorem 1.3 is complete. 
Acknowledgment
The authors thank sincerely the referee for his/her careful reading of the manuscript and valu-
able comments.
References
[1] R. Abraham, Bumpy metrics, in: Global Analysis, Berkeley, 1968, in: Proc. Sympos. Pure Math., vol. 14, Amer.
Math. Soc., Providence, 1968, pp. 1–3.
[2] D.V. Anosov, Geodesics in Finsler geometry, in: Proc. I.C.M., Vancouver, B.C., 1974, vol. 2, Montreal, 1975,
pp. 293–297 (in Russian); Amer. Math. Soc. Transl., vol. 109, 1977, pp. 81–85.
[3] W. Ballmann, G. Thobergsson, W. Ziller, Closed geodesics on positively curved manifolds, Ann. of Math. 116
(1982) 213–247.
[4] W. Ballmann, G. Thobergsson, W. Ziller, Existence of closed geodesics on positively curved manifolds, J. Differ-
ential Geom. 18 (1983) 221–252.
[5] V. Bangert, Geodätische Linien auf Riemannschen Mannigfaltigkeiten, Jahresber Deutsch. Math.-Verein. 87 (1985)
39–66.
[6] V. Bangert, On the existence of closed geodesics on two-spheres, Internat. J. Math. 4 (1993) 1–10.
[7] V. Bangert, W. Klingenberg, Homology generated by iterated closed geodesics, Topology 22 (1983) 379–388.
[8] V. Bangert, Y. Long, The existence of two closed geodesics on every Finsler 2-sphere, Math. Ann. 346 (2010)
335–366.
[9] G.D. Birkhoff, Dynamical Systems, revised ed., Amer. Math. Soc. Colloq. Publ., vol. 9, Amer. Math. Soc., New
York, 1966.
[10] R. Bott, On the iteration of closed geodesics and the Sturm intersection theory, Comm. Pure Appl. Math. 9 (1956)
171–206.
[11] K.C. Chang, Infinite Dimensional Morse Theory and Multiple Solution Problems, Birkhäuser, Boston, 1993.
[12] H. Duan, Y. Long, Multiple closed geodesics on bumpy Finsler n-spheres, J. Differential Equations 233 (2007)
221–240.
H. Duan, Y. Long / Journal of Functional Analysis 259 (2010) 1850–1913 1913[13] H. Duan, Y. Long, Multiplicity and stability of closed geodesics on bumpy Finsler 3-spheres, Calc. Var. Partial
Differential Equations 31 (2008) 483–496.
[14] A.I. Fet, A periodic problem in the calculus of variations, Dokl. Akad. Nauk SSSR 160 (1965) 287–289.
[15] J. Franks, Geodesics on S2 and periodic points of annulus diffeomorphisms, Invent. Math. 108 (1992) 403–418.
[16] A. Granville, Z. Rudnick, Uniform distribution, in: A. Granville, Z. Rudnick (Eds.), Equidistribution in Number
Theory, An Introduction, in: Nato Sci. Ser., Springer, 2007, pp. 1–13.
[17] D. Gromoll, W. Meyer, Periodic geodesics on compact Riemannian manifolds, J. Differential Geom. 3 (1969) 493–
510.
[18] G.H. Hardy, E.M. Wright, An Introduction to the Theory of Numbers, sixth ed., Oxford University Press, 2008.
[19] N. Hingston, Equivariant Morse theory and closed geodesics, J. Differential Geom. 19 (1984) 85–116.
[20] N. Hingston, On the growth of the number of closed geodesics on the two-sphere, Int. Math. Res. Not. 9 (1993)
253–262.
[21] N. Hingston, On the length of closed geodesics on a two-sphere, Proc. Amer. Math. Soc. 125 (1997) 3099–3106.
[22] H. Hofer, K. Wysocki, E. Zehnder, Finite energy foliations of tight three-spheres and Hamiltonian dynamics, Ann.
of Math. 157 (2003) 125–257.
[23] L.K. Hua, Introduction to Number Theory, Springer-Verlag, 1982.
[24] A.B. Katok, Ergodic properties of degenerate integrable Hamiltonian systems, Izv. Akad. Nauk SSSR 37 (1973) (in
Russian); Math. USSR-Isv. 7 (1973) 535–571.
[25] W. Klingenberg, Riemannian Geometry, second ed., Walter de Gruyter, Berlin, 1995.
[26] C. Liu, The relation of the Morse index of closed geodesics with the Maslov-type index of symplectic paths, Acta
Math. Sin. 21 (2005) 237–248.
[27] Y. Long, Bott formula of the Maslov-type index theory, Pacific J. Math. 187 (1999) 113–149.
[28] Y. Long, Precise iteration formulae of the Maslov-type index theory and ellipticity of closed characteristics, Adv.
Math. 154 (2000) 76–131.
[29] Y. Long, Index Theory for Symplectic Paths with Applications, Progr. Math., vol. 207, Birkhäuser, 2002.
[30] Y. Long, Multiplicity and stability of closed geodesics on Finsler 2-spheres, J. Eur. Math. Soc. 8 (2006) 341–353.
[31] Y. Long, H. Duan, Multiple closed geodesics on 3-spheres, Adv. Math. 221 (2009) 1757–1803.
[32] Y. Long, C. Zhu, Closed characteristics on compact convex hypersurfaces in R2n, Ann. of Math. 155 (2002) 317–
368.
[33] L.A. Lyusternik, A.I. Fet, Variational problems on closed manifolds, Dokl. Akad. Nauk SSSR (N.S.) 81 (1951)
17–18 (in Russian).
[34] H. Matthias, Zwei Verallgeneinerungen eines Satzes von Gromoll und Meyer, Bonner Math. Schriften 126 (1980).
[35] M. Morse, Calculus of Variations in the Large, Amer. Math. Soc. Colloq. Publ., vol. 18, Amer. Math. Soc., Provi-
dence, RI, 1934.
[36] H.-B. Rademacher, On the average indices of closed geodesics, J. Differential Geom. 29 (1989) 65–83.
[37] H.-B. Rademacher, Morse Theorie und geschlossene Geodatische, Bonner Math. Schriften 229 (1992).
[38] H.-B. Rademacher, Existence of closed geodesics on positively curved Finsler manifolds, Ergodic Theory Dynam.
Systems 27 (2007) 957–969.
[39] H.-B. Rademacher, The second closed geodesic on Finsler spheres of dimension n > 2, Trans. Amer. Math. Soc. 362
(2010) 1413–1421.
[40] H.-B. Rademacher, The second closed geodesic on the complex projective plane, Front. Math. China 3 (2008)
253–258.
[41] M. Vigué-Poirrier, D. Sullivan, The homology theory of the closed geodesic problem, J. Differential Geom. 11
(1976) 633–644.
[42] B. Wilking, Index parity of closed geodesics and rigidity of Hopf fibrations, Invent. Math. 144 (2001) 281–295.
[43] W. Ziller, The free loop space of globally symmetric spaces, Invent. Math. 41 (1977) 1–22.
[44] W. Ziller, Geometry of the Katok examples, Ergodic Theory Dynam. Systems 3 (1982) 135–157.
