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Abstract
Aschbacher’s Theorem [1] subdivides maximal subgroups of the classical
groups and their almost simple extensions into nine classes, denoted C1, . . . , C9. The
first eight of these classes contain the so-called ‘geometric-type’ subgroups. Mem-
bers of these classes have been classified fully for classical groups in dimensions 13
and higher in [33], and in the low-dimensional case in [8]. Class C9, or S, consists of
groups which are almost simple modulo their centre. There is currently no descrip-
tion of all members of this class in all dimensions. In [8], the authors describe all
members of class S in dimensions up to 12, and in [48] the author describes these
in dimensions 13− 15. In this thesis, we will extend these results to determine the
members of class S in dimensions 16 and 17 (and thus all maximal subgroups of
classical groups in these dimensions) except in the case of the orthogonal groups
where some results are conjectured.
Chapter 1 provides background information, including the subdivision of
class S into subclasses S1 and S2. Chapters 3 and 4 describe the members of S1 and
S2 respectively for 16- and 17-dimensional classical groups, and Chapter 6 describes
containments between these classes. The list of maximal subgroups is summarised
in Chapter 7.
We also provide some general results which can be applied to members of
class S in classical groups of other dimensions. Chapter 2 discusses results which
can be applied to a class of S2-candidate subgroups whose field automorphism is
induced by a permutation matrix. In Chapter 5 we provide a construction of the
natural representation of the spin and half-spin groups and their normalisers.
ix
Chapter 1
Background
1.1 Introduction
The purpose of this thesis is to prove the following theorem.
Theorem 1.1.1. Let q be a prime power, let n ∈ {16, 17} and let Ω be a quasisimple
group equal to one of SLn(q),SUn(q),Spn(q) or Ω

n(q). Let G be an almost simple
extension of Ω = Ω/Z(Ω). Further, if Ω = Ωn(q) with (n, ) ∈ {(16,+), (17, ◦)},
assume additionally that Conjecture 2.3.3 holds and that G < CGOn(q). Then rep-
resentatives of the conjugacy classes of maximal subgroups of G that do not contain
Ω are as specified in the appropriate table in Chapter 7.
In the case where Ω = Ωn(q), we can also describe precisely the situations
where the structure of maximal subgroups is conjectured.
• For Ω = Ω◦17(p2) when p ≡ ±2 mod 5, the class stabiliser of the S1-candidate
subgroup L2(16)2 in the full automorphism group of Ω is conjectured to be
〈φ〉 when p ≡ ±1 mod 8 and 〈φδ〉 when p ≡ ±3 mod 8.
• For Ω = Ω+16(q), we have:
– The field automorphism of order 4 of the S2-candidate subgroup G =
L2(q
4).4 is realisable over Ω if Conjecture 2.3.3 is true; otherwise, it is
also possible that the field automorphism of order 4 is induced by δ′ and
the S2-candidate subgroup is L2(q4).2. It is also conjectured that the
field automorphism φΩ of Ω induces the field automorphism φG of G.
– Similarly, the field automorphism of order 2 of the S2-candidate subgroup
S4(q
2).2 is realisable over Ω if Conjecture 2.3.3 is true; otherwise, it is
also possible that the field automorphism of order 2 is induced by δ′ and
1
the S2-candidate subgroup is S4(q2). It is also conjectured that the field
automorphism φΩ of Ω induces the field automorphism φG of G.
To prove Theorem 1.1.1, we will follow closely the approach of the authors in
[8]. The main focus of this thesis will be to classify the groups in Class C9, otherwise
known as S, in Aschbacher’s theorem, since groups in the remaining Aschbacher
classes (the geometric-type subgroups) have been determined in [33].
In the remainder of this chapter, we will introduce aspects of the theory
that we will require for the computations in later chapters, including defining the
terms used in Theorem 1.1.1. We will provide an introduction to classical groups, as
well as Aschbacher’s theorem. We will also introduce the results we need regarding
simple groups, finite fields, representation theory and number theory.
In Chapter 2, we introduce a family of members of Class S2 known as rewrit-
ten tensor field groups. Such groups have a field automorphism which is induced
by a conjugate of a permutation matrix, and in this chapter we compute the deter-
minant and (assuming an additional conjecture) spinor norm/quasideterminant of
such permutation matrices with respect to a particular form in full generality.
In Chapter 3, we classify the S1-candidates, one of the sub-classes of the
Aschbacher class S. We first describe the general approach and theory as given
in [8, Chapter 4], before describing in detail the candidate S1-maximal subgroups
in dimensions 16 and 17 (for expository purposes we provide the computations in
dimension 17 first, since these are generally more straightforward).
In Chapter 4, we perform similar computations for the S2-candidates. We
again provide an introduction to the theory required following [8, Chapter 5], in-
cluding a brief introduction to highest weight theory, before again giving a detailed
construction of all the candidate S2-maximal subgroups.
In Chapter 5, we provide an explicit construction of the spin and half-spin
representations and their extensions by automorphisms, by building these represen-
tations from the corresponding spin and half-spin representations of smaller groups,
and verifying correctness using the Curtis-Steinberg-Tits presentation. We consider
these groups as S2-candidate subgroups of certain classical groups and perform the
computations as in Chapter 4 in a more general setting. We also provide a Magma
implementation of this construction.
In Chapter 6, we check containments between the geometric-type subgroups
and the groups in classes S1 and S2. Finally, in Chapter 7 we summarise the maximal
subgroups.
2
1.2 Notation
The notation we use will be consistent with [8], and we refer the reader to
[8, Section 1.2] for a full description of the standard notation required. We will
introduce any non-standard notation as it is required.
For a group G and group elements g, h ∈ G, we write gh = h−1gh and
[g, h] = g−1h−1gh.
Throughout, all vectors will be row vectors and matrices will typically act
on vector spaces via a right action.
For integers a and b, we denote a mod b by a(b).
By H < G, we mean that H is a subgroup of G, allowing the possibility that
H = G. If we explicitly wish to rule out the latter possibility we will use H  G.
Our notation for groups, especially simple groups and group extensions, fol-
low the Atlas notation as given in [12]. In particular, An and Sn will refer to the
alternating and symmetric group respectively. Sometimes we will consider An and
Sn as acting on a particular set X; when this is important, we will use the alternative
notation Alt(X) and Sym(X). In the special case where X = {1, . . . , n}, the natural
An- or Sn-set, we will denote these groups by Alt(n) and Sym(n) respectively, to
emphasise that we are considering the natural permutation action of these groups.
There may be some possibility of confusion between notation for the alter-
nating group on n points and the Dynkin diagram for SLn+1(q); to avoid this, we
will denote simple Lie algebras in gothic font, for instance An.
1.3 First definitions and motivation
Definition 1.3.1. A subgroup M of a group G is maximal if M 6= G and there
exists no other subgroup N < G such that M  N  G.
Understanding maximal subgroups is useful for a number of reasons. We will
briefly illustrate two.
Firstly, there is the following obvious consequence of the definition, which
nonetheless is useful to state.
Lemma 1.3.2. Let S < G be any subgroup, with S 6= G. Then S < M for some
maximal subgroup M of G.
Thus, understanding all subgroups of G is equivalent to understanding all
subgroups of maximal subgroups of G.
The second application is to understanding permutation representations of
groups.
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Definition 1.3.3. Let G act on a set X, with the action of g ∈ G on x ∈ X denoted
by xg.
• The action is transitive if, for every x, y ∈ X, there exists an element g ∈ G
such that xg = y.
• A block for the action is a nonempty subset B ⊂ X such that for any g ∈ G,
either Bg = B or Bg ∩B = ∅.
• The action is primitive if it is transitive and the only blocks B of the action
satisfy either B = X or |B| = 1.
Lemma 1.3.4. [46, Theorem 9.15] Let G act transitively on a set X. Then the ac-
tion of G on X is primitive if and only if for every x ∈ X, the stabiliser StabG(x) =
{g ∈ G|xg = x} is a maximal subgroup of G.
An immediate consequence of the above lemma is that, for a given group
G, there are only finitely many sets X that G acts upon primitively (up to equiva-
lence). Indeed, there is a one-to-one correspondence between primitive permutation
representations and conjugacy classes of maximal subgroups, since if we are given a
maximal subgroup M < G, G acts primitively on the set of cosets {Mg : g ∈ G}, a
set of size |G : M |. Hence, we can understand all primitive permutation representa-
tions of G by understanding its maximal subgroups.
1.4 Simple groups
Finding all maximal subgroups of classical groups relies heavily on under-
standing simple groups. In this section we provide a very brief introduction to some
of the theory we will require. For a more detailed introduction to the simple groups,
see [59].
Definition 1.4.1. A group G is simple if it has precisely two normal subgroups; 1
and G.
Simple groups are of interest since every group can be said to be “built” from
simple groups.
Definition 1.4.2. A maximal normal subgroup H of a group G is a normal subgroup
of G such that H 6= G and there are no other normal subgroups N of G such that
H  N  G; equivalently, such that G/H is simple.
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A composition series for G is a series of subgroups
G = G0 > G1 > . . . > Gr = 1
where each Gi+1 is a maximal normal subgroup of Gi.
The composition factors of a group G are the simple groups
G0/G1, . . . , Gr−1/Gr.
A priori the composition factors of a group may appear to depend on the
choice of composition series; however the next theorem shows that this is not the
case.
Theorem 1.4.3 (Jordan-Ho¨lder Theorem). [46, Theorem 5.12] Let G be a group,
and suppose that we have two composition series for G, namely G = G0 > G1 >
. . . > Gr = 1 and G = H0 > H1 > . . . > Hs = 1. Then r = s and there is a bijection
between the multisets of simple groups {Gi/Gi+1} and {Hi/Hi+1}.
Hence to each group G we can associate a list of simple groups, namely its
composition factors. The converse is not true; the composition factors of a group do
not generally determine G. The question of determining all groups with a certain set
of composition factors is known as the extension problem and is an open problem.
A very important result, and one that plays a crucial part in many areas
of finite group theory, is the classification of finite simple groups (CFSG). The
classification was a collaborative effort by hundreds of mathematicians over several
decades and thousands of journal pages.
Theorem 1.4.4 (CFSG). Let G be a finite simple group. Then G is isomorphic to
one of the following groups:
• Cp, a cyclic group of prime order;
• An, the alternating group on n ≥ 5 points;
• a group of Lie type; or
• one of 26 sporadic simple groups.
The unique nonabelian simple composition factor of the classical groups are
examples of simple groups of Lie type, and will be the main area of focus for us. See
[59, Chapter 2] for more information on the alternating groups, [59, Chapter 4] for
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information on the exceptional groups of Lie type, and [59, Chapter 5], [19, Chapter
5.3] or [21] for more information on the sporadic groups.
We will also provide two further definitions closely related to simplicity in
the following sections.
1.4.1 Quasisimple groups and the Schur multiplier
Definition 1.4.5. A group G is perfect if it has no nontrivial abelian quotients
(equivalently, G is equal to its commutator subgroup [G,G]).
A group G is quasisimple if it is perfect, and G/Z(G) is a nonabelian simple
group. In other words, G is a perfect central extension of a nonabelian simple group.
We will follow the notational standard of the Atlas [12] and denote the
quasisimple groupG by Z ·S, where Z = Z(G) andG/Z = S, where S is a nonabelian
simple group.
Closely related to the notion of a quasisimple group is the Schur multiplier.
Definition 1.4.6. Let G and K be groups, with K abelian. Then a stem extension
of G by K is a group C with a normal subgroup K such that C/K ∼= G and
K < Z(C) ∩ [C,C].
The following theorems are well-known.
Theorem 1.4.7 (Schur, 1904). [46, Theorem 7.66] For any group G, there exists a
largest group M(G) such that a stem extension of G by M(G) exists.
Theorem 1.4.8. [46, Theorem 11.11, Corollary 11.12] If G is perfect, then the
stem extension of G by M(G) is uniquely defined up to isomorphism, and any stem
extension of G by any other group K is a quotient of this extension by a subgroup
of M(G). Further, the stem extension of G by M(G) is also perfect.
Definition 1.4.9. The group M(G) as given in Theorem 1.4.7 is the Schur multi-
plier of G.
Remark 1.4.10. The Schur multiplier is defined formally using homological alge-
bra; see for instance the definition in [46, Chapter 7, p.201], although we will not
require this definition in this thesis.
If S is a nonabelian simple group, then applying Theorem 1.4.8 gives us that
there exists a largest quasisimple group whose nonabelian composition factor is S.
The Schur multipliers of the finite simple groups are known; see [19, Theorem
5.2.3] for Schur multipliers of the alternating groups, [19, Section 6.1] for Schur
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mulitipliers of the groups of Lie type (including the classical groups) and [19, Section
5.3] or [12] for Schur multipliers of the sporadic simple groups.
For general finite groups G, stem extensions of G by M(G) are only defined
up to isoclinism, as defined in Section 1.4.3.
1.4.2 Almost simple groups
Note that if S is a nonabelian simple group, then we have an isomorphism
S ∼= Inn(S), the group of inner automorphisms of S induced by conjugation by
elements of S. Hence we can consider S as a subgroup of its full automorphism
group Aut(S).
Definition 1.4.11. A group G is almost simple if there exists a nonabelian simple
group S such that S ≤ G ≤ Aut(S).
We again follow the notational convention of the Atlas. If S is a simple
group and H < Out(S), then we denote an extension of H by S (i.e. a group G
with a normal subgroup S such that G/S ∼= H) by S.H, and will refer to G as an
almost simple extension of S. If H is generated by a single automorphism α we will
often denote this group by S.α.
Often we will be considering groups G such that G/Z(G) is almost simple;
alternatively, we can think of G as having a normal subgroup H which is quasisimple.
Since H is not simple it would not be correct to refer to G as an almost simple
extension of H; instead we will refer to G as an extension of H by automorphisms.
1.4.3 Isoclinism
Here, we follow the definitions as given in [12, Section 6.7].
Definition 1.4.12. Two groups G and H are isoclinic if there are isomorphisms
between G/Z(G) and H/Z(H), and between [G,G] and [H,H], which commute with
the commutator map.
Remark 1.4.13. Equivalently, G and H are isoclinic if there exists a larger group
K such that G < K, H < K and K is generated by Z(K) and G, and also by Z(K)
and H. In other words, we can enlarge the centres of G and H to get isomorphic
groups.
Example 1.4.14. 1. All abelian groups are isoclinic; indeed, if G and H are
abelian then G/Z(G), H/Z(H), [G,G] and [H,H] are all trivial. For the alter-
nate characterisation as given in Remark 1.4.13, G and H are both subgroups
of the abelian group G×H.
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2. D8 and Q8 are isoclinic. Indeed, take i to be an element of a field such that
i2 = −1, and let g1 = diag(i,−i) and g2 be the permutation matrix given by
the permutation (1, 2). Then 〈g1, g2〉 ∼= D8 and 〈g1, ig2〉 ∼= Q8, and both are
subgroups of the group of order 16 generated by 〈g1, g2, iI〉.
3. Suppose G is a nonabelian simple group with Schur multiplier of even order
and an outer automorphism of order 2, and suppose we have a faithful repre-
sentation of the corresponding group H+ = 2·G.2. Suppose as before that i
is an element of the field such that i2 = −1. Then H+ is generated by 2·G
and a matrix h ∈ H+ \ 2·G. There is another extension generated by 2·G and
ih. This group, which we denote H−, is isoclinic to H+ as both embed inside
the group generated by 2·G, h and iI, although H+ and H− are not generally
isomorphic. For groups such as these, the character tables in [12] record only
one of these groups. For instance, the character χ9 of 2
·A5.2 as given in [12, p.
2] gives rise to a representation of 2− ·A5.2 by multiplying the character values
on 2·A5.2 \ 2·A5 by i2, giving a character which takes values r2 on elements
in the conjugacy class 4A. Thus, when considering representations of such
groups we will need to consider the possibility of isoclinic variants.
1.5 Finite fields
We provide a brief introduction to the aspects of finite field theory we will
need for this thesis. We will use these results without further reference throughout.
The classification of all finite fields is well-known; see for instance [11, The-
orem 7.8.2] for a proof of the following theorem.
Theorem 1.5.1 (Moore, 1893). For each prime p and each e ≥ 1 there is exactly
one field of q = pe elements (up to isomorphism), and these are the only finite fields.
For example, the finite field Fp of order p is Z/pZ. More generally, one can
obtain a finite field of order pe via the quotient of the polynomial ring Fp[x] by the
ideal generated by an irreducible polynomial of degree e. We will denote the finite
field of order q by Fq.
Definition 1.5.2. For a field F, F∗ = F \ {0} denotes the set of units of F, and is
an abelian group under multiplication.
Theorem 1.5.3. [11, Theorem 7.7.3] Let q = pe for p prime. Then every element
x of Fq satisfies xq = x, and the multiplicative group F∗q is cyclic of order q − 1.
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Definition 1.5.4. Let ν denote a generator of the cyclic group F∗q . Then ν is said
to be a primitive element of F∗q .
We will also refer to ν as a primitive element of Fq.
Lemma 1.5.5. Let e, f be positive integers such that f |e, and let ν denote a primi-
tive element of Fpe. Then there is an embedding of Fpf into Fpe, with Fpf generated
by ν
pe−1
pf−1 , which is a primitive element of Fpf .
Proof. It is straightforward to check that the element ν
pe−1
pf−1 has order pf − 1 and
generates a field of order pf , which by uniqueness of finite fields must be Fpf .
At various stages we will need to consider whether an element x ∈ Fq is an
n-th power of an element of Fq.
Definition 1.5.6. Let n and q be integers. Write n = qαt with q - t. Then α is
said to be the q-part of n, and is denoted νq(n).
Lemma 1.5.7. Let ν be a primitive element of Fq. Then νk has odd order if and
only if ν2(q − 1) ≤ ν2(k).
Proof. (νk)
q−1
(q−1,k) = νlcm(q−1,k) = 1, and by definition of the lowest common multiple
this is the smallest such power; hence νk has order q−1(q−1,k) . The result follows.
Lemma 1.5.8. Let ν be a primitive element of Fq. Then νk is a 2n-th power if and
only if min{n, ν2(q − 1)} ≤ ν2(k).
Proof. Clearly if 2n|k then νk is expressible as a 2n-th power. Otherwise, if νk has
odd order then it generates a multiplicative subgroup of F∗q of odd order, and the
squaring map is an automorphism on such a group. Hence if νk has odd order, it
is a 2r-th power for any r ≥ 1. By Lemma 1.5.7 νk has odd order if and only if
ν2(q − 1) ≤ ν2(k). Hence νk is a 2n-th power if n ≤ ν2(k) or ν2(q − 1) ≤ ν2(k).
Conversely, if neither of the previous conditions hold then νk/ν2(k) has even order
and is raised to an odd power; hence it cannot be a square and so νk cannot be a
2n-th power.
The automorphism group of Fpe is also easy to determine.
Definition 1.5.9. The map Fpe → Fpe mapping a 7→ ap is called the Frobenius
mapping.
Lemma 1.5.10. [11, Theorem 7.8.3] The automorphism group of Fpe is cyclic of
order e, and is generated by the Frobenius mapping.
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1.6 Classical groups
In this section, we will introduce the various types of classical group, and
their outer automorphism groups.
We first introduce some notation. If A is an a× b matrix, with (i, j)-th entry
given by ai,j , we will write A = (ai,j)a×b. If a and b are clear from the context we
will just write A = (ai,j).
By E
(n)
i,j , we mean the n × n matrix with a 1 in the (i, j)-th entry and 0
everywhere else. If n is clear from the context we will write Ei,j .
Throughout this section, let q = pe be a prime power.
1.6.1 Direct and anti-direct products
The following notation will be used frequently, especially when considering
forms.
Definition 1.6.1. A diagonal matrix, denoted diag(a1, . . . , an), has the form
a1
a2 0
. . .
0 an−1
an

.
An anti-diagonal matrix, denoted antidiag(a1, . . . , an), has the form
an
0 an−1
. .
.
a2 0
a1

.
Definition 1.6.2. Let A = (ai,j) be a matrix. The transpose of A, denoted A
T ,
is its reflection through the diagonal; i.e. AT = (aj,i). If A is an n × n matrix,
the anti-transpose of A is its reflection through the anti-diagonal; i.e. the matrix
(an+1−i,n+1−j).
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Definition 1.6.3. Let A and B be n× n matrices over the same field F. Then:
• The direct sum of A and B, denoted A⊕B, is the matrix[
A 0
0 B
]
.
• The anti-direct sum of A and B, denoted A ⊕̂ B, is the matrix[
0 B
A 0
]
.
Remark 1.6.4. Clearly, the direct sum of two diagonal matrices is diagonal, and
the anti-direct sum of two anti-diagonal matrices is anti-diagonal.
The following lemma is immediate from the definitions:
Lemma 1.6.5. Suppose A,B,C,D are square matrices of the same dimension over
the same field. Then:
(A⊕B)(C ⊕̂ D) = BC ⊕̂ AD.
(A ⊕̂ B)(C ⊕D) = AC ⊕̂ BD.
(A ⊕̂ B)(C ⊕̂ D) = BC ⊕AD.
1.6.2 Forms
In order to define classical groups, we will first introduce the concept of a
form.
Definition 1.6.6. Let f = (fi,j) ∈ Mn(F). Then:
• f is symmetric if fT = f .
• f is anti-symmetric if fT = −f .
• f is alternating or symplectic if f is anti-symmetric and all of its diagonal
entries are 0.
• f is σ-hermitian for some σ ∈ Aut(F) if fT = fσ, where fσ = (fσi,j).
We will often refer to f as a symmetric/anti-symmetric/alternating/σ-hermitian
form. The first three are also said to be bilinear forms.
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If f ∈ GLn(F) (i.e. f is invertible) then f is said to be non-degenerate;
otherwise, f is degenerate.
Definition 1.6.7. Let F be a field, f be a form on Fn, and g ∈ GLn(F). We say
that g preserves the form f up to scalars if there exists λ ∈ F∗ such that:
• If f is symmetric or anti-symmetric, then gfgT = λf ;
• If f is σ-hermitian, then gfgσT = λf .
If λ = 1, we say that g preserves the form f .
IfH < GLn(F), thenH preserves f up to scalars (respectivelyH preserves f)
provided every h ∈ H preserves f up to scalars (respectively every h ∈ H preserves
f).
If g ∈ GLn(F) preserves f up to scalars then we say that g is a similarity of
f . If g preserves f then we say that g is an isometry of f .
Proposition 1.6.8. Let G < GLn(F) preserve a symmetric (respectively anti-
symmetric) form f , and c ∈ GLn(F). Then Gc preserves the symmetric (respectively
anti-symmetric) form c−1fc−T .
Proof. Let g ∈ G. Then:
(c−1gc)(c−1fc−T )(c−1gc)T = (c−1gc)(c−1fc−T )(cT gT c−T )
= c−1gfgT c−T
= c−1fc−T
so that c−1gc preserves c−1fc−T . Also, if fT = ±f , then (c−1fc−T )T = c−1fT c−T =
±c−1fc−T , so that c−1fc−T and f are bilinear forms of the same type.
Proposition 1.6.9. Let G < GLn(F) preserve a σ-hermitian form f , and c ∈
GLn(F). Then Gc preserves the σ-hermitian form c−1fc−σT .
Proof. Similar to Proposition 1.6.8.
Definition 1.6.10. Let f and f ′ be forms over the same field F, with σ a field
automorphism of F if f is σ-hermitian and σ the trivial field automorphism other-
wise. Then f and f ′ are isometric if there exists a matrix c ∈ GLn(F) such that
f ′ = c−1fc−σT .
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1.6.3 Extensions of classical groups
Remark 1.6.11. Typically, a finite classical group G will be the group of matrices
in GLn(q) that preserve a given form f . Together with G, we can associate a chain
of groups Ω < S < G < C < Γ < A, as described below:
• G is the general group, the group of matrices preserving a form f ; in other
words the group of isometries of f .
• S is the special group consisting of matrices preserving the form with deter-
minant 1.
• Ω is equal to S except in the orthogonal case, and is usually quasisimple except
in a few small cases. We will make both of these statements precise later.
• C is the conformal group consisting of matrices preserving the form up to
scalars; in other words, the group of similarities of the form. In the natural
representation this is the largest group in the chain that occurs as a subgroup
of GLn(q).
• Γ is the conformal semilinear group, which is usually the extension of C by
field automorphisms of Ω.
• A = Γ except in the linear case.
These groups will be defined precisely in the sections corresponding to the
relevant classical groups. Often we will suppress mention of the form f , and in the
following subsections we will describe the standard form preserved by each family of
classical groups; whenever a classical group is introduced hereafter, we will assume
that it preserves the standard form unless stated otherwise.
Throughout, adding the prefix P to a group name will denote the projective
version of that group; that is, PX will denote the quotient of the group X by its
centre Z(X). This may also be denoted by X.
Remark 1.6.12. We will not give a formal definition of what is meant by a classical
group in this thesis, but will use the term in line with the usage in [8, p. x]. Thus,
we will describe H as a classical group if we have Ω < H < A with Ω and A as
in Remark 1.6.11 for any of the families of groups described in Sections 1.6.4-1.6.7.
The term will also be used for the quotient of H by any subgroup of scalar matrices
of H.
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One automorphism that we will refer to frequently is the Frobenius automor-
phism.
Definition 1.6.13. Let G = GLn(p
e). The Frobenius automorphism φ ∈ Aut(G)
is the automorphism mapping (gi,j) to (g
p
i,j). Likewise, for r < e we define the
pr-power Frobenius automorphism to be φr.
Note that the Frobenius automorphism is obtained by applying the Frobenius
mapping as defined in Definition 1.5.9 to each entry of g ∈ G.
In the following sections we will also construct the outer automorphism
groups of each of the classical groups; the computations and notation throughout
are due to [8, Section 1.7] unless cited otherwise. For each family of classical groups,
we will also detail our notation for each of the groups Ω, S, G, C, Γ and A as given
in Remark 1.6.11.
1.6.4 Linear groups
Construction
The general linear group G = GLn(q) is the most straightforward example of
a classical group. It is sometimes convenient to think of G as the group of invertible
matrices preserving the degenerate bilinear form f = 0; viewed in this way, it is
clear that the conformal linear group C is equal to the general linear group G.
G contains S = SLn(q) as a subgroup.
Theorem 1.6.14. [59, Section 3.3.2] The group PSLn(q) = SLn(q)/Z(SLn(q)) is
simple unless (n, q) = (2, 2) or (2, 3).
We denote the group PSLn(q) by Ln(q).
Automorphisms
We now discuss the outer automorphism group of Ln(q). We give explicit
generators for each generator of Out(Ln(q)), viewed as an element of Aut(Ln(q)).
We will often abuse notation and use the same symbol for the element of Out(Ln(q))
and Aut(Ln(q)).
• δ is a diagonal automorphism, induced by diag(ν, 1, . . . , 1) where ν is a primi-
tive element of F∗q . Projectively this extends Ln(q) to PGLn(q).
• φ is a field automorphism, in this case the Frobenius automorphism as intro-
duced in Definition 1.6.13. Projectively this extends PGLn(q) to PΓLn(q).
14
• γ is a graph automorphism, sending g to g−T . Projectively this extends
PΓLn(q) to the full automorphism group Aut(Ln(q)). This is only outer for
n ≥ 3.
We also give a presentation of the outer automorphism group of Ln(q).
Out(L2(q)) = 〈δ, φ | δ(q−1,2) = φe = [δ, φ] = 1〉.
Out(Ln(q)) = 〈δ, γ, φ | δ(q−1,n) = γ2 = φe = [γ, φ] = 1, δγ = δ−1, δφ = δp〉 for n ≥ 3.
1.6.5 Unitary groups
Construction
Let σ be the field automorphism of Fp2e of order 2 (the q-power Frobenius
automorphism), and let f be a non-degenerate σ-hermitian form over Fq2 . Then the
general unitary group G = GUn(q, f) < GLn(q
2) is the group of matrices preserving
f . Since σ is clear from the context, we will suppress mention of σ and instead
typically refer to f as a unitary form.
Proposition 1.6.15. [8, Proposition 1.5.28] Let f and f ′ be two non-degenerate
unitary forms defined over Fq2. Then there exists a matrix c ∈ GLn(q2) such that
GUn(q, f)
c = GUn(q, f
′).
Thus, any two non-degenerate unitary forms over Fq2 are isometric, and so
often we will use the notation GUn(q) in place of GUn(q, f). If no form is explicitly
specified, we will assume that the standard form preserved by GUn(q) is In.
The special unitary group S = SUn(q) is defined as in Remark 1.6.11, as
matrices in GUn(q) with determinant 1.
Theorem 1.6.16. [59, Section 3.6.1] Suppose n ≥ 3. If (n, q) 6= (3, 2), then the
group PSUn(q) = SUn(q)/Z(SUn(q)) is simple.
We denote the group PSUn(q) by Un(q). When n = 2, we have that U2(q) ∼=
L2(q).
The conformal unitary group C = CGUn(q) and conformal semilinear unitary
group Γ = ΓUn(q) are also defined as in Remark 1.6.11.
Note that due to a result in [7, Section 3], some extensions of SUn(q) and
Un(q) are not well-defined - specifically, their extensions by field automorphisms are
not well-defined for even n and odd q, as there are two possible isomorphism classes
depending on the form f . Thus we will describe the automorphisms of Un(q) and
SUn(q) with respect to the form f = In to avoid any ambiguity.
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Remark 1.6.17. In many of the computations in the following sections, it is con-
venient to consider the linear and unitary groups together. For this reason, we will
occasionally denote Un(q) by L
−
n (q) (and the same for related groups), and use the
notation L±n (q) to refer to a group which is either linear or unitary.
Automorphisms
We now discuss the outer automorphism group of Un(q) preserving the form
f = In. The group Out(Un(q)) has the following generators:
• δ is a diagonal automorphism induced by diag(νq−1, 1, . . . , 1), where ν is a
primitive element of F∗q2 . Projectively this extends Un(q) to PGUn(q).
• φ is the Frobenius automorphism as given in Definition 1.6.13. Projectively
this extends PGUn(q) to PΓUn(q).
• γ is a graph automorphism sending g to g−T . Projectively this extends
PΓUn(q) to Aut(Un(q)).
We also give a presentation of the outer automorphism group.
Out(Un(q)) = 〈δ, φ, γ | δ(q+1,n) = γ2 = 1, φe = γ, δγ = δ−1, δφ = δp〉 for n ≥ 3.
1.6.6 Symplectic groups
Construction
Let f ∈ GLn(q) be a non-degenerate symplectic form. Then the general
symplectic group G = Spn(q, f) < GLn(q) is the group preserving f .
Proposition 1.6.18. [8, Proposition 1.5.26] Let f, f ′ ∈ GLn(q) be two nondegen-
erate symplectic forms. Then n is even, and there exists a matrix c ∈ GLn(q) such
that Spn(q, f)
c = Spn(q, f
′).
Thus any two non-degenerate symplectic forms over Fq are isometric. We
will often use the notation Spn(q) in place of Spn(q, f). The standard symplectic
form will be the matrix antidiag(−1, . . . ,−1, 1, . . . , 1) with n2 1’s and n2 (−1)’s.
It follows from [53, Corollary 8.6] that the determinant of every element of
Spn(q) is 1, and hence the special symplectic group is equal to the general symplectic
group. We will refer to Spn(q) as the symplectic group.
Note that when n = 2, conjugation by the matrix f = antidiag(−1, 1) has the
same action on g ∈ SL2(q) as the inverse-transpose automorphism. (In particular,
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this means that the graph automorphism of SL2(q) is not outer). This means that
Sp2(q) = SL2(q), and hence when we consider the symplectic group, we usually take
n ≥ 4.
Theorem 1.6.19. [59, Section 3.5.2] Suppose n ≥ 4 is even. If (n, q) 6= (4, 2), then
the group PSpn(q) = Spn(q)/Z(Spn(q)) is simple.
We denote the group PSpn(q) by Sn(q).
The conformal symplectic group C = CSpn(q) and conformal semilinear
symplectic group Γ = ΓSpn(q) are defined as in Remark 1.6.11. Unlike for the
unitary groups, there is no ambiguity regarding the isomorphism type of ΓSpn(q);
see [7, Theorem 4].
PΓSpn(q) is the full automorphism group of Sn(q), except when n = 4 and q
is even where we have an exceptional graph automorphism.
Automorphisms
We now discuss the outer automorphism group of Sn(q) preserving the form
f = antidiag(−1, . . . ,−1, 1, . . . , 1). The group Out(Sn(q)) has the following genera-
tors:
• δ is a diagonal automorphism, which is nontrivial precisely when q is odd. It is
induced by diag(ν, . . . , ν, 1, . . . , 1) with n2 ν’s and
n
2 1’s, where ν is a primitive
element of Fq. Projectively, δ extends Sn(q) to PCSpn(q).
• φ is the Frobenius automorphism as given in Definition 1.6.13. Projectively
this extends PCSpn(q) to PΓSpn(q).
• γ is a graph automorphism such that γ2 = φ, which only exists when n = 4
and q = 22r+1 for some integer r. This corresponds to the symmetry of the
Dynkin diagram B2 when both roots have the same length. We will not need
an explicit definition of γ for this thesis; see for example [59, Section 4.2.1] for
details.
We also give a presentation of the outer automorphism group.
Out(S4(2
e)) = 〈γ, φ|γ2 = φ, φe = 1〉 for n ≥ 4 even.
Out(Sn(q)) = 〈δ, φ|δ(q−1,2) = φe = [δ, φ] = 1〉 for (n, q) 6= (4, 2e).
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1.6.7 Orthogonal groups
Quadratic forms
Definition 1.6.20. The upper triangulation of an n× n matrix g = (gi,j), denoted
gUT , is the matrix (hi,j), where hi,i = gi,i for 1 ≤ i ≤ n, hi,j = gi,j + gj,i for
1 ≤ i < j ≤ n and hi,j = 0 for 1 ≤ j < i ≤ n.
A matrix Q is a quadratic form if it is upper triangular; i.e. if Q = (qi,j)
with qi,j = 0 whenever i > j.
Let g be an n× n matrix, and Q an n× n quadratic form. Then g preserves
Q if (gQgT )UT = Q.
The orthogonal group GOn(q,Q) is the group of matrices preserving the
quadratic form Q, defined over Fq.
Remark 1.6.21.
(1) Associated with the matrix Q, we can obtain a symmetric bilinear form f :=
Q+QT . This f is called the polar form of Q.
(2) In fields of characteristic not equal to 2, we can recover Q from its polar form
f by setting Q = 12f
UT ; thus in odd characteristic we have a one-to-one corre-
spondence between symmetric bilinear forms and quadratic forms.
Proposition 1.6.22. Let G < GLn(F) preserve a quadratic form Q, and c ∈
GLn(F). Then Gc preserves the quadratic form (c−1Qc−T )UT .
Proof. Similar to Proposition 1.6.8.
Definition 1.6.23. Let G = GOn(q,Q) with associated polar form f , and let V be
the underlying n-dimensional vector space. Suppose v ∈ V is such that vQvT 6= 0.
Then we define the reflection rv : V → V by
(x)rv = x− vfx
T
vQvT
v = x− vQx
T + xQvT
vQvT
v.
Remark 1.6.24. We have that det rv = −1 for any vector v such that vQvT 6= 0.
Proposition 1.6.25. [53, Corollary 11.42] Let G = GOn(q,Q) with (n, q) 6= (4, 2).
Then G is generated by the set of reflections rv.
Remark 1.6.26. For some choices of Q, the group G = GO4(2, Q) is also generated
by the set of reflections. In the notation we will introduce later, if Q is a quadratic
form of minus type then the set of reflections generates G; if Q is a quadratic form
of plus type then G is not generated by reflections.
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Definition 1.6.27. Suppose that G = GOn(q,Q) with G generated by reflections,
and g ∈ G. Write g =
k∏
i=1
rvi , where vi are vectors.
• If q is odd, then the spinor norm of g is +1 if
k∏
i=1
vifv
T
i is a square in F∗q .
Otherwise, the spinor norm is −1.
• If q is even, then the quasideterminant of g is +1 if k is even, and −1 if k is
odd.
Proposition 1.6.28. [59, Section 3.8.1 and Section 3.9.2] The spinor norm and
the quasideterminant are well-defined homomorphisms GOn(q,Q)→ {±1}.
Remark 1.6.29.
(1) Observe that our definition of the spinor norm homomorphism has image ±1, in
comparison with the determinant homomorphism. However elsewhere, including
Magma, the convention is to use 0 and 1 in place of 1 and −1 respectively, which
may cause some confusion in some of the Magma computations later in this
thesis.
(2) When q is odd, the kernels K1 of the determinant homomorphism and K2 of
the spinor norm homomorphism are distinct subgroups of GOn(q,Q) of index
two. There are alternative methods of defining the spinor norm homomorphism,
which all agree on elements of K1 ∩K2 (matrices with determinant and spinor
norm 1); however some definitions may take the kernel of the spinor norm to
be K1K2 instead of K2. Hence, there is not a universally well-defined notion
of a matrix with determinant 1 and spinor norm −1 with respect to a form f ,
and in particular there may be computational variations when considering the
spinor norms of elements with determinant −1.
The following lemma provides a method of computing the spinor norm.
Lemma 1.6.30. [8, Proposition 1.6.11] Let g ∈ GOn(q,Q) with associated polar
form f . Let a := In − g and suppose that a has rank k. If q is odd, then let b be a
k × n matrix over Fq whose rows form a basis of a complement of the nullspace of
a. Then:
(i) If q is even and GOn(q,Q) is generated by reflections, then the quasidetermi-
nant of g is 1 if k is even and −1 if k is odd.
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(ii) If q is odd, then the spinor norm of g is 1 if det(bafbT ) is a square in F∗q, and
−1 otherwise.
We will now consider separately the cases when the field has odd character-
istic and even characteristic.
Orthogonal groups in odd characteristic
In odd characteristic, the following proposition shows that it suffices to con-
sider symmetric bilinear forms rather than quadratic forms.
Proposition 1.6.31. [8, Proposition 1.5.15] Let F be a field with char(F) 6= 2.
Let Q be a quadratic form over F, with associated polar form f . Then a matrix g
preserves f if and only if it preserves Q.
Thus, we write GOn(q, f) instead of GOn(q,Q), where f is the polar form
of Q. It follows immediately from the fact that gfgT = f that det g = ±1 for any
g ∈ GOn(q, f).
Proposition 1.6.32. [53, p. 138-139] Let f and f ′ be n × n symmetric bilinear
forms over Fq, where q is odd.
(i) If n is even, then there exists a matrix c ∈ GLn(q) such that GOn(q, f)c =
GOn(q, f
′) if and only if det(ff ′) is a square.
(ii) If n is odd, then there exists a matrix c ∈ GLn(q) such that GOn(q, f)c =
GOn(q, f
′).
Remark 1.6.33. It follows immediately from Proposition 1.6.32(ii) that when n is
odd, the isomorphism type of the group GOn(q, f) does not depend on f . We will
denote this group by GO◦n(q, f), and often we will simply refer to it as GO
◦
n(q). We
will take the standard form to be In in this case.
By Proposition 1.6.32(i), when n is even we have two isomorphism classes
of groups preserving a symmetric bilinear form. We denote these two groups by
GO+n (q) and GO
−
n (q). The standard forms preserved by GO
±
n (q) are as follows:
• The standard form for GO+n (q) is antidiag(1, . . . , 1).
• Let ft = diag(t, 1, . . . , 1) for some choice of t, and let ν denote a primitive ele-
ment of Fq. Note that by Proposition 1.6.32(i), the groups of matrices preserv-
ing f1 and fν are not isometric; hence one will be isometric to antidiag(1, . . . , 1)
and we will take the other to be the standard form preserved by GO−n (q). When
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n ≡ 2 mod 4 and q ≡ 3 mod 4, In is not isometric to antidiag(1, . . . , 1); hence
in this case the standard form preserved by GO−n (q) is In. Otherwise In and
antidiag(1, . . . , 1) are isometric, and the standard form preserved by GO−n (q)
is diag(ν, 1, . . . , 1).
We will thus refer to a generic orthogonal group as GOn(q), where  = ◦ if n
is odd, and  ∈ {+,−} if n is even. We will refer to these groups as the orthogonal
group, orthogonal plus-type group and orthogonal minus-type group respectively.
We define S = SOn(q) to be the subgroup of GO

n(q) of matrices with de-
terminant 1. Unlike the other classical groups, SOn(q) is not quasisimple; indeed it
contains a (unique) index-2 subgroup denoted Ω = Ωn(q), the kernel of the restric-
tion of the spinor norm homomorphism as defined in Definition 1.6.27.
Theorem 1.6.34. [59, Section 3.7.3] Suppose n ≥ 5 and q is odd. Then the group
PΩn(q) = Ω

n(q)/Z(Ω

n(q)) is simple.
We denote the group PΩn(q) by O

n(q).
Remark 1.6.35.
(1) It follows from [53, Theorem 11.4] that GO+2 (q) and GO
−
2 (q) are dihedral groups.
The corresponding subgroups Ω±2 (q) are cyclic.
(2) It is shown in [53, Theorem 11.6] that Ω◦3(q) ∼= L2(q).
(3) We also have the following isomorphisms, with sketch proofs in [33, Proposition
2.9.1]:
(i) Ω+4 (q)
∼= (2, q − 1)·(L2(q)× L2(q)).
(ii) Ω−4 (q) ∼= L2(q2).
(iii) Ω◦5(q) ∼= S4(q).
(iv) O+6 (q)
∼= L4(q).
(v) O−6 (q) ∼= U4(q).
Following Remark 1.6.35 we will only consider the orthogonal groups in di-
mension n ≥ 7.
The conformal orthogonal groups C = CGOn(q) and conformal semilin-
ear orthogonal groups Γ = CΓOn(q) are defined as in Remark 1.6.11. The group
PCΓOn(q) is the full automorphism group of O

n(q) except when n = 8 and  = +,
where there is an exceptional graph automorphism of order 3.
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When n is even and q is a square, it follows from [7, Proposition 12] that
there are two isomorphism classes of field extensions of Ωn(q). In particular, the
automorphism groups we describe below will be with respect to the standard forms
as given in Remark 1.6.33.
Automorphisms in odd characteristic
We now discuss the outer automorphism group of On(q) for q odd and forms
as in Remark 1.6.33. For n even, the group Out(O+n (q)) has the following generators:
• δ′ is a diagonal automorphism which is nontrivial unless n ≡ 2 mod 4 and
q ≡ 3 mod 4. It is induced by an element of SO+n (q) \Ω+n (q). Projectively, δ′
extends O+n (q) to PSO
+
n (q).
• γ is a graph automorphism. It is induced by an element of GO+n (q) \ SO+n (q).
Projectively, γ extends PSO+n (q) to PGO
+
n (q).
• δ is a diagonal automorphism. It is induced by conjugation by the matrix
diag(ν, . . . , ν, 1, . . . , 1) in CGO+n (q) \GO+n (q). This matrix scales the form by
ν and has determinant ν
n
2 . Projectively it extends PGO+n (q) to PCGO
+
n (q).
• φ is the Frobenius automorphism as given in Definition 1.6.13. Projectively
this extends PCGO+n (q) to PCΓO
+
n (q).
• τ is a graph automorphism of order 3, which is only defined when n = 4. This
corresponds to the fact that the Dynkin diagram D4 has additional symmetry.
We will not provide an explicit definition of τ here; see for example [59, Section
4.7] for details.
We also give a presentation of the outer automorphism group.
Conditions Out(O+n (q))
n ≥ 12, 4|n 〈δ′, γ, δ, φ|δ′2 = γ2 = δ2 = 1, (δγ)2 = δ′, φe = [δ, φ] = [γ, φ] = 1〉
n ≥ 6, n ≡ 2 mod 4, q ≡ 1 mod 4 〈δ′, γ, δ, φ|δ′2 = γ2 = 1, δ2 = δ′, δγ = δ−1, φe = [γ, φ] = 1, δφ = δp〉
n ≥ 6, n ≡ 2 mod 4, q ≡ 3 mod 4 〈γ, δ, φ|γ2 = δ2 = [δ, γ] = φe = [γ, φ] = [δ, φ] = 1〉
n = 8 〈δ′, τ, γ, δ, φ|δ′2 = τ3 = γ2 = (γτ)2 = δ2 = 1, δτ = δ′,
δ′τ = δδ′, (δγ)2 = δ′, φe = [δ, φ] = [τ, φ] = [γ, φ] = 1〉
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For n even, the group Out(O−n (q)) has the following generators:
• δ′ is a diagonal automorphism which is only defined when n ≡ 2 mod 4 and
q ≡ 3 mod 4. It is induced by an element of SO−n (q) \Ω−n (q). Projectively, δ′
extends O−n (q) to PSO
−
n (q).
• γ is a graph automorphism. It is induced by an element of GO−n (q) \ SO−n (q).
Projectively, γ extends PSO−n (q) to PGO
−
n (q).
• δ is a diagonal automorphism, induced by an element of CGO−n (q) \GO−n (q),
which is defined as follows. Choose a, b ∈ F∗q such that a2 + b2 = ν, for ν
a primitive element of F∗q . Define X =
(
a b
−b a
)
and Y =
(
0 ν
−1 0
)
.
Then δ = diag(X, . . . ,X) when n ≡ 2 mod 4 and q ≡ 3 mod 4, and δ =
diag(Y,X, . . . ,X) otherwise. In both cases, this matrix scales the form by ν
and has determinant ν
n
2 . Projectively this extends PGO−n (q) to PCGO
−
n (q).
• φ is the Frobenius automorphism as given in Definition 1.6.13, and is only
defined when n ≡ 2 mod 4 and q ≡ 3 mod 4. Projectively this extends
PCGO−n (q) to PCΓO−n (q), which is the full automorphism group.
• ϕ is the field automorphism when 4|n or q ≡ 1 mod 4, and is given by φcg,
where φ is the Frobenius automorphism as given in Definition 1.6.13 and cg
is conjugation by the matrix g = diag(ν(p−1)/2, 1, 1, . . . , 1). Projectively this
extends PCGO−n (q) to PCΓO−n (q), which is the full automorphism group.
We also give a presentation of the outer automorphism group.
Conditions Out(O−n (q))
n ≥ 4, 4|n or q ≡ 1 mod 4 〈γ, δ, ϕ|γ2 = δ2 = [δ, γ] = [δ, ϕ] = 1, ϕe = γ〉
n ≥ 4, n ≡ 2 mod 4 and q ≡ 3 mod 4 〈δ′, γ, δ, φ|δ′2 = γ2 = 1, δ2 = δ′, δγ = δ−1, φe = [γ, φ] = [δ, φ] = 1〉
For n odd, the group Out(O◦n(q)) has the following generators:
• δ is a diagonal automorphism, induced by an element of SO◦n(q) \Ω◦n(q). Pro-
jectively, this extends O◦n(q) to PSO
◦
n(q).
• φ is the Frobenius automorphism. Projectively, this extends PSO◦n(q) to
PCΓO◦n(q), which is the full automorphism group.
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We also give a presentation of the outer automorphism group.
Out(O◦n(q)) = 〈δ, φ|δ2 = φe = [δ, φ] = 1〉.
Orthogonal groups in even characteristic
Throughout this section let q be even. We first describe the situation when
n is odd.
Lemma 1.6.36. [53, Theorem 11.9] Let q be even and n be odd. Then the natural
module of O◦n(q) is reducible, and O◦n(q) ∼= Sn−1(q).
Let us now consider the case when n is even.
Remark 1.6.37. When n is even, there are two isomorphism classes of groups
GOn(q,Q), depending on the Witt index of Q. We will not define the Witt index
here; see for instance [53, p. 59]. It will suffice for our purposes to describe our
standard quadratic forms.
As in the case when q is odd, we will denote the two isomorphism classes
GO+n (q) and GO
−
n (q). The standard quadratic form for GO
+
n (q) is
antidiag(0, . . . , 0, 1, . . . , 1).
The standard quadratic form for GO−n (q) is
antidiag(0, . . . , 0, 1, . . . , 1) + En
2
,n
2
+ µEn
2
+1,n
2
+1,
where µ ∈ Fq is such that the polynomial x2 + x+ µ is irreducible over Fq.
Note that in even characteristic, all matrices preserving a quadratic form
have determinant 1, so that S = SO±n (q) = GO
±
n (q). We define Ω = Ω
±
n (q) as the
kernel of the quasideterminant homomorphism.
Theorem 1.6.38. [59, Section 3.8.2] Suppose n ≥ 6 is even, and q is even. Then
the group PΩ±n (q) = Ω±n (q)/Z(Ω±n (q)) is simple.
We denote the group PΩ±n (q) by O±n (q).
The conformal orthogonal group C = CGO±n (q) is equal to the general or-
thogonal group GO±n (q), and we define the conformal semilinear orthogonal group
CΓO±n (q) in the usual way.
As in the case where q is odd, to avoid ambiguity with respect to extensions
of Ωn(q) by field automorphism, we will describe the automorphisms in the following
section with respect to the standard forms.
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Automorphisms in even characteristic
We now discuss the outer automorphism group of On(q) for q even, n even
and forms as in Remark 1.6.37. The group Out(O±n (q)) has the following generators:
• γ is a graph automorphism induced by an element of SO±n (q) \Ω±n (q). Projec-
tively this extends O±n (q) to PGO
±
n (q).
• φ is the Frobenius automorphism as given in Definition 1.6.13, when the group
is Ω+n (q). Projectively this extends PGO
+
n (q) to PCΓO
+
n (q), which is the full
automorphism group except when n = 4.
• ϕ is the field automorphism when the group is Ω−n (q), and is given by φcg,
where φ is the Frobenius automorphism as given in Definition 1.6.13 and cg
is conjugation by a matrix g which we will not define explicitly here; see [33,
Section 2.8] for details. Projectively this extends PGO−n (q) to PCΓO−n (q),
which is the full automorphism group.
• τ is a graph automorphism of order 3 when n = 4, as in the odd characteristic
case.
We also give a presentation of the outer automorphism groups.
Conditions Out(O±n (q))
n = 8,  = + 〈τ, γ, φ|τ3 = γ2 = (γτ)2 = φe = [τ, φ] = [γ, φ] = 1〉
n 6= 8,  = + 〈γ, φ|γ2 = φe = [γ, φ] = 1〉
 = − 〈γ, ϕ|γ2 = 1, ϕe = γ〉
1.7 Representation theory
In this section we provide a brief introduction to the aspects of represen-
tation theory that we will need for this thesis. For a more detailed treatment of
representation and character theory, see [30].
1.7.1 Representations
Definition 1.7.1. A representation of a group G is a homomorphism ρ : G →
GLn(F) for some integer n and field F. The integer n is called the dimension or
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degree of the representation, and if we want to specify F precisely we will say that
ρ is a representation of G over F. The image Gρ is said to be the action group of
the representation ρ.
A projective representation of G is a homomorphism ρ : G→ PGLn(F).
For our purposes, F will usually be either a finite field, a number field (see
Section 1.9.2) or C.
It is a straightforward result in representation theory (see for instance [30,
Chapter 1]) that there is an equivalence between representations ρ of degree n and
G-modules V = Fn, where G acts on V by v · g = v(gρ). Thus we will often refer
to the G-module V as also being the representation of G, and will interchange the
two notions without further comment.
Definition 1.7.2. Let ρ : G→ GLn(F) be a representation.
(i) The representation ρ is faithful if Gρ ∼= G; i.e. ρ is injective.
(ii) The representation ρ is irreducible if Gρ stabilises no proper non-zero subspace
of Fn; otherwise ρ is reducible.
(iii) The representation ρ is absolutely irreducible if, for any field E > F, we have
that ρ is irreducible, where Gρ is viewed as a subgroup of GLn(E).
Lemma 1.7.3. [30, Theorem 9.2] A representation ρ : G → GLn(F) is absolutely
irreducible if and only if the only matrices in GLn(F) which centralise Gρ are scalar
matrices.
Remark 1.7.4. Note that if we have a representation ρ : G → GLn(F), and a
subgroup H < G, then the restriction of ρ to H gives us a representation of H,
which we denote ρ|H . If ρ is reducible then ρ|H will also be reducible, but it is
possible for ρ to be irreducible (respectively absolutely irreducible) and ρ|H to be
reducible (respectively not absolutely irreducible).
We now introduce some notation. Let ρ : G → Ω be a representation, for
some classical group Ω. Let α ∈ Aut(G) and β ∈ Aut(Ω). We denote by αρ
the representation given by g(αρ) = (gα)ρ, and by ρβ the representation given by
g(ρβ) = (gρ)β.
Definition 1.7.5. Let ρ and ρ′ be representations G→ GLn(F).
(i) The representations ρ and ρ′ are equivalent if there exists β ∈ Inn(GLn(F))
such that ρ′ = ρβ; i.e. there exists a matrix x ∈ GLn(F) such that x−1(gρ)x =
gρ′ for every g ∈ G.
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(ii) The representations ρ and ρ′ are quasi-equivalent if there exists α ∈ Aut(G)
such that αρ is equivalent to ρ.
(iii) The automorphism α ∈ Aut(G) stabilises ρ if αρ is equivalent to ρ.
(iv) The automorphism β ∈ Aut(GLn(F)) stabilises ρ if ρβ is equivalent to ρ.
1.7.2 Representations preserving forms
We first make the following definition of the dual representation, following
[8, Proposition 1.8.3].
Definition 1.7.6. Let ρ : G → GLn(F) be a representation. Then we define the
dual representation of ρ, denoted ρ∗, by gρ∗ = (gρ)−T .
The representation ρ is self-dual if ρ is equivalent to ρ∗.
Next, we show some connections between duality of absolutely irreducible
representations ρ and the type of form preserved by Gρ.
Lemma 1.7.7. Let ρ : G → GLn(F) be an absolutely irreducible self-dual repre-
sentation of G. Then Gρ preserves a nondegenerate symmetric or anti-symmetric
bilinear form.
Proof. Let V denote the module corresponding to ρ. Since ρ is self-dual, it follows
that ρ and ρ∗ are equivalent, so there exists a matrix x ∈ GLn(F) such that for all
g ∈ G, x−1(gρ)x = gρ∗ = (gρ)−T . Rearranging, we get that x = (gρ)x(gρ)T ; hence
if x is symmetric or anti-symmetric then Gρ preserves the corresponding bilinear
form. Transposing this relation, we also get that xT = (gρ)xT (gρ)T , and thus also
that x−T (gρ)xT = (gρ)−T . Hence for all g ∈ G we have
xx−T (gρ)xTx−1 = x(gρ)−Tx−1 = gρ.
Hence xTx−1 centralises Gρ, and since Gρ is absolutely irreducible it follows from
Lemma 1.7.3 that there exists λ ∈ F∗ such that x = λxT . Transposing, we obtain
that xT = λx so that x = λ2x and λ = ±1. Thus either x = xT or x = −xT ; i.e. x
is either a symmetric or anti-symmetric matrix.
Lemma 1.7.8. Let ρ : G → GLn(F) be an absolutely irreducible representation,.
Let σ be a field automorphism of F of order 2, and suppose that (ρ∗)σ is equivalent
to ρ. Then Gρ preserves a σ-sesquilinear form.
Proof. Similar to Lemma 1.7.7.
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Remark 1.7.9. Conversely, if Gρ preserves a nondegenerate symmetric or anti-
symmetric bilinear form, then ρ is self-dual (although not necessarily absolutely
irreducible). Similarly, if Gρ preserves a σ-sesquilinear form, then ρ is equivalent to
(ρ∗)σ.
Lemma 1.7.10. [8, Lemma 1.8.8] Let ρ : G→ GLn(F) be an absolutely irreducible
representation of G.
(i) Up to multiplication of the form by a scalar, Gρ preserves at most one bilinear
form, at most one σ-hermitian form for a given automorphism σ of F, and
(assuming char(F) 6= 2 or F is finite) at most one quadratic form.
(ii) If F is finite and Gρ simultaneously preserves a σ-hermitian form and a bilinear
form, then Gρ is conjugate to a subgroup of GLn(E) for some proper subfield
E of F.
We next collect some results on matrices inducing automorphisms on quasi-
equivalent representations.
Lemma 1.7.11. [8, Lemma 1.8.9] Let ρ : G→ GLn(F) be an absolutely irreducible
representation, and suppose that Gρ lies inside the general group of a classical group
preserving a form f . If the form preserved is a quadratic form and F has character-
istic 2, assume additionally that F is finite. Let C denote the group of similarities
of the form f . Then NGLn(F)(Gρ) ≤ C.
Lemma 1.7.12. [8, Lemma 1.8.6] Let ρ, ρ′ : G → GLn(F) be faithful, and let
α ∈ Aut(G). Then:
(i) Representations ρ and ρ′ are quasi-equivalent if and only if Gρ and Gρ′ are
conjugate in GLn(F).
(ii) The automorphism α stabilises ρ if and only if there exists x ∈ GLn(F) which
normalises Gρ and induces α on Gρ.
Lemma 1.7.13. [8, Lemma 1.8.10] Let ρ, ρ′ : G → GLn(q) be quasi-equivalent
absolutely irreducible representations of a group G. Then:
(i) If Gρ and Gρ′ are both subgroups of GUn(
√
q), then Gρ and Gρ′ are conjugate
in GUn(
√
q).
(ii) If Gρ and Gρ′ are both subgroups of Spn(q), then Gρ and Gρ′ are conjugate in
CSpn(q).
(iii) If Gρ and Gρ′ are both subgroups of GOn(q), then Gρ and Gρ′ are conjugate
in CGOn(q).
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1.7.3 Character theory
An object closely related to a representation of a group G is a character of
the group.
Definition 1.7.14. The character of a representation ρ of a group G is the function
χ : G→ F gven by gχ = Trace(gρ) for all g ∈ G. The character ring of a character
is the smallest subring of C containing the image Gχ. Similarly, the character field
is the smallest subfield of C containing the character values.
There is an important connection between characters and representations.
Lemma 1.7.15. [30, Corollary 2.9] Let ρ, ρ′ : G→ GLn(C) be representations of a
group G, with corresponding characters χ and χ′ respectively. Then χ = χ′ if and
only if ρ and ρ′ are equivalent.
Since many of the representations we will be considering in this thesis will be
obtained from representations over C, this connection between representations and
characters will be used frequently. In particular, we will refer to a character being
irreducible, absolutely irreducible, self-dual etc. if the corresponding representation
is.
When considering containments later, we will also need the notion of an
induced character.
Definition 1.7.16. Let G be a group, H < G and χ a character of H. Then the
induced character on G is given by:
gχG =
1
|H|
∑
x∈G
(x−1gx)χ◦
where hχ◦ =
hχ if h ∈ H,0 if h /∈ H.
Lemma 1.7.17. [30, Corollary 5.3] The induced character χG is a character of G.
Representation and character theory can vary significantly if we change the
field of definition of the representation, depending on whether the characteristic of
the field divides the order of the group G. Characters over fields of characteristic
dividing the order of G are called Brauer characters. We will not require much of
the theory of Brauer characters in this thesis - see for instance [30, Chapter 15] for
a full introduction to the theory.
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1.7.4 Other results
The following results will also be useful in later sections.
Lemma 1.7.18. [15, Theorem 29.7] and [8, Proposition 1.8.12]. Let F < E be
fields, and ρ, ρ′ : G → GLn(F) be representations. Then if ρ and ρ′ are equivalent
as representations over E, then they are equivalent over F.
Lemma 1.7.19. [14, Theorem 74.9] and [8, Proposition 1.8.13]. Let ρ : G →
GLn(E) be an absolutely irreducible representation of G with corresponding character
χ, with char(E) = p > 0. Let F denote the smallest subfield of E containing the base
field Fp and the character values gχ for all g ∈ G. Then ρ is equivalent over E to a
representation with image in GLn(F).
Corollary 1.7.20. [8, Corollary 1.8.14] Let ρ and E be as in Lemma 1.7.19. If ρ is
equivalent to ρφ for an automorphism φ of E, then ρ is equivalent to a representation
with image in GLn(K), where K is the fixed field of φ.
1.8 Tensor products
1.8.1 Definitions
We provide a very brief introduction to tensor products of representations
and matrices.
Definition 1.8.1. Let V andW be vector spaces over a field F with bases {vi : i ∈ I}
and {wj : j ∈ J} respectively. Then the tensor product of V and W , denoted V ⊗W ,
is a vector space with basis {vi⊗wj : i ∈ I, j ∈ J} satisfying the following relations,
for a, b ∈ I, c, d ∈ J , λ ∈ F:
• (va + vb)⊗ wc = (va ⊗ wc) + (vb ⊗ wc).
• va ⊗ (wc + wd) = (va ⊗ wc) + (va ⊗ wd).
• λ(va ⊗ wc) = (λva)⊗ wc = va ⊗ (λwc).
Remark 1.8.2. This construction can be extended in a straightforward way when
V and W are representations of a group G to give a representation V ⊗W of G; see
[30, Chapter 4] for details.
Definition 1.8.3. Let F be a field, and A = (ai,j)a×b and B = (bk,l)c×d, with
ai,j , bk,l ∈ F. Then we define the Kronecker product of A and B to be the ac × bd
block matrix, with blocks of size c× d, where for 1 ≤ r ≤ a, 1 ≤ s ≤ b, the (r, s)-th
block is ar,sB.
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The next results are direct from the definitions and will be used frequently
without further reference.
Lemma 1.8.4. Let G be a group, and ρ1, ρ2 representations of G over the same
field F, with corresponding modules V1 and V2 respectively. Then the module V1⊗V2
has action group given by {(gρ1)⊗ (gρ2) : g ∈ G}.
Lemma 1.8.5. Let A and B be square matrices over the same field F. Then if A
is an n×n matrix and B is an m×m matrix then det(A⊗B) = det(A)m det(B)n.
We now provide some results about tensor products of representations.
Lemma 1.8.6. [8, Lemma 1.9.3] Let G be a group, and ρ1, ρ2 representations of G
over the same field F, with corresponding modules V1 and V2 respectively. Then:
• For any field automorphism φ of F, we have that (V1 ⊗ V2)φ = V φ1 ⊗ V φ2 .
• (V1 ⊗ V2)∗ = V ∗1 ⊗ V ∗2 , where V ∗ denotes the dual module of V .
• V1 ⊗ V2 ∼= V2 ⊗ V1.
Proposition 1.8.7. [8, Proposition 1.9.4] Let G be a group, and ρ1, ρ2 representa-
tions of G over the same field F, with corresponding modules V1 and V2 respectively.
Suppose that Gρ1 and Gρ2 preserve nondegenerate bilinear forms B1 and B2 respec-
tively. Then:
(i) G(ρ1 ⊗ ρ2) preserves the bilinear form B1 ⊗B2.
(ii) If B1 and B2 are both symmetric or both anti-symmetric, then B1 ⊗ B2 is
symmetric. If one of B1 or B2 is symmetric and the other is anti-symmetric
then B1 ⊗B2 is anti-symmetric.
(iii) If char(F) = 2 and B1 and B2 are alternating, then B1⊗B2 is also alternating,
and G(ρ1 ⊗ ρ2) also preserves a quadratic form Q. If F is finite then Q is of
plus type.
1.8.2 Symmetric powers
We provide a very brief definition of the symmetric power of a module; we
refer the reader to [8, Section 5.2] for more details.
Definition 1.8.8. Let G be a group, and let V be an n-dimensional module with
basis e1, . . . , en. Then the symmetric power S
k(V ) of V is obtained by quotienting
the tensor power V ⊗k by the module K := 〈(v1 ⊗ · · · ⊗ vk)− (v1σ−1 ⊗ · · · ⊗ vkσ−1 ) :
vi ∈ {e1, . . . , en}, σ ∈ Sym(k)〉.
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Remark 1.8.9. It follows from the definition that Sk(V ) is generated by elements
of the form ei1 ⊗ · · · ⊗ eik +K with 1 ≤ i1 ≤ . . . ≤ ik ≤ n, and hence has dimension(
n+k−1
k
)
.
1.9 Number Theory
1.9.1 Legendre symbols
In this section, we introduce some of the notions from number theory that
we will require for the purposes of this thesis. This material is standard; see for
instance [45] for a more thorough introduction to the material.
Definition 1.9.1. Let p be an odd prime, and a ∈ Z. Then a is a quadratic residue
modulo p (or a square modulo p) if there exists an integer x such that x2 ≡ a mod p.
If a 6≡ 0 mod p then the Legendre symbol is given by
(
a
p
)
:=
1 if a is a square modulo p,−1 if a is not a square modulo p.
If p|a then
(
a
p
)
= 0.
Now suppose that q is a positive odd number, so that we can write q =
p1 . . . ps for pi odd primes (not necessarily distinct). Then the Jacobi symbol is
given by
(
a
q
)
=
s∏
i=1
(
a
pi
)
.
Note that the Jacobi symbol is an extension of the Legendre symbol; in
particular, when q is a prime the Legendre and Jacobi symbols agree.
We collect together a number of useful results involving the Legendre and
Jacobi symbols.
Lemma 1.9.2. [45, Theorems 3.1, 3.4, 3.6 and 3.8] Let p, q be distinct, odd and
positive integers, and a, b ∈ Z.
(i)
(
ab
p
)
=
(
a
p
)(
b
p
)
.
(ii)
(
a
pq
)
=
(
a
p
)(
a
q
)
.
(iii) If p and q are coprime, then
(
p2
q
)
=
(
p
q2
)
= 1.
(iv) If p and q are coprime, then
(
p
q
)(
q
p
)
= (−1) p−12 q−12 .
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Using Lemma 1.9.2, it is straightforward to determine, given a specific in-
teger a, the primes p such that a is a square modulo p. In particular, we collect
the following standard results in the below lemma, that we will use from now on
without further reference.
Lemma 1.9.3. Let p be an odd prime. Then:
(i)
(
−1
p
)
=
1 if p ≡ 1 mod 4,−1 if p ≡ 3 mod 4.
(ii)
(
2
p
)
=
1 if p ≡ ±1 mod 8,−1 if p ≡ ±3 mod 8.
(iii)
(
3
p
)
=
1 if p ≡ ±1 mod 12,−1 if p ≡ ±5 mod 12.
(iv)
(
5
p
)
=
1 if p ≡ ±1 mod 5,−1 if p ≡ ±2 mod 5.
We will also be interested in an extension of this notion to algebraic irra-
tionalities.
1.9.2 Algebraic irrationalities
Definition 1.9.4. An algebraic irrationality is α ∈ C \ Q such that there exists a
polynomial f ∈ Q[x] such that f(α) = 0. If f can be chosen to be irreducible and
have degree 2, then we say that α is a quadratic irrationality.
It is a standard result that for an algebraic irrationality α there exists a
unique irreducible monic polynomial f ∈ Q[x] such that f(α) = 0; such an f is
called the minimal polynomial of α.
Definition 1.9.5. For algebraic irrationalities α1, . . . , αn, we define the number
field Q(α1, . . . , αn) to be the smallest subfield of C containing Q and α1, . . . , αn.
The notion of a number field will be useful when performing various com-
putations involving algebraic irrationalities in characteristic 0. We require little
knowledge of number fields beyond the definition; for more information see [45,
Section 9.3].
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Definition 1.9.6. The minimal field of realisation of an algebraic irrationality α
in characteristic p is the smallest field F of characteristic p such that the minimal
polynomial f of α has a root in F.
We use the notation of the Atlas [12] to describe the algebraic irrationalities
we will need in the course of this thesis. We will not generally explicitly define these
irrationalities (see [12] or [8, Section 4.2] for more details); for our purposes the
information contained in the table below will suffice.
The columns in the table below are as follows:
• ‘Irrat’ gives the name of the algebraic irrationality α in Atlas notation.
• ‘Real’ denotes whether α ∈ R or α ∈ C \ R.
• ‘Degree’ denotes the degree of the minimal polynomial of α.
• ‘Min poly’ denotes the minimal polynomial of α. We can compute these in
Magma.
• ‘p-modular reduction’ denotes the degree of the minimal field extension of Fp
containing α, which typically involves some congruence on the prime p.
Many of the entries in this table are direct from [8, Table 4.2 and Table
4.3] or [48, Table 2.2.1]. The only additional computation we require is for the
irrationalities b35, d13, r5, y15 and y36.
• b35 = −1+
√−35
2 . The minimal polynomial of b35 is x
2 +x+ 9, b35 always exists
over Fp2 , and exists over Fp if and only if
√−35 does, which we can determine
from the Legendre symbol when p is odd and via a direct calculation when
p = 2.
• yn = zn + z−1n where zn denotes a primitive n-th root of unity. [8, Lemma
4.2.1] shows that for p - n, yn ∈ Fpe if and only if pe ≡ ±1 mod n, and so our
congruences follow from this (or a direct computation for the finite number of
cases where p | n).
• r5 =
√
5, and congruences follow directly from the Legendre symbol.
• d13 = z+z3+z9 where z is a primitive 13-th root of unity. Thus Q(d13) ⊂ Q(z),
and since the existence of z over Fq (where q is a power of p) depends on the
value of p mod 13, hence so does the existence of d13 over Fq. Thus we can
determine the congruences in Table 1.1 via a direct computation.
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Table 1.1: Table of algebraic irrationalities
Irrat Real Degree Min poly p-modular reduction
z3 No 2 x
2 + x+ 1 Deg 1: p ≡ 0, 1 (3)
Deg 2: p ≡ 2 (3)
b5 Yes 2 x
2 + x− 1 Deg 1: p ≡ 0, 1, 4 (5)
Deg 2: p ≡ 2, 3 (5)
b7 No 2 x
2 + x+ 2 Deg 1: p ≡ 0, 1, 2, 4 (7)
Deg 2: p ≡ 3, 5, 6 (7)
b11 No 2 x
2 + x+ 3 Deg 1: p ≡ 0, 1, 2, 3, 4, 5, 9 (11)
Deg 2: p ≡ 2, 6, 7, 8, 10 (11)
b31 No 2 x
2 + x+ 8 Deg 1: p ≡ 0, 1, 2, 4, 5, 7, 8, 9, 10, 14, 16, 18, 19, 20, 25, 28 (31)
Deg 2: p ≡ 3, 6, 11, 12, 13, 15, 17, 21, 22, 23, 24, 26, 27, 29, 30 (31)
b35 No 2 x
2 + x+ 9 Deg 1: p ≡ 1, 3, 4, 5, 7, 9, 11, 12, 13, 16, 17, 27, 29, 33 (35)
Deg 2: p ≡ 2, 6, 8, 18, 19, 22, 23, 24, 26, 31, 32, 34 (35)
i No 2 x2 + 1 Deg 1: p ≡ 1, 2 (4)
Deg 2: p ≡ 3 (4)
i2 No 2 x
2 + 2 Deg 1: p ≡ 1, 2, 3 (8)
Deg 2: p ≡ 5, 7 (8)
i5 No 2 x
2 + 5 Deg 1: p ≡ 1, 2, 3, 5, 7, 9 (20)
Deg 2: p ≡ 11, 13, 17, 19 (20)
r3 Yes 2 x
2 − 3 Deg 1: p ≡ 1, 2, 3, 11 (12)
Deg 2: p ≡ 5, 7 (12)
r5 Yes 2 x
2 − 5 Deg 1: p ≡ 0, 1, 4, (5)
Deg 2: p ≡ 2, 3 (5)
r6 Yes 2 x
2 − 6 Deg 1: p ≡ 1, 2, 3, 5, 19, 23 (24)
Deg 2: p ≡ 7, 11, 13, 17 (24)
y7 Yes 3 x
3 + x2 − 2x− 1 Deg 1: p ≡ 0, 1, 6 (7)
Deg 2: p ≡ 2, 3, 4, 5 (7)
y9 Yes 3 x
3 − 3x+ 1 Deg 1: p ≡ 1, 3, 8 (9)
Deg 3: p ≡ 2, 4, 5, 7 (9)
d13 No 4 x
4 + x3 + 2x2 − 4x+ 3 Deg 1: p ≡ 0, 1, 3, 9 (13)
Deg 2: p ≡ 4, 10, 12 (13)
Deg 4: p ≡ 2, 5, 6, 7, 8, 11 (13)
y15 Yes 4 x
4 − x3 − 4x2 + 4x+ 1 Deg 1: p ≡ 1, 14 (15)
Deg 2: p ≡ 4, 11 (15)
Deg 4: p ≡ 2, 3, 5, 7, 8, 13 (15)
y36 Yes 6 x
6 − 6x4 + 9x2 − 3 Deg 1: p ≡ 1, 3, 35 (36)
Deg 2: p ≡ 17, 19 (36)
Deg 3: p ≡ 2, 11, 13, 23, 25 (36)
Deg 6: p ≡ 5, 7, 29, 31 (36)
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1.9.3 The Mo¨bius function
The Mo¨bius function and the notion of Dirichlet convolution will be useful
in Section 2.3.
Definition 1.9.7. The Mo¨bius function µ(n) is a function N→ {1, 0,−1} given by:
(1) µ(1) = 1,
(2) µ(n) = 0 if there exists a prime p such that p2|n,
(3) µ(p1 . . . pk) = (−1)k if all the primes p1, . . . , pk are distinct.
Theorem 1.9.8 (Mo¨bius Inversion Formula). [22, Theorem 2.66] Let f and g be
functions N→ C such that for all n ∈ N,
g(n) =
∑
d|n
f(d).
Then for all n ∈ N,
f(n) =
∑
d|n
µ(d)g
(n
d
)
where µ is the Mo¨bius function.
Definition 1.9.9. Given two functions f, g : N → C, we define the Dirichlet con-
volution of f and g, denoted f ∗ g, by:
(f ∗ g)(n) =
∑
d|n
f(d)g
(n
d
)
.
Remark 1.9.10. [31, Proposition 1.8.2]
(1) The definition is clearly symmetric, so that f ∗ g = g ∗ f .
(2) Dirichlet convolution is associative, so that f ∗ (g ∗ h) = (f ∗ g) ∗ h.
(3) The function e1 defined by e1(n) =
1 if n = 1,0 else, acts as an identity, so that
f ∗ e1 = f .
Lemma 1.9.11. [31, Proposition 2.2.7 and Corollary 2.2.17]
(i) φ = id ∗ µ, where φ is the Euler phi function and µ is the Mo¨bius function.
(ii) id ∗ idµ = e1, where id is the identity map.
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1.10 Aschbacher’s Theorem
Aschbacher, in 1984, provided a classification of all maximal subgroups of
classical groups. We will describe the classes in the theorem below in slightly more
detail later.
Theorem 1.10.1 (Aschbacher, [1]). Let Ω be a quasisimple group equal to one of
SL±n (q), Spn(q) or Ωn(q), and let G be any group such that Ω < G < A with A as
in Remark 1.6.11. Let M be a maximal subgroup of G. Then M lies in one of the
following classes:
(C1) subspace stabilisers;
(C2) imprimitive wreath products;
(C3) extension field groups;
(C4) simple tensor products;
(C5) subfield groups;
(C6) extraspecial types;
(C7) wreathed tensor products;
(C8) classical types; or
(S) (or C9) other almost simple groups.
There are similarities between Aschbacher’s theorem for classical groups, and
the O’Nan-Scott theorem for Sn and An (see for instance [2, Appendix]). Both give
a description of properties that the maximal subgroups must satisfy, but do not (in
their original statement) describe precisely what the maximal subgroups are. Both
also contain a class consisting of representations or permutation representations re-
spectively of almost simple groups, which is often relatively intractable in general.
Both theorems have also had extensive work in determining members of the remain-
ing classes as precisely as possible; for the O’Nan Scott theorem this is done in [40],
and for Aschbacher’s Theorem a classification of all the groups in classes C1, . . . , C8
is done in [33]. The first eight classes C1, . . . , C8 are known as the geometric-type
subgroups, since each class has some geometric structure associated with it.
We will give approximate definitions of each of these classes. The classes Ci
are formally defined in such a way that the elements of Ci are maximal, with some
possible exceptions in smaller dimensions. For the sake of simplicity the definitions
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provided here will give a rough idea of the structure of groups in each class and will
not determine precisely when such groups are maximal; see [8, Chapter 2] or [33,
Chapter 4] for more precise definitions.
We also give examples of groups in each of the classes Ci when Ω = SLn(q),
as well as references to algorithms which detect each Aschbacher class Ci. All of
the algorithms mentioned in this section have been implemented in Magma. These
definitions will not be completely precise; in particular, throughout we will assume
that Ω is a classical group, excluding maximal subgroups of almost simple extensions
of classical groups. For a full and detailed treatment of the classes for almost simple
extensions of Ω, see [8, Chapters 2 and 3] or [33].
Throughout the following sections let Ω = SLn(q) for q = p
e where p is prime.
Definition 1.10.2. Let G be as in Theorem 1.10.1, let i ∈ {1, . . . 8} and let M < G
be in Class Ci be such that there exists no other group H ∈ Ci such that M  H  G.
Then we refer to M as a Ci-maximal subgroup.
Note that M may be Ci-maximal but not maximal, as there may exist a
group H in some other Aschbacher class such that M  H  G.
1.10.1 Class C1
Definition 1.10.3. A matrix group K acting on the natural module V is reducible
if it stabilises a proper non-zero subspace of V .
Definition 1.10.4. A group M ≤ Ω is in Class C1 if it is the normaliser of a G-
module W or a pair of G-submodules U and W of V , and is maximal with respect
to all such groups.
Example 1.10.5. Let 1 < k < n, and let K = SLk(q) × SLn−k(q) denote the
block-diagonal matrix group generated by{(
a 0
0 In−k
)
: a ∈ SLk(q)
}
∪
{(
In 0
0 b
)
: b ∈ SLn−k(q)
}
.
Then K stabilises two G-modules: one, W , of dimension k and one of di-
mension n − k. This group, however, is not maximal and hence not in C1, as it is
contained in the full class stabiliser of W . The full class stabiliser of W is generated
by K and In + En,1, and is C1-maximal.
Membership of this class can be checked computationally using theMeatAxe
algorithm, described for example in [28].
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1.10.2 Class C2
Definition 1.10.6. Let K be an n-dimensional matrix group, with corresponding
natural module V . Suppose that there exists a direct sum decomposition of V given
by V1⊕V2⊕· · ·⊕Vt (with t > 1), where each Vi is nt -dimensional, the Vi are isometric,
and K preserves this direct sum decomposition. Then K is said to be imprimitive.
Definition 1.10.7. A group M < Ω is in Class C2 if M is the stabiliser in Ω of an
imprimitive decomposition, and is maximal with respect to all such groups.
For a family of examples of C2-candidates, we use the following construction.
(See for instance [46, p.172] for more details).
Definition 1.10.8. Let D and Q be groups with Q < St, let {Di : i ∈ {1, . . . , t}}
be a family of isomorphic copies of D, and define K :=
t∏
i=1
Di. Then the wreath
product of D by Q, denoted by D oQ is the (external) semidirect product of K by
Q, where Q acts on K by
(d1, . . . , dt)
q = (d
1q−1 , . . . , dtq−1 )
for all q ∈ Q.
The normaliser of the intersection of the wreath product GLm(q) o St with
Ω = SLmt(q) is often a C2-maximal subgroup of Ω.
Groups in this class can be detected by an algorithm of Holt, Leedham-
Green, O’Brien and Rees [26] (unless the group is already either semilinear or a
tensor product, which it will detect first).
1.10.3 Class C3
Definition 1.10.9. The action of G on a module V is said to be F-semilinear if for
all g ∈ G there exists αg ∈ Aut(F) such that for all v, w ∈ V , λ ∈ F,
(v + λw)g = vg + λαgwg.
Remark 1.10.10. If αg = IdF for every g ∈ G, then this is linearity.
We can view the n-dimensional Fqs-vector space V = Fnqs as an ns-dimensional
vector space over Fq, which we denote W . Construct α as a Fq-vector space iso-
morphism between V and W . This gives rise to an embedding of ΓLn(q
s) inside
GLns(q).
39
Definition 1.10.11. The group M < Ω is in Class C3 if the natural module V of M
is irreducible and there exists a finite field Fqs such that we can extend the Fq-vector
space structure of V to an Fqs-vector space structure of dimension ns and the action
of M on V is Fqs-semilinear, and if M is maximal with respect to all such groups.
For a more precise definition of this embedding, see [8, Definition 2.2.5].
Example 1.10.12. We follow the explicit construction of a group in this class as
described in [25, Section 6].
Let V be an m-dimensional vector space over Fqs with basis v1, . . . , vm. Then
we can view Fqs as an s-dimensional Fq-vector space, with basis θ1, . . . , θs.
For any a ∈ SLm(qs), let a act on V , so that va =
m∑
i=1
λivi for λi ∈ Fqs ;
hence we can write λi =
s∑
j=1
µi,jθj for µi,j ∈ Fq. Thus a also defines a map on the
ms-dimensional space over Fq spanned by the vectors θjvi, giving us a subgroup K
of SLms(q) isomorphic to SLm(q
s). The normaliser of this group K is a C3-maximal
subgroup of SLms(q).
The Smash algorithm for detecting groups in this class is described in Holt,
Leedham-Green, O’Brien and Rees [27].
1.10.4 Class C4
Recall the definition of the tensor product and the Kronecker product in
Section 1.8.
Definition 1.10.13. A group G ≤ GL(V ⊗ W,F) preserves the tensor product
decomposition if for all g ∈ G there exist g1 ∈ GL(V,F), g2 ∈ GL(W,F) such that
for all v ∈ V,w ∈W , (v ⊗ w)g = vg1 ⊗ wg2 .
Definition 1.10.14. A group M < Ω is in Class C4 if it acts on a space V ⊗W
which is absolutely irreducible, M preserves this tensor product decomposition, and
M is maximal with respect to all such groups.
Example 1.10.15. The C4-maximal subgroups of SLn(q) are precisely the inter-
section of SLn(q) with groups of the form GLn1(q) ⊗ GLn2(q) = {g1 ⊗ g2 : g1 ∈
GLn1(q), g2 ∈ GLn2(q)}, where n = n1n2 with 2 ≤ n1 <
√
n.
Detecting groups of this type can be done via an algorithm of Leedham-Green
and O’Brien [37, 38].
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1.10.5 Class C5
Definition 1.10.16. A subgroup H ≤ GLn(qe) is said to be subfield if H is
absolutely irreducible and there exists a proper subfield Fq of Fqe and a matrix
c ∈ GLn(qe) such that Hc ≤ 〈Z(GLn(qe)),GLn(q)〉.
Remark 1.10.17. Let Fq be a subfield of Fqe , and let Ve be a vector space of
dimension n over Fqe . Then by considering the Fq-span of basis vectors in Ve, we
can obtain an embedding of V1, an n-dimensional vector space over Fq, inside Ve.
Definition 1.10.18. A group M < Ω, a classical group over Fqe , is in Class C5 if it
is of the form NΩ(K)Z(Ω), where K is the action group of V1 as described above,
and M is maximal with respect to all such groups. (In particular, if Ve preserves a
form, then elements of K also preserve the form).
Remark 1.10.19. All members of Class C5 are subfield groups.
Example 1.10.20. The normaliser of the group SLn(q) is C5-maximal in SLn(qe)
precisely when e is prime. When e is not prime, there exists a nontrivial factor f of
e, and then we have the containment SLn(q) < SLn(q
f ) < SLn(q
e).
Remark 1.10.21. Note that, although in the example above the C5-maximal group
was written over Fq, C5-maximal groups can also be conjugates of such groups and
thus the entries of the matrix may be in Fqe . Many of the groups we encounter in
this thesis which are expressible over Fq will require conjugation by some matrix c
in order to be written over Fq.
An algorithm of Glasby, Leedham-Green and O’Brien [17] detects whether a
group can be written over a smaller field.
1.10.6 Class C6
Definition 1.10.22. A special group is a p-group G (for p prime) such that either
G is elementary abelian, or Z(G) = [G,G] = Φ(G) ∼= Ckp for some k, i.e. the centre
of G, the commutator subgroup of G, and the Frattini subgroup of G (defined as
the intersection of all maximal subgroups of G) are equal and elementary abelian.
A p-group G is extraspecial if it is special, and in addition |[G,G]| = p.
A p-group G is of symplectic type if every characteristic abelian subgroup of
G is cyclic; in other words, for any abelian subgroup H ≤ G which is not cyclic,
there exists an automorphism in Aut(G) which does not fix H.
Example 1.10.23. The dihedral group D8 and the quarternion group Q8 are the
two extraspecial groups of order 8.
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Remark 1.10.24. In general, a result due to P. Hall fully describes the extraspecial
groups (see for example [59, p.83] for a proof); they have order p1+2n for p prime and
n positive, and for each such order there are precisely two such groups. They are
constructed from central products of extraspecial p-groups of order p3. For example,
if |G| = 21+2n then G is a central product of either n copies of D8, or n− 1 copies
of D8 and one copy of Q8.
Definition 1.10.25. A group M < Ω is in Class C6 if Ω has dimension n = rm for
r a prime, and M is the normaliser of either an extraspecial group, or (when r = 2)
a group of symplectic type, with order r1+2m and exponent r(2, r).
This class can be difficult to detect computationally. An algorithm developed
by Niemeyer [44] detects, for r prime, q ≡ 1 mod r and G < GLr(q), whether G
normalises an extraspecial r group of order r3 and exponent r.
1.10.7 Class C7
Definition 1.10.26. A matrix g ∈ Ω preserves a tensor induced decomposition
V = V1 ⊗ V2 ⊗ · · · ⊗ Vt (for V the natural module of G) if for each i there exist
matrices gi which preserve the bilinear form on Vi (if any), and σ ∈ St such that for
all vi ∈ Vi
(v1 ⊗ · · · ⊗ vt)g = v
g
1σ
−1
1σ−1
⊗ · · · ⊗ vgtσ−1
tσ−1
.
A group G ≤ GL(V,F) preserves a tensor induced decomposition V = V1 ⊗
V2⊗ . . .⊗Vt if it is absolutely irreducible and every g ∈ G preserves the given tensor
induced decomposition (equivalently if every generator of G preserves the tensor
induced decomposition).
Note the difference between this definition and Definition 1.10.13 is the re-
laxed requirement that the group merely preserves the structure of the tensor prod-
uct; in particular, here we allow the tensor factors to be permuted.
Definition 1.10.27. A subgroup G of GLn(F) is a tensor induced group if it pre-
serves a tensor induced decomposition Fn = V1 ⊗ · · · ⊗ Vt with dimVi = m for all i
(and hence n = mt).
Definition 1.10.28. The group M < Ω is in Class C7 if its natural module V is
absolutely irreducible, M is the stabiliser in Ω of a tensor-induced decomposition
(with some restrictions on dimension to rule out overlap with Class C2) and M is
maximal with respect to all such groups.
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Example 1.10.29. Let G = SLm(q) and S = S2 = C2. Then we can construct the
tensor wreath product of G and S, which is generated by matrices g ⊗ Im for g a
generator of G, plus the permutation matrix sending row i to row i + m (working
modulo m2) for all i. The normaliser of this group in SLm2(q) is C7-maximal.
An algorithm by Leedham-Green and O’Brien [39] detects whether a group
is tensor-induced.
1.10.8 Class C8
This class consists of those subgroups of a classical group which happen to
be a member of a different class of classical groups; i.e. those groups on which it is
possible to define a second form.
Definition 1.10.30. A group M < Ω lies in Class C8 if M is the intersection of Ω
with the Γ-group (in the notation of Remark 1.6.11) of another classical group, and
is maximal with respect to all such groups.
Example 1.10.31. In general, the group SLn(q) has C8-maximal subgroups which
are normalisers of Ωn(q) (when q is odd), SUn(q) (when q is a square) and Spn(q)
(when n is even), with some exceptions for certain small values of n or q.
Many standard algorithms exist in Magma and other computer algebra soft-
ware packages for detecting forms preserved by a given matrix group. These often
follow from computations on the underlying modules.
1.10.9 Class S
This class contains all maximal subgroups which do not fall into any of the
other eight classes. Although groups in this class do not share any nice geometric
structure as those in the other classes do, there are a number of properties that
groups in this class must satisfy, given below.
Definition 1.10.32. We define G∞ =
⋂
n≥0G
(n) where G(1) = [G,G] is the derived
subgroup of G and inductively, G(n) = [G(n−1), G(n−1)].
Definition 1.10.33. Let Ω be a classical group over Fq, and G be a group such
that Ω < G < A with A as in Remark 1.6.11. Let M < G and let Z be the subgroup
of M consisting of scalar matrices. Then M is in Class S if M/Z is almost simple,
and all of the following properties hold:
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(i) M does not contain Ω∞.
(ii) M∞ acts absolutely irreducibly.
(iii) There does not exist a g ∈ GLn(q) such that (M∞)g is defined over a proper
subfield of Fq modulo scalars.
(iv) The following conditions are satisfied regarding forms preserved by M∞:
(a) M∞ preserves a nondegenerate unitary form if and only if q is a square
and Ω = SUn(
√
q).
(b) M∞ preserves a nondegenerate quadratic form if and only if Ω = Ωn(q).
(c) M∞ preserves a nondegenerate symplectic form and no nondegenerate
quadratic form if and only if Ω = Spn(q).
(d) M∞ preserves no non-zero classical form if and only if Ω = SLn(q).
Remark 1.10.34. These conditions limit the containment of S in some of the
classes Ci;
• Condition (ii) prevents any containment of Class S in Class C1 from the defi-
nition. It can also be shown (see [8, p.66]) that condition (ii) is not satisfied
by any element of C3, preventing any containment there also.
• Condition (iii) prevents any containment of Class S in Class C5.
• Condition (iv) prevents any containment of Class S in Class C8, as this means
that no element of S can preserve more than one type of form.
It is, however, possible for an element of S to be contained in a subgroup in
Class Ci for i = 2, 4, 6, 7.
Class S splits into two classes, depending on the shape of the nonabelian
simple composition factor.
Definition 1.10.35. Let M be a subgroup in class S of a classical group Ω in
characteristic p. Then:
• M is in Class S2 if M∞ is isomorphic to a group of Lie type in characteristic
p. This case is also known as the defining characteristic case.
• M is in Class S1 if it is not in Class S2. This case is also known as the cross
characteristic case.
We will consider groups in Class S1 and groups in Class S2 separately.
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1.11 Maximal subgroups of almost simple groups and
novelties
We can often determine the maximal subgroups of almost simple extensions
of a simple group S from the maximal subgroups of S, although we require some
additional work involving class stabilisers. Throughout this section, let G be an
almost simple group with socle S.
We first note that maximal subgroups of G which contain S can be deter-
mined from the maximal subgroups of the soluble group G/S, and so we will not
include these in our classification of maximal subgroups of G. Thus if M is a maxi-
mal subgroup of G, we may assume that M ∩S  S. In particular, M ∩S is either a
maximal subgroup of S, or is contained in a maximal subgroup of S. It also follows
from [58, Lemma 2.1] that M ∩ S 6= 1.
Supppose first that M∩S is a maximal subgroup of S; in particular it follows
that M ∩S is self-normalising in S. Then we can determine the structure of M from
the structures of G and M ∩S. Note that G is the extension of S by some subgroup
H of the outer automorphism group of S. If h ∈ G \S normalises M ∩S then there
exists an outer automorphism α of M ∩ S which is induced by h. Then it follows
that (M ∩ S).〈α〉 < G, and indeed (M ∩ S).〈α〉 is a maximal subgroup of S.〈h〉.
Conversely if h does not normalise M ∩ S then it follows similarly that M ∩ S does
not normalise to a maximal subgroup of S.〈h〉.
Hence, ifM < G restricts to a maximal subgroup of S, it is relatively straight-
forward to determine the structure of M < G from the structure of M ∩S < S from
the class stabilisers. We now describe the situation where this does not happen.
Definition 1.11.1. If M is a maximal subgroup of G, but M ∩S is not a maximal
subgroup of S, then we say that M is a novelty maximal subgroup of G.
There are two possible sources of novelty subgroups of G. Let M denote
a novelty subgroup of G. Then in particular, |NG(M ∩ S)| > |M ∩ S|, so there
exists h ∈ G \ S which normalises S ∩M . For convenience we will now assume that
G = 〈S, h〉.
Firstly, suppose that h normalises M ∩ S but not K. Then there exists an
automorphism α of M ∩ S such that h induces α on M ∩ S, and we have that
(M ∩ S).〈α〉 < 〈S, gh〉. From the above discussion K is a maximal subgroup of
〈S, gh〉, but (M ∩ S).〈α〉 ≮ K since M ∩ S is self-normalising in S. This motivates
one class of novelties:
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Definition 1.11.2. Let M be a maximal subgroup of G, an almost simple group
with socle S, and suppose that there exists a subgroup K < S such that (M ∩S) 
K  S. Then M is a type-1 novelty maximal subgroup of G with respect to K if
there exists h ∈ Out(S) and gh ∈ G \ S such that gh induces h, normalises M ∩ S
and does not normalise K.
Next, suppose that h normalises M ∩ S and h also normalises K; thus there
exist automorphisms α of M ∩ S and β of K such that h induces α on M ∩ S and
β on K. If there exists an element gh ∈ G \ S such that gh induces h on S, α on
M ∩S and β on K, then we have the containment M = (M ∩S).α  K.β  〈S, gh〉
so that M is not a maximal subgroup of G; hence for M to be maximal we must
have that no such gh exists. This motivates the remaining class of novelties:
Definition 1.11.3. Let M be a maximal subgroup of G, an almost simple group
with socle S, and suppose that there exists a subgroup K < S such that (M ∩S) 
K  S. Then M is a type-2 novelty maximal subgroup of G with respect to K
if there exists h ∈ Out(S) and gh ∈ G \ S such that h normalises M ∩ S and K,
inducing automorphisms α ∈ Aut(M ∩ S) and β ∈ Aut(K) respectively, and gh
normalises M ∩ S and induces α, but gh does not normalise K.
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Chapter 2
Determinants and spinor norms
of permutation matrices
2.1 Introduction
Suppose we have a classical group G of dimension n over the field F = Fqd ,
with the form preserved by G (if such a form exists) being over Fp. The map σ : F→
F, a 7→ aq is an automorphism of F of order d which extends to an automorphism
of G, which we denote σG. Let V be the natural module of G, and denote by
V σ the module obtained by applying the automorphism σG of G to the associated
representation.
Let Vˆ = V ⊗ V σ ⊗ . . .⊗ V σd−1 , which is a module of dimension nd. By the
construction of Vˆ we have that Vˆ σ ∼= Vˆ . Thus it follows from Corollary 1.7.20 that
we can realise the image of the corresponding representation after conjugation as a
subgroup of GLnd(q).
Definition 2.1.1. (i) The G-module Vˆ = V ⊗ V σ ⊗ · · · ⊗ V σd−1 is called the
tensor field representation. The corresponding action group of Vˆ , denoted
Gˆ = G⊗Gσ ⊗ · · · ⊗Gσd−1 < GLnd(qd) is called the tensor field group.
(ii) After conjugation by a suitable matrix c such thatH := Gˆc < GLnd(q), we refer
to H as a rewritten tensor field group, and the corresponding representation
of H as a rewritten tensor field representation.
(iii) The automorphism σG induces an automorphism σGˆ on Gˆ. Since a rewritten
tensor field group H is isomorphic to Gˆ, there is a corresponding automor-
phism of H, which we denote ωH , which acts on H as σGˆ does on Gˆ. The
automorphism σGˆ is induced by conjugation by a matrix, which we denote
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gσ. The corresponding matrix inducing ωH on H is denoted hω. Note that if
Gˆc = H it follows that hω = g
c
σ.
If H is a rewritten tensor field group isomorphic to Gˆ, and H < Ω for some
classical group Ω, then we are interested in whether hω lies inside Ω or some extension
of Ω by automorphisms; thus we are interested in how hω scales the induced form
on Ω, the determinant of hω and the spinor norm of hω with respect to the above
form in the case where the form is orthogonal. In this chapter we will answer the
question for the related quantity gσ, in the case where Gˆ < Ωˆ where Ωˆ is a classical
group over Fqd preserving the same form as Ω. In this case, the matrices gσ and
hω will have the same determinant, and we conjecture a connection between their
spinor norms with respect to certain forms.
In Section 2.2 we establish conditions whereupon gσ preserves the form
and has determinant 1. Sections 2.3 and 2.4 find respectively the spinor norm
and quasideterminant of gσ in the case where gσ preserves the orthogonal form
antidiag(1, . . . , 1). This is the most complicated case, and we will also cover the
simpler case where the rewritten tensor field group preserves a symplectic form.
Finally Section 2.5 summarises the results.
2.2 Determinants of permutation matrices
In this section, we find the determinant of elements of Sym(d) acting on
(Z/nZ)d in the following way. This result can also be found in [33, Equation 4.7.8].
Lemma 2.2.1. Let V = (Z/nZ)d be the set of d-tuples of elements of {0, 1, . . . , n−
1}, where n ≥ 2 and d ≥ 2. Let Sym(d) act on this set by permuting the elements, so
that for v = (v1, . . . , vd) ∈ V , σ ∈ Sym(d), vσ = (v1σ−1 , v2σ−1 , . . . , vdσ−1 ), where iσ
denotes the image of i under the permutation σ; this action gives us an embedding
Sym(d) ⊂ Sym(V ) ∼= Sym(nd). We say that the embedding is even if Sym(d) ⊂
Alt(V ) and odd if Sym(d)\Alt(d) ⊂ Sym(V )\Alt(V ). Then the embedding is even
if and only if either n ≡ 0, 1 mod 4, or n ≡ 2 mod 4 and d > 2.
Proof. Let ρ denote the embedding map Sym(d)→ Sym(V ). The group Sym(d) is
generated by 2-cycles, so it suffices to determine the parity of ρ((i, j)) in Sym(V )
for i, j ∈ {1, . . . , d}, i 6= j. Take such a 2-cycle; then elements of V will either be
fixed or permuted in pairs by this element, and those elements which are fixed are
given by Fix(ρ((i, j))) = {v ∈ V : vi = vj} which is a (Z/nZ)-submodule of the
Z/nZ-module V of dimension d−1 and size nd−1; hence we have the set of elements
which are not fixed by ρ((i, j)) has size n−1n |V | = nd−1(n − 1). The orbit of each
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of these elements has size 2, so that ρ((i, j)) consists of n
d−1(n−1)
2 2-cycles, and this
quantity being odd (respectively even) ensures that the corresponding embedding is
odd (respectively even). If n is odd, this parity depends precisely on n mod 4, and
the result follows. If n ≡ 0 mod 4 then the term nd−12 will be even and thus we will
have an even embedding; if n ≡ 2 mod 4, then we will have an odd embedding for
d = 2, and an even embedding for larger d.
Corollary 2.2.2. Let G = SLn(q
d), where n ≥ 2 and q = pe, with natural module
V and field automorphism σ = φe. Let Vˆ := V ⊗V σ⊗ . . .⊗V σd−1 denote the tensor
field representation, with a corresponding tensor field group Gˆ < Ω, where Ω is the
classical group of matrices preserving the induced form of G if G preserves a classical
form, and Ω = SLnd(q
d) otherwise. Let gσ ∈ GLnd(qd) induce the automorphism σGˆ
on Gˆ by conjugation. Then:
(i) gσ lies in the general group of Ω; and
(ii) gσ has determinant 1 if and only if either n ≡ 0, 1 mod 4, or n ≡ 2 mod 4
and d > 2.
Proof. Since σGˆ permutes the tensor factors of Vˆ , σGˆ stabilises the representation,
and hence by Lemma 1.7.12 gσ can be realised over GLnd(q
d). For the determi-
nant computation, note that gσ is the permutation matrix corresponding to the
permutation considered in Lemma 2.2.1, and the conditions on n follow.
When n > 2 G preserves no form and hence neither does Gˆ. This is because
if G preserves no form, then V is not isomorphic to V ∗ or V ∗σ. If Vˆ was self-dual,
then in particular we would have V ∼= V ∗σi for some i ≤ d, contradicting Theorem
4.1.20; in a similar manner using Theorem 4.1.23 Gˆ cannot preserve a unitary form.
Hence we are done when n > 2. When n = 2, SL2(q
d) ∼= Sp2(qd) preserves the
matrix f = antidiag(−1, 1). Since this form is left unchanged by the action of σGˆ
we have that the form preserved by Gˆ is the d-fold Kronecker product of f , which
we denote fˆ . Since the image of gσ is in the conformal group by Lemma 1.7.13, it
must act on fˆ as multiplication by a scalar, and thus it suffices to see how it acts
on a single basis element. Take the natural basis e0, e1 of SL2(q
d) and consider the
effect of gσ on the element e0 ⊗ e0 ⊗ . . .⊗ e0. Since gσ permutes the indices, we see
that gσ acts trivially on fˆ , hence preserving it.
Corollary 2.2.3. Let G = Ωn(q
d) or Spn(q
d), where n ≥ 2 and q = pe, with natural
module V and field automorphism σ = φe. Suppose G preserves a form over Fq.
Let Gˆ < Ω denote the action group of G on Vˆ := V ⊗ V σ ⊗ . . . ⊗ V σd−1, where
Ω is the classical group preserving the symmetric bilinear form obtained from the
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d-fold Kronecker product of the form preserved by G. Let gσ ∈ GLnd(qd) induce the
automorphism σGˆ on Gˆ by conjugation. Then:
(i) gσ lies in the general group of Ω; and
(ii) gσ has determinant 1 if and only if either n ≡ 0, 1 mod 4, or n ≡ 2 mod 4
and d > 2.
Proof. Similar to that of Corollary 2.2.2.
Corollary 2.2.3 can also be deduced from [33, Proposition 4.7.4].
The following result will be useful when considering tensor products of the
symplectic group later.
Lemma 2.2.4. Let n and d be even, and let
X = {x ∈ (Z/nZ)d : |{i : xi ∈ {1, . . . , n
2
}}| is odd}.
Let Sym(d) act on X as in Lemma 2.2.1, and recall the definitions of even and odd
embeddings as given in Lemma 2.2.1. Then this embedding is even unless d = 2 and
n ≡ 2 mod 4.
Proof. Note that Sym(d) acts on X, and |X| = nd2 . Consider the action of a 2-cycle
in Sym(d) on X. Then a similar argument to that of Lemma 2.2.1 tells us that there
are (n−1)n
d−1
4 2-cycles when d > 2. When d = 2 the action of a 2-cycle in Sym(d)
has no fixed points when acting on X, since X has no elements of the form (i, i);
thus in this case we have n
2
4 2-cycles.
Since n is even, when d > 2 we have an even number of 2-cycles and hence an
even embedding. When d = 2, the parity of the embedding is odd if n ≡ 2 mod 4
and even if n ≡ 0 mod 4.
2.3 Spinor norms of permutation matrices in odd char-
acteristic
In some cases, the tensor field group of a classical group will preserve an
orthogonal form. Thus, we will need to determine the spinor norm or quasidetermi-
nant of gσ with respect to the induced form. In this section and the next, we will
perform these computations in odd and even characteristic respectively.
Throughout this section let q be odd. We will first give some conditions
under which the tensor field groups and rewritten tensor field groups preserve an
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orthogonal form, and then establish the spinor norm of any permutation matrix
preserving a specific antidiagonal form, based on properties of the permutation. The
rest of the section will perform these computations when the permutation matrix is
gσ.
2.3.1 General theory and preliminary results
Lemma 2.3.1. Let n > 2 be even, d ≥ 2 and either G = Ω+n (qd, antidiag(1, . . . 1))
for any d, or G = Spn(q
d, antidiag(1, . . . , 1,−1, . . . ,−1)) with d even. Let Gˆ be the
tensor field group, W be a rewritten tensor representation of G over Fq, and H
the corresponding rewritten tensor field group. Then H < GOnd(q) where  = − if
n ≡ 2 mod 4 and d = 2, and  = + otherwise.
Proof. Since the Kronecker product of two symmetric or antisymmetric matrices
is symmetric, whilst the Kronecker product of a symmetric and an antisymmetric
matrix is antisymmetric (both by Proposition 1.8.7), the conditions on n and d
ensure that Gˆ preserves a symmetric bilinear form of plus type.
There exists a matrix c ∈ GLnd(qd) such that c−1Gˆc = H. Let fˆ denote
the form preserved by Gˆ (i.e. the d-fold tensor product of the form preserved by
G). Then H preserves the form f := cfˆcT . Since all forms of the same type are
isometric, we can assume without loss of generality that c has been chosen such
that f = diag(η, 1, . . . , 1) where η = 1 if H preserves a plus-type form, and η is a
primitive element of F∗q if H preserves a minus-type form (since the dimension of f
is a power of n which is even, these forms have the correct type).
Let gσ be the permutation matrix inducing the σ automorphism on Gˆ, as in
Corollary 2.2.2. Take any a ∈ Gˆ, then by definition of gσ we have g−1σ agσ = aσ. We
also have that c−1ac = b for some b ∈ H < GLnd(q); hence bσ = b and so
c−1ac = b = (c−1ac)σ = c−σaσcσ = c−σg−1σ agσc
σ.
Thus rearranging we have that g−1σ agσ = (cc−σ)−1a(cc−σ). Since a was arbitrary
we have cc−σ and gσ both induce the σGˆ automorphism. Since the natural module
of Gˆ is absolutely irreducible (see Theorem 4.1.20) , we have that gσ = λcc
−σ for
some λ ∈ Fqd ; hence we have c−1gσcσ = λInd .
Further, gσ fixes the first and last rows of the form f (which have the same
antidiagonal entry since f is symmetric) so that gσfg
T
σ = f . Since fˆ and f are both
realisable over Fq and cfˆcT = f we have that f = fσ = (cfˆcT )σ = cσfˆ cσT . Hence
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we have
(c−1gσcσ)fˆ(c−1gσcσ)T = c−1gσcσfˆ cσT gTσ c
−T = c−1gσfgTσ c
−T = c−1fc−T = fˆ .
Thus c−1gσcσ = λInd preserves fˆ , so λInd ∈ GO+nd(qd, fˆ). The only scalar matrices
in the orthogonal group are ±Ind so that λ = ±1, and so since n is even
1 = det(λInd) = det(c
−1gσcσ) = det(gσ) det(c)q−1.
Also, since gσ is a permutation matrix we have det(gσ) ∈ {1,−1} so that det(c)q−1 =
det(gσ). Further, since the elements in F∗qd of order q− 1 are precisely the elements
of F∗q , it follows that det(c)q−1 = 1 if and only if det(c) ∈ F∗q .
We have that cfˆcT = f , and since n is even we have that det(f) = η and
det(fˆ) = 1, so that det(c)2 = η.
If η = 1 then det(c) ∈ Fq. Then det(c)q−1 = 1 so det(gσ) = 1. If η is
a primitive element of Fq then in particular it is not a square, so det(c) /∈ Fq.
Thus det(c)q−1 = −1, so det(gσ) = −1. Hence H preserves a form of plus-type
(respectively minus-type) if the determinant of gσ is 1 (respectively −1). Corollary
2.2.2 tells us that when n is even, det(gσ) = −1 only when n ≡ 2 mod 4 and d = 2,
giving the result.
A result which we will make use of later gives information about the matrix
c which is used to rewrite a tensor field group over a smaller field.
Lemma 2.3.2. Let G be a classical group in dimension n over a field Fqd, with
d ≥ 2. Let Gˆ = G ⊗ Gσ ⊗ · · · ⊗ Gσd−1 < GLnd(qd) be the corresponding tensor
field group, and c ∈ GLnd(qd) be such that Gˆc < GLnd(q) is a rewritten tensor field
group. Then (after multiplication by a scalar) we have that cc−σ is a permutation
matrix inducing the σGˆ automorphism on Gˆ. We also have that det c ∈ Fq if n ≡ 0, 1
mod 4 or n ≡ 2 mod 4 and d > 2, and det c /∈ Fq but det c2 ∈ Fq otherwise.
Proof. Let gσ be the permutation matrix which induces the σGˆ automorphism on
Gˆ. By noting that c writes elements of Gˆ as matrices over Fq which are then fixed
by the σGˆ automorphism, we have that conjugation by cc
−σ also induces the σGˆ
automorphism, in a similar manner to the proof of Lemma 2.3.1. Since the module
is absolutely irreducible we thus have that gσ = µcc
−σ. Since gσ is defined over
Fq we have gσ = gσ
i
σ = µ
qicσ
i
c−σi+1 , and we also have that |gσ| = |σ| = d. Hence
multiplying these equations together gives that
Ind = g
d
σ = µ
1+q+...+qd−1Ind = µ
qd−1
q−1 Ind
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so that µ ∈ Fq. Hence there exists κ ∈ Fqd such that κ1−q = µ, and rescaling
c by κ means that cc−σ = gσ (with c still rewriting Gˆ over a smaller field); i.e.
det cq−1 = det gσ. This κ is the scalar referenced in the statement of the proof, and
after the rescaling, we have that cc−σ. The remaining results follow from Lemma
2.2.1; if det gσ = 1 then det c has multiplicative order q− 1 and hence lies inside Fq;
otherwise det c has multiplicative order dividing 2(q− 1) but not (q− 1) and so the
result follows.
Computations suggest that the below conjecture is true.
Conjecture 2.3.3. Let G be a classical group over a field of order qd preserving a
symmetric or anti-symmetric form, and let Gˆ be the tensor field group G ⊗ Gσ ⊗
. . .⊗Gσd−1 , where σ is the Frobenius automorphism obtained by raising each entry
of g ∈ G to the q-th power. Suppose Gˆ preserves a symmetric bilinear form f . Let
c ∈ GLnd(qd) be such that Gˆc < Ωnd(q) is a rewritten tensor field group. Let gσ be
the permutation matrix inducing the σ automorphism on Gˆ, and suppose that c has
been chosen such that gcσ is also over Fq. Then gσ and gcσ have the same spinor norm
over Fq with respect to the symmetric bilinear forms f and c−1fc−T respectively.
If Conjecture 2.3.3 holds, then the computations that we perform on the
permutation matrices inducing σ on the tensor field group would be sufficient to
understand the behaviour of matrices inducing σ on the rewritten tensor field group.
Lemma 2.3.4. Let q = pe for p 6= 2 prime, and S = Sym(m) where m = 2n+δ, δ ∈
{0, 1}. Let Ω = GOm(q) preserve the quadratic form Q = antidiag(0, . . . , 0, 1, . . . , 1)
(for m even) or Q = antidiag(0, . . . , 0, 12 , 1, . . . , 1) (for m odd) with associated polar
form f = Q + QT = antidiag(1, 1, . . . , 1), and let s ∈ S be a permutation whose
corresponding permutation matrix in SLm(q) preserves f . Then the spinor norm of
s with respect to f is 1 if (−2)1(−1)2 is a square in F∗q and −1 otherwise, with the
i defined as follows. We have 1 = 1 if s is odd and 0 if s is even, and 2 = 1 if sˆ is
odd and 0 if sˆ is even, where sˆ ∈ Sym(n) is obtained in the following way: for each
i ∈ {1, . . . , n}, if is := j /∈ {1, . . . , n}, then multiply s from the right by (j,m+1−j).
This gives a permutation s′ ∈ Sym(1, . . . , n)×Sym(2n+ δ, 2n−1 + δ, . . . , n+ 1 + δ);
then we define sˆ to be the projection of s′ onto the first component of this direct
product.
Proof. If δ = 1 then every permutation which fixes the form must in particular have
n + 1 as a fixed point; hence this gives us a permutation in Sym(2n) which also
preserves an antidiagonal form, and thus without loss of generality we may assume
δ = 0.
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We are interested in permutation matrices which preserve f , which is itself a
permutation matrix; thus the group of permutation matrices which preserve f are
precisely those permutation matrices whose corresponding permutation lie in the
centraliser C of the element (1, 2n)(2, 2n − 1) . . . (n, n + 1) in Sym(2n). It is clear
that C is generated by (x, 2n+1−x) for x ∈ {1, . . . , n} and (y, y+1)(2n+1−y, 2n−y)
for y ∈ {1, . . . , n− 1}.
Let V be the natural module of Ω, with basis {v1, . . . , v2n}. We can thus
view elements of C as matrices which permute this basis of V and preserve the form
of Ω. Fix x ∈ {1, . . . , n} and define ax := vx− v2n+1−x. Then the reflection through
ax, denoted rax , fixes vi if i 6= x, 2n+ 1− x and interchanges vx and v2n+1−x, hence
inducing the permutation (x, 2n + 1 − x). Thus (x, 2n + 1 − x) is a reflection, and
axfa
T
x = −2. Hence the spinor norm of (x, 2n + 1 − x) with respect to f depends
on whether or not −2 is a square in Fq. Let M1 = {(x, 2n+ 1−x) : x ∈ {1, . . . , n}}.
Next, define
b−x = vx − vx+1 + v2n−x − v2n+1−x
b+x = vx − vx+1 − v2n−x + v2n+1−x
and corresponding reflections rb+x and rb−x . Note that b
+
x f(b
−
x )
T = 0, and so we have
(v)(rb+x rb−x ) = v −
vf(b+x )
T
b+xQ(b
+
x )T
b+x −
vf(b−x )T
b−xQ(b−x )T
b−x = v −
vf(b+x )
T
2
b+x +
vf(b−x )T
2
b−x .
It follows directly from this that rb+x rb−x fixes vi if i /∈ {x, x+ 1, 2n− x, 2n+
1− x} and interchanges vx with vx+1, and v2n−1 with v2n+1−x; for instance,
vx(rb+x rb−x )
= vx − 1
2
(vx − vx+1 − v2n−x + v2n+1−x)− 1
2
(vx − vx+1 + v2n−x − v2n+1−x)
= vx+1.
Thus rb+x rb−x induces the permutation (x, x + 1)(2n − x, 2n + 1 − x), whose
spinor norm depends on whether (b+x f(b
+
x )
T )(b−x f(b−x )T ) is a square. We have that
b+x f(b
+
x )
T = 4 and b−x f(b−x )T = −4, hence the spinor norm depends on whether −1
is a square in Fq. Since conjugation by an element of GO±2n(q) does not change the
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spinor norm, we also have the same dependency for
((x, x+ 1)(2n− x, 2n+ 1− x))(x+1,x+k)(2n−x,2n+1−k−x)
= (x, x+ k)(2n+ 1− k − x, 2n+ 1− x)
and so the same dependency for (x, y)(2n+ 1− x, 2n+ 1− y) for x, y ∈ {1, . . . , n}.
Let M2 = {(x, y)(2n+ 1− x, 2n+ 1− y) : x, y ∈ {1, . . . , n}}.
As noted before, C is generated by M1 and M2, and hence we can determine
the spinor norm of every element of C from the computations done in this proof,
and determining the spinor norm of a given permutation matrix now reduces to
writing it as a product of elements in M1 and M2. Given that s commutes with the
permutation inducing the form, we know that if is = j then (2n+1−i)s = (2n+1−j);
hence s′ as defined in the statement consists of two components, with sˆ acting on
the left component (as an element of Sym(1, . . . , n)) and the right component (as
an element of Sym(2n, . . . , n + 1)) in the same way; in particular s′ is even. Also
s′ is a product of k2 elements in M2, and we obtain s from s′ by multiplying by k1
elements of M1, where ki ≡ i mod 2. The result on the spinor norm follows.
Example 2.3.5. Consider the permutation s = (1, 8)(2, 4, 7, 5) ∈ Sym(8). This
commutes with the permutation (1, 8)(2, 7)(3, 6)(4, 5) and so the corresponding per-
mutation matrix fixes the form antidiag(1, . . . , 1) induced by this permutation. To
find the spinor norm with respect to antidiag(1, . . . , 1) we see that {1, 2, 3, 4}s =
{8, 4, 3, 7}. Multiplying s from the right by (1, 8)(2, 7) gives the permutation s′ =
(2, 4)(5, 7). Hence 1 = 0, 2 = 1 and so the spinor norm of s has a dependency on
whether −1 is a square in Fq; i.e. s has spinor norm 1 if q ≡ 1 mod 4 and −1 if
q ≡ 3 mod 4.
Corollary 2.3.6. Suppose we are in the situation of Lemma 2.3.4, except that the
polar form preserved is antidiag(k, k, . . . , k) for some k ∈ Fq. Then the spinor norm
of s with respect to this form for p 6= 2 depends on whether (−2k)1(−1)2 is a square
in Fq, with i as above.
Proof. We can construct ax and b
±
x in the same way as in Lemma 2.3.4. These
reflections induce the same permutations, but now axfa
T
x = −2k, b+x f(b+x )T = 4k
and b−x f(b−x )T = −4k. Hence the spinor norm of elements of M2 are unchanged, but
the spinor norm of elements of M1 now depend on −2k instead of −2. The rest of
the proof is identical.
Definition 2.3.7. Let C be the centraliser in Sym(m) of the permutation mapping
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i to m+ 1− i for all i, and let c ∈ C. Write m = 2n+ δ for δ ∈ {0, 1}. We say that
j ∈ {1, . . . , n} is a crossing (with respect to c) if jc−1 /∈ {1, . . . , n}.
The dual of i ∈ {1, . . . ,m} is m + 1 − i, denoted i∗. The dual of the cycle
(a1, . . . , ad) is (a
∗
1, . . . , a
∗
d).
An element j ∈ {1, . . . , n} is said to be self-dual with respect to c (or just
self-dual if c is clear from the context) if jc = j∗. (In particular any self-dual element
is a crossing).
A cycle is self-dual if it is of the form (a1, . . . , ae, a
∗
1, . . . , a
∗
e), where e ≤ n.
2.3.2 Spinor norms when d is odd
When d is odd, the required computations are straightforward. Recall the
notation introduced at the start of this chapter.
Lemma 2.3.8. Let G = GOn(q
d) with d > 2 odd, and G preserving the form
antidiag(1, . . . , 1) with natural module V , and H < GOnd(q) be a rewritten tensor
field group. Let hω ∈ CGOnd(q) induce the ωH automorphism on H by conjugation.
Then hω has spinor norm 1 with respect to the form antidiag(1, . . . , 1) over Fq.
Proof. By Corollary 2.2.2 we know that hω ∈ GOnd(q), which has a subgroup of
index 2 consisting of elements with spinor norm 1. Since hω is of odd order it must
lie in this index 2 subgroup and hence have spinor norm 1.
2.3.3 Spinor norms when d is even
The aim of this section is to find the spinor norm of the field automorphism
of the rewritten tensor field representation. To do this we will consider a closely-
related combinatorial problem. Throughout this subsection d will be even unless
otherwise stated.
Definition 2.3.9. A string of d beads and n colours is a d-tuple where each entry
takes one of n possible colourings (usually the set {1, . . . , n}).
Defne an action of Cd = 〈θ〉 on the set of all strings of d beads and n colours
by (a1, . . . , ad)
θ = (ad, a1, . . . , ad−1). A necklace of d beads and n colours is an orbit
of a string, although we will often abuse notation and also use the term necklace to
refer to an orbit representative .
The integer d is referred to as the length of the necklace. The orbit size of
the necklace is the size of the orbit. A necklace of length d and orbit size d is called
aperiodic of orbit size d.
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Example 2.3.10. An example of a string of 6 beads and 3 colours is (1, 2, 3, 1, 2, 3).
Formally, the necklace containing this string is
{(1, 2, 3, 1, 2, 3), (2, 3, 1, 2, 3, 1), (3, 1, 2, 3, 1, 2)}.
With our abuse of notation we will say that all three elements of the orbit are the
same necklace. This necklace has length 6 and orbit size 3. An example of an
aperiodic necklace of orbit size 6 is (1, 2, 3, 1, 3, 2).
There is an obvious bijection between the basis elements va1 ⊗ . . . ⊗ vad of
the rewritten tensor representation and strings of d beads and n colours, and this
gives us a bijection between the orbits under the σ automorphism and necklaces of
d beads and n colours. Thus, understanding the structure of the permutation that
σ induces is equivalent to understanding the total number of necklaces and their
orbit sizes. We can also phrase the quantities 1 and 2 in Lemma 2.3.4 in terms of
combinatorial properties of these necklaces.
Definition 2.3.11. Let g ∈ Sym(n) be a permutation, and write s = a1 . . . am as
a disjoint product of cycles. Then by a factor of g we mean a permutation of the
form
∏
i∈I
ai for some I ⊂ {1, . . . ,m}.
Lemma 2.3.12. Let g ∈ C < Sym(nd) where C is the centraliser of the permutation
mapping i to nd + 1 − i for all i. Let c be a factor consisting of a single l-cycle in
g. Let g′ be as in Lemma 2.3.4. Then:
• If c is not self-dual, then denote its dual by c∗. Then the factor of g′ corre-
sponding to cc∗ will also consist of two l-cycles.
• If c is self-dual, then l is even and the corresponding factor of g′ will consist
of two l2 -cycles.
Proof. Suppose c is not self-dual. Write c = (a1, . . . , al), so that we have cc
∗ =
(a1, . . . , al)(a
∗
1, . . . , a
∗
l ). (Note that if c is a factor of g then since g ∈ C we must have
that c∗ is also a factor of g). The corresponding factor of g′, which we denote (cc∗)′,
is obtained by multiplying cc∗ by elements of the form (ai, a∗i ). Thus, assuming
without loss of generality that a1 <
nd
2 , we have that the orbit of a1 under g
′ is
{min{ai, a∗i } : i = 1, . . . , l} and the orbit of a∗1 is {max{ai, a∗i } : i = 1, . . . , l}. Thus
(cc∗)′ consists of two l-cycles.
If c is self-dual and centralises C, then we can write c = (a1, . . . , al, a
∗
1, . . . , a
∗
l );
in particular l must be even. Again, to obtain c′ we multiply c by elements of the
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form (ai, a
∗
i ), so that c
′ maps ai to min{ai+1, a∗i+1} if ai < a∗i , otherwise c′ maps ai to
max{ai+1, a∗i+1} (reading subscripts modulo l). Thus c′ consists of two l2 -cycles.
Remark 2.3.13. Lemma 2.3.12 tells us that, given a permutation g, the only change
in the structure of the permutation g′ will be that every self-dual even cycle which
is a factor of g will split into two cycles of half the length in g′. Thus understanding
which cycles in g are self-dual is sufficient to understand the structure of g′.
Theorem 2.3.14 (Burnside’s Lemma). [46, Theorem 3.22] Let G be a finite group
acting on a set X. Then the number of orbits of X under G is 1|G|
∑
g∈G
|FixX(g)|.
Corollary 2.3.15 (Polya Enumeration Theorem). [46, p. 61] Let X be a finite set
and G < Sym(X). Let Y be a finite set of colours, with |Y | = n. Denote the set of
all colourings of X with Y by Y X . Then the number of orbits under G on the set
Y X is 1|G|
∑
g∈G
nc(g), where c(g) is the number of cycles for g ∈ G as a permutation
of X.
Definition 2.3.16. A string of d beads choosing from n colours is said to be self-
dual if the colouring is of the form (a1, . . . , ad/2, n + 1 − a1, . . . , n + 1 − ad/2) for
ai ∈ {1, . . . , n}. If n is odd we also consider the necklace (n+12 ) of length 1 to be
self-dual.
Remark 2.3.17. Hence there is at most one self-dual necklace of odd length, which
has length 1 and occurs if and only if n is odd.
Lemma 2.3.18. The number of necklaces of d beads and n colours of orbit size e
(with e|d) is the same as the number of aperiodic necklaces of e beads and n colours.
Proof. For every aperiodic necklace of e beads and n colours, say a = (a1, . . . , ae),
there is a corresponding necklace of d beads and n colours with orbit size e, namely
the concatenation of de copies of a. Conversely, suppose we have a necklace of d
beads and n colours with orbit size e, say b = (b1, . . . , bd). Since the necklace has
orbit size e we must have bi = bi+me for every i ∈ {1, . . . , d} and m ∈ Z, reading
subscripts modulo d; further, e is the smallest possible such integer. Hence we have
b as the de -fold concatenation of (b1, . . . , be), and this necklace of length e must be
aperiodic.
Recall the definition of the Mo¨bius function from Section 1.9.3.
Lemma 2.3.19. Suppose we have a necklace of d beads which we aim to colour with
n colours. Let δ ∈ {0, 1} denote the parity of n. Then the following formulae hold:
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(i) ψ(n, d) := 1d
∑
e|d
φ(de )n
e counts the total number of necklaces, where φ is the
Euler phi function.
(ii) χ(n, d) :=
∑
e|d
µ(e)ψ(n, de ) counts the number of aperiodic necklaces of orbit size
d, where µ is the Mo¨bius function.
(iii) χ′(n, d) := 1d
(
−ι(d)δ + ∑
e|d,e odd
µ(e)nd/2e
)
where ι(d) = 1 if d is a power of
2 and 0 otherwise; this counts the number of self-dual aperiodic necklaces of
orbit size d.
Proof. Part (i) is a direct application of Polya’s enumeration theorem (Corollary
2.3.15) with G = Cd, using the fact that the number of elements of Cd of order e
(with e|d) is φ(e). For (ii), it follows from Lemma 2.3.18 that
ψ(n, d) =
∑
e|d
χ(n, e),
by summing over all the possible orbit sizes of a necklace of length d. The formula
for χ(n, d) follows from the Mo¨bius inversion formula (Theorem 1.9.8). Note that
neither of these equations require d to be even, although the interpretation of χ(n, d)
only makes sense when d is even.
To prove (iii), we introduce some additional notation. Let ψ′(n, d) count the
total number of self-dual strings of d beads and n colours. Let a = (a1, . . . , ad) be
one such string. We may choose the first d2 of the beads to be any of the n colours,
and then the second d2 beads must be the dual colour; in other words, if ai = j then
ai+ d
2
= n+ 1− j. Thus ψ′(n, d) = nd/2. We may also write
ψ′(n, d) =
∑
e|d, e odd
κ(n,
d
e
),
for some sensible choice of function κ(n, de ) (which will be defined later), in a manner
similar to the relationship between ψ and χ. This follows for reasons similar to those
given in Lemma 2.3.18, since there is a one-to-one correspondence between self-dual
strings of d beads and n colours of orbit size de , and self-dual aperiodic strings
of de beads and n colours; and the sum is over odd factors of d since the above
correspondence gives rise to self-dual necklaces if and only if de is even (in order for
a self-dual necklace of length de to exist) and e is odd (so that the corresponding
necklace of length d is also self-dual).
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The naturally analagous definition of κ(n, de ) would be the number of self-dual
aperiodic strings of de beads and n colours; however, when n is odd, this definition
will mean that the self-dual string (n+12 , . . . ,
n+1
2 ) occurring as a d-fold concatenation
of the self-dual string of length 1 is not counted in ψ′(n, d). Notice that in the formula
for ψ′(n, d) there is always precisely one summand of the form κ(n, 2r), namely when
e = q for d = 2rq. Thus the correct definition of κ(n, de ) is to count the number of
self-dual aperiodic strings of de beads and n colours, except where
d
e is a power of 2,
where it counts the number of self-dual aperiodic strings of n colours and either 1
bead or de beads.
Mo¨bius inversion then gives us that
κ(n, d) =
∑
e|d,e odd
µ(e)ψ′
(
n,
d
e
)
=
∑
e|d,e odd
µ(e)nd/2e.
Now note that κ(n, d)− ι(d)δ counts the number of self-dual aperiodic strings of d
beads and n colours, where ι and δ are as defined in the statement of the lemma,
and hence χ′(n, d) = 1d(κ(n, d)− ι(d)δ) = 1d
(
−ι(d)δ + ∑
e|d,e odd
µ(e)nd/2e
)
.
We now consider the permutation s inducing the field automorphism σ.
Lemma 2.3.20. Let s ∈ Sym(nd) be the permutation defined by mapping nd−1i1 +
nd−2i2 + . . .+ nid−1 + id + 1 to nd−1i2 + nd−2i3 + . . .+ nid + i1 + 1 (i.e. permuting
digits in the n-ary expansion cyclically). The number of self-dual cycles c of length
e which are factors of s is χ′(n, e).
Proof. For c to be an e-cycle in s, we must have e|d and if an orbit representative
for c is given by nd−1i1 + nd−2i2 + . . .+ nid−1 + id + 1 then ik+e = ik for all k. If c
is a self-dual cycle, we must in addition have that e is even and ik + ik+ e
2
= n+ 1.
Thus, the corresponding string (i1, . . . , ie, i1, . . . , ie, . . . , i1, . . . , ie) is a concatenation
of self-dual aperiodic necklaces of orbit size e.
Conversely, given a self-dual aperiodic necklace of orbit size e, say (i1, . . . , ie),
concatenating de of these together and using these as the coefficients of the n-ary
expansion of some integer in the set {1, . . . , nd}, we obtain an orbit representative
for an e-cycle contained in c, and this e-cycle is independent of the choice of string
(i1, . . . , ie).
Thus we have the same number of factors of s which are e-cycles and self-dual
aperiodic necklaces of orbit size e; by definition χ′(n, e) counts the latter and so the
result follows.
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Corollary 2.3.21. Let s ∈ Sym(nd) be as in Lemma 2.3.20 and let s′ be as in
Lemma 2.3.4. If e|d then the number of e-cycles in s′ is given by X(n, e, d) =
χ(n, e)+δ+2χ′(n, 2e)−δ−χ′(n, e) where δ+ = 1 if 2e|d and 0 otherwise, and δ− = 1
if 2|e and 0 otherwise
Proof. Notice that by Remark 2.3.13 the only change in the structure of s′ compared
to s occurs when e is even, when every self-dual e-cycle splits into two e2 cycles.
Since χ′(n, e) counts the number of self-dual e-cycles of s by Lemma 2.3.20, the
claim follows.
We retain the notation of Lemma 2.3.19 and Corollary 2.3.21 for the rest of
this section.
The following formula is well-known, but no convenient reference could be
found for it.
Lemma 2.3.22 (Moreau’s necklace-counting formula). χ(n, d) = 1d
∑
e|d
µ(e)nd/e.
Proof. We can rewrite:
χ(n, d) =
∑
e|d
µ
(
d
e
)
ψ (n, e) interchanging e and
d
e
=
∑
e|d
1
e
µ
(
d
e
)∑
f |e
φ
(
e
f
)
nf
=
1
d
∑
e|d
d
e
µ
(
d
e
)∑
f |e
φ
(
e
f
)
nf .
The coefficient of nf is thus given by
1
d
∑
f |e|d
d
e
µ(
d
e
)φ(
e
f
) =
1
d
∑
h| d
f
d
hf
µ(
d
hf
)φ(h)
with h = ef , and so adjusting the limits in the sums we have
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χ(n, d) =
1
d
∑
f |d
∑
h| d
f
d
hf
µ
(
d
hf
)
φ(h)
nf
=
1
d
∑
f |d
∑
h|f
f
h
µ
(
f
h
)
φ(h)
nd/f interchanging f and d
f
=
1
d
∑
f |d
∑
h|f
hµ(h)φ
(
f
h
)nd/f interchanging h and f
h
.
Hence the coefficient of nd/f is given by the Dirichlet convolution (idµ ∗ φ)(f). By
Lemma 1.9.11 φ = id ∗ µ, so that the coefficient of nd/f is
(idµ ∗ id ∗ µ)(f) = (e1 ∗ µ)(f) = µ(f).
Hence we have
χ(n, d) =
1
d
∑
f |d
µ(f)nd/f
as required.
Lemma 2.3.23. χ(n, d) = 2χ′(n, 2d)− χ′(n, d).
Proof.
2χ′(n, 2d)− χ′(n, d)
=
2
2d
−ι(2d)δ + ∑
e|2d,e odd
µ(e)n2d/2e
− 1
d
−ι(d)δ + ∑
e|d,e odd
µ(e)nd/2e

=
1
d
 ∑
e|2d,e odd
µ(e)nd/e −
∑
e|d,e odd
µ(e)nd/2e
 (since ι(2d) = ι(d))
=
1
d
 ∑
e|d,e odd
µ(e)nd/e −
∑
e|d,e odd
µ(e)nd/2e

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(since odd factors of d and 2d are the same)
=
1
d
 ∑
e|d,e odd
µ(e)nd/e +
∑
e|d,e odd
µ(2)µ(e)nd/2e

=
1
d
 ∑
e|d,e odd
µ(e)nd/e +
∑
e|d,e odd
µ(2e)nd/2e
 (since µ is multiplicative)
=
1
d
 ∑
e|d,e odd
µ(e)nd/e +
∑
e|d,e even
µ(e)nd/e
 (since µ(2re) = 0 for r > 1)
=
1
d
∑
e|d
µ(e)nd/e
 = χ(n, d).
We now prove results on the congruences of χ(n, d) and χ′(n, d) modulo 4,
which are sufficient to determine 1 and 2 (in the notation of Lemma 2.3.4) for the
permutation s.
Lemma 2.3.24. Let n be a positive integer and t ≥ 0 be such that n ≡ ±1 mod 2t
and n 6≡ ±1 mod 2t+1. Then for every positive integer r, n2r ≡ 1 mod 2t+r and
n2
r 6≡ 1 mod 2t+r+1.
Proof. Induct on r. By induction (or assumption in the base case) we can write
n2
r ≡ θ0 + θ12t+r+1 + δθ22t+r+2 mod 2t+r+3, for θi ∈ {−1, 1} (with θ0 = 1 except
when r = 1), δ ∈ {0, 1}. We then obtain that n2r+1 ≡ 1 + θ0θ12t+r+2 mod 2t+r+3,
so that n ≡ 1 mod 2t+r+2 and n 6≡ 1 mod 2t+r+3.
In particular, we will use the following congruences frequently:
Corollary 2.3.25. Let n be odd. Then for all r ≥ 1:
(i) n2
r ≡ 1 mod 2r+2.
(ii) If n ≡ ±1 mod 8 then n2r ≡ 1 mod 2r+3.
(iii) If n ≡ ±3 mod 8 then n2r ≡ 2r+2 + 1 mod 2r+3.
Corollary 2.3.26. Suppose n is odd, n > 1. Then χ(n, d) ≡ 0 mod 4 if d is not
a power of 2 or if n ≡ ±1 mod 8, and χ(n, d) ≡ 2 mod 4 if d > 2 is a power of 2
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and n ≡ ±3 mod 8. We also have χ(n, 2) ≡

0 mod 4 if n ≡ 1 mod 8,
3 mod 4 if n ≡ 3 mod 8,
2 mod 4 if n ≡ 5 mod 8,
1 mod 4 if n ≡ 7 mod 8.
Proof. From Lemma 2.3.22 we have χ(n, d) = 1d
∑
e|d
µ(e)nd/e. Write d = 2rq for q
odd, and suppose first that q 6= 1. We are interested in the value of χ(n, d) mod 4,
but it is more convenient to find the value of dχ(n, d) mod 4d. Additionally, since
we know that χ(n, d) is an integer and q|d, we must have dχ(n, d) ≡ 0 mod q and
so it is sufficient to work modulo 2r+2, in which case we have the following, using
Lemma 2.3.22:
dχ(n, d) =
∑
e|d
µ(e)nd/e
≡
∑
e|d,e even
µ(e)nd/e +
∑
e|d,e odd
µ(e) by Corollary 2.3.25(i)
=
∑
e|d,e even
µ(e)nd/e as
∑
e|d,e odd
µ(e) =
∑
e|q
µ(e) = e1(q) = 0 for q 6= 1
= −
∑
e|q
µ (e)n2
r−1q/e since µ(e) = 0 if 4|e
≡ −n2r−1
∑
e|q
µ(e) reducing powers of n modulo 2r
= 0 since q 6= 1.
If q = 1 then dχ(n, d) = n2
r − n2r−1 and working modulo 2r+2 the result
follows directly from Corollary 2.3.25 when r > 1. When d = 2 we have χ(n, 2) =
n(n−1)
2 and the result follows by standard calculations.
Lemma 2.3.27. Suppose n ≡ 0 mod 4, and d = 2rq where q is odd. Then χ(n, d) ≡
2 mod 4 if n ≡ 4 mod 8 and d is squarefree, and otherwise χ(n, d) ≡ 0 mod 4.
Proof. Suppose first that r = 1, and so as in Corollary 2.3.26 we are interested in∑
e|d
µ(de )n
e mod 8. If n ≡ 0 mod 8 then so is the whole sum, so suppose n ≡ 4
mod 8. Then the only term in the sum which will not be divisible by 8 is µ(d)n,
which will be 4 mod 8 precisely when d is squarefree.
Now suppose r > 1, so we are interested in
∑
e|d
µ(de )n
e mod 2r+2. Since n ≡ 0
mod 4 any summand ne not congruent to 0 modulo 2r+2 must satisfy 4e < 2r+2, i.e.
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2e < r + 2. We also require µ(de ) 6= 0, so that 2r−1|e. In particular we must have
2r < r + 2, which is not satisfied for any integer r > 1. Hence all terms in the sum
are 0 mod 2r+2.
Lemma 2.3.28. Suppose n ≡ 2 mod 4, and d = 2rq where q is odd. Then:
χ(n, d) ≡

n
2 qµ(q) mod 4 if r = 1,
−qµ(q) mod 4 if r = 2,
2µ(q) mod 4 if r = 3,
0 mod 4 if r ≥ 4.
Proof. Similarly to Lemma 2.3.27, any summand ne in dχ(n, d) =
∑
e|d
µ(d/e)ne which
is not congruent to 0 mod 4 must satisfy e < r+2 (since n ≡ 2 mod 4) and 2r−1|e;
in particular we must have 2r−1 < r + 2. This does not hold for r ≥ 4, so the last
condition in the statement holds.
For the other cases, we are interested in the value modulo 2r+2 of dχ(n, d) =∑
e|d
µ(d/e)ne. We consider the possible values of r separately.
For r = 3, the summands µ(d/e)ne which are not equivalent to 0 modulo
32 satisfy e < 5 and 4|e. Thus dχ(n, d) ≡ µ(2q)n4 ≡ 16µ(2q) mod 32; hence
χ(n, d) ≡ 0 mod 4 if q is not squarefree and χ(n, d) ≡ 2 mod 4 if q is squarefree.
Note here that since χ(n, d) is even we have µ(2q)n4 = µ(q)n4.
For r = 2, we require e < 4 and 2|e, so we have dχ(n, d) ≡ 4µ(2q) = −4µ(q)
modulo 16; thus if q is not squarefree we have χ(n, d) ≡ 0 mod 4. Otherwise we
have qχ(n, d) ≡ −µ(q) mod 4 and so χ(n, d) ≡ −q−1µ(q) ≡ −qµ(q) mod 4.
For r = 1 the only restriction is e < 3, so that dχ(n, d) ≡ nµ(d)+n2µ(d/2) =
µ(d)(n − n2) = µ(q)n(n − 1) mod 8. Again if d is not squarefree all terms vanish.
Otherwise we have χ(n, d) ≡ qµ(q)n(n− 1) mod 8 which leads to the dependencies
as given above (when n ≡ 2 mod 4 we have n(n− 1) ≡ n mod 8).
Next we perform the modulo computations for χ′(n, d), which are very sim-
ilar.
Lemma 2.3.29. Suppose n is odd, n 6= 1. Then χ′(n, d) ≡ 0 mod 4 if d is not a
power of 2 or if n ≡ ±1 mod 8, and χ′(n, d) ≡ 2 mod 4 if d is a power of 2 and
n ≡ ±3 mod 8. We also have χ′(n, 2) ≡

0 mod 4 if n ≡ 1 mod 8,
1 mod 4 if n ≡ 3 mod 8,
2 mod 4 if n ≡ 5 mod 8,
3 mod 4 if n ≡ 7 mod 8.
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Proof. Suppose first that d is not a power of 2, so that from Lemma 2.3.19 we are
interested in the value modulo 2r+2 of∑
e|d,e odd
µ(e)nd/2e =
∑
e|q
µ(
q
e
)n2
r−1e
≡
∑
e|q
µ(e)n2
r−1
= 0
with the same reasoning as in Corollary 2.3.26.
When d = 2r, we are interested in n2
r−1 − 1 mod 2r+2 so the result follows
from Corollary 2.3.25 when r 6= 1, and when d = 2 we have χ′(n, 2) = n−12 and the
result follows.
Lemma 2.3.30. Suppose n ≡ 0 mod 4, and d = 2rq where q is odd. Then
χ′(n, d) ≡ 2 mod 4 if n ≡ 4 mod 8 and d is squarefree, and otherwise χ′(n, d) ≡ 0
mod 4.
Proof. When d is not a power of 2, the argument is identical to that of Lemma
2.3.27. When d is a power of 2, we are interested in n2
r−1
mod 2r+2, which is 0
unless r = 1 and n ≡ 4 mod 8, as required.
Lemma 2.3.31. Suppose n ≡ 2 mod 4, and d = 2rq where q is odd. Then:
χ′(n, d) ≡

n
2 qµ(q) mod 4 if r = 1,
qµ(q) mod 4 if r = 2,
2µ(q) mod 4 if r = 3,
0 mod 4 if r ≥ 4.
Proof. Suppose first that q 6= 1. Then a similar computation to that done in Lemma
2.3.28 concludes that χ′(n, d) ≡ 0 mod 4 if r ≥ 4. The other computations are
similar to those in the corresponding case for χ, and yield the following:
• For r = 3, dχ′(n, d) ≡ n4µ(q) mod 32 so χ′(n, d) ≡ 2µ(q) mod 4.
• For r = 2, dχ′(n, d) ≡ n2µ(q) mod 16 so χ′(n, d) ≡ qµ(q) mod 4.
• For r = 1, dχ′(n, d) ≡ nµ(q) mod 8 so χ′(n, d) ≡ n2 qµ(q) mod 4.
We summarise these computations below.
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Corollary 2.3.32. Suppose d = 2rq. Then we have:
χ(n, d)− χ′(n, d) ≡

0 mod 4 if n ≡ 0, 1, 3 mod 4, d 6= 2,
0 mod 4 if n ≡ 0, 1 mod 4, d = 2,
2 mod 4 if n ≡ 3 mod 4, d = 2,
0 mod 4 if n ≡ 2 mod 4, q not squarefree,
0 mod 4 if n ≡ 2 mod 4, r 6= 2, q squarefree,
2 mod 4 if n ≡ 2 mod 4, r = 2, q squarefree.
χ(n, d) is even unless n ≡ 2 mod 4, r = 1, 2 and q is squarefree.
Theorem 2.3.33. Let s be the permutation as described in Lemma 2.3.20, and let
i be as in Lemma 2.3.4. Then 2 = 1 except when n ≡ 2 mod 4 and d = 2.
Proof. 2 depends on the parity of sˆ, where the number of e-cycles in sˆ is half of
the number of e-cycles in s′ as described in the statement of Corollary 2.3.21. In
particular it suffices to compute the number of cycles of even length in s′ modulo 4.
Working modulo 4, for n 6≡ 2 mod 4 this is given by:∑
e|d,e even
X(n, e, d) =
∑
e|d,e even
χ(n, e) + 2δ+χ′(n, 2e)− δ−χ′(n, e) (Corollary 2.3.21)
=
∑
e|d,e even
χ(n, e) + 2δ+χ′(n, 2e)− χ′(n, e)
≡
∑
e|d,e even
χ(n, e)− χ′(n, e) since χ′(n, 2e) is even if e is even
≡ χ(n, 2)− χ′(n, 2) by Corollary 2.3.32
The dependency as given in Corollary 2.3.32 is precisely the dependency given for
1 in Corollary 2.2.2.
If n ≡ 2 mod 4 then we can proceed as before to get:∑
e|d,e even
X(n, e, d) =
∑
e|d,e even
χ(n, e) + 2δ+χ′(n, 2e)− χ′(n, e)
=
∑
e|d,e even
(χ(n, e)− χ′(n, e)) + 2
∑
e|d,e even
δ+χ′(n, 2e).
In the first sum, the summands are nonzero precisely when e = 4t for t a
squarefree factor of q. Notice that the number of squarefree factors of q is even
unless q = 1, so the first sum vanishes except when d = 2r, whereupon the sum is 0
if r = 1 and 2 if r ≥ 2.
Similarly for the second sum, the summands are 0 unless e = 2t for t a
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squarefree factor of q, and δ+ = 1; thus we are again counting the number of
squarefree factors of q. Thus the second sum takes the same (even) value as the
first sum. Hence 2 = 0 whenever n ≡ 2 mod 4. This agrees with Corollary 2.3.32
except when d = 2.
2.4 Quasideterminants of permutation matrices in even
characteristic
Recal the definition of quasideterminant, and in particular the alternate char-
acterisation given in Lemma 1.6.30.
Lemma 2.4.1. Let g ∈ G := GOn(q) be a permutation matrix with q even, and let
c(g) denote the number of cycles in the permutation corresponding to g. Then the
quasideterminant of g is 1 if and only if c(g) is even.
Proof. Let V be the natural module of G with basis v1, . . . , vn. Also let σg denote
the element of Sym(n) corresponding to g, and let θ be a cycle in σg permuting
Λ ⊆ {1, . . . , n}. Then the vector wθ =
∑
λ∈Λ
vλ is such that wθg = wθ, so that wθ ∈
Null(In− g), and clearly choices of disjoint cycles θ give rise to linearly independent
vectors wθ. In particular we have c(g) ≤ dim(Null(In − g)).
Conversely, suppose w =
n∑
i=1
µivi ∈ Null(In− g). Then in particular we must
have wg = w, so that µig = µi. Thus coefficients of w are constant on orbits of σg,
so that w is in the Fq-span of the vectors wθ described in the previous paragraph
and so c(g) = dim(Null(In − g)).
Thus we can determine the quasideterminant of the matrix entirely from the
cycle structure of the corresponding permutation.
From now on, let G = Ωn(q
d) and let gσ denote the permutation inducing
the field automorphism σGˆ of the tensor field group Gˆ = G ⊗ Gσ ⊗ · · · ⊗ Gσ
d−1
.
From the above, we can determine the quasideterminant of gσ from the parity of
c(g), which in the notation of Lemma 2.3.19 is ψ(n, d).
Lemma 2.4.2. If d is odd then ψ(n, d) is even if n is even, and odd if n is odd.
Proof. If d is odd then σ must be a product of even cycles (i.e. cycles of odd length)
since all factors of d must also be odd. In particular there can be no self-dual cycles
in σ, so that every cycle has a corresponding dual cycle, with the exception of the
fixed point n
d+1
2 if n is odd. Thus we have an even number of cycles if n is even
(so there is no self-dual fixed point), and an odd number of cycles if n is odd (every
cycle is paired with its dual cycle, plus the self-dual fixed point).
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Recall from the proof of Lemma 2.3.19 that we can write ψ(n, d) =
∑
e|d
χ(n, e).
Lemma 2.4.3. If d is odd and d > 1, then χ(n, d) is even. If d = 1 then χ(n, 1) = n
and so χ(n, 1) is even if n is even and odd if n is odd.
Proof. Proceed by induction on d. When d = 1, χ(n, 1) = ψ(n, 1) = n follows from
the definition. Now suppose that d > 1 and the result holds for all odd e with
1 < e < d. In particular it holds for all nontrivial factors of d. Then we have from
Lemma 2.4.2 that ψ(n, d) ≡ n mod 2, whilst by induction∑
e|d
χ(n, e) ≡ χ(n, 1) + χ(n, d) ≡ n+ χ(n, d) mod 2.
Since ψ(n, d) =
∑
e|d
χ(n, e), it follows that χ(n, d) ≡ 0 mod 2.
Lemma 2.4.4. If d is even and n is odd, then ψ(n, d) is even if n ≡ 3 mod 4 and
odd if n ≡ 1 mod 4.
Proof. Lemma 2.4.3 tells us that when e is odd, χ(n, e) ≡ 1 mod 2 if and only if
e = 1. From Corollary 2.3.26 we see that when e is even χ(n, d) ≡ 1 mod 2 if and
only if d = 2 and n ≡ 3 mod 4. Thus we have ψ(n, d) = ∑
e|d
χ(n, e) ≡ 1 + χ(n, 2)
mod 2. Hence the result follows.
Lemma 2.4.5. If d is even and n ≡ 0 mod 4, then ψ(n, d) is even.
Proof. Lemma 2.3.27 and Lemma 2.4.3 tell us that χ(n, e) is even for every choice
of e; hence via ψ(n, d) =
∑
e|d
χ(n, e) so is ψ(n, d).
Lemma 2.4.6. If d is even and n ≡ 2 mod 4, then ψ(n, d) is even unless d = 2,
when ψ(n, 2) is odd.
Proof. From Lemma 2.3.28 and Lemma 2.4.3, we have that when n ≡ 2 mod 4, for
e|d the quantity χ(n, e) is odd if and only if e = 2rt with r = 1, 2 and t odd and
squarefree. Thus the parity of ψ(n, d) depends on the parity of the size of the set
T := {2rt : r = 1, 2, t odd and squarefree , 2rt|d}. If 4|d, this set clearly has even
size, so suppose d = 2s where s is odd. Let p1, . . . , pk be a list of distinct primes
that divide s; then every element of T is of the form 2pδ11 . . . p
δk
k where δi ∈ {0, 1}.
Hence there are an even number of these elements unless k = 0; i.e. unless d = 2.
In this case T contains only one element, so that this is the only situation where
ψ(n, d) is odd.
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We collate the above results into a single theorem for future reference.
Theorem 2.4.7. Suppose d is even. Then ψ(n, d) is even if n ≡ 0, 3 mod 4 or
if n ≡ 2 mod 4 and d > 2; otherwise ψ(n, d) is odd (i.e. when n ≡ 1 mod 4, or
n ≡ 2 mod 4 and d = 2).
2.5 Applications
Lemma 2.5.1. Let G = GOδn(q
d) where q is odd and d is even preserving the form
antidiag(1, . . . , 1) (so δ ∈ {+, ◦}) with natural module V . Let Gˆ be the tensor field
group of G, and H < GOnd(q) be a rewritten tensor field group of G. Let the matrix
gσ induce the σ automorphism on Gˆ by conjugation. Then:
(i) If n ≡ 0 mod 4 then  = +, det gσ = 1 and the spinor norm of gσ with respect
to the form antidiag(1, . . . , 1) over Fq is 1 for every q.
(ii) If n ≡ 1 mod 4 then  = ◦, det gσ = 1 and the spinor norm of gσ with respect
to the form antidiag(1, . . . , 1) over Fq is 1 for every q.
(iii) If n ≡ 2 mod 4 then if d 6= 2 then  = +, det gσ = 1 and the spinor norm of
gσ with respect to the form antidiag(1, . . . , 1) over Fq is 1 for every q. When
d = 2,  = − and det g = −1.
(iv) If n ≡ 3 mod 4 then  = ◦, det gσ = −1 and the spinor norm of −gσ with
respect to the form antidiag(1, . . . , 1) over Fq is 1 if q ≡ 1 mod 4 and −1
otherwise.
Proof. Lemma 2.3.1 gives the conditions on . The conditions on gσ for all except
(iv) follow from from Theorem 2.3.33, Corollary 2.2.2 and Lemma 2.3.4.
In the case when n ≡ 3 mod 4, we are interested in the spinor norm of −g.
It follows easily from Lemma 1.6.30 that the spinor norm of −In is 1 if and only
if det(antidiag(2, . . . , 2)) = (−1)(n−1)/22n is a square in Fq. Since n ≡ 3 mod 4, it
follows that (−1)(n−1)/2 = −1, and so the spinor norm of −In depends on whether
−2 is a square in Fq; i.e. it has spinor norm −1 if q ≡ 5, 7 mod 8 and otherwise
it has spinor norm 1. Note that by the previously stated results, gσ has spinor
norm 1 if q ≡ ±1 mod 8 and −1 otherwise. Hence, since the spinor norm is a
homomorphism, the conditions follow.
Lemma 2.5.2. Let G := GOδn(q
d) with q even and d ≥ 2. Let Gˆ be the tensor
field group of G, and H < GOnd(q) be a rewritten tensor field group of G. Let
gσ ∈ SOnd(q) induce the σGˆ automorphism on Gˆ by conjugation. Then:
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(i) The quasideterminant of gσ is 1 if n ≡ 0, 3 mod 4 or n ≡ 2 mod 4 and d > 2.
(ii) The quasideterminant of gσ is −1 if n ≡ 1 mod 4 or n ≡ 2 mod 4 and d = 2.
Proof. The quasideterminant of gσ depends on the parity of ψ(n, d), which is given
by Theorem 2.4.7.
Lemma 2.5.3. Let n > 2 and d both be even, and suppose either d > 2 or
n ≡ 0 mod 4. Let G = Spn(qd) with q odd and G preserving the form f =
antidiag(1, . . . , 1,−1, . . . ,−1), and let V be the natural module of G with basis
e1, . . . , en. Let Gˆ be the tensor field group of G over Fq, and H < GOnd(q) be
a rewritten tensor field group of G over Fq. Let gσ be a matrix inducing the σ au-
tomorphism on Gˆ by conjugation. Then  = +, det gσ = 1 and the spinor norm of
gσ with respect to the form given by the d-fold tensor product of f over Fq is 1 for
every q.
Proof. From the conditions on n and d, we have by Lemma 2.3.1 that H preserves
a form of orthogonal plus type. The group Gˆ preserves a symmetric antidiagonal
form whose non-zero entries lie in {1,−1}. We can decompose the permutation
matrix gσ into a direct sum of two permutation matrices ge and go preserving forms
antidiag(1, . . . , 1) and antidiag(−1, . . . ,−1) respectively. In the notation of Lemma
2.3.4, let ei , 
o
i and i denote the values of i on ge, go and gσ respectively, so that
ei + 
o
i = i, working modulo 2. From Lemma 2.3.4 we have the spinor norm of ge
depends on (−2)e1(−1)e2 , and from Corollary 2.3.6 the spinor norm of go depends
on (−2)o1(−1)o2 . Hence the spinor norm of gσ depends on (−2)o12e1(−1)o2+e2 =
21(−1)2+o1 .
The matrix go acts on the set X from Lemma 2.2.4. Also from Lemma 2.2.4
we see that the embedding is even in all the cases we are interested in, so that go
has determinant 1, and so o1 = 0. From Theorem 2.3.33 we know 1 = 2, and from
Corollary 2.2.2 we know 1 = 0, so the result follows.
Remark 2.5.4. If Conjecture 2.3.3 holds, then the conclusions of Lemmas 2.5.1,
2.5.2 and 2.5.3 will also hold for gcσ, where c is the matrix conjugating Gˆ to H.
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Chapter 3
S1-candidates
3.1 Introduction
In this chapter, we aim to classify the S1-candidates in dimensions 16 and
17, using similar methods to those in [8]. Section 3.2 offers a brief introduction to
the methods used. Sections 3.3 and 3.4 deal with all S1-candidates in dimensions 17
and 16 respectively - we will consider the 17-dimensional case first as this is more
straightforward and allows us to give the proofs in more detail.
A number of proofs use computations in Magma [5]. Some computations
are straightforward and for these no code is provided to check these claims; other
computations reference files which can be found at
https://github.com/danielrogerswarwick/thesis.
3.2 The theory of S1-candidates
In this section, we provide a summary of the methods we will use to deter-
mine the S1-maximal candidates. For more detail regarding these methods, see [8,
Chapter 4]. There is some overlap between work here and results in [34], which
gives conjugacy classes and normalisers of the candidate subgroups as subgroups of
GLn(q) for 13 ≤ n ≤ 27; we extend this work by also providing class stabilisers, and
also by finding the normalisers inside classical groups other than GLn(q) when the
representation preserves a nonzero form.
3.2.1 Candidates
The first task is to produce a list of all quasisimple groups with a 16- or
17-dimensional absolutely irreducible representation in non-defining characteristic.
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A list of all such groups in dimension up to 250 has been produced in [23] and [24].
In Sections 3.3.1 and 3.4.1 we summarise the relevant information, alongside other
useful information about the representation, described in more detail in Remark
3.3.2.
A number of the Magma calculations require constructions of the relevant
representations; these are usually obtained from libraries either in Magma or in [60]
and [61].
In the tables of candidates we will often record several equivalence classes of
representations in the same row, following the convention in [8, p. 159] which we
describe below.
Definition 3.2.1. Let ρ1 and ρ2 denote absolutely irreducible representations of G
over Fq. Then ρ1 and ρ2 are algebraically conjugate if either:
(i) There exist representations ρ′1 and ρ′2 over C such that ρi is the p-modular
reduction of ρ′i, and there exists a field automorphism σ of C such that (ρ′1)σ =
(ρ′2); or
(ii) Corresponding representations ρ′1 and ρ′2 over C do not exist, and there exists
a field automorphism σ of Fq such that ρσ1 = ρ2.
Definition 3.2.2. Let ρ1 and ρ2 denote absolutely irreducible representations of the
same group G. Then ρ1 and ρ2 are weakly equivalent if there exists an automorphism
α ∈ Aut(G) such that αρ1 is algebraically conjugate to ρ2 or ρ∗2.
In other words, the weak equivalence class of a representation ρ1 is its closure
under the actions of quasi-equivalence, algebraic conjugation and duality. It is
usually not hard to determine whether two representations are weakly equivalent by
looking at the character table.
Example 3.2.3. We consider 17-dimensional representations of G = L2(16) in
non-dividing characteristic, using the character table and notation as given in [12].
Looking at the character table in characteristic 0, we see seven 17-dimensional char-
acters, which we denote χ11, . . . , χ17. Note that all the operations in the definition of
weak equivalence preserve character values which lie in Z, meaning that we have at
least three weak equivalence classes here (considering for instance elements of order
2); namely {χ11}, {χ12, χ13} and {χ14, χ15, χ16, χ17}. Hence χ11 is weakly equivalent
only to itself. We can obtain χ13 from χ12 by applying the field automorphism of C
which interchanges the two roots of X2 +X−1, the minimal polynomial of the alge-
braic number b5; hence χ12 and χ13 form a single weak equivalence class. The field
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automorphism of G also interchanges these two representations. Similarly, a field
automorphism of C interchanges χ14, . . . , χ17; these are also cyclically permuted by
the outer automorphism of order 4 of L2(16) inducing the field automorphism on
G. Hence these four characters also form a weak equivalence class for suitable finite
fields Fq. Note that all these characters are self-dual.
Each line in the table of candidates consists of a single weak equivalence
class.
3.2.2 Forms and fields
For each weak equivalence class of representations, we now seek to determine
the smallest classical group which contains the image of a representative of the weak
equivalence class.
Lemma 3.2.4. Suppose ρ is an n-dimensional representation of a nonabelian simple
group G in characteristic p. Then Gρ < SLn(F ), where F is the smallest field
of characteristic p such that the p-modular reduction of every irrationality in the
character ring of ρ can be realised over F .
Proof. It follows from Lemma 1.7.19 that Gρ < GLn(F ). Since G is nonabelian
simple, G = [G,G], and so G < [GLn(F ),GLn(F )]. When (n, q) 6= (2, 2) it follows
from [46, Theorem 8.20] that [GLn(F ),GLn(F )] = SLn(F ) and the result follows,
whilst GL2(2) contains no nonabelian simple subgroup.
As part of the definition of Class S, we require that G∞ is written over the
smallest possible field in the given characteristic, and that it preserves no additional
forms.
Definition 3.2.5. Let χ be a character of a group G. Then the Schur indicator (or
Frobenius-Schur indicator), denoted v2(χ), is defined by:
v2(χ) =
1
|G|
∑
g∈G
g2χ.
Lemma 3.2.6. [30, Theorem 4.5] v2(χ) ∈ {−1, 0, 1}.
Lemma 3.2.7 (Frobenius-Schur). [14, Theorem 73.13] Let ρ be a representation of
a group G, with corresponding character χ.
(i) The group Gρ preserves a quadratic form if and only if v2(χ) = 1.
(ii) The group Gρ preserves a symplectic form if and only if v2(χ) = −1.
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(iii) If v2(χ) = 0, then the group Gρ either preserves a unitary form, or the zero
form and no other classical form.
Thus from the Schur indicator of ρ we can generally determine the classical
form preserved by Gρ. We use the notation +,− and ◦ to denote representations
with Schur indicator +1,−1 and 0 respectively.
For a representation with Schur indicator −, Gρ < Spn(q). In particular, n
must be even.
For a representation with Schur indicator +, Gρ < Ωn(q) if G is perfect (due
to an argument similar to Lemma 3.2.4). If n is odd then  = ◦, whereas if n is
even we will need to determine the sign of . This is usually done by explicitly
constructing the form in question and finding its determinant.
For a representation with Schur indicator ◦, we need to decide whether Gρ
preserves a unitary form or not. For this the following result is sufficient.
Lemma 3.2.8. [8, Lemma 4.4.1 and Corollary 4.4.2] Let ρ̂ denote an absolutely
irreducible representation of a group G with Schur indicator ◦ over C and corre-
sponding character χ̂. Suppose that the character ring of ρ̂ is generated by irra-
tionalities â1, . . . , ân. Suppose that Gρ̂ has a p-modular reduction over Fq2; denote
the p-modular reduction of ρ̂, χ̂ and âi by ρ, χ and ai respectively. Then Gρ pre-
serves a unitary form if and only if the automorphism σ : Fq2 → Fq2 , a 7→ aq acts
on χ as complex conjugation.
Equivalently, Gρ preserves a unitary form if and only if
âi ∈ R ⇐⇒ ai ∈ Fq.
3.2.3 Actions of automorphisms of the classical group
The procedure up until this point is sufficient to determine G∞ for all S1-
candidate subgroups G of any quasisimple classical group Ω. However, to determine
the structure of G we need to compute the normaliser NΩ(G). Further, if we are in-
terested in determining maximal subgroups of extensions T of Ω by automorphisms,
we also need to determine NT (G). Recall that T is such that Ω < T < Aut(Ω).
Elements in the normaliser NH(G) fall into one of three classes, following
Lemma 1.7.11:
• Elements of G, which act via conjugation as inner automorphisms of G.
• Central elements in T , which commute with elements of G.
• Elements t ∈ T which induce an outer automorphism of G.
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Note that when considering an extension of Gρ by a subgroup H < Aut(G),
we have that ((Gρ).H)∞ = Gρ; thus recalling the definition of class S, having
determined the minimal field of definition and forms preserved by Gρ from the
previous section, for (Gρ).H to be a maximal subgroup of a classical group the
matrices which induce the automorphisms in H must also lie over the minimal field
and preserve the same form as Gρ. We will see later in this section why such
conditions are necessary for maximality.
Definition 3.2.9. • If NT (G) = G, then we say that G is self-normalising.
• If NT (G) < ZG, where Z = Z(T ) is the group of scalar matrices in T , then
we say that G is scalar normalising.
Lemma 3.2.10. [8, Lemma 4.4.3] Let G be a quasisimple group, and ρ1 a faithful
absolutely irreducible representation of G. Let {ρ1, . . . , ρr} be a set of representatives
of the equivalence classes of representations that are weakly equivalent to ρ1, and
let C be the corresponding conformal group of the smallest classical group Ω that
contains Gρ1. Then:
(i) There is a natural bijection between the orbits of Out(G) on {ρ1, . . . , ρr} and
the conjugacy classes into which C partitions {Gρ1, . . . , Gρr}.
(ii) Each C-class of subgroups splits into |C : NC(G)Ω| classes in Ω.
(iii) The outer automorphisms of G which are induced by elements of NC(G) are
precisely those that stabilise ρ1.
Hence, given a representation ρ of a group G, we consider the outer auto-
morphisms of G separately, depending on whether they stabilise ρ or not.
If the automorphism α ∈ Out(G) stabilises ρ then there exists a matrix
gα ∈ C, for C the conformal group of Ω, such that conjugation by gα induces α on
Gρ. We can then perform calculations on gα to determine whether it preserves the
form, and to find its determinant and (in the orthogonal case) spinor norm. There
are two possibilities here:
(1) It may be the case that gα ∈ Ω. In this case, we have that gα ∈ NΩ(G). In
other words, we can realise the group G.α as a subgroup of Ω.
(2) Otherwise, gα /∈ Ω, and hence α is induced by some outer automorphism of Ω.
Depending on the shape of Ω, we may need to perfom additional calculations on
gα to determine precisely which outer automorphism β ∈ Out(Ω) this is. Then,
we have that gα ∈ NS(G) where S is such that Ω < S < Aut(Ω) and β ∈ S.
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For the automorphisms α ∈ Out(G) which do not stabilise the representation
ρ, we have that ρ and αρ are distinct elements of the weak equivalence class of ρ.
There may exist an automorphism β ∈ Out(Ω) such that αρ = ρβ; in this case, it
follows from Lemma 1.7.13 that the matrix α is induced by the automorphism βcg
of Ω for some matrix g ∈ C, where cg denotes the automorphism of Ω obtained by
conjugation by g. Again, we may need to compute whether g can be rescaled to
preserve the form, as well as its determinant and spinor norm, in order to determine
which automorphism of Ω is induced by βcg. Recall that as a consequence of Lemma
3.2.10 β cannot be induced by an element of the conformal group of the classical
group, and hence must be either a field automorphism, or a graph automorphism
with Ω = SL±n (q) (or an exceptional graph automorphism, but we will not need to
consider these in this thesis).
Note that we will only need to determine class stabilisers up to conjugacy in
Out(Ω).
The following two lemmas justify why, having embedded a quasisimple group
G inside an n-dimensional classical group Ω, we do not need to consider embeddings
of G.α inside n-dimensional classical groups other than Ω.
Lemma 3.2.11. Let ρ be an absolutely irreducible representation of a quasisimple
group G in characteristic p. Let α ∈ Out(G) stabilise ρ. Suppose that Gρ and
(Gρ).α are both realisable as matrices over Fq (for q as small as possible). Suppose
additionally that Gρ < Ω and (Gρ).α < Ω′, where Ω and Ω′ are classical groups over
Fq preserving differing forms. Then (Gρ).α is not a maximal subgroup of Ω′.
Proof. Note that since Gρ < (Gρ).α, it follows that Gρ preserves the forms of both
Ω and Ω′. In particular, it follows from Lemma 1.7.10 that Ω and Ω′ cannot preserve
distinct bilinear or unitary forms. Further, by definition of the Schur indicator if Gρ
has Schur indicator ◦ then (Gρ).α cannot have Schur indicator + or −, as otherwise
Gρ would also preserve a bilinear form. If Gρ preserves a bilinear form and (Gρ).α
preserves a unitary form, then by Lemma 1.7.10 Gρ is expressible over a smaller
field than Fq, contradicting the minimal choice of q. Also, if Gρ preserves no form
then it must follow that (Gρ).α also preserves no form.
Hence the only remaining possibility is that (Gρ).α embeds in some classical
group Ω, and Ω′ = GLn(q). In this case, it follows from Lemma 3.2.10 that there
exists g ∈ C such that g normalises and induces α on Gρ, where C is the conformal
group of Ω. By assumption we also have h ∈ GLn(q) such that h induces α on
Gρ. Hence since ρ is absolutely irreducible it follows that gh−1 centralises Gρ and
thus from Lemma 1.7.3 there exists a scalar λ ∈ Fq such that h = λg. Since
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g lies in C, it follows that λg ∈ C and hence we have the chain of subgroups
(Gρ).α < C < GLn(q). Hence (Gρ).α is not maximal in GLn(q).
Lemma 3.2.12. Let ρ be an absolutely irreducible representation of a quasisimple
group G in characteristic p. Let Ωf be a family of classical groups over Fqf , with q
a power of p, and q and Ωf chosen such that Gρ < Ω1. Let α ∈ Out(G) stabilise ρ,
and suppose that (Gρ).α < Ωe, with e as small as possible. Then if e > 1, (Gρ).α
is not a maximal subgroup of Ωe.
Proof. Let Cf denote the conformal group of Ωf . Recall from Lemma 3.2.10 that
there exists an element g ∈ C1 which normalises and induces α on Gρ. If e > 1,
then by definition of e we have g /∈ Ω1. Also by assumption, there exists a matrix
h ∈ Ωe which also normalises and induces α on Gρ. Since ρ is absolutely irreducible,
it follows that gh−1 centralises Gρ and thus from Lemma 1.7.3 there exists a scalar
λ ∈ Fqe such that h = λg. Thus, we have that h ∈ Ωe∩ZC1, where Z = Z(GLn(qe)).
Hence we have (Gρ).α = (Gρ).〈h〉 < Ωe ∩ZC1 < Ωe, where all inclusions are strict;
hence (Gρ).α is not a maximal subgroup of Ωe.
Hence, having determined the minimal field of realisation of a representation
ρ of G, it follows that all extensions of Gρ by automorphisms must also lie over the
same field.
In the following subsections, we will describe the methods we use for deter-
mining the class stabilisers for each of the classical groups in turn. Throughout
these sections, let G be a quasisimple group.
Linear case
In this section, let Ω = SLn(q). Recall the construction of the automorphism
group of Ω in Section 1.6.4. In all the cases we will need to consider, the field
automorphism is trivial, and the following results will be sufficient for our purposes.
Lemma 3.2.13. [8, Lemma 4.6.1] Let ρ : G→ SLn(q) be a representation. Suppose
there exists α ∈ Aut(G) such that αρ = ργ, and that d = (q− 1, n) is odd. Then the
stabiliser of the class of Gρ in Ω contains a conjugate of γ in Out(Ω).
Lemma 3.2.14. [8, Lemma 4.6.2] Let ρ : G → SLn(q) be a representation and
suppose d = (q − 1, n) is even. Let β ∈ 〈φ, γ〉, and suppose β is such that βδi and
βδj are conjugate by a power of δ when i− j is even. Suppose also that there exists
α ∈ Aut(G) such that αρ = ρβ, and L ∈ GLn(q) such that L−1(xρ)βL = (xα)ρ for
all x ∈ G. Then the stabiliser of the class of Gρ in Ω contains a conjugate of β
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in Out(Ω) if detL is a square in F∗q, and the stabiliser contains a conjugate of βδ
otherwise.
Note that γδi and γδj are conjugate by δ
i−j
2 when i−j is even, so in particular
we can apply Lemma 3.2.14 with β = γ.
Unitary case
In this section, let Ω = SUn(q, In). This situation is complicated by the fact
that the structure of Out(SUn(q,B)) depends on B in general - see [7, Section 3] for
details. Computations may construct groups preserving unitary forms other than
In, and so the computations of the class stabiliser will often require transforming B
first.
Recall the construction of the automorphism group of Ω with respect to the
standard form In in Section 1.6.5.
Lemma 3.2.15. [8, Lemma 4.6.1] Let ρ : G→ SUn(q,B) be a representation. Then
there exists A ∈ GLn(q2) such that AAσT = B, and (Gρ)A < SUn(q, In). Suppose
there exists α ∈ Aut(G) such that αρ = ργ, and that d = (q+ 1, n) is odd. Then the
stabiliser of the class of (Gρ)A in Ω contains a conjugate of γ in Out(Ω).
Lemma 3.2.16. [8, Lemma 4.6.4 and Lemma 4.6.5] Let ρ : G → SUn(q,B) be an
absolutely irreducible representation, and suppose d = (q + 1, n) is even. Let β be
one of γ or φ. Suppose there exists α ∈ Aut(G) such that αρ and ρβ are equivalent.
Then:
(i) There exists A ∈ GLn(q2) such that AAσT = B, and (Gρ)A < SUn(q, In).
(ii) There exists L ∈ GLn(q2) such that L−1(xρ)βL = (xα)ρ. Further, LBLσT =
λBβ for some λ ∈ F∗q, and there exists κ ∈ F∗q2 such that κ2 = detL.
(iii) The stabiliser of the class of (Gρ)A in Ω contains a conjugate of β when η = 1
and a conjugate of βδ when η = −1, where η is as follows:
η :=
λ−n/2κ1+q detB if β = γ,λ−n/2κ1+q(detB)(1−p)/2 if β = φ.
A number of the representations we will consider occur as p-modular re-
ductions of representations in characteristic 0 over some number field. For these
representations, it is often possible to determine the action of the graph automor-
phism γ without extensive computation.
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Let ρ̂ denote the representation of a group G over a number field F (namely
the character field of ρ̂, the number field generated by the character ring of ρ̂), such
that Gρ̂ preserves a form B̂. Suppose that there exists α ∈ Out(G) such that αρ̂
is equivalent to ρ̂ γ , where γ denotes the inverse transpose automorphism. Then
similarly to before we can find a matrix L̂ such that L̂−1(xρ̂)γL̂ = (xα)ρ̂. We aim
to reduce all of these objects modulo p where possible.
Definition 3.2.17. In the above context, suppose that the matrices xρ̂ (for all
x ∈ G), Lˆ, Bˆ and their inverses can be realised over a subring of R
[
1
p1
, . . . , 1pm
]
(where R denotes the character ring of ρ̂), for a finite list of primes p1, . . . , pm, with
this list as small as possible. Then we say that the pi are exceptional primes.
We cannot perform p-modular reduction with respect to the exceptional
primes, and we will need to perform separate computations for this finite list of
exceptions. Otherwise, we can reduce all of these quantities modulo p, and denote
the corresponding p-modular reduction using the same symbol with the hat removed;
so for example the p-modular reduction of ρ̂ is ρ.
Proposition 3.2.18. [8, Proposition 4.6.6] Suppose that G has an absolutely ir-
reducible representation ρ with image in SUn(q,B) that arises as the p-modular
reduction of a characteristic 0 representation ρ̂ over the character field F ⊂ C of ρ̂,
whose image preserves a unitary form B̂. Suppose that there exists α ∈ Out(G) and
L̂ ∈ GLn(F ) such that L̂−1(xρ̂)γL̂ = (xα)ρ̂.
Let p be a prime which is not an exceptional prime. Suppose that det L̂
factorises in R
[
1
p1
, . . . , 1pm
]
as ν̂2ζ̂ with ζ̂ ∈ R. Let ζ be the p-modular reduction of
ζ̂ and define  ∈ {1,−1} by  =
1 if
√
ζ ∈ F∗q ,
−1 if √ζ /∈ F∗q .
Then there exists A ∈ GLn(q2) such that (Gρ)A < SUn(q, In), and the sta-
biliser of the class of (Gρ)A contains a conjugate of
γ if  sgn(ζ̂) = 1,γδ if  sgn(ζ̂) = −1, where
sgn denotes whether the real number is positive or negative.
Orthogonal case - odd dimension
In this section, let Ω = Ω◦n(q). Recall from Section 1.6.7 that Out(Ω) =
〈φ, δ|φe = δ2 = [δ, φ] = 1〉 ∼= Ce × C2 where q = pe.
In some computations, it will be useful to know which elements of Out(Ω)
have certain orders. The following lemma performs this task for involutions.
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Lemma 3.2.19. [8, Lemma 4.9.40] Let g be an element of order 2 in Aut(O◦n(q)),
with q = pe. Then
g ∈ O◦n(q).〈δ〉 ∪O◦n(q).〈φ〉.
In dimension 17 we will need a similar result for elements of order 4:
Lemma 3.2.20. Let g be an element of order 4 in Aut(O◦n(q)), with q = pe. Then
g ∈ O◦n(q).〈δ〉 ∪O◦n(q).〈φ
e
(4,e) 〉 ∪O◦n(q).〈δφ
e
(2,e) 〉
Proof. We use the isomorphism Aut(O◦n(q)) = O◦n(q).〈φ, δ〉 ∼= SO◦n(q).〈φ〉, since
SO◦n(q) = PSO
◦
n(q) = O
◦
n(q).〈δ〉. Take g = Aσ for A ∈ SO◦n(q) and σ ∈ 〈φ〉. Note
that φ has order e. We will consider the possible orders of σ; note that since δ and
φ commute we must have that |σ| divides 4.
• |σ| = 1. Then g = A ∈ SO◦n(q) = O◦n(q)〈δ〉.
• |σ| = 2. Then σ = φ e2 and so g ∈ O◦n(q)〈δφ
e
2 〉 or O◦n(q)〈φ
e
2 〉 < O◦n(q)〈φ
e
(4,e) 〉.
• |σ| = 4. Then in particular we must have that q is a fourth power, say q = c4.
We have that In = g
4 = (Aσ)4 = Aσ4σ−3Aσ3σ−2Aσ2σ−1Aσ = AAσ3Aσ2Aσ.
We have that the spinor norm of A is 1 if and only if µ =
k∏
i=1
vifv
T
i is a square
in Fq, with the vi as given in Proposition 1.6.27. Similarly the spinor norm of
Aφ
i
is 1 if and only if µe
i
is a square in Fq. Then AAσ
3
Aσ
2
Aσ = In which is
an element of SO◦n(c) with spinor norm 1. Hence µr is a square in F×c where
r = 1 + c+ c2 + c3 = c
4−1
c−1 . This is the case if and only if µ is a square in F
×
q ,
so A has spinor norm 1 and g ∈ O◦n(q)〈φ
e
4 〉.
Deleted permutation modules
In the orthogonal case, a large source of examples are the deleted permutation
modules.
Definition 3.2.21. A module for a group G is called a deleted permutation module
if it is the quotient of a permutation module of G by the vector v = (1, . . . , 1).
The following result allows us to perform computations with deleted permu-
tation modules.
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Lemma 3.2.22. [8, Lemma 4.9.39] Let G < GLn(q) consist of the action matrices
of a deleted permutation module, with q odd and n+ 1 6≡ 0 mod p. Then G consists
of isometries of a symmetric bilinear form. If n is even, then the determinant of the
form preserved by G is a square if and only if n+ 1, reduced modulo p, is a square
in F∗q. All elements of G corresponding to even permutations have spinor norm 1.
If n is odd and g ∈ G corresponds to an odd permutation, then the spinor norm of
−g is 1 if and only if n+12 mod p is a square in F∗q.
Definition 3.2.23. A module for a group G is called a twice deleted permutation
module if it is a constituent of dimension n− 2 of a deleted permutation module of
dimension n−1 (which in turn is obtained from a permutation module of dimension
n).
The below result applies to a particular example of a twice deleted permu-
tation module, which in particular occurs in dimension 17.
Theorem 3.2.24. For n > 6 odd and p | n where p is prime, Sn is a subgroup of
Ω◦n−2(p) if p ≡ 1 or 3 mod 8 and a subgroup of SO◦n−2(p) but not Ω◦n−2(p) if p ≡ 5
or 7 mod 8.
Proof. Note that since n is odd, p 6= 2. The (n − 2)-dimensional representation of
Sn over the field F = Fp for p | n is constructed as follows:
Begin with the standard degree n permutation representation of Sn; in other
words, for σ ∈ Sn, define the matrix ρ(σ) = (aij), where aij =
1 if iσ = j,0 otherwise.
This gives us an n-dimensional module M with basis e1, . . . , en, such that
eσi = eiσ . Note that under this construction, elements corresponding to odd elements
of Sn have determinant −1. We multiply these elements by −In−2 to ensure that
all matrices have determinant 1, both here and in subsequent computations.
M has a 1-dimensional submodule K = 〈e1 + . . . + en〉, giving rise to the
deleted permutation module M/K with dimension n− 1 and basis e2 +K, . . . , en +
K. The corresponding matrix for σ is attained by replacing the 1σ-th row with
(−1, . . . ,−1), and then deleting the first row and column of the matrix.
Next, define fi := ei − en + K, and let N := 〈f1, . . . , fn−1〉 be a submodule
of M/K. We show that N is irreducible.
Let 0 6= (f + K) ∈ N , so that f =
n−1∑
i=1
ai(ei − en), which we can also write
as f =
n∑
i=1
aiei by setting an = −
n−1∑
i=1
ai. Let I be the Sn-module generated by
f +K. Since f /∈ K, we cannot have all the coefficients ai being equal; hence there
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exist i 6= j such that ai 6= aj . Then, acting on f by the permutation (i, j) and
subtracting f , we get that (aj − ai)ei + (ai − aj)ej + K ∈ I, and since aj − ai 6= 0
we have that ei − ej + K ∈ I. Acting on this element by (j, n), we then have that
ei − en +K ∈ I, and then acting by (i, k) for any k with 1 ≤ k ≤ n− 1 we get that
ek − en +K = fk ∈ I, and so I = N and N is irreducible.
We next show that f2, . . . , fn−1 are linearly independent; indeed, if
0 =
n−1∑
i=2
ai(ei − en) +K,
we would require that
n−1∑
i=2
ai(ei− en) ∈ K; in particular, all the coefficients of the ei
must be equal. The coefficient of e1 is 0 and the coefficient of ei is ai for 2 ≤ i ≤ n−1,
so that ai = 0 for all i. Thus N is at least (n− 2)-dimensional. We also have that
n−1∑
i=1
(ei− en) = e1 + e2 + . . .+ en−1− (n− 1)en = e1 + e2 + . . .+ en−1 + en ∈ K since
p|n; thus f1 ∈ 〈f2, . . . , fn〉 and N is an irreducible module of dimension n− 2.
This representation preserves the symmetric bilinear form
f = (fij) =
1 if i = j,p+1
2 if i 6= j.
We know already that the even elements of Sn have spinor norm 1, since
n > 6 so [Sn, Sn] = An; hence to determine whether Sn = An.2 is contained in
Ω◦n−2(p), it suffices to find the spinor norm of an odd element of Sn. We choose the
element (1, 2) ∈ Sn. The matrix of the (n − 2)-dimensional representation is given
by gij =

1 if i = 1,
−1 if i = j 6= 1,
0 otherwise.
In the context of Lemma 1.6.30 we have
a = In−2 − g =

0 −1 −1 . . . −1
0 2 0 . . . 0
0 0 2 . . . 0
...
...
...
. . .
...
0 0 0 . . . 2

which clearly has rank n− 3, and a basis of the complement of the nullspace can be
taken to be all the standard basis vectors bar the first, yielding the n − 3 × n − 2
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matrix:
b =

0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...
...
...
...
. . .
...
0 0 0 0 . . . 1

Performing the computation bafbT yields the n−3×n−3 matrix with 2’s on
the diagonal and 1’s everywhere else. Such a matrix has determinant n − 2; hence
the question reduces to computing the Legendre symbol
(
n− 2
p
)
=
(−2
p
)
=
(−1
p
)(
2
p
)
=
1 if p ≡ 1, 3 mod 8,−1 if p ≡ 5, 7 mod 8.
Corollary 3.2.25. Let n > 6 be odd, Ω = Ω◦n−2(p) with p | n, let G = An and
S = NΩ(G). Then:
• If p ≡ 1, 3 mod 8, then S = G.2 and there are two conjugacy classes of
subgroups of Ω isomorphic to S, with trivial class stabiliser.
• If p ≡ 5, 7 mod 8, then S = G and there is a unique conjugacy class of
subgroups of Ω isomorphic to S, with class stabiliser 〈δ〉.
In both cases we have a unique Aut(Ω)-class of groups G.
Proof. The result on normalisers is direct from Theorem 3.2.24. Let c denote the
number of Ω-classes of G; from Lemma 3.2.10 we have that c = |C : NC(G)Ω| where
in this case C = Aut(Ω) = Inn(Ω).〈δ〉. Thus we have
c = 1 ⇐⇒ C = NC(G)Ω ⇐⇒ δ ∈ NC(G) ⇐⇒ Gδ = G
⇐⇒ ∃g ∈ SO◦n−2(p) \ Ω◦n−2(p) such that Gg = G
⇐⇒ ∃g ∈ SO◦n−2(p) \ Ω◦n−2(p) such that g ∈ G.2
⇐⇒ G.2  Ω◦n−2(p).
The result follows.
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Other classical groups
For automorphisms of the remaining classical groups (symplectic and orthog-
onal groups in even dimension), we will typically be able to determine the action of
outer automorphisms via more straightforward computations, which we will intro-
duce as we need them.
3.2.4 Containments
Performing the computations up until this point for a given classical group
Ω will provide a list of all S1-candidates, and we now turn our attention to the
question of maximality.
Definition 3.2.26. Let Ω be a group, and G,H be groups with representations
ρG : G→ Ω and ρH : H → Ω respectively. Then:
• There is an abstract containment of H inside G if there exists a subgroup H ′
of G such that H ∼= H ′.
• There is a containment of H inside G if there is an abstract containment of
H inside G with H ∼= H ′ < G, and the restriction ρG|H′ is weakly equivalent
to ρH .
In other words, a containment of H inside G means that (up to weak equiv-
alence) we have HρH < GρG < Ω; in particular, the representation ρH of H does
not give rise to a maximal subgroup of Ω.
Definition 3.2.27. Let Ω be a classical group. Then G is Si-maximal if G is an
Si-candidate subgroup of Ω, and there exists no Si-candidate subgroup K of Ω such
that there is a containment of G inside K. We define S-maximal in a similar way.
Thus, once we have a list of S1-candidates, our next aim is to establish which
of these groups are S1-maximal, by determining all possible containments within
class S1. We can rule out the possibility of many containments via Lagrange’s
theorem, degrees of minimal permutation representations following [35], or direct
computations. In the cases where we have an abstract containment H ∼= H ′ < G,
we make use of the characters corresponding to the representations ρG and ρH to
determine if ρG|H′ = ρH . This is usually possible from the character tables in [12]
and [32], and by considering elements of certain orders.
85
3.3 S1-candidates in dimension 17
3.3.1 Candidates
Theorem 3.3.1. Let S be an S1-candidate subgroup of a classical group in dimen-
sion 17. Then S∞ is contained in Table 3.1.
Proof. Direct from [23] and [24].
Table 3.1: S1-candidates in dimension 17
Group PmDivs Out Ind # ρ Stab Charc Ch Ring Theorems
L2(17) 2,3,17 2 + 1 2 0 — 3.3.5
L2(16) 2,3,5,17 4 + 1 4 0, 5, 17 — 3.3.8
L2(16) 2,3,5,17 4 + 2 2 0, 3, 17 b5 3.3.9
L2(16) 2,3,5,17 4 + 4 1 0, 17 b5, y15 3.3.11
A18 2,3,5,7,11,13,17 2 + 1 2 0, 5, 7, 11, 13, 17 — 3.3.4
A19 2,3,5,7,11,13,17,19 2 + 1 2 19 — 3.3.3
Remark 3.3.2. We supply a brief explanation of the content of Table 3.1, along
with details of how such information was found:
• ‘Group’ is the isomorphism class of the group discussed, in Atlas notation.
The candidate groups can be found in [23] and [24].
• ‘PmDivs’ consists of the prime divisors of the order of the group. A number
in bold indicates the defining characteristic of the group, if this exists - note
that representations over fields in defining characteristic are of type S2.
• ‘Out’ is the shape of the outer automorphism group in Atlas notation. In
this case these can be determined from [12] or (for the alternating groups) [59,
Theorem 2.3].
• ‘Ind’ denotes the Schur indicator of the representation (recall Definition 3.2.5).
• ‘#ρ’ is the number of weakly equivalent (recall Definition 3.2.2) representations
in the character table.
• ‘Stab’ denotes the stabiliser of the representation under the action of its outer
automorphism group.
• ‘Charc’ is the characteristics in which we have such a representation - this
again comes from [23] and [24].
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• ‘Ch Ring’ denotes the character ring of the representation; this is the ring
generated by the character values, and we list in this column any irrational
generators. These can be easily seen from the character tables, which can
usually be found in [12], [60] or Gap. This was not possible for A18 and A19
in dimension 17; however these characters are easy to find by a result due to
Wagner ([56] and [57]), which tells us that the relevant Brauer character χ of
An (for n > 8) over Fp is given by χ(g) =
|Fix(g)| − 1 if p - n,|Fix(g)| − 2 if p | n.
In particular these characters all have character ring Z.
• ‘Theorems’ denotes the references for the theorem where the relevant S1-
candidate is considered.
3.3.2 Results
We now determine the S1-maximal subgroups of Ω◦17(q) and its almost simple
extensions. Recall from Lemma 1.6.36 that when q is even, Ω◦17(q) ∼= S16(q). Hence
we only consider the case when q is odd.
From Table 3.1 the candidates are L2(17) (p 6= 2, 3, 17), L2(16) (three times:
one with p 6= 2, 3, one with p 6= 2, 5 and one with p 6= 2, 3, 5), A18 (p 6= 2, 3) and
A19 (p = 19). We will consider these in reverse order.
Proposition 3.3.3. Let Ω = Ω◦17(q) with q = pe, let G = A19 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 19, S = G.2 and there are two Ω-classes
of subgroups of Ω isomorphic to S with trivial class stabilizer. The group S is S1-
maximal, there is a single Aut(Ω)-class of groups G, and for no other q is there an
S1-subgroup of Ω◦17(q) isomorphic to G.
Proof. The fact that A19 is S1-maximal follows by Lagrange. The remaining results
are direct from Corollary 3.2.25.
Proposition 3.3.4. Let Ω = Ω◦17(q) with q = pe, let G = A18 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p 6= 2, 3, S = G.2 and we have two Ω-classes
of subgroups isomorphic to S with trivial class stabiliser. If q = 19 then S is not
S1-maximal; otherwise, S is S1-maximal. There is a single Aut(Ω)-class of groups
S, and for no other q are there S1-maximal subgroups of Ω◦17(q) isomorphic to A18.
Proof. The condition on q follows directly from Table 3.1. Since this representation
occurs as a deleted permutation module, we can apply Lemma 3.2.22, which says
that G.2 < Ω◦17(q) for all valid primes p. Hence NΩ(G) = G.2, with trivial class
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stabiliser. There is a single representation in Theorem 3.3.1; hence by Lemma
3.2.10(i) there is a single conjugacy class of representations in CGO◦17(q), and thus
a single Aut(Ω)-class.
The only potential containment involving G is A18 < A19. This only occurs
when q = 19; in this case, by Proposition 3.3.3 and from the relevant character ta-
bles, we have the containment A18.2 < A19.2, so G and G.2 are not S1-maximal in Ω
or its extensions by automorphisms. Lagrange gives no other possible containments,
so if q 6= 19 then G.2 is S1-maximal.
Proposition 3.3.5. There are no S1-maximal subgroups of Ω = Ω◦17(q) or its almost
simple extensions involving L2(17) or its almost simple extensions.
Proof. The 17-dimensional representation of L2(17) appears as a deleted permu-
tation module of the natural action of L2(17) on the 18 lines in F217. Hence we
have L2(17) < A18. Also, L2(17).2 = PGL2(17) occurs naturally as a subgroup of
S18 = A18.2 so we have an abstract containment L2(17).2 < A18.2.
From Lemma 3.2.22, since the 17-dimensional representation of L2(17) con-
sists of action matrices of a deleted permutation module, we have that in all cases
G.2 < Ω, so that NΩ(G) = G.2 for every valid prime p. From Proposition 3.3.4 we
have that A18.2 < Ω, and so it simply remains to establish the restriction of this
character, which we denote ρ, to L2(17).2.
We can obtain the character table of L2(17).2 from [12, p. 9], and use the
corresponding notation. The characters in dimension at most 17 are:
• Two 1-dimensional characters; the trivial character χ1 and the sign character
χ′1.
• Two 16-dimensional integer-valued characters, which we denote χ2 and χ′2.
• Six other 16-dimensional characters, which are not integer-valued.
• Two 17-dimensional characters; namely χ8 and χ′8.
The restriction of the character of A18.2 to L2(17).2 must be integer-valued,
meaning that it is either one of the 17-dimensional characters, meaning we have a
containment, or it is some linear combination of the smaller-dimensional integer-
valued characters.
L2(17).2 contains elements of order 2 which (when considered as elements of
A18.2) are the product of eight 2-cycles, which therefore have character value 1 and
means that the restriction of ρ to L2(17) must be either χ8 or χ
′
1 +χ2. We also have
elements in L2(17) of order 9 with cycle shape (9, 9), thus with character value −1,
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which rules out the latter possibility. Hence the restriction is χ8, which means that
we have a containment L2(17).2 < A18.2.
Remark 3.3.6. We can do a similar computation with L2(16) and A18. In this
case, and using the notation of [12, p. 12], the possibilities for the restriction of
the 17-dimensional character of A18 to L2(16) are either χ1 + χ10 for χ1 the trivial
character and χ10 the integer-valued 16-dimensional character of L2(16), or χ11 for
χ11 the integer-valued 17-dimensional character. Considering elements of order 3
gives us that the restriction is χ1 + χ10, so we do not have a containment here. A
similar argument also rules out the possibility of L2(16) < A19 in characteristic 19.
Remark 3.3.7. There are three different representations of L2(16) to consider. We
will denote these by L2(16)1,L2(16)2 and L2(16)3, based on the order they appear
in Table 3.1.
Proposition 3.3.8. Let Ω = Ω◦17(q) with q = pe, let G = L2(16)1 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p 6= 2, 3, and:
(i) If p ≡ ±1 mod 8, then S = G.4, and we have two Ω-classes of subgroups with
trivial class stabiliser.
(ii) If p ≡ ±3 mod 8, then S = G.2, and we have a single Ω-class of subgroups
with class stabiliser 〈δ〉.
The group S is S1-maximal, there is a single Aut(Ω)-class of groups S, and the only
other situations where we have S1-subgroups of Ω◦17(q) isomorphic to G are described
in Proposition 3.3.9 and Proposition 3.3.11.
Proof. Since we can see from Table 3.1 that the character ring contains no irrational-
ities, we always have G < Ω◦17(p) for valid primes p (i.e. p 6= 2, 3). Calculations
contained in the computer file l216d171calc perform the spinor norm calculation
in characteristic 0 for an element which induces the 4 automorphism on G. The
calculations include checks that the group constructed is G.4 and that it preserves
the given form.
We then construct matrices following Lemma 1.6.30 to compute the spinor
norm. The calculations in l216d171calc show that the spinor norm is 1 if and
only if 2 is a square modulo p, which occurs precisely when p ≡ ±1 mod 8. If the
element g inducing the 4 automorphism of G has spinor norm −1, then g2 inducing
the 2 automorphism of G must have spinor norm 1.
There is a single representation in Theorem 3.3.1, and hence a single Aut(Ω)-
class by Lemma 3.2.10. Standard computations confirm the number of Ω-classes.
89
When there are two classes, δ interchanges them, and so the results on the class
stabiliser follow as well.
Proposition 3.3.9. Let Ω = Ω◦17(q) with q = pe, let G = L2(16)2 be an S1-subgroup
of Ω, and let S = NΩ(G). Then provided p 6= 2, 5, we have:
(i) If p ≡ ±2 mod 5 then q = p2, S = G.2 and there are two Ω-classes of sub-
groups isomorphic to S. There is a single Aut(Ω)-class. We do not currently
have a proof of what the class stabilisers are; see Remark 3.3.10.
(ii) If p ≡ ±1 mod 5 and p ≡ ±1 mod 8, then q = p, S = G.2 and there are two
Ω-classes of subgroups isomorphic to S with trivial class stabilisers. There are
two Aut(Ω)-classes.
(iii) If p ≡ ±1 mod 5 and p ≡ ±3 mod 8, then q = p, S = G, and there is a
single Ω-class of subgroups isomorphic to S, with class stabiliser 〈δ〉. There
are two Aut(Ω)-classes.
The group S is S1-maximal and the only other situations where we have subgroups
of Ω◦17(q) isomorphic to G are described in Proposition 3.3.8 and Proposition 3.3.11.
Proof. The order of the field of definition depends on the existence of the quadratic
irrationality b5, which lies in Fp if p ≡ 1, 4 mod 5, and Fp2 but not Fp if p ≡ 2, 3
mod 5.
We perform similar calculations to Proposition 3.3.8 in l216d172calc, al-
though this time the characteristic 0 group we are dealing with involves the quadratic
irrationality b5.
The computation tells us that the matrix relating to the 2 automorphism of
G has spinor norm 1 if and only if 10 is a square in the field.
If q = p2 then 10 is contained in the prime field and so is always a square;
hence here we can always realise the 2 automorphism over Ω. If q = p, then in
particular p ≡ ±1 mod 5; thus, from the Legendre symbol for 5 we can see that 5 is
always a square, and the Legendre symbol for 2 gives the congruences as described
above.
It follows from the character table in [12] that there are two orbits of Out(G)
on the weak equivalence class of representations, and hence by Lemma 3.2.10 we
have two conjugacy classes in CGO◦17(q). If q = p then PGCO
◦
17(q) = Aut(Ω) and
hence we have two Aut(Ω) classes. If q = p2 then the nontrivial field automorphism
of Ω interchanges the two conjugacy classes of representations so there is a single
Aut(Ω)-class.
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For the class stabiliser calculations, note that if G.2 < Ω, then NC(G) < ZΩ,
where Z is the group of scalar matrices. Then NC(G) = NC(G)Ω and so, by Lemma
3.2.10 the number of Ω-classes is |C : NC(G)Ω| = |C : Ω| = 2. Likewise, if G.2 ≮ Ω,
then NC(G)Ω = C and so we have a single Ω-class in this case.
In case (ii) we have two classes permuted by δ and no further outer auto-
morphisms exist, so the class stabiliser is trivial.
In case (iii) we have one class; hence the class stabiliser is 〈δ〉, the whole
outer automorphism group of Ω.
Remark 3.3.10. Computer calculations give us the conjecture that in Proposition
3.3.9(i), the class stabiliser should be 〈φ〉 when p ≡ ±1 mod 8 and 〈φδ〉 when
p ≡ ±3 mod 8.
Proposition 3.3.11. Let Ω = Ω◦17(q) with q = pe, let G = L2(16)3 be an S1-
subgroup of Ω, and let S = NΩ(G). Then provided p 6= 2, 3, 5, we have S = G, there
are two Ω-classes of subgroups isomorphic to G, and:
(i) If p ≡ ±1 mod 15 then q = p, with trivial class stabiliser.
(ii) If p ≡ ±4 mod 15 then q = p2, with class stabiliser 〈φ〉.
(iii) If p ≡ ±2,±7 mod 15 then q = p4, with class stabiliser 〈φ〉.
The group S is S1-maximal, there is a single Aut(Ω)-class of groups S, and the only
other situations where we have subgroups of Ω◦17(q) isomorphic to G are described
in Proposition 3.3.8 and Proposition 3.3.9.
Proof. The representation L2(16)3 involves the irrationalities b5 and y15 = θ + θ
−1,
where θ is a primitive 15-th root of unity. Recall from Section 1.9.2 that y15 exists
over Fq for q = pe for e as small as possible, where
e =

1 if p ≡ 1, 14 mod 15,
2 if p ≡ 4, 11 mod 15,
4 if p ≡ 2, 7, 8, 13 mod 15.
It turns out that, whenever y15 exists in a field, so does b5; hence the above
is sufficient to determine the minimal field of representation of L2(16)3.
In all cases, we have two Ω-classes, and δ interchanges these two classes. From
the character table in [12] we see that the four weakly equivalent representations
are permuted cyclically by the field automorphism of G; hence by Lemma 3.2.10 we
have a single Aut(Ω)-class.
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For (i), since Out(Ω) = 〈δ〉, the above is enough to confirm that the class
stabiliser is trivial.
For (ii), since G.2 \ G contains involutions, we can apply Lemma 3.2.19 to
conclude that the class stabiliser here is 〈φ〉.
For (iii), let α be an element of the class stabiliser. We have 2 Ω-classes and
8 outer automorphisms of Ω, so the stabiliser must have 4 elements; so the stabiliser
is either C4 or C2 × C2. If it were C2 × C2, then we would have |α| = 2 for every
choice of α in the stabiliser. Then by Lemma 3.2.19 we would have that α ∈ 〈δ〉 or
α ∈ 〈φ〉. This would force the stabiliser to be 〈δ, φ2〉, which is not possible as δ does
not stabilise either class. Hence we have that the stabiliser has shape C4; this leaves
us with the option of either 〈φ〉 or 〈φδ〉. Since G.4 \G contains elements of order 4,
we can apply Lemma 3.2.20 which tells us that the stabiliser cannot contain φδ, so
we must have the class stabiliser is 〈φ〉 as claimed.
3.3.3 Summary
We summarise the results of the previous section.
Remark 3.3.12. We use [8, Convention 4.10.1] for recording the results in this
section and in subsequent summaries. For ease of reference we reproduce this con-
vention here:
(i) The group Ω is a quasisimple classical group, Z = Z(Ω), Ω = Ω/Z and G is a
group with Ω ≤ G ≤ Aut(Ω).
(ii) The structure of a proper subgroup S of Ω with Z < S is specified, and
S := S/Z. This subgroup represents a single conjugacy class of subgroups of
Ω under the action of Aut(Ω).
(iii) The values of q = pe for which this list item may represent Si-maximal sub-
groups of G are specified. Different values of q may correspond to different
cases for Ω.
(iv) The stabiliser of the conjugacy class of S in Ω under the action of Out(Ω) is
specified as a subgroup of Out(Ω), with automorphisms as given in Section
1.6.
(v) For the specified values of q, the list item represents Si-maximal subgroups of
G only if G/Ω is a subgroup of the class stabiliser. The default assumption
is that this is the case if and only if G/Ω is a subgroup of the class stabiliser.
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In cases where this is not true (that is, for the novel maximal subgroups), the
subgroups of the class stabiliser for which it is true are specified.
(vi) If the list item does represent Si-maximal subgroups of G, then one such sub-
group is NG(S). Representatives of the G-classes of subgroups represented by
this item are obtained by conjugating NG(S) by coset representatives of NT (G)
in NAut(Ω)(G), where T is the inverse image in Aut(Ω) of the class stabiliser.
Theorem 3.3.13. Let G and Ω be as in Remark 3.3.12 with Ω = Ω◦17(q). Then
representatives of the conjugacy classes of S1-maximal subgroups of G are described
in the list below:
Proof. See Section 3.3.2.
(i) S = A19.2 < Ω
◦
17(19) with trivial class stabiliser.
(ii) S = A18.2 < Ω
◦
17(p) with p 6= 2, 3, 19, with trivial class stabiliser.
(iii) S = L2(16).4 with p ≡ ±1 mod 8, or S = L2(16).2 with p 6= 3 and p ≡ ±3
mod 8, with S < Ω◦17(p) in both cases. The class stabiliser is trivial when
S = L2(16).4 and 〈δ〉 when S = L2(16).2.
(iv) S = L2(16) if p ≡ ±1 mod 5 and p ≡ ±3 mod 8, or S = L2(16).2 otherwise.
If p ≡ ±1 mod 5 then q = p, and otherwise q = p2. When q = p the class
stabiliser is trivial when p ≡ ±1 mod 8 and 〈δ〉 when p ≡ ±3 mod 8. We
conjecture that when q = p2, the class stabiliser is 〈φ〉 when p ≡ ±1 mod 8
and 〈φδ〉 when p ≡ ±3 mod 8.
(v) S = L2(16) with p 6= 2, 3, 5. We have S < Ω◦17(p) if p ≡ ±1 mod 15, S <
Ω◦17(p2) if p ≡ ±4 mod 15, and S < Ω◦17(p4) if p ≡ ±2,±7 mod 15. The class
stabiliser is trivial if p ≡ ±1 mod 15 and 〈φ〉 otherwise.
3.4 S1-candidates in dimension 16
3.4.1 Candidates
Table 3.2 contains the candidates in dimension 16; these were found using
the same method used to construct Table 3.1. The table is ordered first by Schur
indicator and then by the order of the group from smallest to largest. See Remark
3.3.2 for more detail about the information contained in each column.
Theorem 3.4.1. Let S be an S1-candidate subgroup of a classical group in dimen-
sion 16. Then S∞ is contained in Table 3.2.
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Proof. Direct from [23] and [24].
Table 3.2: S1-candidates in dimension 16
Group PmDivs Out Ind # ρ Stab Charc Ch Ring Theorems
2·L2(17) 2,3,17 2 - 1 2 0 — 3.4.5
2·L2(17) 2,3,17 2 - 3 2 0 y9 3.4.6
2·A7 2,3,5,7 2 - 1 2 7 — 3.4.3
2·A8 2,3,5,7 2 - 1 2 7 — 3.4.3
A18 2,3,5,7,11,13,17 2 - 1 2 2 — 3.4.2
L2(17) 2,3,17 2 + 1 2 0, 2, 3 — 3.4.18
L2(17) 2,3,17 2 + 3 2 0, 2 y9 3.4.19
L2(16) 2,3,5,17 4 + 1 4 0, 3, 5 — 3.4.17
L3(3) 2,3,13 2 + 1 2 13 — 3.4.16
M11 2,3,5,11 1 + 1 1 11 — 3.4.15
2·Sz(8) 2,5,7,13 1 + 1 1 13 y7 3.4.14
M12 2,3,5,11 2 + 1 2 11 — 3.4.13
A10 2,3,5,7 2 + 1 2 2 — 3.4.12
2·A10 2,3,5,7 2 + 1 2 0, 3, 7 — 3.4.11
2·A11 2,3,5,7,11 2 + 1 2 11 — 3.4.10
A17 2,3,5,7,11,13,17 2 + 1 2 0, 2, 3, 5, 7, 11, 13 — 3.4.9
A18 2,3,5,7,11,13,17 2 + 1 2 3 — 3.4.8
L3(3) 2,3,13 2 ◦ 4 1 0, 2 d13 3.4.27
M11 2,3,5,11 1 ◦ 2 1 0, 2, 5 b11 3.4.24
2·L2(31) 2,3,5,31 2 ◦ 2 1 0, 3, 5 b31 3.4.26
4·2L3(4) 2,3,5,7 22 ◦ 2 22 3 i, b7 3.4.25
M12 2,3,5,11 2 ◦ 2 1 0, 2, 5 b11 3.4.24
4·M22 2,3,5,7,11 2 ◦ 2 1 7 i, b11 3.4.23
A11 2,3,5,7,11 2 ◦ 2 1 2 b11 3.4.21
2·A11 2,3,5,7,11 2 ◦ 2 1 0, 3, 5, 7 b11 3.4.22
A12 2,3,5,7,11 2 ◦ 2 1 2 z3, b11, b35 3.4.21
2·A12 2,3,5,7,11 2 ◦ 2 1 3 i2, i5, b11, b35 3.4.20
3.4.2 Results
Symplectic case
We now determine the S1-maximal subgroups of Sp16(q) and its almost
simple extensions. From Table 3.2 the candidates are 2·L2(17) (twice, both with
p 6= 2, 3, 17), 2·A7 (p = 7), 2·A8 (p = 7) and A18 (p = 2). We will denote the
two different weak equivalence classes of 2·L2(17) by 2·L2(17)1 and 2·L2(17)2 re-
spectively, depending on the order they appear in the table. We will consider the
candidates in reverse order in this section.
Recall the outer automorphism group of Sp16(p
e) from Section 1.6.6.
Proposition 3.4.2. Let Ω = Sp16(q) with q = p
e, let G = A18, and let S = NΩ(G).
Then q = p = 2, S = G.2 and we have a single Ω-class of subgroups isomorphic to
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S, with trivial class stabiliser. The group S is S1-maximal, there is a single Aut(Ω)-
class of groups S, and for no other q are there S1-subgroups of Ω isomorphic to
G.
Proof. Table 3.2 shows that we only have a 16-dimensional character in character-
istic 2, and since the character ring is Z we have that q = p here. A short computer
calculation in a18d16f2calc shows that G.2 preserves a symplectic form, and hence
G.2 < Sp16(2). Since we have a single representation, and since the outer automor-
phism group of Sp16(2) is trivial, the rest of the results follow. Lagrange rules out
all possible containments.
Proposition 3.4.3. Let Ω = Sp16(q), and q = p
e.
(i) The groups 2·A7 and 2·A7.2 are not S1-maximal in Ω or its extensions by
automorphisms for any q.
(ii) Let G = 2·A8 be an S1-maximal subgroup of Ω, and let S = NΩ(G). Then
q = p = 7, S = G and there is a single Ω-class of subgroups isomorphic to S,
with class stabiliser 〈δ〉. The group S is S1-maximal, there is a single Aut(Ω)-
class of groups S, and for no other q are there S1-subgroups of Ω isomorphic
to G.
Proof. Both 2·A7 and 2·A8 have a single 16-dimensional representation, defined only
in characteristic 7 with trivial character ring, and the extensions 2·A7.2 and 2·A8.2
both require the irrationalities r5 and r6, neither of which exist in F7. Hence we have
that both are only S1-candidate subgroups when q = p = 7, with both 2·A7 and
2·A8 being self-normalising in Sp16(q). For G = 2·A8, this tells us that NΩ(G) = G,
meaning we have a unique Ω-class of subgroups of Ω isomorphic to G, with class
stabiliser 〈δ〉.
We clearly have an abstract containment 2·A7 < 2·A8, and the character
values found in [32] show that the restriction of the representation of 2·A8 to 2·A7
is the irreducible 16-dimensional representation of 2·A7, so we have a containment
of S1 subgroups. Further it follows from the previous paragraph that δ induces the
2 automorphism on both 2·A7 and 2·A8, and the 2 automorphism of 2·A8 induces
the 2 automorphism of 2·A7, so there are no S1-maximal subgroups of extensions of
Ω isomorphic to 2·A7.2.
Proposition 3.4.4. There is no abstract containment 2·L2(17) < A18.
Proof. By looking at the maximal subgroups of 2·L2(17) we see that the largest
subgroup is of index 18. Thus this subgroup must contain the central element of
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order 2 in 2·L2(17), giving us a permutation representation on 18 points of L2(17)
but not 2·L2(17). Hence the result follows.
Proposition 3.4.5. Let Ω = Sp16(q) with q = p
e, let G = 2·L2(17)1, and let
S = NΩ(G). Then:
(i) If p ≡ ±1 mod 12 then q = p, S = G.2 and there are two Ω-classes of
subgroups isomorphic to S, with trivial class stabiliser.
(ii) If p ≡ ±5 mod 12 and p 6= 17 then q = p, S = G and there is a single Ω-class
of subgroups isomorphic to S, with class stabiliser 〈δ〉.
In both cases the group S is S1-maximal, there is a unique Aut(Ω)-class of groups
S, and the only other situation where we may have an S1-subgroup of Sp16(q) iso-
morphic to G is described in Proposition 3.4.6.
Proof. Table 3.2 gives us that q = p 6= 2, 3, 17. From [12] we see that there is
a single such representation, and for this representation that elements of G.2 \ G
are isometries, but their character values involve r3, which lies in Fp if and only if
p ≡ ±1 mod 12. Multiplying elements of G.2 \G by a suitable scalar would give us
the isoclinic group G.2−, but this does not consist of isometries of the form, since
the only scalars which preserve the symplectic form are ±I16.
Then standard results give the number of Ω classes and the class stabilisers.
The only possible containment involving G is considered in Proposition 3.4.4.
Proposition 3.4.6. Let Ω = Sp16(q) with q = p
e, let G = 2·L2(17)2, and let
S = NΩ(G). Then provided p 6= 2, 3, 17 we have:
(i) If p ≡ ±1 mod 36 then q = p and S = G.2. There are three Aut(Ω)-classes of
subgroups isomorphic to S, each splitting into two Ω-classes of subgroups with
trivial class stabiliser.
(ii) If p ≡ ±11,±13 mod 36 then q = p3 and S = G.2. There is a single Aut(Ω)-
class of subgroups isomorphic to S, and six Ω-classes of subgroups, with trivial
class stabiliser.
(iii) If p ≡ ±17 mod 36 then q = p and S = G. There are three Aut(Ω)-classes of
subgroups isomorphic to S, each with a single Ω-class of subgroups with class
stabiliser 〈δ〉.
(iv) If p ≡ ±5,±7 mod 36 then q = p3 and S = G. There is a single Aut(Ω)-
class of subgroups isomorphic to S, and three Ω-classes of subgroups with class
stabiliser 〈δ〉.
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The group S is S1-maximal and the only other situation where we may have an
S1-subgroup of Sp16(q) isomorphic to G is described in Proposition 3.4.5.
Proof. From Table 3.2 we have that the character ring involves the irrationality y9,
which is defined over Fp if p ≡ 1, 3, 8 mod 9 and Fp3 otherwise. From [12] we can see
that the representation of G.2 consists of isometries (since it has Schur indicator −)
but the character values on elements of G.2\G involve y36, which, given that p 6= 2, 3,
exists over Fq if and only if q ≡ ±1 mod 36; hence we obtain the given conditions
on p. The isoclinic variant G.2− obtained by multiplying elements of G.2 \ G by
a scalar of order 4 (if such a scalar exists) does not preserve the symplectic form,
since the only scalars to preserve the form are ±I16.
The three representations are fixed by δ and permuted by φ when φ is non-
trivial. If the 2 automorphism of G is realisable over Ω, then each representation
splits into two conjugacy classes which are induced by δ; otherwise, δ stabilises each
of these classes and induces the 2 automorphism of G. Thus the results on the
number of classes and the class stabilisers follow. The only possible containment
involving S is considered in Proposition 3.4.4.
Orthogonal case
We now determine the S1-maximal subgroups of Ω±16(q) and its almost simple
extensions. From Table 3.2 the candidates are L2(17) (twice; one with p 6= 17 and
one with p 6= 3, 17), L2(16) (p 6= 2, 17), L3(3) (p = 13), M11 (p = 11), 2·Sz(8)
(p = 13), M12 (p = 11), A10 (p = 2), 2
·A10 (p 6= 2, 5), 2·A11 (p = 11), A17 (p 6= 17)
and A18 (p = 3). We denote the two copies of L2(17) by L2(17)1 and L2(17)2
depending on the order they appear in Table 3.2. We will consider these groups in
reverse order.
Remark 3.4.7. Recall the presentations of Out(O+16(q)) and Out(O
−
16(q)) from Sec-
tion 1.6.7. In particular, when q is odd we have that:
(i) The only conjugacy class that lies in PSO+16(q) \O+16(q) has representative δ′.
(ii) The only conjugacy class that lies in PGO±16(q) \ PSO±16(q) has representative
γ.
(iii) The only conjugacy classes that lie in PCGO±16(q) \ PGO±16(q) have represen-
tatives δ and γδ.
(iv) When in the orthogonal plus-type case, note that δ2 = 1, whereas (γδ)2 = δ′.
Thus, if a matrix g lies in CGO+16(q) \GO+16(q) and induces an outer automor-
phism of order 2 on an S1-candidate, then g must induce the δ automorphism;
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otherwise, δ′ would induce an inner automorphism on G. Since the represen-
tation of G is absolutely irreducible, this would mean that g2 was a scalar
multiple of an element of Ω; however all scalars in GO+16(q) have spinor norm
1, so this is impossible.
(v) In the orthogonal minus-type case, both δ and δγ have order 2, so the above
argument does not work.
Thus if a matrix inducing an automorphism of G lies inside PGO±16(q), then we
know the class stabiliser without further computation.
When q is even, we will typically perform the computations directly in
Magma.
Proposition 3.4.8. Let Ω = Ω16(q) with q = p
e, let G = A18 be an S1-subgroup of
Ω and let S = NΩ(G). Then q = p = 3,  = −, S = G and we have two Ω-classes
of subgroups isomorphic to S, with class stabiliser 〈γ〉. The group S is S1-maximal,
there is a single Aut(Ω)-class of groups S and for no other q is there an S1-subgroup
of Ω±16(q) isomorphic to A18.
Proof. From Table 3.2 we see that this representation in dimension 16 is only defined
in characteristic 3. The character ring is Z and a brief Magma calculation found
in a18d16calc shows that G < Ω−16(3). Recalling that G.2 = Sym(18) and that
G is a twice deleted permutation representation, we have that the conjugacy class
of (1, 2) lies inside G.2 \G, consists of elements of order 2 and has character value
|Fix((1, 2))| − 2 = 14; this must therefore have eigenvalues consisting of 15 1’s and
one −1, and so this has determinant −1. Thus G.2 ≮ SO−16(3). From a18d16calc
we see that G.2 preserves the form, so G.2\G ⊂ GO−16(3)\SO−16(3). Hence the class
stabiliser is 〈γ〉 from Remark 3.4.7. Thus there are two classes of subgroups of Ω
isomorphic to G.
There are no possible containments involving A18, so A18 is an S1-maximal
subgroup of Ω.
Proposition 3.4.9. Let Ω = Ω16(q) with q = p
e, let G = A17, and let S = NΩ(G).
Then q = p 6= 17, S = G and we have:
(i) If p ≡ ±1,±2,±4,±8 mod 17 then  = +, and there are (p− 1, 2)2 Ω-classes
of subgroups isomorphic to S, with class stabiliser 〈γ〉.
(ii) If p ≡ ±3,±5,±6,±7 mod 17 then  = − and there are two Ω-classes of
subgroups isomorphic to S, with class stabiliser 〈γ〉.
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If p = 3 then G and G.2 are not S1-maximal in Ω or any extension of Ω by auto-
morphisms. If p 6= 3 then the group S is S1-maximal, there is a single Aut(Ω)-class
of groups S and for no other q is there an S1-subgroup of Ω±16(q) isomorphic to G.
Proof. The 16-dimensional module for A17 is a deleted permutation module; hence
when p is odd we can apply Lemma 3.2.22 to see that G preserves an orthogonal plus-
type form if p is a square modulo 17, and an orthogonal minus-type form otherwise.
It follows from the proof of Lemma 3.2.22 in [8, Lemma 4.9.39] that the images of
odd elements of S17 preserve the form and have determinant −1; hence by Remark
3.4.7 the class stabiliser is 〈γ〉. Separate calculations for p = 2 in a17d16p2 confirm
the type of the form preserved by G and the class stabiliser.
There is an abstract containment A17 < A18, with the former a point sta-
biliser of the latter. From the previous paragraph and Proposition 3.4.8 we see that
characteristic 3 is the only characteristic where both these groups exist in dimension
16, and both preserve an orthogonal minus form. It is clear from the characters that
the restriction of the character of A18 to the point stabiliser A17 is the irreducible
16-dimensional character of A17, and similarly γ stabilises both A18 and A17, with
the 2 automorphism of A18 inducing the 2 automorphism of A17. Hence A17 and
A17.2 are not maximal in any extension of Ω by automorphisms. There are no other
possible containments.
Proposition 3.4.10. Let Ω = Ω16(q) with q = p
e, let G = 2·A11 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 11,  = +, S = G.2, and we have eight
Ω-classes of subgroups isomorphic to S, with trivial class stabiliser. The group S is
S1-maximal, there is a single Aut(Ω)-class of groups S, and for no other q are there
S1-subgroups of Ω±16(q) isomorphic to G.
Proof. The condition on q is direct from Table 3.2; the rest of the claims, excluding
maximality, follow from a computer calculation in 2a11d16f11calc.
For maximality, the only potential abstract containment is 2·A11 < A17. If
2·A11 could be expressed as a subgroup of A17 then we would have a corresponding
17-dimensional representation of 2·A11 given by the number of fixed points for a
representative of each conjugacy class. However the only irreducible representations
of 2·A11 of degree at most 17 are the trivial representation and the 16-dimensional
representation. Thus the only possibility for the restriction of the 17-dimensional
character of A17 to 2
·A11 is the direct sum of the 16-dimensional character and the
trivial character. However the character values differ, for instance on elements of
order 3, so we do not have an abstract containment here. Hence S is S1-maximal.
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Proposition 3.4.11. Let Ω = Ω16(q) with q = p
e, let G = 2·A10, and let S =
NΩ(G). Then q = p 6= 2, 5, and  = +. We have:
(i) If p ≡ ±1 mod 10 then S = G.2, and we have eight Ω-classes isomorphic to
S with trivial class stabiliser.
(ii) If p ≡ ±3 mod 10 then S = G, and we have four Ω-classes isomorphic to S
with class stabiliser 〈δ〉.
If p = 11 then S is not S1-maximal in Ω or any extension of Ω by automorphisms,
whilst if p 6= 11 then S is S1-maximal. There is a single Aut(Ω)-class of subgroups
isomorphic to S, and for no other q is there an S1-subgroup of Ω±16(q) isomorphic
to S.
Proof. A computer calculation in 2a10d16calc shows that the orthogonal form pre-
served is always of plus type. From the character tables in [12] and [32] we see that
the 16-dimensional irreducible character of G.2\G takes the value 0 on all conjugacy
classes except one, which requires the irrationality r5, and elements of G.2 \ G are
isometries of the form. In particular, there is an element of order 2 in G.2 \G with
character value 0, requiring eight 1’s and eight −1’s as eigenvalues. Hence matri-
ces inducing this extension have determinant 1, so when r5 exists over Fq we have
G.2 < SO+16(q). When p ≡ ±1 mod 10, this happens for q = p. Otherwise, when
p ≡ ±3 mod 10, G.2 \G ⊂ CGO+16(p) \GO+16(p). Multiplying elements of G.2 \G
by a scalar element of order 4 (if such an element exists) would give us the isoclinic
group G.2−, but this does not preserve the form since the only scalars to preserve
an orthogonal form are ±I16.
The calculations in 2a10d16calc also construct a matrix L ∈ GL16(Q(r5))
that normalises G, induces the unique nontrivial outer automorphism of G, preserves
the form and has determinant and spinor norm 1. Hence, if r5 exists over Fp then
we have that G.2 < Ω. Otherwise we can rescale L to lie over GL16(Q) with integral
coefficients, which scales the form by 59 . Hence by Remark 3.4.7 we have that since
L induces an automorphism of order 2, this automorphism is induced by the δ
automorphism of Ω. A separate computation also contained in 2a10d16calc does
this for the case p = 3.
As there is a single representation, there is a single Aut(Ω)-class of subgroups.
Lagrange gives us possible abstract containments of 2·A10 in 2·A11, A17 and
A18. We can rule out the latter two cases by examining the maximal subgroups of
2·A10 - the only subgroup of index less than 18 has index 10 and contains the central
element of 2·A10; hence 2·A10 acts on the 10 conjugacy classes of this subgroup as
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A10. Thus 2
·A10 has no permutation representation on 18 points or fewer, and hence
there are no containments involving A17 or A18.
There are abstract containments 2·A10 < 2·A11 and 2·A10.2 < 2·A11.2. In
dimension 16 this occurs only in characteristic 11. Since 2·A10 has no faithful irre-
ducible representations of degree smaller than 16, and all groups we are considering
are contained in Ω+16(11), we have a containment here. Similarly there is a con-
tainment of 2·A10.2 < 2·A11.2, and thus 2·A10 and 2·A10.2 are not maximal in any
extension of Ω by automorphisms.
Proposition 3.4.12. Let Ω = Ω16(q) with q = p
e, let G = A10 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 2,  = +, S = G.2, and we have two
Ω-classes of subgroups isomorphic to S, with trivial class stabiliser. The group S is
S1-maximal, there is a single Aut(Ω)-class of subgroups S, and for no other q are
there S1-subgroups of Ω±16(q) isomorphic to G.
Proof. That G only exists in dimension 16 in characteristic 2 is direct from Table 3.2.
The rest of the claims (except those regarding maximality) follow from computer
calculations in a10d16f2calc, making use of details in two version of the online
Atlas ([60], [61]).
We have an abstract containment A10 < A17. However, the characteristic
2 representation of A10 takes the value −8 on elements of order 3, whereas the
representation of A17 is a deleted permutation module, and hence all character
values are greater than or equal to −1. Thus the restriction of A17 to any subgroup
isomorphic to A10 will not be the irreducible 16-dimensional character of A10. There
are no other possible containments.
Proposition 3.4.13. Let Ω = Ω16(q) with q = p
e, let G = M12 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 11,  = +, S = G and we have four
Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γ〉. The group S is
S1-maximal, there is a single Aut(Ω)-class of groups S, and for no other q are there
S1-subgroups of Ω±16(q) isomorphic to G.
Proof. A straightforward computer calculation using Table 3.2 and the group in [60]
shows that Ω = Ω+16(11). From [32] we see that G.2\G has character ring contained
in Z[r3, r5]. Both r3 and r5 exist in F11, so we have G.2 < GO+16(11). Also from the
character table, we see that elements of G.2 \ G have determinant −1, and hence
G.2 \ G ∈ GO+16(11) \ SO+16(11). Thus we have by Remark 3.4.7 that the class
stabiliser is 〈γ〉. There is a single representation, and hence a single Aut(Ω)-class.
There is an abstract containment M12 < A17 in characteristic 11. However,
the 11-dimensional characters of M12 in characteristic 11 are deleted permutation
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modules obtained from the standard definition of M12 acting on a set of 12 points,
and the 16-dimensional character of A17 is also a deleted permutation module. Hence
it is clear that the restriction of the 16-dimensional character of A17 to M12 is given
by one of the 11-dimensional characters plus 5 copies of the trivial character, and
there is no containment here.
Proposition 3.4.14. Let Ω = Ω16(q) with q = p
e, let G = 2·Sz(8) be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 13,  = +, S = G and we have eight Ω-
classes of subgroups isomorphic to S, with trivial class stabiliser. The group S is
S1-maximal, there is a single Aut(Ω)-class of groups S, and for no other q are there
S1-subgroups of Ω±16(q) isomorphic to G.
Proof. All claims are straightforward from Table 3.2, since G has a trivial outer
automorphism group and we only have a single representation to consider. The
result on the characteristic comes from the table, and the fact that y7 exists over
F13.
Lagrange leaves us with A17 as the only possible group which may contain
2·Sz(8); however, an analysis of the maximal subgroups of G shows that there are no
subgroups of index less than 17, so we cannot have a faithful degree 17 permutation
representation of G. Hence G is maximal.
Proposition 3.4.15. There are no S1-maximal subgroups of Ω16(q), or its exten-
sions by automorphisms, with composition factor M11.
Proof. From Table 3.2 we see that the 16-dimensional irreducible representation of
M11 is only defined in characteristic 11. There is an abstract containment of M11
in M12 (M11 is a point stabiliser of M12 as a permutation on 12 points). From
the character tables in [32], the 16-dimensional irreducible representation of M12
has character value 0 on elements of order 8, which is also the case for the 16-
dimensional irreducible representation of M11, but not for any other 16-dimensional
representation of M11 consisting of linear combinations of smaller-degree characters.
Hence we have a containment here, and in particular the form preserved by the 16-
dimensional representations of M11 and M12 is the same. Since the 16-dimensional
representation of M11 is scalar-normalising, we are done.
Proposition 3.4.16. Let Ω = Ω16(q) with q = p
e, let G = L3(3) be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 13,  = +, S = G and we have four
Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γ〉. The group S is
S1-maximal, there is a single Aut(Ω)-class of groups S, and for no other q are there
S1-subgroups of Ω±16(q) isomorphic to G.
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Proof. From Table 3.2 we get the result on the characteristic of Ω, from the matrix in
[60] a straightforward Magma calculation shows that the orthogonal form preserved
is of + type, and from [32] we see that the character ring of G.2 is Z[r3]. The
irrationality r3 exists in F13 so thatG.2 < GO+16(13). From the character table we see
that elements of G.2\G have determinant −1, so that G.2\G ⊂ GO+16(13)\SO+16(13).
Hence by Remark 3.4.7 we have that the class stabiliser is 〈γ〉. There is a single
representation, and hence a single Aut(Ω)-class.
The only possible containment is L3(3) < A17 in characteristic 13. The 16-
dimensional representation of L3(3) has character value −2 on elements of order 3 in
class 3A (in the notation of [32, p. 22]), whereas the 16-dimensional representation
of A17 is a deleted permutation representation and hence all character values are
greater than or equal to −1. Hence there is no possible containment here.
Proposition 3.4.17. There are no S1-maximal subgroups of Ω16(q), or its exten-
sions by automorphisms, with composition factor G = L2(16).
Proof. G.4 = PΓL2(16) has a permutation representation on 17 points, and we
can check directly that G.4 < A17, so we have an abstract containment. The 16-
dimensional representation of G.4 is the deleted permutation representation. Hence
by Lemma 3.2.22 it follows that G.4 preserves an orthogonal plus-type form if 17 is
a square modulo p, and an orthogonal minus-type form otherwise. Since the outer
automorphism group of G.4 is trivial, we have a trivial class stabiliser. We have an
abstract containment of G.4 inside A17, and a 16-dimensional representation of A17
from Proposition 3.4.9. From [12] and [32] we see that there are no faithful represen-
tations of G.4 of degree smaller than 16, so we have a containment L2(16).4 < A17.
Since the representation of A17 is defined whenever the representation of G.4 is, the
result follows.
Proposition 3.4.18. Let Ω = Ω16(q) with q = p
e, let G = L2(17)1 be an S1-
subgroup of Ω and let S = NΩ(G). Then q = p 6= 17 and S = G. We have:
(i) If p ≡ ±1,±2,±4,±8 mod 17 then  = +, and we have (p − 1, 2)2 Ω-classes
of subgroups isomorphic to S, with class stabiliser 〈γ〉.
(ii) If p ≡ ±3,±5,±6,±7 mod 17 then  = −, and we have two Ω-classes of
subgroups isomorphic to S, with class stabiliser 〈γ〉.
If p = 3 then S is not S1-maximal in Ω or any extension of Ω by automorphisms,
whilst if p 6= 3 then the group S is S1-maximal. There is a single Aut(Ω)-class of
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subgroups isomorphic to G and the only other situation where there are subgroups
of Ω±16(q) isomorphic to G is described in Proposition 3.4.19.
Proof. Calculations in l2171d16calc find a representation of L2(17)1 in GL16(Q)
with integral coefficients which preserves a form with determinant 17 times a square;
hence the type of form preserved by G depends on whether 17 is a square modulo
p, which leads us to a mod 17 dependence on p. Table 3.2 gives us that q = p 6= 17.
The calculation also shows that G.2 \ G ⊂ GO±16(q) \ SO±16(q) when p is odd, and
when q is even G.2\G ⊂ SO+16(2)\Ω+16(2); hence by Remark 3.4.7 the class stabiliser
is 〈γ〉.
Lagrange rules out all possible containments except for L2(17) < A17 or
A18. We do not have L2(17) < A17 as L2(17) has no permutation representation on
fewer than 18 points; hence the only possible containment is L2(17)1 < A18, which
can only occur in characteristic 3. Looking at [32] and the standard definition
of L2(17) as a permutation group on 18 points, we see that the value of the 16-
dimensional character L2(17)1 on an element g (with order coprime to 3) corresponds
with |Fix(g)| − 2, the character value of the 16-dimensional representation of A18 in
characteristic 3, so we have a containment here. A similar check with PGL2(17) =
L2(17).2 shows that we also have a containment L2(17)1.2 < A18.2, and hence
L2(17)1 is not maximal when p = 3.
Proposition 3.4.19. Let Ω = Ω16(q) with q = p
e, let G = L2(17)2 be an S1-
subgroup of Ω, and let S = NΩ(G). Then S = G and we have class stabiliser 〈γ〉.
We have:
(i) If p ≡ ±1 mod 9 and p ≡ ±1,±2,±4,±8 mod 17, then q = p, Ω = Ω+16(p)
and there are three Aut(Ω)-classes of subgroups isomorphic to S, each splitting
into four Ω-classes of subgroups isomorphic to S.
(ii) If p ≡ ±2,±4 mod 9 and p ≡ ±1,±2,±4,±8 mod 17 then q = p3, Ω =
Ω+16(p
3) and there is a single Aut(Ω)-class of subgroups isomorphic to S, split-
ting into (p− 1, 2)2 Ω-classes of subgroups isomorphic to S.
(iii) If p ≡ ±1 mod 9 and p ≡ ±3,±5,±6,±7 mod 17 then q = p, Ω = Ω−16(p)
and there are three Aut(Ω)-classes of subgroups isomorphic to S, each splitting
into two Ω-classes of subgroups isomorphic to S.
(iv) If p ≡ ±2,±4 mod 9 and p ≡ ±3,±5,±6,±7 mod 17 then q = p3, Ω =
Ω−16(p
3) and there is a single Aut(Ω)-class of subgroups isomorphic to S, split-
ting into two Ω-classes of subgroups isomorphic to S.
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The group S is S1-maximal and the only other situation where there are subgroups
of Ω±16(q) isomorphic to G is described in Proposition 3.4.18.
Proof. Table 3.2 show that the character ring of L2(17)2 involves the irrational-
ity y9, which gives us that the order of the field depends on p mod 9. The field
automorphisms of Ω permute the three representations if there are nontrivial field
automorphisms, whilst all other outer automorphisms of Ω fix all three representa-
tions, so the result on Aut(Ω) follows.
Calculations in l2172d16calc find a representation of L2(17)2 in GL16(Q)
with integral coefficients which preserves a form with determinant 17 times a square;
hence the type of form preserved by G depends on whether 17 is a square modulo
p, which leads us to a mod 17 dependence on p. The calculation also shows that
G.2 \G ⊂ GO±16(q) \SO±16(q) when p is odd, and when q is even G.2 \G ⊂ SO+16(8) \
Ω+16(8); hence by Remark 3.4.7 the class stabiliser is 〈γ〉.
The existence of the irrationality y9 in the character ring for L2(17)2 but for
no other plus-type representations ensures that L2(17)2 is S1-maximal when it is a
p-modular reduction of a representation in characteristic 0; i.e. when p 6= 2. When
p = 2, the representation is defined over F8, and there are no other S1-candidate
subgroups of Ω+16(8), so L2(17)2 is S1-maximal here also.
Linear and unitary cases
We now determine the S1-maximal subgroups of SL±16(q) and its almost sim-
ple extensions. (Recall that this notation is a compact way of referring to both
linear and unitary groups.) From Table 3.2 the candidates are L3(3) (p 6= 3, 13),
M11 (p 6= 11), 2·L2(31) (p 6= 2, 31), 4·2L3(4) (p = 3), M12 (p 6= 3, 11), 4·M22 (p = 7),
A11 (p = 2), 2
·A11 (p 6= 2, 11), A12 (p = 2) and 2·A12 (p = 3). We will consider
these in reverse order.
Proposition 3.4.20. Let Ω = SL±16(q) with q = p
e, let G = 2·A12 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p = 3, Ω = SL16(3), S = G, and we have
two Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γ〉. The group S
is S1-maximal, there is a single Aut(Ω)-class of subgroups S, and for no other q are
there S1-subgroups of SL±16(q) isomorphic to G.
Proof. The character ring of the 16-dimensional representation of 2·A12 in type ◦ de-
pends on the existence of the four irrationalities i2, i5, b11 and b35. All four of these
irrationalities are not real but exist over F3; hence we have that 2·A12 < SL16(3).
The two representations are interchanged by the outer automorphism of G and also
by the duality automorphism γ; hence the nontrivial outer automorphism of G is
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induced by γ followed by conjugation by some matrix g ∈ GL16(3). Computer calcu-
lations in 2a12d16f3calc show that g has determinant 1, so that the class stabiliser
is 〈γ〉. The results on the normaliser follows, and the classes are interchanged by δ,
where δ has order (3− 1, 16) = 2.
Proposition 3.4.21. There are no S1-maximal subgroups of SL±16(q) or its exten-
sions by automorphisms isomorphic to A11 or A11.2.
Let Ω = SL±16(q) with q = p
e, let G = A12 be an S1-subgroup of Ω, and
let S = NΩ(G). Then q = p = 2, Ω = SU16(2), S = G, and we have a single
Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γ〉. The group S is
S1-maximal, there is a single Aut(Ω)-class of subgroups S, and for no other q are
there S1-subgroups of SL±16(q) isomorphic to G.
Proof. From Table 3.2, we see that A11 only occurs in characteristic 2, and since
b11 /∈ R and b11 /∈ F2, we have that A11 < SU16(2). Further, the two 16-dimensional
modules are dual to one another, and hence interchanged by the unique outer auto-
morphism γ of Out(Ω). Since the outer automorphism of A11 also interchanges the
two representations, we have that there is a single Ω-class of groups here, with class
stabiliser 〈γ〉.
Similarly for G = A12, we see that G < SU16(2), with γ inducing the unique
outer automorphism of A12.
There is clearly an abstract containment A11 < A12. Denote by ρ the irre-
ducible 16-dimensional character of A12, and (following the notation of [32, p.192
]) by Φ1, Φ2 and Φ3 the irreducible characters of dimension 1, 10 and 16 respec-
tively of A11. Then the restriction of ρ to A11 must be either Φ2 + 6Φ1 or Φ3 (or
its dual). However the character values on elements of order 11 must involve the
irrationality b11 whereas the former character is integer-valued; hence we must have
a containment of S1-subgroups here. Since both A11 and A12 are stabilised by γ,
which induces the unique nontrivial outer automorphism in both cases, and the
outer automorphism of A12 restricts to the outer automorphism of A11, it follows
that A11 and A11.2 are not maximal in any extension of Ω by automorphisms.
Proposition 3.4.22. Let Ω = SL±16(q) with q = p
e, let G = 2·A11 be an S1-subgroup
of Ω, and let S = NΩ(G). Then q = p 6= 2, 11, S = G and we have:
(i) If p ≡ 1, 3, 4, 5, 9 mod 11 then Ω = SL16(p), and we have (q− 1, 16) Ω-classes
of subgroups isomorphic to S, with class stabiliser 〈γ〉.
106
(ii) If p ≡ 2, 6, 7, 8, 10 mod 11 then Ω = SU16(p) and we have (q+1, 16) Ω-classes
of subgroups isomorphic to S, with class stabiliser 〈γ〉.
If p = 3, then G and G.2 are not S1-maximal in Ω or any extension of Ω by
automorphisms, whilst if p 6= 3 then the group S is S1-maximal. There is a single
Aut(Ω)-class of subgroups isomorphic to S, and for no other q are there S1-subgroups
of SL±16(q) isomorphic to 2
·A11.
Proof. The congruences on p follow from Table 3.2.
In the file 2a11d16calc we perform calculations in SL16(K) where K :=
Q(b11), which show that the outer automorphism of 2·A11 is induced by γ composed
by conjugation with a matrix L with determinant a square. Hence in the linear case
it follows from Lemma 3.2.14 that the class stabiliser contains γ. In the unitary
case, in the notation of Proposition 3.2.18 we have that ζ = 1 and  = 1, so that
again the class stabiliser is γ.
The only possibility for containments is in characteristic 3 with 2·A11 <
2·A12. There is an abstract containment of groups, and looking at the character
values we see that on elements of order 11, the 16-dimensional representations of
both 2·A11 and 2·A12 take character values involving the irrationality b11, whereas
all representations of 2·A11 of smaller degree have integer-valued characters. Hence
we have a containment in characteristic 3. Further, both 2·A11 and 2·A12 have class
stabiliser γ, and the unique nontrivial outer automorphism of 2·A12 induces the
unique nontrivial outer automorphism of 2·A11, so that 2·A11 and 2·A11.2 are not
maximal in any extension of Ω by automorphisms.
Proposition 3.4.23. Let Ω = SL±16(q) with q = p
e, let G = 4·M22 be an S1-subgroup
of Ω and let S = NΩ(G). Then q = p = 7, Ω = SU16(7), S = G, and we have eight
Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γ〉. The group S is
S1-maximal, there is a single Aut(Ω)-class of subgroups S, and for no other q are
there S1-subgroups of SL±16(q) isomorphic to G.
Proof. The character ring involves the irrationalities i and b11, neither of which are
real, and neither of which exist in F7; hence by Lemma 3.2.8 we have that 4·M22
preserves a unitary form. Standard computer calculations found in 4m22d16f7calc
gives the result on the class stabiliser. The Ω-classes are permuted by the δ au-
tomorphism of Ω which has order (16, 7 + 1) = 8, and the rest of the results are
standard. There are no possible containments.
Proposition 3.4.24. There are no S1-maximal subgroups of SL±16(q) or its exten-
sions by automorphisms isomorphic to M11.
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Let Ω = SL±16(q) with q = p
e, let G = M12 be an S1-subgroup of Ω, and let
S = NΩ(G). Then q = p 6= 3, 11, S = G and we have:
(i) If p ≡ 1, 3, 4, 5, 9 mod 11 then Ω = SL16(p), and we have (q− 1, 16) Ω-classes
of subgroups isomorphic to S. If p ≡ 1 mod 6 then the class stabiliser is 〈γ〉,
whilst if p ≡ 5 mod 6 then the class stabiliser is 〈γδ〉.
(ii) If p ≡ 2, 6, 7, 8, 10 mod 11 then Ω = SU16(p), and we have (q+1, 16) Ω-classes
of subgroups isomorphic to S. If p ≡ 1 mod 6 then the class stabiliser is 〈γδ〉,
whilst if p ≡ 2, 5 mod 6 then the class stabiliser is 〈γ〉.
If p = 2 then G is not S1-maximal in Ω or any extension of Ω by automorphisms,
but G.2 is S1-maximal in Ω.〈γ〉. If p 6= 2 then the group S is S1-maximal. There
is a single Aut(Ω)-class of subgroups isomorphic to S, and for no other q are there
S1-subgroups of SL±16(q) isomorphic to M12.
Proof. From Table 3.2 we can see that M11 and M12 are both defined in the same
characteristic, involve the same character ring and have trivial class stabiliser. There
is a well-known abstract containment of M11 in M12, and looking at the character ta-
bles in [12] and [32] shows that the 16-dimensional irreducible representation of M12
has character values involving the irrationality b11 on elements of order 11, whilst
the character table for M11 shows that the 16-dimensional irreducible representa-
tion also has character values involving b11, and all smaller-dimensional represen-
tations have integer-valued characters. Hence the restriction of the 16-dimensional
irreducible representation of M12 to M11 gives the 16-dimensional irreducible repre-
sentation of M11 and hence we have no S1-maximal subgroups involving M11. Since
M11 has trivial automorphism group, M11 is not maximal in any extension of Ω by
automorphisms.
The congruences for M12 follow from Table 3.2 and the result on S is clear
since M12 has trivial class stabiliser.
In the file m12d16calc we perform calculations in SL16(K) where K :=
Q(b11), which show that the outer automorphism of M12 is induced by γ com-
posed with a diagonal automorphism of SL16(K), which is induced by conjugation
by a matrix with determinant a square multiplied by −3. In the linear case, −3
is a square modulo p if and only if p ≡ 1 mod 6; if this is the case then the class
stabiliser is 〈γ〉, otherwise it is 〈γδ〉. In the unitary case we use Proposition 3.2.18.
In the notation of that proposition, ζ = −3, and  = 1 if and only if p ≡ 1, 2 mod 6;
hence it follows that the class stabiliser is 〈γδ〉 when p ≡ 1 mod 6, and 〈γ〉 when
p ≡ 5 mod 6. When p = 2, SU16(q) has no diagonal automorphisms and so the
class stabiliser is 〈γ〉. In all cases δ permutes the (q ∓ 1, 16) classes.
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We next consider containments. Lagrange rules out a number of possibilities,
and we cannot have M12 < A11 as M12 has no permutation representation on fewer
than 12 points. An analysis of 2·A12 shows that the only maximal subgroups where
containment of M12 is not ruled out by Lagrange are 2
·M12 or 2·A11, neither of
which contain M12. Similar analysis of maximal subgroups of 4
·M22 rules out a
containment there as well, leaving A12 in characteristic 2 as the only possibility for
a containment.
We certainly have an abstract containment M12 < A12 since M12 has a per-
mutation representation on 12 points. The 16-dimensional irreducible representation
of A12 takes values involving b11 on elements of order 11, as does the 16-dimensional
irreducible representation of M12 whilst all smaller-dimensional representations of
M12 are integer-valued on such elements; hence we have a containment M12 < A12.
However, it follows from a direct computation that NS12(M12) = M12, so that the
nontrivial outer automorphism of A12 does not induce the nontrivial outer automor-
phism of M12. Since both automorphisms are induced by the γ automorphism of Ω,
it follows that we have a type 2 novelty, and M12.2 is S1-maximal in extensions of
Ω containing γ.
Proposition 3.4.25. Let Ω = SL±16(q) with q = p
e, let G = 4·2L3(4) be an S1-
subgroup of Ω, and let S = NΩ(G). Then q = p = 3, Ω = SU16(3), S = G.22, and
we have four Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γ〉. The
group S is S1-maximal, there is a single Aut(Ω)-class of subgroups S, and for no
other q are there S1-subgroups of SL±16(q) isomorphic to G.
Proof. From the table we obtain that the only possibility is 4·2L3(4) < SU16(3), since
both i and b7 are not real and not realisable over F3. From [32] we see that the
character ring of 4·2L3(4).22 \ 4·2L3(4) contains no additional irrationalities, so that
4·2L3(4).22 < GU16(3). From the character tables we can also see that the element
in class 2C has trace 4, and must square to an element of trace 16. Hence it must
have 1 (10 times) and −1 (6 times) as its eigenvalues, and hence it has determinant
1. Thus 4·2L3(4).22 < SU16(3), and so NΩ = G.22. Computer calculations found in
42l34d16f3calc confirm that γ stabilises the class, and hence induces the unique
outer automorphism of S, while δ permutes the classes.
Lagrange limits the possibility of abstract containments to 2·A12, and an
analysis of the maximal subgroups of 2·A12 confirms that none of them can contain
4·2L3(4).22, so there are no containments in this case.
Proposition 3.4.26. Let Ω = SL±16(q) with q = p
e, let G = 2·L2(31) be an S1-
subgroup of Ω, and let S = NΩ(G). Then q = p 6= 2, 31, S = G and we have:
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(i) If p ≡ 1, 2, 4, 5, 7, 8, 9, 10, 14, 16, 18, 19, 20, 25, 28 mod 31 then we have Ω =
SL16(p) and we have (q − 1, 16) Ω-classes of subgroups isomorphic to S.
(ii) If p ≡ 3, 6, 11, 12, 13, 15, 17, 21, 22, 23, 24, 26, 27, 29, 30 mod 31 then we have
Ω = SU16(p) and we have (q + 1, 16) Ω-classes of subgroups isomorphic to S.
If p ≡ ±1 mod 8 then the class stabiliser is 〈γ〉; if p ≡ ±3 mod 8 then the class sta-
biliser is 〈γδ〉. The group S is S1-maximal, there is a single Aut(Ω)-class of groups
S, and for no other q are there S1-subgroups of SL±16(q) isomorphic to 2·L2(31).
Proof. The congruences on p for Ω follow directly from Table 3.2.
In the file 2l231d16calc we perform calculations in SL16(K) where K :=
Q(b31), which show that the outer automorphism of 2·L2(31) is induced by γ com-
posed with a diagonal automorphism of SL16(K) with determinant twice a square.
In the linear case, 2 is a square modulo p if and only if p ≡ ±1 mod 8; hence if this
is the case then the class stabiliser is 〈γ〉, otherwise it is 〈γδ〉. A similar calculation
applies in the unitary case to give the same result via Proposition 3.2.18. In all
cases δ permutes the (q ∓ 1, 16) classes.
2·L2(31) is the only S1-candidate with order divisible by 31 so this is S1-
maximal.
Proposition 3.4.27. Let Ω = SL±16(q) with q = p
e, let G = L3(3) be an S1-subgroup
of Ω, and let S = NΩ(G). Then S = G and we have:
(i) If p ≡ 1, 3, 9 mod 13 and p 6= 3 then q = p, Ω = SL16(p), and there are
(q − 1, 16) Ω-classes of subgroups isomorphic to S. If p ≡ 1 mod 6 then the
class stabiliser is 〈γ〉; if p ≡ 5 mod 6 then the class stabiliser is 〈γδ〉. There
are two Aut(Ω)-classes of such groups S.
(ii) If p ≡ 4, 10, 12 mod 13 then q = p, Ω = SU16(p), and there are (q + 1, 16) Ω-
classes of subgroups isomorphic to S. If p ≡ 1 mod 6 then the class stabiliser
is 〈γδ〉; if p ≡ 5 mod 6 then the class stabiliser is 〈γ〉. There are two Aut(Ω)-
classes of such groups S.
(iii) If p ≡ 2, 5, 6, 7, 8, 11 mod 13 then q = p2, Ω = SU16(p2), and there are 2(q +
1, 16) Ω-classes of subgroups isomorphic to S, with class stabiliser 〈γδ〉. There
is a single Aut(Ω)-class of such groups G.
The group S is S1-maximal, and for no other q are there S1-subgroups of SL±16(q)
isomorphic to L3(3).
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Proof. The congruences on p for Ω follow directly from Table 3.2.
We have a single nontrivial outer automorphism of G, but four representa-
tions, upon which this automorphism acts as a (2,2)-cycle. Hence, we have two
orbits of the action of the conformal group CGL±16(q) on the representations of G.
Standard computations confirm that each of these orbits splits into d Ω-classes, with
d = |δ|, giving us 2d Ω-classes in total.
In the file l33d16calc we perform calculations in SL16(K) where K :=
Q(d13), which show that the outer automorphism of L3(3) is induced by γ composed
with a diagonal automorphism of SL16(K) with determinant a square multiplied by
−3. Thus we obtain the class stabilisers with a similar argument to the proof of
Proposition 3.4.24. In particular, note that since −3 is always a square in Fp2 it
follows that when Ω = SU16(p
2) the class stabiliser is always γδ.
In the case where q = p2, so the base field is Fp4 , we have φ which acts as
the p-power map on character values. However from [12] we see that the nontrivial
outer automorphism of G acts on character values as the p2-power map on character
values, so that no outer automorphism of G acts as φ on the character values. Hence
we have a single Aut(Ω)-class here, and so again the computation in the previous
paragraph suffices to confirm that the class stabiliser is 〈γ〉 here also.
When p = 2, Ω = SU16(2) has only a single nontrivial outer automorphism,
so the outer automorphism of G is induced by γ.
L3(3) is the only S2-candidate with order divisible by 13 so this is S1-
maximal.
3.4.3 Summary
Theorem 3.4.28. Let G and Ω be as in Remark 3.3.12 with Ω = Sp16(q). Then
representatives of the conjugacy classes of S1-maximal subgroups of G are described
in the list below:
Proof. See discussion in Section 3.4.2.
(i) S = A18.2 < Sp16(2) with trivial class stabiliser.
(ii) S = 2·A8 < Sp16(7) with class stabiliser 〈δ〉.
(iii) S = 2·L2(17) if p ≡ ±5 mod 12 and p 6= 17, and S = 2·L2(17).2 with trivial
class stabiliser if p ≡ ±1 mod 12, S < Sp16(p) in both cases, and the class
stabiliser is 〈δ〉 in the first case and trivial in the second.
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(iv) S = 2·L2(17).2 if p ≡ 1, 11, 13, 23, 25, 35 mod 36, and S = 2·L2(17) otherwise,
provided p 6= 2, 3, 17. The class stabiliser is trivial in the first case and 〈δ〉 in
the second. If p ≡ ±1 mod 9 then S < Sp16(p); otherwise S < Sp16(p3).
Theorem 3.4.29. Let G and Ω be as in Remark 3.3.12 with Ω = Ω+16(q). Then
representatives of the conjugacy classes of S1-maximal subgroups of G are described
in the list below:
Proof. See discussion in Section 3.4.2.
(i) S = A17 with q = p ≡ ±1,±2,±4,±8 mod 17 and class stabiliser 〈γ〉.
(ii) S = 2·A11.2 < Ω+16(11) with trivial class stabiliser.
(iii) S∞ = 2·A10 with q = p. If p ≡ ±3 mod 10 then S = 2·A10 with class stabiliser
〈δ〉; whereas if p ≡ ±1 mod 10 and p 6= 11, then S = 2·A10.2 with trivial class
stabiliser.
(iv) S = A10.2 < Ω
+
16(2) with trivial class stabiliser.
(v) S = M12 < Ω
+
16(11) with class stabiliser 〈γ〉.
(vi) S = 2·Sz(8) < Ω+16(13) with trivial class stabiliser.
(vii) S = L3(3) < Ω
+
16(13) with class stabiliser 〈γ〉.
(viii) S = L2(17) with q = p ≡ ±1,±2,±4,±8 mod 17 and class stabiliser 〈γ〉.
(ix) S = L2(17) with p ≡ ±1,±2,±4,±8 mod 17 and class stabiliser 〈γ〉. If p ≡ ±1
mod 9 then S < Ω+(p), and if p ≡ ±2,±4 mod 9 then S < Ω+(p3).
Theorem 3.4.30. Let G and Ω be as in Remark 3.3.12 with Ω = Ω−16(q). Then
representatives of the conjugacy classes of S1-maximal subgroups of G are described
in the list below:
Proof. See discussion in Section 3.4.2.
(i) S = A18 < Ω
−
16(3) with class stabiliser 〈γ〉.
(ii) S = A17 < Ω
−
16(p) with p ≡ ±3,±5,±6,±7 mod 17, p 6= 3 and class stabiliser
〈γ〉.
(iii) S = L2(17) < Ω
−
16(p) with p ≡ ±3,±5,±6,±7 mod 17, p 6= 3 and class
stabiliser 〈γ〉.
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(iv) S = L2(17) with p ≡ ±3,±5,±6,±7 mod 17 and class stabiliser 〈γ〉. If p ≡ ±1
mod 9 then S < Ω−16(p), and if p ≡ ±2,±4 mod 9 then S < Ω−16(p3).
Theorem 3.4.31. Let G and Ω be as in Remark 3.3.12 with Ω = SL16(q) or
SU16(q). Then representatives of the conjugacy classes of S1-maximal subgroups
of G are described in the list below:
Proof. See discussion in Section 3.4.2.
(i) S = 2·A12 < SL16(3) with class stabiliser 〈γ〉.
(ii) S = A12 < SU16(2) with class stabiliser 〈γ〉.
(iii) S = 2·A11 with p 6= 2, 3, 11 with class stabiliser 〈γ〉. If p ≡ 1, 3, 4, 5, 9 mod 11
then S < SL16(p) and if p ≡ 2, 6, 7, 8, 10 mod 11 then S < SU16(p).
(iv) S = 4·M22 < SU16(7) with class stabiliser 〈γ〉.
(v) S = M12 with p 6= 3, 11. If p ≡ 1, 3, 4, 5, 9 mod 11 then S < SL16(p), with
class stabiliser 〈γ〉 if p ≡ 1 mod 6 or 〈γδ〉 if p ≡ 5 mod 6. If p ≡ 2, 6, 7, 8, 10
mod 11 and p 6= 2 then S < SU16(p) with class stabiliser 〈γδ〉 if p ≡ 1 mod 6
and 〈γ〉 if p ≡ 5 mod 6. If p = 2 then S is not S1-maximal in Ω, but S.2 is
S1-maximal in Ω.γ.
(vi) S = 4·2L3(4).22 < SU16(3) with class stabiliser 〈γ〉.
(vii) S = 2·L2(31) with p 6= 2, 31. If p is a square modulo 31 then S < SL16(p),
whilst if p is not a square modulo 31 then S < SU16(p). We have class stabiliser
〈γ〉 if p ≡ ±1 mod 8 and 〈γδ〉 if p ≡ ±3 mod 8.
(viii) S = L3(3) with p 6= 3, 13. If p ≡ 1, 3, 9 mod 13 then S < SL16(p), with class
stabiliser 〈γ〉 if p ≡ 1 mod 6 and 〈γδ〉 if p ≡ 5 mod 6. If p ≡ 4, 10, 12 mod 13
then S < SU16(p), with class stabiliser 〈γδ〉 if p ≡ 1 mod 6 and 〈γ〉 if p ≡ 5
mod 6. If p ≡ 2, 5, 6, 7, 8, 11 mod 13 then S < SU16(p2), with class stabiliser
〈γδ〉 for all such p.
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Chapter 4
S2-candidates
4.1 Introduction
In this chapter, we will classify the S2-candidates in dimensions 16 and 17.
We begin with an introduction to the theory of highest weights, including results
we will use in the remaining sections. We will also define a subclass S∗2 of S2 which
consists of groups which are not obviously contained in a group in class C4 or C7.
We will then follow a similar procedure to Chapter 3 for the rest of the chap-
ter. Section 4.2 lists the S∗2 -candidate subgroups, which are described in more detail
in Section 4.3, including computations of the minimal fields of realisations, forms
preserved and class stabilisers inside the conformal group. Section 4.4 determines
the action of graph and field automorphisms on S∗2 -candidate subgroups, and Sec-
tion 4.5 analyses containments between them. Finally, Section 4.6 summarises the
results of this chapter.
We remind the reader that the Magma computations referenced here can be
found at https://github.com/danielrogerswarwick/thesis.
4.1.1 Highest Weight Theory
In this section we introduce the aspects of highest weight theory we will need
for some of the later computations. We will follow a similar approach to [48, Section
8.1], which is in turn based on the comprehensive treatment in [43]. In particular,
many of the definitions in this section will be specific cases of the more general
definitions as given in [43].
Throughout this section, let G denote a classical group over an algebraically
closed field K; we will typically take K = Fp. It follows from [43, Section 1.2]
that such groups are examples of algebraic groups. We will not define an algebraic
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group, but will apply the theory of algebraic groups to the classical groups we are
interested in.
Definition 4.1.1. (i) The group of diagonal matrices of GLl(K) is denotedDl(K).
(ii) A subgroup T of G is a torus if it is isomorphic to Dl(K) for some l.
(iii) The group T is a maximal torus if it is maximal among the tori of G with
respect to inclusion.
s
Example 4.1.2. A maximal torus T of GLn(K) is Dn(K). A maximal torus of
SLn(K) is T ∩ SLn(K) ∼= Dn−1(K).
Definition 4.1.3. Let T be a torus of G, where we identify T with Dl(K) =
〈diag(t1, . . . , tl) : ti ∈ K∗〉.
(i) A character of a maximal torus T of G is a map T → K∗, given by
diag(t1, . . . , tl) 7→ tx11 . . . txll
for some xi ∈ Z. The Z-module of all characters is denoted X(T ).
(ii) A cocharacter of a maximal torus T of G is a map K∗ → T given by t 7→
diag(ty1 , . . . , tyl) for some yi ∈ Z. The Z-module of all cocharacters is denoted
Y (T ).
Remark 4.1.4. It follows from [43, Example 3.5] that for χ ∈ X(T ), γ ∈ Y (T ) and
t ∈ K∗, tγχ will be an integral power of t that does not depend on t. We denote
the coefficient by 〈χ, γ〉 ∈ Z, so that tγχ = t〈χ,γ〉.
Definition 4.1.5. Let T be a maximal torus of G. Then the set of roots of G is
Φ(G), a certain subset of the set of characters X(T ). The exact definition relies
on theory relating to the underlying Lie algebra; see for instance [9, Chapter 3] for
details.
A set ∆ ⊂ Φ(G) is a base for Φ(G) if it is a basis of Φ(G) viewed as a Z-
module, and additionally every β ∈ Φ(G) is expressible as ∑
α∈Φ(G)
cαα with either all
cα ≥ 0 or all cα ≤ 0.
To each root α we can define a corresponding coroot
∨
α ∈ Y (T ). (See [43,
Lemma 8.19] for the precise definition).
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Definition 4.1.6. Let V be a finite-dimensional vector space over Fp, and let ρ :
G → GL(V ) be a representaton which is also a morphism of algebraic groups (see
[43, p. 3] for a definition). Then ρ is said to be a rational representation of G.
Definition 4.1.7. Let ρ : G→ GL(V ) be a rational representation of G, and T < G
be a maximal torus. Then for λ ∈ X(T ) we define
Vλ = {v ∈ V |v(tρ) = v(tλ) ∀t ∈ T}.
If Vλ 6= 0, then we say that λ is a weight of V .
As in [48, Definition 8.1.11], we make a specific definition of a Borel subgroup,
rather than the more general definition given in [43, Definition 6.3]; for a justification
of the following definition, see [43, Example 6.7].
Definition 4.1.8. The subgroup of G consisting of all lower-triangular matrices in
G is called the Borel subgroup of G.
Lemma 4.1.9. [43, Theorem 4.1] Let B be the Borel subgroup of G, and ρ : G →
GL(V ) be a rational representation. Then there exists a vector v+ ∈ V such that
the 1-dimensional vector space generated by v+ is invariant under Bρ.
Definition 4.1.10. Let v+ ∈ V \ 0 be a vector such that 〈v+〉 is invariant under
Bρ. Then v+ is a maximal vector of V .
Note that for every maximal vector v+ ∈ V , there always exists a weight
λ ∈ X(T ) such that v+ ∈ Vλ.
Definition 4.1.11. Let ρ : G → GL(V ) be a representation such that ρ maps the
Borel subgroup of G to the Borel subgroup of Gρ, and a maximal torus of G to
a maximal torus of Gρ. (In particular, ρ maps lower triangular matrices to lower
triangular matrices). Then ρ is said to be lower-triangular-preserving.
Note that many of the representations we will consider, such as the tensor
product and symmetric and exterior powers, are lower-triangular-preserving.
Remark 4.1.12. It is clear that if ρ is lower-triangular-preserving, then a maximal
vector of V is v+ = (1, 0, . . . , 0). In this case, v+(tρ) = (tρ)1,1v
+ = (tλ)v+, and thus
tλ can be determined from the first entry of the diagonal matrix tρ.
Definition 4.1.13. Let ρ : G → GL(V ) be a rational representation, and suppose
V is generated as a Gρ-module by a maximal vector v+. Let λ ∈ X(T ) be a weight
such that v+ ∈ Vλ. Then V is called a highest weight module of G, and λ is called
the highest weight.
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Definition 4.1.14.
(i) Let ∆ = {α1, . . . , αm} denote a base of the root system Φ of G with respect
to the maximal torus T . We say that λi ∈ X(T ) is a fundamental dominant
weight if 〈λi, ∨αj〉 = δi,j for all j, where δi,j is the Kronecker delta.
(ii) The character λ ∈ X(T ) is dominant if we can express it as an integral sum
m∑
i=1
aiλi of fundamental dominant weights with nonnegative coefficients ai.
We often identify dominant weights with the list of nonnegative integers
(a1, . . . , am). For instance this notation is used in [41].
Lemma 4.1.15. [43, Proposition 15.9] Let ρ : G→ GL(V ) be a rational represen-
tation. Let v+ be a maximal vector of V with associated weight λ ∈ X(T ). Then λ
is dominant.
Remark 4.1.16. Hence, we will often refer to a representation ρ having highest
weight (a1, . . . , am).
Lemma 4.1.17. Let ρ : G → GL(V ) be a lower-triangular-preserving rational
representation with corresponding highest weight λ. Let T denote a torus of G, let
∆ be a base for G and let
∨
αi : K
∗ → T be the coroot associated with αi ∈ ∆. Then
ρ has highest weight (a1, . . . , am), where ai is a nonnegative integer such that for
every a ∈ K∗, (a ∨αiρ)1,1 = aai.
Proof. Since ρ is lower-triangular-preserving, it follows that Tρ is a maximal torus
of Gρ, and so the maps
∨
αiρ : K → Gρ lies in Y (Tρ), and thus can be taken to
be coroots corresponding to Gρ. Since λ is dominant by Lemma 4.1.15, we can
write λ =
m∑
i=1
aiλi for some non-negative ai, where the λi are fundamental dominant
weights. Then by linearity of 〈 , 〉 we have that 〈λ, ∨αiρ〉 = ai.
Since ρ is lower-triangular-preserving, we also have from Remark 4.1.12 that
a
∨
αiρλ = (a
∨
αiρ)1,1. However, by definition we also have a
∨
αiρλ = a
〈λ, ∨αiρ〉 = aai , so
that ai is equal to the power of a in (a
∨
αiρ)1,1.
Thus, in many of the cases we will be considering, we can determine the
weight of a representation from the first entries of diagonal matrices.
Theorem 4.1.18. [43, Theorem 15.17]
(i) Two irreducible rational representations ρ1 and ρ2 of G with corresponding
highest weights λ1 and λ2 are equivalent if and only if λ1 = λ2.
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(ii) If λ is a dominant weight of a rational representation ρ then there exists an
irreducible rational representation of G with highest weight λ.
Hence there is a one-to-one correspondence between irreducible rational rep-
resentations of G and dominant weights.
4.1.2 The Steinberg theorems
The fields discussed in the results of the previous section are all algebraically
closed. In this section, we will describe the theory of irreducible Fp-representations
of groups of Lie type over Fp, and how this theory translates to finite fields. We
follow closely the approach of [8, Section 5.1.1].
Let tX l(q) denote a simple group of Lie type with Lie rank l, and
tXˆl(q)
denote the simply connected version of tX l(q) obtained by extending
tX l(q) by the
part of the Schur multiplier coprime to p. It is a well-known result (see for instance
[36, Section V.5]) that Fp is unique up to isomorphism and contains Fpe for every
e ≥ 1. In particular this allows us to realise the group tXˆl(pe) as a subgroup of
Xˆl(Fp). For untwisted groups (i.e. groups with t = 1) this is obtained by restricting
the field (in other words by considering the centraliser of the field automorphism
φe), whereas for twisted groups we consider the centraliser of γ−1φe instead, where
γ is the graph automorphism of order t inducing the twist.
Recall Definition 4.1.7 of a weight, and how to each weight λ we can assign an
element of Nl. As a consequence of Theorem 4.1.18, given a weight λ ∈ Nl associated
with Xˆl(Fp) we can uniquely identify a corresponding module whose highest weight
is λ, which we will denote M(λ).
Definition 4.1.19. A weight λ = (a1, . . . , al) is m-restricted if 0 ≤ ai ≤ m− 1 for
all i.
Let M(λ) be an Xˆl(Fp)-module, with associated representation ρ : Xˆl(Fp)→
GL(V ). Recall that by φM(λ), we mean the application of the field automorphism φ
of Xˆl(Fp) to M(λ), and by M(λ)φ we mean the application of the field automorphism
of GL(V ) to the image of ρ.
Theorem 4.1.20 (Steinberg’s Tensor Product Theorem). [50, Theorem 5.1] Let
λ0, . . . , λr be p-restricted weights associated with Xˆl(Fp), and let φ be the Frobenius
automorphism of Xˆl(Fp). Then as Xˆl(Fp)-modules
M(λ0 + pλ1 + . . .+ p
rλr) ∼= M(λ0)⊗ φM(λ1)⊗ . . .⊗ φrM(λr).
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Thus, to understand highest weight representations, it suffices to understand
the p-restricted highest weight representations.
Lemma 4.1.21. [8, Lemma 5.1.11] Let λ and µ be weights associated with Xˆl(Fp).
Then M(λ+ µ) occurs as a constituent of M(λ)⊗M(µ) of multiplicity 1.
Next, we consider what happens if we restrict the representation of Xˆl(Fp)
to a finite subgroup Xˆl(q).
Theorem 4.1.22. [50, Theorem 1.3] and [8, Theorem 5.1.3]. Let tX l(q) be other
than 2B2(q),
2G2(q) or
2F4(q). Then any irreducible Fp-module for
t
Xˆ l(q) is
isomorphic to the restriction of the Xˆl(Fp)-module M(λ) to
t
Xˆ l(q) for some q-
restricted weight λ. Further, if λ and µ are q-restricted weights, then the restrictions
of the Xˆl(Fp)-modules M(λ) and M(µ) to Xˆl(q) are isomorphic if and only if λ = µ.
Theorem 4.1.23 (Steinberg’s Twisted Tensor Product Theorem). [50, Theorem
12.2] Let q = pe, and tXl(q) be other than
2B2(q),
2G2(q) or
2F4(q). Then any
irreducible module for tXˆl(q) over Fp has the form
M0 ⊗Mφ1 ⊗ · · · ⊗Mφ
e−1
e−1
where each Mi is a p-restricted irreducible module, arising from the restriction to
tXˆl(q) of a module M(λ) of Xˆl(Fp) with p-restricted weight λ. There are ql such
modules, and these modules are pairwise non-isomorphic.
In this thesis we will not need to consider the groups 2G2(q) or
2F4(q), since
by [41] these do not have 16- or 17-dimensional representations (although there is a
similar result to Theorem 4.1.23 for these groups). The groups 2B2(q) only occur
when q is even. These groups are known as the Suzuki groups; see for example [60,
Section 4.2] for an introduction to these groups.
Theorem 4.1.24. [50, Theorem 12.2] Let G = Sz(22e+1) with natural module V .
Then any irreducible module of G over F2 has the form
M0 ⊗Mφ1 ⊗ · · · ⊗Mφ
2e
2e
where Mi ∈ {1, V }, and these 22e+1 modules are pairwise nonisomorphic.
We next determine the action of various automorphisms of tXˆl(q) on irre-
ducible modules of tXˆl(q).
Proposition 4.1.25. ([8, Proposition 5.1.9] and [33, Proposition 5.4.2]) Let tX l(q)
be other than 2B2(q),
2G2(q) or
2F4(q), and let M(λ) be an irreducible module of
tX l(q) with highest weight λ.
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(i) Let δ denote a diagonal automorphism of tX l(q). Then δ stabilises M(λ).
(ii) Let φX denote the Frobenius automorphism of
tX l(q). Then
φXM(λ) =
M(λ)φG, where φG is the corresponding Frobenius automorphism of GLn(q
t).
(iii) Let γ denote a graph automorphism of an untwisted group (so t = 1 and Xl
is one of Al, Dl or E6). Then γ acts on the underlying Dynkin diagram via
a permutation sγ ∈ Sym(l), and γM(λ) = M(λsγ ). In particular, if Xl = Al,
then the unique nontrivial graph automorphism induces duality on the module.
(iv) Let σ denote the field automorphism φeX of a twisted group (so t 6= 1), and γ
denote the graph automorphism such that tX l(q) is the centraliser of γ
−1σ in
Xl(Fp). Let sγ be as in the previous part. Then σM(λ) = M(λs
−1
γ ).
From the Steinberg Tensor Product Theorem, it follows that any irreducible
module M of tX l(p
e) is stabilised by the field automorphism σ = φet. Then by
Proposition 4.1.25 and Corollary 1.7.20, it follows that M can be written over Fpet
(and potentially over a smaller field).
Many of the irreducible representations of tX l(q) are tensor products (from
the Steinberg Twisted Tensor Product Theorem), and thus although they are S2-
candidates, they will be contained in C4 or C7. Following [8, Definition 5.1.15], we
define a subclass S∗2 of S2 which consists of groups which are not obviously tensor
products.
Proposition 4.1.26. [8, Proposition 5.1.14] Let S be the image of an irreducible
representation of tXˆl(q) over Fqt, with corresponding Fqt-module
M = M0 ⊗Mφ1 ⊗ . . .⊗Mφ
e−1
e−1
as in Theorem 4.1.23. Suppose that S is an S2-candidate subgroup of a quasisimple
classical group Ω, and let G be almost simple with socle Ω¯. If NG(S¯) is a maximal
subgroup of G, then one of the following holds:
(i) Precisely one of the Mi is non-trivial.
(ii) Ω is defined over a proper subfield of Fqt.
(iii) Ω preserves an invariant classical form other than the induced form arising
from the tensor factors Mi (if any).
(iv) (i), (ii) and (iii) do not occur and some outer automorphism of S that is
induced by G does not permute the Mi. Note that this can only arise if
tX l(q) = B2(2
e),G2(3
e) or F4(2
e).
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Definition 4.1.27. Let S, G and Ω be as in Proposition 4.1.26. Then NG(S¯) is an
S∗2 -candidate subgroup of G if (at least) one of the cases in Proposition 4.1.26 holds.
The group NG(S¯) is an S∗2 -maximal subgroup of G (or simply S∗2 -maximal) if it is
maximal amongst S∗2 -candidate subgroups.
Case (i) in Proposition 4.1.26 consists of representations that are quasi-
equivalent to a p-restricted representation. Such representations are classified in
full generality for SL2(q) in [6], and in low dimensions in [41], which will be suf-
ficient for our purposes. Understanding the p-restricted representations will also
allow us to construct any representations which may occur in the remaining cases.
The following proposition gives the precise conditions under which case (ii)
of Proposition 4.1.26 occurs.
Proposition 4.1.28. [8, Theorem 5.1.13] Let q = pe, and suppose that tX l(q) is
not 2B2(q),
2F4(q),
2G2(q) or
3D4(q). Let M ∼= M0 ⊗Mφ1 ⊗ · · · ⊗Mφ
e−1
e−1 , with
each Mi a p-restricted module for
tX l(q). Suppose f |te, so that Fpf ⊂ Fpte. Then
M can be realised over Fpf if and only if one of the following conditions holds:
(i) t = 1, and Mi ∼= Mj whenever i ≡ j mod f .
(ii) t = 2, f |e, Mi ∼= Mφ
e
i for all i and Mi
∼= Mj whenever i ≡ j mod f .
(iii) t = 2, f - e, Mi 6∼= Mφ
e
i for some i, Mi
∼= Mj whenever i ≡ j mod f and
Mi ∼= Mφ
e
j whenever i ≡ j mod f2 but i 6≡ j mod f .
In the following sections, we will find all the 16- and 17-dimensional S∗2 -
candidate subgroups for each group tX l(q) in turn. The process is similar to that
as described in Section 3.2. To find the list of S∗2 -candidate subgroups, we use the
computations above and the tables in [41]. We will often need to construct the
modules in question explicitly, which will also determine the field of definition. To
determine the form preserved by the image of the representation, we will make use
of Lemma 1.7.7 and Lemma 1.7.8, as well as the following result:
Proposition 4.1.29. [8, Proposition 5.1.12] and [29, Section 31.6]. All irreducible
Fp-modules of quasisimple extensions of Sn(q) and On(q) are self-dual.
For the actions of the automorphisms we will make use of Proposition 4.1.25
and the construction of the modules to determine precisely which outer automor-
phisms of G stabilise the representation in question. We will compute the stabilisers
of these representations, as well as provide the explicit constructions, in Section
4.3, and summarise these results in Section 4.2. We will consider the actions of
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the graph and field automorphisms in Section 4.4, and containments between S∗2 -
candidate subgroups in Section 4.5. A summary of all the S∗2 -maximal subgroups
can be found in Section 4.6.
4.2 Table of candidates
Theorem 4.2.1. Let S be an S∗2 -candidate subgroup of a classical group in dimen-
sions 16 or 17. Then G = S∞ is contained in Table 4.1.
Proof. This will be shown in Section 4.3.
We provide a brief explanation of the columns in Table 4.1:
• ‘Group’ denotes the isomorphism type of the S∗2 -candidate subgroup S.
• ‘Module’ gives a brief description of the corresponding module. Further details
for this can be found in the associated theorems.
• ‘Cond’ gives restrictions on q for the S∗2 -candidate subgroup to exist and have
the specified structure.
• ‘Dim’ denotes the dimension of the module.
• ‘Case’ determines the form preserved by S.
• ‘c’ denotes the number of conjugacy classes of S within the conformal classical
group in question.
• ‘Stab’ denotes the class stabiliser within the conformal classical group.
• ‘Theorems’ denotes the references for theorems in later sections where S is
constructed.
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Table 4.1: S∗2 -candidates
Group Module Cond Dim Case c Stab Theorems
L2(q).2 S
16(V ) p ≥ 17 17 O◦ 2 1 4.3.7
SL2(q) S
15(V ) p ≥ 17 16 S 1 〈δ〉 4.3.7
L2(q
4).4 V ⊗ V σ ⊗ V σ2 ⊗ V σ3 p 6= 2 16 O+ 4 〈δ〉 4.3.8
L2(q
4).4 V ⊗ V σ ⊗ V σ2 ⊗ V σ3 p = 2 16 O+ 2 1 4.3.8
L2(q
2).2 V4 ⊗ V σ4 p 6= 2, 3 16 O+ 4 〈δ〉 4.3.10
SL4(q).2 Sub of V
⊗3 p = 3, e odd 16 L 2 1 4.3.14, 4.4.5
SL4(q).2 Sub of V
⊗3 p = 3, e ≡ 2 mod 4 16 L 4 〈δ4〉 4.3.14, 4.4.5
SL4(q) Sub of V
⊗3 p = 3, e ≡ 0 mod 4 16 L 4 〈δ4〉 4.3.14, 4.4.5
SU4(q).(q + 1, 4) Sub of V
⊗3 p = 3 16 U (q + 1, 16) 1 4.3.15, 4.4.6
L4(q
2).2 V ⊗ V σ p = 2 16 L 1 1 4.3.17, 4.4.7
L4(q
2).(4× 2) V ⊗ V σ q = 3 mod 4 16 L 2 1 4.3.17, 4.4.7
2·L4(q2).(4× 2) V ⊗ V σ q = 5 mod 8 16 L 4 1 4.3.17, 4.4.7
2·L4(q2).22 V ⊗ V σ q = 9 mod 16 16 L 4 〈δ4〉 4.3.17, 4.4.7
2·L4(q2).2 V ⊗ V σ q = 1 mod 16 16 L 4 〈δ4〉 4.3.17, 4.4.7
L4(q
2).2 V ⊗ (V ∗)σ p = 2 16 U 1 1 4.3.18, 4.4.8
L4(q
2).(4× 2) V ⊗ (V ∗)σ q = 1 mod 4 16 U 2 1 4.3.18, 4.4.8
2·L4(q2).(4× 2) V ⊗ (V ∗)σ q = 3 mod 8 16 U 4 1 4.3.18, 4.4.8
2·L4(q2).22 V ⊗ (V ∗)σ q = 7 mod 16 16 U 4 〈δ4〉 4.3.18, 4.4.8
2·L4(q2).2 V ⊗ (V ∗)σ q = 15 mod 16 16 U 4 〈δ4〉 4.3.18, 4.4.8
Sp4(q) Sub of V4 ⊗ V5 p 6= 2, 5 16 S 1 〈δ〉 4.3.21, 4.4.9
Sp4(q) V4 ⊗ V γ4 p = 2 16 O+ 2 1 4.3.22
S4(q
2).2 V ⊗ V σ all 16 O+ 2(q − 1, 2) 〈δ〉 4.3.23
Ω+10(q) Half-spin q even 16 L 1 1 4.3.27
2·Ω+10(q).2 Half-spin q ≡ 3 mod 4 16 L 2 1 4.3.27
2·Ω+10(q).4 Half-spin q ≡ 5 mod 8 16 L 4 1 4.3.27
2·Ω+10(q).2 Half-spin q ≡ 9 mod 16 16 L 4 〈δ4〉 4.3.27
2·Ω+10(q) Half-spin q ≡ 1 mod 16 16 L 4 〈δ4〉 4.3.27
Sp8(q) Spin q even 16 O
+ 1 1 4.3.28
2·Ω◦9(q) Spin q odd 16 O+ 4 〈δ〉 4.3.28
Ω−10(q) Half-spin q even 16 U 1 1 4.3.29
2·Ω−10(q).2 Half-spin q ≡ 1 mod 4 16 U 2 1 4.3.29
2·Ω−10(q).4 Half-spin q ≡ 3 mod 8 16 U 4 1 4.3.29
2·Ω−10(q).2 Half-spin q ≡ 7 mod 16 16 U 4 〈δ4〉 4.3.29
2·Ω−10(q) Half-spin q ≡ 15 mod 16 16 U 4 〈δ4〉 4.3.29
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4.3 Constructing the candidates
In this section we provide constructions for each of the groups listed in Table
4.1. Let G be an Si-candidate subgroup, with G < Ω for some classical group
Ω. For the S1-candidates it was most convenient to divide these into cases based
on the structure of Ω, whereas when considering the S∗2 -candidates here it is more
convenient to base the cases on the structure of G (recall that G is also a group of Lie
type for S∗2 -candidates). In the following subsections we will consider each possible
isomorphism type for G in turn, in each case determining all possible candidate
subgroups, as well as the structure of NΩ(G), and proving that this is all such
candidates.
4.3.1 The groups SLn(q) and SUn(q)
The groups SL2(q)
Definition 4.3.1. Let q = pe and G = SL2(q). Let V be the natural 2-dimensional
G-module defined over Fq, and define V1 to be the trivial G-module, V2 = V and
Vi = S
i−1(V ) for i > 2. Let n ∈ N0, and write n = a0 + a1p + · · · + asps for
ai ∈ {0, . . . , p− 1}. Then we define M(n) = Va0+1 ⊗ V φa1+1 ⊗ · · · ⊗ V
φs
as+1
.
Remark 4.3.2. Note that dimVi = i for all i, and M(n) is a module of dimension
(a0 + 1) . . . (as + 1).
Theorem 4.3.3 (Brauer and Nesbitt, [6]). Let q = pe be a power of a prime p. Then
a complete list of pairwise non-isomorphic absolutely irreducible SL2(q)-modules in
characteristic p is given by M(n) for 0 ≤ n ≤ q − 1. Further, M(n) has highest
weight n.
Proposition 4.3.4. [8, Corollary 5.3.3] With M(n), ai, q, p and e as in Definition
4.3.1 and Theorem 4.3.3 with s = e − 1, the absolutely irreducible SL2(q) module
M(n) has minimal field of realisation Fpf if and only if f |e and f is minimal such
that ai = aj whenever i ≡ j mod f .
Theorem 4.3.5. Let G be an S∗2 -candidate subgroup of a classical group Ω in di-
mensions 16 or 17 over Fq with nonabelian composition factor S = L2(qd) for some
d ≥ 1. Let M be the restriction of the natural module of Ω to G. Let σ denote the
q-power Frobenius automorphism on L2(q
d) of order d. Then d, S and M must be
one of the four possibilities below:
(i) d = 1, S = L2(q), M = V16, with p > 16 and dimM = 16.
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(ii) d = 1, S = L2(q), M = V17, with p ≥ 17 and dimM = 17.
(iii) d = 2, S = L2(q
2), M = V4 ⊗ V σ4 , with p > 4 and dimM = 16.
(iv) d = 4, S = L2(q
4), M = V2⊗V σ2 ⊗V σ
2
2 ⊗V σ
3
2 for all primes p, with dimM = 16.
Proof. Theorem 4.3.3 classifies all SL2(q)-modules consisting of a single non-trivial
tensor factor. From Remark 4.3.2 we have that the p-restricted modules are of the
form Vk (with weight k − 1) for k ≤ p, and dimVk = k. Hence the module V16 =
S15(V ) is a p-restricted irreducible representation when p ≥ 16, and V17 = S16(V )
is a p-restricted irreducible representation when p ≥ 17; further, these are the only
such p-restricted representations, and thus the only representations with precisely
one non-trivial tensor factor. Thus it remains to consider modules with more than
one non-trivial tensor factor.
If we have more than one non-trivial tensor factor then we are in the situation
of Proposition 4.1.26 cases (ii) or (iii) (note that case (iv) cannot occur). For Case
(ii) to occur, Proposition 4.3.4 tells us that a 16-dimensional module with more than
one tensor factor must be either the SL2(q
4) module V2⊗V σ2 ⊗V σ
2
2 ⊗V σ
3
2 , where V2 is
the natural module and occurs in all characteristics, or the SL2(q
2) module V4⊗V σ4 ,
which occurs in characteristics p ≥ 5 (in characteristics 2 and 3, the symmetric cube
is reducible).
Otherwise, we are in case (iii) and the SL2(q)-module we are interested in
must preserve a form other than the induced symplectic or symmetric bilinear form.
If the module preserves a σ-hermitian form in addition to the induced form, then
applying Lemma 1.7.10(ii) tells us that the group can be written over a smaller field
- such groups have already been covered in case (ii). Otherwise, the only additional
form the group can preserve is in characteristic 2. It follows from Proposition 1.8.7
and Theorem 4.3.3 that all 16-dimensional modules in characteristic 2 are of the
form W =
4⊗
j=1
V φ
ij
and preserve a quadratic form of plus type; however it also
follows from Proposition 1.8.7 that V φ
i1 ⊗ V φi2 and V φi3 ⊗ V φi4 preserve quadratic
forms of plus type; hence the action group of W is contained in Ω+4 (q)⊗Ω+4 (q), and
hence is not maximal.
We will now consider each of the candidates in Theorem 4.3.5 in turn.
The p-restricted modules of SL2(q) are considered in full generality in [8].
Proposition 4.3.6. [8, Proposition 5.3.6]
(i) If n is even and p ≥ n > 2, then there is a single conjugacy class of self-
normalising S∗2 -candidate subgroups of Ω = Spn(q) isomorphic to S = SL2(q).
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This is stabilised by δΩ and φΩ, which induce δS and φS respectively.
(ii) If n ≡ ±3 mod 8 and p ≥ n, then there is a single conjugacy class of self-
normalising S∗2 -candidate subgroups of Ω = Ω◦n(q) isomorphic to S = L2(q).
This is stabilised by δΩ and φΩ, which induce δS and φS respectively.
(iii) If n ≡ ±1 mod 8 and p ≥ n > 1, then there are exactly two conjugacy classes
of self-normalising S∗2 -candidate subgroups of Ω = Ω◦n(q) isomorphic to S =
L2(q).2. They are interchanged by δΩ and stabilised by φΩ, which induces the
field automorphism φS of S.
For ease of reference we extract the specific results we need.
Corollary 4.3.7. Let G be an S∗2 -candidate subgroup with composition factor L2(q),
whose corresponding module has dimension 16 or 17 and has precisely one non-trivial
tensor factor.
(i) If p ≥ 16 then there is a single conjugacy class of self-normalising S∗2 -candidate
subgroups of Ω = Sp16(q) isomorphic to S = SL2(q). This is stabilised by δΩ
and φΩ, which induce δS and φS respectively.
(ii) If p ≥ 17 there are exactly two conjugacy classes of self-normalising S∗2 -
candidate subgroups of Ω = Ω◦17(q) isomorphic to S = L2(q).2, which are
interchanged by δΩ and stabilised by φΩ, which induces the field automorphism
φS of S.
These are the only such S∗2 -candidate subgroups.
Proposition 4.3.8. Let Ω = Ω+16(q) with q = p
e, let G = L2(q
4) be an S∗2 -candidate
subgroup of Ω and let S = NΩ(G). Assume Conjecture 2.3.3 holds Then S = G.4,
where the automorphism of order 4 is the field automorphism σG. We have four (if
p is odd) or two (if p = 2) conjugacy classes of S∗2 -candidate subgroups isomorphic
to G.4. When q is odd the class stabiliser in CGO+16(q) is 〈δΩ〉, with δΩ inducing
δG; when q is even, the class stabiliser is trivial.
Proof. From Theorem 4.3.5, we are interested in the SL2(q
4)-module
M = V ⊗ V σ ⊗ V σ2 ⊗ V σ3 ,
where V is the natural module of SL2(q
4). First note that the centre of SL2(q
4)
consists of the matrices ±I2, and since (−I2)⊗4 = I16, the image of M is L2(q4).
In its natural representation, the group SL2(q
4) preserves the symplectic
form antidiag(−1, 1), which is also preserved by the action of σ. The Kronecker
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product of four such matrices gives a symmetric matrix f by Proposition 1.8.7
which is antidiagonal with determinant 1, a square, so that G < Ω+16(q
4). Since
the automorphism σ = φe fixes this representation, it follows that we can find
a matrix c such that Gc is written over Fq, and this group preserves the form
fˆ := c−1fc−T . Since det fˆ = det f = 1 it follows that fˆ is also a form of type O+
so that Gc < Ω+16(q).
Let ν be a primitive element of Fq4 and gν = diag(ν, 1) induce the diagonal
automorphism δG on the natural representation of SL2(q
4), which has order 2 unless
q is even. This stabilises the representation. The corresponding 16-dimensional
matrix hν := gν ⊗ gσν ⊗ gσ
2
ν ⊗ gσ
3
ν scales the induced form by ν
1+q+q2+q3 = ν
q4−1
q−1
which is a primitive element of F∗q . Since δG preserves the form, we can choose c
such that c also rewrites gν over a smaller field. Then since gνfg
T
ν = νf , we have
gcν fˆg
cT
ν = νfˆ . Hence a matrix which induces δG lies inside CGO
+
16(q)\GO+16(q), and
hence is induced by (a conjugate of) either δΩ or δΩγΩ. Note that δΩγΩ has order
4 since (δΩγΩ)
2 = δ′2Ω , and hence cannot induce δG by Remark 3.4.7, so that δG is
induced by δΩ.
Assuming Conjecture 2.3.3, it follows from Lemma 2.5.1 that the field auto-
morphism σ is realisable over Ω.
The number of conjugacy classes is given by |C:Ω||δΩ| where C is the conformal
group of Ω, which is 4 when q is odd and 2 when q is even.
Remark 4.3.9. If there are primes p for which Conjecture 2.3.3 does not hold, then
the conclusion of Proposition 4.3.8 for these primes would read: Then S = G.2,
where the automorphism of order 2 is the field automorphism σ2G. We have two (if
p is odd) or one (if p = 2) conjugacy classes of S∗2 -candidate subgroups isomorphic
to S. When q is odd the class stabiliser in CGO+16(q) is 〈δΩ, δ′Ω〉, with δΩ inducing
δG and δ
′
Ω inducing σG; when q is even, the class stabiliser is 〈γΩ〉, with γΩ inducing
σG.
Proposition 4.3.10. Let Ω = Ω+16(q) with q = p
e, p ≥ 5, let G = L2(q2) be an
S∗2 -candidate subgroup of Ω, and let S = NΩ(G). Assume Conjecture 2.3.3 holds.
Then S = G.2, where the 2 corresponds to the field automorphism σG of L2(q
2) of
order 2. We have four Ω-classes of S∗2 -candidate subgroups isomorphic to S, with
class stabiliser in CGO+16(q) given by 〈δΩ〉, with δΩ inducing δG.
Proof. The SL2(q
2)-module V4 = S
3(V ) is irreducible if p ≥ 5, and its action group
has isomorphism type SL2(q
2) by Proposition 4.3.6. Let M = V4 ⊗ V σ4 . The centre
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of the action group of V4 consists of the matrices ±I4; hence the centre of the action
group of M will be trivial and we have a representation of L2(q
2).
From [8, Proposition 5.3.5], the action group of V4 preserves the symplectic
form fˆ = antidiag(6,−2, 2,−6) with determinant 144 and entries over Fp; hence V σ4
preserves the same symplectic form. By Proposition 1.8.7 the corresponding tensor
field group preserves an orthogonal form with determinant 1448, a square; hence we
have G < Ω+16(q
2). Rewriting this matrix over a smaller field via conjugation by a
matrix c ∈ GL16(q2), the corresponding rewritten tensor field group preserves the
form c−1(fˆ ⊗ fˆ)c−T , with determinant 1448 det c−2. By Lemma 2.3.2, det c ∈ Fq, so
the form preserved by the rewritten tensor field group also has determinant a square
in Fq, so that Gc < Ω+16(q).
For the action group of V4 to preserve the standard symplectic form f =
antidiag(−1,−1, 1, 1), we can conjugate the action group by diag(1,−3, 1, 1). In the
natural representation of SL2(q
2), the diagonal automorphism is induced by the ma-
trix diag(ν, 1), where ν is a primitive element of Fq2 , and it follows from considering
the usual basis of S3(V ) that the matrix inducing the diagonal automorphism on
V4 is gν := diag(ν
3, ν2, ν, 1). This commutes with diag(1,−3, 1, 1) so that this also
induces the diagonal automorphism δG on V4 preserving the standard symplectic
form. The Kronecker product gν ⊗ gσν has first entry ν3q+3 and last entry 1 on
the diagonal, and hence scales the preserved form f ⊗ f (which has entry 1 in the
first and last entry of the antidiagonal) by ν3q+3 = ν3(q+1). Notice that θ := νq+1
is a primitive element of F∗q . Rewriting over a smaller field does not change how
gν scales the form, so gν scales the rewritten form by θ
3. Since squares in F∗q are
even powers of θ, the element θ3 is not a square and hence we cannot rescale gν to
preserve f . Hence the diagonal automorphism δG lies in CGO
+
16(q) \GO+16(q), and
as in Proposition 4.3.8 this is induced by δΩ.
Assuming Conjecture 2.3.3, it follows from Lemma 2.5.1 that the field auto-
morphism σ is realisable over Ω. If q = pe, then it follows from Theorem 4.1.23 that
φi does not stabilise the representation for 1 ≤ i ≤ e− 1.
Remark 4.3.11. If there are primes p for which Conjecture 2.3.3 does not hold,
then the conclusion of Proposition 4.3.10 for these primes would read: Then S = G.
We have two conjugacy classes of S∗2 -candidate subgroups isomorphic to S, with
class stabiliser in CGO+16(q) given by 〈δΩ, δ′Ω〉, with δΩ inducing δG and δ′Ω inducing
σG.
Remark 4.3.12. Let G denote the action group of V ⊗ V σ ⊗ V σ2 ⊗ V σ3 , rewritten
over a smaller field by conjugation by a matrix c. Let ρ denote the corresponding
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representation, so that gρ = c−1(g ⊗ gσ ⊗ gσ2 ⊗ gσ3)c. Then we have that:
• g( φGρ) = c−1(gφ ⊗ gφσ ⊗ gφσ2 ⊗ gφσ3)c.
• g(ρφΩ) = c−φ(gφ ⊗ gφσ ⊗ gφσ2 ⊗ gφσ3)cφ.
Thus it follows that the φG automorphism of Gρ is induced by φΩ followed by
conjugation by the matrix c−φc. We do not currently have proofs of any results
about the structure of c−φc in general, although computations suggest that in the
situations of both Proposition 4.3.10 above and Proposition 4.3.23, φΩ induces φG.
Irreducible SLn(q) and SUn(q) modules with one tensor factor, n ≥ 3
Theorem 4.3.13. The only irreducible p-restricted SL±n (q)-modules with n ≥ 3
are the 16-dimensional representations of SL±4 (q) with q = 3
e, with highest weight
(0, 1, 1).
Proof. Direct from [41].
Proposition 4.3.14. Let Ω = SL16(q) with q = 3
e, let G = SL4(q) be an S∗2 -
candidate subgroup of Ω, and let S = NΩ(G). Then we have:
(i) If e is odd, then S = G.2 with the 2 automorphism induced by δG. We have two
Ω-classes of subgroups isomorphic to S, with trivial class stabiliser in GL16(q).
(ii) If e ≡ 2 mod 4, then S = G.2 with the 2 automorphism induced by δ2G.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser
in GL16(q) given by 〈δ4Ω〉, with δ4Ω inducing the δG automorphism on S.
(iii) If e ≡ 0 mod 4, then S = G. We have four Ω-classes of subgroups isomorphic
to S, with class stabiliser in GL16(q) given by 〈δ4Ω〉, with δ4Ω inducing the δG
automorphism on S.
Proof. Choose a basis e0, e1, e2, e3 of the natural module of SL4(q). Let
qi,j,k =
∑
σ∈Sym(i,j,k)
eiσ ⊗ ejσ ⊗ ekσ
and Q = {qi,j,k|i, j, k ∈ {0, 1, 2, 3}}. This gives a basis for a 16-dimensional vector
space spanned by Q; 12 vectors from choosing two of i, j, k to be the same, and 4
from choosing them all to be distinct. Note that qi,j,k is unchanged under reordering
of subscripts, and that qi,i,i is trivial.
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This gives an SL4(q) module; take g ∈ SL4(q) and write g = (gi,j), so egi =∑
r gi,rer, and given some qi,j,k ∈ Q, the action of g on qi,j,k is given by∑
σ∈Sym(i,j,k)
egiσ ⊗ egjσ ⊗ egkσ
=
∑
σ∈Sym(i,j,k)
(
3∑
r=0
giσ ,rer
)
⊗
(
3∑
s=0
gjσ ,ses
)
⊗
(
3∑
t=0
gkσ ,tet
)
=
∑
σ∈Sym(i,j,k)
3∑
r=0
3∑
s=0
3∑
t=0
giσ ,rgjσ ,sgkσ ,ter ⊗ es ⊗ et.
The coefficient of er⊗es⊗et is
∑
σ giσ ,rgjσ ,sgkσ ,t, which is independent of the
order that r, s, t appear in the index; in other words, the coefficients of er ⊗ es ⊗ et
and erθ ⊗esθ ⊗etθ will be the same for every θ ∈ Sym(r, s, t). Denote this coefficient
by λr,s,t; then we have
∑
σ
egiσ ⊗ egjσ ⊗ egkσ =
3∑
r=0
3∑
s=0
3∑
t=0
λr,s,t
∑
θ∈Sym(r,s,t)
erθ ⊗ esθ ⊗ etθ
which is clearly in the span of Q. Hence we have a representation, which we will
denote ρ.
In the natural representation of SL4(q), generators of the maximal torus T
are t1 := diag(1, 1, ν, ν
−1), t2 := diag(1, ν, ν−1, 1) and t3 := diag(ν, ν−1, 1, 1), with
a Borel subgroup B consisting of the lower triangular matrices. Further, each ti
occurs from a coroot. The natural representation thus has highest weight (0, 0, 1),
agreeing with the notation in [41]. Using the lexicographical ordering, it follows
that the image Bρ will also consist of lower triangular matrices and thus stabilises
the subspace 〈(1, 0, . . . , 0)〉. By Lemma 4.1.17 it follows that the highest weight can
be determined from the first entries of tiρ; i.e. their actions on the element q0,0,1,
which is determined by its action on e0 ⊗ e0 ⊗ e1. It follows that t1ρ has first entry
1, and t2ρ and t3ρ have first entry ν, so that this representation has weight (0, 1, 1)
and hence from [41] contains an irreducible 16-dimensional constituent. Since the
module is 16-dimensional, it follows that it must be irreducible.
The centre of SL4(q) consists of scalar matrices θI4 where θ
4 = 1. Such
scalars induce up to θ3I64 = θ
−1I64 on V ⊗3, and hence acts as θ−1I16 on Gρ; in
particular ρ is faithful and the image of the representation is SL4(q). This repre-
sentation is not self-dual since it has highest weight (0, 1, 1) (see [41, Section 6.3])
- in particular it preserves no bilinear form. It is also not stabilised by any non-
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trivial field automorphism of G; hence we only need to investigate the diagonal
automorphism of G.
Given this construction, let gν = diag(ν, 1, 1, 1) ∈ GL4(3e) induce the diag-
onal automorphism δG on the natural representation of G, where ν is a primitive
element of F3e . Then, considering the action of gν on the 16-dimensional represen-
tation, we see that gν acts as a scalar on each of the basis elements, scaling by ν
n if
e0 appears n times in the tensor product. This means that the determinant of the
induced action of gνρ on Gρ < SL16(3
e) is ν12 = (ν3)4. We are interested in whether
there exists a scalar µ such that detµgν = 1; i.e. whether ν
12 is a sixteenth power.
The order of ν12 in F∗3e is 3
e−1
(3e−1,12) =
3e−1
(3e−1,4) ; when e is odd, ν
12 has odd order and
hence is a sixteenth power (in fact a 2k-power for any k), whereas when e is even
ν12 has even order, and is a fourth power but not an eighth power. In particular,
δG cannot be realised over SL16(3
e) when e is even. When e is even, δG has order
4, so we can also consider in a similar computation whether δ2G can be realised over
Ω. The matrix δ2G has determinant whose order is
3e−1
(3e−1,8) . When e ≡ 2 mod 4,
3e− 1 ≡ 8 mod 16 so that δ2G has odd order, hence is a sixteenth power and can be
realised over SLn(q). When e ≡ 0 mod 4, δ2G has even order, so that no non-trivial
power of δG can be realised over SLn(q).
Since gνρ has determinant generated by fourth powers, it follows that δG is
induced by δ4Ω .
Proposition 4.3.15. Let Ω = SU16(q) with q = 3
e, let G = SU4(q) be an S∗2 -
candidate subgroup of Ω, and let S = NΩ(G). Then we have S = G.(q + 1, 4). We
have (q + 1, 16) Ω-classes of subgroups isomorphic to S, with trivial class stabiliser
in CGU16(q).
Proof. We construct the representation ρ in the same way as in Proposition 4.3.14.
The corresponding module M preserves the induced unitary form I16, and hence is
stabilised by the automorphism γΩσΩ.
From considering the weight of such a module we can see that it is not
self dual, hence the duality automorphism does not normalise the group, and since
M,M∗ Mφi for 1 ≤ i ≤ e−1 by the Steinberg Tensor Product Theorem (Theorem
4.1.20), neither do any field automorphisms of G.
The diagonal automorphism of Gρ is induced by conjugation by the image
under ρ of gνq−1 = diag(ν
q−1, 1, 1, 1), which is also diagonal. The unitary form f
preserved by the module is also diagonal, which takes value 1 on elements of the
form
∑
σ eiσ ⊗ eiσ ⊗ ejσ with i 6= j, and value 2 on elements
∑
σ eiσ ⊗ ejσ ⊗ ekσ
with i, j, k distinct. Thus for instance the entry corresponding to the basis element
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∑
σ e1σ ⊗ e1σ ⊗ e2σ is 1 for f and the induced 16-dimensional matrices of gνq−1 and
g∗νq−1 . Since we know gνq−1 lies in the conformal group we have that gνq−1 preserves
f .
Similarly to Proposition 4.3.14, the induced matrix gνq−1ρ has determinant
ν12(q−1), and we are interested in whether it can be rescaled to preserve the form
and have determinant 1. Note that the scalars which preserve the form are precisely
those of the form νt(q−1) for any 0 ≤ t < q + 1; thus we are interested in whether
we can choose t such that 12 + 16t ≡ 0 mod q + 1. When e is even, q + 1 ≡ 2
mod 4; hence we can equivalently consider t such that 6 + 8t ≡ 0 mod q+12 . Since
q+1
2 is odd, 8 generates the additive group Z/
q+1
2 Z, so such a t exists, and so we can
rescale gνq−1ρ to preserve the form and have determinant 1. Similarly, if e is odd
then 3e + 1 ≡ 4 mod 8, and we can find t such that 3 + 4t ≡ 0 mod q+14 , so again
we can rescale gνq−1ρ to preserve the form and have determinant 1.
The diagonal automorphism δΩ of Ω permutes the classes.
Irreducible SLn(q) and SUn(q) modules with more than one tensor factor,
n ≥ 3
We first provide a list of all possible candidates in this section, following the
proof of [8, Lemma 5.4.19].
Theorem 4.3.16. Let G = SL±n (q) with n ≥ 3, and ρ : G → Ω be a 16- or 17-
dimensional representation whose image is an S∗2 -candidate subgroup of some classi-
cal group Ω, and suppose the corresponding module M decomposes into a product of
more than one non-trivial tensor factor. Then G = SL4(q) and either Ω = SL16(
√
q)
with M quasi-equivalent to V ⊗ V φe/2 or Ω = SU16(√q) with M quasi-equivalent to
V ⊗ (V ∗)φe/2.
Proof. Since we are interested in modules with more than one non-trivial tensor
factor, we can only have 16-dimensional representations occuring here. There are
no 2-dimensional representations of SL±n (q) for n ≥ 3, hence the only way this case
can occur is as a tensor product of two 4-dimensional modules. The only possibilities
in this case are the natural 4-dimensional representations of SL±4 (q), and hence the
modules we are interested in are of the form M = M1 ⊗M2 when G = SL±4 (q), and
Mi = V
φj or (V ∗)φj for some j, and V the natural module of SL±4 (q). By replacing
M by a quasi-equivalent module we may assume that M1 = V .
If G = SU4(q) then by Proposition 4.1.26 the corresponding module M =
V ⊗M2 would have to either be expressible over a smaller field or preserve a classical
form other than the induced unitary form. If M were expressible over a smaller field,
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then from Proposition 4.1.28 since we have two tensor factors we must have that
G can be written over SU16(
√
q), with underlying module V ⊗ V φe = V ⊗ V ∗.
Proposition 4.1.28 would then imply that V ∼= V ∗ which is not true since V is
not self-dual. Similarly, if M preserved a form other than the induced form, this
form would have to be bilinear. Hence by Lemma 1.7.10 (ii) the group would be
expressible over a smaller field, and we have already seen that such groups do not give
rise to S∗2 -candidates. Also, it follows from Theorem 4.1.23 that the module V ⊗V ∗
is reducible, hence cannot give rise to an S∗2 -candidate subgroup before writing over
a smaller field. Hence G = SU4(q) does not give rise to an S∗2 -candidate subgroup
of any classical group.
If G = SL4(q) then the same restrictions as in the previous paragraph apply
to M . If M can be written over a smaller field we must have V ∼= Mφe/22 and
thus M = V ⊗ V φe/2 ; since this is not preserved by the action of duality or duality
composed with the field automorphism σ, we have that this preserves no form and
thus gives an S∗2 -candidate subgroup of SL16(
√
q).
Suppose M preserves a form. It cannot preserve a bilinear form since none of
the candidate modules for M are self-dual. Hence it must preserve a unitary form;
in particular we must have M∗σ ∼= M , so M2 ∼= (V ∗)φe/2 and so M = V ⊗ (V ∗)φe/2 ,
giving us an S∗2 -candidate subgroup of SU16(
√
q).
Proposition 4.3.17. Let Ω = SL16(q) with q = p
e, let G = L4(q
2) be the com-
position factor of an S∗2 -candidate subgroup of Ω, with G the action group of the
rewritten tensor field representation V ⊗ V σ, and let S = NΩ(G). Then we have:
(i) If p = 2 then S = G.2, with the 2 automorphism induced by σG. We have
a single Ω-class of subgroups isomorphic to S, with trivial class stabiliser in
GL16(q).
(ii) If q ≡ 3 mod 4 then S = G.(4× 2), with the group 4× 2 induced by 〈σG, δG〉.
We have two Ω-classes of subgroups isomorphic to S, with trivial class stabiliser
in GL16(q).
(iii) If q ≡ 5 mod 8 then S = 2·G.(4×2), with the group 4×2 induced by 〈σG, δG〉.
We have four Ω-classes of subgroups isomorphic to S, with trivial class sta-
biliser in GL16(q).
(iv) If q ≡ 9 mod 16 then S := 2·G.22, with the group 22 induced by 〈σG, δ2G〉.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser in
GL16(q) given by 〈δ4Ω〉, with δ4Ω inducing the δG automorphism on S.
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(v) If q ≡ 1 mod 16 then S := 2·G.2, with the 2 automorphism induced by σG.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser in
GL16(q) given by 〈δ4Ω〉, with δ4Ω inducing the δG automorphism on S.
In all cases the δΩ automorphism permutes the conjugacy classes of subgroups.
Proof. SL4(q
2) preserves no nonzero form; hence neither does the action group of the
tensor product of the modules. If p = 2 then the center of G is trivial; otherwise any
scalar λI4 ∈ G (so that λ4 = 1) becomes λq+1I16 in SL16(q2). When q ≡ 3 mod 4,
it follows that λq+1 = 1 and so the image of the representation is L4(q
2); when
q ≡ 1 mod 4, the matrix λI4 induces −I16 if λ can be chosen with order 4; since
we are in F∗q2 this is always possible when q is odd. Hence we get the representation
has isomorphism type 2·L4(q2) if q ≡ 1 mod 4, and L4(q2) otherwise. In all cases,
writing over a smaller field does not change the isomorphism type of the group.
The automorphism δG of G is trivial if q is even, and otherwise is induced
by an element gν = diag(ν, 1, 1, 1), where ν denotes a primitive element of F∗q2 . The
matrix gν induces up to an element in GL16(q
2) with determinant ν4(q+1). This can
be rescaled by µI16 to have determinant 1 if and only if we can choose µ which gives
µ16ν4(q+1) = 1, and in order to be able to still rewrite the corresponding matrix µgν
over F∗q , we require µ ∈ Fq.
Since ν is a primitive element of F∗q2 , we have that ν
q+1 is a primitive element
of F∗q , which we denote κ; thus we are interested in when κ4 is a sixteenth power
in F∗q . The element κ has order q − 1, and so κ4 has order q−1(q−1,4) . When q 6≡ 1
mod 8 it follows that κ4 has odd order and hence is a sixteenth power; when q ≡ 1
mod 8, κ4 has even order and so is not a sixteenth power. Hence we can realise δG
by conjugation by a matrix over F∗q with determinant 1 when q 6≡ 1 mod 8, whereas
when q ≡ 1 mod 8 we cannot realise δG over Ω. Similarly the determinant of δ2G is
κ8 and has odd order unless q ≡ 1 mod 16; thus when q ≡ 9 mod 16 we have that
δ2G is realisable over Ω, whereas when q ≡ 1 mod 16 no nontrivial power of δG can
be realised over Ω. Since δG has determinant a fourth power of a primitive element,
δG is induced by δ
4
Ω.
The field automorphism σG interchanges the tensor factors, and the corre-
sponding matrix has determinant 1 by Corollary 2.2.2; hence σG is also realisable
over Ω and commutes with δG.
The outer automorphism group of Ω contained in the conformal group of Ω
is generated by δΩ, which has order (q − 1, 16). The number of conjugacy classes
follows from the order of the class stabiliser, and δΩ permutes the classes where
there is more than one.
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Proposition 4.3.18. Let Ω = SU16(q) with q = p
e, let G = L4(q
2) be the com-
position factor of an S∗2 -candidate subgroup of Ω, with G the action group of the
rewritten tensor field representation V ⊗ (V ∗)σ, and let S = NΩ(G). Then we have:
(i) If p = 2 then S = G.2, with the 2 automorphism induced by σGγG. We have
a single Ω-class of subgroups isomorphic to S, with trivial class stabiliser in
CGU16(q).
(ii) If q ≡ 1 mod 4 then S = G.(4 × 2), with the group 4 × 2 generated by
〈σGγG, δG〉. We have two Ω-classes of subgroups isomorphic to S, with trivial
class stabiliser in CGU16(q).
(iii) If q ≡ 3 mod 8 then S = 2·G.(4 × 2), with the group 4 × 2 generated by
〈σGγG, δG〉. We have four Ω-classes of subgroups isomorphic to S, with trivial
class stabiliser in CGU16(q).
(iv) If q ≡ 7 mod 16 then S := 2·G.22, with the group 22 generated by 〈σGγG, δ2G〉.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser in
CGU16(q) given by 〈δ4Ω〉, with δ4Ω inducing the δG automorphism on S.
(v) If q ≡ 15 mod 16 then S := 2·G.2, with the 2 automorphism induced by σGγG.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser in
CGU16(q) given by 〈δ4Ω〉, with δ4Ω inducing the δG automorphism on S.
In all cases the δΩ automorphism permutes the conjugacy classes of subgroups.
Proof. The proof is similar to the previous proposition so we only sketch the details.
The representation V ⊗ (V ∗)σ preserves a unitary form since it is fixed under
the action of duality followed by σ. The image of a scalar λI4 is λ
1−qI16 in SU16(q),
so the image of the representation is 2·L4(q2) if q ≡ 3 mod 4 and L4(q2) otherwise.
Let gν be as in Proposition 4.3.17, for q odd and ν a primitive element of F∗q .
The image of gνρ in SL16(q
2) is diagonal, hence δ∗σG = δ
−q
G . The form preserved by
the image of G is a permutation matrix which fixes the first and last entries; since
the last entry in gνρ is 1, we have that the last entry in the form is left unchanged;
hence gνρ preserves the form. Similarly to before, when q is odd we can see that
gνρ has determinant ν
4(q−1) and we can rescale gνρ to be realisable over SU16(q2)
unless q ≡ 7 mod 8, and we can similarly realise g2νρ unless q ≡ 15 mod 16. When
p = 2 there are no non-trivial diagonal automorphisms.
The automorphism σγG interchanges the factors in the same way as σ did
in the previous proposition, hence σγG is realisable over SU16(q
2) (as a product of
permutation matrices the unitary form will be preserved), and δG and σγG commute.
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4.3.2 The groups Spn(q) and Sz(2
2e+1)
Theorem 4.3.19. Let q = pe. Then the only S∗2 -candidate subgroups of the classical
groups in dimensions 16 and 17 with composition factor Sn(q) (for n ≥ 4) are the
following, all of which occur in dimension 16:
(i) G = Sp8(q) with q = 2
e.
(ii) G = Sp4(q) with p 6= 5.
(iii) G = Sp4(q
2), M = V ⊗ V σ rewritten over Fq, where V is the natural module
of G.
Proof. From [41], the 16- and 17-dimensional p-restricted modules for Spn(q) when
n ≥ 6 are a 16-dimensional Sp8(q)-module for q even, and the natural 16-dimensional
representation of Sp16(q) (which we do not need to consider). The only 2-dimensional
representation of a group Spn(q) is the natural 2-dimensional representation of
Sp2(q)
∼= SL2(q) which we have already considered in Section 4.3.1. Thus it re-
mains to consider all possible 16-dimensional modules of Sp4(q).
For Sp4(q), there is a 16-dimensional p-restricted representation in charac-
teristics other than 5 (considered in Proposition 4.3.21).
The list of p-restricted 4-dimensional modules consists of the natural 4-
dimensional module, which we denote V and which occurs in all characteristics;
and when p = 2 the quasi-equivalent module V γ , the image of the natural rep-
resentation under the exceptional graph automorphism. By Theorem 4.1.23 (and
replacing the module by a quasi-equivalent module), we may assume that a non-
p-restricted 16-dimensional irreducible module is of the form W = V ⊗ Mφf for
some integer f < e, where M ∈ {V, V γ} when p = 2 and M = V otherwise. We
use Proposition 4.1.26 and consider each of the possible cases in turn. Case (i) of
Proposition 4.1.26, considering the p-restricted representations, is described above.
For case (ii) to apply, we can apply Proposition 4.1.28 to conclude that the
base field is Fq2 for some prime power q, and the module is V ⊗ V σ where σ is the
q-power Frobenius automorphism.
Note that W is self-dual, so for case (iii) to occur the module would also need
to preserve a unitary form; then, by Lemma 1.7.10(ii) we can rewrite the module
over a smaller field and hence we are in the situation of case (ii). Hence when p is
odd these are the only possibilities.
In the case when p = 2, we also need to rule out case (iv). Note that the
module we are considering in this case is V ⊗ V γf for some f . If γ preserved the
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module and did not permute the tensor factors, then neither would γf , which is
impossible. Hence case (iv) also cannot occur.
Remark 4.3.20. When q is even, Sp8(q)
∼= Ω◦9(q), and the 16-dimensional represen-
tation described in Theorem 4.3.19 is the spin representation. Thus we will consider
this group in the section on spin representations.
Proposition 4.3.21. Let Ω = Sp16(q) with q = p
e and p 6= 2, 5, let G = Sp4(q)
be an S∗2 -candidate subgroup of Ω, and let S = NΩ(G). Then we have S = G. We
have a single Ω-class of subgroups isomorphic to S, with class stabiliser in CSp16(q)
given by 〈δΩ〉, with δΩ inducing δG.
Proof. Note that S4(q) ∼= Ω◦5(q). Let V4 be the natural module of Sp4(q) and V5
the natural module of Ω5(q), and define W = V4 ⊗ V5. Since V4 has weight (0, 1)
and when p 6= 2 V5 has weight (1, 0), it follows from Lemma 4.1.21 that V4 ⊗ V5
has a constituent V16 with highest weight (1, 1), which from [41] is 16-dimensional.
Note that all irreducibles modules of Sp4(q) are self-dual by Proposition 4.1.29; in
addition, tensor products of such modules are self-dual, so that V4 ⊗ V5 is self-dual.
If V16 occurred as a quotient of V4 ⊗ V5, then since duality is a contravariant exact
functor (see for instance [42, Chapter I.8]) it follows that V ∗16 = V16 is a submodule
of (V4⊗V5)∗ = V4⊗V5; hence we have that V16 is a submodule of V4⊗V5. Similarly,
if V16 were a quotient of a submodule of V4⊗ V5 (which would also be self-dual as a
submodule of a self-dual module), it would follow that V16 were also a submodule.
Hence V16 is a submodule of V4 ⊗ V5.
Next, we determine the action of the diagonal automorphism of Sp4(q) on
the representation. Let V4 have basis v0, v1, v2, v3. We can realise V5 as a submodule
of V4 ⊗ V4, with basis elements:
v0 ⊗ v1 − v1 ⊗ v0,
v0 ⊗ v2 − v2 ⊗ v0,
v1 ⊗ v3 − v3 ⊗ v1,
v2 ⊗ v3 − v3 ⊗ v2,
v0 ⊗ v3 − v3 ⊗ v0 + v2 ⊗ v1 − v1 ⊗ v2.
To see this, note that the exterior square E := Λ2(V4) is 6-dimensional and
has a basis given by vectors vi⊗vj−vj⊗vi. The roots of the natural representation of
Sp4(q) are diag(ν, ν
−1, ν, ν−1) and diag(1, ν, ν−1, 1), and since E is lower-triangular-
preserving it follows from Lemma 4.1.17 that this representation has highest weight
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(0, 1). Hence from [41] it follows that E must have a 5-dimensional constituent V5;
since E is self-dual it follows that V5 must exist as a submodule of E, and it is
straightforward to check that the generators given above form such a submodule.
The diagonal automorphism of V4 is induced by the matrix gν = diag(ν, ν, 1, 1)
for ν a primitive element of F∗q . The matrix gν scales the induced form by ν, and
its action on the corresponding module V5 is via the matrix diag(ν
2, ν, ν, ν, 1). The
form preserved by V5 is antidiag(1,−1,−2,−1, 1), and so the diagonal automor-
phism scales this by a factor ν2. Thus the action of the diagonal automorphism on
V4⊗V5 (and hence also on all submodules of V4⊗V5) is to multiply the form by ν3,
a non-square. Hence this is induced by the diagonal automorphism δΩ of Sp16(q).
The number of conjugacy classes follows.
Proposition 4.3.22. Let Ω = Ω+16(q) with q = 2
e, and let G = Sp4(q) be an
S∗2 -candidate subgroup of Ω with highest weight (1, 1). Then G is not S∗2 -maximal.
Proof. Consider V5, the natural representation of Ω
◦
5(q)
∼= S4(q), with basis v1, . . . , v5
and preserving the standard antidiagonal form. Then V5 has a 1-dimensional sub-
module given by 〈v3〉, and quotienting out by this module gives us a 4-dimensional ir-
reducible module V ′4 which is not isomorphic to V4. The tensor product W = V4⊗V ′4
is a 16-dimensional module, and since the weights of these modules are (1, 0) and
(0, 1) respectively, it follows from Lemma 4.1.21 that W has a constituent with high-
est weight (1, 1). However from [41] both W and the module of highest weight (1, 1)
have dimension 16, so that W is irreducible. Hence W is a tensor product, and does
not satisfy any of the conditions of Proposition 4.1.28; thus W is not S∗2 -maximal.
Proposition 4.3.23. Let Ω = Ω+16(q) with q = p
e, let G = S4(q
2) be an S∗2 -candidate
subgroup of Ω, with G the action group of the rewritten tensor field representation
V ⊗V σ, and let S = NΩ(G). Assume Conjecture 2.3.3 holds. Then we have S = G.2,
with the 2 automorphism induced by σ. There are four (when p is odd) or two (when
p = 2) Ω-classes of subgroups isomorphic to S. When p is odd the class stabiliser in
CGO+16(q) is given by 〈δΩ〉, with δΩ inducing δG; when q is even, the class stabiliser
in CGO+16(q) is trivial.
Proof. Suppose first that q is odd. Let V denote the natural module of Sp4(q
2);
then we obtain the tensor field representation V ⊗ V σ with corresponding tensor
field group H, and rewritten tensor field group G = Hc as a matrix group over Fq,
for some c ∈ GL16(q2). This gives rise to an S∗2 -candidate subgroup of some classical
group. Let G preserve the form f = antidiag(−1,−1, 1, 1); then f⊗f is a symmetric
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matrix with determinant 1, so that H preserves an orthogonal plus-type form over
Fq by Proposition 1.8.7. Since the module is stabilised by σ there exists a matrix
c ∈ GL16(q2) such that Hc < SL16(q) with Hc preserving the form c−1(f ⊗ f)c−T .
This is clearly a symmetric matrix, so that Hc preserves an orthogonal form, and
the form has determinant det c−2. By Lemma 2.3.2 we have det(c) ∈ Fq, so that G
preserves a form of orthogonal plus type.
The centre of Sp4(q
2) consists of ±I4, which induces up to I16, so that the
image of the representation is S4(q
2).
The diagonal automorphism ofG is induced by the matrix gν = diag(ν, ν, 1, 1),
which scales the form f by a factor of ν. It follows that the matrix gν ⊗ gσν scales
the form f ⊗ f by a factor of νq+1, which is a primitive element of F∗q . Then
c−1(gν ⊗ gσν )c scales the form c−1(f ⊗ f)c−T preserved by H by the same factor
νq+1, so that the automorphism induced by the diagonal automorphism of G lies
in CGO+16(q) \GO+16(q). As in Proposition 4.3.8 this is induced by δΩ or δΩγΩ, and
since δG has order 2 and δΩγΩ has order 4, δG is induced by δΩ.
Assuming Conjecture 2.3.3, it follows from Lemma 2.5.3 that the matrix
inducing the σ automorphism preserves the form and has determinant and spinor
norm 1.
If p = 2, then we construct the module in the same way, and it follows from
Proposition 1.8.7(iii) that the tensor field group preserves a quadratic form of plus
type. By Lemma 2.3.1 the rewritten tensor group will also preserve an orthogonal
form of plus type, so we again have G < Ω. We have
Out(G) = 〈γ, δ|γ2 = φ, φ2e = 1〉,
where γ is the exceptional graph automorphism of the Dynkin diagram B2(q) which
interchanges the two roots. In particular from [41] we see that V is the module with
highest weight (1, 0), whereas V γ is the module with highest weight (0, 1), so that γ
does not stabilise the module V ⊗V σ. As before we have that no field automorphism
φdG stabilises the representation for d < e, and by Lemma 2.5.2 we have that σ has
quasideterminant 1 and hence is induced by a matrix in Ω.
Remark 4.3.24. As in Remark 4.3.12, we do not currently have a proof of the
action of the field automorphism on the representation of S4(q
2) as described above.
If the conjecture is not true, the result will read similarly to the result as described
in Remark 4.3.9.
When q = 22r+1, the group of Lie type B2(q) has an exceptional graph
automorphism, which gives rise to a family of twisted groups 2B2(q) known as the
139
Suzuki groups. These occur naturally as a subgroup of Sp4(2
2e+1). Recall Theorem
4.1.24 which describes the representation theory of such groups.
Theorem 4.3.25. Let G = Sz(22e+1). Then there are no S∗2 -candidate subgroups
of any classical group Ω in dimensions 16 or 17 with composition factor G.
Proof. The 16-dimensional representations are those which have two non-trivial 4-
dimensional tensor factors in the above theorem. In order to be an S∗2 -candidate
subgroup we are in the situation of Proposition 4.1.26. Note that the Suzuki groups
are defined over a field of order an odd power of 2; in particular such a finite field has
no field automorphisms of order 2, so case (ii) of the proposition cannot occur. Case
(iv) also cannot occur since the only outer automorphisms of the Suzuki groups are
field automorphisms which permute the tensor factors. Since the natural module is
self-dual by Proposition 4.1.29, it follows that all irreducible modules of Sz(22e+1) in
characteristic 2 are self-dual; thus in order for such a module to preserve a form other
than the induced form, it would also need to preserve a unitary form; then by Lemma
1.7.10 the module would be expressible over a subfield, which is impossible.
4.3.3 The groups Ωn(q)
Theorem 4.3.26. The only S∗2 -candidate subgroups of the classical groups in di-
mensions 16 and 17 with composition factor On(q) (for n ≥ 7) are the following, all
of which occur in dimension 16:
(i) G = (2, q − 1)·Ω◦9(q), with the module being the spin representation of G.
(ii) G = (2, q − 1)·Ω±10(q) with the module being a half-spin representation of G.
Proof. We will not have any irreducible 2- or 4-dimensional representations in this
case, since n ≥ 7 and any group with such a representation will be isomorphic to
a group discussed in a previous section. Thus we need only consider those groups
whose module has a single irreducible tensor factor. From [41] we see that the
only p-restricted representations to consider (excluding the natural representations
of the 16- and 17-dimensional orthogonal groups) are the 16-dimensional represen-
tation of Ω◦9(q) with highest weight (1, 0, 0, 0) and two 16-dimensional representa-
tions of Ω±10(q) with highest weights (1, 0, 0, 0, 0) and (0, 1, 0, 0, 0) respectively, which
are interchanged by the graph automorphism γ of Ω±10(q). The former is the spin
representation Spin◦9(q) and the latter modules are the half-spin representations
HSpin±10(q).
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Hence the only candidates that we need to consider in this section are the
spin representations, which we will consider in full generality in Chapter 5. For
convenience of reference, we quote below the specific cases of Lemma 5.2.13, Lemma
5.3.10, Lemma 5.3.11 and Lemma 5.4.14 that we need.
Lemma 4.3.27. Let Ω = SL16(q) with q = p
e, let G = (2, q − 1)·Ω+10(q) be an
S∗2 -candidate subgroup of Ω, with G the action group of the half-spin representation,
and let S = NΩ(G). Then we have:
(i) If q is even then S = G. We have a single Ω-class of subgroups isomorphic to
S, with trivial class stabiliser in GL16(q).
(ii) If q ≡ 3 mod 4 then S = G.2 with the 2 automorphism induced by δG. We
have two Ω-classes of subgroups isomorphic to S, with trivial class stabiliser
in GL16(q).
(iii) If q ≡ 5 mod 8 then S = G.4 with the 4 automorphism induced by δG. We
have four Ω-classes of subgroups isomorphic to S, with trivial class stabiliser
in GL16(q).
(iv) If q ≡ 9 mod 16 then S = G.2, with the 2 automorphism induced by δ2G = δ′G.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser in
GL16(q) given by 〈δ4Ω〉, with δ4Ω inducing δG, an automorphism of order 4.
(v) If q ≡ 1 mod 16 then S = G. We have four Ω-classes of subgroups isomorphic
to S, with class stabiliser in GL16(q) given by 〈δ4Ω〉, with δ4Ω inducing δG, an
automorphism of order 4.
In all cases, γΩ induces γG and φΩ induces φG.
Lemma 4.3.28. Let Ω = Ω+16(q) with q = p
e, let G = (2, q − 1)·Ω◦9(q) be an S∗2 -
candidate subgroup of Ω, with G the action group of the spin representation, and
let S = NΩ(G). Then S = G. When q is odd there are four Ω-classes of subgroups
isomorphic to S, with class stabiliser in CGO+16(q) given by 〈δΩ〉 with δΩ inducing
δG. When q is even, there is a single Ω-class of subgroups isomorphic to S ∼= Sp8(q),
with trivial class stabliser in CGO+16(q). In both cases φΩ induces φG.
Lemma 4.3.29. Let Ω = SU16(q) with q = p
e, let G = (2, q − 1)·Ω−10(q) be an
S∗2 -candidate subgroup of Ω, with G the action group of the half-spin representation,
and let S = NΩ(G). Then we have:
(i) If q is even then S = G. We have a single Ω-class of subgroups isomorphic to
S, with trivial class stabiliser in CGU16(q).
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(ii) If q ≡ 1 mod 4 then S = G.2 with the 2 automorphism induced by δG. We
have two Ω-classes of subgroups isomorphic to S, with trivial class stabiliser
in CGU16(q).
(iii) If q ≡ 3 mod 8 then S = G.4 with the 4 automorphism induced by δG. We
have four Ω-classes of subgroups isomorphic to S, with trivial class stabiliser
in CGU16(q).
(iv) If q ≡ 7 mod 16 then S = G.2, with the 2 automorphism induced by δ2G = δ′G.
We have four Ω-classes of subgroups isomorphic to S, with class stabiliser in
CGU16(q) given by 〈δ4Ω〉, with δ4Ω inducing δG, an automorphism of order 4.
(v) If q ≡ 15 mod 16 then S = G. We have four Ω-classes of subgroups isomor-
phic to S, with class stabiliser in CGU16(q) given by 〈δ4Ω〉, with δ4Ω inducing
δG, an automorphism of order 4.
In all cases, φΩ induces φG.
4.4 Graph and field automorphisms
In this section, we will consider the actions of graph and field automorphisms
on some of the S∗2 -candidate subgroups. Some of these computations have been done
already:
(i) The graph and field automorphisms of the p-restricted representations of SL2(q)
are considered in Corollary 4.3.7.
(ii) The graph and field automorphisms of the spin representations are considered
in Lemma 4.3.27, Lemma 4.3.28 and Lemma 4.3.29.
We also do not have results on the action of the field automorphism on rewrit-
ten tensor product groups preserving an orthogonal form, so we will not include these
here.
We start the section with some general results, before providing specific com-
putations for the remaining S∗2 -candidate subgroups.
The following will be useful throughout.
Lemma 4.4.1. [8, Lemma 5.1.6] There is a natural embedding of Xˆl(q) into Xˆl(q
s)
for any s ≥ 1, and the restriction of any p-restricted module for Xˆl(qs) to Xˆl(q) is
a p-restricted module of the same weight.
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Proof. Note that both Xˆl(q) and Xˆl(q
s) arise from restrictions of Xˆl(Fp) to cen-
tralisers of the field automorphisms φe and φes respectively; in particular this gives
us the natural embedding of Xˆl(q) into Xˆl(q
s) since φes ∈ 〈φe〉. This proves the first
part. If we have a p-restricted module of Xˆl(Fp) with weight λ, then its restriction
to Xˆl(q) and Xˆl(q
s) will be p-restricted modules of the respective groups, also with
weight λ, hence the second part holds.
Corollary 4.4.2. Let Ge = Xˆl(p
e) be a group of Lie type over the field Fpe, and
suppose Ge has an absolutely irreducible representation whose image is contained in
an untwisted classical group Ωe over Fpe, for every e ≥ 1. Then the automorphism
φG of Ge is induced by the field automorphism φΩ of Ωe.
Proof. First note that Ωe has a subgroup Ω1 obtained by restricting the field of
definition, and this in turn has a subgroup G1. Note also that we can obtain a
subgroup of Ge by restricting the field in the natural representation of Ωe, and from
Lemma 4.4.1 it follows that this subgroup is also G1.
The field automorphism φG of Ge is induced by φΩ followed by conjugation
by a matrix g over Fpe ; denote this automorphism by cg. Since G1 is fixed by φG,
it follows that φΩcg centralises G1.
We also have φΩ centralises Ω1, and hence φΩ also centralises G1. Thus since
the representation of G1 is absolutely irreducible, it follows that g = λIn for some
scalar λ ∈ F∗pe , so that φG is induced by φΩ.
We first consider those groups which are tensor powers of the natural module
of SLn(q
d). For these, the following general results will be useful:
Lemma 4.4.3. Let G = SLn(q
d), let V be the natural G-module with basis e1, . . . , en,
and let ρ : G → Ω := SLnd(q) be a representation with corresponding module
W := V ⊗ V σ ⊗ . . . ⊗ V σd−1 and image Gρ := Gˆ which can be rewritten over
Fq by conjugation by a matrix c ∈ GLnd(qd). Then:
(i) For g ∈ G, the matrix M(g) of the action of g on the rewritten tensor field
representation is given by c−1(g ⊗ gσ ⊗ . . .⊗ gσd−1)c.
(ii) For n > 2 and q odd, the automorphism γG is induced by γΩ followed by
conjugation by cT c, and in terms of outer automorphisms of Ω is induced by
γΩ if n ≡ 0, 1 mod 4 or if n ≡ 2 mod 4 and d > 2 and by γΩδΩ otherwise.
(iii) For q odd, the automorphism φG is induced by φΩ followed by conjugation by
c−φc, and in terms of outer automorphisms of Ω is induced by φΩδ
(p−1,nd)
(2,n)
Ω if
n ≡ 2 mod 4 and d = 2, and φΩ otherwise.
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Proof.
(i) This is clear from the construction of the module.
(ii) We have that
M(g)γΩ = (c−1(g ⊗ gσ ⊗ . . .⊗ gσd−1)c)−T = cT (g−T ⊗ g−σT ⊗ . . .⊗ g−σd−1T )c−T
whereas
M(gγG) = c−1(g−T ⊗ g−σT ⊗ . . .⊗ g−σd−1T )c,
and so M(gγG) = c−1c−TM(g)γΩcT c. Thus the automorphism γG of G is in-
duced by the product of the automorphism γΩ and the automorphism induced
by conjugation by cT c.
To show that cT c ∈ GLnd(q), we have that cT c induces a module isomorphism
between γGW and W γΩ , both of which are absolutely irreducible modules over
Fq; hence by Lemma 1.7.12 (i) there must exist λ ∈ Fqd such that λc−1c−T ∈
GLnd(q). We then have λc
−1c−T = (λc−1c−T )σ = λqc−σc−σT . Rearranging,
we get that Ind = λ
q−1cc−σc−σT cT = λq−1cc−σ(cc−σ)T .
By Lemma 2.3.2 we can rescale c such that cc−σ is a permutation matrix; hence
(cc−σ)T = (cc−σ)−1 and so λq−1 = 1. Thus λ ∈ Fq and so c−1c−T ∈ GLnd(q);
hence so is its inverse cT c.
In order to decide which automorphism conjugation by cT c induces, we need
to find det(cT c). We have that cc−σ is the permutation matrix from Lemma
2.2.1, which we denote gσ, and the conditions on n and d given in the statement
determine whether det gσ is 1 or −1. If det gσ = 1, this means that det(c)q−1 =
1 and so det(c) ∈ Fq. In particular we have det cT c = det c2 is a square in Fq.
Hence by Lemma 3.2.14 γG is induced by a conjugate of γΩ. If det gσ = −1
then we have det cq−1 = −1, so that det c /∈ Fq (since elements of Fq have
multiplicative order dividing q − 1) but det c2 ∈ Fq (since det(c2)q−1 = 1);
in particular this means that det(cT c) is not a square in Fq, and so again by
Lemma 3.2.14 we have that γG is induced by a conjugate of γΩδΩ.
(iii) Taking φ as the p-power automorphism, we have that
M(g)φ = (c−1(g ⊗ gσ ⊗ . . .⊗ gσd−1)c)φ = c−φ(gφ ⊗ gφσ ⊗ . . .⊗ gφσd−1)cφ
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whilst
M(gφ) = c−1(gφ ⊗ gφσ ⊗ . . .⊗ gφσd−1)c,
and so M(gφ) = c−1cφM(g)φc−φc. Thus we have that the automorphism φG of
G is induced by the automorphism φΩ, followed by conjugation by the matrix
c−φc.
To show that c−φc is written over Fq, recall from the proof of part (ii) that
cc−σ = gσ is a permutation matrix. In particular cc−σ ∈ GLnd(p), so that
cc−σ = (cc−σ)φ = cφc−σφ. Rearranging, we get that c−φc = c−σφc−σ =
(c−φc)σ, so that c−φc ∈ GLnd(q), and so as before c−φc induces some power of
the diagonal automorphism. Note that here the conditions of Lemma 3.2.14
will not generally hold, so we must compute directly.
We have det(c−φc) = det(c)1−p. When det gσ = −1, we have that det c /∈ Fq,
but det c2 ∈ Fq, so that det cp−1 ∈ Fq is a (p−1,n
d)
(2,n) -power of a primitive element
in Fq, and hence φG is induced by φΩδ
(p−1,nd)
(2,n)
Ω . When det gσ = 1 it follows
as before that det c ∈ Fq, and so when q is odd the determinant of c−φc is a
(p− 1, nd)-power.
Recall that
Out(Ω) = 〈δΩ, γΩ, φΩ|δ(q−1,n
d)
Ω = γ
2
Ω = φ
e
Ω = [γΩ, φΩ] = 1, δ
γΩ
Ω = δ
−1
Ω , δ
φΩ
Ω = δ
p
Ω〉.
It follows that a typical element of Out(Ω) can be written in the form γiΩφ
j
Ωδ
k
Ω,
and φ
γiΩφ
j
Ωδ
k
Ω
Ω = φ
δkΩ
Ω . The last relation in the automorphism group gives us that
φ−1Ω δΩφΩ = δ
p
Ω, so that δΩφΩδ
−1
Ω = φΩδ
p−1
Ω and so φ
δkΩ
Ω = φΩδ
k(1−p)
Ω . Thus the
conjugates of φΩ are of the form φΩδ
i(p−1)
Ω and thus consist of the product of
the automorphism φΩ by matrices whose determinants are a (p−1, (q−1, nd))-
power, and since p− 1|q − 1, this is the same as matrices whose determinants
are a (p − 1, nd)-power. Thus from above, when det gσ = 1 we have that φG
is induced by a conjugate of φΩ. We saw above that when det gσ = −1, φG is
induced by φΩδ
(p−1,nd)
(2,n)
Ω , and it remains to see when this is conjugate to φΩ.
When n ≡ 3 mod 4 then (p−1,nd)(2,n) = (p − 1, nd) so in this case det c−φc is a
(p− 1, nd)-power, so that φG is induced by a conjugate of φΩ as well.
It remains to prove whether φΩ and φΩδ
(p−1,nd)
(2,n)
Ω are conjugate when n ≡ 2
mod 4 and d = 2, so we are considering these as elements of Out(SLnd(q)).
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Similarly to before we have that (φΩδ
(p−1,nd)
(2,n)
Ω )
γiΩφ
j
Ωδ
k
Ω = φΩδ
pj(−1)i (p−1,nd)
(2,n)
+(1−p)k
Ω ,
and this is conjugate to φΩ if and only if we can find i, j, k,m ∈ Z such that
pj(−1)i (p−1,nd)(2,n) = m(pe − 1, n2)− k(1− p). If p ≡ 3 mod 4 then the left hand
side is odd and the right hand side is even for every choice of i, j, k,m, whilst
if p ≡ 1 mod 4 then the right hand side is divisible by 4 whilst the left hand
side is divisible by 2 but not 4. Hence φΩ and φΩδ
(p−1,nd)
(2,n)
Ω are not conjugate.
The below result will be sufficient for our purposes when the representation
of G preserves a unitary form.
Lemma 4.4.4. Let G = SLn(q
2), let V be the natural G-module with basis e1, . . . , en,
and let ρ : G → SLn2(q2) be a representation with corresponding module W :=
V ⊗ (V ∗)σ, where σ denotes the q-power field automorphism of G. Let M(x) denote
the matrix of the action of x ∈ G on W . Then:
(i) M(x) = x⊗ x−σT , and M(x∗) = M(x)∗.
(ii) Gρ < Ω := SUn2(q, gσ), where gσ is the permutation matrix from Corollary
2.2.2.
(iii) The automorphism φG is induced by φΩδΩ if n ≡ 2 mod 4 and p ≡ 3 mod 4,
and φΩ otherwise.
Proof.
(i) The first part is clear from the definition of W . For the second, note that
M(x)∗ = (x⊗ x−σT )∗ = x−σT ⊗ x = M(x∗).
(ii) Since (W ∗)σ = W , it follows from Lemma 1.7.8 that Gρ must preserve a
unitary form. We have
M(x)−σT = M(x)∗ = x−σT ⊗ x = g−1σ (x⊗ x−σT )gσ = g−1σ M(x)gσ,
where gσ is the permutation matrix from Lemma 2.2.1 which acts on W by
permuting the tensor factors. Rearranging gives us that gσ = M(x)gσM(x)
σT ,
so that M(x) preserves the unitary form gσ.
(iii) In the notation of Lemma 3.2.16, we may set α = φG and β = φΩ. Then since
M(x)φΩ = xφΩ ⊗ x−φΩσT = M(xφG) and the form preserved is defined over
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Fp, we have that L = In2 and λ = 1 (using the notation of Lemma 3.2.16).
Hence, by Lemma 3.2.16 we have κ = 1 and the automorphism inducing φG
depends on whether det g
1−p
2
σ is equal to 1 or −1. When n ≡ 0, 1, 3 mod 4,
det gσ = 1 and so in this case φG is induced by a conjugate of φΩ. When n ≡ 2
mod 4, we have det gσ = −1 (since in the notation of Lemma 2.2.1, d = 2), so
that when p ≡ 1 mod 4 φG is induced by a conjugate of φΩ, and when p ≡ 3
mod 4 φG is induced by a conjugate of φΩδΩ.
Lemma 4.4.5. Let G be an S∗2 -candidate subgroup of Ω = SL16(3e) with composition
factor L4(3
e) as in Proposition 4.3.14. Then the automorphisms γΩ and φΩ induce
γG and φG respectively on G.
Proof. The fact that φΩ induces φG follows from Corollary 4.4.2. We use a similar
construction to consider the action of the graph automorphism.
Note that Ω has a subgroup Ωˆ isomorphic to SL16(3) by restricting the field
of definition, and this in turn has an S2-subgroup Gˆ = SL4(3). Note also that Gˆ
is a subgroup of G obtained by restricting the field in the natural representation of
SL4(3
e). The duality automorphism γG of G is induced by γΩ followed by conju-
gation by some matrix g over F3e . The action of γΩcg on G restricts to the action
of the duality automorphism γGˆ on Gˆ, since duality on G restricts to duality on
Gˆ. Similarly, the automorphism γGˆ of Gˆ is induced by γΩˆcgˆ for some matrix gˆ over
F3. Thus γΩcg and γΩˆcgˆ both induce γGˆ on Gˆ, and since γΩ induces γΩˆ on Ωˆ it
follows that g and gˆ must be the same up to scalar multiplication. Since scalar
multiplication does not affect the conjugation action of the matrix, we may assume
that g = gˆ and it suffices to consider the action in the case where q = 3. Computer
computations in sl4gamma show that det gˆ = 1 so that γΩˆ induces γGˆ on Gˆ and so
γΩ induces γG on G.
Lemma 4.4.6. Let G be an S∗2 -candidate subgroup of Ω = SU16(3e) with composi-
tion factor U4(3
e) as in Proposition 4.3.15. Then the automorphism φΩ induces φG
on G.
Proof. Note that G and Ω occur naturally as subgroups of G¯ = SL4(3
2e) and Ω¯ =
SL16(3
2e) respectively; furthermore, since by Proposition 4.3.15 the form preserved
by Ω and G is over the base field F3, the field automorphisms φG¯ and φΩ¯ restrict to
the field automorphisms φG and φΩ respectively. From Lemma 4.4.5 we have that
φΩ¯ induces φG¯. Thus φΩ induces φG on G as required.
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Proposition 4.4.7. Let G be an S∗2 -candidate subgroup of Ω = SL16(q) with com-
position factor L4(q
2) as in Proposition 4.3.17. Then the automorphisms γΩ and φΩ
induce γG and φG respectively on G.
Proof. This is direct from the table of candidates and Lemma 4.4.3.
Proposition 4.4.8. Let G be an S∗2 -candidate subgroup of Ω = SU16(q) with com-
position factor L4(q
2) as in Proposition 4.3.18. Then the automorphism φΩ induces
φG on G.
Proof. This is direct from the table of candidates and Lemma 4.4.4.
Lemma 4.4.9. Let G be an S∗2 -candidate subgroup of Ω = Sp16(q) with composition
factor S4(q) as in Proposition 4.3.21. Then the automorphism φΩ induces φG on G.
Proof. Direct from Corollary 4.4.2.
4.5 Containments
In this section we check containments of S∗2 -candidate subgroups in other
S∗2 -candidate subgroups. Note that we only have one S∗2 -candidate subgroup in
dimension 17, and no candidates as subgroups of Ω−16(q), so we have no containments
to check in these cases.
We begin with some useful general results.
Lemma 4.5.1. [48, Lemma 10.3.1] Let G = Z(G).S be a quasisimple group, where
S is a nonabelian simple group, and suppose G < H. Then for some K < Z(G),
K.S embeds into a nonabelian composition factor of H.
Lemma 4.5.2. Let Ω be a classical group, and G and H groups with corresponding
faithful representations ρG and ρH respectively, such that GρG and HρH are sub-
groups of Ω. Suppose we have a containment HρH ≤ GρG, and that ρH is irreducible
(respectively absolutely irreducible). Then for any group M with H ≤M ≤ G, there
exists an irreducible (respectively absolutely irreducible) representation ρM of M with
MρM < Ω.
Proof. ρM = ρG|M , and clearly ρM is irreducible since ρM |H = ρH , an irreducible
representation. If ρH is absolutely irreducible, then ρM must also be absolutely irre-
ducible; otherwise, by Lemma 1.7.3 there exist non-scalar matrices which centralise
MρM , and hence centralise HρH , contradicting absolute irreducibility of ρH .
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Corollary 4.5.3. Let G and H be quasisimple groups, with corresponding faith-
ful absolutely irreducible representations ρG and ρH respectively such that HρH <
GρG < Ω for some classical group Ω. Suppose additionally that there is a contain-
ment of H inside a subgroup C of G. Then C must only be centralised by scalars.
Proof. By Lemma 4.5.2, there must exist an absolutely irreducible faithful repre-
sentation ρC of C which embeds into Ω. Since ρC is absolutely irreducible it follows
from Lemma 1.7.3 that CρC is centralised by scalars in Ω, and thus from the con-
struction of ρC we must have that C is also centralised by scalars.
Proposition 4.5.4. Let Ω = Sp16(q). Then there are no containments between
S∗2 -candidate subgroups of Ω.
Proof. From Theorem 4.2.1 we see that the S∗2 -candidate subgroups are SL2(q) for
p ≥ 17 and Sp4(q) for p 6= 2, 5, so the only possibility for containment is when p ≥ 17
and SL2(q) < Sp4(q).
From [8, Section 8.2, Table 8.12] we see that Sp4(q) has a number of sub-
groups isomorphic to SL2(q). By Corollary 4.5.3 for there to be a containment
the subgroup must only be centralised by scalars. Hence for instance there is no
containment of SL2(q) inside the C2-subgroup Sp2(q)2 : 2 since any copy of SL2(q)
would be centralised by Sp2(q). The other C2-subgroup of Sp4(q), GL2(q).2, has
an index-2 subgroup which is reducible in the natural representation of Sp4(q) and
hence is centralised by non-scalar elements; thus the 16-dimensional representation
of GL2(q) will also not be only centralised by scalars, ruling out a containment
here also. This, along with Lagrange, rules out all possible containments except the
S-subgroup of Sp4(q).
From Theorem 4.3.3 and Proposition 4.3.6, this subgroup is the action group
of S3(W ) where W is the natural module of SL2(q), and S
3(W ) has highest weight 3.
We obtain the 16-dimensional representation of Sp4(q) by taking a submodule of the
tensor product V4⊗V5 where V4 is the natural module of Sp4(q) and V5 is the natural
module of Ω◦5(q), these groups being isomorphic. Again by Theorem 4.3.3 and
Proposition 4.3.6, SL2(q) embeds absolutely irreducibly into Ω
◦
5(q) by the module
S4(W ) with highest weight 4; hence by Lemma 4.1.21 the SL2(q)-module obtained
as the restriction of the 20-dimensional module V4 ⊗ V5 has highest weight at most
7, and thus we have the same restriction on the highest weight of the SL2(q)-module
obtained as a restriction of the 16-dimensional submodule of V4 ⊗ V5. The module
corresponding to the 16-dimensional S∗2 -candidate subgroup SL2(q) of Ω is S15(W )
with highest weight 15, and hence these are not the same representation. Hence
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there is no containment of SL2(q) inside Sp4(q) when considered as S∗2 -candidate
subgroups of Ω.
Proposition 4.5.5. Let Ω = Ω+16(q). Then we have the following containments:
(i) L2(q
2).2 < S4(q
2).2 for all q, and the normaliser of L2(q
2).2 is not maximal in
any almost simple extension of Ω contained in CGO+16(q).
(ii) S4(q
2).2 < Sp8(q) when q is even, and the normaliser of S4(q
2).2 is not maxi-
mal in any almost simple extension of Ω contained in CGO+16(q).
The normaliser of every other S∗2 -candidate subgroup of Ω is S∗2 -maximal in Ω and
its almost simple extensions contained in CGO+16(q).
Proof. From Theorem 4.2.1 we see that the S∗2 -candidate subgroups are
(i) L2(q
4).4 for any prime power q = pe.
(ii) L2(q
2).2 for p 6= 2, 3.
(iii) Sp4(q) for p = 2 (although from Proposition 4.3.22 this is not S∗2 -maximal).
(iv) S4(q
2).2 for any prime power.
(v) 2·Ω◦9(q) for q odd.
(vi) Sp8(q) for q even.
We first consider L2(q
2).2. The corresponding module is V4 ⊗ V σ4 , where V4
denotes the symmetric cube of the natural representation of L2(q
2). From Proposi-
tion 4.3.6, the action group of such a representation is contained in Sp4(q
2). Since
the module of the S∗2 -candidate subgroup Sp4(q2) is V ⊗V σ, for V the natural mod-
ule of Sp4(q
2), we have a containment of L2(q
2) < Sp4(q
2). Since the restriction of
the field automorphism σG of Sp4(q
2) restricts to the corresponding field automor-
phism of L2(q
2), we have a containment inside Ω of L2(q
2).2 < Sp4(q
2).2. From the
tables the class stabilisers of both representations inside CGO+16(q) are 〈δΩ〉, with δΩ
inducing δL2(q2) and δSp4(q2) on the respective groups. Since the class stabilisers are
the same there are no type-1 novelties. Further, from Proposition 4.3.6 it follows
that δSp4(q2) induces δL2(q2), thus ruling out the possibility of any type-2 novelties.
Hence the normaliser of L2(q
2).2 is not maximal in any almost simple extension of
Ω.
We next consider extensions of Ω◦9(q) for odd q. We can rule out containments
of any S∗2 -candidate subgroup in any C1-subgroup of 2·Ω◦9(q) except 2·Ω±8 (q).2 by
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Corollary 4.5.3. For these groups, [41] shows there are no irreducible 16-dimensional
representations of Ω±8 (q), and since the nonabelian composition factor of the S∗2 -
candidate subgroup would have to be contained in Ω±8 (q) by Lemma 4.5.1, it follows
from Lemma 4.5.2 that there are no containments in C1-subgroups. This is enough
to eliminate any possible containments of S4(q
2) and L2(q
4) inside Ω◦9(q) when q is
odd, since all the remaining maximal subgroups of Ω◦9(q) are too small to contain
either of these candidates.
For containments L2(q
4).4 inside S4(q
2), analysis of the maximal subgroups
of S4(q
2) show that the only maximal subgroup which contains L2(q
4) is the C3-
subgroup S2(q
4) : 2 ∼= L2(q4) : 2, which clearly cannot contain L2(q4).4. This covers
all possible containments when q is odd.
When q is even, we again can rule out containments of groups in many of the
maximal subgroups of Sp8(q) by Corollary 4.5.3. The only groups we cannot rule
out using this are the C8-subgroups SO±8 (q) (which we can rule out using similar
arguments to the q odd case) and the C3-subgroup Sp4(q2).2. As in the previous
paragraph we can rule out containments of L2(q
4).4 in this subgroup.
There is an abstract containment of the S∗2 -subgroup S4(q2).2 inside Sp8(q),
contained in the C3-subgroup. Computations in s2cont show that the subgroup
S4(2
2) of the spin representation Spin◦9(2) is an absolutely irreducible subgroup of
Ω+16(2). For q a larger power of 2, suppose that S4(q
2) < Ω+16(q) is reducible. Then
we also have that S4(2
2) < Ω+16(q) is reducible, contradicting absolute irreducibility
of S4(2
2). Hence S4(q
2) < Ω+16(q) is irreducible. A similar argument shows that this
embedding is in fact absolutely irreducible. It then follows from [41] and Theorem
4.1.28 that this module must be V ⊗ V σ and hence we have a containment for all
even q. For both groups, the class stabiliser in CGO+16(q) is trivial, and hence there
are no novelty subgroups to consider.
Proposition 4.5.6. Let Ω = SL16(q). Then there are no containments between
S∗2 -candidate subgroups.
Proof. From Theorem 4.2.1 we see that the S∗2 -candidate subgroups are
(i) Extensions of SL4(q) when p = 3.
(ii) Extensions of L4(q
2) for any prime p.
(iii) Extensions of (2, q − 1)·Ω+10(q) for any prime p.
There can be no containments between the first two families of groups; in
characteristic 3 the latter of these groups takes the form L4(q
2).22, which has no
subgroup isomorphic to SL4(q).
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For containments of L4(q
2) in (2, q− 1)·Ω+10(q), [8, Table 8.66] and Lagrange
rules out containments in all maximal subgroups except Sp8(q) for q even, and
Ω◦9(q) for q odd (both C1-subgroups). Both have only one irreducible 16-dimensional
representation, namely the spin representation, which preserves an orthogonal form.
Since none of the S∗2 -candidate subgroups preserve an orthogonal form, it follows
from Lemma 4.5.2 that there are no possible containments.
For containments of SL4(q) in (2, q−1)·Ω+10(q), the above argument also allows
us to rule out containments in the C1-candidate subgroups Ω◦9(q).2 and Sp8(q), and
Lemma 4.5.2 and Corollary 4.5.3 rule out any remaining containments.
Proposition 4.5.7. Let Ω = SU16(q). Then there are no containments between
S∗2 -candidate subgroups.
Proof. From Theorem 4.2.1 we see that the S∗2 -candidate subgroups are
(i) SU4(q).(q + 1, 4) when p = 3.
(ii) Extensions of L4(q
2) for any prime p.
(iii) Extensions of (2, q − 1)·Ω−10(q) for any prime p.
Similarly to Proposition 4.5.6, L4(q
2) has no subgroup isomorphic to SU4(q)
when p = 3, and we can rule out containments of either in (2, q − 1)·Ω+10(q) by
analysing maximal subgroups and applying Lemma 4.5.2 and Corollary 4.5.3.
4.6 Summary
Theorem 4.6.1. Let G and Ω be as in Remark 3.3.12, with Ω = SL16(q). Then rep-
resentatives of the conjugacy classes of S∗2 -maximal subgroups of G are as described
in the list below:
Proof. Direct from Theorem 4.2.1, Proposition 4.3.14, Proposition 4.3.17, Lemma
4.3.27, Lemma 4.4.7, Lemma 4.4.5 and Proposition 4.5.6.
(i) S has nonabelian composition factor L4(q) with q = 3
e. We list the possibilities
below:
(1) S = SL4(q).2 with e odd. The class stabiliser is 〈φ, γ〉.
(2) S = SL4(q).2 with e ≡ 2 mod 4. The class stabiliser is 〈δ4, φ, γ〉.
(3) S = SL4(q) with e ≡ 0 mod 4. The class stabiliser is 〈δ4, φ, γ〉.
152
(ii) S has nonabelian composition factor L4(q
2) for any prime p. We list the
possibilities below:
(1) S = L4(q
2).2 with p = 2. The class stabiliser is 〈φ, γ〉.
(2) S = 2·L4(q2).(4× 2) with q ≡ 3 mod 4. The class stabiliser is 〈φ, γ〉.
(3) S = 2·L4(q2).(4× 2) with q ≡ 5 mod 8. The class stabliser is 〈φ, γ〉.
(4) S = 2·L4(q2).22 with q ≡ 9 mod 16. The class stabiliser is 〈δ4, φ, γ〉.
(5) S = 2·L4(q2).2 with q ≡ 1 mod 16. The class stabiliser is 〈δ4, φ, γ〉.
(iii) S has nonabelian composition factor O+10(q) for any prime p. We list the
possibilities below:
(1) S = Ω+10(q) with p = 2. The class stabiliser is 〈φ, γ〉.
(2) S = 2·Ω+10(q).2 with q ≡ 3 mod 4. The class stabiliser is 〈φ, γ〉.
(3) S = 2·Ω+10(q).4 with q ≡ 5 mod 8. The class stabiliser is 〈φ, γ〉.
(4) S = 2·Ω+10(q).2 with q ≡ 9 mod 16. The class stabiliser is 〈δ4, φ, γ〉.
(5) S = 2·Ω+10(q) with q ≡ 1 mod 16. The class stabiliser is 〈δ4, φ, γ〉.
Theorem 4.6.2. Let G and Ω be as in Remark 3.3.12, with Ω = SU16(q). Then rep-
resentatives of the conjugacy classes of S∗2 -maximal subgroups of G are as described
in the list below:
Proof. Direct from Theorem 4.2.1, Proposition 4.3.15, Proposition 4.3.18, Lemma
4.3.29, Lemma 4.4.8, Lemma 4.4.6 and Proposition 4.5.7.
(i) S = SU4(q).(q + 1, 4) with q = 3
e. The class stabiliser is 〈φ〉.
(ii) S has nonabelian composition factor L4(q
2) for any prime p. We list the
possibilities below:
(1) S = L4(q
2).2 with p = 2. The class stabiliser is 〈φ〉.
(2) S = 2·L4(q2).(4× 2) with q ≡ 1 mod 4. The class stabiliser is 〈φ〉.
(3) S = 2·L4(q2).(4× 2) with q ≡ 3 mod 8. The class stabliser is 〈φ〉.
(4) S = 2·L4(q2).22 with q ≡ 7 mod 16. The class stabiliser is 〈δ4, φ〉.
(5) S = 2·L4(q2).2 with q ≡ 15 mod 16. The class stabiliser is 〈δ4, φ〉.
(iii) S has nonabelian composition factor O−10(q) for any prime p. We list the
possibilities below:
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(1) S = Ω−10(q) with p = 2. The class stabiliser is 〈φ〉.
(2) S = 2·Ω−10(q).2 with q ≡ 1 mod 4. The class stabiliser is 〈φ〉.
(3) S = 2·Ω−10(q).4 with q ≡ 3 mod 8. The class stabiliser is 〈φ〉.
(4) S = 2·Ω−10(q).2 with q ≡ 7 mod 16. The class stabiliser is 〈δ4, φ〉.
(5) S = 2·Ω−10(q) with q ≡ 15 mod 16. The class stabiliser is 〈δ4, φ〉.
Theorem 4.6.3. Let G and Ω be as in Remark 3.3.12, with Ω = Sp16(q). Then rep-
resentatives of the conjugacy classes of S∗2 -maximal subgroups of G are as described
in the list below:
Proof. Direct from Theorem 4.2.1, Corollary 4.3.7, Proposition 4.3.21, Lemma 4.4.9
and Proposition 4.5.4.
(i) S = SL2(q) with p ≥ 17. The class stabiliser is 〈δ, φ〉.
(ii) S = Sp4(q), with p 6= 2, 5. The class stabiliser is 〈δ, φ〉.
Theorem 4.6.4. Let G and Ω be as in Remark 3.3.12, with Ω = Ω+16(q). Assume
Conjecture 2.3.3 holds. Then representatives of the conjugacy classes of S∗2 -maximal
subgroups of G are as described in the list below:
Proof. Direct from Theorem 4.2.1, Proposition 4.3.8, Proposition 4.3.10, Proposition
4.3.22, Proposition 4.3.23, Lemma 4.3.28 and Proposition 4.5.5.
(i) S = L2(q
4).4 for any prime p. If p = 2 then the class stabiliser in CGO+16(q) is
trivial; otherwise the class stabiliser in CGO+16(q) is 〈δ〉.
(ii) S = S4(q
2).2 with p 6= 2. The class stabiliser in CGO+16(q) is 〈δ〉.
(iii) S = 2·Ω◦9(q) with p 6= 2. The class stabiliser is 〈δ, φ〉.
(iv) S = Sp8(q) with p = 2. The class stabiliser is 〈φ〉.
Remark 4.6.5. Note that in Theorem 4.6.4 we only provide class stabilisers in
CGO+16(q) rather than the full automorphism group of Ω
+
16(q) for some groups.
Theorem 4.6.6. Let G and Ω be as in Remark 3.3.12, with Ω = Ω◦17(q). Then rep-
resentatives of the conjugacy classes of S∗2 -maximal subgroups of G are as described
in the list below:
Proof. Direct from Theorem 4.2.1 and Proposition 4.3.7.
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(i) S = L2(q).2 with p ≥ 17. The class stabiliser is 〈φ〉.
Theorem 4.6.7. Let G and Ω be as in Remark 3.3.12, with Ω = Ω−16(q), SL17(q),
or SU17(q). Then there are no S∗2 -maximal subgroups of G.
Proof. Direct from Theorem 4.2.1.
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Chapter 5
Construction of the spin groups
5.1 The theory of spin representations
5.1.1 Introduction
The spin groups are extensions of the simple group Om(q) by its full Schur
multiplier. From [19, Table 2.2, p.39], we see that the Schur multiplier is (2, q − 1)
when m is odd, (2, q − 1)2 when m ≡ 0 mod 4 and  = +, and (4, qm2 − 1)
otherwise. Thus, the spin groups are double covers (when q is odd) of the groups
Ωm(q). Writing m = 2n or m = 2n + 1, the corresponding representations, which
we call the spin representations, have dimension 2n (see for instance [10, Theorem
II.4.2 and Theorem II.5.2]).
When m is odd the spin representation is irreducible. When m = 2n is even
the spin representation is a direct sum of two 2n−1-dimensional absolutely irreducible
representations called the half-spin representations. We define the corresponding
half-spin groups as the action groups of the half-spin representations. The half-
spin groups are isomorphic to the spin groups except when m ≡ 0 mod 4 and
 = +, where the Schur multiplier is not cyclic and hence cannot centralise an
absolutely irreducible representation; in this case the half-spin group is isomorphic
to (2, q − 1)·O+m(q). In this case, when q is odd this group is not isomorphic to
Ω+m(q), despite both being double covers of O
+
m(q). To distinguish between these
two, we write Ω+m(q) = (2, q − 1)·1O+m(q), and (2, q − 1)·2O+m(q) for the half-spin
representation.
This information is summarised in the table below:
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Conditions Centre of Ωm(q) Centre of spin rep. Centre of half-spin rep.
m ≡ 0 mod 4,  = +, q odd 2 2× 2 2
m ≡ 2 mod 4,  = +, q ≡ 1 mod 4 2 4 4
m ≡ 2 mod 4,  = +, q ≡ 3 mod 4 1 2 2
m even,  = +, q even 1 1 1
m ≡ 0 mod 4,  = −, q odd 1 2 2
m ≡ 2 mod 4,  = −, q ≡ 1 mod 4 1 2 2
m ≡ 2 mod 4,  = −, q ≡ 3 mod 4 2 4 4
m even,  = −, q even 1 1 1
m odd,  = ◦, q odd 1 2 -
m odd,  = ◦, q even 1 1 -
For ease of notation we will write Spinm(q) and HSpin

m(q) for the spin and
half-spin groups respectively. Note that HSpin2n(q) has two natural non-equivalent
representations, although the groups themselves are isomorphic. If we need to distin-
guish between the two representations we will refer to HSpin2n(q) and HSpin

2n(q)
γ ,
since the graph automorphism γ of HSpin2n(q) interchanges the two half-spin rep-
resentations.
The usual way of constructing the spin representations is via Clifford alge-
bras; see [59, Section 3.9] for an explicit construction of the spin group and the
corresponding spin representations using this method. However our approach for
this thesis will instead use highest weight theory to construct the representations.
Note that the numbering we use for roots of a Dynkin diagram is consistent
with the ordering used by Magma. Other authors use the ordering as used in [16]
which numbers the roots in the reverse order. This can lead to some confusion when
referencing other results, especially in Section 5.5 where the numbering used by [53]
and [49] is different to our numbering.
The general approach of this chapter, and some of the code, are due to [54].
Many of the computations in this chapter were performed in Magma [5].
5.1.2 Lie algebras
We will only provide a very bref summary of the pertinent information we
will require about Lie algebras, and will assume some familiarity with the material.
See for instance [9] for a more in-depth explanation. In particular, we will not define
a Lie algebra.
Given a Lie algebra L over C, we can decompose it as L = H⊕Lr1⊕· · ·⊕Lrm ,
where H is a Cartan subalgebra of L, and the Lri are 1-dimensional subspaces of L,
known as the root spaces of L. We can also define maps ri : H → C based on how
elements in H scale the root space Lri , and these maps ri are known as roots. This
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notion agrees with the notion of roots as introduced in Section 4.1.1.
It turns out that every root can be expressed as an integral linear combi-
nation of fundamental roots such that the integral coefficients for a given root are
either all non-negative or all non-positive. For a given root α and a fixed system
of fundamental roots, the support of α is those fundamental roots where the cor-
responding integral coefficients are nonzero. There is a well-known classification of
all possible systems of fundamental roots via their Dynkin diagram (see [9, Section
3.4]), and to each Dynkin diagram we can associate a Cartan matrix (see [9, Section
3.6]).
5.1.3 The Curtis-Steinberg-Tits presentation
The Curtis-Steinberg-Tits presentation was discovered by Curtis [13] (and
independently by Tits) adapting work done by Steinberg, and offers a presentation
of central extensions of groups of Lie type. For our purposes, we will use a reduced
presentation described in [3, Section 4.2].
Theorem 5.1.1 (Curtis-Steinberg-Tits presentation). [3, Theorem 4.2] Fix Φ as
the set of roots of a simple Lie algebra L of rank n ≥ 2, and Φ+ a positive system
of roots. For 1 ≤ i < j ≤ n, let Φi,j denote the rank 2 subsystem spanned by the
i-th and j-th fundamental roots, and set Ψ =
⋃
i<j Φi,j. Also set Υi,j = {(α, β) ∈
Φi,j×Φi,j |α 6= ±β} and Υ =
⋃
i<j Υi,j. Let Fpe be a finite field and B = {b1, . . . , be}
a basis of Fpe as a Fp-vector space. Then a presentation for a central extension of
the simple group of Lie type G corresponding to the Lie algebra L over Fpe is given
by generators {yα(bt) : α ∈ Ψ, t = 1, . . . , e} satisfying the following relations:
yα(bt)
p = 1 α ∈ Ψ, 1 ≤ t ≤ e
[yα(bt), yα(bu)] = 1 α ∈ Ψ, 1 ≤ t < u ≤ e
[yα(bt), yβ(bu)] =
∏
i,j>0
yiα+jβ(Ci,j,α,βb
i
tb
j
u) (α, β) ∈ Υ, 1 ≤ t, u ≤ n
where the Ci,j,α,β are the structure constants described below, and where for λ =∑e
t=1 λtbt ∈ Fpe with 0 ≤ λt < p, we define yα(λ) :=
∏e
t=1 yα(bt)
λt.
Remark 5.1.2. All terms in the product in the third set of relations in Theorem
5.1.1 commute, except when the group is G2(q). We will not be considering this
group in this thesis, but details on how to define the product in this case can be
found in [51].
We sketch the construction of the Ci,j,α,β - the full description of these con-
stants can be found in [9, Theorem 5.2.2]. Since we will only be dealing with Dynkin
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diagrams of the form Bn or Dn, we can assume that when α and β are fundamental
roots at least one of i or j is equal to 1.
Let eα and eβ denote two root vectors in the Lie algebra L corresponding to
roots α and β respectively, and suppose α + β is also a root. Then it follows that
[eα, eβ] is a scalar multiple of eα+β where [ , ] denotes the Lie bracket of L. Thus
we can write [eα, eβ] = Nα,βeα+β. (The integers Nα,β are known as the structure
constants for the Lie algebra). It is the usual convention to set Nα,β = 0 if α+ β is
not a root. With these structure constants, we then make the following definitions:
• Ci,1,α,β = 1i!
i−1∏
t=0
Nα,tα+β.
• C1,j,α,β = (−1)j 1j!
j−1∏
t=0
Nβ,tβ+α.
Example 5.1.3. Let L have Dynkin diagram A2 as depicted below, and let α1, α2
denote the fundamental roots.
α1 α2
Since the two roots have a single edge connecting them, we have in the
notation of Theorem 5.1.1
Ψ = Φ1,2 = {±α1,±α2,±(α1 + α2)}.
We can consider the underlying Lie algebra directly, or use the Magma function
LieConstant C, to determine that the structure constants can be chosen as below,
with i = 1 and j = 2:
C1,1,αi,αj = 1
C1,1,−αj ,−αi = 1
C1,1,αj ,−αi−αj = 1
C1,1,αi+αj ,−αj = 1
C1,1,−αi,αi+αj = 1
C1,1,−αi−αj ,αi = 1
C1,1,αj ,αi = −1
C1,1,−αi,−αj = −1
C1,1,−αi−αj ,αj = −1
C1,1,−αj ,αi+αj = −1
C1,1,αi+αj ,−αi = −1
C1,1,αi,−αi−αj = −1
By convention we take the remaining structure constants to be 0.
Example 5.1.4. Let L have Dynkin diagram Dn, as depicted below, and let
α1, . . . , αn denote the fundamental roots.
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α1 α2 . . . αn−2
αn−1
αn
Then for each pair of fundamental roots αi, and αj , there is either a single
edge connecting them, or no edge. If there is no edge connecting αi to αj , then
Φi,j = {±αi,±αj} and we do not need any structure constants to determine the
relations in Theorem 5.1.1, since the subgroup generated by {yα(b) : α ∈ Φi,j , b ∈ Fq}
will be isomorphic to SL2(q)×SL2(q) with corresponding Dynkin diagram A1×A1.
If there is a single edge (and without loss of generality i < j) then we can use
the structure constants as given in Example 5.1.3, since the subgroup generated by
{yα(b) : α ∈ Φi,j , b ∈ Fq} will be isomorphic to SL3(q) with corresponding Dynkin
diagram A2.
Example 5.1.5. Let L have Dynkin diagram B2 as depicted below. Let α1, α2
denote the fundamental roots.
α1 α2
Due to the double edge connecting α1 and α2, we get that
Ψ = {±α1,±α2,±(α1 + α2),±(α1 + 2α2)}.
Taking i = 1 and j = 2 in the below table, we can derive the structure
constants via Magma as in Example 5.1.3:
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C1,1,αi,αj = 1
C1,1,−αj ,αi = 1
C1,1,αj ,αi+αj = 2
C1,1,−αi−αj ,−αj = 2
C1,1,αj ,−αi−αj = 2
C1,1,αi+αj ,−αj = 2
C1,1,αi+αj ,−αi−2αj = 1
C1,1,αi+2αj ,−αi−αj = 1
C1,1,−αi,αi+αj = 1
C1,1,−αi−αj ,αi = 1
C1,1,−αj ,αi+2αj = 1
C1,1,−αi−2αj ,αj = 1
C2,1,αj ,αi = 1
C2,1,−αj ,−αi = 1
C2,1,αj ,−αi−2αj = 1
C2,1,−αj ,αi+2αj = 1
C1,2,αi,−αi−αj = 1
C1,2,αi,αi+αj = 1
C1,2,αi+2αj ,−αi−αj = 1
C1,2,−α1−2α2,α1+α2 = 1
C1,1,αj ,αi = −1
C1,1,αi,−αj = −1
C1,1,αi+αj ,αj = −2
C1,1,−αj ,−αi−αj = −2
C1,1,−αi−αj ,αj = −2
C1,1,−αj ,αi+αj = −2
C1,1,−αi−2αj ,αi+αj = −1
C1,1,−αi−αj ,αi+2αj = −1
C1,1,αi+αj ,−αi = −1
C1,1,αi,−αi−αj = −1
C1,1,αi+2αj ,−αj = −1
C1,1,αj ,−αi−2αj = −1
C1,2,αi,αj = −1
C1,2,−αi,−αj = −1
C1,2,−αi−2αj ,αj = −1
C1,2,αi+2αj ,−αj = −1
C2,1,−αi−αj ,−αi = −1
C2,1,αi+αj ,−αi = −1
C2,1,αi−αj ,αi+2αj = −1
C2,1,αi+αj ,−αi−2αj = −1
Example 5.1.6. Let L have Dynkin diagramBn as depicted below. Let α1, α2, . . . , αn
denote the fundamental roots.
α1 α2 . . . αn−1 αn
Then, similarly to Example 5.1.4, we can use the structure constants from
Examples 5.1.3 and 5.1.5 to find the structure constants, depending on the number
of edges connecting αi and αj .
For the twisted groups, we require a separate presentation; the one we will
use is also due to Steinberg (see for instance [20]), although we will again use a
shortening of this presentation described in [3].
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Theorem 5.1.7. [3, Section 6.1] Let G be a twisted group of type 2An(q) for n > 1
odd, 2Dn(q) for n ≥ 4, or 2E6(q), with associated twisted root systems of type
Cn−1
2
+1, Dn−1 or F4 respectively. Define Ψ and Υ as in Theorem 5.1.1. Let q = p
e
and B denote a basis of Fq2 as a Fp-vector space, with B = {b1, . . . , b2e} chosen
such that {b1, . . . , be} is a basis for Fq as an Fp-vector space. Then we have a
presentation of a central extension of G with the following form: it has generators
{yα(bt) : α ∈ Ψ, t = 1, . . . , kαe} (where kα = 1 if α is a long root and kα = 2 if α is
a short root), satisfying the following relations:
yα(bt)
p = 1 α ∈ Ψ, 1 ≤ t ≤ kαe
[yα(bt), yα(bu)] = 1 α ∈ Ψ, 1 ≤ t < u ≤ kαe
and, for (α, β) ∈ Υ , 1 ≤ t ≤ kαe , 1 ≤ u ≤ kβe:
[yα(bt), yβ(bu)] = 1 α+ β /∈ Ψ
[yα(bt), yβ(bu)] = yα+β(α,βbtbu) α, β, α+ β all long or all short
[yα(bt), yβ(bu)] = yα+β(α,β(btb¯u + b¯tbu)) α, β short, α+ β long
[yα(bt), yβ(bu)] = yα+β(α,βbtbu)yα+2β(ηα,βbtbub¯u) α, α+ 2β long, β, α+ β short
where the α,β and ηα,β take the value ±1 and for λ =
∑2e
t=1 λtbt ∈ Fp2e with 0 ≤
λt < p, we define yα(λ) :=
∏2e
t=1 yα(bt)
λt.
Example 5.1.8. Let L have Dynkin diagram A3 = D3 as depicted below. Let
α1, α2, α3 denote the fundamental roots. Note the unusual numbering of the roots
below - this is to keep the notation consistent when we generalise to Dn later.
α2 α1 α3
L has a graph automorphism γ interchanging the roots α2 and α3. Suppose
L is a Lie algebra over Fq2 with field automorphism σ of order 2. The twisted group
consists of those matrices which are fixed by the automorphism σγ (see [9] or [49]
for more information on the construction of the twisted groups). The twisted group
2D3 has underlying Lie algebra B2, with fundamental roots β1, β2.
β1 β2
The generators yα1(b) of D3 are always fixed by γ, and are fixed by σ when
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b ∈ F∗q ; hence we can take yβ1(b) = yα1(b) for b ∈ Fq. Similarly, σγ fixes yβ2(a) :=
yα2(a)yα3(a
q) for any a ∈ F∗q2 .
It turns out that we can derive the structure constants from the constants
used in Example 5.1.5; see Remark 5.1.10.
Example 5.1.9. Let L have Dynkin diagramDn, with fundamental roots α1, . . . , αn.
Again, this has a graph automorphism γ of order 2 interchanging αn−1 and αn,
giving rise to the twisted group 2Dn with underlying Dynkin diagram Bn−1 with
fundamental roots β1, . . . , βn−1. We can derive the corresponding generators as
before:
yβi(b) = yαi(b) ∀ i ≤ n− 2, ∀ b ∈ F∗q
yβn−1(r) = yαn−1(r)yαn(r
q) ∀ r ∈ F∗q2
To determine the constants α,β and ηα,β from Theorem 5.1.7, we will again use
results from smaller dimensions. For relations not involving yβn−1(r), the generators
involved are identical to the ones used in Theorem 5.1.1 applied to Dn and so we
can directly find α,β in this case. For relators involving yβn−1(r), the structure
constants will be the same as those discussed in Example 5.1.8.
Remark 5.1.10. It follows from [52, Table 0A8] that there is an embedding of
Bn−1 inside 2Dn. This is obtained by the restriction of the group of Lie type
corresponding to 2Dn (which is over Fq2) to elements over the field Fq. In particular,
it follows from [52, p. 165] that we can obtain the commutator relations for Bn−1
from the commutator relations from 2Dn. However, where the structure constants
are concerned, the converse is also true; since the structure constants only depend
on the roots and not the field, the structure constants for 2Dn and Bn−1 must
coincide. Hence, we can use the structure constants as discussed in Example 5.1.5
and Example 5.1.6 for the twisted groups.
5.1.4 Diagonal automorphisms of Ωn(q)
The diagonal automorphisms of a Lie algebra L over a field Fq are diagonal
matrices when considered as acting on the Chevalley basis. Below we sketch the
general construction, following [9].
Definition 5.1.11. Let Φ be a root system, with the set of fundamental roots given
by Π. Let P = ZΦ be the set of all Z-linear combinations of elements of elements
of Φ, which is a free abelian group with basis Π. Then an Fq-character of P is a
homomorphism from the additive group P to the multiplicative group F∗q .
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Note that an Fq-character is uniquely defined by its action on the set Π. Let
Π = {α1, . . . , αm}, so that P is free abelian of rank m.
Given an Fq-character χ, we can obtain an automorphism of the Lie algebra
L, denoted h(χ) and described as follows. The character χ is uniquely determined
by the values χ(αi) = λi. To each fundamental root αi and nonzero element t in the
field, the corresponding element x
(n)
αi (t) of the adjoint Chevalley group is mapped to
x
(n)
αi (λit), and the negative root x
(n)
−αi(t) is mapped to x
(n)
−αi(λ
−1
i t). This defines the
action of h(χ) on a generating set of the adjoint Chevalley group Ω. Denote the set
of such maps of L by Hˆ.
It follows from [9, p. 200] that all such maps give rise to automorphisms of Ω.
Such automorphisms are the diagonal automorphisms, and this notation agrees with
the notion of diagonal automorphisms as outer automorphisms of classical groups.
The automorphisms h(χ) commute with diagonal elements of Ω.
Automorphisms in Hˆ may be inner or outer, and we will now establish condi-
tions which determine precisely which elements induce inner or outer automorphisms
of Ω.
Let A = (Aij) denote the Cartan matrix relating to the Dynkin diagram of
L, and construct Q as a free abelian group of rank m with basis βi, where the βi
are fundamental weights and satisfy the relations αi =
m∑
j=1
Ajiβj . Thus αi ∈ Q for
all i, and so P is a subgroup of Q, of index detA. In particular, any Fq-character
of Q can be considered as an Fq-character of P by restriction; however the converse
is not true.
Theorem 5.1.12. [9, Theorem 7.1.1] The elements h(χ) which lie inside the quasi-
simple group Ω are precisely those where χ is an Fq-character of P which can be
extended to an Fq-character of Q.
For twisted groups of Lie type, we consider the group Ωˆ embedded into the
corresponding untwisted group of Lie type Ω over Fq2 . We will assume that the roots
of the Lie algebra associated with Ω all have the same length (so the Lie algebra of
Ω is not B2, G2 or F4). Let α1, . . . , αk denote the roots of Ω, and τ the permutation
of the roots inducing the twist of Ωˆ. Write αi for αiτ , and for f ∈ Fq2 write f¯ = f q.
Define h, χ, P and Q as before for Ω.
Definition 5.1.13. The Fq-character χ of P or Q is self-conjugate if χ(αi) = χ(αi)
for every fundamental root αi.
Theorem 5.1.14. [9, Theorem 13.7.2] The elements h(χ) which lie inside the quasi-
simple group Ωˆ are precisely those where χ is a self-conjugate Fq2-character of P
which can be extended to a self-conjugate Fq2-character of Q.
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5.2 Constructing the half-spin representation HSpin+2n(q)
In this section, we will present generators for the half-spin representations
HSpin+2n(q) in 2
n−1 dimensions. We will first provide an inductive list of genera-
tors for the group, before proving their correctness using the Curtis-Steinberg-Tits
presentation. We will then confirm that this is an irreducible representation of the
half-spin group, and conclude by finding explicit generators for the diagonal auto-
morphisms.
Note that we will only be considering the half-spin representations in this
section. One can obtain the spin representation by taking the direct sum of the two
half-spin representations.
5.2.1 Notation
In Theorem 5.1.1, we used the notation yα(b) to denote a family of generators
of the Chevalley group indexed by b ∈ F∗q , where α is a root which is the sum of
multiples of at most two fundamental roots.
For Dn, this results in 4n−2 families of generators, given by the fundamental
roots α1, . . . , αn and the roots α1 +α2 , α2 +α3 , . . . , αn−2 +αn−1 , αn−2 +αn, plus
the corresponding negative roots. At various points we will be considering roots
of Dn for several different choices of n simultaneously. To avoid confusion, and to
suppress indices, we will use y
(n)
i (b) in place of yαi(b) to denote the generator of one
of the half-spin representations of Dn corresponding to the fundamental root αi,
and similarly we will use y
(n)
(i)+(j)(b) in place of yαi+αj (b). When there is no danger
of confusion we will suppress the brackets in the subscript.
Recall that we use Ei,j to denote the matrix with a 1 in the (i, j)-th position
and 0 everywhere else. Such matrices will be square, and the dimension will always
be clear from the context.
Recall the notation introduced in Section 1.6.1 for the direct and anti-direct
sums of matrices.
We are now able to present generators for the half-spin representation of
D3, and then for the half-spin representation of Dn in terms of generators for the
half-spin representation of Dn−1. We will only present the generators y
(n)
i (b); we
will always define y
(n)
−i (b) = y
(n)
i (b)
T , and can obtain y
(n)
(i)+(j)(b) in terms of y
(n)
i (b)
and y
(n)
j (b) from the relations in Theorem 5.1.1.
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5.2.2 Generators
The generators of HSpin+2n(q) are given by the matrices below and their
transposes, where b ranges over all of F∗q :
n = 3
y
(3)
1 (b) = I4 + bE3,2,
y
(3)
2 (b) = I4 − bE2,1,
y
(3)
3 (b) = I4 + bE4,3.
n > 3
y
(n)
1 (b) = I2n−1 + b
2n−3∑
j=1
E2n−2+j,2n−3+j ,
y
(n)
i (b) = y
(n−1)
i−1 (b)⊕ y(n−1)i−1 (b) for 2 ≤ i ≤ n− 2,
y
(n)
n−1(b) = y
(n−1)
n−2 (b)⊕ y(n−1)n−1 (−b),
y(n)n (b) = y
(n−1)
n−1 (b)⊕ y(n−1)n−2 (−b).
Remark 5.2.1.
• The other half-spin representation HSpin+2n(q)γ is obtained by interchanging
the roles of y
(n)
n−1(b) and y
(n)
n (b).
• It is enough to choose b ∈ B, for B a Fp-basis of the vector space Fq, since we
will prove later that y
(n)
i (a)y
(n)
i (b) = y
(n)
i (a+ b).
5.2.3 Proof of correctness of the generators
The following lemma and its corollary are straightforward but will be used
frequently.
Lemma 5.2.2. Let A = Id + a
∑
(i,j)∈X
Ei,j, B = Id + b
∑
(k,l)∈Y
Ek,l, where X,Y ⊂
{1, . . . , d}2, with (i, i) /∈ X ∪ Y for all i. Let ZA,B = {(i, j, l)|(i, j) ∈ X, (j, l) ∈ Y }.
Then
AB = Id + a
∑
(i,j)∈X
Ei,j + b
∑
(k,l)∈Y
Ek,l + ab
∑
(i,j,l)∈ZA,B
Ei,l.
Corollary 5.2.3. Let A,B,X, Y, ZA,B be as in Lemma 5.2.2. Then
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(i) If ZA,A is empty (equivalently, if for every i, there exists at most one j such
that (i, j) ∈ X or (j, i) ∈ X (but not both)), then A−1 = Id − a
∑
(i,j)∈X
Ei,j.
(ii) [A,B] = Id + ab
∑
(i,j,l)∈ZAB
Ei,l − ab
∑
(i,j,l)∈ZBA
Ei,l.
(iii) A and B commute if and only if, for every pair (i, l):
|{j : (i, j, l) ∈ ZAB}| = |{j : (i, j, l) ∈ ZBA}|.
The next lemma will be useful when proving the irreducibility of the repre-
sentation.
Lemma 5.2.4. [8, Lemma 1.8.11] Let V1, . . . , Vk be nonisomorphic irreducible G-
modules. Then the only nontrivial submodules of ⊕ki=1Vi are ⊕j∈JVi for J ⊂ {1, . . . , k}.
Theorem 5.2.5. Let n ≥ 3, and q = pe be a prime power. Let B denote a basis of
Fq, viewed as a Fp-vector space. Then the group generated by {y(n)i (b) : b ∈ B} and
{y(n)i (b)T : b ∈ B} as given in Section 5.2.2 is HSpin+2n(q).
We prove Theorem 5.2.5 using the following lemmas.
Lemma 5.2.6. The matrices as given in Section 5.2.2 satisfy the relations of The-
orem 5.1.1.
Proof. Note that every generator y
(n)
i (b) satisfies the conditions of Lemma 5.2.2.
In particular, each row and each column has at most two nonzero entries, one of
which is a 1 on the diagonal, and the other (if it exists) takes the value ±b. Thus
it follows from Lemma 5.2.2 that y
(n)
i (a)y
(n)
i (b) = y
(n)
i (a + b) for every choice of
i, a, b, since Z is empty. In particular, this means that y
(n)
i (b)
k = y
(n)
i (kb), so that
y
(n)
i (b)
p = y
(n)
i (pb) = I2n−1 , and so the first set of relations in Theorem 5.1.1 hold
for the fundamental roots. Also, since y
(n)
i (a)y
(n)
i (b) = y
(n)
i (a+ b) = y
(n)
i (b)y
(n)
i (a),
the second set of relations also hold for the fundamental roots.
In the context of Theorem 5.1.1, we can determine explicitly the roots in Φi,j .
This consists only of {±αi,±αj} unless j = i+1 for 1 ≤ i ≤ n−2 or i = n−2, j = n,
in which case Φi,j = {±αi,±αj ,±(αi+αj)}. In the first case, there are four relations
to check:
[y
(n)
i (a), y
(n)
j (b)] = 1
[y
(n)
i (a), y
(n)
−j (b)] = 1
[y
(n)
−j (a), y
(n)
−i (b)] = 1
[y
(n)
j (a), y
(n)
−i (b)] = 1
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In the second case, the full list of relations to check, using the structure
constants given in Example 5.1.4, are:
[y
(n)
i (a), y
(n)
j (b)] = y
(n)
i+j(ab)
[y
(n)
i (a), y
(n)
−j (b)] = 1
[y
(n)
i (a), y
(n)
i+j(b)] = 1
[y
(n)
i (a), y
(n)
−i−j(b)] = y
(n)
−j (−ab)
[y
(n)
j (a), y
(n)
i (b)] = y
(n)
i+j(−ab)
[y
(n)
j (a), y
(n)
−i (b)] = 1
[y
(n)
j (a), y
(n)
i+j(b)] = 1
[y
(n)
j (a), y
(n)
−i−j(b)] = y
(n)
−i (ab)
[y
(n)
i+j(a), y
(n)
j (b)] = 1
[y
(n)
i+j(a), y
(n)
−j (b)] = y
(n)
i (ab)
[y
(n)
i+j(a), y
(n)
i (b)] = 1
[y
(n)
i+j(a), y
(n)
−i (b)] = y
(n)
j (−ab)
[y
(n)
−i (a), y
(n)
j (b)] = 1
[y
(n)
−i (a), y
(n)
−j (b)] = y
(n)
−i−j(−ab)
[y
(n)
−i (a), y
(n)
i+j(b)] = y
(n)
j (ab)
[y
(n)
−i (a), y
(n)
−i−j(b)] = 1
[y
(n)
−j (a), y
(n)
i (b)] = 1
[y
(n)
−j (a), y
(n)
−i (b)] = y
(n)
−i−j(ab)
[y
(n)
−j (a), y
(n)
i+j(b)] = y
(n)
i (−ab)
[y
(n)
−j (a), y
(n)
−i−j(b)] = 1
[y
(n)
−i−j(a), y
(n)
j (b)] = y
(n)
−i (−ab)
[y
(n)
−i−j(a), y
(n)
−j (b)] = 1
[y
(n)
−i−j(a), y
(n)
i (b)] = y
(n)
−j (ab)
[y
(n)
−i−j(a), y
(n)
−i (b)] = 1
Note that some of these relations are superfluous. For instance, inverting the
relation [y
(n)
i (a), y
(n)
j (b)] = y
(n)
i+j(ab) gives the relation [y
(n)
j (b), y
(n)
i (a)] = y
(n)
i+j(−ab).
Thus we need only check half of these relations. Further, by transposing the relation
[y
(n)
i (a), y
(n)
j (b)] = y
(n)
i+j(ab), we obtain the relation [y
(n)
−j (b), y
(n)
−i (a)] = y
(n)
−i−j(ab);
thus we again only need to check the former. We list the reduced number of relations
below; the left hand column records the relations to be checked, and the right hand
column consists of the transposes of these relations.
[y
(n)
i (a), y
(n)
j (b)] = y
(n)
i+j(ab)
[y
(n)
i (a), y
(n)
i+j(b)] = 1
[y
(n)
i+j(a), y
(n)
j (b)] = 1
[y
(n)
i (a), y
(n)
−j (b)] = 1
[y
(n)
−i−j(a), y
(n)
i (b)] = y
(n)
−j (ab)
[y
(n)
i+j(a), y
(n)
−j (b)] = y
(n)
i (ab)
[y
(n)
−j (a), y
(n)
−i (b)] = y
(n)
−i−j(ab)
[y
(n)
−i−j(a), y
(n)
−i (b)] = 1
[y
(n)
−j (a), y
(n)
−i−j(b)] = 1
[y
(n)
j (a), y
(n)
−i (b)] = 1
[y
(n)
−i (a), y
(n)
i+j(b)] = y
(n)
j (ab)
[y
(n)
j (a), y
(n)
−i−j(b)] = y
(n)
−i (ab)
We will take as our definition y
(n)
i+j(b) := [y
(n)
i (1), y
(n)
j (b)] and y
(n)
−i−j(b) :=
[y
(n)
−j (b), y
(n)
−i (1)] when the latter matrices do not commute; in other words, when
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i < n − 1 and j = i + 1, or i = n − 2 and j = n. Note with these definitions that
y
(n)
i+j(b)
T = y
(n)
−i−j(b). When i < n− 1 we have
y
(n)
i+(i+1)(b) = [y
(n)
i (1), y
(n)
i+1(b)]
= [y
(n−1)
i−1 (1)⊕ y(n−1)i−1 (1), y(n−1)i (b)⊕ y(n−1)i (b)]
= [y
(n−1)
i−1 (1), y
(n−1)
i (b)]⊕ [y(n−1)i−1 (1), y(n−1)i (b)]
= y
(n−1)
(i−1)+i(b)⊕ y
(n−1)
(i−1)+i(b).
We also have
y
(n)
(n−2)+(n−1)(b) = [y
(n)
n−2(1), y
(n)
n−1(b)]
= [y
(n−1)
n−3 (1)⊕ y(n−1)n−3 (1), y(n−1)n−2 (b)⊕ y(n−1)n−1 (−b)]
= [y
(n−1)
n−3 (1), y
(n−1)
n−2 (b)]⊕ [y(n−1)n−3 (1), y(n−1)n−1 (−b)]
= y
(n−1)
(n−3)+(n−2)(b)⊕ y
(n−1)
(n−3)+(n−1)(−b)
and similarly y
(n)
(n−2)+n(b) = y
(n−1)
(n−3)+(n−1)(b)⊕ y
(n−1)
(n−3)+(n−2)(−b). We can then check
inductively for n > 3, or by hand for n = 3, that in all cases y
(n)
±(i+j)(a)y
(n)
±(i+j)(b) =
y
(n)
±(i+j)(a+b) and so the first and second sets of relations in Theorem 5.1.1 also hold
for these generators.
We will now proceed to prove by induction that the third set of relations in
Theorem 5.1.1 hold.
The base case n = 3 is a tedious but straightforward computation; thus,
suppose n > 3. We will check all of the relations involving generators in Φi,j .
Firstly, suppose i = 1. We first consider the case j = 2. By Lemma 5.2.2 we
have:
y
(n)
1 (b) = I2n−1 + b
2n−3∑
i=1
E2n−2+i,2n−3+i
y
(n)
2 (b) = I2n−1 + b
2n−4∑
i=1
E2n−3+i,2n−4+i + b
2n−4∑
i=1
E2n−2+2n−3+i,2n−2+2n−4+i
y
(n)
1+2(b) = I2n−1 + b
2n−4∑
i=1
E2n−2+i,2n−4+i − b
2n−4∑
i=1
E2n−2+2n−3+i,2n−3+2n−4+i
By considering the rows and columns where each matrix has a nonzero entry, it
follows from Corollary 5.2.3 that y
(n)
1+2(a) commutes with both y
(n)
1 (b) and y
(n)
2 (b).
It is easy to check the remaining relations by inspection and using Lemma 5.2.2,
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and we will only provide the details for one of the checks, namely for the relation
[y
(n)
−1−2(a), y
(n)
1 (b)] = y
(n)
−2 (ab). We have that
y
(n)
−1−2(a)y
(n)
1 (b) = (y
(n)
−1−2(a) + y
(n)
1 (b)− I2n−1) + ab
2n−4∑
i=1
E2n−4+i,2n−3+i ; and
y
(n)
1 (b)y
(n)
−1−2(a) = (y
(n)
−1−2(a) + y
(n)
1 (b)− I2n−1)− ab
2n−4∑
i=1
E2n−2+2n−4+i,2n−2+2n−3+i
hence
[y
(n)
−1−2(a), y
(n)
1 (b)] = I2n−1 + ab
2n−4∑
i=1
E2n−4+i,2n−3+i + ab
2n−4∑
i=1
E2n−2+2n−4+i,2n−2+2n−3+i
= y
(n)
2 (ab)
T = y
(n)
−2 (ab).
Next, we will show a sufficient condition for y
(n)
1 (b) to commute with a matrix
g satisfying the conditions of Lemma 5.2.2. Suppose we can write g = gA ⊕ gB ⊕
gC ⊕ gD. Let ukr (for k ∈ {A,B,C,D}) denote the column of the unique nonzero
entry in the r-th row of gk away from the diagonal (considering r modulo 2
n−3),
or ukr = 0 if no such entry exists. Take a pair (r, s) with 1 ≤ r, s ≤ 2n−1 and
r 6= s. Suppose that we can find a t such that the (r, t)-th entry of y(n)1 (a) is
nonzero, as is the (t, s)-th entry of g. Then by the definition of y
(n)
1 (a) we must have
r ∈ {2n−2 + 1, . . . , 2n−2 + 2n−3} and t = r − 2n−3. It follows that s = uBr + 2n−3,
and in particular we require uBr 6= 0.
Conversely, suppose that there exists a t such that the (r, t)-th entry of g
is nonzero, as is the (t, s)-th entry of y
(n)
1 (a). For t to exist we require u
k
r 6= 0 for
some k, and then t = ukr +
⌊
r−1
2n−3
⌋
2n−3, the second term in this equation ensuring
that the coordinate (r, t) lies in one of the blocks gk of g. For the (t, s)-th entry of
y
(n)
1 (a) to be nonzero, we require t ∈ {2n−2 +1, . . . , 2n−2 +2n−3}, which in particular
implies that r ∈ {2n−2 + 1, . . . , 2n−2 + 2n−3} so that k = C, and then t = 2n−2 +uCr
and s = t − 2n−3 = 2n−3 + uCr . Thus if gB = gC , in both cases we get the same
restrictions on (r, s), and so by Corollary 5.2.3(3) the matrices commute.
Suppose 3 ≤ j ≤ n − 2. Then we have y(n)j (b) = y(n−2)j−2 (b) ⊕ y(n−2)j−2 (b) ⊕
y
(n−2)
j−2 (b)⊕y(n−2)j−2 (b), and it follows from the above argument that y(n)1 (a) commutes
with both y
(n)
j (b) and y
(n)
j (b)
T .
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For j = n− 1 or j = n we get that
y
(n)
n−1(b) = y
(n−1)
n−2 (b)⊕ y(n−1)n−1 (−b) = y(n−2)n−3 (b)⊕ y(n−2)n−2 (−b)⊕ y(n−2)n−2 (−b)⊕ y(n−2)n−3 (b).
y(n)n (b) = y
(n−1)
n−1 (b)⊕ y(n−1)n−2 (−b) = y(n−2)n−2 (b)⊕ y(n−2)n−3 (−b)⊕ y(n−2)n−3 (−b)⊕ y(n−2)n−2 (b).
In both cases the middle two summands are the same, so again these generators
commute with y
(n)
±1 (a). Hence we have shown that all the relations involving the
generators y
(n)
±1 (a) hold.
When 1 < i, j < n − 1, checking all of the relations hold follows im-
mediately by induction, since y
(n)
k (b) = y
(n−1)
k−1 (b) ⊕ y(n−1)k−1 (b) for k = i, j, and
y
(n)
i+j(b) = y
(n−1)
(i−1)+(j−1)(b) ⊕ y
(n−1)
(i−1)+(j−1)(b). If 1 < i < n − 2 and j = n − 1 or
j = n, or when i = n− 1 and j = n, it again follows immediately by induction that
all the generators involved commute.
Thus, the only remaining set of relations to check is when i = n − 2 and
j = n− 1 or j = n. These again generally follow by straightforward induction, and
we will only prove one of the relations here.
[y
(n)
−(n−2)−(n−1)(a), y
(n)
n−2(b)]
= [y
(n−1)
−(n−3)−(n−2)(a)⊕ y
(n−1)
−(n−3)−(n−1)(−a), y
(n−1)
n−3 (b)⊕ y(n−1)n−3 (b)]
= [y
(n−1)
−(n−3)−(n−2)(a), y
(n−1)
n−3 (b)]⊕ [y(n−1)−(n−3)−(n−1)(−a), y
(n−1)
n−3 (b)]
= y
(n−1)
−(n−2)(ab)⊕ y
(n−1)
−(n−1)(ab)
= y
(n)
−(n−1)(ab).
Hence all the relations of the CST presentation hold.
Lemma 5.2.7. The centre of the group generated by the matrices in Section 5.2.2 is
the same as the centre of the half-spin representation as given in the table in Section
5.1.1.
Proof. It is a standard result (see for instance [9, Lemma 6.4.4]) that the diagonal
elements of the group are generated by elements of the form
h
(n)
i (t) = y
(n)
i (t)y
(n)
−i (−t−1)y(n)i (t)y(n)i (−1)y(n)−i (1)y(n)i (−1).
It follows from similar proofs to those in Lemma 5.2.6 for the elements y
(n)
i (t)
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that the following formulae hold:
h
(n)
1 (t) = I2n−3 ⊕ t−1I2n−3 ⊕ tI2n−3 ⊕ I2n−3
h
(n)
i (t) = h
(n−1)
i−1 (t)⊕ h(n−1)i−1 (t) for 2 ≤ r ≤ n− 2
h
(n)
n−1(t) = h
(n−1)
n−2 (t)⊕ h(n−1)n−1 (−t)
h(n)n (t) = h
(n−1)
n−1 (t)⊕ h(n−1)n−2 (−t)
Combining these with a direct computation which shows that
h
(3)
1 (t) = diag(1, t
−1, t, 1)
h
(3)
2 (t) = diag(t
−1, t, 1, 1)
h
(3)
3 (t) = diag(1, 1, t
−1, t)
we can explicitly construct the elements h
(n)
i (t) in all cases.
A direct computation, or induction, gives that
h
(n)
n−1(t)h
(n)
n (t) = diag(t
−1, t, t−1, t, . . . , t−1, t).
When q is odd, we can take t = t−1 = −1 and obtain a central element of order 2.
We can obtain an additional central element precisely when n is odd and
q ≡ 1 mod 4. Since q ≡ 1 mod 4, there exists an element λ = ν q−14 ∈ F∗q of order
4. Define
s(n)(t) = h
(n)
1 (−1)h(n)3 (−1) . . . h(n)n−4(−1)h(n)n−2(−1)h(n)n−1(t−1)h(n)n (t).
We prove that s(n)(λ) = λI2n−1 . As usual the case s
(3)(λ) is easy to check. For
n ≥ 5 and i ≥ 3 it follows immediately from the above calculations that
h
(n)
i (t) = h
(n−2)
i−2 (t)⊕ h(n−2)i−2 (t)⊕ h(n−2)i−2 (t)⊕ h(n−2)i−2 (t)
h
(n)
n−1(t) = h
(n−2)
n−3 (t)⊕ h(n−2)n−2 (−t)⊕ h(n−2)n−2 (−t)⊕ h(n−2)n−3 (t)
h(n)n (t) = h
(n−2)
n−2 (t)⊕ h(n−2)n−3 (−t)⊕ h(n−2)n−3 (−t)⊕ h(n−2)n−2 (t)
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and hence
s(n)(λ)
= h
(n)
1 (−1)
(
h
(n)
3 (−1) . . . h(n)n−2(−1)h(n)n−1(−λ)h(n)n (λ)
)
= (I2n−3 ⊕−I2n−3 ⊕−I2n−3 ⊕ I2n−3)
·
(
s(n−2)(λ)⊕ s(n−2)(−λ)⊕ s(n−2)(−λ)⊕ s(n−2)(λ)
)
= (I2n−3 ⊕−I2n−3 ⊕−I2n−3 ⊕ I2n−3) (λI2n−3 ⊕−λI2n−3 ⊕−λI2n−3 ⊕ λI2n−3)
= λI2n−1 .
Hence when n is odd the centre of the representation equals the full Schur multiplier
of O+2n(q), which is isomorphic to 2 when q ≡ 3 mod 4 and 4 when q ≡ 1 mod 4.
When n is even, it follows from Lemma 5.2.8 below that the representation is abso-
lutely irreducible. Since the Schur multiplier when n is even is 2×2, it is impossible
for the centre to be larger than 2, as the representation is centralised only by scalars
and so the centre will be cyclic. Thus we have a representation of HSpin+2n(q) in all
cases.
Lemma 5.2.8. The module generated by the matrices in Section 5.2.2 is absolutely
irreducible.
Proof. We proceed by induction. When n = 3, we have that O+6 (q)
∼= L4(q), and we
have the isomorphism HSpin+6 (q)
∼= SL4(q). In particular, the module we construct
is a faithful 4-dimensional representation, and hence by [41] it must be the natural
module of SL4(q), which is absolutely irreducible. For n > 3, consider the subgroup
generated by y
(n)
±i (b) for i = 2, . . . , n. The corresponding group is a direct sum of
the two half-spin representations of HSpin+2n−2(q), which by induction are absolutely
irreducible and by [10, Theorem II.4.2] are non-isomorphic. Hence by Lemma 5.2.4
the only non-trivial submodules of this direct sum are the two half-spin represen-
tations, and neither of these are preserved by the action of the generator y
(n)
1 (b).
Hence the half-spin representation of HSpin+2n(q) is absolutely irreducible.
Proof of Theorem 5.2.5. It follows from Lemmas 5.2.6, 5.2.7 and 5.2.8 that the ma-
trices generate an absolutely irreducible module of a group isomorphic to HSpin+2n(q).
It follows from [33, Proposition 5.4.11] that the only absolutely irreducible represen-
tations of an extension of O+2n(q) in dimension 2
n−1 are the half-spin representations,
and so we are done.
Note that instead of using the results of Lemmas 5.2.7 and 5.2.8, we could
show that the module is the absolutely irreducible half-spin representation by the
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direct computation of the elements h
(n)
i (t) in the proof of Lemma 5.2.7. By con-
sidering the first entry of the diagonal, we see that this representation has highest
weight (0, 0, . . . , 0, 1, 0), and the representation obtained by interchanging the roles
of y
(n)
n (b) and y
(n)
n−1(b) has highest weight (0, 0, . . . , 0, 0, 1). By comparing the di-
mensions of these representations with the dimensions of the irreducible half-spin
representations with these weights (as given for instance in [33, p.196]) and using
Lemma 4.1.21 we obtain that both representations are absolutely irreducible.
We next consider which classical groups the half-spin representations embed
into, and the forms that they preserve (if any).
Lemma 5.2.9. [33, Proposition 5.4.9] Let G = HSpin+2n(q). Then the half-spin
representation embeds G into a classical group Ω as described below, and no smaller
classical group in dimension 2n−1.
(i) If n is odd, then Ω = SL2n−1(q).
(ii) If n is even and q is even, then Ω = Ω+
2n−1(q).
(iii) If n ≡ 0 mod 4 and q is odd, then Ω = Ω+
2n−1(q).
(iv) If n ≡ 2 mod 4 and q is odd, then Ω = Sp2n−1(q).
Lemma 5.2.10. Let G = HSpin+2n(q) denote the half-spin representation with n
even, generated by the generators as given above. Then G preserves the form f (n)
defined as follows:
f (2) = antidiag(−1, 1).
f (n+2) = −f (n) ⊕̂ − f (n) ⊕̂ f (n) ⊕̂ f (n).
Proof. It is a direct computation to check that each generator preserves the appro-
priate form above.
5.2.4 Automorphisms of the spin group
Recall the notation of Section 5.1.4. To determine the actions of the outer
automorphisms on the spin group, we first need to determine which Fq-characters of
P can be extended to Fq-characters of Q by Theorem 5.1.12. We establish this by
determining the action of Fq-characters of P on the standard generators of the natu-
ral representation of Ω+2n(q). From [47, Section 2.1] we obtain generators x
(n)
i (b) for
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the natural representation of Ω+2n(q) (although the generators we use are transposed
and in reverse order to those provided in [47]).
x
(n)
i (b) = I2n + b(Ei+1,i − E2n+1−i,2n−i) for 1 ≤ i ≤ n− 1,
x(n)n (b) = I2n + b(En+2,n − En+1,n−1).
We define x
(n)
−i (b) = x
(n)
i (b)
T .
Let χ be a Fq-character of P , and suppose χ(αi) = λi. Recall the nota-
tion h(χ) as introduced in Section 5.1.4. If h(χ) is induced by a diagonal matrix
diag(a1, . . . , a2n), we obtain the following conditions on the ai from the above gen-
erators:
λi = a
−1
i+1ai = a
−1
2n+1−ia2n−i for 1 ≤ i ≤ n− 1,
λn = a
−1
n+2an = a
−1
n+1an−1.
We can obtain explicit formulae for the ai by setting an+2 = t and solving, which
gives:
a1 = tλ1λ2 . . . λn,
a2 = tλ2λ3 . . . λn,
...
an−1 = tλn−1λn,
an = tλn,
an+1 = tλn−1,
an+2 = t,
an+3 = tλ
−1
n−2,
an+4 = tλ
−1
n−3λ
−1
n−2,
...
a2n = tλ
−1
1 λ
−1
2 . . . λ
−1
n−2.
The standard generator of the automorphism δ ∈ CGO+2n(q) \ GO+2n(q) of
Ω+2n(q) is given by diag(ν, . . . , ν, 1, . . . , 1), where ν is a primitive element of F
∗
q . In
the above, this corresponds to taking λn = ν, t = λ1 = λ2 = . . . = λn−1 = 1; in
other words the Fq-character (1, . . . , 1, ν) induces the δ automorphism of Ω+2n(q).
The standard generator of the automorphism δ′ ∈ SO+2n(q) \ Ω+2n(q) (which
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is outer unless n is odd and q ≡ 3 mod 4) is given by diag(1, . . . , 1, ν, ν−1, 1, . . . , 1),
which corresponds to taking λn = ν, λn−1 = ν−1, t = λ1 = λ2 = . . . = λn−2 = 1;
thus the Fq-character (1, . . . , 1, ν−1, ν) induces the δ′ automorphism of Ω+2n(q).
Let d
(n)
α denote the matrix inducing the diagonal automorphism α ∈ {δ, δ′}
on the half-spin representation HSpin+2n(q) generated by the generators described
above. Recall that we obtain the other half-spin representation by interchanging
the generators y
(n)
±(n−1)(b) and y
(n)
±n(b). This is same as the action of the graph auto-
morphism γ, so we let d
(n)γ
α denote the matrix inducing the diagonal automorphism
on the other half-spin representation. Note that these diagonal matrices are unique
up to multiplication by a scalar; for consistency we will rescale so that the first
diagonal entry of the matrix is 1.
Theorem 5.2.11. Let ν denote a primitive element of Fq, and d
(n)
α be as defined
in the previous paragraph. Then
(i) d
(3)
δ = diag(1, 1, 1, ν
−1) and d(3)γδ = diag(1, ν
−1, ν−1, ν−1).
(ii) d
(n)
δ = d
(n−1)
δ ⊕ d(n−1)γδ and d(n)γδ = d(n−1)γδ ⊕ ν−1d(n−1)δ .
(iii) d
(3)
δ′ = diag(1, ν, ν, 1) and d
(3)γ
δ′ = diag(1, ν
−1, ν−1, 1).
(iv) d
(n)
δ′ = d
(n−1)
δ′ ⊕ νd(n−1)γδ′ and d(n)γδ′ = d(n−1)γδ′ ⊕ ν−1d(n−1)δ′ .
Proof. It suffices to ensure that conjugation by the given matrices acts as expected
on the generators.
For δ, this means that y
(n)
n (a)d
(n)
δ = y
(n)
n (νa) and for i < n, y
(n)
i (a)
d
(n)
δ =
y
(n)
i (a). It is easy to check this directly for n = 3. Inductively, it is clear from
the definition that y
(n)
i (a)
d
(n)
δ = y
(n)
i (a) for 1 < i < n − 1 since both d(n−1)δ and
d
(n−1)γ
δ commute with y
(n−1)
i−1 (a) by induction. Recall that y
(n)
n−1(b) = y
(n−1)
n−2 (b) ⊕
y
(n−1)
n−1 (−b) and y(n−1)n−1 (b) = y(n−1)n−1 (b) ⊕ y(n−1)n−2 (−b). Since d(n−1)δ commutes with
y
(n−1)
n−2 (b) and scales y
(n−1)
n−1 (b) to y
(n−1)
n−1 (νb), and d
(n−1)γ
δ commutes with y
(n−1)
n−1 (b)
and scales y
(n−1)
n−2 (b) to y
(n−1)
n−2 (νb), it follows that d
(n)
δ commutes with y
(n)
n−1(b) and
scales y
(n)
n (b) to y
(n)
n (νb) as required. It remains to check that d
(n)
δ commutes with
y
(n)
1 (b). This is equivalent to ensuring that, if we write d
(n)
δ = m1⊕m2⊕m3⊕m4 as
a direct sum of four matrices of dimension 2n−3, that m2 = m3. Inductively when
n ≥ 5 we have
d
(n)
δ = d
(n−1)
δ ⊕ d(n−1)γδ = d(n−2)δ ⊕ d(n−2)γδ ⊕ d(n−2)γδ ⊕ ν−1d(n−2)δ
so the matrices commute, and we can easily check that d
(4)
δ commutes with y
(4)
1 (b).
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For d
(n)γ
δ , a similar argument shows that if we write d
(n)γ
δ = d
(n−1)γ
δ ⊕λd(n−1)δ ,
then d
(n)γ
δ commutes with y
(n)
i for i 6= 1, n − 1, and that y(n)n−1(b)d
(n)γ
δ = y
(n)
n−1(νb).
To commute with y
(n)
1 (b), we require the middle two blocks to be equal; inductively
for n ≥ 5 we have
d
(n)
δ = d
(n−1)
δ ⊕ λd(n−1)γδ = d(n−2)δ ⊕ λd(n−2)γδ ⊕ λd(n−2)γδ ⊕ λd(n−2)δ
so the matrices commute, and when n = 4 we see that this condition is satisfied
only when λ = ν−1. The proof for δ′ is similar.
Lemma 5.2.12. Let d
(n)
α be as given in Theorem 5.2.11. Then
(i) det d
(n)
δ′ = ν
2n−2.
(ii) det d
(n)γ
δ′ = ν
−2n−2.
(iii) det d
(n)
δ = ν
2n−3(2−n).
(iv) det d
(n)γ
δ = ν
−2n−3n.
Proof. The formulae for the determinants of d
(n)
δ′ and d
(n)γ
δ′ are direct from Theorem
5.2.11.
Also from Theorem 5.2.11, if we set det d
(n)
δ = ν
an and det d
(n)γ
δ = ν
bn , then
a3 = −1, b3 = −3 and the coefficients satisfy the recurrence relation
an+1 = an + bn
bn+1 = an + bn − 2n−1
which we can reformulate into the single recurrence relation an+1 = 2an − 2n−2,
which we can solve using standard recurrence relation techniques to obtain a formula
for an, and then bn = an − 2n−2.
5.2.5 Results
Lemma 5.2.13. Let Ω = SL2n−1(q) with n odd and q = p
e, let G = (2, q−1)·Ω+2n(q)
be an S∗2 -candidate subgroup of Ω, with G the action group of the half-spin repre-
sentation, and let S = NΩ(G). Then we have:
(i) If q is even then S = G. We have a single Ω-class of subgroups isomorphic to
S, with trivial class stabiliser in GL2n−1(q).
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(ii) If q ≡ 3 mod 4 and n > 3 then S = G.2 with the 2 automorphism induced
by δG. We have two Ω-classes of subgroups isomorphic to S, with trivial class
stabiliser in GL2n−1(q).
(iii) If q ≡ 1 mod 4 and q 6≡ 1 mod 2n−2, then S = G.4 with the 4 automorphism
induced by δG. We have (2
n−1, q − 1) Ω-classes of subgroups isomorphic to S,
with trivial class stabiliser in GL2n−1(q).
(iv) If q ≡ 2n−2 + 1 mod 2n−1 then S = G.2, with the 2 automorphism induced
by δ2G = δ
′
G. We have 2
n−3 Ω-classes of subgroups isomorphic to S, with class
stabiliser in GL2n−1(q) given by 〈δ2n−3Ω 〉, with δ2
n−3
Ω inducing δG, an automor-
phism of order 4.
(v) If q ≡ 1 mod 2n−1 then S = G. We have 2n−3 Ω-classes of subgroups iso-
morphic to S, with class stabiliser in GL2n−1(q) given by 〈δ2n−3Ω 〉, with δ2
n−3
Ω
inducing δG, an automorphism of order 4.
In all cases, γΩ induces γG and φΩ induces φG.
Proof. The form preserved follows from Lemma 5.2.9.
Suppose q is odd. We first consider the δG automorphism of G. From Lemma
5.2.12 this is induced by a diagonal matrix with determinant ν−2n−3(2−n) where ν
is a primitive element of Fq. This is clearly a 2n−3-power of an element of Fq, and
is a 2n−1-power (and thus can be rescaled to lie in SL2n−1(q)) if and only if q 6≡ 1
mod 2n−2. If q ≡ 1 mod 2n−2 then δG is induced by a matrix with determinant a
2n−3-power but not a 2n−2-power, and hence is induced by (a conjugate of) δ2n−3Ω .
We next consider δ′G, which is nontrivial only when q ≡ 1 mod 4. We can
either perform similar computations to before on the determinant of the matrix
inducing δ′G, or we can notice that δ
′
G = δ
2
G; both methods conclude that δ
′
G is
induced by a matrix over Ω if and only if q 6≡ 1 mod 2n−1, and otherwise is induced
by δ2
n−2
Ω .
When q is even, neither G nor Ω have nontrivial diagonal outer automor-
phisms inside their respective conformal groups.
In all cases, the automorphism γG of G interchanges the two half-spin repre-
sentations. The automorphism γΩ of Ω sends y
(n)
i (a) to y
(n)
−i (−a), and it is straight-
forward to check that γG is induced by γΩ followed by conjugation by the matrix
d
(n)
γ , where:
d(3)γ = antidiag(−1,−1, 1, 1),
d(n+2)γ = −d(n)γ ⊕̂ − d(n)γ ⊕̂ d(n)γ ⊕̂ d(n)γ .
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The matrix d
(n)
γ has determinant 1, so the automorphism induced by it is inner and
so γG is induced by γΩ. That φG is induced by φΩ is direct from Corollary 4.4.2.
Lemma 5.2.14. Let Ω = Sp2n−1(q) with n ≡ 2 mod 4 and q = pe with p 6= 2, let
G = 2·2O
+
2n(q) be an S∗2 -candidate subgroup of Ω, with G the action group of the
half-spin representation, and let S = NΩ(G). Then we have S = G.2 with the 2
automorphism induced by δG. We have a single Ω-class of subgroups isomorphic to
S, with class stabiliser in CSp2n−1(q) given by 〈δΩ〉 with δΩ inducing δ′G. We also
have that φΩ induces φG.
Proof. The form preserved follows from Lemma 5.2.9, and by Lemma 5.2.10 it is
antidiagonal.
We first consider the action of δG. The matrix d
(n)
δ lies in the conformal
group of Ω, scaling the form by ν−
n
2
+1. Since n ≡ 2 mod 4, it follows that d(n)δ
rescales the form by a square, and hence can be rescaled to lie inside Ω. Thus δG
can be realised by a matrix inside Ω.
We next consider δ′G. Here d
(n)
δ′ scales the form by ν, and so it follows that
d
(n)
δ′ cannot be rescaled to lie inside Ω, and so δ
′
G is induced by the automorphism
δΩ of Ω.
By Corollary 4.4.2, φΩ induces φG.
For the computations in the next lemma, we use the other half-spin repre-
sentation to that used in the previous two lemmas, since these provide nicer auto-
morphisms. We can move between the two half-spin representations by conjugating
by the γ automorphism of HSpin+2n(q). This does not change the isomorphism class
of the group.
Lemma 5.2.15. Let Ω = Ω+
2n−1(q) with n ≡ 0 mod 4 and q = pe with p 6= 2, let
G = 2·2O
+
2n(q) be an S∗2 -candidate subgroup of Ω, with G the action group of the
half-spin representation, and let S = NΩ(G). Then we have S = G.2 with the 2
automorphism induced by δG. We have four Ω-classes of subgroups isomorphic to
S, with class stabiliser in CGO+
2n−1(q) given by 〈δΩ〉 with δΩ inducing δ′G. We also
have that φΩ induces φG.
Proof. Again, the form preserved is from Lemma 5.2.9.
Considering δG first, as in Lemma 5.2.14 the matrix d
(n)γ
δ scales the form by
ν−
n
2 ; since n ≡ 0 mod 4 we can scale d(n)γδ by ν
n
4 to obtain a matrix which preserves
the form; further, by Lemma 5.2.12 such a matrix has determinant 1. It remains
to compute the spinor norm. The matrices I2n−1 + νEi,i + νE2n−1+1−i,2n−1+1−i are
reflections in Ω, and hence we can determine the spinor norm of ν
n
4 d
(n)γ
δ by counting
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the powers of ν which appear in the first 2n−2 diagonal entries, and indeed since
ν
n
4 d
(n)γ
δ is diagonal, the spinor norm will be determined by whether the product of
the first 2n−2 diagonal entries is a square. By Theorem 5.2.11 and Lemma 5.2.12,
this determinant is ν−2n−4(n−1)νn2n−3 . Since n 6= 4, this is a square, and so δG is
inner.
We next consider δ′G. The matrix d
(n)γ
δ′ scales the form by ν
−1 which is not
a square in Fq; hence d
(n)γ
δ′ lies in the conformal group of Ω and thus is induced by
either a conjugate of δΩ or a conjugate of δΩγΩ. Note however from the presentation
that δ2Ω is inner whereas (δΩγΩ)
2 = δ′Ω, so we can determine which situation we
are in by finding the spinor norm of ν(d
(n)γ
δ′ )
2, which preserves the form and has
determinant 1. This matrix is diagonal with all entries equal to either ν or ν−1;
hence it is a product of 2n−2 reflections and thus has spinor norm 1. Hence δ′G is
induced by δΩ.
Since δ′G = (δGγG)
2, if there was an automorphism α of Ω which induced γG,
we would require α2 to induce δ′G, and hence α
2 = δΩ. However since γG has order
2, α2 would also have to be inner. Thus no such α exists, and thus no automorphism
of Ω induces γG.
By Corollary 4.4.2 φΩ induces φG.
Note that when n = 4, the spin modules are images of the natural mod-
ule under the triality automorphism, and stabilisers of the representation can be
determined accordingly from stabilisers of the natural representation.
Lemma 5.2.16. Let Ω = Ω+
2n−1(q) with n even and q = 2
e, let G = Ω+2n(q) be an
S∗2 -candidate subgroup of Ω with G the action group of the half-spin representation,
and let S = NΩ(G). Then we have S = G. We have a single Ω-class of subgroups
isomorphic to S, with trivial class stabiliser in CGO+
2n−1(q). We also have that φΩ
induces φG.
Proof. By Lemma 5.2.9, we have G < Ω, with the outer automorphism group of
Ω generated by γΩ and φΩ. By Corollary 4.4.2 φΩ induces φG, and since γG inter-
changes the two half-spin representations, it cannot be induced by any of the outer
automorphisms of Ω.
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5.3 Constructing the spin representation Spin◦2n+1(q)
5.3.1 Generators
The generators z
(n)
i (b) of the spin representation Spin
◦
2n+1(q) can be found
from the generators of the half-spin representation of HSpin+2n+2(q).
z
(n)
i (b) = y
(n+1)
i (b) for 1 ≤ i ≤ n− 1
z(n)n (b) = y
(n+1)
n (b)y
(n+1)
n+1 (b)
Equivalently, note that
y(n+1)n (b) + y
(n+1)
n+1 (b)− I2n−1 − y(n+1)n (b)y(n+1)n+1 (b)
= −(y(n+1)n (b)− I2n−1)(y(n+1)n+1 (b)− I2n−1) = 0
where the last equality follows by a direct computation. Hence we can also write
z(n)n (b) = y
(n+1)
n (b) + y
(n+1)
n+1 (b)− I2n−1
and this definition may be more convenient in some places.
As in Section 5.2.2, the generators of the spin representation Spin◦2n+1(q) are
the elements z
(n)
i (b) and their transposes.
5.3.2 Proof of correctness of the generators
The method we use to prove this is similar to that used in Theorem 5.2.5,
and indeed many of the results will follow from the results proved there. One small
technical complication comes from the fact that when there is a double edge con-
necting z
(n)
i (b) and z
(n)
j (b), the CST presentation involves two additional generators,
z
(n)
i+j(b) and z
(n)
i+2j(b), and unlike the case when there is a single edge, formulae for
these generators in terms of z
(n)
i (b) and z
(n)
j (b) do not follow immediately from the
relations.
When there is a double edge between roots αi and αj , the list of relations
from Theorem 5.1.1 is as follows:
181
[z
(n)
i (a), z
(n)
j (b)] = z
(n)
i+j(ab)z
(n)
i+2j(−ab2)
[z
(n)
i (a), z
(n)
i+j(b)] = 1
[z
(n)
i (a), z
(n)
i+2j(b)] = 1
[z
(n)
i (a), z
(n)
−j (b)] = 1
[z
(n)
i (a), z
(n)
−i−j(b)] = z
(n)
−j (−ab)z(n)−i−2j(ab2)
[z
(n)
i (a), z
(n)
−i−2j(b)] = 1
[z
(n)
j (a), z
(n)
i+j(b)] = z
(n)
i+2j(2ab)
[z
(n)
j (a), z
(n)
i+2j(b)] = 1
[z
(n)
j (a), z
(n)
−i−j(b)] = z
(n)
−i (2ab)
[z
(n)
−i−2j(a), z
(n)
j (b)] = z
(n)
−i−j(ab)z
(n)
−i (−ab2)
[z
(n)
i+j(a), z
(n)
i+2j(b)] = 1
[z
(n)
−i−2j(a), z
(n)
i+j(b)] = z
(n)
−j (−ab)z(n)i (ab2)
[z
(n)
−i (a), z
(n)
−j (b)] = z
(n)
−i−j(−ab)z(n)−i−2j(−ab2)
[z
(n)
−i−j(a), z
(n)
−i (b)] = 1
[z
(n)
−i (a), z
(n)
−i−2j(b)] = 1
[z
(n)
j (a), z
(n)
−i (b)] = 1
[z
(n)
−i (a), z
(n)
i+j(b)] = z
(n)
j (ab)z
(n)
i+2j(ab
2)
[z
(n)
i+2j(a), z
(n)
−i (b)] = 1
[z
(n)
−i−j(a), z
(n)
−j (b)] = z
(n)
−i−2j(2ab)
[z
(n)
−i−2j(a), z
(n)
−j (b)] = 1
[z
(n)
i+j(a), z
(n)
−j (b)] = z
(n)
i (2ab)
[z
(n)
i+2j(a), z
(n)
−j (b)] = z
(n)
i+j(−ab)z(n)i (−ab2)
[z
(n)
−i−2j(a), z
(n)
−i−j(b)] = 1
[z
(n)
i+2j(a), z
(n)
−i−j(b)] = z
(n)
j (ab)z
(n)
−i (ab
2)
As before, we only list half of the relations; the other half are obtained by
inverting these relations. The relations on the right hand side are also directly
obtainable from those on the left hand side by transposing. Thus typically we will
only need to check the relations on the left hand side.
Lemma 5.3.1. Assume that the relations in Theorem 5.1.1 hold for relators z
(n)
i (a)
and z
(n)
j (a) where there is a double edge between the corresponding root elements αi
and αj. Suppose also that z
(n)
α (a)−1 = z
(n)
α (−a) for any root α with support contained
in {i, j}. Then:
z
(n)
i+2j(a) = z
(n)
−j (1)z
(n)
j (−1)z(n)i (−a)z(n)j (1)z(n)−j (−1)
z
(n)
i+j(a) = z
(n)
i (−a)z(n)j (−1)z(n)i (a)z(n)j (1)z(n)i+2j(a).
Proof. We will use some of the relations in Theorem 5.1.1; specifically:
[z
(n)
i (a), z
(n)
j (b)] = z
(n)
i+j(ab)z
(n)
i+2j(−ab2),
[z
(n)
i+2j(c), z
(n)
−j (d)] = z
(n)
i+j(−cd)z(n)i (−cd2).
We invert the latter to get
[z
(n)
−j (d), z
(n)
i+2j(c)] = z
(n)
i+j(cd)z
(n)
i (cd
2).
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Expanding and multiplying together, we get
z
(n)
i+j(ab)z
(n)
i+2j(−ab2)z(n)i+j(cd)z(n)i (cd2) = [z(n)i (a), z(n)j (b)][z(n)−j (d), z(n)i+2j(c)].
Note that from the relations in Theorem 5.1.1, all the terms on the left hand side
commute; in particular, the z
(n)
i+j terms will cancel if cd = −ab. Similarly, a z(n)i+2j
term from each side will cancel if −ab2 = c. Assuming both of these conditions, we
can rearrange to obtain:
z
(n)
i (cd
2) = z
(n)
i (−a)z(n)j (−b)z(n)i (a)z(n)j (b)z(n)−j (−d)z(n)i+2j(−c)z(n)−j (d)
and so
1 = z
(n)
i (−cd2)z(n)i (−a)z(n)j (−b)z(n)i (a)z(n)j (b)z(n)−j (−d)z(n)i+2j(−c)z(n)−j (1).
This rearranges to obtain
z
(n)
i+2j(c) = z
(n)
−j (d)z
(n)
i (−cd2)z(n)i (−a)z(n)j (−b)z(n)i (a)z(n)j (b)z(n)−j (−d).
Taking b = d = 1 and a = −c, we obtain the first relation (interchanging the roles
of a and c). and our first formulae holds.
We can then use the relation [z
(n)
i (a), z
(n)
j (b)] = z
(n)
i+j(ab)z
(n)
i+2j(−ab2) to get
z
(n)
i+j(a) = [z
(n)
i (a), z
(n)
j (1)]z
(n)
i+2j(a).
Remark 5.3.2. In the proof of the above, we could also take b = d = −1 and
a = −c, giving the alternate formula:
z
(n)
i+2j(a) = z
(n)
−j (−1)z(n)j (1)z(n)i (−a)z(n)j (−1)z(n)−j (1).
The next results hold specifically for the spin groups.
Lemma 5.3.3. Let z
(n)
i (b) be as defined in Section 5.3.1. If the relations in Theorem
5.1.1 hold, then the following formulae hold, for n > 2.
(1) z
(2)
(1)+(2)(b) = I4 − bE3,1 − bE4,2.
(2) z
(2)
(1)+2(2)(b) = I4 − bE4,1.
(3) z
(n)
i (b) = z
(n−1)
i−1 (b)⊕ z(n−1)i−1 (b) for all i with 2 ≤ i ≤ n− 1.
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(4) z
(n)
n (b) = z
(n−1)
n−1 (b)⊕ z(n−1)n−1 (−b).
(5) z
(n)
(n−1)+(n)(b) = z
(n−1)
(n−2)+(n−1)(b)⊕ z
(n−1)
(n−2)+(n−1)(−b).
(6) z
(n)
(n−1)+2(n)(b) = z
(n−1)
(n−2)+2(n−1)(b)⊕ z
(n−1)
(n−2)+2(n−1)(b).
Proof. The proofs of (1) and (2) are direct computations using Lemma 5.3.1 and
the definitions in Section 5.3.1. (3) follows from Section 5.2.2. For (4) we have
z(n)n (b) = y
(n+1)
n (b)y
(n+1)
n+1 (b)
=
(
y
(n)
n−1(b)⊕ y(n)n (−b)
)(
y(n)n (b)⊕ y(n)n−1(−b)
)
=
(
y
(n)
n−1(b)y
(n)
n (b)
)
⊕
(
y(n)n (−b)y(n)n−1(−b)
)
= z
(n−1)
n−1 (b)⊕ z(n−1)n−1 (−b).
From this and Lemma 5.3.1, we can derive (6):
z
(n)
(n−1)+2(n)(b) = z
(n)
−n(1)z
(n)
n (−1)z(n)n−1(−b)z(n)n (1)z(n)−n(−1)
= (z
(n−1)
−(n−1)(1)z
(n−1)
n−1 (−1)z(n−1)n−2 (−b)z(n−1)n−1 (1)z(n−1)−(n−1)(−1))
⊕ (z(n−1)−(n−1)(−1)z
(n−1)
n−1 (1)z
(n−1)
n−2 (−b)z(n−1)n−1 (−1)z(n−1)−(n−1)(1))
= z
(n−1)
(n−2)+2(n−1)(b)⊕ z
(n−1)
(n−2)+2(n−1)(b)
where the last line follows from Remark 5.3.2. Finally we prove (5):
z
(n)
(n−1)+(n)(b) = [z
(n)
n−1(b), z
(n)
n (1)]z
(n)
(n−1)+2(n)(b)
= [z
(n−1)
n−2 (b), z
(n−1)
n−1 (1)]z
(n−1)
(n−2)+2(n−1)(b)
⊕ [z(n−1)n−2 (b), z(n−1)n−1 (−1)]z(n−1)(n−2)+2(n−1)(b)
= z
(n−1)
(n−2)+(n−1)(b)⊕ z
(n−1)
(n−2)+(n−1)(−b).
Hence, if the relations in Theorem 5.1.1 hold, it must follow that the genera-
tors z
(n)
(n−1)+(n)(b) and z
(n)
(n−1)+2(n)(b) must have the structure as described in Lemma
5.3.1 and Lemma 5.3.3. Thus we will use the results of Lemma 5.3.3 as our defini-
tions of the generators z
(n)
(n−1)+(n)(b) and z
(n)
(n−1)+2(n)(b), and prove below that these
definitions, plus the generators as given in Section 5.3.1, satisfy the conditions of
Theorem 5.1.1.
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Remark 5.3.4. We can perform similar computations using the corresponding re-
lations for the negative roots to derive that in the spin groups, z
(n)
−i−j(b) = z
(n)
i+j(b)
T
and z
(n)
−i−2j(b) = z
(n)
i+2j(b)
T .
Theorem 5.3.5. Let n ≥ 2, and q = pe be a prime power. Let B denote a basis of
Fq viewed as a Fp-vector space. Then the group generated by {z(n)i (b) : b ∈ B} and
{z(n)i (b)T : b ∈ B} with the generators as given in Section 5.3.1 is Spin◦2n+1(q).
Proof. We again aim to show that the generators satisfy the conditions of Theorem
5.1.1. Any relations which do not involve the root αn follow directly from Theorem
5.2.5.
From inspection and Lemma 5.2.2 we can see that z
(n)
n (a)z
(n)
n (b) = z
(n)
n (a+
b). From Lemma 5.2.2 and Lemma 5.3.3 we can conclude that the same holds for
z
(n)
(n−1)+(n)(a) and z
(n)
(n−1)+2(n)(a), and thus similarly to Theorem 5.2.5 the first two
sets of relations in Theorem 5.1.1 hold.
It also follows from the corresponding relations in Theorem 5.2.5 that z
(n)
±i (a) =
y
(n+1)
±i (a) commutes with z
(n)
±n(b) = y
(n+1)
±n (b)y
(n+1)
±(n+1)(b) for any i ≤ n− 1.
It remains to check the relations involving the roots αn−1 and αn. Again,
these can be straightforwardly checked by hand or computer for n = 2, and we
proceed by induction for larger n. The results for pairs of generators which com-
mute follow immediately by induction and Lemma 5.3.3 (4)-(6). The remaining six
relators also follow relatively straightforwardly. We provide only one of the compu-
tations; the rest are similar.
[z
(n)
n−1(a), z
(n)
−(n−1)−n(b)]
= [z
(n−1)
n−2 (a)⊕ z(n−1)n−2 (a), z(n−1)−(n−2)−(n−1)(b)⊕ z
(n−1)
−(n−2)−(n−1)(−b)]
= [z
(n−1)
n−2 (a), z
(n−1)
−(n−2)−(n−1)(b)]⊕ [z
(n−1)
n−2 (a), z
(n−1)
−(n−2)−(n−1)(−b)]
= z
(n−1)
−(n−1)(−ab)z
(n−1)
−(n−2)−2(n−1)(ab
2)⊕ z(n−1)−(n−1)(ab)z
(n−1)
−(n−2)−2(n−1)(ab
2)
=
(
z
(n−1)
−(n−1)(−ab)⊕ z
(n−1)
−(n−1)(ab)
)(
z
(n−1)
−(n−2)−2(n−1)(ab
2)⊕ z(n−1)−(n−2)−2(n−1)(ab2)
)
= z
(n)
−(n−1)(−ab)z
(n)
−(n−2)−2(n−1)(ab
2).
Hence all the relations hold and thus we have a representation of some central
extension of O◦2n+1(q).
We next determine the diagonal elements of this representation, which follow
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directly from the corresponding proof in Theorem 5.2.5:
h
(n)
1 (b) = I2n−2 ⊕ b−1I2n−2 ⊕ bI2n−2 ⊕ I2n−2
h
(n)
i (b) = h
(n−1)
i−1 (b)⊕ h(n−1)i−1 (b) for 2 ≤ r ≤ n− 1
h(n)n (b) = h
(n−1)
n−1 (b)⊕ h(n−1)n−1 (b).
It follows by induction that the matrix
h(n)n (b) = z
(n)
n (b)z
(n)
−n(−b−1)z(n)n (b)z(n)n (−1)z(n)−n(1)z(n)n (−1)
is diagonal and of the form diag(b−1, b, . . . , b−1, b). Hence when q is odd we can
take b = −1 to show that −I2n is in the group generated by the above generators,
and hence this group has a centre of size at least 2. Since the Schur multiplier of
O◦2n+1(q) is (2, q − 1) from [19, Table 2.2], we have a representation of Spin◦2n+1(q).
The proof that this module is irreducible, and hence is the spin representation, is
similar to the proof of irreducibility as given in Theorem 5.2.5.
Lemma 5.3.6. [33, Proposition 5.4.9] Let G = Spin◦2n+1(q). Then G embeds into
a classical group Ω as described below:
(i) If q is even, then Ω = Ω+2n(q).
(ii) If n ≡ 0, 3 mod 4 and q is odd, then Ω = Ω+2n(q).
(iii) If n ≡ 1, 2 mod 4 and q is odd, then Ω = Sp2n(q).
Lemma 5.3.7. Let G = Spin◦2n+1(q) denote the spin representation, generated by
the generators as given above. Then G preserves the form f (n) defined as follows:
f (1) = antidiag(−1, 1)
f (2) = antidiag(−1,−1, 1, 1)
f (n+2) = −f (n) ⊕̂ − f (n) ⊕̂ f (n) ⊕̂ f (n).
Proof. A direct computation, or via Lemma 5.2.10.
5.3.3 Automorphisms
We will proceed using similar techniques to those used in Section 5.2.4.
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Using [47, Section 2.2] we obtain generators for Ω◦2n+1(q) in its natural rep-
resentation:
x
(n)
i (t) = I2n+1 + t(Ei+1,i − E2n+2−i,2n+1−i) for 1 ≤ i ≤ n− 1,
x
(n)
−i (t) = x
(n)
i (t)
T ,
x(n)n (t) = I2n+1 + t(2En+2,n+1 − En+1,n − En+2,n),
x
(n)
−n(t) = I2n+1 + t(2En,n+1 − En+1,n+2 − En,n+2).
Note that the generator x
(n)
n (t) is derived from the corresponding element of
the Lie algebra given by t(2En+2,n+1 − En+1,n).
Let χ be an Fq-character of P , and suppose χ(αi) = λi. Recall the notation
of Section 5.1.4. If h(χ) is induced by a diagonal matrix diag(a1, . . . , a2n), we obtain
the following conditions on the ai from the above generators:
λi = a
−1
i+1ai = a
−1
2n+2−ia2n+1−i for 1 ≤ i ≤ n− 1,
λn = a
−1
n+2an+1 = a
−1
n+1an,
λ2n = a
−1
n+2an.
Similarly to before, we solve this by setting an+1 = t and obtaining:
a1 = tλ1λ2 . . . λn,
a2 = tλ2λ3 . . . λn,
a3 = tλ3λ4 . . . λn,
...
an−1 = tλn−1λn,
an = tλn,
an+1 = t,
an+2 = tλ
−1
n ,
an+3 = tλ
−1
n−1λ
−1
n ,
an+4 = tλ
−1
n−2λ
−1
n−2λ
−1
n ,
...
a2n+1 = tλ
−1
1 λ
−1
2 . . . λ
−1
n .
A generator for the diagonal outer automorphism δ of Ω◦2n+1(q) is given
by diag(ν, 1, . . . , 1, ν−1) for ν a primitive element of F∗q , which corresponds to the
character (ν, 1, 1, . . . , 1). As before let d
(n)
δ induce δ on the spin representation
Spin◦2n+1(q).
Lemma 5.3.8. d
(n)
δ = diag(1, . . . , 1, ν
−1, . . . , ν−1).
Proof. It is a straightforward computation to check that conjugation by the matrix
diag(1, . . . , 1, ν−1, . . . , ν−1) sends z(n)1 (b) to z
(n)
1 (νb). For the remaining generators,
note that diag(1, . . . , 1, ν−1, . . . , ν−1) is a direct sum of two 2n−1-dimensional scalar
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matrices, and all other generators z
(n)
i (b) are direct sums of two 2
n−1-dimensional
matrices; hence diag(1, . . . , 1, ν−1, . . . , ν−1) will commute with all the remaining
generators. Hence conjugation by diag(1, . . . , 1, ν−1, . . . , ν−1) induces the diagonal
automorphism corresponding to the character (ν, 1, . . . , 1), so that we can take d
(n)
δ =
diag(1, . . . , 1, ν−1, . . . , ν−1).
5.3.4 Results
Lemma 5.3.9. Let Ω = Sp2n(q) with n ≡ 1, 2 mod 4 and q = pe with p 6= 2, let
G = 2·Ω◦2n+1(q) be an S∗2 -candidate subgroup of Ω, with G the action group of the
spin representation, and let S = NΩ(G). Then we have S = G. We have a single
Ω-class of subgroups isomorphic to S, with class stabiliser in CSp2n(q) given by 〈δΩ〉
with δΩ inducing δG. We also have that φΩ induces φG.
Proof. The shape of Ω is from Lemma 5.3.6, and the structure of the preserved
form is from Lemma 5.3.7; in particular the form preserved by G is antidiagonal.
From Lemma 5.3.8, it is straightforward to check that the matrix d
(n)
δ inducing δ
on G scales the form by ν−1, a primitive element of F∗q . Thus d
(n)
δ lies in CSp2n(q) \
Sp2n(q) and so the automorphism δG of G is induced by δΩ. Results on the field
automorphisms follow from Corollary 4.4.2.
Lemma 5.3.10. Let Ω = Ω+2n(q) with n ≡ 0, 3 mod 4, n > 3 and q = pe with
p 6= 2, let G = 2·Ω◦2n+1(q) be an S∗2 -candidate subgroup of Ω, with G the action
group of the spin representation, and let S = NΩ(G). Then we have S = G. We
have four Ω-classes of subgroups isomorphic to S, with class stabiliser in CGO+2n(q)
given by 〈δΩ〉, with δΩ inducing δG. We also have that φΩ induces φG.
Proof. Similarly to Lemma 5.3.9, we can determine the form preserved by G from
Lemmas 5.3.6 and 5.3.7, and it also follows that d
(n)
δ lies in the conformal group of
Ω. Hence, similarly to Lemma 5.2.15, this will be induced by δΩ or δΩγΩ depending
on whether the spinor norm of ν(d
(n)
δ )
2 is 1 or −1 respectively. This matrix is
diag(ν, . . . , ν, ν−1, . . . , ν−1), which is a product of 2n−1 reflections, each of the form
I2n + νEi,i − ν−1E2n+1−i,2n+1−i for 1 ≤ i ≤ 2n−1. Since n > 3 this has spinor norm
1, so that δG is induced by δΩ. Results on the field automorphisms follow from
Corollary 4.4.2.
Lemma 5.3.11. Let Ω = Ω+2n(q) with n > 2 and q = 2
e, let G = Ω◦2n+1(q) ∼= Sp2n(q)
be an S∗2 -candidate subgroup of Ω, with G the action group of the spin representation,
and let S = NΩ(G). Then we have S = G. We have a single Ω-class of subgroups
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isomorphic to S, with trivial class stabiliser in CGO+2n(q). We also have that φΩ
induces φG.
Proof. The form preserved is due to Lemma 5.3.6. The only outer automorphisms
of Ω are field automorphisms, and so the result follows from Corollary 4.4.2.
5.4 Constructing the half-spin representation HSpin−2n(q)
5.4.1 Generators
The generators z
(n)
i (t) of the half-spin representation HSpin
−
2n(q) can be
found from the generators yi(b) of HSpin
+
2n(q
2) as given in Section 5.2.2 (see Example
5.1.9):
z
(n)
i (b) = y
(n)
i (b) ∀ i ≤ n− 2, ∀ b ∈ F∗q
z
(n)
n−1(r) = y
(n)
n−1(r)y
(n)
n (r¯) ∀ r ∈ F∗q2
where r¯ = rq denotes the image of r ∈ F∗q2 under the field automorphism σ of order
2. Again the full set of generators consist of the z
(n)
i (t) and their transposes.
Remark 5.4.1. (1) Note that matrices corresponding to short roots (in our case,
the roots αn and αn−1 + αn) take their argument from F∗q2 , whereas matrices
corresponding to long roots take their argument from F∗q . To distinguish between
the two, we will use r and s to denote elements of F∗q2 , and a and b to denote
elements of F∗q2 . We will use t as the argument when considering both long and
short roots together.
(2) Notice that if we take the last generator z
(n)
n−1(r) to only take arguments in F∗q
rather than F∗q2 , we would have the generators of Spin
◦
2n−1(q) as given in Section
5.3.1. In particular, by considering the restriction of the above generators to
the generators of Spin◦2n−1(q), we see that the structure constants α,β and ηα,β
must agree with the structure constants found in Examples 5.1.3 and 5.1.5, and
we can use these and Theorem 5.1.7 to write down the relations that these
generators must satisfy in order to generate a representation of the half-spin
representation HSpin−2n(q).
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5.4.2 Proof of correctness of the generators
Lemma 5.4.2. Assume the relations in Theorem 5.1.7 hold. Then we have formulae
for zi+2j(b) and zi+j(r):
z
(n)
i+2j(a) = z
(n)
−j (1)z
(n)
j (−1)z(n)i (−a)z(n)j (1)z(n)−j (−1)
z
(n)
i+j(r) =
[
z
(n)
i (1), z
(n)
j (r)
]
z
(n)
i+2j(rr¯).
Proof. Similar to Lemma 5.3.1.
Remark 5.4.3. (1) As in Remark 5.3.2, we can also obtain the alternate formula:
z
(n)
i+2j(a) = z
(n)
−j (−1)z(n)j (1)z(n)i (−a)z(n)j (−1)z(n)−j (1).
(2) Note that the root αi + 2αj is a long root, so the expression z
(n)
i+2j(a) is only
valid for a ∈ F∗q . The root αi + αj is short, so z(n)i+j(r) is valid for r ∈ F∗q2 .
(3) Similarly to before, for the half-spin representation we can compute that z
(n)
−i−j(r) =
z
(n)
i+j(r¯)
T and z
(n)
−i−2j(a) = z
(n)
i+2j(a)
T .
Lemma 5.4.4. Let z
(n)
i (t) be as defined in Section 5.4.1. Then if the relations in
Theorem 5.1.7 hold, the following formulae hold, for n > 2:
(1) z
(2)
(1)+(2)(r) = I4 − rE3,1 − r¯E4,2.
(2) z
(2)
(1)+2(2)(a) = I4 − aE4,1.
(3) z
(n)
i (a) = z
(n−1)
i−1 (a)⊕ z(n−1)i−1 (a) for all i with 2 ≤ i ≤ n− 2.
(4) z
(n)
n−1(r) = z
(n−1)
n−2 (r)⊕ z(n−1)n−2 (−r¯).
(5) z
(n)
−(n−1)(r) = z
(n−1)
−(n−2)(r)⊕ z
(n−1)
−(n−2)(−r¯).
(6) z
(n)
(n−2)+(n−1)(r) = z
(n−1)
(n−3)+(n−2)(r)⊕ z
(n−1)
(n−3)+(n−2)(−r¯).
(7) z
(n)
(n−2)+2(n−1)(a) = z
(n−1)
(n−3)+2(n−2)(a)⊕ z
(n−1)
(n−3)+2(n−2)(a).
Proof. Similar to Lemma 5.3.3.
Theorem 5.4.5. Let n ≥ 3 and q = pe be a prime power. Let B denote a basis of
Fq viewed as a Fp-vector space, and extend B to a basis R of Fq2, again viewed as
a Fp-vector space. For r ∈ Fq2, let r¯ = rq, the field automorphism which fixes Fq.
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Let z
(n)
i (t) be as given in Section 5.4.1. Then the group generated by {z(n)i (b) : b ∈
B, i = 1, . . . , n − 2} and {z(n)n−1(r) : r ∈ R}, plus the matrices for the corresponding
negative roots {z(n)i (b)T : b ∈ B, i = 1, . . . , n − 2} and {z(n)n−1(r¯)T : r ∈ R}, is the
half-spin representation HSpin−2n(q).
Proof. We check that these generators satisfy all the relations of Theorem 5.1.7.
From Remark 5.4.1, we see that any relations not involving z
(n)
n−1(r) or its
conjugate transpose are precisely the relations checked in Theorem 5.3.5, and in
turn in Theorem 5.2.5. Thus it suffices to check only the relations involving z
(n)
n−1(r)
and its conjugate transpose.
Since y
(n)
n−1(r) and y
(n)
n (r¯) both commute with y
(n)
i (b) for i < n−2 by Theorem
5.2.5, it follows immediately that z
(n)
n−1(r) commutes with z
(n)
i (b) for i < n− 2, and
thus we only need to check the relations involving roots in the twisted Dynkin
diagram Bn−1 with support in {n− 2, n− 1}.
The relations that we need to check are due to Theorem 5.1.7, and are listed
explicitly below, where i = n− 2 and j = n− 1:
[z
(n)
i (a), z
(n)
j (r)] = z
(n)
i+j(ar)z
(n)
i+2j(−arr¯)
[z
(n)
i (a), z
(n)
i+j(r)] = 1
[z
(n)
i (a), z
(n)
i+2j(b)] = 1
[z
(n)
i (a), z
(n)
−j (r)] = 1
[z
(n)
i (a), z
(n)
−i−j(r)] = z
(n)
−j (−ar)z(n)−i−2j(arr¯)
[z
(n)
i (a), z
(n)
−i−2j(b)] = 1
[z
(n)
j (r), z
(n)
i+j(s)] = z
(n)
i+2j(rs¯+ r¯s)
[z
(n)
j (r), z
(n)
i+2j(a)] = 1
[z
(n)
j (r), z
(n)
−i−j(s)] = z
(n)
−i (rs¯+ r¯s)
[z
(n)
−i−2j(a), z
(n)
j (r)] = z
(n)
−i−j(ar)z
(n)
−i (−arr¯)
[z
(n)
i+j(r), z
(n)
i+2j(a)] = 1
[z
(n)
−i−2j(a), z
(n)
i+j(r)] = z
(n)
−j (−ar)z(n)i (arr¯)
[z
(n)
−i (a), z
(n)
−j (r)] = z
(n)
−i−j(−ar)z(n)−i−2j(−arr¯)
[z
(n)
−i−j(a), z
(n)
−i (r)] = 1
[z
(n)
−i (a), z
(n)
−i−2j(b)] = 1
[z
(n)
j (a), z
(n)
−i (r)] = 1
[z
(n)
−i (a), z
(n)
i+j(r)] = z
(n)
j (ar)z
(n)
i+2j(arr¯)
[z
(n)
i+2j(a), z
(n)
−i (b)] = 1
[z
(n)
−i−j(r), z
(n)
−j (s)] = z
(n)
−i−2j(rs¯+ r¯s)
[z
(n)
−i−2j(a), z
(n)
−j (r)] = 1
[z
(n)
i+j(r), z
(n)
−j (s)] = z
(n)
i (rs¯+ r¯s)
[z
(n)
i+2j(a), z
(n)
−j (r)] = z
(n)
i+j(−ar)z(n)i (−arr¯)
[z
(n)
−i−2j(a), z
(n)
−i−j(r)] = 1
[z
(n)
i+2j(a), z
(n)
−i−j(r)] = z
(n)
j (ar)z
(n)
−i (arr¯)
As in Theorem 5.2.5 and Theorem 5.3.5, we check these results for the base
case n = 3 by hand or by computer. For higher dimensions, the results again follow
by straightforward induction using Lemma 5.4.4, and we only supply two sample
calculations; the remaining ones are similar.
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[
z
(n)
(n−2)+(n−1)(r), z
(n)
−(n−1)(s)
]
=
[
z
(n−1)
(n−3)+(n−2)(r), z
(n−1)
−(n−2)(s)
]
⊕
[
z
(n−1)
(n−3)+(n−2)(−r¯), z
(n−1)
−(n−2)(−s¯)
]
= z
(n−1)
n−3 (rs¯+ r¯s)⊕ z(n−1)n−3 (r¯s+ rs¯)
= z
(n)
n−2(rs¯+ r¯s).
[
z
(n)
−(n−2)−2(n−1)(a), z
(n)
i+j(r)
]
=
[
z
(n−1)
−(i−3)−2(i−2)(a), z
(n−1)
(n−3)+(n−2)(r)
]
⊕
[
z
(n−1)
−(n−3)−2(n−2)(a), z
(n−1)
(n−3)+(n−2)(−r¯)
]
=
(
z
(n−1)
−(n−2)(−ar)z
(n−1)
n−3 (arr¯)
)
⊕
(
z
(n−1)
−(n−2)(ar¯)z
(n−1)
n−3 (arr¯)
)
=
(
z
(n−1)
−(n−2)(−ar)⊕ z
(n−1)
−(n−2)(ar¯)
)(
z
(n−1)
n−3 (arr¯)⊕ z(n−1)n−3 (arr¯)
)
= z
(n)
−(n−1)(−ar)z
(n)
n−2(arr¯)
where the final equality requires the fact that a ∈ Fq and hence a¯ = a.
We can determine which scalars lie in this group from the computation of
the scalars in the half-spin representation HSpin+2n(q
2). When q is even the group
has trivial centre. Otherwise note that, using the notation of Theorem 5.2.5, the
group of diagonal elements of HSpin−2n(q) is generated by h
(n)
i (t) for 1 ≤ i ≤ n − 2
and h
(n)
n−1(r)h
(n)
n (rq). In particular, the matrix −I2n−1 is always contained in this
representation. From the shape of the Schur multiplier and the fact that the module
we have constructed is absolutely irreducible, it follows that this is the entire centre
when n is odd or q ≡ 1 mod 4. When q ≡ 3 mod 4, note that q2 ≡ 1 mod 4 and
so the half-spin representation HSpin+2n(q
2) has a cyclic centre of order 4, generated
by ν
q2−1
4 I2n−1 . Since q ≡ 3 mod 4, ν
q2−1
4 does not lie in Fq, so that the element
h
(n)
n−1
(
ν
q2−1
4
)
h
(n)
n
(
ν
q2−1
4
)
lies inside this representation of HSpin−2n(q), and hence
so does ν
q2−1
4 I2n−1 as constructed in the proof of Theorem 5.2.5.
Absolute irreducibility again follows from similar arguments to those for The-
orem 5.2.5 and Theorem 5.3.5, and we can also check the central elements in a similar
manner to Theorem 5.3.5 to ensure that this is the half-spin representation, again
making use of [33, Proposition 5.4.11] to confirm that the only absolutely irreducible
representation of dimension 2n−1 of a central extension of O−2n(q) is the half-spin
representation.
Remark 5.4.6. As in the case for HSpin+2n(q), the above generators describe one
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of the half-spin representations. We obtain the other half-spin representation by
defining z
(n)
n−1(r) to be y
(n)
n (r)y
(n)
n−1(r¯) instead, which is again obtained by applying
the graph automorphism γ to the generators y
(n)
i (t).
Lemma 5.4.7. [33, Proposition 5.4.9] Let G = HSpin−2n(q). Then the half-spin
representation embeds G into a classical group Ω as described below.
(i) If n is odd, then Ω = SU2n−1(q).
(ii) If q is even and n is even, then Ω = Ω+
2n−1(q
2).
(iii) If q is odd and n ≡ 0 mod 4, then Ω = Ω+
2n−1(q
2).
(iv) If q is odd and n ≡ 2 mod 4, then Ω = Sp2n−1(q2).
Remark 5.4.8. Recall that the half-spin representation HSpin−2n(q) embeds inside
the half-spin representation HSpin+2n(q
2). In particular when n is even we can use
Lemmas 5.2.9 and 5.2.10 to determine the form preserved by the half-spin represen-
tation in this case.
Recall the definition of ⊕̂ as given in Definition 1.6.3.
Lemma 5.4.9. Let G = HSpin−2n(q), with n odd. Then the half-spin representation
of G preserves the unitary form fn as described below:
f3 = antidiag(1, 1,−1,−1)
fn+2 = fn ⊕̂ fn ⊕̂ − fn ⊕̂ − fn.
Proof. We proceed by induction. The case n = 3 is a direct computation.
Suppose the result holds for fn. We first check that z
(n+2)
n+1 (r) preserves fn,
as this is the hardest case to consider.
For ease of notation, we define fn+1 = fn ⊕̂fn for n odd, so that fn+2 =
fn+1 ⊕̂ − fn+1. Then we have via Lemma 5.4.4 and Lemma 1.6.5 that:
z
(n+2)
n+1 (r) fn+2 z
(n+2)
−n−1(r¯)
=
(
z(n+1)n (r)⊕ z(n+1)n (−r¯)
) (
fn+1 ⊕̂ − fn+1
) (
z
(n+1)
−n (r¯)⊕ z(n+1)−n (−r)
)
=
(
z(n+1)n (−r¯) fn+1 ⊕̂ − z(n+1)n (r) fn+1
)(
z
(n+1)
−n (r¯)⊕ z(n+1)−n (−r)
)
=
(
z(n+1)n (−r¯) fn+1 z(n+1)−n (r¯)
)
⊕̂
(
−z(n+1)n (r) fn+1 z(n+1)−n (−r)
)
.
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We first consider the left-hand term in the anti-direct sum above:(
z(n+1)n (−r¯) fn+1 z(n+1)−n (r¯)
)
=
(
z
(n)
n−1(−r¯)⊕ z(n)n−1(r)
) (
fn ⊕̂ fn
) (
z
(n)
−n+1(r¯)⊕ z(n)−n+1(−r)
)
=
(
z
(n)
n−1(r) fn ⊕̂ z(n)n−1(−r¯) fn
)(
z
(n)
−n+1(r¯)⊕ z(n)−n+1(−r)
)
=
(
z
(n)
n−1(r) fn z
(n)
−n+1(r¯)
)
⊕̂
(
z
(n)
n−1(−r¯) fn z(n)−n+1(−r)
)
= fn ⊕̂ fn = fn+1,
where the last line follows by induction. Similarly for the right-hand term we have:
−
(
z(n+1)n (r) fn+1 z
(n+1)
−n (−r)
)
= −
(
z
(n)
n−1(r)⊕ z(n)n−1(−r¯)
) (
fn ⊕̂ fn
) (
z
(n)
−n+1(−r)⊕ z(n)−n+1(r¯)
)
= −
(
z
(n)
n−1(−r¯) fn ⊕̂ z(n)n−1(r) fn
)(
z
(n)
−n+1(−r)⊕ z(n)−n+1(r¯)
)
= −
(
z
(n)
n−1(−r¯) fn z(n)−n+1(−r)
)
⊕̂
(
z
(n)
n−1(r) fn z
(n)
−n+1(r¯)
)
= − (fn ⊕̂ fn) = −fn+1.
Hence we have
z
(n+2)
n+1 (r) fn+2 z
(n+2)
−n−1(r¯) = fn+1 ⊕̂ − fn+1 = fn+2,
so that z
(n+2)
n+1 (r) also preserves the unitary form fn+2.
The remaining generators are simpler, since all their entries lie in Fq and
hence are fixed by the field automorphism. A similar inductive argument holds for
z
(n)
i (a) with 3 ≤ i ≤ n−2, and a direct computation for z(n)1 (a) and z(n)2 (a) confirms
that these generators also preserve fn.
5.4.3 Automorphisms
To determine which diagonal automorphisms of the action groups of the spin
representations are outer as elements of the ambient classical group Ω, we will make
use of Theorem 5.1.14. Throughout this section we will assume that q is odd; there
are no non-trivial diagonal automorphisms when q is even. We will also use rq in
place of r¯ for r ∈ Fq.
Note that in Dn, a character (λ1, . . . , λn) with λi ∈ Fq2 is self-conjugate if
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and only if λi ∈ Fq for i ≤ n − 2 and λn−1 = λqn. Let A = (Ai,j) denote the n × n
Cartan matrix of Dn. Then we have that (λ1, . . . , λn) is a Fq2-character of P which
extends to a Fq2-character (µ1, . . . , µn) of Q if and only if λi =
n∏
j=1
µ
Ai,j
i for all i. In
particular, if B = (Bi,j) denotes the inverse of the Cartan matrix A, then we must
also have µj =
n∏
i=1
λ
Bi,j
i for all j. Note that although Ai,j ∈ Z, we generally will only
have Bi,j ∈ Q; in particular, if Bi,j has denominator k, the definition of λBi,ji may
depend on a choice of k-th root of λi.
Firstly, consider the self-conjugate Fq2-character of P given by the character
λ = (1, . . . , 1, ν, νq), where ν is a primitive element of F∗q2 . Then if there exists a
Fq2-character of Q given by µ = (µ1, . . . , µn) which restricts to λ, then in particular
we must have µ1 =
n∏
i=1
λ
Bi,1
i = ν
q+1
2 , so µ1 must be a square root of ν
q+1. However,
νq+1 has multiplicative order q−1, hence it is a primitive element of F∗q , and thus has
no roots in Fq, which means that no self-conjugate Fq2-character of Q exists which
restricts to λ. Hence the character λ induces an outer automorphism of Ω−2n(q). In
fact, λ induces the automorphism δ in all cases. This is clear when 4|n or when q ≡ 1
mod 4, since there is only one nontrivial outer diagonal automorphism; when n ≡ 2
mod 4 and q ≡ 3 mod 4, we will show in the next lemma that the automorphism
induced by λ′ = (1, . . . , 1, ν2, ν2q) is also an outer diagonal automorphism, and hence
the automorphism induced by λ is (a conjugate of) δ.
Lemma 5.4.10. Let λ′ = (1, . . . , 1, ν2, ν2q). Then λ′ induces a nontrivial outer
diagonal automorphism on Ω−2n(q) if and only if n is odd and q ≡ 3 mod 4.
Proof. Let λ′ = (1, . . . , 1, ν2, ν2q), and suppose µ = (µ1, . . . , µn) is a Fq2-character
of Q which restricts to λ′. Then the following (derived from inverting the Cartan
matrix) must hold, with i and κi to be determined:
µ1 = 1ν
q+1,
µ2 = 2ν
2(q+1),
...
µn−2 = n−2ν(n−2)(q+1),
µn−1 = ικn−1ν
n+q(n−2)
2 ,
µn = ι
κnν
n−2+qn
2 ,
where i = 1 if i is even, i ∈ {−1, 1} if i is odd, ι is a fixed primitive fourth root of
unity in Fq2 , and κn−1, κn ∈ {0, 1, 2, 3}.
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To determine the possibilities for these constants, we check the conditions
λi =
n∏
j=1
µ
Ai,j
i , which gives the following:
1 = λ1 = µ
2
1µ
−1
2 = 2,
1 = λ2 = µ
−1
1 µ
2
2µ
−1
3 = 13,
...
1 = λi = µ
−1
i−1µ
2
iµ
−1
i+1 = i−1i+1,
...
1 = λn−2 = µ−1n−3µ
2
n−2µ
−1
n−1µ
−1
n = n−3ι
−κn−1−κn ,
ν2 = λn−1 = µ−1n−2µ
2
n−1 = ν
2n−2ι2κn−1 ,
ν2q = λn = µ
−1
n−2µ
2
n = ν
2qn−2ι2κn .
We also require µ to be a self-conjugate character, so we require µqn−1 = µn, and
µi ∈ Fq for i ≤ n− 2. Since νq+1 has order q − 1, this is a primitive element of Fq,
and so this latter condition is always satisfied. Checking the remaining conditions
will depend on the parity of n, so we consider the cases separately.
Firstly, suppose that n is even. Then we have
µqn−1 = ι
qκn−1ν
nq+q2(n−2)
2 = ιqκn−1ν
nq+(n−2)
2 = ιqκn−1−κnµn
so that we require qκn−1 ≡ κn mod 4. From the conditions on λn−2, λn−1 and λn,
we also require 1 = ι
−κn−1−κn and κn−1, κn ∈ {0, 2}. Since q is odd, this means that
we must have κn−1 = κn, and hence 1 = 1. We can take κn−1 = κn = 1, and then
λ′ as a self-conjugate Fq2-character of P extends to µ, a self-conjugate Fq2-character
of Q. Hence by Theorem 5.1.14 the automorphism induced by λ′ is inner.
Now suppose that n is odd. Then we have
µqn−1 = ι
qκn−1ν
nq+q2(n−2)
2
= ιqκn−1ν
q2−1
2 ν
nq−1+q2(n−1)
2
= −ιqκn−1ν nq−1+(n−1)2
= −ιqκn−1−κnµn,
hence for µ to be self-conjugate we require qκn−1 ≡ κn + 2 mod 4. The conditions
on λn−2, λn−1 and λn mean we also require 1 = ι−κn−1−κn and 1 = ι2κn−1 = ι2κn .
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Hence we must have κn−1, κn ∈ {1, 3} and κn−1 + κn ≡ 0 mod 4. If q ≡ 1 mod 4
then we can take κn−1 = 1 and κn = 3 and the corresponding character µ is a Fq2-
character of Q which restricts to λ′ on P , hence λ′ induces an inner automorphism
by Theorem 5.1.14. If q ≡ 3 mod 4 then for µ to be self-conjugate we require
κn−1 ≡ κn mod 4 which is impossible given the other restrictions on the elements
κi; hence in this case λ
′ induces a non-trivial outer diagonal automorphism, again
by Theorem 5.1.14.
Recall the generators of the half-spin representation in Section 5.4.1. Suppose
we have a self-dual character λ = (λ1, . . . , λn−1, λ
q
n−1). Then the automorphism h(λ)
acts on the generators as follows:
z
(n)
i (a) = y
(n)
i (a) 7→ y(n)i (λia) = z(n)i (λia) for i ≤ n− 2,
z
(n)
n−1(r) = y
(n)
n−1(r)y
(n)
n (r
q) 7→ y(n)n−1(λn−1r)y(n)n (λqn−1rq) = z(n)n−1(λn−1r).
As before, let d
(n)
δ denote the diagonal matrix inducing the automorphism δ
on the half-spin representation HSpin−2n(q).
Lemma 5.4.11.
(i) d
(3)
δ = diag(1, ν
−1, ν−1, ν−q−1).
(ii) d
(n)
δ = d
(n−1)
δ ⊕ ν−1d(n−1)σδ .
Proof. We will show that d
(n)
δ induces the automorphism h(λ) for λ = (1, . . . , 1, ν, ν
q).
For d
(n)
δ to induce h(λ) on the half-spin representation, it needs to commute
with z
(n)
i (a) for i ≤ n−2, and conjugate z(n)n−1(r) to z(n)n−1(νr). We can check directly
for n = 3 and n = 4 that the above relations hold. For larger n we proceed by
induction. We have that
d
(n)
δ = d
(n−1)
δ ⊕ ν−1d(n−1)σδ = d(n−2)δ ⊕ ν−1d(n−2)σδ ⊕ ν−1d(n−2)σδ ⊕ ν−q−1d(n−2)δ
and so as in the proof of Theorem 5.2.11, d
(n)
δ commutes with z
(n)
1 (a). For i with
2 ≤ i ≤ n − 2, we assume inductively that d(n−1)δ commutes with z(n−1)i−1 (a). Then
for a ∈ F∗q :
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d
(n)
δ z
(n)
i (a) =
(
d
(n−1)
δ ⊕ ν−1d(n−1)σδ
)(
z
(n−1)
i−1 (a)⊕ z(n−1)i−1 (a)
)
=
(
d
(n−1)
δ z
(n−1)
i−1 (a)
)
⊕
(
ν−1d(n−1)σδ z
(n−1)
i−1 (a)
)
=
(
d
(n−1)
δ z
(n−1)
i−1 (a)
)
⊕
(
ν−1
(
d
(n−1)
δ z
(n−1)
i−1 (a)
)σ)
=
(
z
(n−1)
i−1 (a)d
(n−1)
δ
)
⊕
(
ν−1
(
z
(n−1)
i−1 (a)d
(n−1)
δ
)σ)
= z
(n)
i (a)d
(n)
δ
so that d
(n)
δ commutes with z
(n)
i (a). Finally, it follows from:
z
(n)
n−1(r) = z
(n−1)
n−2 (r)⊕ z(n−1)n−2 (−rq),
z
(n−1)
n−2 (r)
d
(n−1)
δ = z
(n−1)
n−2 (νr), and
z
(n−1)
n−2 (r)
d
(n−1)σ
δ = z
(n−1)
n−2 (ν
qr)
that z
(n)
n−1(r)
d
(n)
δ = z
(n)
n−1(νr).
Corollary 5.4.12. The last entry of the diagonal of d
(n)
δ is ν
−qn−2−qn−3−...−q−1 =
ν
−qn−1+1
q−1 .
Proof. Immediate from Lemma 5.4.11.
Lemma 5.4.13. det d
(n)
δ = ν
an where an =
−(q+1)n−1+2n−1
q−1 .
Proof. Let an be such that det d
(n)
δ = ν
an . Then it follows from Lemma 5.4.11 that
a3 = −q − 3
an+1 = fnan + gn
where fn = q+ 1 and gn = −2n−1. Then we can use the formula for first-order non-
homogeneous recurrence relations with variable coefficients (see for instance [55]),
which gives us that:
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an =
(
n−1∏
k=3
fk
)(
a3 +
n−1∑
m=3
gm∏m
k=3 fk
)
= (q + 1)n−3
(
−q − 3−
n−1∑
m=3
2m−1
(q + 1)m−2
)
= (q + 1)n−3
−q − 3− 4
q + 1
1−
(
2
q+1
)n−3
1−
(
2
q+1
)


= (q + 1)n−3
−q − 3− 4
q + 1
1−
(
2
q+1
)n−3
q−1
q+1


= (q + 1)n−3
(
(−q − 3)− 4
q − 1
(
1−
(
2
q + 1
)n−3))
= (−q − 3)(q + 1)n−3 − 4
(
(q + 1)n−3 − 2n−3)
q − 1
= (−q − 3)(q + 1)n−3 − 4(q + 1)
n−3 − 2n−1
q − 1
=
−(q + 3)(q − 1)(q + 1)n−3 − 4(q + 1)n−3 + 2n−1
q − 1
=
−(q + 1)n−3((q + 3)(q − 1)− 4) + 2n−1
q − 1
=
−(q + 1)n−3(q + 1)2 + 2n−1
q − 1 =
−(q + 1)n−1 + 2n−1
q − 1 .
5.4.4 Results
Lemma 5.4.14. Let Ω = SU2n−1(q) with q = p
e, let G = (2, q − 1)·Ω−2n(q) be an
S∗2 -candidate subgroup of Ω, with G the action group of the half-spin representation,
and let S = NΩ(G). Then we have:
(i) If q is even then S = G. We have a single Ω-class of subgroups isomorphic to
S, with trivial class stabiliser in CGU2n−1(q).
(ii) If q ≡ 1 mod 4 and n > 3 then S = G.2 with the 2 automorphism induced
by δG. We have two Ω-classes of subgroups isomorphic to S, with trivial class
stabiliser in CGU2n−1(q).
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(iii) If q ≡ 3 mod 4 and q 6≡ −1 mod 2n−2, then S = G.4 with the 4 automorphism
induced by δG. We have (2
n−1, q + 1) Ω-classes of subgroups isomorphic to S,
with trivial class stabiliser in CGU2n−1(q).
(iv) If q ≡ 2n−2 − 1 mod 2n−1 then S = G.2, with the 2 automorphism induced
by δ2G = δ
′
G. We have 2
n−3 Ω-classes of subgroups isomorphic to S, with
class stabiliser in CGU2n−1(q) given by 〈δ2n−3Ω 〉, with δ2
n−3
Ω inducing δG, an
automorphism of order 4.
(v) If q ≡ −1 mod 2n−1 and n > 3 then S = G. We have 2n−3 Ω-classes of sub-
groups isomorphic to S, with class stabiliser in CGU2n−1(q) given by 〈δ2n−3Ω 〉,
with δ2
n−3
Ω inducing δG, an automorphism of order 4.
In all cases, φΩ induces φG.
Proof. The fact that G preserves a unitary form follows from Lemma 5.4.7, and the
shape of the unitary form f is from Lemma 5.4.9. It follows from Corollary 5.4.12
that the last entry of the diagonal matrix d
(n)
δ is
ν
−qn−1+1
q−1 = ν−(q+1)(q
n−3+qn−5+...+q2+1) ∈ Fq
hence both the first and last diagonal entries of d
(n)
δ are fixed by the field automor-
phism σ, so that d
(n)
δ rescales the form by ν
−(q+1)(qn−3+qn−5+...+q2+1). Similarly the
rescaled matrix νmd
(n)
δ scales the form by ν
−(q+1)(−m+qn−3+qn−5+...+q2+1). This is
equal to 1 if and only if m is chosen such that m ≡ qn−3 + qn−5 + . . .+ q2 + 1 ≡ n−12
mod q− 1; hence this happens if and only if it is rescaled by an element of the form
ν
n−1
2
+k(q−1) for some integer k (which we may assume without loss of generality is
such that 0 ≤ k ≤ q).
Thus, we define d
(n)
δ (k) := d
(n)
δ ν
n−1
2
+k(q−1) and set an(k) = det d
(n)
δ (k) =
an + (
n−1
2 + k(q − 1))2n−1, with an such that det d
(n)
δ = ν
an as in Lemma 5.4.13.
Then for every integer k, the rescaled matrix d
(n)
δ (k) preserves the form fn (and the
elements d
(n)
δ (k) are the only scalar multiples of d
(n)
δ which preserve the form), and
has determinant 1 if and only if an(k) ≡ 0 mod q2 − 1.
We first consider an modulo q
2−1. Below, we will use the fact that (q−1)i ≡
(−2)i−1(q− 1) mod q2− 1 for i ≥ 1, which is a straightforward proof by induction.
We also make use of the binomial theorem; recall also that a well-known consequence
of this is that 0 =
m∑
j=0
(
m
i
)
(−1)i.
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an = −(q + 1)
n−1 − 2n−1
q − 1
= −
−2n−1 +
n−1∑
i=0
(
n−1
i
)
(q − 1)i2n−1−i
q − 1
= −
n−1∑
i=1
(
n−1
i
)
(q − 1)i2n−1−i
q − 1
= −
n−1∑
i=1
(
n− 1
i
)
(q − 1)i−12n−1−i
= −(n− 1)2n−2 −
n−1∑
i=2
(
n− 1
i
)
(q − 1)i−12n−1−i
≡ −(n− 1)2n−2 −
n−1∑
i=2
(
n− 1
i
)
(−2)i−2(q − 1)2n−1−i
= −(n− 1)2n−2 − (q − 1)2n−3
n−1∑
i=2
(
n− 1
i
)
(−1)i
= −(n− 1)2n−2 − (q − 1)(n− 2)2n−3.
Hence, again working modulo q2 − 1 we have:
an(k) = an +
(
n− 1
2
+ k(q − 1)
)
2n−1
≡ −(n− 1)2n−2 − (q − 1)(n− 2)2n−3 + (n− 1)2n−2 + k(q − 1)2n−1
= −(q − 1)(n− 2)2n−3 + k(q − 1)2n−1
= 2n−3(q − 1)(2 + 4k − n).
Hence d
(n)
δ (k) has determinant 1 if and only if 2
n−3(2 + 4k − n) ≡ 0 mod q + 1.
Write q + 1 = 2sr with r odd. Since 4 and r are coprime, 4 is a generator of the
additive group Z/rZ, so that there exists a k such that 2 − n + 4k ≡ 0 mod r. If
s ≤ n− 3 (i.e. q 6≡ −1 mod 2n−2) then 2s|2n−3 and r|(2 + 4k− n) so that with the
prior choice of k, an(k) ≡ 0 mod q2 − 1.
Otherwise we have q ≡ −1 mod 2n−2 (in particular this is the only possi-
bility when n = 3). Since ν2(q + 1) ≥ n − 2 and ν2(2n−3(2 + 4k − n)) = n − 3, it
follows that there is no choice of k for which an(k) ≡ 0 mod q2 − 1.
We can perform a similar computation for δ′G = δ
2
G. For this, we require
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d
(n)2
δ to be realisable over SU2n−1(q). In particular, we only require d
(n)
δ to scale
the form f to ±f , meaning we can rescale by an element of the form ν n−12 +k q−12 .
Otherwise the computation is similar to before, and we obtain that δ′G is realisable
over SU2n−1(q) if and only if q 6≡ −1 mod 2n−1. Hence we can realise δ′G but not
δG over SU2n−1(q) if and only if q ≡ 2n−2 − 1 mod 2n−1. Using the fact that δ′G
is outer precisely when q ≡ 3 mod 4, and that δ4G is always inner, we obtain the
class stabilisers and the (conjugacy class of) the diagonal automorphisms of Ω which
induce them.
We next consider the field automorphism φΩ. By Proposition 4.1.25 it follows
that if V denotes the spin module corresponding to G, then V φΩ ∼= φGV . In the
notation of Lemma 3.2.16 we can thus take α = φG and β = φΩ. The matrix B is
the antidiagonal form from Lemma 5.4.9, L = I2n−1 and λ = κ = 1, and so it follows
from Lemma 3.2.16 that φΩ induces φG.
Finally, we consider the graph automorphism γΩ. From Proposition 4.1.25
it follows that γGV = σGV = V σΩ = V γΩ . Hence again we can apply Lemma 3.2.16
with α = γG, β = γΩ, and B, L, λ and κ as before; so that γΩ induces φΩ.
When q is even, there are no nontrivial outer diagonal automorphisms and
it follows immediately that φΩ induces φG and γΩ induces γG.
Lemma 5.4.15. Let Ω = Sp2n−1(q
2) with n ≡ 2 mod 4 and q = pe with p 6= 2,
let G = 2·O−2n(q) be an S∗2 -candidate subgroup of Ω, with G the action group of
the half-spin representation, and let S = NΩ(G). Then we have S = G. We have
a single Ω-class of subgroups isomorphic to S, with class stabiliser in CSp2n−1(q
2)
gven by 〈δΩ〉 with δΩ inducing δG.
Proof. From Lemma 5.4.7 and Remark 5.4.8 we see that G preserves the symplectic
form as described in Lemma 5.2.10.
It follows from Proposition 4.1.25 and Lemma 1.7.13 that the automorphism
δ induced by d
(n)
δ lies in CSp2n−1(q), and hence preserves the form up to a scalar.
The form is antidiagonal with all entries on the antidiagonal either 1 or −1; hence
we can determine the scalar by multiplying together the first and last entries (for
example) in the diagonal of d
(n)
δ . The first entry is 1, and by Corollary 5.4.12 the
last entry is ν−qn−2−qn−3−...−q−1 = ν−
qn−1−1
q−1 ; hence whether d
(n)
δ can be rescaled to
preserve the form depends on whether ν
− qn−1−1
q−1 is a square in Fq2 or not.
If n were odd, then ν
− qn−1−1
q−1 = ν−(q+1)(qn−3+qn−5+...+1), which lies in Fq and
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hence is a square in Fq2 . Since n is even, we can write
ν
− qn−1−1
q−1 = ν−q(q
n−3+qn−4+...+1)ν−1.
From the case where n is odd, the first term is a square, and ν−1 is clearly primitive
and hence not a square. Hence ν
− qn−1−1
q−1 cannot be a square when n is even. Thus
we cannot rescale d
(n)
δ to preserve the form, and hence δΩ is induced by δG.
Lemma 5.4.16. Let Ω = Ω+
2n−1(q) with n ≡ 0 mod 4 and q = pe with p 6= 2, let
G = 2·O−2n(q) be an S∗2 -candidate subgroup of Ω, with G the action group of the
half-spin representation, and let S = NΩ(G). Then we have S = G. We have four
Ω-classes of subgroups isomorphic to S, with class stabiliser in CGO+
2n−1(q) given
by 〈δΩ〉, with δΩ inducing δG.
Proof. Lemma 5.4.7 and Remark 5.4.8 show that G preserves the orthogonal form
as described in Lemma 5.2.10. As in the proof of Lemma 5.4.15, d
(n)
δ scales the
form by a non-square, and hence δG is induced by a conjugate of either δΩ or δΩγΩ.
Since δG has order 2 and δΩγΩ has order 4, δΩγΩ cannot induce δG, and hence δG is
induced by δΩ.
Lemma 5.4.17. Let Ω = Ω+
2n−1(q) with n > 4 even and q = 2
e, let G = Ω−2n(q) be an
S∗2 -candidate subgroup of Ω, with G the action grop of the half-spin representation,
and let S = NΩ(G). Then we have S = G. There is a single Ω-class of subgroups
isomorphic to S, with trivial class stabiliser in CGO+
2n−1(q).
Proof. By Lemma 5.4.7, we have G < Ω, with the outer automorphism group of Ω
generated by φΩ.
Remark 5.4.18. When n is even we currently have no results regarding the action
of the field automorphism φΩ on G.
5.5 2−generating sets
In [47], pairs of generators for the groups Ωn(q) are provided in terms of
explicit matrix generators, following the results in [49]. These matrix generators are
given in terms of roots in the same manner as we have constructed the generators
for the spin and half-spin representations; thus the same generating sets will work
for the spin representations. Below we provide details of these generating sets.
We first introduce some notation. Let x
(n)
α (t) denote the generator of the
spin or half-spin representation corresponding to the root α. This was denoted
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by y
(n)
α (t) for the half-spin representation HSpin
+
2n(q), and z
(n)
α (t) for Spin
◦
2n+1(q)
and HSpin−2n(q). We again use the convention x
(n)
±i (t) for x
(n)
±αi(t). We then make
the following definitions, following [49, Theorem 3.4] and [9, Lemma 6.4.4], where
 ∈ {+, ◦,−} is the sign of the corresponding orthogonal group:
• w(n)α (t) := x(n)α (t)x(n)−α(−t−1)x(n)α (t).
• w(n)α := w(n)α (1).
• w(n) := w(n)αn w(n)αn−1 . . . w(n)α1 .
• h(n)α (t) := w(n)α (t) w(n)α (−1).
Note that we use wα and w in place of the more standard notation of nα and n to
avoid confusion with the dimension n of the classical group.
We will suppress the  if it is clear from the context to which orthogonal
group we are referring, and as usual we will use w
(n)
±i (t), w
(n)
±i and h
(n)
±i (t) in place of
w
(n)
±αi(t), w
(n)
±αi and w
(n)
±αi(t) respectively. Recall also that we number our roots the
opposite way from [47].
Throughout, let ν be a primitive element of F∗q .
5.5.1 HSpin+2n(q)
Definition 5.5.1. The Hamming weight of an integer k, denoted in this section by
H(k), is the number of non-zero bits in the binary expansion of k.
In this section we also define (j) =
0 if H(j) is even,1 if H(j) is odd.
Lemma 5.5.2. +w(n) =
2n−2∑
j=1
(−1)H(j−1)+1E2j,j +
2n−2∑
j=1
(−1)nE2j−1,2n−2+j.
Proof. Straightforward proofs and direct computations confirm the following facts:
+w
(n)
i (b) =
+w
(n−1)
i−1 (b)⊕ +w(n−1)i−1 (b) for i ≤ n− 2,
+w
(n)
n−1(b) =
+w
(n−1)
n−2 (b)⊕ +w(n−1)n−1 (−b),
+w(n)n (b) =
+w
(n−1)
n−1 (b)⊕ +w(n−1)n−2 (−b),
+w(n)n (−1) +w(n)n−1(−1) = −+w(n)n (1) +w(n)n−1(1),
+w
(n)
1 (b) =
2n−3∑
j=1
Ej,j +
2n−3∑
j=1
E2n−1+1−j,2n−1+1−j
+ b
2n−3∑
j=1
E2n−2+j,2n+3+j − b−1
2n−3∑
j=1
E2n−3+j,2n−2+j .
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It then follows that +w(n) =
(
+w(n−1) ⊕−+w(n−1))+w(n)1 , and the result
follows by a direct computation when n = 3, and by induction for larger n.
Recall that we have explicit constructions of the elements y
(n)
i (b) in Section
5.2.2 and of the elements +h
(n)
i (b) in the proof of Theorem 5.2.5. In particular we
obtain the explicit formulae:
• y(n)n−2(b) =
2n−3−1⊕
j=0
y
(3)
1 (b) =
2n−3−1⊕
j=0
(I4 + bE3,2).
• y(n)n (b) =
2n−3−1⊕
j=0
y
(3)
3−(j)
(
(−1)(j)b).
• +h(n)n−1(b) =
2n−3−1⊕
j=0
h
(3)
3−(j+1)
(
(−1)(j)b).
• +h(n)n (b) =
2n−3−1⊕
j=0
h
(3)
3−(j)
(
(−1)(j)b).
Theorem 5.5.3. [49, Theorems 3.11 and 3.13] and [47, Sections 4.1 and 4.2] Let
G = HSpin+2n(q), and let y
(n)
i (t) be as in Section 5.2.2 with n ≥ 4. Then G is
generated by:
• +h(n)n−1(ν) and y(n)−n(1)y(n)n−2(1) +w(n) if n is even and q 6= 2.
• y(n)n (1)y(n)n−2(1) and +w(n) if n is even and q = 2.
• +h(n)n (ν) and y(n)n (1) +w(n) if n is odd and q 6= 2, 3.
• y(n)n (1) and +w(n) if n is odd and q = 2, 3.
5.5.2 Spin◦2n+1(q)
Note first that z
(n)
i (b) = y
(n+1)
i (b) except for i = n, where instead we have
z
(n)
n (b) = y
(n+1)
n (b)y
(n+1)
n+1 (b). Further, y
(n+1)
±n (a) commutes with y
(n+1)
±(n+1)(b). Hence it
follows that ◦w(n)i (t) =
+w
(n+1)
i (t) for i ≤ n− 1, and ◦w(n)n (t) = +w(n)n (t) +w(n)n+1(t),
so that ◦w(n) = +w(n+1). Hence we can use Lemma 5.5.2 to determine the structure
of ◦w(n).
Some of the generators in [47] involve roots which are combinations of fun-
damental roots. We describe techniques for constructing the generators required.
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Let 1, . . . , n be a basis for an n-dimensional vector space over Z. Then,
from [47, Section 2.2] we can take our fundamental roots of Bn to be:
α1 = 1 − 2,
α2 = 2 − 3,
...
αn−1 = n−1 − n,
αn = n.
We then have an alternate characteristation of the diagonal element ◦hα(ν),
following [47, Section 4]; it is an element such that for any root β and scalar b, we
have
◦hα(ν)−1zβ(b) ◦hα(ν) = zβ(ν
−2(α,β)
(α,α) b)
where ( , ) denotes the standard dot product on Zn with respect to the basis
1, . . . , n. In particular, in the case where α and β are fundamental roots, the
coefficients 2(α,β)(α,α) are the entries of the Cartan matrix.
We need to construct the generator ◦h1+n(ν) for the two-generating set.
By considering inner products, we know how this element must scale zi(t) by con-
jugation; namely it scales zi(b) to zi(ν
vib), where:
v1 = −(1 + n, α1) = −(1 + n, 1 − 2) = −1,
v2 = −(1 + n, α2) = −(1 + n, 2 − 3) = 0,
...
vn−2 = −(1 + n, αn−2) = −(1 + n, n−2 − n−1) = 0,
vn−1 = −(1 + n, αn−1) = −(1 + n, n−1 − n) = 1,
vn = −(1 + n, αn) = −(1 + n, n) = −1.
It is easy to check that vi is the sum of the entries in the i-th row of the Cartan
matrix, and hence it follows that the element ◦h(n)1 (ν)
◦h(n)2 (ν) . . .
◦h(n)n−1(ν)
◦h(n)n (ν)
scales the generators zi(b) in the required way, and hence
◦h(n)1+n(ν) =
◦h(n)1 (ν)
◦h(n)2 (ν) . . .
◦h(n)n−1(ν)
◦h(n)n (ν).
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We can compute this element directly via the construction of the elements ◦hi(ν) in
the proof of Theorem 5.3.5. A straightforward induction argument concludes that
◦h(n)1+n(ν) = diag(ν
−1, 1, ν−1, 1, . . . , ν−1, 1, 1, ν, 1, ν, . . . , 1, ν).
We also need to construct z
(n)
1−n(1) = z
(n)
α1+α2+...+αn−1(1). We can con-
struct this using successive commutators, since [z
(n)
1 (a), z
(n)
2 (1)] = z
(n)
1+2(a), and
more generally [z
(n)
1+2+...+(i−1)(a), z
(n)
i (1)] = z
(n)
1+2+...+i(a). For the latter, note that
α1 + α2 + . . . + αi−1 = 1 − i and αi = i − i+1; hence the angle between
α1 + α2 + . . . + αi−1 and αi is the same as the angle between α1 and α2, and
in particular this means we can use the structure constants as in Example 5.1.3.
Lemma 5.5.4. For q even, z
(n)
1−n(b) = I2n +
2n−2∑
i=1
bE2n−1−1+2i,2i.
Proof. We sketch the proof as this is similar to previous calculations. We proceed
by induction. The base case is as usual a direct computation. For larger n, we can
check using standard inductive arguments that z
(n)
2−n(b) = z
(n−1)
1−n−1(b)⊕z
(n−1)
1−n−1(b);
since q is even, b = −b. Recall that z(n)2−n(b) = z
(n)
2+3+...+n(b) and z
(n−1)
1−n−1(b) =
z
(n−1)
1+2+...+(n−1)(b). We then have that
z
(n)
1−n(b) =
[
z
(n)
1 (b), z
(n)
2+3+...+n(1)
]
and the result follows by Corollary 5.2.3.
Remark 5.5.5. A similar result to Lemma 5.5.4 holds for q odd, but this requires
recording minus signs using Hamming weights similarly to Lemma 5.5.2. As we only
need the result when q is even, we do not perform the more general calculation here.
Recall that Section 5.3.1 gives explicit formulae for the elements z
(n)
i (b), and
in particular we get:
• z(n)n (b) =
2n−2−1⊕
j=0
z
(2)
2
(
(−1)H(i)+1(b)) = 2n−2−1⊕
j=0
I4 + (−1)H(i)+1(−E2,1 + E4,3).
• z(n)−n(b) = z(n)n (b)T .
Theorem 5.5.6. [49, Theorems 3.11 and 3.14] and [47, Section 4.5] Let G =
Spin◦2n+1(q), and let z
(n)
i (t) be as in Section 5.3.1 with n ≥ 2. Then G is generated
by:
• ◦h(n)1+n(ν) and z
(n)
n (1) ◦w(n) if q is odd and q 6= 3.
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• z(n)n (1) and ◦w(n) if q = 3.
• ◦h(n)1+n(ν) and z
(n)
1−n(1)z
(n)
−n(1) ◦w(n) if q is even and q 6= 2.
• z(n)1−n(1)z
(n)
−n(1) and ◦w(n) if q = 2.
5.5.3 HSpin−2n(q)
Similarly to the previous section, the structure of −w(n) is the same as the
structure of +w(n). It follows from the proof of Theorem 5.4.5 that:
• −h(n)n−1(ν) =
2n−2⊕
j=0
diag(ν−q(j) , νq(j)).
• z(n)n−1(ν) =
2n−3⊕
j=0
z
(3)
2 (ν)
(−σ)(j) , where z(3)2 (ν) = I4−νE2,1+νqE4,3 and z(3)2 (ν)σ =
I4 + ν
qE2,1 − νE4,3.
Theorem 5.5.7. [49, Theorem 4.1] and [47, Section 5] Let G = HSpin−2n(q), and
let z
(n)
i (t) be as in Section 5.4.1 with n ≥ 3. Then G is generated by z(n)n−1(1)−w(n)
and −h(n)n−1(ν).
5.6 Computations
In this section we provide details of some of the code produced relating to
this chapter. A reminder that this code can be found at
https://github.com/danielrogerswarwick/thesis.
The file spininduct contains the following functions:
(1) The functions spininductplus, spininductcirc and spininductminus take
as arguments n and q, and produce the generators as described in the sections
above for HSpin+2n(q), Spin
◦
2n+1(q) and HSpin
−
2n(q) respectively.
• By default, a generating set for the relevant spin or half-spin representation
is produced; setting the optional argument func to true will instead return
functions corresponding to generators of the fundamental roots, as maps
t 7→ x±i(t).
• Setting q = 0 will produce generators over the polynomial ring Q[t, u].
This will be useful when checking the third set of the relations in the CST
presentations in Theorem 5.1.1 and Theorem 5.1.7.
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• Setting the optional argument aut to true will return a third sequence of
generators corresponding to outer diagonal automorphism of the groups in
question, rescaled if possible to realise them over the respective classical
group.
(2) The functions twoplus, twocirc and twominus produce 2-generating sets for
HSpin+2n(q), Spin
◦
2n+1(q) and HSpin
−
2n(q) respectively as in Section 5.5.
(3) The functions partialCST and twistCST are adapted from code written by Don
Taylor [54], and provide an implementation of the untwisted and twisted CST
presentations respectively. Given inputs tp and n corresponding to the type
and degree of the Dynkin diagram, and X and Xm being sequences of generators
corresponding to positive and negative fundamental roots over a polynomial
ring (as above), these functions return true if the third set of relations in the
CST presentations are satisfied by X and Xm, and return false if a relation is
not satisfied, including details of the first relation which is not satisfied.
(4) The functions testplus, testcirc and testminus, which take the argument n,
and tests the generators produced by spininductplus, spininductcirc and
spininductminus respectively to see if they satisfy the third set of relations
in the CST presentation, by using the functions partialCST and twistCST. In
particular, these functions can be used to test the base cases in Theorem 5.2.5,
Theorem 5.3.5 and Theorem 5.4.5 respectively. Due to the large numbers of
relations to check, these functions will run slowly for n > 7.
The current Magma implementation constructs the spin representations di-
rectly from the highest weight representation, and currently does not construct
matrices inducing outer automorphisms of these representations. Our implementa-
tion of spininduct (hereafter referred to as the ‘inductive’ implementation) does
(optionally) construct these outer automorphisms, and is typically faster than the
current implementation, as the tables below indicate. The inductive implementation
does, however, not currently construct a surjection from the spin representation to
the standard representation, which the current implementation does. Note also that
the current implementation produces the spin representation in all cases, whereas
the inductive implementation produces the half-spin representations in even dimen-
sion (although it is straightforward to obtain generators of the spin representation
from the generators of the half-spin representations).
Remark 5.6.1. Here we give some details regarding the tables below, which com-
pare the speeds of the two implementations.
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• We run the algorithms for a small range of choices of q and n to show the
performance of both algorithms in various situations.
• To time the inductive implementation, we construct the half-spin generators
using spinduct, combine these together to get generators for the spin group
(when n is even), and then construct the corresponding group with these gen-
erators. The last part is often the most computationally intensive, especially
for large n, and simply producing the list of generators is often much quicker
than the times listed in the tables below.
• For n > 20, most computations failed to complete; this is largely due to the
sizes of matrices involved, where memory restrictions make it hard to perform
all but basic computations.
• The symbol † denotes computations which did not complete due to running
out of memory.
• All times are given in seconds, and are the average running time of five com-
putations (or fifty for additional accuracy if computations typically took less
than a second).
• All computations were performed on a 2.4GHz PC (Intel i7) with 8GB of
RAM.
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Table 5.1: Time to compute
Spin+n (q)
 n q Inductive Current
+ 12 7 0.002 1.60
+ 12 76 0.010 1.78
+ 12 117,643 0.009 1.60
+ 14 7 0.009 6.60
+ 14 76 0.053 6.99
+ 14 117,643 0.034 6.78
+ 16 7 0.027 28.7
+ 16 76 0.192 29.9
+ 16 117,643 0.171 28.3
+ 18 7 0.113 114
+ 18 76 0.785 118
+ 18 117,643 1.09 115
+ 20 7 0.491 444
+ 20 76 3.51 467
+ 20 117,643 7.23 452
Table 5.2: Time to compute
Spin◦n(q)
 n q Inductive Current
◦ 13 7 0.003 2.68
◦ 13 76 0.016 2.81
◦ 13 117,643 0.007 2.65
◦ 15 7 0.008 11.3
◦ 15 76 0.055 11.7
◦ 15 117,643 0.038 11.5
◦ 17 7 0.027 47.2
◦ 17 76 0.215 49.0
◦ 17 117,643 0.196 48.5
◦ 19 7 0.124 188
◦ 19 76 0.866 192
◦ 19 117,643 1.21 199
◦ 21 7 0.582 699
◦ 21 76 4.34 719
◦ 21 117,643 7.95 715
Table 5.3: Time to compute Spin−n (q)
 n q Inductive Current
− 12 7 0.004 2.21
− 12 73 0.008 6.08
− 12 76 0.045 †
− 12 117,643 0.009 †
− 14 7 0.015 7.74
− 14 73 0.028 11.4
− 14 76 0.181 †
− 14 117,643 0.031 †
− 16 7 0.044 31.1
− 16 73 0.103 37.4
− 16 76 0.709 †
− 16 117,643 0.125 †
− 18 7 0.163 117
− 18 73 0.409 124
− 18 76 3.02 †
− 18 117,643 0.500 †
− 20 7 0.738 458
− 20 73 1.75 †
− 20 76 12.6 †
− 20 117,643 2.18 †
211
Chapter 6
Containments
6.1 Introductory notes
In this chapter we will investigate containments between the Si-maximal
candidates of classical groups in dimensions 16 and 17 as described in Chapter 3
and Chapter 4, and the geometric-type subgroups. Recall from Definition 1.10.33
that there is no containment of groups in Class S inside groups in Classes C1, C3, C5
or C8. Section 6.2 discusses containments between Classes S1 and S∗2 (containments
within the classes S1 and S∗2 have been discussed already), producing a list of S-
maximal candidates. Section 6.3 discusses containments between these S-maximal
candidates and the geometric-type subgroups listed in Chapter 7, thus completing
the classification of the maximal subgroups of classical groups.
For notational convenience we make the following natural definition:
Definition 6.1.1. A group S is an S∗-maximal subgroup of G if it is maximal within
the classes S1 and S∗2 .
The geometric-type maximal candidates have been classified already:
Theorem 6.1.2. Let M be a maximal subgroup of a classical group Ω in dimension
16 or 17, with M lying in one of the Aschbacher classes C1, . . . , C8. Then M is in
one of the geometric tables in Chapter 7.
Proof. Direct from the tables in [33, Chapter 3].
We will make use of the tables of geometric-type maximal subgroups in Chap-
ter 7 in Section 6.3.
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6.2 Containments in Class S
Note that there are no S∗-maximal subgroups of SL±17(q), and no S∗2 -maximal
subgroups of Ω−16(q); hence there are no containments to check here in these cases.
6.2.1 SL16(q)
The candidate S1-maximal subgroups of SL16(q) are (extensions of) 2·A12
with q = p = 3, 2·A11 with q = p ≡ 1, 3, 4, 5, 9 mod 11 and p 6= 3, M12 with
q = p ≡ 1, 3, 4, 5, 9 mod 11 and p 6= 3, 2·L2(31) with q = p 6= 2 and p a square
modulo 31, and L3(3) with q = p ≡ 1, 3, 9 mod 13 and p 6= 3. See Theorem 3.4.31
for details.
The candidate S∗2 -maximal subgroups of SL16(q) are (extensions of) SL4(q)
with p = 3, L4(q
2) for any prime p, and (2, q − 1)·Ω+10(q) for any prime p. See
Theorem 4.6.1 for details.
Lemma 6.2.1. Let Ω = SL16(q). Then all S1-maximal and S∗2 -maximal subgroups
of all almost simple extensions of Ω are S∗-maximal.
Proof. All the S∗2 -candidates have natural representations in dimension at most
10, and the dimension of the smallest nontrivial projective representation of the
nonabelian composition factor of each of the S1-candidates is at least 11, with the
exceptions of A12 and A11, both of which have representations which are contained
in Ω+10(q); however, there is no embedding of 2
·A12 or 2·A11 inside Ω+10(q). Hence
there are no containments of S1-candidates inside S∗2 -candidates.
Conversely, Lagrange does not provide any possibility of containment of any
S∗2 -candidate inside any S1-candidate, typically by checking the q-part of the order of
the S∗2 -candidate and noting that the highest p-part of any S1-candidate subgroup is
ν2(2
·A12) = 10. Noting that νq(L4(q)) = 6, this rules out any possible containments
except L4(2
2) inside 2·A12, which can be ruled out by a direct check.
6.2.2 SU16(q)
The candidate S1-maximal subgroups of SU16(q) are (extensions of) A12 with
q = p = 2, 2·A11 with q = p and p not a square modulo 11, 4·M22 with q = p = 7,
M12 with q = p and p not a square modulo 11, 4
·
2L3(4) with q = p = 3, 2
·L2(31)
with q = p and p not a square modulo 31, and L3(3) with q = p ≡ 4, 10, 12 mod 13
or q = p2 with p ≡ 2, 5, 6, 7, 8, 11 mod 13. See Theorem 3.4.31 for details.
The candidate S∗2 -maximal subgroups of SU16(q) are SU4(q).(q + 1, 4) when
p = 3, extensions of L4(q
2) for any prime p, and extensions of (2, q − 1)·Ω−10(q) for
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any prime p. See Theorem 4.6.2 for details.
Lemma 6.2.2. Let Ω = SU16(q). Then the only containments of S1-maximal sub-
groups of Ω in S∗2 -maximal subgroups of Ω are:
(i) A12 < Ω
−
10(2) < SU16(2), and A12 and A12.2 are not maximal in any extension
of Ω by automorphisms.
(ii) 4·2L3(4).22 < SU4(3).4 < SU16(3). The group 4·2L3(4).22 is a maximal subgroup
of extensions of SU16(3) involving γΩ.
(iii) M12.2 < Ω
−
10(2).〈γΩ−10(2)〉 < Ω.〈γΩ〉, and M12 and M12.2 are not maximal in
any extension of Ω by automorphisms.
All other S1-maximal subgroups, and all S∗2 -maximal subgroups, of all other almost
simple extensions of Ω are S∗-maximal.
Proof. From [12] and [32] we see that the only S1-candidates with a faithful irre-
ducible representation of dimension ≤ 10 are:
(i) A12, which has a 10-dimensional irreducible representation in characteristic 2
with Schur indicator +.
(ii) 4·2L3(4).22, which has two weakly-equivalent 4-dimensional irreducible repre-
sentations in characteristic 3 with Schur indicator ◦.
(iii) M12 has two weakly-equivalent 10-dimensional irreducible representations in
characteristic 2 with Schur indicator +; although M12 is not maximal in Ω,
M12.2 is S1-maximal in Ω.〈γ〉.
ForG = A12, we see from [8, Table 8.69] that there is an abstract containment
A12 < Ω
−
10(q). Computations in s1s2cont show that there is a containment A12 <
Ω−10(q). The representation of A12 is stabilised in Ω by γΩ, which induces γΩ−10(q) on
Ω−10(q), which rules out the possibility of a type 1 novelty. Also from [8, Table 8.69],
we see that γΩ−10(q)
stabilises A12 and hence induces the unique nontrivial outer
automorphism on A12, as γΩ does, ruling out the possibility of a type 2 novelty.
Hence no extension of Ω contains an extension of A12 as a maximal subgroup.
Similarly, from [8, Table 8.11] we see that there are abstract containments of
4·2L3(4) < SU4(3), and 4·2L3(4).22 < SU4(3).δ2. Since the S∗2 -candidate is SU4(3).δ,
we have an abstract containment here, and computations in s1s2cont show that this
is a containment. The class stabiliser of 4·2L3(4).22 in Ω is γΩ, and γΩ also stabilises
SU4(3).δ; however γΩ induces γSU4(3) by Lemma 4.4.6, and from [8, Proposition
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4.7.5] we see that γSU4(3) does not stabilise 4
·
2L3(4).22; hence we have a type 2
novelty here. Thus 4·2L3(4).22 is maximal amongst extensions of Ω involving γΩ,
and is not maximal otherwise.
Similar computations also show there is a containment M12 < Ω
−
10(2) (indeed,
this follows from the abstract containmentM12 < A12 and the Brauer character table
of M12 from [32, p.74]). From [8, Table 8.69] we see that M12.2 is maximal under
Ω−10(2).〈γΩ−10(2)〉 giving the chain of subgroups M12.2 < Ω
−
10(2).〈γΩ−10(2)〉 < Ω.〈γΩ〉
(it follows from Lemma 4.3.29 that γΩ induces γΩ−10(2)
). Since M12.2 has no outer
automorphisms there is no possibility of any novelty subgroups.
Lagrange rules out any possible containment of S∗2 -candidates in S1-candidates
in a similar manner to Lemma 6.2.1 by considering q-parts and checking by hand
the small number of cases this does not eliminate.
6.2.3 Sp16(q)
The candidate S1-maximal subgroups of Sp16(q) are (extensions of) A18 for
p = 2, 2·A8 for p = 7 and two representations of SL2(17); SL2(17)1 and SL2(17)2,
both with p 6= 2, 3, 17. See Theorem 3.4.28 for details.
The candidate S∗2 -maximal subgroups of Sp16(q) are (extensions of) SL2(q)
for p ≥ 17 and Sp4(q) for p 6= 2, 5. See Theorem 4.6.3 for details.
Lemma 6.2.3. Let Ω = Sp16(q). Then all S1-maximal subgroups of all almost
simple extensions of Ω are S∗-maximal.
Proof. For the S∗2 -candidate group SL2(q), we require p ≥ 17 ruling out contain-
ments of 2·A8 and A18.2, and [12] rules out SL2(17) having a 2-dimensional faithful
representation in non-defining characteristic. Hence no S1-candidates can be con-
tained in SL2(q).
Restrictions on p also rule out containment of A18.2 in Sp4(q); [12] and [32]
eliminate the possibility of containment of the remaining S1-candidates in Sp4(q).
Lemma 6.2.4. Let Ω = Sp16(q). Then all S∗2 -maximal subgroups of all almost
simple extensions of Ω are S∗-maximal.
Proof. We consider each of the S1-candidates in turn.
The group A18 occurs only in characteristic 2, whereas there are no S∗2 -
candidates in characteristic 2. Similarly 2·A8 occurs only in characteristic 7, and
the only S∗2 -candidate in characteristic 7 is Sp4(7e), which cannot be contained in
2·A8 by Lagrange.
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The remaining candidates are representations of SL2(17) with p 6= 2, 3, 17.
There is no containment of SL2(q) in SL2(17) when p ≥ 19 by considering mini-
mal primitive permutation representations. Lagrange rules out any containment of
Sp4(q) inside SL2(17).
6.2.4 Ω+16(q)
The candidate S1-maximal subgroups of Ω+16(q) are (extensions of) A17 with
q = p 6= 17 a square modulo 17, 2·A11 with q = p = 11, 2·A10 with q = p 6= 2, 5,
A10 with q = p = 2, M12 with q = p = 11, 2
·Sz(8) with q = p = 13, L3(3) with
q = p = 13 and two representations of L2(17); L2(17)1 with q = p 6= 17 a square
modulo 17, and L2(17)2 with p 6= 3, 17 a square modulo 17, and q = p if p ≡ ±1
mod 9 and q = p3 otherwise. See Theorem 3.4.29 for details.
The candidate S∗2 -maximal subgroups of Ω+16(q) are L2(q4).4 for any prime
p, Sp4(q
2).2 for any prime p, 2·Ω◦9(q) for p 6= 2, and Sp8(q) for p = 2. See Theorem
4.6.4 for details.
Lemma 6.2.5. Let Ω = Ω+16(q). Then the only containments of S1-maximal sub-
groups of Ω in S∗2 -maximal subgroups of Ω are:
(i) L2(17)1 < 2
·Ω◦9(p) < Ω
+
16(p) for odd primes p 6= 17, and L2(17)1 is an S∗2 -
maximal candidate only for extensions of Ω which contain γΩ.
(ii) L2(17)1 < Sp8(2) < Ω
+
16(2), and L2(17)1.2 is an S∗2 -maximal subgroup of
Ω+16(2).γ.
(iii) A10.2 < Sp8(2) < Ω
+
16(2), and A10.2 is not maximal in any almost simple
extension of Ω.
All other S1-maximal subgroups of all almost simple extensions of Ω are S∗-maximal.
Proof. First suppose that q is odd. Note that the S∗2 -candidates all have natural
representations of dimension at most 9. From the character tables in [12] and [32] we
see that the only S1-candidate with a faithful representation of dimension at most 9
in odd characteristic is L2(17), which has a 9-dimensional ordinary character. Hence
the only possible containments we can have is of a representation of L2(17) inside
2·Ω◦9(q).
From the (ordinary) character table of L2(17) in [12], we see that there is
only one conjugacy class of irreducible representations of L2(17) inside Ω
◦
9(p) (when
p is a square mod 17). Consider the spin representation ρ : 2·Ω◦9(p) → Ω+16(p).
We have that L2(17)ρ < Ω
+
16(p) and thus gives a 16-dimensional representation of
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L2(17). However, from the construction of the spin representation in Chapter 5,
we know that we can obtain the representation over Fp as the p-modular reduction
of matrices over Q (indeed over Z); thus in particular the representation L2(17)ρ
must have an integer-valued character. The only 16-dimensional faithful integer-
valued character of L2(17) is χ4 (in the notation of [12]), which corresponds to the
representation of L2(17)1. Hence we have a containment L2(17)1 < 2
·Ω◦9(p). The
class stabiliser of G = L2(17)1 in Ω is γΩ, and the class stabiliser of 2
·Ω◦9(p) in Ω is
δΩ; hence L2(17)1.2 is maximal in extensions of Ω containing γΩ, and otherwise is
not maximal.
Since there is only one 9-dimensional character of L2(17), hence only one
embedding of L2(17) inside 2
·Ω◦9(p), there is no containment of L2(17)2 inside an
S∗2 -maximal candidate.
Next, suppose that q is even. All S∗2 -candidates have natural representa-
tions in dimension at most 8, and from [32] and [56] we see that the only S1-
candidates with faithful representations of dimension at most 8 in even characteris-
tic are L2(17) with two weakly-equivalent 8-dimensional representations preserving
a symplectic form (and character ring generated by b17, which exists over F2), and
A10.2, which also has an 8-dimensional representation preserving a symplectic form
(with character ring Z). Thus we have abstract containments L2(17) < Sp8(q) and
A10.2 < Sp8(q) for q even.
We first consider L2(17) < Sp8(q). As for the case when q is odd, since
the character ring of the spin representation ρ : Sp8(2) → Ω+16(2) is integer-valued,
it follows that the restriction of ρ to L2(17) gives the representation L2(17)1, so
that we have a containment L2(17)1 < Sp8(q). The representation L2(17)1 has
class stabiliser 〈γΩ〉 and Sp8(2) has trivial class stabiliser; hence again L2(17)1.2 is
maximal in extensions of Sp8(2) containing γΩ and otherwise is not maximal.
We next consider A10.2 = S10. Computations in a10d2calc show that we
have a containment of S10 inside the spin representation Sp8(2), and since S10 has
trivial class stabiliser inside Ω+16(2), the group A10 is not S∗2 -maximal in any almost
simple extension of Ω+16(2).
Lemma 6.2.6. The only containment of an S∗2 -maximal subgroup of Ω in an S1-
maximal subgroup of Ω when Ω = Ω+16(q) is of L2(16).4 < A17 when q = 2, and
L2(16).4 is not maximal in any almost simple extension of Ω. All other S∗2 -maximal
subgroups of all almost simple extensions of Ω are S∗-maximal.
Proof. There are no possible containments involving the S∗2 -candidate 2·Ω◦9(q), as
the q-part of this group is larger than the q-part of the S1-candidates for any choice
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of q. Similarly by considering q-parts we can rule out containments involving Sp8(q)
when q is even, and those involving Sp4(q
2) when q is odd.
Consider the S∗2 -candidate G = Sp4(q2) when q is even. The group G is
perfect and has no subgroup of index ≤ 17, so that we cannot have a containment
of G in any extension of any alternating group which is also an S1-candidate. The
only other S1-candidate in even characteristic is L2(17), which also cannot contain
Sp4(q
2) for any even q. Hence there are no containments involving Sp4(q
2).
The S∗2 -candidate L2(q4).4 has a permutation representation on 17 points
when q = 2, so we may have a containment L2(16).4 < A17; otherwise L2(q
4).4 is
not contained in any S1-candidate extension of an alternating group. Lagrange also
rules out containments between L2(q
4) and any of the remaining S1-candidates.
There is a natural embedding of G = L2(16).4 < A17. From the file s1s2cont
we see that this embedding gives rise to a 16-dimensional irreducible representation
of L2(16).4. (The computer calculation also verifies the conjectured behaviour of
the 4 automorphism of L2(16) in this case). From [32] we see that there are two
classes of irreducible 16-dimensional representations of L2(16).4 in characteristic 2,
which differ on whether the subgroup L2(16) of L2(16).4 acts irreducibly on the
16-dimensional module. Both the module from this natural embedding and the S1-
maximal candidate act irreducibly on the module via the subgroup L2(16), so there
is a containment L2(16).4 < A17. Since L2(16).4 has trivial outer automorphism
group, it follows that there are no nontrivial almost simple extensions of L2(16).4,
and hence L2(16).4 is not maximal in any almost simple extension of Ω.
6.2.5 Ω◦17(q)
The candidate S1-maximal subgroups of Ω◦17(q) are (extensions of) A19 for
p = 2, A18 for p 6= 2, 3, 19 and three representations of L2(16); namely L2(16)1 for
p 6= 2, 3, L2(16)2 for p 6= 2, 5 and L2(16)3 for p 6= 2, 3, 5. See Theorem 3.3.13 for
details.
The only candidate S∗2 -maximal candidate subgroup is L2(q).2 for p ≥ 17.
See Theorem 4.6.6 for details.
Lemma 6.2.7. Let Ω = Ω◦17(q). The only containment of an S∗2 -maximal subgroup
of Ω in an S1-maximal subgroup of Ω is when q = 17, when we have L2(17).2 <
A18.2. The S∗2 -candidate L2(17).2 is not maximal in any almost simple extension
of Ω. All other S∗2 -maximal subgroups of all almost simple extensions of Ω are
S∗-maximal.
Proof. The only S∗2 -subgroup is L2(q).2 = PGL2(q), which has a primitive permuta-
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tion representation on q+1 points and no smaller permutation representations. The
S1-candidates are A19.2, A18.2 and extensions of L2(16), which all have faithful per-
mutation representations on 19 points, ruling out any containment of S∗2 -candidates
in S1-candidates when q ≥ 19. Hence the only situation where we might have a
containment in this direction is when q = 17. Here we have abstract containments
PSL2(17) < A18 and PGL2(17) < A18.2. We can find the 17-dimensional character
of PGL2(17) in [32], which we can see has character equal to the standard permu-
tation representation of PGL2(17) in A18 minus the trivial character, which is the
same as the 17-dimensional absolutely irreducible character of A18.2. Hence we have
a containment in this case. Further, since PGL2(17) has trivial outer automorphism
group, it also has trivial class stabiliser and hence is not maximal in any almost
simple extension of Ω.
Lemma 6.2.8. Let Ω = Ω◦17(q). Then all S1-maximal subgroups of all almost simple
extensions of Ω are S∗-maximal.
Proof. The only S∗2 -subgroup of Ω is G := PGL2(q). If there is a containment of
an S1-candidate in G, it must in particular have a 2-dimensional projective repre-
sentation. The groups A18 and A19 do not have a 2-dimensional representation in
any characteristic, and L2(16) does not have a 2-dimensional representation in odd
characteristic; hence there are no possible containments.
6.3 Containments between S∗ and geometric type sub-
groups
From the previous sections we now have a complete list of S∗-maximal can-
didate subgroups and geometric-type maximal subgroups. To complete the classifi-
cation of all maximal subgroups of the 16- and 17-dimensional classical groups, we
need to check containments between these two lists.
6.3.1 Preliminary results
Containments of S∗-candidates in geometric-type subgroups
When considering the C2-subgroups, we will make use of the theory of induced
characters from Section 1.7.3.
Suppose G is a classical group in dimension n and characteristic p and we
have a C2-subgroup C of G with C = Gˆ o St, the wreath product of a classical
group Gˆ in dimension nt with St, decomposing the natural module of G into a
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direct sum of t subspaces of dimension nt . Suppose we also have an S∗-candidate
subgroup S with corresponding n-dimensional character τ and representation ρτ
and we are interested in investigating the containment of Sρτ in C. If there were
such a containment, then we would require S to have a subgroup H of index t,
with a nt -dimensional character χ and representation ρχ such that Hρχ < Gˆ and
χG = τ . Given the construction of χG, it is clear that the character ring of τ = χG
is contained in the character ring of χ, but it is possible for τ to have a strictly
smaller character ring in certain characteristics, so we additionally require that the
character ring of χ in characteristic p is no larger than the character ring of τ . If
this is the case then it follows straightforwardly that this condition is necessary and
sufficient for a containment of Sρτ in C.
Containments of geometric-type subgroups in S∗-candidates
It is a consequence of [33, Theorem 8.1.1] that there are no containments
of geometric-type subgroups in S∗-candidates that have not already been ruled out
in the tables in [33]; however, in the cases we are considering these proofs are not
especially difficult, and so we include them here for completeness.
We describe some commonly-used methods for ruling out some potential
containments.
Recall Definition 1.5.6 of νq(n). We will often be interested in the q-part of
the order of a group G, and will consequently write νq(G) in place of νq(|G|).
If Ω is a classical group in characteristic p, in many cases counting the p-part
of the geometric-type subgroup is sufficient to rule out possible containments in
any S∗-candidate subgroup. This is usually effective when dealing with C1 and C3
candidates.
The below is a consequence of Lemma 2.3.24.
Corollary 6.3.1. Let q be odd, and e ≥ 1 be an integer. Then
(i) If e is odd then ν2(q
e − 1) = ν2(q − 1).
(ii) If e is even then ν2(q
e − 1) = max(ν2(q + 1), ν2(q − 1)) + ν2(e).
Proof. When e is odd, note that q
e−1
q−1 = 1 + q + . . . + q
e−1 is odd, so the result
follows.
When e is even, let r = ν2(e), so that e = 2
rs with s odd. Also let t =
max(ν2(q + 1), ν2(q − 1)). Then by Lemma 2.3.24 it follows that qe = (q2r)s ≡ 1
mod 2t+r, so that ν2(q
e− 1) ≥ t+ r. We also have that q ≡ ±1 mod 2t and q 6≡ ±1
mod 2t+1 by definition of t. Since s is odd, it follows that qs ≡ q mod 2t+1, and
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thus it also follows from Lemma 2.3.24 that (qs)2
r ≡ q2r 6≡ 1 mod 2t+r+1, so that
ν2(q
e − 1) = t+ r.
Corollary 6.3.2. Suppose q and e are odd. Then ν2(q
e + 1) = ν2(q + 1).
Proof. Since q2e − 1 = (qe + 1)(qe − 1) and ν2 is such that ν2(ab) = ν2(a) + ν2(b),
we can use Corollary 6.3.1 to establish that
ν2(q
e + 1) = 1− ν2(q − 1) + max(ν2(q − 1), ν2(q + 1))
and since precisely one of ν2(q−1) and ν2(q+1) is equal to 1, the result follows.
The above results provide another method for ruling out containments via
Lagrange when q is odd, by considering 2-parts. When q is even the below corol-
lary of Zsigmondy’s theorem will also be useful (see for example [4] for a proof of
Zsigmondy’s theorem).
Lemma 6.3.3 (Bang’s theorem). If n > 1, n 6= 6, then 2n − 1 has a prime factor
which does not divide any number of the form 2k − 1 for k < n.
The below results will be useful when the geometric-type group under consid-
eration is a classical group in comparatively large dimension (for instance in Classes
C5 or C8) or contains a direct product of a number of smaller classical groups (for
instance in Classes C2 or C7).
Definition 6.3.4. Let G be a finite group, and p be prime. Then
Rp(G) := min{n : G is isomorphic to a subgroup of PGLn(Fp)}.
Lemma 6.3.5. [41] Let S be a nonabelian simple classical group in dimension d
over Fpe, and suppose that S is not listed in Remark 6.3.6. Then Rp(S) = d.
Remark 6.3.6. The full list of exceptions to Lemma 6.3.5 is:
(i) S = O◦3(q) ∼= L2(q) when q is odd, with Rp(S) = 2.
(ii) S = S4(2)
′ ∼= A6 with R2(S) = 3.
(iii) S = O−4 (q) ∼= L2(q2), with Rp(S) = 2.
(iv) S = O◦5(q) ∼= S4(q) when q is odd, with Rp(S) = 4.
(v) S = O±6 (q) ∼= L±4 (q), with Rp(S) = 4.
221
Lemma 6.3.7. [33, Proposition 5.5.7] Let S1, . . . , St be non-abelian simple groups,
and G = S1 × . . .× St. Then Rp(G) ≥
∑n
i=1Rp(Si).
Remark 6.3.8. It follows from [18, Chapter 3.7, Theorem 7.2] that we can also
apply Lemma 6.3.7 when G is a central product of simple groups.
The following results will be useful when considering C6-subgroups.
Lemma 6.3.9. [18, Chapter 5, Theorem 5.5] Let G be an extraspecial group of
order r2f+1, where r is prime. Suppose that Fpe contains a primitive r2-root of
unity, where p is a prime with p 6= r. Then the faithful irreducible representations
of G over Fq are all of degree rf .
Corollary 6.3.10. Let G be an extraspecial group of order r2f+1. Suppose that Fq
contains a primitive r2-root of unity, where p is a prime with p 6= r. Then every
irreducible character of G is either:
(i) An unfaithful character of degree 1 with Z(G) contained in the kernel of the
character; or
(ii) A faithful character of degree rf .
Proof. Lemma 6.3.9 classifies all faithful irreducible characters of G, and so it
remains to classify the unfaithful irreducible characters. We have that Z(G) =
[G,G] = Cr, so that the quotient group G/Z(G) is abelian of order r
2f ; fur-
ther, since Φ(G) = Cr, it follows that this quotient is elementary abelian, so that
G/Z(G) = C2fr . In particular G/Z(G) has r2f linear characters, each of which in-
duces a linear character of G whose kernel contains Z(G). Conversely a nontrivial
normal subgroup of N < G must intersect the center of G non-trivially (since N
must be a union of conjugacy classes of G, 1 ∈ N , |N | ≡ 0 mod p and the only
other elements of G whose conjugacy class has size not divisible by p are elements
of the center). Since Z(G) = Cp we have Z(G) < N , and hence Z(G) is contained
in the kernel of every unfaithful character of G, and so all unfaithful irreducible
characters of G must be linear.
In particular, it follows that the smallest faithful characters of G are irre-
ducible of degree rf in non-dividing characteristic. When considering C6-subgroups,
in all cases rf will be the dimension of the classical group Ω, and thus this will rule
out containments in S∗-type candidates which are groups of Lie type of smaller di-
mension, and usually considering ν2(G) prevents containments inside the remaining
S∗-type candidates.
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6.3.2 SL16(q)
Lemma 6.3.11. Let Ω = SL16(q). Then all S∗-maximal subgroups of all almost
simple extensions of Ω are maximal.
Proof. Direct computations show that none of the S1-candidate subgroups have
subgroups of index ≤ 8, nor a subgroup of index 16; hence there are no containments
of S1-candidates in C2-candidates. For the S∗2 -candidates, [35] gives a lower bound on
the degree of a projective representation (and hence a lower bound on the smallest-
index proper subgroup), which is larger than 16 for all S∗2 -candidates, so there is no
containment of S∗2 -candidates in C2-candidates.
The only C4-candidate subgroup is the tensor product GL2(q)⊗GL8(q); for
a containment here we would require 2- and 8-dimensional irreducible (projective)
representations of the S∗-candidate. None of these groups admit a 2-dimensional
irreducible representation so there is no possibility of containment here.
The C7-candidate subgroup is a wreathed tensor of GL4(q), so we are inter-
ested in groups with a 4-dimensional irreducible projective representation over Fq.
The only group which has this is the S∗2 -candidate 2·L4(q) in characteristic 3. From
[41] representations of L4(q) in dimension 4 have highest weight (0, 0, 1), and by
Lemma 4.1.21 the weights of the tensor product are sums of the weights of the com-
ponents. In particular, the 10-dimensional L4(q)-module with weight (0, 0, 2) must
appear as a constituent of the wreathed tensor product GL4(q)⊗GL4(q), and hence
this tensor product cannot contain the irreducible 16-dimensional S∗2 -candidate,
whose representation has highest weight (0, 1, 1). Hence there is no containment
here.
The only C6-candidate subgroup is 21+8.Sp8(2). Lagrange rules out the possi-
bility of this group containing any of the S1-candidates, and the only containment of
an S∗2 -candidate not ruled out by Lagrange is 2·L4(22). However, this would require
a containment of L4(4) inside S8(2), which is not possible from [8, Table 8.48].
Lemma 6.3.12. Let Ω = SL16(q). Then all subgroups which are maximal amongst
the geometric subgroups of all almost simple extensions of Ω are maximal.
Proof. The highest value of νq for S∗-candidates is νq((2, q − 1)·Ω+10(q)) = 20, and
every C1-candidate has an order with a higher q-part, so there is no possible contain-
ment here. We can similarly rule out containments of C3, C4 and C8 in S∗-candidates.
Lemma 6.3.7 tells us that the smallest faithful representation of each of the
first three C2-subgroups has dimension at least 16, so that there are no contain-
ments in S∗2 -candidates, and considering the q-part of these candidates rules out
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containments in S1-candidates. For the group (q − 1)15.S16, we see from [57] that
A16 has no faithful representation in dimension smaller than 14, so that there are
no containments of this group in S∗2 -candidates, and ν2(A16) = 14, which rules out
containment in S1-candidates.
We can rule out containments in C5 using Lemma 6.3.5 for S∗2 -candidates,
and by considering the q0-part of the orders involved for the S1-candidates.
Corollary 6.3.10 tells us that the smallest faithful representations of the group
21+8 have dimension 16, ruling out any possible containments in S∗2 -candidates.
(Since the C6-candidate only occurs when p ≡ 1 mod 4 we can always apply the
corollary). Otherwise, ν2(Sp8(2)) = 16 which is sufficent to rule out any possible
containment in S1-candidates.
The only C7-group is C = (q − 1, 4).L4(q)2.[(q − 1, 4)2].2. Lagrange or
Lemma 6.3.7 rules out any possible containments in all S∗-candidates except S =
HSpin+10(q). We always have that |S| < |(2, q − 1)·Ω+10(q)|; since we will be ruling
out a containment of C inside S considering only the orders of the groups involved,
we can take S = (2, q− 1)·Ω+10(q) to avoid considering multiple cases. We have that
|C| = 2(q − 1, 4)q12(q4 − 1)2(q3 − 1)2(q2 − 1)2,
|S| = (2, q − 1)q20(q5 − 1)(q8 − 1)(q6 − 1)(q4 − 1)(q2 − 1).
When q is odd, by Lemma 6.3.1, we see that ν2(C) = 4r± + 2r− + min{2, r−}+ 7,
where r− = ν2(q − 1) and r± = max{ν2(q − 1), ν2(q + 1)}, whereas ν2(S) = 4r± +
r− + 8. Since r− ≥ 1 it follows that ν2(C) > ν2(S) and so there is no containment
here.
When q is even, the ratio of orders (after some simplification) is
|S|
|C| =
q8(q5 − 1)(q4 + 1)(q3 + 1)
(q3 − 1)(q2 − 1) .
By Lemma 6.3.3 there exists a prime l such that q3 ≡ 1 mod l but q2 6≡ 1 mod l
and q 6≡ 1 mod l. The integer l does not divide q8 as q is even. If l divides q5−1 then
q5 ≡ 1 mod l and q3 ≡ 1 mod l, so q2 ≡ 1 mod l which is not true. If l divides
q4 + 1 then q4 ≡ −1 mod l and q5 ≡ 1 mod l, so q ≡ −1 mod l and l|(q + 1),
so l divides q2 − 1, which is not possible. If l divides q3 + 1 then q2 ≡ −1 mod l
and q3 ≡ 1 mod l so q ≡ −1 mod l, which is again not possible. Hence a suitable
power of l divides |C| but not |S|, so by Lagrange there can be no containment
between these groups.
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6.3.3 SU16(q)
Lemma 6.3.13. Let Ω = SU16(q). Then all S∗-maximal subgroups of all almost
simple extensions of Ω are maximal.
Proof. We eliminate containments in C2- and C4-candidates via similar methods to
those used in Lemma 6.3.11.
For C7, we see from [32] that in characteristic 5 the group 4·2L3(4).22 has two
weakly-equivalent nontrivial 4-dimensional faithful characters, but these are the only
4-dimensional projective characters and inspection (for example on elements of class
4A) shows that the 16-dimensional character is not a tensor product of two of these
characters. We see by inspection of the remaining groups, or from [8, Table 4.4]
that there are no other S1-candidates with a 4-dimensional nontrivial projective
representation.
In groups in Class C6, Lagrange allows the possibility of a containment of
4·2L3(4).22 inside Sp8(2), but there is no faithful representation of 4·2L3(4) in char-
acteristic 2, and we can again rule out a containment of SU4(q).(q + 1, 4) inside
Sp8(2) by [8, Table 8.48].
Lemma 6.3.14. Let Ω = SU16(q). Then all subgroups which are maximal amongst
the geometric subgroups of all almost simple extensions of Ω are maximal.
Proof. The proofs here are very similar to those in Lemma 6.3.12, so we only sketch
the details.
Considering q-parts rules out containments in C1 and C4. Lemma 6.3.7 rules
out containments for the first three C2-candidates, and containments for the last two
candidates can be ruled out by [57] and considering q-parts respectively. Lemma
6.3.5 rules out containments involving C5-candidates, and Lagrange and Corollary
6.3.10 deals with containments of the C6-canddate in S1- and S∗2 -candidates respec-
tively.
Again similarly to Lemma 6.3.12, the only containment of C7-candidates
inside S∗-subgroups that cannot be immediately ruled out by Lagrange or minimal
degrees of representations is the containment C < S where C denotes the C7 group
(q + 1, 4).U4(q)
2.(q + 1, 4)2.2 and S is an extension of O−10(q). As in the linear case
we take S = (2, q − 1)·Ω−10(q). We have
|C| = 2(4, q − 1)q12(q4 − 1)2(q3 + 1)2(q2 − 1)2,
|S| = (2, q − 1)q20(q5 + 1)(q8 − 1)(q6 − 1)(q4 − 1)(q2 − 1).
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When q is odd we can count 2-parts and conclude that ν2(C) > ν2(S); when q is
even the ratio of orders is
|S|
|C| =
q8(q5 + 1)(q4 + 1)(q3 − 1)
2(q2 − 1)(q3 + 1)
and we can apply Lemma 6.3.3 to (q6 − 1) = (q3 − 1)(q3 + 1) to find a prime l such
that l divides q3 + 1 but not qi− 1 for i < 6. Similarly to before l cannot divide any
of the terms in the numerator, so there is no possible containment C < S.
6.3.4 Sp16(q)
Lemma 6.3.15. Let Ω = Sp16(q). Then all S∗-maximal subgroups of all almost
simple extensions of Ω are maximal.
Proof. As before, we only need to consider containments in Class Ci for i = 2, 4, 6, 7.
Note that there are no C7-candidate subgroups of Sp16(q).
We first consider the C2 cases. From the discussion in Section 6.3.1, to be
contained in a group of the form Gˆ o St we require the S∗-candidate to have a
subgroup of index t. From Table 7.5 we see that t ≤ 8. From direct computations
for S1-candidates and [35] for S∗2 -candidates, the only S∗-candidate with a subgroup
of index 8 or fewer is 2·A8, which has an index 8 subgroup isomorphic to 2·A7,
and the only character of 2·A7 of degree 2 is the direct sum of two copies of the
trivial representation, which induces up to the permutation representation of 2·A8,
whose image is isomorphic to A8. Hence the 16-dimensional faithful irreducible
representation of 2·A8 is primitive. It remains to consider containment in the C2-
subgroup GL8(q).2. However, if S is an S∗-candidate and we have a containment
S < GL8(q).2 < Sp16(q) then by construction of the C2-subgroup, S has an index 2
subgroup which is reducible, and this is not true for any of the S∗-candidates.
For the groups in Class C4, the candidate groups are Sp4(q) ⊗ Ω±4 (q) or
Sp2(q) ⊗ Ω±8 (q), and in order for an S∗-candidate subgroup to be contained in one
of these, it must have a nontrivial (projective) representation contained in each
component of the tensor product. We can look at the character tables of the S1-
candidates (or [56] in the case of A18) to see that none of these have representations
in degree 2 or 4. For the S∗2 -candidates, it is clear that Sp4(q) does not have a
representation with image contained in Sp2(q) or Ω
±
4 (q), and although SL2(q) has
representations in these dimensions, all irreducible even-dimensional representations
preserve a symplectic form by [8, Proposition 5.3.6], so we have no representations
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contained in Ω±t (q) with t = 4, 8. Hence there is no containment of S∗-candidates
in C4-candidates.
The only C6-candidate subgroups are extensions by Ω−8 (2), and containment
of an S∗-candidate subgroup in the C6-candidate would require containment of the
nonabelian simple composition factor of the S∗-candidate in Ω−8 (2). Lagrange rules
out all containments except the S1-candidate 2·A8 and the S∗2 -candidate Sp4(3),
and a direct check shows that there are subgroups of Ω−8 (2) isomorphic to both
A8 and S4(3). The former occurs only when q = 7, and the latter when q =
3, so we can perform direct computer computations. There is no containment of
2·A8 in this geometric-type subgroup, since from [32] matrices of order 5 in the 16-
dimensional representation have trace 1, whereas from computations in geomcont
we see that elements of order 5 in 21+8.SO−8 (2) have trace 3. Similar computations,
also in geomcont, show that the traces of elements of order 5 also differ between the
geometric-type candidate and the S∗2 -type candidate Sp4(3), ruling out containments
in this case as well.
Lemma 6.3.16. Let Ω = Sp16(q). Then all subgroups which are maximal amongst
the geometric subgroups of all almost simple extensions of Ω are maximal.
Proof. The highest value of νp appearing in any S∗-type candidate is ν2(A18) = 15,
or νq(Sp4(q)) = 4. Checking νp(G), for Ω a classical group in characteristic p and
G a geometric-type subgroup, we can eliminate possible containments of all C1, C3
and C8 candidates, and also eliminates all C2-candidates except Sp2(q)8 : S8, which
we can rule out by Lemma 6.3.5 and Lemma 6.3.7.
Considering q-parts also rules out possible containments in C4-candidates.
For the C5-candidates, Lemma 6.3.5 rules out possible containments in all S∗2 -
candidates, and Lagrange rules out containments in S1-candidates.
Finally, we consider the C6-candidates. The order of these candidates is
divisible by 221, which rules out containments in S1-candidates. The group Ω−8 (2)
has no faithful 2- or 4-dimensional representation in any characteristic so there is
no containment in the S∗2 -candidates SL2(q) or Sp4(q).
6.3.5 Ω+16(q)
Lemma 6.3.17. Let Ω = Ω+16(q). Then all S∗-maximal subgroups of all almost
simple extensions of Ω are maximal.
Proof. We first consider C2-candidates. It is straightforward to check that none of
the nonabelian composition factors of the S1-candidates have subgroups of index
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2, 4, 8 or 16, and as in Lemma 6.2.6 there are no S∗2 -candidates with permutation
representations on fewer than 17 points. Hence there are no abstract containments
of any S∗-candidates in C2-candidates.
For the C4-candidates, we can see from [8, Theorem 4.3,3] that there are
no S1-candidates with 2- or 4-dimensional faithful irreducible projective representa-
tions, so there is no containment of any of the S1-candidates in C4-candidates. None
of the S∗2 -candidates have 2-dimensional representations over Fq, so the only possi-
bility that remains is containment of an S∗2 -candidate subgroup in the C4-candidate
SO+4 (q) ⊗ SO−4 (q). However, since O+4 (q) ∼= L2(q) × L2(q), a group with an irre-
ducible representation inside O+4 (q) would also need to have its nonabelian simple
composition factor appear as a subgroup of L2(q), which none of the S∗2 -candidates
do; hence there are no containments inside C4-candidates.
In a similar way we can rule out the possibility of containment in all of the
C7-subgroups except the tensor wreath product Sp4(q) o S2. Since the nonabelian
composition factor of the S2-candidate must be contained in S4(q) (and Sp4(q) o S2
is not maximal when q is even), we can rule out all containments except L2(q
4).4,
and it follows from [8, Table 8.12] that there is no containment of L2(q
4) in S4(q);
hence no containments in C7-groups are possible.
The C6-candidate subgroups of Ω have nonabelian composition factor O+8 (2).
Lagrange eliminates the possibility of all containments between S1-candidates except
(2·)A10. In characteristic 2 the group A10 has a single representation in dimension
8, which preserves a symplectic form and hence does not embed into O+8 (2). For
the S∗2 -candidates Lagrange rules out any possible containments inside O+8 (2).
Lemma 6.3.18. Let Ω = Ω+16(q). Then all subgroups which are maximal amongst
the geometric subgroups of all almost simple extensions of Ω are maximal.
Proof. The highest value of νq on S∗-candidates is νq(2·Ω◦9(q)) = q16. Thus by
considering the q-part of geometric type candidates, we can rule out containment in
all C1- and C3-candidates.
For the C2-candidates, we can use Lemma 6.3.7 and [57] to rule out contain-
ments in S∗2 -candidates for all except G = Ω−4 (q)4.23(2,q−1).S4, as O−4 (q) ∼= L2(q2).
In this case, the group has order q
8(q2+1)4(q2−1)4
(q−1,2)4 2
3(q−1,2)233. The q-part rules out
possible containments in all S∗2 -candidates except Sp4(q2).2 and S = (2, q−1)·Ω◦9(q).
The order of the former divides the order of the latter, which is
(2, q − 1)q16(q8 − 1)(q6 − 1)(q4 − 1)(q2 − 1).
When q is odd, set r = max{ν2(q − 1), ν2(q + 1)}; then using Corollary 6.3.1 and
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Corollary 6.3.2, ν2(G) = 4r+ 13 and ν2(S) = 4r+ 8, so there is no possible contain-
ment here when q is odd. When q is even, we can construct the ratio
|S|
|G| =
q8(q4 + 1)(q6 − 1)
(q2 + 1)2(q − 1)263 .
By Lemma 6.3.3 there is a prime l which divides q4− 1 but not qi− 1 for i = 1, 2, 3.
Since q4 − 1 = (q2 + 1)(q2 − 1) and l does not divide q2 − 1, l divides q2 + 1, and
we can show that l cannot divide any term in the numerator. Indeed, if l divides
q6 − 1 then q6 ≡ q4 ≡ 1 mod l, so that q2 ≡ 1 mod l which contradicts choice of l.
Similarly if l divides q4 +1 then since l divides q4−1 we have that l divides 2, which
is also impossible. Hence this ratio is not an integer, and so there is no containment
when q is even either.
For containments of C2-candidates inside S1-candidates, considering the 2-
parts rules out containments involving 215.A16 (or its extensions) and considering
q-parts rules out the extensions of Ω±8 (q)
2. The extensions of Ω±4 (q) have q-part q
8,
which rules out all possible containments when q is odd. Counting 2-parts when q
is even rules out all containments except that of Ω±4 (2).2
3.S4 inside A17, and the
order of the former does not divide the order of the latter. The 2-part of the groups
Ω±2 (q)
8.27(2,q−1).S8 is at least 14, leaving containment in A17 as the only possibility.
Since A17 also has 2-part 14, and no other prime power larger than 6 dividing it,
the only possibility for containment is when q is even and Ω±2 (q) is trivial; i.e. when
the group is an extension of Ω+2 (2), and in this case the C2-group is already not
maximal.
We can rule out containments of C5 using Lemma 6.3.5 for S∗2 -candidates
and by considering q0-parts for S1-candidates. For C6-candidates we can rule out
containment in S∗2 -candidates using Corollary 6.3.10, and in S1-candidates by con-
sidering 2-parts.
We next consider the C4-candidates. The group (Sp2(q)◦Sp8(q)).(2, q−1) has
q-part 17, ruling out all possible containments in S∗-candidates. We next consider
the group C = (SO+4 (q) ◦ SO−4 (q)).22. We can use Lemma 6.3.5, Lemma 6.3.7 and
Remark 6.3.8 to conclude that the smallest dimension of a representation of C is at
least 6, leaving the only possible containment in S∗2 -candidates as inside the group
S = 2·SO◦9(q). Since O
−
4 (q)
∼= L2(q2), it follows that the smallest representation of
SO−4 (q) over Fq is the natural 4-dimensional representation; hence from [8, Table
8.58], the only maximal subgroups of C which could contain a group isomorphic to
S (or the quotient of S by its centre) are the groups Ω±8 (q).2. (Since C is not itself a
direct product it cannot be contained in the direct product of two groups of smaller
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dimension, and it also cannot be written over a smaller field). If we had such a
containment, it would follow that there was also a containment of SO+4 (q)◦SO−4 (q) <
Ω±8 (q). However, considered as subgroups of Ω
+
16(q), both S and C have irreducible
representations; hence if there is a containment C < Ω±8 (q) < S < Ω
+
16(q) then we
must have an irreducible 16-dimensional representation of Ω±8 (q) by Lemma 4.5.2,
which is not possible by [41]. Thus there are no containments of C4-groups inside
S∗2 -candidates. For the S1-candidates, since p 6= 2 and the q-part of C is 4, the
only possibility for containment is when q = 3. Lagrange rules out all possible
containments except C < A17, which can be ruled out by a direct calculation.
For the C7-candidates, we can use Lemma 6.3.7 to leave the only possible
containments inside S∗2 -candidates as any of the candidates inside (2, q − 1)·Ω◦9(q),
and 2.PSO−4 (q)
2.23 inside Sp4(q
2).2. Similarly to the previous paragraph, con-
tainments of S2(q)
4 or S4(q)
2 inside (2, q − 1)·Ω◦9(q) are impossible by consider-
ing its maximal subgroups. From [8, Table 8.12] we can rule out containments of
2.PSO−4 (q)
2.23 ∼= 2.L2(q2).23 inside all maximal subgroups of Sp4(q2) by considering
either dimension or order.
6.3.6 Ω−16(q)
In this section let Ω = Ω−16(q). Recall that there are no S∗2 -candidate sub-
groups of Ω, and that the S1-candidates are A18 with q = p = 3, A17 with q = p 6= 3
and p not a square modulo 17, and two representations of L2(17); L2(17)1 with
q = p 6= 3 and not a square modulo 17, and L2(17)2 with p not a square modulo 17,
and q = p if p ≡ ±1 mod 9 and q = p3 otherwise.
Note that there are no geometric-type candidates in Classes Ci for i =
2, 4, 6, 7, so there are no possible containments of S∗-candidates in geometric-type
candidates.
Lemma 6.3.19. Let Ω = Ω−16(q). Then all subgroups which are maximal amongst
the geometric subgroups of all almost simple extensions of Ω are maximal.
Proof. The highest q-parts of S∗-subgroups are ν2(A18) = 15 and ν3(A17) = 8. The
q-parts of all C1- and C3-candidates are larger than 15 in all cases, as is the q0-part
of the C5-candidate.
6.3.7 Ω◦17(q)
Lemma 6.3.20. Let Ω = Ω◦17(q). Then all S∗-maximal subgroups of all almost
simple extensions of Ω are maximal.
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Proof. Recall that the definition of Class S∗ means that the only geometric-type
subgroups we need to consider in this section are those in Classes Ci for i = 2, 4, 6, 7.
From Table 7.13 we see that the only such geometric-type subgroup of Ω is O◦1(q)oS17
or O◦1(q) oA17, which consists of generalised permutation matrices whose entries take
the values ±1. (For notational convenience we will refer to the group as O◦1(q) o S17
throughout, but the arguments also work when the group is O◦1(q) o A17). This
acts imprimitively on the 17-dimensional module V of Ω◦17(q), where we can write
the blocks of V as 1-dimensional subspaces spanned by the basis elements of V .
Conversely, any matrix group which acts imprimitively on V with blocks of size 1
must consist of generalised permutation matrices.
Lagrange rules out possible containments (in either direction) between A18.2
and O◦1(q) o S17. We are thus left with the possiblity of containments of (extensions
of) L2(16) in O
◦
1(q) o S17. From [8, Section 8.2, Table 8.1] we see that L2(16) has a
subgroup H of index 17 isomorphic to 24 : 15. Computer calculations in geomcont
show that each 17-dimensional character of L2(16) is induced from a different 1-
dimensional character of H.
For G = L2(16)1, the calculations show that the character ring of the 1-
dimensional character of H inducing the representation is generated by z3, whilst
the character ring of G involves no irrationalities. Hence when p ≡ 1 mod 4, the
character ring of the representation of H is Fp2 whereas the character ring of the
representation of G is Fp. Thus when p ≡ 1 mod 4, the representation of G over
Fp is primitive. When p ≡ 3 mod 4 both representations are realisable over Fp, so
the representation is imprimitive in this case. In order to have a containment of
G inside O◦1(q) o S17, we require the stabiliser of a 1-dimensional block of G to be
isomorphic to a subgroup of O◦1(q), which consists of the scalars ±1. The action of
H on this 1-dimensional vector space is as the 1-dimensional representation of H.
Again from the computations, we see that the character value of the 1-dimensional
representation of H on elements of order 3 is z3 or −1−z3; hence elements of order 3
act non-trivially on the vector space and so the stabiliser does not act as a subgroup
of O◦1(q). Hence in no case is there a containment of L2(16)1 in O◦1(q) o S17.
The computations for L2(16)2 and L2(16)3 are similar. The 1-dimensional
representation inducing L2(16)2 takes character value z5 on elements of order 5, so
when the representation is imprimitive elements of H of order 5 act nontrivially
on vectors in the blocks of the action (and there can obviously be no containment
when the representation is primitive); hence there is no containment here. A similar
argument holds for L2(16)3.
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Lemma 6.3.21. Let Ω = Ω◦17(q). Then all subgroups which are maximal amongst
the geometric subgroups of all almost simple extensions of Ω are maximal.
Proof. Considering 2-parts rules out the possibility of containment of C2-candidates
in any S∗-candidates, and considering q-parts and q0-parts for C1-candidates and C5
candidates respectively rules out containments of these inside any S∗-candidate.
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Chapter 7
Results
In this chapter, we summarise the results of the previous chapters and provide
the tables as referred to in Theorem 1.1.1. We present the tables in the same format
as [8, Chapter 8], and refer the reader there for more details on the information
contained in these tables.
For each classical group Ω, we provide two tables (except for SL±17(q) where
there are no S∗-maximal candidates); one describing the geometric-type maximal
subgroups of Ω and one describing the maximal subgroups of Ω in class S. We
describe the columns in the tables below:
• ‘Class’ only occurs in the geometric-type tables, and denotes the number i
corresponding to the Aschbacher class Ci that the group falls into.
• ‘Group’ denotes the isomorphism type of the group. The isomorphism type
for S∗-maximal subgroups includes scalar matrices in Ω.
• ‘Notes’ denotes any restrictions on q required for the listed group to be maxi-
mal, and also describes any novelties.
• ‘Classes’ gives the number of conjugacy classes. This is denoted c, and may
also appear in the stabiliser or the structure of the group.
• ‘Stabiliser’ provides the class stabiliser of the group.
Results indicated by an asterisk denote conjectures, and references are given
to where the conjecture is discussed in more detail.
The proof of correctness of the geometric-type tables are from [33, Chapter 3]
with the exact structures of some of these groups coming from the computations in
[8, Chapter 2]. The proof of correctness of the groups in class S come from Chapters
3 and 4, and the proof of maximality of both of these tables comes from Chapter 6.
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7.1 SL16(q)
Table 7.1: The maximal subgroups of SL16(q) of geometric type
d := |Z(SL16(q))| = (q − 1, 16), |δ| = d, |φ| = e, |γ| = 2, q = pe
Class Group Notes Classes Stabiliser
1 E15q : GL15(q) 2 〈δ, φ〉
1 E28q : (SL14(q)× SL2(q)) : (q − 1) 2 〈δ, φ〉
1 E39q : (SL13(q)× SL3(q)) : (q − 1) 2 〈δ, φ〉
1 E48q : (SL12(q)× SL4(q)) : (q − 1) 2 〈δ, φ〉
1 E55q : (SL11(q)× SL5(q)) : (q − 1) 2 〈δ, φ〉
1 E60q : (SL10(q)× SL6(q)) : (q − 1) 2 〈δ, φ〉
1 E63q : (SL9(q)× SL7(q)) : (q − 1) 2 〈δ, φ〉
1 E64q : (SL8(q)× SL8(q)) : (q − 1) 1 〈δ, φ, γ〉
1 GL15(q) N1 1 〈δ, φ, γ〉
1 (SL2(q)× SL14(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL3(q)× SL13(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL4(q)× SL12(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL5(q)× SL11(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL6(q)× SL10(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL7(q)× SL9(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 E29q : SL14(q) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E52q : (SL2(q)
2 × SL12(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E69q : (SL3(q)
2 × SL10(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E80q : (SL4(q)
2 × SL8(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E85q : (SL5(q)
2 × SL6(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E84q : (SL6(q)
2 × SL4(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E77q : (SL7(q)
2 × SL2(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
2 SL8(q)
2.(q − 1).2 1 〈δ, φ, γ〉
2 SL4(q)
4.(q − 1)3.S4 1 〈δ, φ, γ〉
2 SL2(q)
8.(q − 1)7.S8 q 6= 2 1 〈δ, φ, γ〉
2 (q − 1)15.S16 q ≥ 5 1 〈δ, φ, γ〉
3
(
(q − 1, 8)(q + 1) ◦ SL8(q2)
) (q2−1,8)
(q−1,8) .2 1 〈δ, φ, γ〉
4 (SL2(q) ◦ SL8(q)).(q − 1, 2)2 q 6= 2 (q − 1, 2) 〈δc, φ, γ〉
5 SL16(q0).c q = q
r
0, r prime
(
q−1
q0−1 , 16
)
〈δc, φ, γ〉
6 ((q − 1, 16) ◦ 21+8).Sp8(2) q = p ≡ 1 mod 4 (q − 1, 16) 〈δc, φ, γ〉
7 (q − 1, 4).L4(q)2.[(q − 1, 4)2].2 (q − 1, 4) 〈δc, φ, γ〉
8 (q − 1, 16)·S16(q).k (q − 1, 8) 〈δc, φ, γ〉
8 SO+16(q).[(q − 1, 16)] q odd (q−1,16)2 〈δc, φ, γ〉
8 SO−16(q).[(q − 1, 16)] q odd (q−1,16)2 〈δc, φδ(p−1)/2, γδ−1〉
8 SU16(q0).[(q0 − 1, 16)] q = q20 (q0 − 1, 16) 〈δc, φ, γ〉
k =
1 if q ≡ 1 mod 16 or q is even,2 otherwise.
N1 - Maximal under subgroups not contained in 〈δ, φ〉
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Table 7.2: The maximal subgroups of SL16(q) in class S
d := |Z(SL16(q))| = (q − 1, 16), |δ| = d, |φ| = e, |γ| = 2, q = pe
Group Notes Classes Stabiliser
2·A12 q = 3 2 〈γ〉
d ◦ 2·A11 q = p ≡ 1, 3, 4, 5, 9 mod 11, p 6= 3 d 〈γ〉
d×M12 q = p ≡ 1, 25, 31, 37, 49 mod 66 d 〈γ〉
d×M12 q = p ≡ 5, 23, 47, 53, 59 mod 66 d 〈γδ〉
d ◦ SL2(31) q = p square mod 31, p ≡ ±1 mod 8 d 〈γ〉
d ◦ SL2(31) q = p square mod 31, p ≡ ±3 mod 8 d 〈γδ〉
d× L3(3) q = p ≡ 1, 55, 61 mod 78 d 〈γ〉
d× L3(3) q = p ≡ 1, 55, 61 mod 78 d 〈γ〉
d× L3(3) q = p ≡ 29, 35, 53 mod 78 d 〈γδ〉
d× L3(3) q = p ≡ 29, 35, 53 mod 78 d 〈γδ〉
SL4(q).2 q = 3
e, e odd 2 〈φ, γ〉
8 ◦ SL4(q).2 q = 3e, e ≡ 2 mod 4 4 〈δ4, φ, γ〉
16 ◦ SL4(q) q = 3e, e ≡ 0 mod 4 4 〈δ4, φ, γ〉
L4(q
2).2 q even 1 〈φ, γ〉
2× (L4(q2).(4× 2)) q ≡ 3 mod 4 2 〈φ, γ〉
4 ◦ 2·L4(q2).(4× 2) q ≡ 5 mod 8 4 〈φ, γ〉
8 ◦ 2·L4(q2).22 q ≡ 9 mod 16 4 〈δ4, φ, γ〉
16 ◦ 2·L4(q2).2 q ≡ 1 mod 16 4 〈δ4, φ, γ〉
Ω+10(q) q even 1 〈φ, γ〉
2·Ω+10(q).2 q ≡ 3 mod 4 2 〈φ, γ〉
4 ◦ 2·Ω+10(q).4 q ≡ 5 mod 8 4 〈φ, γ〉
8 ◦ 2·Ω+10(q).2 q ≡ 9 mod 16 4 〈δ4, φ, γ〉
16 ◦ 2·Ω+10(q) q ≡ 1 mod 16 4 〈δ4, φ, γ〉
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7.2 SU16(q)
Table 7.3: The maximal subgroups of SU16(q) of geometric type
d := |Z(SU16(q))| = (q + 1, 16), |δ| = d, |φ| = 2e, φe = γ, q = pe
Class Group Notes Classes Stabiliser
1 E29q : SU14(q).(q
2 − 1) 1 〈δ, φ〉
1 E52q : (SL2(q
2)× SU12(q)).(q2 − 1) 1 〈δ, φ〉
1 E69q : (SL3(q
2)× SU10(q)).(q2 − 1) 1 〈δ, φ〉
1 E80q : (SL4(q
2)× SU8(q)).(q2 − 1) 1 〈δ, φ〉
1 E85q : (SL5(q
2)× SU6(q)).(q2 − 1) 1 〈δ, φ〉
1 E84q : (SL6(q
2)× SU4(q)).(q2 − 1) 1 〈δ, φ〉
1 E77q : (SL7(q
2)× SU2(q)).(q2 − 1) 1 〈δ, φ〉
1 E64q : SL8(q
2).(q − 1) 1 〈δ, φ〉
1 SU15(q).(q + 1) 1 〈δ, φ〉
1 (SU2(q)× SU14(q)).(q + 1) 1 〈δ, φ〉
1 (SU3(q)× SU13(q)).(q + 1) 1 〈δ, φ〉
1 (SU4(q)× SU12(q)).(q + 1) 1 〈δ, φ〉
1 (SU5(q)× SU11(q)).(q + 1) 1 〈δ, φ〉
1 (SU6(q)× SU10(q)).(q + 1) 1 〈δ, φ〉
1 (SU7(q)× SU9(q)).(q + 1) 1 〈δ, φ〉
2 SU8(q)
2.(q + 1).2 1 〈δ, φ〉
2 SU4(q)
4.(q + 1)3.S4 1 〈δ, φ〉
2 SU2(q)
8.(q + 1)7.S8 q 6= 2 1 〈δ, φ〉
2 (q + 1)15.S16 1 〈δ, φ〉
2 SL8(q
2).(q − 1).2 1 〈δ, φ〉
4 (SU2(q) ◦ SU8(q)).[(q + 1, 2)2] q 6= 2 (q + 1, 2) 〈δc, φ〉
5 SU16(q0).
[(
q+1
q0+1
, 16
)]
q = qr0, r ≥ 3 prime
(
q+1
q0+1
, 16
)
〈δc, φ〉
5 SO+16(q).[(q + 1, 16)] q odd
(q+1,16)
2 〈δc, φ〉
5 SO−16(q).[(q + 1, 16)] q odd
(q+1,16)
2 〈δc, φδ
p−1
2 〉
5 Sp16(q).[(q + 1, 8)] (q + 1, 8) 〈δc, φ〉
6 ((q + 1, 16) ◦ 21+8).Sp8(2) q = p ≡ 3 mod 4 (q + 1, 16) 〈δc, φ〉
7 (q + 1, 4).U4(q)
2.
[
(q + 1, 4)2
]
.2 (q + 1, 4) 〈δc, φ〉
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Table 7.4: The maximal subgroups of SU16(q) in class S
d := |Z(SU16(q))| = (q + 1, 16), |δ| = d, |φ| = 2e, φe = γ, q = pe
Group Notes Classes Stabiliser
d ◦ 2·A11 q = p ≡ 2, 6, 7, 8, 10 mod 11 d 〈γ〉
8 ◦ 4·M22 q = 7 8 〈γ〉
d×M12 q = p ≡ 17, 29, 35, 41, 65 mod 66 d 〈γ〉
d×M12 q = p ≡ 7, 13, 19, 43, 61 mod 66 d 〈γδ〉
4·2L3(4).22 q = p = 3, N1 4 〈γ〉
d ◦ SL2(31) q = p non-square mod 31, p ≡ ±1 mod 8 d 〈γ〉
d ◦ SL2(31) q = p non-square mod 31, p ≡ ±3 mod 8 d 〈γδ〉
d× L3(3) q = p ≡ 17, 23, 77 mod 78 d 〈γ〉
d× L3(3) q = p ≡ 17, 23, 77 mod 78 d 〈γ〉
d× L3(3) q = p ≡ 25, 43, 49 mod 78 d 〈γδ〉
d× L3(3) q = p ≡ 25, 43, 49 mod 78 d 〈γδ〉
d× L3(3) q = p2, p ≡ 2, 5, 6, 7, 8, 11 mod 13 2d 〈γδ〉
SU4(q).(q + 1, 4) q = 3
e d 〈φ〉
L4(q
2).2 q even 1 〈φ〉
2× (L4(q2).(4× 2)) q ≡ 1 mod 4 2 〈φ〉
4 ◦ 2·L4(q2).(4× 2) q ≡ 3 mod 8 4 〈φ〉
8 ◦ 2·L4(q2).22 q ≡ 7 mod 16 4 〈δ4, φ〉
16 ◦ 2·L4(q2).2 q ≡ 15 mod 16 4 〈δ4, φ〉
Ω−10(q) q even 1 〈φ〉
2·Ω−10(q).2 q ≡ 1 mod 4 2 〈φ〉
4 ◦ 2·Ω−10(q).4 q ≡ 3 mod 8 4 〈φ〉
8 ◦ 2·Ω−10(q).2 q ≡ 7 mod 16 4 〈δ4, φ〉
16 ◦ 2·Ω−10(q) q ≡ 15 mod 16 4 〈δ4, φ〉
N1 - Maximal under subgroups containing 〈γ〉.
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7.3 Sp16(q)
Table 7.5: The maximal subgroups of Sp16(q) of geometric type
d := |Z(Sp16(q))| = (q − 1, 2), |δ| = d, |φ| = e, q = pe
Class Group Notes Classes Stabiliser
1 E15q : ((q − 1)× Sp14(q)) 1 〈δ, φ〉
1 E27q : (GL2(q)× Sp12(q)) 1 〈δ, φ〉
1 E36q : (GL3(q)× Sp10(q)) 1 〈δ, φ〉
1 E42q : (GL4(q)× Sp8(q)) 1 〈δ, φ〉
1 E45q : (GL5(q)× Sp6(q)) 1 〈δ, φ〉
1 E45q : (GL6(q)× Sp4(q)) 1 〈δ, φ〉
1 E42q : (GL7(q)× Sp2(q)) 1 〈δ, φ〉
1 E36q : GL8(q) 1 〈δ, φ〉
1 Sp2(q)× Sp14(q) 1 〈δ, φ〉
1 Sp4(q)× Sp12(q) 1 〈δ, φ〉
1 Sp6(q)× Sp10(q) 1 〈δ, φ〉
2 Sp8(q)
2 : 2 1 〈δ, φ〉
2 Sp4(q)
4 : S4 1 〈δ, φ〉
2 Sp2(q)
8 : S8 q 6= 2 1 〈δ, φ〉
2 GL8(q).2 p 6= 2 1 〈δ, φ〉
3 Sp8(q
2).2 1 〈δ, φ〉
3 GU8(q).2 p 6= 2 1 〈δ, φ〉
4 (Sp4(q) ◦GO+4 (q)).2 p 6= 2 1 〈δ, φ〉
4 (Sp4(q) ◦GO−4 (q)).2 p 6= 2 1 〈δ, φ〉
4 (Sp2(q) ◦GO+8 (q)).2 p 6= 2 1 〈δ, φ〉
4 (Sp2(q) ◦GO−8 (q)).2 p 6= 2 1 〈δ, φ〉
5 Sp16(q0).2 q = q
2
0, q odd 2 〈φ〉
5 Sp16(q0) q = q
r
0, r odd prime, q odd 1 〈δ, φ〉
5 Sp16(q0) q = q
r
0, r prime, q even 1 〈δ, φ〉
6 21+8− .SO
−
8 (2) q = p ≡ ±1 mod 8 2 〈φ〉
6 21+8− .Ω
−
8 (2) q = p ≡ ±3 mod 8 1 〈δ, φ〉
8 GO+16(q) q even 1 〈δ, φ〉
8 GO−16(q) q even 1 〈δ, φ〉
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Table 7.6: The maximal subgroups of Sp16(q) in class S
d := |Z(Sp16(q))| = (q − 1, 2), |δ| = d, |φ| = e, q = pe
Group Notes Classes Stabiliser
A18.2 q = p = 2 1 1
2·A8 q = p = 7 1 〈δ〉
2·L2(17).2 q = p ≡ ±1 mod 12 2 1
2·L2(17) q = p ≡ ±5 mod 12, p 6= 17 1 〈δ〉
2·L2(17).2 q = p ≡ ±1 mod 36 2 1
2·L2(17).2 q = p ≡ ±1 mod 36 2 1
2·L2(17).2 q = p ≡ ±1 mod 36 2 1
2·L2(17).2 q = p3, p ≡ ±11,±13 mod 36 6 1
2·L2(17) q = p ≡ ±17 mod 36, p 6= 17 1 〈δ〉
2·L2(17) q = p ≡ ±17 mod 36, p 6= 17 1 〈δ〉
2·L2(17) q = p ≡ ±17 mod 36, p 6= 17 1 〈δ〉
2·L2(17) q = p3, p ≡ ±5,±7 mod 36 3 〈δ〉
SL2(q) p ≥ 17 1 〈δ, φ〉
Sp4(q) p 6= 2, 5 1 〈δ, φ〉
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7.4 Ω+16(q)
Table 7.7: The maximal subgroups of Ω+16(q) of geometric type
d := |Z(Ω+16(q))| = (q − 1, 2), |δ| = d, |δ′| = d, |γ| = 2, |φ| = e, q = pe
Class Group Notes Classes Stabiliser
1 E14q .(
q−1
(q−1,2) × Ω+14(q)).d 1 〈δ, γ, δ′, φ〉
1 E25q .(
1
(q−1,2)GL2(q)× Ω+12(q)).d 1 〈δ, γ, δ′, φ〉
1 E33q .(
1
(q−1,2)GL3(q)× Ω+10(q)).d 1 〈δ, γ, δ′, φ〉
1 E38q .(
1
(q−1,2)GL4(q)× Ω+8 (q)).d 1 〈δ, γ, δ′, φ〉
1 E40q .(
1
(q−1,2)GL5(q)× Ω+6 (q)).d 1 〈δ, γ, δ′, φ〉
1 E39q .(
1
(q−1,2)GL6(q)× Ω+4 (q)).d 1 〈δ, γ, δ′, φ〉
1 E35q .(
1
(q−1,2)GL7(q)× Ω+2 (q)).d N1 1 〈δ, γ, δ′, φ〉
1 E28q .
1
(q−1,2)GL8(q) 2 〈δ, δ′, φ〉
1 Ω◦15(q).2 q odd 2 〈γ, δ′, φ〉
1 (Ω+2 (q)× Ω+14(q)).2d q 6= 2, N2 if q = 3 1 〈δ, γ, δ′, φ〉
1 (Ω−2 (q)× Ω−14(q)).2d 1 〈δ, γ, δ′, φ〉
1 (Ω◦3(q)× Ω◦13(q)).22 q odd 2 〈γ, δ′, φ〉
1 (Ω+4 (q)× Ω+12(q)).2d 1 〈δ, γ, δ′, φ〉
1 (Ω−4 (q)× Ω−12(q)).2d 1 〈δ, γ, δ′, φ〉
1 (Ω◦5(q)× Ω◦11(q)).22 q odd 2 〈γ, δ′, φ〉
1 (Ω+6 (q)× Ω+10(q)).2d 1 〈δ, γ, δ′, φ〉
1 (Ω−6 (q)× Ω−10(q)).2d 1 〈δ, γ, δ′, φ〉
1 (Ω◦7(q)× Ω◦9(q)).22 q odd 2 〈γ, δ′, φ〉
1 Sp14(q) q even 1 〈γ, φ〉
2 Ω+8 (q)
2.2d.2 1 〈δ, γ, δ′, φ〉
2 Ω−8 (q)
2.2d.2 1 〈δ, γ, δ′, φ〉
2 Ω+4 (q)
4.23d.S4 q 6= 2 1 〈δ, γ, δ′, φ〉
2 Ω−4 (q)
4.23d.S4 1 〈δ, γ, δ′, φ〉
2 Ω+2 (q)
8.27d.S8 q 6= 2, 3, 4, N2 if q = 5 1 〈δ, γ, δ′, φ〉
2 Ω−2 (q)
8.27d.S8 N2 if q = 3 1 〈δ, γ, δ′, φ〉
2 215.S16 q = p ≡ ±1 mod 8 4 〈γ〉
2 215.A16 q = p ≡ ±3 mod 8 2 〈γ, δ′〉
2 SL8(q).
q−1
d .2 2 〈δ, δ′, φ〉
3 ((q + 1) ◦ SU8(q)).[(2, q)(8, q + 1)] 2 〈δ, δ′, φ〉
3 Ω+8 (q
2).22 2 〈δ, δ′, φ〉
4 (Sp2(q) ◦ Sp8(q)).d q 6= 2 2d 〈δ, φ〉
4 (SO+4 (q) ◦ SO−4 (q)).22 p 6= 2, N3 2 〈δ, δ′, φ〉
5 Ω+16(q0) q = q
r
0, r prime, r odd or q even 1 〈δ, γ, δ′, φ〉
5 SO+16(q0).2 q = q
2
0, q odd 4 〈γ, φ〉
5 Ω−16(q0) q = q
2
0, q even 1 〈γ, φ〉
5 SO−16(q0) q = q
2
0, q odd 2 〈γ, δ′, φ〉
6 21+8+ .Ω
+
8 (2) q = p ≡ 3 mod 8 4 〈δ〉
6 21+8+ .SO
+
8 (2) q = p ≡ 1 mod 8 8 1
7 d.S2(q)
4.d3.S4 p 6= 2, q 6= 3 4 〈δ, φ〉
7 d.S4(q)
2.d.2 p 6= 2 4 〈δ, φ〉
7 2.PSO−4 (q)
2.23 p 6= 2 2 〈δ, δ′, φ〉
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N1 - Maximal under subgroups not contained in 〈δ, δ′, φ〉.
N2 - Maximal under subgroups not contained in 〈δ′, γ, φ〉.
N3 - Extend by B × 〈φi〉 for some integer i and B < 〈δ, δ′, γ〉. Then:
• there is one class of novelty maximal subgroups if B = 〈δ〉;
• there are two classes of novelty maximal subgroups if B = 〈δ′〉;
• there are no classes of maximal subgroups otherwise.
Table 7.8: The maximal subgroups of Ω+16(q) in class S
d := |Z(Ω+16(q))| = (q − 1, 2), |δ| = d, |δ′| = d, |γ| = 2, |φ| = e, q = pe
Group Notes Classes Stabiliser
d×A17 q = p ≡ ±1,±2,±4,±8 mod 17 d2 〈γ〉
2·A11.2 q = 11 8 1
2·A10.2 q = p ≡ ±1 mod 10, p 6= 11 8 1
2·A10 q = p ≡ ±3 mod 10 4 〈δ〉
2×M12 q = 11 4 〈γ〉
2·Sz(8) q = 13 8 1
2× L3(3) q = 13 4 〈γ〉
d× L2(17) q = p ≡ ±1,±2,±4,±8 mod 17, N1 d2 〈γ〉
2× L2(17) q = p ≡ ±1,±2,±4,±8 mod 17, p ≡ ±1 mod 9 4 〈γ〉
2× L2(17) q = p ≡ ±1,±2,±4,±8 mod 17, p ≡ ±1 mod 9 4 〈γ〉
2× L2(17) q = p ≡ ±1,±2,±4,±8 mod 17, p ≡ ±1 mod 9 4 〈γ〉
d× L2(17) q = p3, p ≡ ±1,±2,±4,±8 mod 17, p ≡ ±2,±4 mod 9 3d2 〈γ〉
2× L2(q4).4∗ q 6= 2, C1, C2 2d 〈δ, φ〉∗
2× S4(q2).2∗ p 6= 2, C1, C2 4 〈δ, φ〉∗
Sp8(q) p = 2 1 〈φ〉
2·Ω◦9(q) p 6= 2 4 〈δ, φ〉
∗ denotes a result which is currently conjectured
N1 - Maximal under subgroups containing 〈γ〉
C1 - Structure of the group depends on Conjecture 2.3.3
C2 - Action of the field automorphism currently conjectured - see Remark 4.3.12
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7.5 Ω−16(q)
Table 7.9: The maximal subgroups of Ω−16(q) of geometric type
|Z(Ω−16(q))| = 1, |δ| = (q − 1, 2), |γ| = 2, |ϕ| = 2e, ϕe = γ, q = pe
Class Group Notes Classes Stabiliser
1 E14q : (
q−1
(q−1,2) × Ω−14(q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 E25q : (
1
(q−1,2)GL2(q)× Ω−12(q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 E33q : (
1
(q−1,2)GL3(q)× Ω−10(q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 E38q : (
1
(q−1,2)GL4(q)× Ω−8 (q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 E40q : (
1
(q−1,2)GL5(q)× Ω−6 (q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 E39q : (
1
(q−1,2)GL6(q)× Ω−4 (q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 E35q : (
1
(q−1,2)GL7(q)× Ω−2 (q)).(q − 1, 2) 1 〈γ, δ, ϕ〉
1 Ω◦15(q).2 q odd 2 〈γ, ϕ〉
1 (Ω+2 (q)× Ω−14(q)).2(q−1,2) q 6= 2, N1 if q = 3 1 〈γ, δ, ϕ〉
1 (Ω−2 (q)× Ω+14(q)).2(q−1,2) 1 〈γ, δ, ϕ〉
1 (Ω◦3(q)× Ω◦13(q)).22 q odd 2 〈γ, ϕ〉
1 (Ω+4 (q)× Ω−12(q)).2(q−1,2) 1 〈γ, δ, ϕ〉
1 (Ω−4 (q)× Ω+12(q)).2(q−1,2) 1 〈γ, δ, ϕ〉
1 (Ω◦5(q)× Ω◦11(q)).22 q odd 2 〈γ, ϕ〉
1 (Ω+6 (q)× Ω−10(q)).2(q−1,2) 1 〈γ, δ, ϕ〉
1 (Ω−6 (q)× Ω+10(q)).2(q−1,2) 1 〈γ, δ, ϕ〉
1 (Ω◦7(q)× Ω◦9(q)).22 q odd 2 〈γ, ϕ〉
1 (Ω+8 (q)× Ω−8 (q)).2(q−1,2) 1 〈γ, δ, ϕ〉
1 Sp14(q) q even 1 〈γ, ϕ〉
3 Ω−8 (q
2).2 1 〈γ, δ, ϕ〉
5 Ω−16(q0) q = q
r
0, r odd prime 1 〈γ, δ, ϕ〉
N1 - Maximal under extensions not containing 〈γ, ϕ〉.
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Table 7.10: The maximal subgroups of Ω−16(q) in class S
|Z(Ω−16(q))| = 1, |δ| = (q − 1, 2), |γ| = 2, |ϕ| = 2e, ϕe = γ, q = pe
Group Notes Classes Stabiliser
A18 q = p = 3 2 〈γ〉
A17 q = p ≡ ±3,±5,±6,±7 mod 17, p 6= 3 2 〈γ〉
L2(17) q = p ≡ ±3,±5,±6,±7 mod 17, p 6= 3 2 〈γ〉
L2(17) q = p ≡ ±3,±5,±6,±7 mod 17, p ≡ ±1 mod 9 2 〈γ〉
L2(17) q = p ≡ ±3,±5,±6,±7 mod 17, p ≡ ±1 mod 9 2 〈γ〉
L2(17) q = p ≡ ±3,±5,±6,±7 mod 17, p ≡ ±1 mod 9 2 〈γ〉
L2(17) q = p
3, p ≡ ±3,±5,±6,±7 mod 17, p ≡ ±2,±4 mod 9 6 〈γ〉
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7.6 SL17(q)
Table 7.11: The maximal subgroups of SL17(q) of geometric type
d := |Z(SL17(q))| = (q − 1, 17), |δ| = d, |φ| = e, |γ| = 2, q = pe
Class Group Notes Classes Stabiliser
1 E16q : GL16(q) 2 〈δ, φ〉
1 E30q : (SL2(q)× SL15(q)) : (q − 1) 2 〈δ, φ〉
1 E42q : (SL3(q)× SL14(q)) : (q − 1) 2 〈δ, φ〉
1 E52q : (SL4(q)× SL13(q)) : (q − 1) 2 〈δ, φ〉
1 E60q : (SL5(q)× SL12(q)) : (q − 1) 2 〈δ, φ〉
1 E66q : (SL6(q)× SL11(q)) : (q − 1) 2 〈δ, φ〉
1 E70q : (SL7(q)× SL10(q)) : (q − 1) 2 〈δ, φ〉
1 E72q : (SL8(q)× SL9(q)) : (q − 1) 2 〈δ, φ〉
1 GL16(q) N1 1 〈δ, φ, γ〉
1 (SL2(q)× SL15(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL3(q)× SL14(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL4(q)× SL13(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL5(q)× SL12(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL6(q)× SL11(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL7(q)× SL10(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 (SL8(q)× SL9(q)) : (q − 1) N1 1 〈δ, φ, γ〉
1 E31q : SL15(q) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E56q : (SL2(q)
2 × SL13(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E75q : (SL3(q)
2 × SL11(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E88q : (SL4(q)
2 × SL9(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E95q : (SL5(q)
2 × SL7(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E96q : (SL6(q)
2 × SL5(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E91q : (SL7(q)
2 × SL3(q)) : (q − 1)2 N1 1 〈δ, φ, γ〉
1 E80q : SL8(q)
2 : (q − 1)2 N1 1 〈δ, φ, γ〉
2 (q − 1)16.S17 q ≥ 5 1 〈δ, φ, γ〉
3 q
17−1
q−1 .17 1 〈δ, φ, γ〉
5 SL17(q0).c q = q
r
0, r prime
(
q−1
q0−1 , 17
)
〈δc, φ, γ〉
6 (d ◦ 171+2).Sp2(17) q = p ≡ 1 mod 17 d 〈δc, φ, γ〉
8 SO◦17(q).(q − 1, 17) q odd d 〈δc, φ, γ〉
8 SU17(q0).(q0 − 1, 17) q = q20 (q0 − 1, 17) 〈δc, φ, γ〉
N1 - Maximal under subgroups not contained in 〈δ, φ〉
There are no maximal subgroups in class S for Ω = SL17(q).
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7.7 SU17(q)
Table 7.12: The maximal subgroups of SU17(q) of geometric type
d := |Z(SU17(q))| = (q + 1, 17), |δ| = d, |φ| = 2e, φe = γ, q = pe
Class Group Notes Classes Stabiliser
1 E31q : SU15(q).(q
2 − 1) 1 〈δ, φ〉
1 E56q : (SL2(q
2)× SU13(q)).(q2 − 1) 1 〈δ, φ〉
1 E75q : (SL3(q
2)× SU11(q)).(q2 − 1) 1 〈δ, φ〉
1 E88q : (SL4(q
2)× SU9(q)).(q2 − 1) 1 〈δ, φ〉
1 E95q : (SL5(q
2)× SU7(q)).(q2 − 1) 1 〈δ, φ〉
1 E96q : (SL6(q
2)× SU5(q)).(q2 − 1) 1 〈δ, φ〉
1 E91q : (SL7(q
2)× SU3(q)).(q2 − 1) 1 〈δ, φ〉
1 E80q : SL8(q
2).(q2 − 1) 1 〈δ, φ〉
1 SU16(q).(q + 1) 1 〈δ, φ〉
1 (SU2(q)× SU15(q)).(q + 1) 1 〈δ, φ〉
1 (SU3(q)× SU14(q)).(q + 1) 1 〈δ, φ〉
1 (SU4(q)× SU13(q)).(q + 1) 1 〈δ, φ〉
1 (SU5(q)× SU12(q)).(q + 1) 1 〈δ, φ〉
1 (SU6(q)× SU11(q)).(q + 1) 1 〈δ, φ〉
1 (SU7(q)× SU10(q)).(q + 1) 1 〈δ, φ〉
1 (SU8(q)× SU9(q)).(q + 1) 1 〈δ, φ〉
2 (q + 1)16.S17 1 〈δ, φ〉
3 q
17+1
q+1 .17 1 〈δ, φ〉
5 SU17(q0).
(
q+1
q0+1
, 17
)
q = qr0, r ≥ 3 prime
(
q+1
q0+1
, 17
)
〈δc, φ〉
5 SO◦17(q).(q + 1, 17) q odd d 〈δc, φ〉
6 (d ◦ 171+2).Sp2(17) q = pf d 〈δc, φ〉
f =

1 if p ≡ 16 mod 17,
2 if p ≡ 4, 13 mod 17,
4 if p ≡ 2, 8, 9, 15 mod 17,
8 if p ≡ 3, 5, 6, 7, 10, 11, 12, 14 mod 17.
There are no maximal subgroups in class S for Ω = SU17(q).
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7.8 Ω◦17(q)
Table 7.13: The maximal subgroups of Ω◦17(q) of geometric type
|Z(Ω◦17(q))| = 1, |δ| = 2, |φ| = e, q = pe, p 6= 2
Class Group Notes Classes Stabiliser
1 E15q : (
q−1
2 × Ω◦15(q)).2 1 〈δ, φ〉
1 E27q : (
1
2GL2(q)× Ω◦13(q)).2 1 〈δ, φ〉
1 E36q : (
1
2GL3(q)× Ω◦11(q)).2 1 〈δ, φ〉
1 E42q : (
1
2GL4(q)× Ω◦9(q)).2 1 〈δ, φ〉
1 E45q : (
1
2GL5(q)× Ω◦7(q)).2 1 〈δ, φ〉
1 E45q : (
1
2GL6(q)× Ω◦5(q)).2 1 〈δ, φ〉
1 E42q : (
1
2GL7(q)× Ω◦3(q)).2 1 〈δ, φ〉
1 E36q :
1
2GL8(q) 1 〈δ, φ〉
1 Ω+16(q).2 1 〈δ, φ〉
1 Ω−16(q).2 1 〈δ, φ〉
1 (Ω◦3(q)× Ω+14(q)).22 1 〈δ, φ〉
1 (Ω◦3(q)× Ω−14(q)).22 1 〈δ, φ〉
1 (Ω◦5(q)× Ω+12(q)).22 1 〈δ, φ〉
1 (Ω◦5(q)× Ω−12(q)).22 1 〈δ, φ〉
1 (Ω◦7(q)× Ω+10(q)).22 1 〈δ, φ〉
1 (Ω◦7(q)× Ω−10(q)).22 1 〈δ, φ〉
1 (Ω◦9(q)× Ω+8 (q)).22 1 〈δ, φ〉
1 (Ω◦9(q)× Ω−8 (q)).22 1 〈δ, φ〉
1 (Ω◦11(q)× Ω+6 (q)).22 1 〈δ, φ〉
1 (Ω◦11(q)× Ω−6 (q)).22 1 〈δ, φ〉
1 (Ω◦13(q)× Ω+4 (q)).22 1 〈δ, φ〉
1 (Ω◦13(q)× Ω−4 (q)).22 1 〈δ, φ〉
1 (Ω◦15(q)× Ω+2 (q)).22 q 6= 3 1 〈δ, φ〉
1 (Ω◦15(q)× Ω−2 (q)).22 1 〈δ, φ〉
2 216.A17 p = q ≡ ±3 mod 8 1 〈δ, φ〉
2 216.S17 p = q ≡ ±1 mod 8 2 〈φ〉
5 Ω◦17(q0) q = qr0, r odd prime 1 〈δ, φ〉
5 SO◦17(q0) q = q20 2 〈φ〉
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Table 7.14: The maximal subgroups of Ω◦17(q) in class S
|Z(Ω◦17(q))| = 1, |δ| = 2, |φ| = e, q = pe, p 6= 2
Group Notes Classes Stabiliser
A19.2 q = 19 2 1
A18.2 q = p 6= 2, 3, 19 2 1
L2(16).4 q = p ≡ ±1 mod 8 2 1
L2(16).2 q = p ≡ ±3 mod 8, p 6= 3 1 〈δ〉
L2(16).2 q = p, p ≡ ±1 mod 5, p ≡ ±1 mod 8 2 1
L2(16).2 q = p, p ≡ ±1 mod 5, p ≡ ±1 mod 8 2 1
L2(16) q = p, p ≡ ±1 mod 5, p ≡ ±3 mod 8 1 〈δ〉
L2(16) q = p, p ≡ ±1 mod 5, p ≡ ±3 mod 8 1 〈δ〉
L2(16).2 q = p
2, p ≡ ±2 mod 5, p ≡ ±1 mod 8, C1 2 〈φ〉∗
L2(16).2 q = p
2, p ≡ ±2 mod 5, p ≡ ±3 mod 8, C1 2 〈φδ〉∗
L2(16) q = p ≡ ±1 mod 15 2 1
L2(16) q = p
2, p ≡ ±4 mod 15 2 〈φ〉
L2(16) q = p
4, p ≡ ±2,±7 mod 15 2 〈φ〉
L2(q).2 p ≥ 17 2 〈φ〉
∗ denotes a result which is currently conjectured or incomplete
C1 - Class stabiliser currently conjectured - see Remark 3.3.10
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