In topic modeling, many algorithms that guarantee identifiability of the topics have been developed under the premise that there exist anchor words -i.e., words that only appear (with positive probability) in one topic. Follow-up work has resorted to three or higher-order statistics of the data corpus to relax the anchor word assumption. Reliable estimates of higher-order statistics are hard to obtain, however, and the identification of topics under those models hinges on uncorrelatedness of the topics, which can be unrealistic. This paper revisits topic modeling based on second-order moments, and proposes an anchor-free topic mining framework. The proposed approach guarantees the identification of the topics under a much milder condition compared to the anchor-word assumption, thereby exhibiting much better robustness in practice. The associated algorithm only involves one eigen-decomposition and a few small linear programs. This makes it easy to implement and scale up to very large problem instances. Experiments using the TDT2 and Reuters-21578 corpus demonstrate that the proposed anchor-free approach exhibits very favorable performance (measured using coherence, similarity count, and clustering accuracy metrics) compared to the prior art.
Introduction
Given a large collection of text data, e.g., documents, tweets, or Facebook posts, a natural question is what are the prominent topics in these data. Mining topics from a text corpus is motivated by a number of applications, from commercial design, news recommendation, document classification, content summarization, and information retrieval, to national security. Topic mining, or topic modeling, has attracted significant attention in the broader machine learning and data mining community [1] .
In 2003, Blei et al. proposed a Latent Dirichlet Allocation (LDA) model for topic mining [2] , where the topics are modeled as probability mass functions (PMFs) over a vocabulary and each document is a mixture of the PMFs. Therefore, a word-document text data corpus can be viewed as a matrix factorization model. Under this model, posterior inference-based methods and approximations were proposed [2, 3] , but identifiability issues -i.e., whether the matrix factors are unique -were not considered. Identifiability, however, is essential for topic modeling since it prevents the mixing of topics that confounds interpretation.
In recent years, considerable effort has been invested in designing identifiable models and estimation criteria as well as polynomial time solvable algorithms for topic modeling [4, 5, 6, 7, 8, 9, 10, 11] . Essentially, these algorithms are based on the so-called separable nonnegative matrix factorization (NMF) model [12] . The key assumption is that every topic has an 'anchor word' that only appears Contributions. In this work, our interest lies in topic mining using word-word correlation matrices like in [9, 10] , because of its potential scalability and noise robustness. We propose an anchorfree identifiable model and a practically implementable companion algorithm. Our contributions are two-fold: First, we propose an anchor-free topic identification criterion. The criterion aims at factoring the word-word correlation matrix using a word-topic PMF matrix and a topic-topic correlation matrix via minimizing the determinant of the topic-topic correlation matrix. We show that under a so-called sufficiently scattered condition, which is much milder than the anchor-word assumption, the two matrices can be uniquely identified by the proposed criterion. We emphasize that the proposed approach does not need to resort to higher-order statistics tensors to ensure topic identifiability, and it can naturally deal with correlated topics, unlike what was previously available in topic modeling, to the best of our knowledge. Second, we propose a simple procedure for handling the proposed criterion that only involves eigen-decomposition of a large but sparse matrix, plus a few small linear programs -therefore highly scalable and well-suited for topic mining. Unlike greedy pursuit-based algorithms, the proposed algorithm does not involve deflation and is thus free from error propagation; it also does not require normalization of the data columns / rows. Carefully designed experiments using the TDT2 and Reuters text corpora showcase the effectiveness of the proposed approach.
Background
Consider a document corpus D ∈ R V ×D , where each column of D corresponds to a document and D(v, d) denotes a certain measurement of word v in document d, e.g., the word-frequency of term v in document d or the term frequency-inverse document frequency (tf-idf) measurement that is often used in topic mining. A commonly used model is
where C ∈ R V ×F is the word-topic matrix, whose f -th column C(:, f ) represents the probability mass function (PMF) of topic f over a vocabulary of words, and W (f, d) denotes the weight of topic f in document d [2, 13, 10] . Since matrix C and W are both nonnegative, (1) becomes a nonnegative matrix factorization (NMF) model -and many early works tried to use NMF and variants to deal with this problem [16] . However, NMF does not admit a unique solution in general, unless both C and W satisfy some sparsity-related conditions [17] . In recent years, much effort has been put in devising polynomial time solvable algorithms for NMF models that admit unique factorization. Such models and algorithms usually rely on an assumption called "separability" in the NMF literature [12] : Assumption 1 (Separability / Anchor-Word Assumption) There exists a set of indices Λ = {v 1 , . . . , v F } such that C(Λ, :) = Diag(c), where c ∈ R F .
In topic modeling, it turns out that the separability condition has a nice physical interpretation, i.e., every topic f for f = 1, . . . , F has a 'special' word that has nonzero probability of appearing in topic f and zero probability of appearing in other topics. These words are called 'anchor words' in the topic modeling literature. Under Assumption 1, the task of matrix factorization boils down to finding these anchor words v 1 , . . . , v F since D(Λ, :) = Diag(c)W -which is already a scaled version of W -and then C can be estimated via (constrained) least squares.
Algorithm 1:
Successive Projection Algorithm [6] input : D; F .
Many algorithms have been proposed to tackle this index-picking problem in the context of separable NMF, hyperspectral unmixing, and text mining. The arguably simplest algorithm is the so-called successive projection algorithm (SPA) [6] that is presented in Algorithm 1. SPA-like algorithms first define a normalized matrix X = D T Σ −1 where
. Consequently, we have 1
, meaning the columns of X all lie on the simplex spanned by the columns of G, and the vertices of the simplex correspond to the anchor words. Also, the columns of S all live in the unit simplex. After normalization, SPA sequentially identifies the vertices of the data simplex, in conjunction with a deflation procedure. The algorithms in [8, 10, 11] can also be considered variants of SPA, with different deflation procedures and pre-/postprocessing. In particular, the algorithm in [8] avoids normalization -for real-word data, normalization at the factorization stage may amplify noise and damage the good conditioning of the data matrix brought by pre-processing, e.g., the tf-idf procedure [8] . To pick out vertices, there are also algorithms using linear programming and sparse optimization [7, 5] , but these have serious scalability issues and thus are less appealing.
In practice D may contain considerable noise, and this has been noted in the literature. In [9, 10, 14, 15] , the authors proposed to use second and higher-order statistics for topic mining. Particularly, Arora et al. [9, 10] proposed to work with the following matrix:
where E = E{W W T } can be interpreted as a topic-topic correlation matrix. The matrix P is by definition a word-word correlation matrix, but also has a nice interpretation: if D(v, d) denotes the frequency of word v occurring in document d, P (i, j) is the likelihood that term i and j co-occur in a document [9, 10] . There are two advantages in using P : i) if there is zero-mean white noise, it will be significantly suppressed through the averaging process; and ii) the size of P does not grow with the size of the data if the vocabulary is fixed. The latter is a desired property when the number of documents is very large, and we pick a (possibly limited but) manageable vocabulary to work with. Problems with similar structure to that of P also arise in the context of graph models, where communities and correlations appear as the underlying factors. The algorithm proposed in [10] also makes use of Assumption 1 and is conceptually close to Algorithm 1. The work in [13, 14, 15] relaxed the anchor-word assumption. The methods there make use of three or higher-order statistics, e.g., P ∈ R V ×V ×V whose (i, j, k)th entry represents the co-occurrence of three terms. The work in [13, 14] showed that P is a tensor satisfying the parallel factor analysis (PARAFAC) model and thus C is uniquely identifiable, if the topics are uncorrelated, which is a restrictive assumption (a counter example would be politics and economy). When the topics are correlated, additional assumptions like sparsity are needed to restore identifiability [15] . Another important concern is that reliable estimates of higher-order statistics require much larger data sizes, and tensor decomposition is computationally cumbersome as well.
Remark 1
Among all the aforementioned methods, the deflation-based methods are seemingly more efficient. However, if the deflation procedure in Algorithm 1 (the update of Θ) has constraints like in [8, 11] , there is a serious complexity issue: solving a constrained least squares problem with F V variables is not an easy task. Data sparsity is destroyed after the first deflation step, and thus even first-order methods or coordinate descent as in [8, 11] do not really help. This point will be exemplified in our experiments.
Anchor-Free Identifiable Topic Mining
In this work, we are primarily interested in mining topics from the matrix P because of its noise robustness and scalability. We will formulate topic modeling as an optimization problem, and show that the word-topic matrix C can be identified under a much more relaxed condition, which includes the relatively strict anchor-word assumption as a special case.
Problem Formulation
Let us begin with the model P = CEC T , subject to the constraint that each column of C represents the PMF of words appearing in a specific topic, such that C T 1 = 1, C ≥ 0. Such a symmetric matrix decomposition is in general not identifiable, as we can always pick a non-singular matrix A ∈ R F ×F such that A T 1 = 1, A ≥ 0, and defineC = CA,Ẽ = A −1 CA −1 , and then
We wish to find an identification criterion such that under some mild conditions the corresponding solution can only be the ground-truth E and C up to some trivial ambiguities such as a common column permutation. To this end, we propose the following criterion:
The first observation is that if the anchor-word assumption is satisfied, the optimal solutions of the above identification criterion are the ground-truth C and E and their column-permuted versions. Formally, we show that:
be an optimal solution of (3) . If the separability / anchor-word assumption (cf. Assumption 1) is satisfied and rank(P ) = F , then C ⋆ = CΠ and E ⋆ = Π T EΠ, where Π is a permutation matrix.
The proof of Proposition 1 can be found in the supplementary material. Proposition 1 is merely a 'sanity check' of the identification criterion in (3): It shows that the criterion is at least a sound one under the anchor-word assumption. Note that, when the anchor-word assumption is satisfied, SPAtype algorithms are in fact preferable over the identification criterion in (3), due to their simplicity. The point of the non-convex formulation in (3) is that it can guarantee identifiability of C and E even when the anchor-word assumption is grossly violated. To explain, we will need the following.
Assumption 2 (sufficiently scattered) Let cone(C T )
* denote the polyhedral cone {x : Cx ≥ 0}, and K denote the second-order cone {x :
. . , F }, where bdK denotes the boundary of K, i.e., bdK = {x :
Our main result is based on this assumption, whose first consequence is as follows:
In addition, given rank(P ) = F , any feasible solutionẼ ∈ R F ×F of Problem (3) has full rank and thus | detẼ| > 0.
Lemma 1 ensures that any feasible solution pair (C,Ẽ) of Problem (3) has full rank F when the ground-truth C is sufficiently scattered, which is important from the optimization perspective - 
The triangle indicates the non-negative orthant, the enclosing circle is K, and the smaller circle is K * . The shaded region is cone(C T ), and the polygon with dashed sides is cone(C T ) * . The matrix C can be identified up to column permutation in the left two cases, and clearly separability is more restrictive than (and a special case of) sufficiently scattered.
otherwise | detẼ| can always be zero which is a trivial optimal solution of (3). Based on Lemma 1, we further show that:
be an optimal solution of (3) . If the ground truth C is sufficiently scattered (cf. Assumption 2) and rank(P ) = F , then C ⋆ = CΠ and E ⋆ = Π T EΠ, where Π is a permutation matrix.
The proof of Theorem 1 is relegated to the supplementary material. In words, for a sufficiently scattered C and an arbitrary square matrix E, given P = CEC T , C and E can be identified up to permutation via solving (3). To understand the sufficiently scattered condition and Theorem 2, it is better to look at the dual cones. The notation cone(C T ) * = {x : Cx ≥ 0} comes from the fact that it is the dual cone of the conic hull of the row vectors of C, i.e., cone(C T ) = {C T θ : θ ≥ 0}. A useful property of dual cone is that for two convex cones, if
, which means the first requirement of Assumption 2 is equivalent to
Note that the dual cone of K is another second-order cone [12] , i.e., K * = {x|x T 1 ≥ √ F − 1 x 2 }, which is tangent to and contained in the nonnegative orthant. Eq. (4) and the definition of K * in fact give a straightforward comparison between the proposed sufficiently scattered condition and the existing anchor-word assumption. An illustration of Assumptions 1 and 2 is shown in Fig. 1 (a) -(b) using an F = 3 case, where one can see that sufficiently scattered is much more relaxed compared to the anchor-word assumption: if the rows of the word-topic matrix C are geometrically scattered enough so that cone(C T ) contains the inner circle (i.e., the second-order cone K * ), then the identifiability of the criterion in (3) is guaranteed. However, the anchor-word assumption requires that cone(C T ) fulfills the entire triangle, i.e., the nonnegative orthant, which is far more restrictive. Fig. 1(c) shows a case where rows of C are not "well scattered" in the non-negative orthant, and indeed such a matrix C cannot be identified via solving (3). The sufficiently scattered assumption appeared in identifiability proofs of several matrix factorization models [17, 18, 19] with different identification criteria. Huang et al. [17] used this condition to show the identifiability of plain NMF, while Fu et al. [19] related the sufficiently scattered condition to the so-called volume-minimization criterion for blind source separation. Note that volume minimization also minimizes a determinant-related cost function. Like the SPA-type algorithms, volume minimization works with data that live in a simplex, therefore applying it still requires data normalization, which is not desired in practice. Theorem 1 can be considered as a more natural application of the sufficiently scattered condition to co-occurrence/correlation based topic modeling, which explores the symmetry of the model and avoids normalization.
Remark 2 A salient feature of the criterion in (3) is that it does not need to normalize the data columns to a simplex -all the arguments in

AnchorFree: A Simple and Scalable Algorithm
The identification criterion in (3) imposes an interesting yet challenging optimization problem. One way to tackle it is to consider the following approximation:
where µ ≥ 0 balances the data fidelity and the minimal determinant criterion. The difficulty is that the term CEC T makes the problem tri-linear and not easily decoupled. Plus, tuning a good µ may also be difficult. In this work, we propose an easier procedure of handling the determinantminimization problem in (3), which is summarized in Algorithm 2, and referred to as AnchorFree. To explain the procedure, first notice that P is symmetric and positive semidefinite. Therefore, one can apply square root decomposition to P = BB T , where B ∈ R V ×F . We can take advantage of well-established tools for eigen-decomposition of sparse matrices, and there is widely available software that can compute this very efficiently. Now, we have B = CE 1/2 Q,Q T Q = QQ T = I, and E = E 1/2 E 1/2 ; i.e., the representing coefficients of CE 1/2 in the range space of B must be orthonormal because of the symmetry of P . We also notice that
has the same optimal solutions as (3). Since Q is unitary, it does not affect the determinant, so we further let M = Q T E −1/2 and obtain the following optimization problem
By our reformulation, C has been marginalized and we have only F 2 variables left, which is significantly smaller compared to the variable size of the original problem V F + F 2 , where V is the vocabulary size. Problem (7) is still non-convex, but can be handled very efficiently. Here, we propose to employ the solver proposed in [18] , where the same subproblem (7) was used to solve a dynamical system identification problem. The idea is to apply the co-factor expansion to deal with the determinant objective function, first proposed in the context of non-negative blind source separation [20] : if we fix all the columns of M except the f th one, det M becomes a linear function with respect to M (:, f ), i.e., det M =
.., F , andM k,f is a matrix obtained by removing the kth row and f th column of M . Maximizing |a T x| subject to linear constraints is still a non-convex problem, but we can solve it via maximizing both a T x and −a T x, followed by picking the solution that gives larger absolute objective. Then, cyclically updating the columns of M results in an alternating optimization (AO) algorithm. The algorithm is computationally lightweight: each linear program only involves F variables, leading to a worst-case complexity of O(F 3.5 ) flops even when the interior-point method is employed, and empirically it takes 5 or less AO iterations to converge. In the supplementary material, simulations on synthetic data are given, showing that Algorithm 2 can indeed recover the ground truth matrix C and E even when matrix C grossly violates the separability / anchor-word assumption.
Experiments
Data In this section, we apply the proposed algorithm and the baselines to two popular text mining datasets, namely, the NIST Topic Detection and Tracking (TDT2) and the Reuters-21578 corpora. We use a subset of the TDT2 corpus consisting of 9,394 documents which are single-category articles belonging to the largest 30 categories. The Reuters-21578 corpus is the ModApte version where 8,293 single-category documents are kept. The original vocabulary sizes of the TDT2 and the Reuters dataset are 36, 771 and 18, 933, respectively, and stop words are removed for each trial
// remove k-th row and f -th column of M to obtainM k,f m max = arg max x a T x s.t. Bx ≥ 0, 1 T Bx = 1;
of the experiments. We use the standard tf-idf data as the D matrix, and estimate the correlation matrix using the biased estimator suggested in [9] . A standard pre-processing technique, namely, normalized-cut weighted (NCW) [21] , is applied to D; NCW is a well-known trick for handling the unbalanced-cluster-size problem. For each trial of our experiment, we randomly draw F categories of documents, form the P matrix, and apply the proposed algorithm and the baselines.
Baselines We employ several popular anchor word-based algorithms as baselines. Specifically, the successive projection algorithm (SPA) [6] , the successive nonnegative projection algorithm (SNPA) [11] , the XRAY algorithm [8] , and the fast anchor words (FastAnchor) [10] algorithm. Since we are interested in word-word correlation/co-occurrence based mining, all the algorithms are combined with the framework provided in [10] and the efficient RecoverL2 process is employed for estimating the topics after the anchors are identified.
Evaluation
To evaluate the results, we employ several metrics. First, coherence (Coh) is used to measure the single-topic quality. For a set of words V, the coherence is defined as Coh = v1,v2∈V log ( freq(v1,v2)+ǫ /freq(v2)) , where v 1 and v 2 denote the indices of two words in the vocabulary, freq(v 2 ) and freq(v 1 , v 2 ) denote the numbers of documents in which v 1 appears and v 1 and v 2 co-occur, respectively, and ǫ = 0.01 is used to prevent taking log of zero. Coherence is considered well-aligned to human judgment when evaluating a single topic -a higher coherence score means better quality of a mined topic. However, coherence does not evaluate the relationship between different mined topics; e.g., if the mined F topics are identical, the coherence score can still be high but meaningless. To alleviate this, we also use the similarity count (SimCount) that was adopted in [10] -for each topic, the similarity count is obtained simply by adding up the overlapped words of the topics within the leading N words, and a smaller SimCount means the mined topics are more distinguishable. When the topics are very correlated (but different), the leading words of the topics may overlap with each other, and thus using SimCount might still not be enough to evaluate the results. We also include clustering accuracy (ClustAcc), obtained by using the mined C ⋆ matrix to estimate the weights W of the documents, and applying k-means to W . Since the ground-truth labels of TDT2 and Reuters are known, clustering accuracy can be calculated, and it serves as a good indicator of topic mining results. Table 1 shows the experiment results on the TDT2 corpus. From F = 3 to 25, the proposed algorithm (AnchorFree) gives very promising results: for the three considered metrics, AnchorFree consistently gives better results compared to the baselines. Particularly, the ClustAcc's obtained by AnchorFree are at least 30% higher compared to the baselines for all cases. In addition, the single-topic quality of the topics mined by AnchorFree is the highest in terms of coherence scores; the overlaps between topics are the smallest except for F = 20 and 25. Table 2 shows the results on the Reuters-21578 corpus. In this experiment, we can see that XRAY is best in terms of single-topic quality, while AnchorFree is second best when F > 6. For SimCount, AnchorFree gives the lowest values when F > 6. In terms of clustering accuracy, the topics obtained by AnchorFree again lead to much higher clustering accuracies in all cases.
In terms of the runtime performance, one can see from Fig. 2(a) that FastAnchor, SNPA, XRAY and AnchorFree perform similarly on the TDT2 dataset. SPA is the fastest algorithm since it has a recursive update [6] . The SNPA and XRAY both perform nonnegative least squares-based deflation, which is computationally heavy when the vocabulary size is large, as mentioned in Remark 1. AnchorFree uses AO and small-scale linear programming, which is conceptually more difficult compared to SNPA and XRAY. However, since the linear programs involved only have F variables and the number of AO iterations is usually small (smaller than 5 in practice), the runtime performance is quite satisfactory and is close to those of SNPA and XRAY which are greedy algorithms. The runtime performance on the Reuters dataset is shown in Fig. 2(b) , where one can see that the deflation-based methods are faster. The reason is that the vocabulary size of the Reuters corpus is much smaller compared to that of the TDT2 corpus (18,933 v.s. 36,771). Table 3 shows the leading words of the mined topics by FastAnchor and AnchorFree from an F = 5 case using the TDT2 corpus. We only present the result of FastAnchor since it gives qualitatively the best benchmark -the complete result given by all baselines can be found in the supplementary material. We see that the topics given by AnchorFree show clear diversity: Lewinsky scandal, General Motors strike, Space Shuttle Columbia, 1997 NBA finals, and a school shooting in Jonesboro, Arkansas. FastAnchor, on the other hand, exhibit great overlap on the first and the second mined topics. Lewinsky also shows up in the fifth topic mined by FastAnchor, which is mainly about the 1997 NBA finals. This showcases the clear advantage of our proposed criterion in terms of giving more meaningful and interpretable results, compared to the anchor-word based approaches.
Conclusion
In this paper, we considered identifiable anchor-free correlated topic modeling. A topic estimation criterion based on the word-word co-occurrence/correlation matrix was proposed and its identifiability conditions were proven. The proposed approach features topic identifiability guarantee under much milder conditions compared to the anchor-word assumption, and thus exhibits better robustness to model mismatch. A simple procedure that only involves one eigen-decomposition and a few small linear programs was proposed to deal with the formulated criterion. Experiments on real text corpus data showcased the effectiveness of the proposed approach. 
Supplementary Material
A Proof of Proposition 1
Let us denote a feasible solution of Problem (3) in the manuscript as (C,Ẽ), and let C ♮ and E ♮ stand for the ground-truth word-topic PMF matrix and the topic correlation matrix, respectively. Note that we can represent any feasible solution asC = C ♮ A,Ẽ = A −1 C ♮ A −1 where A ∈ R F ×F is an invertible matrix. Given rank(P ) = F and that Assumption 1 holds, we must have rank(C) = rank(Ẽ) = F, for any solution pair (C,Ẽ). In fact, if the anchor-word assumption holds, then there is a nonsingular diagonal submatrix in C ♮ , so rank(C ♮ ) = F , and the same holds forC = C ♮ A since A is invertible. By the assumption rank(P ) = F and the equality P = C ♮ E ♮ C 
where the first bounding step is the Hadamard inequality, the second comes from elementary properties of vector norms, and for non-negative vectors the ℓ 1 norm is simply the sum of all elements. The first inequality becomes equality if and only if A is a column-orthogonal matrix, and the second holds with equality if and only if A(:, f ) for f = 1, . . . , F are unit vectors. Therefore, for nonnegative matrices the equalities in (8) hold if and only if A is a permutation matrix. As a result, any alternative solutionẼ has the form thatẼ = A −1 E ♮ A −1 , and we simply have that
where equality holds if and only if A is a permutation matrix. This means that for optimal solutions that satisfy P = C ⋆ E ⋆ C T ⋆ , we have C ⋆ = C ♮ Π and E ⋆ = Π T E ♮ Π, and achieve minimal value | det E ⋆ |, where Π is a permutation matrix.
Q.E.D.
B Proof of Lemma 1
If C is sufficiently scattered, it satisfies
Suppose that C is rank-deficient. Then, all the vectors that lie in the null space of C satisfy Cx = 0, which implies that for x ∈ N (C) we have
Eq. (10) and Eq. (9) together imply that
However, a null space cannot be contained in a second-order cone, which is a contradiction.
We now show that any feasible solution pair (Ẽ,C) has full rank. Denote the ground-truth wordtopic PMF matrix as C ♮ , and the correlation matrix between topics as E ♮ . Under Assumption 2, the ground-truth C ♮ has full column rank, and thus E ♮ ∈ R F ×F has full rank when rank(P ) = F . Now, since any other feasible solution can be written as C = C ♮ A, E = A −1 E ♮ A −1 , where A is invertible, we have that any feasible solution pair (Ẽ,C) has full rank and detẼ is bounded away from zero. Q.E.D.
C Proof of Theorem 1
Denote the ground truth word-topic PMF matrix as C ♮ , and the correlation matrix between topics as E ♮ . What we observe is their product
, and we want to infer, from the observation P , what the matrices C ♮ and E ♮ are. The method proposed in this paper is via solving (3), repeated here
Now, denote one optimal solution of the above as C ⋆ and E ⋆ , and Theorem 1 claims that if C ♮ is sufficiently scattered (cf. Assumption 2), then there exists a permutation matrix Π such that
Because rank(P ) = F , and both C ♮ and C ⋆ have F columns, this means C ♮ and C ⋆ span the same column space, therefore there exists a non-singular matrix A such that
In terms of problem (3), C ♮ and E ♮ are clearly feasible, which yields an objective value det E ♮ . Since we assume (C ⋆ , E ⋆ ) is an optimal solution of (3), we have that
On the other hand, since C ⋆ is feasible for (3), we also have that
Geometrically, the inequality constraint C ♮ A ≥ 0 means that columns of A are contained in cone(C T ♮ ) * . We assume C ♮ is sufficiently scattered, therefore
Then for matrix A, we have that
Combining (11) and (12), we conclude that
Furthermore, if (12) holds as an equality, we must have
which, geometrically, means that the columns of A all lie on the boundary of K. However, since C ♮ is sufficiently scattered,
so A(:, f ) being contained in cone(C T ♮ ) * then implies that columns of A can only be selected from the columns of the identity matrix I. Together with the fact that A should be non-singular, we have that A can only be a permutation matrix.
D Synthetic Experiments
In this section we give simulation results showing the word-topic PMF matrix C and topic correlation matrix E can indeed be exactly recovered even in the absence of anchor words, using synthetic data. For a given vocabulary size V = 1000 and number of topics F increasing from 5 to 30, ground truth matrices C ♮ and E ♮ are synthetically generated: the entries of C ♮ are first drawn from an i.i.d. exponential distribution, and then approximately 50% of the entries are randomly set to zero, according to an i.i.d. Bernoulli distribution; matrix E ♮ is obtained from R T R/F , where entries of the F × F matrix R are drawn from an i.i.d. Gaussian distribution. In this way, C ♮ is sufficiently scattered with very high probability, but is very unlikely to satisfy the separability / anchor-word assumption.
Using the synthetically generated C ♮ and E ♮ , we set the word co-occurrence matrix P = C ♮ E ♮ C T ♮ , and apply various topic modeling algorithms on P to try to recover C ♮ and E ♮ , including our proposed AnchorFree described in Algorithm 2. Denoting the output of any algorithm as C ⋆ and E ⋆ , before we compare them with the ground truth C ♮ and E ♮ , we need to fix the permutation ambiguity. This task can be formulated as the following optimization problem
subject to Π is a permutation matrix which is equivalent to the linear assignment problem, and can be solved efficiently via the Hungarian algorithm. After optimally matching the columns of C ⋆ and C ♮ , the estimation errors C ⋆ − C ♮ 2 F and E ⋆ − E ♮ 2 F given by different methods are shown in Table 4 and 5, where each estimation error is averaged over 10 Monte-Carlo trials. Based on the results shown in Table 4 and 5, several comments are in order:
1. The anchor-word-based algorithms are not able to recover the ground-truth C ♮ and E ♮ , since the separability / anchor-word assumption is grossly violated;
2. AnchorFree, on the other hand, recovers C ♮ and E ♮ almost perfectly in all the cases under test, which supports our claim in Theorem 1;
3. Even though the identification criterion (3) is a non-convex optimization problem, the proposed procedure empirically always works, which is obviously encouraging and deserves future study. 
