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Two periodically recurring events are to be scheduled inorder to get optimal solutions for three 
types of objective functions: the first objective is the minimization of the maximum time between 
two adjacent events (e.g. minimization of maximal waiting time). In the second case the expecta- 
tion value of the average waiting time is minimized and in the third case we maximize the minimal 
time between two adjacent events. It is shown that there exists a schedule which simultaneously 
optimizes these three objectives. Moreover generalizations to more than two events are discussed, 
in particular for the third objective function, and relations to a packing problem for residue 
classes are pointed out. 
1. Problem formulation 
We consider the problem of scheduling two periodically recurring events uch that 
a criterion function based on the time intervals between two occurrences which 
follow immediately one after another attains an extremal value. 
Mathematically, this problem can be formulated in the following way. Let event 
E~ (i= 1, 2) occur m,-times (miE N) per time unit. If we illustrate the unit time by 
a circle line, the regular recurring events correspond to regular polygons with ver- 
tices on the circle line (cf. Fig. 1). In order to avoid the discussion of special cases, 
we denote in the following also a single point (mi= 1) or a straight line (mi=2)  as 
a po lygon .  
Now let x k (k= 1, 2 . . . . .  ml +m 2) be the d is tance  between two ad jacent  vert ices 
on the circle line. The  special  case xk = 0 ind icates  that  a vertex o f  the first po lygon  
co inc ides  with a vertex o f  the second po lygon .  
We set m : = m I + m 2. 
In the fo l lowing we cons ider  three d i f fe rent  ypes o f  ob ject ive  funct ions ,  namely  
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Fig. I. Two periodical events: E I occurs 3 times per time unit, E2 occurs 4 times per unit. 
maximal waiting time max x k, ( 1 ) 
I <_k<_m 
minimal safety interval min xk, (2) 
I _<_k<_m 
average waiting time ~ x~. (3) 
k=l  
We are interested in schedules that minimize (1) or (3) or maximize (2). These pro- 
blems are special cases of the optimization problem 
min ~ x~ (4) 
k=l  
where p is an arbitrary, but fixed parameter with -oo _<p_< 0 or 1 _<p < oo. l fp  tends 
to + oo, we get the optimization of objective function (1): 
min max xk, 
l<_k<_m 
if p tends to -oo,  then the minimal distance between two adjacent vertices has to 
become as large as possible, i.e., objective (2) is maximized. The following con- 
siderations explain the notion of  'average waiting t ime' (cf. Fig. 2): Let f(x) be the 
periodic waiting time function, i.e., f(x) is the distance measured on the circle line 
from x to the next vertex of a polygon in mathematical  positive direction. 
If the length of  the unit time interval equals 1, then the expectation value o f f  
becomes 
t ' l f (x)  dx = 1 m x~, E(f) = 2~1 , ,0  = 
thus motivating (3). 





Waitinq time f(x) 
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Fig. 2. Waiting time function for two events with m I =2 and rn2=3. 
~x  
arrival time 
Problems involving objectives (1)-(3) arise for example in connection with urban 
transportation systems where several periodically running lines serve the same sta- 
tions. If we look for a timetable of these lines with the property that a passenger 
has to wait minimal time in the worst case, we get a problem with objective (1). If 
we require that a passenger has to wait minimal time in the average, we get objective 
(3). Objective (2) arises for example in connection with subways using same routes. 
The trains run in different intervals, but for safety reasons there should be a certain 
(minimal) time interval between two trains. This problem was originally considered 
by Guldan (1980) for r events (r_>2), who set up a graph-theoretical model for it 
and solved the problem by graph enumeration. 
In the next section we shall solve optimization problem (4) for any value of p. 
Moreover we will point out that 
min max xk (5) 
k 
is closely related to the following packing problem of residue classes: 
Find the smallest integer N such that there are disjoint residue classes 
modulo N/m I and modulo N/m 2. 
In Section 3 we demonstrate by means of an example that new phenomena occur 
if we admit three or more events instead of only two. In Section 4 we derive some 
more general results for problem (5) in case where more than two events are 
involved. 
2. Scheduling two periodic events 
In this section we will prove the following main result: 
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Theorem 1. Let two events E l and E 2 be given which occur in the unit time interval 
regularly m l- (resp. m2-) times (mj, m2>_ 1). An optimal solution o f  
m 
min ~ x~ for  any p with p<_Oor p>_l 
k=l  
is obtained, i f  the minimal distance between two adjacent occurences o f  the events 
equals I /M,  where M=2 lcm(m l, m2). 
Let us first illustrate Theorem 1 by means of three examples (cf. Fig. 3). In the 
first example we have two events with m~ =m2=3.  An optimal arrangement is
achieved if the events occur completely regularly six times in the unit interval, i.e., 
M= 6. In the second example an event E I with ml = 2 and an event E 2 with m 2 = 3 
are to be scheduled. The optimal solution leads to M= 12, i.e., the smallest ime in- 
terval between an occurrence of El and E2 equals 1/12. The third example il- 





Fig. 3. Illustrations of optimal arrangements according to Theorem 1. 
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Proof  o f  Theorem 1. We consider two cases. First we analyze the situation that 
rn~ <m 2 and gcd(rn~, m2)= 1 and then we discuss the general case. 
Case 1: rn I <m2,  gcd(ml, m2)= 1. We model our problem by considering two 
regular polygons (in the sense of  Section 1) whose vertices lie on a circle line with 
length 1. We start with an arrangement where the two polygons have one vertex in 
common (cf. Fig. 4 where Pj is a triangle and P2 a square). 
I 
Fig. 4. Illustration of two events with ml = 3 and m2=4. Starting arrangement for the proof. 
The circle line is divided in rn~ + m z -  1 sections of  positive lengths. Let us call 
the arcs between two adjacent vertices of  the same polygon 'edges'. Out of  rn 2 
edges of  polygon P2 ( rn l -  1) arcs are subdivided by vertices of  Pi.  If P2 is now 
rotated in positive direction by a small amount t, the values of  2m~ arcs xt. are 
changed, namely 
- the arcs xk~ starting from a vertex of  "°2 and ending in a vertex of  P~ decrease, 
- the arcs xk2 starting from a vertex of  P~ and ending in a vertex of  P2 increase 
but their sums xk~ +x~2 remain constant 1/m 2. 
Therefore (4) is equivalent with 
? t l  I 
minf ( t ) :=  min ~ [(Xkl-t)P+(Xk2+t) p] 
0<t<rk=l  
1 
subject tOXkl+Xk2 =-  fo rk=l ,2  . . . . .  m l, 
rn2 
where r = min {xkt[ xk2 > 0, k = 1, 2 . . . . .  rn I }. Due to symmetry we need consider on- 
ly rotations of  '°2 by an amount t with 0<t<r ,  until again for t=  r a vertex of  P~ 
and a vertex of  P2 coincide. 
A necessary condition for the minimization o f f ( t )  is f ' ( t )=0,  i.e., 
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p [(_l)(x~l _l)P-l+(xk2+l)p I] 
k 1 
Condition (6) is obviously fulfilled, if 
t~'ll ml 
(Xk l - t )  p - I=  ~ (Xk2+t) p- l .  
k=l  k=l  
= 0. (6) 
(7) 
We shall now show that there is a permutation tp of  the set { 1, 2 . . . . .  m t } such that 
Xk l - - t=x~(k)2+t  for k= l, 2 , . . . ,m 1. 
Note that every xk~ can be written in the form 
l _b . l  
a. - -  with a, b integral. 
ml m2 
According to the Chinese Remainder Theorem the linear diophantine quation 
a b ,,!. 
- - -  (8 )  
ml m2 ml m2 
has for any 2 e { 1, 2 . . . . .  ml } a solution (d, b). Let d=a mod rn I with O<a<_rn I and 
b-bmodm z with 0_<b<m 2. We get d=a+km I and b=b+lm z. Since 2/mim 2 
< 1, we get k=!  and therefore there exists a unique solution of  (8) with O<a<m l 
and O<_b<m 2. This implies that the x~t form the set 
. . . . .  m 1 
and every length 2/m I m 2 occurs exactly once. Since 
1 mj  - / l  
XR2=- -  - -Xk l - - - -  
m2 ml m2 
the arcs x n attain the lengths 
- - ,  2=0,  1,2 . . . . .  mr-1  
IF/1 m 2 
and again every length occurs exactly once. 




we get for x~) - t ,  k= 1, 2, . . . ,ml :  
Iml----~ (2 -  1 )  ]2 = 1, 2 . . . . .  ml I (9) 
and for xg2+ 1, k= 1, 2 . . . . .  ml: 
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lm~m~(2+2) ]2=0,1 , . . . ,m l - I  ] .  (10) 
Since the sets (9) and (10) are identical, relation (7) and therefore also the necessary 
condit ion (6) is fulfilled. 
Now, the minimization of  f ( t )  is equivalent with the minimization of  
m~ 
g(s)= ~ [ ( zx -s )P+(zx+s)e] ,  0_<s_<r/2, 
k=l 
zk: =xk~ + 1/2m~ m 2. 
Since according to the generalised Bernoulli inequality 
" 
g(s)>_ E Z~' 1 + l +p 
k=l  
= 2 ~ z~' = g(0) = for p_< 0 or p_  1, 
k=l  m2 
we get a global min imum for t= I/2m~ m 2. 
Case 2: ml =m 2= 1 or gcd(ml, m2)=d> 1. In the trivial case that m I =m 2= 1 the 
function 
f ( t )=tP+( l - t )  p (p_<0 or p_>l)  
is obviously minimized for t = ½. 
Therefore we assume now ml<_m2 and gcd(ml, m2)=d> 1. This means if the 
two events occur at the same time 0, then they occur regularly together at the times 
k /d  (k=0,  1, 2 . . . .  ) (cf. Fig. 5 for an example.) 
Therefore we can restrict our considerations to the interval [0, l /d]  and there we 
per form an analysis analoguous to that of  Case 1. In this interval m~/d-  1 edges 
of  P2 are subdivided by vertices of  Pi .  The length of  an edge of P2 is l /m 2. 
I 
Fig. 5. Examplc for Case 2: ml-4, PI a square; m2=6, P2 a hexagon. 
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Therefore the arcs xkl have the lengths (d/mlm2) 2 with 2 = 1, 2 . . . . .  mild and the 
arcs xk2 have the lengths (d/mtm2) ~ with ;t =0,  1, 2 . . . . .  m~/d-  1. Now the same 
reasoning as in Case 1 shows that 
1 d 1 
2 mlm 2 2 lcm(ml, mz) 
minimizes f(t). E] 
The special cases 
minmaxxk  and maxminxk  
k k 
can be handled more easily be special arguments. In the first case max xk can only 
be reduced if m~ =m 2. It is trivial that in this case xk= l/2m~ for all k leads to the 
optimal solution. In the second case an optimal solution is obtained if with the nota- 
tion of  the preceding proof  
min x~l = min xk2. 
k k 
But this is obviously obtained for a rotation with t = 1/2 lcm(m l, m 2) leading to the 
minimal distance 
T= 1/2 Icm(ml, m2). 
This latter problem is equivalent o the following packing problem of  residue 
classes (RCP): 
Given two positive integers ml, m 2 f ind the smallest positive integer N 
such that there are disjoint residue classes modulo N/ml  and modulo 
N /m 2 . 
For given m I and m2, m has obviously to be a multiple of  lcm(m 1, m2). We can 
illustrate the situation by dividing a circle line by N equidistant points, numbered 
consecutively from 1 to N. Then a polygon with m I vertices corresponds to a 
residue class mod N/ml ,  and analogously for m 2 (cf. Fig. 6). If N= Icm(ml, m2) 
then any two polygons with m I and resp. m 2 vertices, which correspond to integers, 
have one vertex in common.  Thus the residue classes mod N/ml  and mod N/m 2 are 
not disjoint. For N=2 Icm(ml, m2) the polygons can be arranged such that the first 
polygon uses only odd numbered vertices, the second polygon only even numbered 
vertices. Therefore there are disjoint residue classes. Note that such an arrangement 
on a circle line with length 1 leads exactly to the minimal distance T= I /N  of the 
problem max min x x k and an optimal arrangement thereof. 










Fig. 6. Example: N= 12. m I=2: PI a l ine.res idual  class mod N/m I=6, m2= 3:P2 a triangle& residual 
class mod N/m2=4. Pl=~ {4, 10}, P2&{I, 5, 9}. 
3. Schedul ing three events: an example 
In the last section we showed that there is a unique arrangement for two regularly 
recurring events which gives an opt imal  solut ion for problem (4), s imultaneously for 
any p. Now we are going to i l lustrate by an example that the situation changes if 
three or more events are involved. 
We consider two events E and Fwh ich  recur regularly twice in the unit t ime inter- 
val and a third event G which occurs regularly three times (cf. Fig. 7). In order to 
find an opt imal  arrangement for problem (4) we consider the function 
f(U, O): =uP + ( I  --u)P+ ( I  --u)P+ (u + D)P + (1-- l l )  p 
where u is the distance between the vertex E l o f  the first and the vertex G~ of  the 
third polygon and o is a distance between corresponding vertices of  the second and 
the third polygon (cf. Fig. 7). 
For  p= -~ the opt imal  object ive function value, found for the two events E and 
G does not change, if event F is added. Thus we get in this case (length of  the unit 
t ime interval = 1): 
1 1 1 
u = o = 12 ' max Xk 4 ' min xk = ~ • 
For  p = ~ the largest terms in f(u, o) inf luence the solution. There are 3 terms, 
which are not dominated by others, namely 
1 1 
/4+0,  - - - - / / ,  -- - -0 .  
3 3 




~ - -V  -V  
C'2 _ ~ ~ / W u  + v 
Fig. 7. A schcdule for 3 events: Ewi th  vertices E l ,  E2 ; / - 'w i th  vertices F I , /72;  G with vertices GI, G2, 
G3. 
I f  we assume that these terms are all equal,  we get 
1 2 1 
u=o 9 '  maxx  k -9 ,  minxk=-~.  
It is easy to check that this is an opt imal  solut ion for 
min max x k . 
k 
Now let us solve the problem forp  = 2. Denoting part ial  derivatives o f f (u ,  o) respec- 
tively to u and o by f ,  and fo we get 
f,=8u+2o-1, fo=2u+8v-1, 
and therefore from the necessary condit ion f, =fo = 0: 
1 
U- - - - t )=- -  . 
10 
It turns out that this is also sufficient, and therefore opt imal .  
Thus, in this example we get different solutions for different values of  the 
parameter  p. Start ing from u = t) = ,'2 these values increase for increasing parameter  
values, until for p = oo the value u = t) = ~ is reached (cf. Fig. 8). 
For  more than two events no more uni form results can be expected besides in 
special cases like 
m I =m2= .. .  =mr.  
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Fig. 8. Dependence of the optimal solution on the parameter p. 
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Table 1 
p=-oo  p=2 p:: ~.co 
u, o 1/12 1/10 1/9 
max xx. 1/4 7/3(} 2/9 
minxk 1/12 1/15 1/18 
Lemma 2. I f  m i = m2 . . . . .  mr, then the optimal arrangement is equal for all p < 0 
and p> 1. The optimal arrangement consists of  a regular arrangement of  all r 
polygons, where the distance between two adjacent vertices is constant. 
This lemma is a simple exercise in calculus. The distance between two adjacent 
vertices is constant ly equal 
1 
t ~ -  
rm 1 
i f  the considered time interval has length 1. 
For  three or more events the residue class packing problem is no longer equivalent 
to the maximizat ion of  the minimal  time interval as the fol lowing example shows. 
Example.  We consider 3 events which occur three times, four times, five times resp. 
in the unit t ime interval. The arrangement of  Fig. 9 shows that an opt imal  arrange- 
ment with regard to objective function (2) for the two events with m t =4 and 
m 2 = 5 remains opt imal ,  if the event with m3 = 3 (triangle) is added in a specific 
way. Thus the maximum minimal  distance is 1/40. 
But there is no corresponding solution of  the RCP with ml=4,  m2=5 and 
m 3 = 3, as can be shown by counting the angles starting from 0 ° to 180 ° on the top. 
The opt imal  solut ion of  RCP leads to N = 60 = lcm(3, 4, 5). An opt imal  arrangement 
for RCP is, e.g., 




min d is tance  a - -  
40  
Fig. 9. Example showing 3 events with rn I =4, m2=5 and m3=3. 
pentagon& {0, 12, 24, 36, 48}, 
square~ {1, 16, 31, 46}, 
triangle~ {2, 22, 42}. 
This example and many others have lead to the conjecture that in the case of a 
max minxk-problem with 3 events there is always an optimal solution for two 
events, which remains optimal, if the third event is added. Recently, Brucker and 
Hurink analyzed completely this problem and obtained the following result: 
Let Mi/=lcm(m i, m/) for l_<i<j_<3 and assume 
M12 <-MI3 <-M23. 
If MI2<M23, then the optimal solution has the value 1/2M23. If, however, 
M12=M23 , then the optimal value is 1/3 M23. 
In the next section we shall discuss some other special cases of this problem type 
which allow an explicit solution. 
4. Further results for the problems max min k x k 
In this section we give some further results concerning the maximization of the 
minimal distance, provided that more than two events are involved. 
Let us at first consider the following question. Let two events with ml, m2 
(m I :~m 2) be given. How many further events with the same periodicity can be add- 
ed without changing the optimal objective function value? The following proposi- 
tion provides the answer for this question. 
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Proposition 3. Let 1 < m I < m2, d: = gcd(ml, m2) and M: = 2 Icm(m l, m2). Then at 
most m2/d polygons with m I vertices and at most ml /d  polygons with m2 vertices 




71 . . . .  )1 
~ 2 12 
10 
Fig. 10. Example for Proposition 3. 3 lines El, E2, £'3; 2 triangles Fi, F2; M= 12. 
Proof. Divide the unit time interval by Mequidistant points, which get the numbers 
1, 2 .... .  M. There are M/2 even and M/2 odd numbers. Using only odd numbers, 
m2/d polygons with m~ vertices can be arranged according to Lemma 2. The even 
numbers allow the arrangement of mi ld  polygons with m 2 vertices. [] 
Lemma 4. Let r regular polygons with m vertices and one additional point be given. 
An optimal arrangement for  these (r + 1) events leads to a minimal distance T with 
T= l / ( r+ 1)m. 
Proof. An optimal arrangement for r polygons with m vertices leads to T= 1/rm. 
If an additional event is to be inserted, Tdecreases. Using the terminology of Sec- 
tion 2 an edge of length l /m of the - say - first polygon has to be subdivided by 
r further points such that the minimal distance becomes as large as possible. Thus 
the minimal distance becomes l / ( r+ l)m. 
This proof shows that even an event with mr+, occurrences can be added provid- 
ed mr+ I divides m. Thus Lemma 4 shows that for three events with m I =m 2 and m 3 
divides ml we get as minimal distance 1/3 m 1, whereas Proposition 3 proves that 
in the case "m 3 does not divide ml"  the minimal distance is given by l /2m with 
m = lcm(m¿, m3). 
Since the problem of scheduling 1~ polygons with ml vertices and 12 polygons 
with m 2 vertices can be reduced by Proposition 3 to schedule fled~m2] + Fl2d/ml] 
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polygons with m = Icm(m~, m2) vertices, we get the following result applying Lem- 
ma 4: 
Proposition 5. Let Ii polygons with ml vertices and 12 polygons with m z vertices be 
given. An optimal arrangement with respect o 
leads to 
max minx  k 
k 
T= 1/qm 
where q= rl, d/m27 + rl2d/ml~, m = lemon,, mz), d=gcd(m,,  m2). 
The results of Proposition 3and 5 are in an obvious way also valid for the residue 
class packing problem, since they are based only on certain partitions of the 
numbers 1, 2 ..... m. Therefore we get 
Proposition 5*. Let two positive integers m~ and m z be given. The smallest integer 
which allows 11 disjoint residue classes" mod N/m I and 12 disjoint residue classes 
mod N/m z is given by 
N= (Fltd/m2] + [12d/mlT). lcm(m l, m2). 
It would be interesting to single out further cases in which the problems min- 
max xk and RCP are equivalent. 
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