In recent years, there has been a growing interest in applying data assimilation (DA) methods, originally designed for state estimation, to the model selection problem.
Introduction and motivations
Model selection (Baum et al. 1970 ) is the problem of defining and using metrics to compare different models, or different versions of the same model that may differ by the model's parameters, its settings or its boundary conditions. Model selection, though, has received little attention from the geoscientific community, as compared to data assimilation (DA), which is by now a well-established field in the geosciences (Daley 1991; Ghil and Malanotte-Rizzoli 1991; Bennett 1992; Kalnay 2003; Asch et al. 2016) , and which has focused so far mainly on estimating high-dimensional states of the atmosphere (Whitaker et al. 2008; Buehner et al. 2010) , of the ocean (Lermusiaux 2006; Sakov et al. 2012) and of the climate system as a whole (Saha et al. 2010; Saha et al. 2014) . Even nowadays, a common practice to evaluate models at operational centers is to compare visually model outputs to observations or, more quantitatively, to compute the model-to-data root-mean-square error (RMSE).
Some attempts to analytically address the model selection problem have been successful (e.g., Winiarek et al. 2011) but only under specific assumptions that may not be realistic for largedimensional geoscientific applications. Numerical methodologies that may be computationally affordable for high-dimensional problems have also been proposed in recent years (Elsheikh et al. CME (DL-CME), and it is also presented in Section 3. Section 4 implements the two CME formulations (with and without localization) and compares them to the RMSE as model selection indicators with the RMSE in various numerical experiments based on the 40-dimensional Lorenz-95 model. Section 5 applies these indicators to a parameter selection problem using the simplified global atmospheric model called SPEEDY (Molteni 2003; Kucharski 2006) . Section 6 finally provides a summary, conclusions and future directions.
Model evidence and data assimilation
Let us assume that a model M describes an unknown process at time k, as a M -dimensional state x k , that we only perceive via a set of partial, d-dimensional observations y k .
The model M. The model M simulates the unknown process
where M k:k−1 : R M → R M propagates the state x ∈ R M from time t k−1 to time t k . The dimension M of the model state can be decomposed as M = Card(Λ) × Card(Γ), where Λ is the space of the physical variables and Γ is the spatial resolution of the model.
In general, η k ∈ R M is the model error -represented most often by an additive stochastic white noise -but here we shall assume that the model is perfect, i.e., η k ≡ 0. The implications of this assumption on the computation of the CME are substantial, cf. Carrassi et al. (2017) , but we have reason to believe that it does not affect very much our conclusions about the impact of localization on the CME and its comparison with the RMSE. . This perfect model assumption will be removed in subsequent studies.
The set of observations y. The observation vector y k ∈ R d is related to the state vector x k according to the observation model
Here H k : R M → R d is the observational operator at time k and ǫ k is the observation error, represented here as an additive stochastic white noise with zero mean and covariance R, which is assumed to be constant in time.
Having introduced the observational model, H, in Eq. 2, we can now define its liberation around x k , to be used in the DA process (cf. section 2.2), as the d × M matrix H k , and the associated transpose H T .
CME for model selection
Using a model of type M and the set of observations y k:1 = {y k , y k−1 , ..., y 2 , y 1 }, the goal of model selection is to define a metric based on them, and apply it to identify the best model. Several metrics for model selection are defined in the literature (Akaike 1974; Schwarz 1978; Burnham and Anderson 2002) .
In the present article, we focus on model evidence as the metric of choice (Elsheikh et al. 2014a,b; Otsuka and Miyoshi 2015; Reich and Cotter 2015; Carson et al. 2017; Carrassi et al. 2017) .
Model evidence
Let us define the ideal infinite set of observations as y k: = {y k , y k−1 , ..., y 1 , y 0 , ..., y −∞ }. The marginal likelihood of y k: , given M, is calculated as p(y k: |M) = dx p(y k: |x, M)p(x).
This likelihood is also referred to as model evidence.
Note that, in the context of model evaluation, one should rather be interested in estimating the probability of the model conditioned to the observations p(M|y k:
). Yet, model evidence can be used to construct a metric for model selection or model comparison between two models M 0 and M 1 . Too see this, let us write the ratio of the two posterior distributions, each one relative to models M 0 and M 1 respectively, conditioned on the same set of observations
Equation (4) computes the ratio of the posterior model probability density functions (pdfs) and we see that it is proportional to the ratio of the model evidences -the Bayesian factor -times the ratio of the prior model pdfs. The latter are difficult to evaluate in practice, but, it is often legitimate to assume that the prior pdfs of the two models are the same, provided that we do not possess enough information to favor one model over the other. In this case, we see how the Bayesian factor provides an estimate of the model pdf ratio. In any case, the Bayesian factor is the scalar that updates the ratio of prior model pdfs to the ratio of posterior model pdfs.
In this sense, the ratio of the two model evidences p(y k: |M 1 )/p(y k: |M 0 ) can be considered as a selection indicator that favors one model or the other, depending on
More conveniently, one can look at the difference between their respective logarithms, and write the model selection indicator as
We use the indicator ∆y k: (M 0 , M 1 ) in the following experiments, and the model selection criterion becomes
Previously, model evidence calculations were mainly based on Monte-Carlo methods, as in Elsheikh et al. (2014a) , Elsheikh et al. (2014b) and Carson et al. (2017) . In the present article, we focus on the use of DA for this purpose, following and expanding the work in Carrassi et al. (2017) .
Contextual model evidence
If the model is autonomous, one can condition model evidence to the initial observation y 0 of the set, and write
where the explicit dependence on M has been dropped on the right-hand side, for the sake of clarity.
An alternative formulation of the model evidence, with also a potential computational gain, is to no longer try to estimate the climatological model evidence p(y k: |M) -which is difficult to estimate accurately and which does not inform on the present context of the system -the so called contextual model evidence (CME), p(y k:1 |y 0: ) ). This new contextual view of model evidence implicitly assumes that all information from past observations is conveyed by conditioning on y 0: .
Marginalizing over x 0 yields p(y k:1 |y 0: ) = dx 0 p(y k:1 |x 0 )p(x 0 |y 0: )
Therefore, the two terms needed to compute the CME are:
• the conditional pdf, p(x 0 |y 0: ), and
• the likelihood of the observations, p(y k:1 |x 0 ).
The conditional pdf p(x 0 |y 0: ) is the posterior pdf, or analysis, produced by the state estimation DA process. The observational likelihood p(y k:1 |x 0 ) is often a given quantity (or at least considered as such) of the state estimation DA problem. Hence, as shown in Carrassi et al. (2017) , the CME can be obtained as a by-product of a DA algorithm designed to assimilate the data y into the model M.
The CME's EnKF-formulation
We present here the CME formulation based on the ensemble Kalman filter (EnKF, Evensen 2009 ). The choice of the EnKF among other, possibly even more accurate, methods to compute CME, is motivated by its great ratio cost/benefit. It was shown in Carrassi et al. (2017) , that it achieves very high skill in evaluating the CME, only slightly lower than other more sophisticated methods, but at a much lower computational cost.
The EnKF-formulation of the CME comes as a by-product of the EnKF DA process that gives an approximation of model evidence p(y K:1 |y 0 ). Over the evidencing window K = t k − t 0 , the CME is calculated as Two different proofs of the EnKF-based CME, Eq. 8, are
proposed using a stochastic version of the EnKF in Hannart et al.
(2016b) and a deterministic one in Carrassi et al. (2017) , and are both refereed to as the global CME (G-CME) hereafter.
An efficient alternative to compute the G-CME is presented in Appendix A and is used throughout the present article. This implementation stands on the assumption that R is diagonal, i.e., that the observations are mutually uncorrelated, an assumption, nonetheless, often made in the geosciences. A significant improvement in this alternative G-CME implementation is its reducing the computational cost from depending on the size of the state vector M to depending on the ensemble size N , which is generally much lower, N ≪ M .
CME and domain localization
This section presents a new formulation of the CME that takes into account domain localization. We describe first, in section 3.1, how domain localization is implemented within the DA process, and then the domain-localized CME (DL-CME) in section 3.2.
Domain localization

The basic idea
Domain localization consists in updating separately, at each spatial gridpoint s ∈ Γ, all the physical variables {x s,l }, with l ∈ Λ, by assimilating only neighboring observations. This idea goes back to earlier forms of DA, like the successive correction method (Cressman 1959; Ghil et al. 1979; Ghil and Malanotte-Rizzoli 1991) . We describe here the implementation known as local analysis (Houtekamer and Mitchell 2001; Ott et al. 2002 Ott et al. , 2004 Hunt et al. 2007 ).
The first step of local analysis consists in selecting the observations within a disk centered on the spatial gridpoint s ∈ Γ we wish to update; the radius of this disk is a predefined parameter 
where ( 
Here P
, and the analysis ensemble E a is given by a linear combination of the forecast ensemble mean x f ∈ R M and the forecast ensemble anomalies in X f . Finally,
The domain localization applied to the ETKF gives the local ensemble transform Kalman filter (LETKF, Hunt et al. 2007 ).
In the LETKF, a separate analysis is performed for each model gridpoint s ∈ Γ of the spatial grid and the resulting update affects each physical variable l ∈ Λ at s. The DA is performed using localized observations, i.e., the observation precision matrix is R −1 |s .
Domain-localized CME
In order to formulate the CME with domain localization, we start with the general case of an observation subvector of generic nature. In section 3.2.1, the case of the trivial evidencing window K = 1 is treated first. Second, we address the inconsistency that arises when K ≥ 2 and show how to remove it by using realistic approximations. In section 3.2.2, we derive from the general case a formulation of the local CME. Finally, in section 3.2.3, we
propose a heuristic global model selection indicator based on local CMEs, the DL-CME.
CME of an observation subvector
Let us consider first the problem of estimating the CME of 
Both pdfs in the integrand above are by-products of the original DA: p(x 0 |y 0 ) is the original posterior pdf at time t 0 and the subsampled likelihood p( y 1 |x 0 ) also stems from the original DA process. Using the EnKF formalism, one can compute the CME for this subvector using Eq. (8) which in this case leads to
Here 
The p( y 1 |y 0: ) factor in Eq. (13) corresponds to the case K = 1
and it can be computed from the original DA process using Eq.
(12). The sub-sampled likelihoods p( y k |x k−1 ) are also easily computable since the likelihood of the observation is usually given in a state-estimation process.
The pdf of the system's state, conditional on the observation In such a situation, approximating p(x k−1 | y k−1 ) by the original posterior pdf, p(x k−1 |y k−1 ), is a possibility when the evidencing window K is short enough. In this case, the EnKFformulation can be used to compute the CME as
where
Using instead of the above approximation the correct pdfs of the system's state, conditional on the observation subvector p(
Local CME
In the same spirit as the local analysis above, we want to locally compute the CME at each spatial gridpoint s ∈ Γ. The reduced observation vectors y k|s can be considered as observation subvectors y k and we can use, therewith, the formalism of section 3.2.1.
Hence, for each spatial gridpoint s, the local CME can be obtained from Eq. (14), yielding
|s and H k|s are, respectively, the restrictions of the nonlinear and the linearized observation operator to the neighborhood of s. In other words, at the spatial point s, the local CME returns the CME of the observations that have affected its analysis.
Remark that, in the case of domain localization, it is not necessary to approximate the conditional pdf of the system's state on the observation subvectors by the original posterior pdf, since
k |s is already the local approximation of
Nonetheless, the y k|s observation vectors represent a tube of observations spread in time over the evidencing window but confined to the same local domain. Due, however, to the physical evolution of the error covariances, such a static tube may not be as relevant for DA and evidencing as would be a dynamic tube that follows local domains that are covariant with the flow (Bocquet 2016) . The implementation of such covariant localization techniques is not required, though, for the short evidencing windows used in the following, so that we apply Eq. (15) without such corrections.
The DL-CME
Creating a global indicator from local CMEs is not theoretically straightforward. We propose instead a global heuristic indicator for model selection p(y K:1 |y 0: ), that we call the DL-CME, 
Brief review of covariance localization.
Another widely used localization technique is covariance localization, also called the Schur localization (Houtekamer and Mitchell 2001) . This localization consists in restricting the spatial impact of the unrealistic correlations due to the subsampling of the ensemble-based covariances, by directly applying a smoothing function onto the forecast error covariance matrix.
This technique can be applied to the computation of the CME in the same vein as DL-CME above, in order to take into account the actual covariances used by the DA. Details of the derivation of the CME formulation using covariance localization are presented in This alternative approach to CME localization can also be applied to large-dimensional systems, but only if combined with sophisticated numerical techniques to make it computationally feasible. For this reason, covariance localization will not be discussed furthermore in the present article. Further studies investigating this matter should follow.
Numerical experiments with a toy model
The numerical experiments are designed to: (i) study numerically the performance of the global and local CME as a model selection indicator and to compare it with the RMSE that is widely used for the same purposes; and (ii) analyze the impact of domain localization in the computation of the CME. These experiments use the Lorenz-95 (L95: Lorenz 1996; Lorenz and Emanuel 1998) model.
Experimental setup
The Lorenz-95 model
The one-dimensional L95 model is a minimal representation of atmospheric flow along a mid-latitude zonal circle with temperature or vorticity, is defined at each grid point.
The model equations, according to Lorenz and Emanuel (1998) , are the following
for i = 1, ..., M and F represents the external forcing. The model integration is performed using a fourth-order Runge-Kutta scheme with a time step δt = 0.05, in nondimensional units for which unity corresponds to 5 days (Lorenz 1996 ).
In our model selection problem, we consider the correct model given by Eq. (17) with F = F 1 = 8. This value leads to chaotic behavior of the model, with a doubling time of errors equal to 2.1 days (Lorenz 1996) . We then generate various incorrect models, each of them with a different forcing term F 0 = F 1 .
The DA implementation
Observations are generated by sampling the true trajectory x t , every DA interval ∆t = 0.05, using Eq. (2) with ǫ ∼ N (0, 1) and H k = I 40 , so that the full system is observed. The correct observation error covariance, R = I 40 , is used in the DA. The experiments are run over T = 5 × 10 4 DA cycles, after a spin-up of Tsu = 10 4 DA cycles.
The DA method used throughout the present section is the LETKF described in section 3.1.2. The localization matrix, L, is diagonal with coefficients defined by
where d is the size of the reduced observation error covariance matrix, ρ loc is the localization radius and G is the GaspariCohn function (Gaspari and Cohn 1999) 
The performance of the DA algorithm is evaluated using the RMSE of the analysis with respect to the truth
M being the true and estimated state. Here and elsewhere we follow the superscript notation {t, a, f, o} proposed by Ide et al. (1997) for the truth, the analysis (i.e. the estimated state), the forecast and the observations.
The accuracy of the model selection is assessed based on the RMSE of the forecast with respect to the observations
Model evidence, for both the G-CME and the DL-CME formulations, is evaluated over the evidencing window K = t k − t 0 . Unless otherwise stated, we set here K = 1, which means that the model evidence is computed only for one DA cycle.
Numerical results
CME versus RMSE
In this subsection, we focus on the performance of the G-CME (Eq. 8) -i.e., without localization -as the model selection indicator, and compare it with that of the RMSE.
For each model configuration, i.e. for each choice of the forcing F, a DA is performed using the setup described in section 4.1.2, with a 40-member ensemble (N = 40), without localization and with a coefficient of inflation tuned to provide the smallest RMSE t (Eq. 18) for each DA. At each cycle of the experiment, the G-CME and RMSE indicators are computed. 1, 8.3, 8.5, 8.7 and 8.9. The probabilities are calculated using one of the two model selection indicators: RMSE (solid red line and circles) and G-CME (solid green line and squares), for a 40-member ensemble.
Probability of selection. We first look at the probability of selection of the correct model for each indicator; that is, 2R − 1 where R is computed by counting how many times each indicator chooses the correct model over the incorrect one, out of the total of T = 5 × 10 4 cycles. Thus, a random classifier will produce a probability of selection equal to 0 and a perfect classifier will produce one equal to 1. This allows us to evaluate the reliability of the indicators in terms of model selection. Then, by repeating the computation for different values of F 0 , we deduce the sensitivity of either indicator to the discrepancy F 1 -F 0 between correct and incorrect models.
The probabilities of selection are given in Figure 1 .
The incorrect models are simulated with the forcings F 0 = 8. 1, 8.3, 8.5, 8.7, 8.9 plotted on the x-axis. Note that the larger the forcing F 0 , the easier it should be to select the correct model over the incorrect one. Therefore, a good model selection indicator is the one that increases the fastest when F 0 is increased.
From Figure 1 , we see that the RMSE selects the correct model over the incorrect one given by F 0 = 8.1 with a probability of 0.25 that is slightly inferior to the G-CME probability of 0.27.
As the forcing of the incorrect model increases, both indicators increase their probabilities of selection but the growth of the G-CME indicator is faster.
ROC curves and the Gini coefficient. The probabilities of selection as computed in Figure 1 only evaluate the ability of the indicators to select one model over the other. Yet the values of these indicators also provide distances between the two models.
The greater these distances, the greater the confidence in the corresponding model selection.
We define the confidence value in the model selection for the G-CME indicator as the difference between the logarithms of the model evidences, introduced in section 2, namely
with p 1 being the G-CME value for the correct model and p 0 the G-CME value for the incorrect one. Similarly, a confidence value is defined for the RMSE, as b RMSE G-CME Figure 2 . ROC curves of the two model selection indicators, RMSE and G-CME between the correct model, with F1 = 8, and two of the incorrect models, with (a) F0 = 8.1, and (b) F0 = 8.9, both for a 40-member ensemble. The two curves, for RMSE and G-CME, use the same lines as in Figure 1. probability of selection in Figure 1 , the RMSE and the G-CME are almost equally selective for the more difficult case of the incorrect model Hence, the Gini coefficient for the random classifier is 0 and the Gini coefficient for a perfect classifier is 1.
RMSE G-CME
0.652 0.680 Table 1 . Gini coefficients of the model selection indicators obtained using the RMSE and the G-CME between the correct model, with F 1 = 8, and the two incorrect models, with F 0 = 8.1 and F 0 = 8.9, computed for a 40-member ensemble. These Gini coefficients are based on the ROC curves in Figure 2 .
The Gini coefficients corresponding to the ROC curves in Figure 2 are reported in Table 1 . In the case of the incorrect model with F 0 = 8.1, the Gini coefficients of the RMSE and the G-CME are very close, with only a 0.003 difference in favor of the RMSE.
The G-CME outperforms the RMSE in the case of the incorrect model with F 0 = 8.9: its Gini coefficient is higher by 0.028.
To summarize, results so far suggest that the G-CME and the RMSE present comparable selection skills for similar models, such as in the case F 1 = 8 and F 0 = 8.1, but the G-CME converges faster to a perfect classifier as F 0 is increased.
CME with domain localization
In the previous subsection, a 40-member ensemble was used to compute the model selection indicators. However, in geosciences applications, such a big ensemble, with N comparable to the state vector size M , is quite unrealistic. To mimic a more realistic scenario, we use here a 10-member ensemble, i.e. N ≪ M = 40, in conjunction with localization. Bocquet and Carrassi (2017) have shown that N = 10 is smaller than the dimension of the unstable-neutral subspace below which localization is mandatory.
Here we use the localization radius ρ loc = 5, as it produces the smallest RMSE t for the DA process applied to the incorrect models (not shown here). Since the localization is tuned for the incorrect model-DAs, but left untuned for the correct-model DA, the analysis errors of the two DAs should be closer to each other than if the localization were tuned independently for each model.
This choice is expected to render the model selection task harder.
We compare then the selectivity of the DL-CME to the G-CME and the RMSE. Note that unless stated otherwise the same 10-member ensemble is used to compute the three model selection indicators: DL-CME, G-CME and RMSE. As before, these three G-CME G-CME 40 DL-CME Figure 3 . Same as Figure 1 , but including now the DL-CME model selection indicator, with a localization radius of ρ loc = 5, shown as the solid blue line with triangles. All three solid lines correspond to a 10-member ensemble, while the results from Figure 1 for the RMSE and the G-CME that were computed for a 40-member ensemble are plotted here as dashed; see also the figure's legend.
Probability of selection. Figure 3 shows the probabilities of selection as a function of the incorrect models, with F 0 > F 1 , for three model selection indicators: RMSE, G-CME and DL-CME.
The probabilities for the RMSE and the G-CME using the 40-member ensemble, and displayed in Figure 1 , are also reported in Figure 3 for comparison.
First, we note that the probabilities of selection for both RMSE and G-CME are lower for N = 10 than for N = 40. This means that the use of a smaller ensemble and no localization in the DA reduces the probabilities of a correct selection by the RMSE and the G-CME and is a direct consequence of the reduced accuracy of the DA in performing the state estimate. However, the convergence rate of the G-CME with N = 10 is faster than for G-CME 40 and, when F 0 = 8.9, they select the correct model with almost the same accuracy.
The key result, though, is related to the effect of localization.
We see that for the same ensemble size N = 10, the DL-CME outperforms both the RMSE and the G-CME indicators. Notably, the DL-CME with N = 10 selects the correct model with a higher probability than the G-CME with N = 40, except for the case of smallest error in model definition, i.e. for F 0 = 8.1.
ROC curves and the Gini coefficient. The previous conclusion
is confirmed by the ROC curves in the cases of the incorrect models with F 0 = 8.1 and F 0 = 8.9 that are plotted, respectively, in Figures 4(a, b) . The ROC curves of G-CME 40 have also been plotted in Figure 4 for reference and benchmark. The DL-CME has a TPR/FPR ratio that is larger than the G-CME for both incorrect models. This result represents a substantial improvement in the computation of the CME.
In the difficult case of F 0 = 8.1, the DL-CME with N = 10
is not as accurate in model selection as the G-CME 40 but, as previously stated, the use of large ensembles is most often not feasible for models of a realistic size. Interestingly, in the case of F 0 = 8.9, the DL-CME still provides a more accurate model selection than the G-CME 40 .
These results are confirmed by the corresponding Gini coefficient listed in Table 2 . In the case F 0 = 8.9, the DL-CME model selection skill outperforms the G-CME 40 , even though the DA performance for state estimation in terms of RMSE t is better when N = 40 with no localization than N = 10 with localization (not shown).
RMSE G-CME DL-CME G-CME 40 Figure 4 .
Sensitivity to the localization radius
Even though only the DL-CME takes into account the localization, the G-CME and the RMSE are also potentially sensitive to the localization radius since they are based on the output of a DA cycle that uses localization. The way the three model selection indicators respond to the localization radius ρ loc is examined in Figure 5 .
The experimental setup is identical to that in the previous subsections and the ensemble size is N = 10. The localization radius ρ loc is shown on the x-axis; while the Gini coefficient for each model selection indicator is plotted on the y-axis.
Superimposed on Figure 5 are the RMSE t curves for the DA with the correct and the incorrect model, in solid and dashed black lines, respectively.
The results in Figure 5 confirm, once more, the superiority of the two CME indicators over the RMSE. They also confirm the b RMSE DL-CME G-CME G-CME 40 Figure 4 . ROC curves of four model selection indicators plotted in Figure 3 . The RMSE (solid red line with circles), G-CME (solid green line with squares) and DL-CME (solid blue line with triangles) all use a small ensemble with N = 10, while the G-CME40 (dashed green line) uses a larger, 40-member ensemble. As in Figure 2 , the ROC curves evaluate the skill at distinguishing between the correct model, with F1 = 8.0, and two of the incorrect models: (a) with F0 = 8.1, and (b) with F0 = 8.9. As in Figure 2 , the DL-CME uses a localization radius of 5.
improvement achieved by taking into account domain localization in the CME computation, i.e., the better model selection by the DL-CME with respect to the G-CME; both improvements are present across all localization radii. RMSE, G-CME, and DL-CME; each of the three indicators is plotted using the same curve styles as in Figure 4 . The results are for a 10-member ensemble and the varying localization radius ρ loc is shown on the x-axis. The solid black line and the dashed black line represent the RMSE t scores for the correct and the incorrect models, labeled as F1 and F0, respectively.
It is, moreover, worth noting that the sensitivity of all three indicators to the localization radius is small. For all the indicators, the Gini coefficient increases slowly with ρ loc . This increase can be explained by the difference in performance of the DA's state estimation. Indeed the difference between the two RMSE t curves also increases with the localization radius. Hence, the selection between the two DA-produced ensembles becomes easier as ρ loc increases. The key result, however, is that the sensitivities of the two CME indicators are approximately the same. Thus, taking the localization into account in the CME computation should improve the CME's model selection skill, whatever the value of the localization radius.
Dependence on the evidencing window
In all previous experiments, the model selection indicators are computed over an evidencing window K = 1, i.e., using only one DA cycle. This choice was made to assess the indicators'
performance in the most difficult setting. Indeed, selecting a model based on static information alone is a difficult task that is not usually required in geosciences applications. In the latter, one may want to select the most accurate model representation of a meteorological event or a climatological time span, seen as a "video loop" or a "full-length movie", respectively (Ghil 1997) .
We thus want now to evaluate the indicators in a more realistic setting, by comparing the correct model, with we see that increasing the evidencing window improves the selection skills of all the indicators as they converge to the perfect classifier. This behavior is consistent with the results obtained by Carrassi et al. (2017) in the absence (of the need) of localization.
Moreover, in the case K = 2, the DL-CME still outperforms the RMSE and the G-CME. In the case K = 4, both CME indicators remain more accurate than the RMSE, while the DL-CME is almost achieving a perfect selection. Altogether, the results in Figures 4(b) , 6(a) and 6(b) indicate that when K is increased all indicators converge to the perfect classifier. It follows that, for small and medium evidencing windows, the DL-CME outperforms the CME with no localization and the RMSE, but larger evidencing windows, when feasible computationally, may allow all indicators to show similar selection skills.
Numerical experiments with an atmospheric model
This section presents the first implementation of the CME approach for an intermediate-complexity model. The numerical experiments herein confirm the benefits of applying CME in general, and DL-CME in particular, as a model selection indicator for larger models.
Experimental setup
The SPEEDY model
We use an atmospheric general circulation model ( The model's spectral dynamical core (Molteni 2003 ) uses a hydrostatic, σ-coordinate, spectral-transform formulation in the vorticity-divergence form described by Bourke (1974) . The configuration we use here is described by Miyoshi (2005) and it has a spectral resolution of T30L7, i.e., a horizontal spectral truncation at spherical wavenumber 30 and 7 vertical layers. It has a vertical σ-coordinate and it computes four physical variables in every vertical layer: zonal wind u, meridional wind v, temperature T , and relative humidity q, as well as one surface variable, in the lowest vertical layer, namely surface pressure ps.
The simulated values for each vertical field are given on a 96 long. × 48 lat. horizontal grid. A summary description of SPEEDY, including its simplified physical parametrizations, is available in the appendix of Molteni (2003) . We provide here a detailed description of its convection parametrization, since the purpose of the present section is to perform parameter selection between two values of a convective parameter.
The model's convection parametrization
SPEEDY's convection scheme is a simplified version of the massflux scheme developed by Tiedke (1993) . The scheme simulates the balance of the updraft of the saturated air and the largescale downward motion in between the planetary boundary layer (PBL) and the top-of-convection (TCN) layer. While the updraft of saturated air is triggered above the PBL, the detrainment only takes place in the TCN layer. In addition, the convection scheme simulates an exchange of moisture between the PBL and the layers above it.
SPEEDY's simplified convection parametrization may roughly be summarized by three main steps: an activation of the convection scheme, its closure and an exchange mechanism between the intermediate layers. In particular, the closure of the scheme requires the convective moisture tendency in the PBL to be equivalent to a relaxation of humidity towards a prescribed threshold with a relaxation time equal to τcvn; in our study, the parameter of interest is precisely τcnv. This parameter has a straightforward physical interpretation since it controls the speed of the vertical mixing associated with moist convection, and its interest lies in its impact on the global-scale circulation.
The correct parameter value, namely the value set in SPEEDY to create a 'true' trajectory -in the sense defined in sections 2 and 4 -is τcnv = 6 hr. Meanwhile, the incorrect parametrization here will use the relaxation time τcnv = 9 hr. The objective is to be able to select the correct parameter over the incorrect one, based on the observation of what is deemed to be the true trajectory in the present, "dizygotous-twin" setting; see, for instance, Ghil and Malanotte-Rizzoli (1991) for an explanation of the distinctions between identical-twin, dizygotous-twin and realobservations setup in DA studies. The DA formulation needed to do the parameter selection in this setup is presented in the next subsection.
The DA implementation
As in the L95 experiments of section 2, a true trajectory x t is generated using the correct parameter value of τcnv = 6 hr. From this trajectory a set of observations are derived and made available every 6 hr. This DA configuration was adapted for SPEEDY by Miyoshi (2005) .
The observed physical quantities are the 5 prognostic variables u, v, T , q, throughout the model's 7 layers, and the surface pressure ps. All variables are observed every four gridpoint, yielding (96 × 48 × 7)/8 = 4032 observations for u, v, T , q and (96 × 48)/8 = 576 observations for the surface pressure. The observation error variances, used to create the observations in the DA process, are:
The experiment lasted 6 months, from 1 January to 30 June 1983. The results for the spin-up time of Tsu = 124 DA cycles (i.e., the 1st month) were discarded, and the diagnostics were calculated for the T = 600 DA cycles of 1 February through 30
June.
The DA is performed using the LETKF (cf. Sect. 3.1.2) with N=50 ensemble members and with the domain localization introduced by Hunt et al. (2007) , , and Greybush et al. (2011) : localization domains are selected and the observation error covariance sub-matrix R|s is multiplied, for each s ∈ Γ, by the inverse of a smoothing function, as explained in section 3.1. In this study, we use the implementation proposed by and apply as a smoothing function, in the three-dimensional physical space, the Gaussian function
here r is the distance between the localization domain's center and the observations, while ρ loc is the localization radius, and both quantities have a horizontal and a vertical component. The horizontal component of ρ loc is taken equal to 700 km, while its G-CME DL-CME Figure 7 . Probability of selection of the correct parameter value over the incorrect one, obtained by using three model selection indicators: RMSE (red bar on the left), the G-CME (green bar in the middle) and the DL-CME (blue bar on the right). The results are given for the variables u, v, T , q, and for all variables ('all'); the evidencing window has length (a) K = 1, and (b) K = 12. vertical component is defined in terms of log-pressure coordinates and corresponds to approximately 4 km.
Note that, in the following, the DL-CME results are computed for specific variables, i.e., we assume that only these variables have been observed. This computation is identical to the computation of the CME for an observation subvector, as discussed in section 3.2.1.
For an evidencing window that has length K ≥ 2, the required computation of the pdf of the system's state, conditioned on this particular observation subvector leads to a DA run that does not converge. Hence, we approximate once again this conditional pdf by the original posterior pdf which consists in directly applying the EnKF-formulation to the observation vector reduced to a specific variable using Eq. (14).
Model selection problem
We now focus, as explained in section 5.1.2, on determining which value of the relaxation parameter τcnv (6 or 9 hrs) is more appropriate to describe the atmospheric evolution simulated during the 5 months of the experiment. Recall that the value τcnv = 6 hrs is the one used to simulate the reference truth from where the observations are sampled. The model selection is here a parameter identification problem and, again, is carried out with the RMSE, the G-CME, and the DL-CME as indicators.
The indicators are first computed on the evidencing window K = 1, i.e., on a single DA cycle then averaged over the 5-month interval. The results in terms of selection probability obtained on the various variables are shown in Figure 7 (a).
As mentioned in section 5.1.2, the value of the relaxation time τcnv plays an important role in the global-scale circulation:
it intensifies, for instance, the mesoscale circulations associated with deep convection which then affects the extent and intensity of the Hadley and Walker cells (see for instance Donner et al. 2001 ). This physical connection is confirmed by the results of the three model selection indicators when using observations of the variables u or v alone. Indeed, for either of these two variables, the indicators select the correct parameter with high probability.
Though, it is to be noted that the RMSE outperforms the G-CME selecting skills on these two variables. However, taking into account localization, i.e., using the DL-CME, improves the selection skills of the CME and provides equally high selection probabilities as the RMSE does. Moreover, when only T-data are used, the DL-CME identifies the correct parameter with the highest probability. The humidity variable, q, is the variable least impacted by the variation of τcnv. Yet, the DL-CME is the best to emphasize the improvement of the correct parameter on the humidity representation. Finally, when using all observations, both CMEs fully discriminate between the two models whereas the RMSE only partially does. A more realistic setting is to use a longer evidencing window, taken now as K = 12, which corresponds to 3 days. The results of this experiment are shown in Figure 7 (b), and they confirm that increasing K improves the selection skills of all indicators. The humidity is still the most difficult variable to discriminate the two models from. Yet, the DL-CME remains the best selector, strongly selective for all variables, both separately and together. Moreover, when using all observations, the RMSE fails to systematically recognize the correct model from the incorrect one.
From a practical stand-point, the latter result indicates that if, for instance, one's goal is to determine which of two models is most likely responsible for a three-day weather event that was fully observed, the DL-CME is more likely than the RMSE to provide the correct answer.
Mapping model evidence
Local CMEs, defined by Eq. (14), also provide a spatial representation of model evidence. This is exploited in Figure 8 that shows the spatial differences between the correct and the incorrect parametrization using all observations. Note that the distinct information conveyed by these two maps -the local RMSE differences in panel (a) and the local CME differences in panel (b) -is not necessarily contradictory but rather complementary since the RMSE is the Euclidean distance between the DA forecast and the observations while the local CME can be seen as a distance between the same two quantities but smoothed by the uncertainties that surround them.
Indeed, the local RMSE reveals a significant difference between the two models all over the globe while the local CME shows that this difference mainly impacts the low latitude regions. Also, some of the regions that are strongly impacted by the incorrect parameter according to the RMSE, are not so according to the local CME. For instance, the differences emphasized by the RMSE in the region off the coast of China are sensibly smaller according to the local CMEs. This would suggest that, although the DA forecast produced by the incorrect model does not fit the observations as well as the one produced by the correct model, the uncertainties generated in this region mitigate the quality of the correct model's representation of this region. Carrassi et al. (2017) have introduced the contextual model evidence (CME) as a powerful indicator for model selection and for attribution of climate related events. They have also have provided analytic ways to compute this indicator by using a hierarchy of ensemble-based data assimilation (DA) algorithms and have shown its efficiency.
Concluding remarks
Summary and conclusions
When applied to large-dimensional models, ensemble-based DA requires localization techniques in order to mitigate the spurious effect of under-sampling. The present study focused on adapting the CME's EnKF-formulation to the use of a specific localization technique, namely domain localization.
In section 3.2.1, we have shown how to compute local CMEs as the CMEs of an observation subvector. This idea led to an EnKFformulation of the local CME, given by Eq. (14), subject to very few simplifying assumptions. Combining local CMEs for each grid point, we introduced in Eq. (15) a heuristic model selection indicator called the domain-localized CME (DL-CME). This DL-CME formulation allows one to estimate model evidence in a consistent and routine way by using localized DA with largedimensional problems.
We implemented the DL-CME formulation -along with the global CME's EnKF-formulation called global CME (G-CME) and the root mean square error (RMSE), defined by Eq. (19) -on two atmospheric models: the Lorenz 40-variable mid-latitude atmospheric dynamics model (L95: Lorenz and Emanuel 1998) and the simplified global atmospheric SPEEDY model (Molteni 2003) , in sections 4 and 5, respectively. The main objective of the numerical experiments in these two sections was to assess the performance of the three approaches so defined -the RMSE, the G-CME and the DL-CME -in increasingly harder model selection problems.
In section 4, the numerical experiments based on the L95 model were used to compare the three model selection indicators for varying model forcings F , as well as with respect to the localization radius ρ loc and to the length K of the evidencing window. In general, both CME indicators, G-CME and DL-CME, are more accurate than the RMSE; see Figures 1-6 . Moreover, the DL-CME outperforms systematically the G-CME regardless of the length of the localization radius, cf. localization necessary, the G-CME is still more accurate than the RMSE. With the same ensemble size, the DL-CME is even more accurate than the G-CME which indicates the impact of consistently using localization in both the DA state estimation procedure and in the CME computation. Remarkably, DL-CME, with a 10-member ensemble and localization, produces better selection probabilities than G-CME with a 40-member ensemble and no localization, at least when the discrepancy between the correct and incorrect forcing is large enough, cf. Figures 3-4 .
The sensitivity of the model selection skills to the localization radius is approximately the same for all indicators, meaning that the improvement of the DL-CME over the two other indicators is almost independent of the localization radius, cf. Figure 5 .
This independence is highly desirable, given the computational cost of tuning the radius. In particular, the DL-CME is clearly the most accurate indicator for small evidencing windows. For larger windows, the performances of the DL-CME and the G-CME become almost identical and do remain higher than the RMSE's performance, see Figure 6 .
In section 5, model selection was carried out for a more realistic problem. We formulated two parametrizations of the convection in the SPEEDY model by varying the convective relaxation time τcnv. The selecting skills of the RMSE, the G-CME and the DL-CME were assessed on all physical model variables, both separately and together.
Over a single DA-cycle, the DL-CME and the G-CME are fully selective on all variables combined. The DL-CME, though, is the best selection indicator on all four model variables -u, v, T and q -separately, whether for a single DA-cycle or a large evidencing window, K = 12, as shown in Figure 7 .
Local CMEs provide, in addition, a spatial view of model evidence, cf. In summary, while the DL-CME displays the best performance in terms of model selection, the spatial plots of local CME can help identifying the spatial regions and the physical variables where the incorrect model misfits the observations. Beyond model selection problems, this feature can be used to bring precious information in order to help understanding the causal chain leading to meteorological or climatological events as well as designing target observations/areas for that purpose.
Future directions
A first line of future investigations should focus on strengthening the theoretical foundation of the CME. Indeed, several theoretical
issues are yet to be addressed. For instance, simulating model error and taking it into account in both the DA process and in the CME computation could improve significantly the CME's model selection skill. The DA community is still conducting active research on the best ways to incorporate model error in DA methodology (e.g., Dee 1995; Raanes et al. 2015; Carrassi and Vannitsem 2016; Harlim 2017) . This research has the potential to improve significantly the accuracy of the DA product improving therewith the CME estimation. Moreover, taking into account model error in the CME computation itself could also have an impact in the CME's model selection abilities.
Another theoretical issue requiring investigation is the derivation of an exact global indicator based on local CMEs that could outperform the global heuristic indicator proposed in this article, the DL-CME. These theoretical challenges are part of the authors' current research program.
A second line of investigations should focus on broadening the applications of the CME approach by increasing the realism and the complexity of the models considered, on the one hand, and by widening the use of the CME from model selection to other purposes like event attribution for example, on the other hand. In particular, it seems worth investigating the potential of the spatial representation of local CMEs for diagnosing causality in a geoscientific system, as proposed by Hannart et al. (2016b) .
Alternative implementation of the global CME (G-CME)
The G-CME implementation was first presented in Carrassi et al. (2017) for the CME formulation based on the En-4D-Var DA method. This implementation makes the assumption that the observation error covariance matrix R is diagonal.
This assumption is strong but often verified in geosciences applications.
Implementing Eq. (8) requires to derive: (i) the determinant term |Σ k | ; (ii) the weighted sum of squares (y k −
We deal with each two terms separately.
First, the computation of the determinant term can be greatly simplified by application of Sylvester's determinant rule (i.e., |I + AB| = |I + BA| for any two rectangular matrices A and B of conformable sizes). We have
where Second, the computation of the weighted sum of squares can also be greatly simplified by application of the ShermanMorrison-Woodbury formula. We have
It follows
with
Under Eq. (24) and (25) performs this removal by applying to the forecast error covariance matrix P f a Schur product (i.e., a pointwise multiplication) with a smoothing correlation matrix C
where the correlation matrix coefficients are defined by [C] i,j = φ(|i − j|), for φ a smoothing function.
The smoothing function we use is a short-ranged predefined correlation function φ(r) = G(r/ρ loc ), based on the GaspariCohn function (Gaspari and Cohn 1999) , for the localization radius ρ loc ,
