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BEMERKUNGEN ZUM SPEKTRALPROBLEM 
von D. RODDING und H. SCHWICHTENBERG in Miinster (Westfalen) 
SCHOLZ stellte in [6] das Problem, ob sich fur das System 1131, aller Spektren 
S ( y )  : = {m I erf,,, g,}, q~ Ausdruck der ersten Stufe (mit Identitat, ohne Funktions- 
symbole), eine einfache zahlentheoretische Charakterisierung angeben 1aGt.  Dieses 
Problem bleibt ungelost ; wir erhalten jedoch in Verscharfung von Resultaten von 
ASSER [l] und MOSTOWSKI [4] eine Abschiitzung Pr l (  Go) 2 1131, 2 Pr l (  el) und 
allgemeiner Prl(  G,) 2 1131,+, C = Pr l (  en+,) mit 1131, : = {S(g,) I g, Ausdruck der n-ten 
Stufe} und Funktionenklassen G, , die eine einigermafien natiirliche Klassifikation 
der elementaren Funktionen bilden (s. 9 1)l). Insbesondere ergibt sich 
1) 1131, enthalt alle Mengen, deren charakteristische Funktion in GRZEGORCZYK'S G2 
liegt. 
2 )  U, 1131, besteht aus allen Mengen mit elementarer charakteristischer Funktion. 
3) !YJln C '$JInf2 (echte Inklusion). 
Weiter betrachten wir die Systeme 1131;+,, n 2 1, aller Spektren S (9) von Aus- 
driicken g, der ,,schwachen n + 1-ten Stufe" (freie Variable n + 1-ter Stufe sind 
nicht zugelassen). Fur %;+, ergibt sich die folgende Charakterisierung : Ein (zahlen- 
theoretisches) Pradikat heil3e beschrankt exponentiell arithmetisch (b. e. a.), wenn es 
aus den Pradikaten x + y = z ,  x * y = z ,  29 = y mit Hilfe von Variablen fur natiir- 
liche Zahlen, 1, A ,  h explizit definiert werden kann2). Dann besteht 1131;+, aus 
X<?/ 
allen Urbildern b. e. a. Mengen unter Funktionen der Form 2 m 8, ( (m + 
r 2 1, mit Go(x) := x ,  Gi+, ( x )  : = 
. 
Q 1. Eine Klassifikation der elementaren Funktionen 
Die im folgenden verwendete Klassifikation der elementaren Funktionen wurde 
in [5] eingefiihrt und diskutiert. Wir stellen hier die spater benotigten Definitionen 
und Satze zusammen. 
Eine (zahlentheoretische) Funktion heiGt elementar, wenn sie explizit definiert 
werden kann mit Hilfe von Variablen fur natiirliche Zahlen, der Konstanten 1, 
den Funktionen +, - und [xly] und den Operationen 2 , 17 ; die Klasse der 
~ 
X Z J  X<Y 
elementaren Funktionen bezeichnen wir mit 6. Einfache AbschluBeigenschaften 
Mit Pr7(5) (Pr(&)) bezeichnen wir die Klasse aller r-stelligen (aller) Priidikate mit charakte- 
ristischer Funktion in 5. 
2, Nach Resultaten von BENNETT (die uns aus einer Bemerkung in [S, p. 921 bekannt sind) 
stimmt die Klasse der b.e.a. Pradikate mit der Klasse der beschriinkt arithmetischen Priidikate 
(ohne 22 = y) und mit der der rudimentiiren Priidikate im Sinne von SMULLYAN [S] iiberein. 
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elementarer Funktionen und Priidikatel) sind in [3, p. 285f .] zusammengestellt. 
Insbesondere ergibt sich, daI3 C5 die kleinste Funktionenklasse ist, die die Funk- 
tion zg, die Nachfolgerfunktion N ,  die konstanten Funktionen C% und die Identitiits- 
funktionen Ul enthiilt und abgeschlossen ist gegen Einsetzungen und ,,beschriinkte 
primitive Rekursionen", d. h. solche primitive Rekursionen, bei denen die definierte 
Funktion durch eine schon vorher erzeugte Funktion beschriinkt ist. 
Wir nennen eine Funktion subelementar, wenn sie aus *, N ,  den i2: und den U l  
mit Einsetzungen und beschrankten primitiven Rekursionen definierbar ist ; die 
Klasse der subelementaren Funktionen bezeichnen wir mit 6 .  @, stimmt mit der 
von GRZEGORCZYK in [2] eingefuhrten Funktionenklasse 6, uberein. Zum Beispiel 
ist die Funktion 22 nicht subelementar (aus Wachstumsgriinden), wohl aber ihr 
Graph und auch die Funktion min(22, y) [5, p. 2071. 
Q und G lassen sich auch durch Angabe von ,,Rechenzeit-Schranken" charakteri- 
sieren. Dazu beschreiben wir zuniichst das Konzept einer Registermaschine (RM). 
Gegeben seien unendlich viele Register R,, R, , R, , . . . , von denen jedes eine natiir- 
liche Zahl 0 ,  1 , 2 ,  . . . aufnehmen kann. Eine RM ist dann bestimmt durch ein 
Programm, d. h. eine endliche Liste von numerierten Instruktionen der folgenden 
Form : 
cAic' Addiere 1 zum Inhalt ai von Ri. Gehe uber zur c'-ten Instruktion. 
cSic' Subtrahiere 1 vom Inhalt ai von Ri, falls ai + 0.  Sonst lasse ai unveriindert. 
Gehe uber zur c'-ten Instruktion. 
cPic,c, Prufe den Inhalt ai von Ri. 1st ai = 0 ($  0 ) ,  so gehe uber zur c,(c,)-ten 
Instruktion. 
c stop. 
Bei vorgegebenen Anfangsinhalten xo, xl, . . . der Regigter beginnt die Rechnung 
einer RM mit der Ausfuhrung der &ten Instruktion und setzt sich danach schritt- 
weise und determiniert fort, eventuell abbrechend. (Man beachte, daB jede RM 
nur mit endlich vielen Registern arbeitet, niimlich mit denen, auf die sich die Instruk- 
tionen beziehen. Die Inhalte der anderen Register haben auf die Rechnung keinen 
EinfluB, und sie werden im Verlauf der Rechnung nicht veriindert.) 
Eine n-stellige Funktion f heifit RM-berechenbar, wenn es eine RM M gibt, die, 
angesetzt auf die Registerinhalte x,, . . . , x , ~ - ~ ,  0 ,  0 , . . . , nach endlich vielen Schritten 
stoppt, und zwar mit den Registerinhalten x,, . . . , xn-l, f (x,, . . . , x,,-,), 0,  0 ,  . . . 
Die Zahl der Rechenschritte von M in Abhiingigkeit von den Argumenten nennen 
wir eine Schrittzahlfunktion von f .  
Durch Arithmetisieren des Rechenablaufs von RMn zeigt man wie ublich, daB 
genau die rekursiven Funktionen RM-berechenbar sind. Mit derselben Methode, 
wobei jedoch die auftretenden GODEL-Numerierungen und Maschinenkonstruktionen 
geeignet festzulegen sind, ergibt sich : Eine Funktion ist subelementar (elementar) 
I )  Wie ublich nennen wir ein Priidikat elementar, wenn seine charakteristische Funktion ele- 
mentar ist. Entsprechendes gilt auoh fur die im folgenden definierten Funktionenklassen. 
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gena.,u darm, wenn sie RM-bereehenbar ist mit einer Schrittzahlfunktion, die majorisier- 
bar ist durch ein Polynom ( in der Form @ , ( p ( g ) ) ,  p Polynom, n 2 0 ,  wobei @o(x):=x, 
Es liegt jetzt nahe, die folgenden Teilklassen von E zu betrachten: Gn (n  2 0 )  
bestehe aus allen Funktionen f ,  die RM-berechenbar sind mit einer in der Form 
6,& ( p  (g)) , p Palynom, majorisierbaren Schrittzahlfunktion. Offenbar ist Go = Q, 
Cjn 2 Gn+, und U,, G,L = 6 .  Durch Konstruktion entsprechender RMn beweist man, 
daB Qn abgeschloseen ist gegen die Operationen 2 ,  p und fur n 2 1 gegen n. 
Pr(BIL)  ist abgeschlossen gegen i, A, A . hn l i ch  wie die obige Charakterisie- 
rung von 4 und G ergibt sich, daB Bll die kleinste Funktionenklasse 8 ist mit 
(i) Q - C 8, (ii) 6,, E 8 und (iii) sind g E Q und h,, . . . , h, E 8) oder g E 8 und 
h,, . . . , h, E B, so liegt die durch f ( s )  = g ( h , ( g ) ,  . . . , h,(g)) definierte Funktion f 
in 8 [5, p. 218f.l. Die %,+, sind jedoch nicht abgeschlossen gegen Einsetzungen 
(da G,,+l - G,,) und auch nicht gegen beschriinkte primitive Rekursionen 
[5, p. 2191. Ferner gibt es in Qn+l eine Aufziihlungsfunktion fur die einstelligen 
Funktionen aus Q,l,  so daB also Pr ( (3,) c Pr ( Qn+,) [5, p. 2191. 
6i+l (2) : = 2 s q  [5) p. 217f.l.l) 
X<Y "<Y "<Y 
"<Y 
8 2. Abschiitzung der R, nach unten 
Wir zeigen, daB jede Menge S mit chttrakteristischer Funktion in Go (also in 
GRZEQORCZYK'S @) sich darstellen laBt als Spektrum eines Ausdrucks y der ersten 
Stufe (mit Identitiit, ohne Funktionssymbole) und allgemeiner, daB jede Menge S 
mit charakteristischer Funktion in G, darstellbar ist als Spektrum eines Ausdrucks 
9 der n + 1-ten Stufe. Die Konstruktion von 9 orientiert sich an einer RM M ,  die die 
charakteristische Funktion von S in 
Wir beschreiben zuniichst die zugrunde gelegte typentheoretische Sprache. 
Typenindizes oder kurz Typen seien L und mit tl, . . . , t, auch (zl, . . . , 7,). Fur jeden 
Typ z sollen abziihlbar viele Variablen x') y", . . . zur Verfugung stehen. Ausdriicke 
8, (p (m) )  Schritten berechnet ( p  Polynom). 
sind x(h . . . . r,) y1 71 . . . y?, x'= y' und rnit 9, y auch -19, ( Y A Y ) ,  A q .  Wenn 
x7 
MiBverstiindnisse nicht zu befiirchten sind, schreiben wir die Variablen auch ohne 
Typenindex. Die Stufe 1.1 eina Typs t erkliiren wir induktiv durch I L I  = 0, 
I (tl) . . . , z,) I = max (I t i 1  + 1). Die Stufe einer Variablen x7 sei die Stufe von t. 
Ein Ausdruck q h e a t  won n-ter Stufe ( n  2 1) ) wenn alle in 9 gebundenen Variablen 
Stufen 5 n - 1 und alle in q freien Variablen Stufen 5 n haben. Wir schreiben 
erfmg?, wenn q eine erfiillende Interpretation uber einem Bereich von m Elementen 
besitzt; S ( 9 )  : = {m I erf,+,q} heiBt Spektrum won q. Das System aller Spektren 
von Ausdrucken q der n-ten Stufe bezeichnen wir mit YJI,,. 
l s i s r  
Satz  1. Pr' (6 , )  2 9Xlt+l. 
Beweis. Sei S E Prl ( en). Wir konstruieren einen Ausdruck y der n + 1-ten 
Stufe, so daB fur m 2 1 gilt m E S f+ erf,+,pl. Dann ist S im Fall 0 E S das Spektrum 
v o n q v V A x = y ,  u n d i m F a l l O ~ X d a s S p e k t r u m v o n g , ~ V V x + y .  
5 1J " Y  
l) Mit z, g ,  3 ,  . . . bezeichnen wir Variablentupel. 
1' 
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Nach Definition von Prl (  6,) gibt es eine RM M ,  die, angesetzt auf m ,0 ,  . . . ,0, 
in 5 s,(p(m)) Schritten stoppt (pPolynom), und zwar auf m ,  0 ,  . . . , 0 ,  falls mE S, 
und auf rn, 1 , 0 ,  . . . , 0 ,  falls m 6 S .  Der groBte Index eines von M bearbeiteten 
Registers sei k , und die Instruktionen von M seien von 0 bis 1 numeriert. Da in jedem 
Rechenschritt ein Registerinhalt hochstens um 1 vergrooert werden kann, lassen 
sich die im Verlauf der Rechnung auftretenden Registerinhalte abschiitzen durch 
m + Gl1(p (m) ) .  Sei r so gewahlt, daB fur m 2 1 gilt m + 6,,(p(m)) < 6,((rn + l ) r ) .  
Wir geben zunachst tp an. Sei o1 = (L . . . c) mit r Vorkommen von L ,  C T ~ + ~  = (oi) .  
x, y ,  x seien Variable des Typs L ,  u ,  v ,  w Variable des Typs a,, falls n 2 1 ,  und 
r-Tupel von Variablen des Typs t ,  falls n = 0 (es ist klar, wie in diesem Fall etwa 
u = v ,  A zu verstehen sind). Die Typen der restlichen Variablen (fur die wir aus 
Griinden der Lesbarkeit groBe lateinische Buchstaben verwenden) ergeben sich aus 
dem Zusammenhang. cp sei die Konjunktion der folgenden Ausdriicke. 
A T K U U ,  A A ( K u v v K v u v u  =v), A A A ( K u v A K v w + K u w ) ,  
U u v  u u w  
A h  (Nuv ++ Kuv A i V (Kuw A Kwv)) .
u u  W 
A - I K ~ x x ,  A l \ ( K ' ~ y ~ K y x v x  = y), A A A ( K ' z ~ A K ' ~ z +  K'xz), 
1: n . y  x y z  
A A(N'xy ++ K'xy A i V(K'xz  A K'zy)) .  
x ! l  2 
A V F x u ,  A A h ( F x u ~ F x v + u = v ) ,  A A A ( F x u A F Y u - + x  = y ) ,  
A A A A ( F x u A F ~ v A N ' x ~ +  Nuv) ,  A ( i  V K v u +  V F x u ) .  
x u  x u u  " Y  u 
x y u  u 1L u r 
AVRiuu ( i = 0  ,..., k ) ,  A A A ( R i u v ~ R i u ~ - + v  =w) ( i = O  , , . . ,  k), 
u v  u u w  
A Zju, A A T( Z ~ U A Z ~ U ) ,  A ( - T V K V U  --+ Z ~ U A  A R~uu) ,  
U OSJSl u Osi<jsl u u  lS1Zh. 
A A A(T V Kyx A -I V Kwu A Fyv -+ R,uv). 
Weiter gehort zu jeder Instruktion von M ein Konjunktionsglied von v, und zwar 
y u v  1: W 
zu CAic' : A A (Z,U A NUU' + Z,.U' A A A (R~uv A NVV' -+ R~u'v ' )  A 
u I /  u VI 
A O s j $ k  A A(Rjuv u + Rju'v)), 
j + i  
zu C X i C ' :  A A (ZcU A NUU' + Zc,U' A A A (R~uv' A NVV' --+ R~u'v) A 
u IL u 21' 
A A(Riuv A TVKWV +R~u'v)  A A A(Rjjuv -+ R ~ u ' v ) ) ,  
U W O s j $ k  I' 
j C i  
zu cP~cOC~: A A(Z,U A NUU' + ( ~ ( R ~ u v  A 1 V  KWV) + Z,.,U') 
u up U W 
A(VR~UV A V Kwv) + Zc,u') A A A (Rjuv -+ Rju'v)) , 
21 W O $ j s k  u 
zu c Stop: A A(Z,u A NUU' + Z,U' A 
u u) OSj$k u 
A A (R~uu -+ R~u'u)) . 
Das letzte Konjunktionsglied von tp sei A A ( 1 V K u w  A TVKWV + Rluv). 
u u  w W 
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Wir zeigen jetzt  erf,+lip m E S fur m 2 1 .  Gegeben sei also eine erfiillende 
Interpretation von q~ iiber einem m + 1-elementigen Bereich. Man beachte zuniichst, 
daB es genau 6,((m + 1)') Objekte des Typs a, gibt; der Fa11 n = 0 IiiBt sich ein- 
schlieflen, wenn man unter Objekten des Typs a. r-Tupel von Elementen des Bereichs 
versteht. Aus der Konstruktion von ip ergibt sich: Das K zugeordnete Objekt K 
ist eine lineare Ordnung der Objekte des Typs a,, und N ist die Nachfolgerrelation 
bzgl. K .  Entsprechend ist K' eine lineare Ordnung der Elemente des Bereichs und 
N die Nachfolgerrelation bzgl. K'. P ist der Graph der ordnungstreuen (bzgl. K', K )  
Einbettung der Elemente des Bereichs auf das entsprechende Anfangsstiick der 
Objekte des Typs a,. Ri ist der Graph einer Abbildung der Objekte des Typs a, 
in sich, welche dem (bzgl. K )  s-ten Objekt des Typs a, das a-te zuordnet, falls M ,  
angesetzt auf m ,  0 ,  . . . , 0 ,  nach s Schritten im i-ten Register die Zahl a stehen 
hat, oder nach weniger als s Schritten mit a im i-ten Register stoppt. Z j  trifft auf 
das (bzgl. K )  s-te Objekt des Typs a, genau dann zu, wenn M ,  angesetzt auf 
m , 0,  . . . , 0 ,  nach s Schritten die j-te Instruktion ausfiihrt, oder nach weniger als 
s Schritten nach Ausfiihrung der j-ten Instruktion stoppt. Aus dem letzten Kon- 
junktionsglied folgt jetzt auf Grund der vorausgesetzten Eigenschaften von M die 
Behauptung m E S .  Die Umkehrung m E S erf,+,ip fur m >= 1 ergibt sich, indem 
man K ,  K' durch lineare Ordnungen des entsprechenden Typs und die restlichen 
freien Variablen durch die eben beschriebenen Objekte interpretiert. Damit ist 
der Satz bewiesen. 
$ 3 .  Charakterisierungen der a;, Abschatzung der R, nach oben 
Das Spektrum eines exponentiell arithmetischen (e. a.) abgeschlossenen Aus- 
drucks a sei die Menge aller m, so daB a in {x I x < m + l }  (im Standardsinn) 
giiltig ist. Wir zeigen, daB sich das System aller Spektren von Ausdriicken 
der schwachen n + 1-ten Stufe (freie Variable n + 1-ter Stufe sind nicht zugelassen) 
charakterisieren laflt als das System aller Urbilder von Spektren e. a. abgeschlossener 
Ausdriicke unter Funktionen der Form il m 6,,((m + 1)') - 1 ,  r 2 1. Daraus ergibt 
sich als Korollar, daB YJl;+, auch charakterisiert werden kann als das System aller 
Urbilder beschriinkt e. a. Mengen unter Funktionen der Form I m 6,((m + l ) r ) ,  
r 2 1. Weiter folgt mit 5 1 YJl;+l Prl(  6,) ,also erst recht %X, 2 Prl(  (5,) , und daraus 
dann YJl, C YJlnf2 und U,, YJltt = Prl((3). 
Wie bereits erwiihnt, verstehen wir unter einem Ausdruck ip der schwachen 
n + I-ten Stufe (n 2 1)  einen typentheoretisehen Ausdruck (s. $ 2 ) ,  in  dem alle 
(gebundenen und freien) Variablen Stufen 5 n besitzen. Exponentiell arithmetische 
Ausdriicke seien x + y = z , x * y = z ,2"  = y (die mit x, y , z bezeichneten Variablen 
sind nicht notwendig verschieden) und mit a ,  j3 auch l a ,  (a A j3), Aa.  
X 
Sa tz  2. Zu jedem Ausdruck ip der schwachen n + 1-ten Stufe gibt es einen expnen- 
tiell arithmetischen abgeschlossenen Ausdruck a, so dab mit einem geeigneten r 2 1 
fur alle m 5 1 gilt: erf,V genau dann, wenn a (im Stundardsinn) giillig ist  in 
{x I2 < 6"(mr)} .  
6 D. R6DDIN# URD €I. SCHWIOETERBERQ 
Beweis. Es geniigt, dies fur alle m 2 2 zu beweisen: Mit 
erfiillen dann i 6 v a im Fall eTfl 91 und 6 A a im Fall nicht erfl pl die Behauptung. 
Wir geben zunachst fur jeden Typ z eine GODEL-Numerierung der Objekte des 
Typs t uber einem m-elementigen Bereich an. Dabei sei eine bijektive Zuordnung 
der Zahlen 0, . . . , k ( ~ )  - 1, k ( ~ )  := m ,  zu den Objekten des Typs L vorgegeben. 
Es sei nun t = (tl , . . . , z,) , und die Objekte des Typs ti seien bereits mit den Zahlen 
0,  . . . , k ( t J  - 1 numeriert. Es gibt dann .2k(71)...k('r) = : k ( t )  Objekte des Typs Z.  
Wir definieren die GdDEL-Nummer von X' durch 
g(xT) = 2 a i . 9  
i<k(r1) ... k(?,) 
rnit 
1, falls es y?, .. ., y? gibt, so da13 x auf yl, . . ., yr zutrifft und 
ai = 10 sonst. 
Offenbar trifft dann x auf yl , . . . , yr genau dann zu, wenn gilt 
i = g(YJ k ( t d  * - k(zr )  + . * + g ( 9 r - J  k(zr) + g(yr) 
~Div([g(ar)/2gb,)k('t) ... k(7r) + * *  * + g(Ur-1)k(+,) + g(Vr)], 2),  
wobei 
Div(x, y) t, V X  = y * z .  
Hier und im folgenden verwenden wir einige eingebiirgerte zahlentheoretische 
Bezeichnungen zur Bildung arithmetischer Ausdriicke in einem weiteren Sinn ; 
deren Giiltigkeit bezieht sich dabei immer auf das Standardmodell iiber den natiir- 
lichen Zahlen. 
Wir definieren jetzt zu jedem typentheoretischen Ausdruck y einen arithmetischen 
Ausdruck (im weiteren Sinn) /3 (y) . Dabei legen wir eine eineindeutige Zuordnung 
von Variablen fiir natiirliche Zahlen zu typentheoretischen Variablen zugrunde. 
1st im folgenden eine typentheoretische Variable mit x', y', yz, . . . bezeichnet, so 
bezeichnen wir die zugehorige zahlentheoretische Variable mit x , y , y1 , . . . . k (t) steht 
fiir den entsprechend der obigen induktiven Definition gebildeten Term, welcher die 
Zahlkonstante m enthiilt. 
B(X' yp . . . yf') ~ D i ~ ( [ x / 2 Y 1 k ( r * ) . . . k ( 7 , ) + . . . + Y , - 1 k ( r , ) + y , ] , 2 ) ,  P(x" = y') E x = y, 
B ( 1 Y )  3 l B ( Y ) ,  PCYl A Ya) = B(Y1) A B ( Y z ) ,  B ( 4 Y )  = 1<$(7)B(Y). 
X 
Es sei nun 9 ein Ausdruck der schwachen n + 1-ten Stufe. Wir konnen annehmen, 
dal3 91 abgeschlossen ist (sonst partikularisiere man vorn alle frei vorkommenden 
Variablen). Man zeigt dann leicht, dal3 erf,y genau dann, wenn P ( y )  gultig ist. 
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Wir wollen jetzt p(rp) iiquivalent (bzgl. der Gultigkeit im Standardmodell) so 
umformen, daJ3 schlieBlich ein priinexer abgeschlossener Ausdruck entsteht, dessen 
Kern aus Primformeh der Form x + y = z ,  x * y = z ,  2= = y gebildet ist (also 
die Zahlkonstante m nicht enthalt), und in dessen Priifix alle Quantoren durch 
< 8, (mr) mit festem r 2 1 beschriinkt sind. LaBt man dann die Quantorenschranken 
weg, so entsteht der gesuchte exponentiell arithmetische Ausdruck u (rp) . 
Zur Umformung von @ ( y )  verwenden wir zuniichst die folgenden Bquivalenzen: 
Div([x/2y], 2) t, v (z = [x/2y] A v u + u = z), 
Z S X  us2 
X = k ( ( t , ,  . . ., Z,)) t, v (9 = k ( z l )  . . . k(zr )  A X = 2Y), 
Y <3: 
x = O W X  + x = 2 .  
Mit ihrer Hilfe erhalt man aus @ (rp) einen aquivalenten priinexen, abgeschlossenen 
Ausdruck, dessen Kern nur noch Primformeln der Form x + y = z ,  x y = z ,  
2x = y ,  x = m enthalt und in dessen Priifix alle Quantoren in der Form x < y ,  
x 5 y oder x < k(t) mit in rp vorkommenden Typen z beschriinkt sind. Da alle 
in cp vorkommenden Typen t Stufen 5 n besitzen, gilt mit einem genugend groBen r 
fiir alle diese Typen k(z) < 8,(2'). Beachtet man noch 
und die letzten drei Bquivalenzen der obigen Liste, so folgt, daJ3 man p(rp) iiqui- 
valent umformen kann in einen priinexen, abgeschlossenen Ausdruck, dessen Kern 
wieder aus Primformeln der Form x + y = z ,  x - y = z ,  2x = y ,  x = m aufgebaut 
ist und in dessen Prafix jetzt  alle Quantoren in der Form x < y , x 5 y oder x < 8, (mr) 
beechrankt sind. Die Primformeln x = m lassen sich eliminieren mit Hilfe der 
Bquivalenzen 
x = m o  A y < m ~ - ~ x < m  
x < m t ,  V y = S,(xr) 
Y<%W) 
Y<X 
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SchlieBlich sind auch noch die in der Form x < y ,  x 5 y beschrankten Quantoren 
eliminierbar. Denn zuniichst ist 
Beachtet man jetzt, daB es sich um einen abgeschlossenen Ausdruck handelt, dessen 
Quantoren, sofern sie nicht durch Variable in der Form x 5 y beschriinkt sind, alle 
durch (mr) beschriinkt sind, so ergibt sich, daB man alle Teilausdrucke der Form 
iiquivalent ersetzen kann durch xs2/ 
A B  
A ( V x + z = Y + ~ ) .  
s<O,(n1') Z<O,(rn') 
Damit ist gezeigt, daB p(q )  in einen Ausdruck der gewunschten Form iiquivalent 
umgeformt werden kann, und also der Satz bewiesen. 
S a t  z 3. Z u  jedem exponentiell arithmetischen abgeschlossenen Ausdruck LX und 
jedem n 2 1 ,  r 2 1 gibt es einen Ausdruck q der schwachen n + 1-ten Stufe, so dap 
fur alle m 2 1 gilt: erf,,,T genau dann, wenn 01 ( im Standardsinn) gultig ist in 
Beweis. Sei G~ = ( 1 . .  . 1 )  mit r Vorkommen von 1 ,  oi+l = ( U J .  u ,  v ,  w seien 
Variable des Typs falls n 2 2 ,  und r-Tupel von Variablen des Typs 1 ,  falls 
n = 1.  Mit groBen lateinischen Buchstaben bezeichnen wir Variable der Stufe n ;  
insbesondere haben P ,  Q ,  R, P,, . . . den Typ on und K den Typ (on-l, un-J, falls 
n 2 2 ,  und den Typ ( L  . . . if mit 2r  Vorkommen von L, falls n = 1 .  Die Typen 
der restlichen verwendeten Variablen ergeben sich aus dem Zusammenhang. 
uber einem m-elementigen Bereich gibt es @,(mr) Objekte des Typs 0,; dies gilt 
auch fur i = 0 ,  wenn man unter Objekten des Typs o,, r-Tupel von Elementen 
des Bereichs versteht. 1st eine lineare Ordnung K der Objekte des Typs on-1 gegeben, 
so kann man in Abhiingigkeit von K die Objekte des Typs on eineindeutig auf die 
0-1-Folgen der Liinge 6,,-,(mr) abbilden: In  der P entsprechenden Folge soll die 
(von hinten) i-te Stelle genau dann mit einer 1 besetzt sein, wenn P auf das (bzgl. K )  
i-te Objekt des Typs on-l zutrifft. Solche 0-1-Folgen lassen sich wieder eineindeutig 
auf { x  I x < 6,,(mr)} abbilden, indem man jede Folge als Dualdarstellung einer 
Zahl auffaI3t. In  Abhiingigkeit von K hat man also eine eineindeutige Entsprechung 
zwischen Objekten des Typs all und Zahlen < 6,,(mr). 
Wir definieren jetzt zu jedem e. a. Ausdruck p durch Induktion uber den Aufbau 
von p einen Ausdruck y(B) der schwachen n + 1-ten Stufe. Dabei legen wir eine 
eineindeutige Zuordnung von Variablen des Typs on zu Zahlvariablen zugrunde. 
y ( p )  soll folgende Eigenschaften haben: (i) Sind x l ,  . . . , x, die freien Variablen 
von /3, 50 sollen K ,  P,, . . . , P, die freien Variablen von y(@ sein, wobei PI, . . . , P, 
die xl, . . . , x,  zugeordneten Variablen sind. (ii) Interpretiert man @ uber { x  I x < 6,, (mr)} 
und y ( p )  uber einem m-elementigen Bereich, so daB K durch eine lineare Ordnung K 
und sich entsprechende Variablen in ,!3 und y(P)  durch bzgl. K sich entsprechende 
Objekte interpretiert werden, so erhalten /3 und y (/I) denselben Wahrheitswert. 
{ z  I x < 61,(mr)>. 
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, x + y = z .  Die x, y ,  z zugeordneten Variablen vom Typ a, bezeichnen 
und im folgenden) mit P, Q ,  R . Wir verwenden die Abkurzungen Nuv 
A i V ( K u w ~  Kwv), Au fur i V K v u ,  Eu fur i V K u v ;  y ( x  + y = z )  
der Ausdruck 
W V V 
P + Q = R :E V [A (Au -+ i SU) A AA (Nuu’ -+ (SU’ t, (Pu A Qu) v (Pu A SU) v 
s u  u u‘ 
v (Qu A f lu))) A 
A A ( R U + + ( P U A ~ Q U A ~ S U ) V  ( ~ P u A Q u A ~ S U ) ~  
U 
v ( i P u  A i Q u  A Su) v (Pu A Qu A Xu)) A 
A A (Eu -+ ( i P u  A i Q u )  v ( ~ P u  A i S u )  v ( i Q u  A i S u ) ) ] .  
U 
Zu zeigen sind (i) und (ii), (i) ist (hier und im folgenden) offensichtlich erfullt. 
Zum Beweis von (ii) nehmen wir an, daS x, y, z durch Zahlen x, y ,  x < t9,(mr) 
interpretiert sind. Weiter sei uber einem m-elementigen Bereich K interpretiert 
durch eine lineare Ordnung K der Objekte vom Typ und P, Q ,  R interpretiert 
durch die Objekte P ,  Q ,  R vom Typ a,, die den Zahlen z, y , x entsprechen (bzgl. K ) ;  
X ,  y,  x und P ,  Q ,  R lassen sich also durch jeweils dieselben O-l-Folgen der LSinge 
8,+l(mr) darstellen. Gilt nun x + y = x ,  so erzeugt das ubliche Additionsschema 
fur Zahlen in Dualdarstellung aus den X ,  y darstellenden O-1-Folgen die x dar- 
stellende O-l-Folge. Mit Hilfe des Objekts S vom Typ a, das durch die O-l-Folge 
des Ubertrags dargestellt wird, ergibt sich die Gultigkeit von P + Q = R .  Gilt 
umgekehrt P + Q = R ,  so ergibt die Dualaddition der P ,  Q darstellenden 0-1- 
Folgen die R darstellende O-l-Folge; es gilt also auch x + y = x .  
Beispiel (Nullen vor der ersten Eins sind weggelassen): 
x, P :  1101 
Y ,  Q :  10111 
S :  111110 
x ,  R :  100100. 
Fa l l  2. x y = z .  
y (x * y = z )  sei der Ausdruck 
P - Q = R := V V[A(Aw -+ A ~ ( S U V W  c* PU A Qv)) A 
S T w  u v  
A A A (Nww’ -i A A ([i KWV A (SUVW c, SUVW’)] v 
w w’ u u  
v [Kwv A (SUVW t--t V (Nuu’ A Su’vw‘)) A (Au -+ ~ S U V W ’ ) ] ) )  A 
U’ 
A A(Ew 4 A(Av + A(Tuv t, X U V W ) )  A 
W V U 
A A A (Nvv’ -+ ~ T u v ’  = AuTuv + AuSUV‘W)) A 
v u‘ 
A A (Ev -+ A (Ru c.) Tuv))].  
2, U 







Dabei ist AuTuv' = AuTuv + AuSuv'w der Ausdruck, der aus dem oben angegebenen 
Ausdruck P + Q = R durch Umbenennen der gebundenen Variablen S und Ersetzen 
von Pu, Qu, Ru durch Tuv, Suv'w, Tuv' entsteht. 
Anstelle eines allgemeinen Beweises fur (ii) geben wir ein Beispiel. Das F'riidi- 
kat S ist dabei dargestellt durch seine Schnitte bzgl. der letzten Argumentstelle(n) . 
2, P: 101 

















Se,- l (mp u 









( =  12) 
(= 1 2 - 1 1 )  
( =  112 .11)  
(=  110112) 
Anstelle eines Beweises fur (ii) geben wir wieder ein Beispiel: 
x, P: 11 
~7 Q :  110 
S: l p  
1) Vgl. FuSnote 2 auf S. 1. 
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schranken vorkommt und die einzige freie Variable ist, so daB p(6n((m + 1)")) 
genau dann giiltig ist, wenn a(6,((m + l)r+l)) giiltig ist. Mit Satz 3 folgt die 
Behauptung. 
Korol la r3 .  (i) P r l ( G l n ) s  'Dn+lLP?+l(Gn+l), (ii) 'D,C 'Dn,,+,, (iii) U,'D,, = 
Beweis. Die erste Inklusion von (i) ist Satz 1;  die zweite ergibt sich aus 'D,, 2 
Korollar 2 und den in 0 1 aufgelisteten Eigenschaften der Gtt .  (ii) und (iii) 
= Pr'(0.). 
2 
folgen unter Verwendung von 5 1 aus (i). 
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