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Re´sume´
Dans ce papier, nous proposons une nouvelle ap-
proche pour calculer un strong backdoor pour des for-
mules mises sous forme normale conjonctive (CNF). Elle
est base´e sur une utilisation originale d’une me´thode de
recherche locale qui fournit un renommage maximisant
la sous-formule horn-renommable d’une CNF donne´e.
Plus pre´cise´ment, a` chaque e´tape, on choisit de renom-
mer la variable qui fait le plus diminuer le nombre de
clauses non-horn. S’il ne reste plus de clauses stricte-
ments positives(ou strictement ne´gatives) ou de clauses
non-horn dans la formule, notre me´thode re´pond au
proble`me de satisfaisabilite´ de la formule originale; sinon,
on utilise la plus petite sous-formule qui ne soit pas de
horn pour en extraire un ensemble de variables (strong
backdoor) tel qu’une fois ces variables instancie´es, le
reste du proble`me appartient a` une classe polynoˆmi-
ale. Les premiers re´sultats e´xpe´rimentaux montrent que
notre approche est prometteuse sur un grand nombre
d’instances SAT.
1 Introduction
Le proble`me de satisfaisabilite´ de formule proposi-
tionnelle (SAT) qui consiste a` de´cider si une for-
mule boole´enne sous forme normale conjonctive (CNF)
est satisfaisable est un des proble`me NP-complet les
plus e´tudie´s a` cause de son importance pratique et
the´orique. Encourage´e par une forte progression de la
re´solution pratique du proble`me SAT, un grand nom-
bre d’applications, allant de la ve´rification formelle
a` la plannification, sont encode´es et re´solues en util-
isant ce formalisme. De tels ame´liorations de la re´so-
lution de SAT ont e´te´ obtenues en combinant deux ap-
proches comple´mentaires : la recherche locale stochas-
tique et les techniques base´es sur la recherche syste´-
matique. La plupart des solveurs complets actuels
est base´e sur un algorithme de recherche de type
backtrack appele´ proce´dure de Davis, Putnam, Lo-
gemann et Loveland (DPLL) [2]. Cette algorithme
basique est couple´ avec plusieurs me´thodes de filtrage
importantes comme l’apprentissage, formes e´tendues
de propagation de contraintes boole´ennes, pre´traite-
ments, de´tection des syme´tries, etc. L’impact de ces
diffe´rentes ame´liorations de´pend du type d’instance a`
re´soudre. Par exemple, l’apprentissage est bien plus
efficace pour re´soudre des instances codant des prob-
le`mes re´els qu’il ne l’est pour les proble`mes ge´ne´re´s
ale´atoirement. La seconde classe d’algorithme pour
tester la satisfaisabilite´ est donc base´e sur des me´th-
odes de recherche locale. Pour ces me´thodes incom-
ple`tes, l’espace de recherche est explore´ de manie`re non
syste´matique. Elles ge´ne`rent ale´atoirement une inter-
pre´tation initiale des variables boole´ennes et a` chaque
e´tape, une nouvelle interpre´tation est obtenue en in-
versant (” flippant ”) la valeur de ve´rite´ d’une variable
choisie. Ce processus est re´pe´te´ jusqu’a` ce qu’un mod-
e`le soit trouve´, ou qu’un nombre fixe´ d’ope´rations soit
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atteint. Plusieurs variantes de ce sche´ma de base ont
e´te´ propose´es pour le proble`me SAT (e.g. [15, 9]).
Ces techniques ont montre´ des performances impres-
sionnantes, particulie`rement sur des instances de taille
importante satisfaisables (e.g. instances ale´atoires dif-
ficile).
Un autre facteur important pour l’efficacite´ des
solveurs SAT concerne l’exploitation de la structure
des proble`mes. Sur plusieurs instances, particulie`re-
ment sur celles codant des proble`mes re´els, l’efficacite´
d’un solveur SAT est fortement lie´e a` sa capacite´ a`
exploiter la structure cache´e de ces instances. Re´cem-
ment, une forme de structure inte´ressante, appele´e
(strong) backdoor, a e´te´ propose´e dans [18]. Calculer
un tel ensemble est un sujet de recherche tre`s e´tudie´,
a` cause de sa connexion avec la complexite´ du prob-
le`me. Un ensemble de variables forme un backdoor
pour une formule donne´e si il existe une affectation de
ces variables telle que la formule simplifie´e peut eˆtre
re´solue en temps polynoˆmiale. Un tel ensemble est ap-
pele´ strong backdoor si toute affectation de ces vari-
ables me`ne a` une sous-formule de classe polynoˆmiale.
Ce genre de structure est lie´e a` la notion de variable
inde´pendantes [6, 3]. Rappelons que calculer le plus
petit ensemble backdoor est un proble`me NP-difficile.
En pratique, approximer (en temps polynoˆmial) un en-
semble strong backdoor de taille ”raisonnable” est un
challenge inte´ressant et important. Plusieurs travaux
pre´ce´dents ont aborde´ cette question. L’approche pro-
pose´e dans [4] essaie tout d’abord d’identifier un en-
semble de portes logiques (fonctions boole´ennes) a` par-
tir d’une CNF donne´e. Puis, en appliquant des heuris-
tiques pour de´terminer un ensemble coupe-cycle pour
le graphe repre´sentant la formule hybride. On ob-
tient un ensemble strong backdoor compose´ a` la fois
de l’ensemble des variables inde´pendantes et de celles
de l’ensemble coupe-cycle. Cependant, sur certaines
instances ou` auncune porte logique n’est identifie´e, le
strong backdoor co¨ıncide avec l’ensemble des variables
du proble`me. D’autres approches ont e´te´ propose´es
qui utilisent diffe´rentes techniques, telles que les al-
gorithmes de recherche syste´matique adapte´e [17, 7]).
Re´cemment, dans [8] un concept avance´ de fraction
reverse Horn sub-optimal de formules CNF a e´te´ pro-
pose´, et un phe´nome`ne de corre´lation inte´ressant a e´te´
observe´ entre la satisfaisabilite´ et les performances des
solveurs SAT pour des proble`mes 3-SAT ge´ne´re´s ale´a-
toirement avec une densite´ fixe´e.
Le but principal de ce papier est de concevoir une
approche polynoˆmiale qui fournit un ensemble strong
backdoor de taille raisonnable. A` cet effet, l’approche
que nous proposons commence par conside`rer une for-
mule CNF donne´e comme la conjonction de deux sous-
formules diffe´rentes, ou` la premie`re appartient a` une
classe polynoˆmiale et la seconde est compose´e du reste
des clauses. Un ensemble strong backdoor peut eˆtre
obtenue a` partir des variables de la seconde sous-
formule. Cependant, un tel ensemble strong backdoor
peut eˆtre tre`s grand dans certain cas i.e. la plupart
des variables de la seconde sous-formule apparaissent
dans la premie`re. Pour pallier a` ce phe´nome`ne, notre
approche tente de re´duire le nombre de variables com-
munes a` ces deux sous-formules.
Nous conside´rons que la classe polynoˆmiale a` laque-
lle appartient la premie`re sous-formule est la classe
des formules de Horn (sous-formule H). Pour re´duire
la taille de l’ensemble strong backdoor, l’approche que
nous proposons est base´e sur les deux proble`mes suiv-
ants:
1. trouver un renommage des variables qui maximise
(resp. minimise) la taille de la partie (resp. non)
horn de la formule en terme de nombre de clauses
(proble`me appele´ Maximum Renammable Horn
et note´ MRH).
2. calculer, a` partir de la sous-formule non-horn re´-
duite (obtenue en 1.) un ensemble strong back-
door minimal i.e. un ensemble minimal de vari-
ables B tel que toute affectation de B transforme
la formule en formule simplifie´e appartenant a` la
classe des formules de Horn.
Malheureuesment, dans le cas ge´ne´ral ces deux prob-
le`mes s’ave`rent NP-Difficile. En fait, calculer la sous-
formule Horn-renommable maximale pour une CNF
donne´e est e´quivalente au proble`me MAX2SAT [12, 5]
i.e. pour un ensemble de clauses binaires donne´es,
trouver un mode`le qui satisfait le plus grand nombre
de clauses. Le proble`me de de´cision du second prob-
le`me est de´fini dans [11] par Nishimura et al et il y
est de´montre´ qu’il est NP-Complet. Tout d’abord, il
appartient a` la classe NP car on peut ve´rifier en temps
polynoˆmial que l’ensemble B est un strong backdoor.
Ensuite, la NP-Comple´tude est de´montre´ en utilisant
une re´duction polynoˆmiale du proble`me Vertex-Cover
au proble`me du calcul d’un strong backdoor. Par con-
se´quent, trouver un ensemble strong backdoor de taille
minimale est aussi NP-Difficile.
Pour contourner la difficulte´ de ces deux prob-
le`mes, notre approche utilise de manie`re originale une
me´thode de recherche locale pour approximer la sous-
formule Horn-renommable maximale (premier prob-
le`me). Puis, une approche heuristique efficace pour
calculer un ensemble strong backdoor (second prob-
le`me) est propose´e. Cette me´thode heuristique ne
prends en compte pour le calcul du strong backdoor
que les occurences positives des variables figurant dans
la partie non-horn du proble`me.
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Le papier est organise´ comme suit. Dans la premie`re
partie nous introduisons et de´finissons le contexte
dans lequel se situe ce papier. Puis nous pre´sentons
notre approche base´e sur une recherche locale pour
l’approximation de la sous-formule Horn maximale.
Ensuite nous pre´sentons une me´thode heuristique pour
le calcul d’un ensemble Horn strong backdoor. Enfin
nous pre´sentons les premiers re´sultats expe´rimentaux
de cette approche pour le calcul d’ensemble strong
backdoor sur un large panel d’instances SAT, avant
de conclure et de discuter des poursuites possibles a
donner a` ce travail.
2 De´finitions pre´liminaires
Soit B un langage Boole´en (i.e. propositionnel) de
formules forme´es de manie`re standard, en utilisant les
connecteurs usuels (∨, ∧, ¬, ⇒, ⇔) et un ensemble
de variables propositionnelles. Une formule CNF Σ
est un ensemble (interpre´te´ comme une conjonction)
de clauses, ou` chaque clause est un ensemble (inter-
pre´te´ comme une disjonction) de litte´raux. Un litte´ral
est une occurence d’une variable propositionnelle soit
sous forme positive, soit sous forme ne´gative. Rap-
pelons que toute formule boole´enne peut se re´e´crire
sous forme d’une CNF en temps line´aire en utilisant
la transformation de Tseitin [16]. La taille d’une CNF
Σ est de´finie par
∑
c∈Σ
|c| ou` |c| est le nombre de
litte´raux de c. Une clause unitaire (resp. binaire)
est une clause de taille 1 (resp. 2). Un litte´ral uni-
taire est l’unique litte´ral d’une clause unitaire. On
note nbV ar(Σ) (resp. nbCla(Σ)) le nombre de vari-
ables (resp. clauses) de Σ. V(Σ) (resp. L(Σ)) est
l’ensemble de variables (resp. litte´raux) apparaissant
dans Σ. L’ensemble L(Σ) est l’union des litte´raux
positifs L+(Σ) et des litte´raux ne´gatifs L−(Σ) pre´sents
dans la formule Σ. Un ensemble de litte´raux S ⊂ L(Σ)
est consistant ⇔ ∀l ∈ S,¬l /∈ S. Un litte´ral l est dit
monotone si ¬l /∈ L−(Σ).
Une interpre´tation d’une formule boole´enne est une
affectation de ses variables a` une valeur de ve´rite´
{vrai, faux}. Une variable x est satisfaite (resp. fal-
sifie´e) pour I si I[x] = vrai (resp. I[x] = faux). Un
mode`le pour une formule est une interpre´tation qui
satisfait la formule. En conse´quent, le proble`me SAT
consiste a` trouver un mode`le pour une CNF quand il
existe, ou de prouver qu’il n’en existe pas.
3 Approximation de MRH par recherche
locale
Notre approche dans ce papier pour approximer la
sous-formule Horn Maximale (MRH) est base´e sur
l’exploitation de l’algorithme bien connuWalkSat [15].
Initialement, pour une formule CNF donne´e, cet algo-
rithme incomplet est conc¸u pour trouver une interpre´-
tation qui satisfait autant de clauses que possible. Il
commence par ge´ne´rer ale´atoirement une interpre´ta-
tion comple`te, puis a` chaque e´tape une variable est
choisie et sa valeur de ve´rite´ est flippe´e. Diffe´rentes
strate´gies ont e´te´ propose´es pour choisir cette variable
(e.g. Random Walk Strategy[15]).Plusieurs ame´liora-
tions ont e´te´ propose´es. Toutes ces strate´gies essaient
de choisir la ”meilleure” variable, c’est a` dire celle dont
le fait de changer sa valeur de ve´rite´ fera de´croˆıtre au
maximum le nombre de clauses falsifie´es du proble`me.
Cette e´tape est re´pe´te´e jusqu’a` ce que (i) un nombre
maximum (fixe´ a` l’avance) de flips (MAX FLIPS) soit
atteind ou (ii) un mode`le soit trouve´ i.e. la formule
est satisfaisable. Dans le premier cas, le processus est
re´pe´te´ avec une autre interpre´tation ge´ne´re´e ale´atoire-
ment jusqu’a` ce qu’un nombre maximum de tentatives
(fixe´ a` l’avance) soit atteind (MAX TRIES). Si aucun
mode`le n’est trouve´, l’algorithme fournit ”no model
is found” comme re´ponse au proble`me de de´cision de
SAT.
Pour pre´senter notre approche, nous devons intro-
duire quelques de´finitions.
De´finition 1 Soient Σ une formule CNF, x ∈
V ar(Σ), I une interpre´tation et I ′ l’interpre´tation
obtenue a` partir de I en inversant la valeur de ve´rite´
de x. On de´finit breakCount(x, I) = |{c|I[c] =
vrai, I ′[c] = faux}| et makeCount(x, I) = |{c|I[c] =
faux, I ′[c] = vrai}|. On de´finit score(x, I) =
makeCount(x, I) − breakCount(x, I) comme le score
de x pour I
La prochaine variable a` flipper est choisie dans une
clause falsifie´e. C’est celle qui posse`de le meilleur score
ou n’importe laquelle choisie au hasard en fonction
d’une certaine probabilite´. Ensuite la variable est flip-
pe´e et les compteurs makeCount et breakCount sont
mis a` jour.
Le renommage d’un ensemble de variables V peut
eˆtre de´fini comme une application :
De´finition 2 Soit Σ une formule CNF. On de´finit un
renommage R de V ar(Σ) comme l’application de V
dans {vrai, faux}.
On remarque qu’un renommage R peut eˆtre assimile´
a` une interpre´tation classique.
De´finition 3 Soient Σ une formule CNF, R un
renommage de V ar(Σ). On de´finit ΣR comme la for-
mule obtenue en substituant, pour toutes les variables
x telles que R[x] = vrai, toutes les occurences de x
(resp. ¬x) par ¬x (resp. x). x est alors renomme´e
dans Σ. Quand ΣR est une formule de horn, R est
appele´ un horn-renommage de Σ.
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Pour calculer la sous-formule de horn maximale,
notre approche, base´e sur la me´thode de recherche
locale de´crite ci-dessus, diffe`re sur certains points.
Tout d’abord, l’interpre´tation retourne´e par notre al-
gorithme repre´sente tantoˆt un horn-renommage de la
formule, tantoˆt le meilleur renommage trouve´ du point
de vue de la taille de la sous-formule de horn. Dans
le premier cas, la formule appartient a` la classe des
formules horn-renommables et sa satisfaisabilite´ peut
eˆtre teste´e en temps line´aire. Dans le second cas, on
obtient une approximation de la sous-formule de horn
maximale.
De´finition 4 Soient Σ une formule CNF, I une in-
terpre´tation et une clause c ∈ Σ. On de´finit le nombre
de litte´raux satisfaisant (resp. falsifiant ) c pour I par
nbLS(c, I) (resp. nbLU(c, I)).
De´finition 5 Soient Σ une formule CNF et I une in-
terpre´tation. Une clause c ∈ Σ est dite horn-satisfied
par I (note´ h sat(c, I)) si nbLU(c, I) ≤ 1 i.e. c est
satisfaite par au plus un litte´ral; sinon elle est dite
horn-unsatisfied par I (note´ h unsat(c, I)). On de´finit
nbHorn(Σ, I) comme le nombre de clauses de Σ horn-
satisfied par I.
De´finition 6 Soient Σ une formule CNF,
x ∈ V ar(Σ), I une interpre´tation et I ′ l’interpre´tation
obtenue a` partir de I en inversant la valeur de
ve´rite´ de x. On de´finit h breakCount(x, I) =
|{c|h sat(c, I), h unsat(c, I ′)| et
h makeCount(x, I) = |{c|h unsat(c, I), h sat(c, I ′)}|.
On de´finit h score(x, I) = h makeCount(x, I) −
h breakCount(x, I)
Dans les techniques de recherche locale tradition-
nelles, une clause est conside´re´e comme satisfaite sous
une interpre´tation I donne´e si au moins une de ses
variables est vraie pour I; sinon elle est conside´re´e
comme falsifie´e. S’ il ne reste plus de clauses falsifie´es
dans la formule, ces algorithmes retournent un mode`le.
Dans l’approche ”Horn locale” que nous proposons,
on n’a besoin de ne maintenir a` jour, pour chaque
clause, que le nombre de litte´raux interpre´te´s a` vrai.
Ainsi, les clauses falsifie´es pour les techniques de
recherche locale traditionnelles peuvent eˆtre identifie´es
aux clauses h unsat dans notre approche. En con-
se´quence, on peut obtenir de manie`re simple des vari-
antes de techniques de recherche ”Horn locales” (e.g.
tabu, novelty, rnovelty. . . ). L’algorithme 1 de´crit la
version horn de Walksat pour calculer la sous-formule
de horn maximale (MRH).
De plus, les conditions d’arreˆt de notre algorithme
sont le´ge`rement diffe´rentes de celles des algorithmes
classiques. WalkHorn termine dans trois cas diffe´rents
:
Algorithm 1 Algorithme WalkHorn
Function WalkHorn
Require: Une formule CNF Σ
Ensure: Le meilleur renommage trouve´ pour MRH
de Σ
1: Initialiser Rmax avec toutes les variables de Σ a`
vrai
2: for i = 1 to MAX TRIES do
3: R = interpre´tation ge´ne´re´e a`le´atoirement
4: for j = 1 to MAX FLIPS do
5: if nbHorn(Σ, R) = nbCla(Σ) then
6: return R {Σ est horm renommable}
7: end if
8: if (∀c ∈ Σ, nbLU(c,R) > 0) or (∀c ∈
Σ, nbLS(c,R) > 0) then
9: return R {Σ est satisfaisable}
10: end if
11: {Horn Random Walk Strategy}
12: Avec une probabilite´ p do
13: Se´lectionner ale´atoirement une clause non
horn c et un litte´ral l de c
14: R = R− {l} ∪ {¬l}
15: done
16: Avec une probabilite´ 1− p do
17: Soit l ∈ R tel que ∀l′ ∈ R avec l 6= l′,
h score(l, R) > h score(l′, R)
18: R = R− {l} ∪ {¬l}
19: done
20: if nbHorn(Σ, R) > nbHorn(Σ, Rmax) then





1. le nombre maximum de tentatives (MAX TRIES)
est atteint. Dans ce cas, le meilleur renommage
trouve´ est retourne´ (ligne 25) ou,
2. un Horn-renommage est trouve´ (ligne 6). La for-
mule Σ est Horn-renommable ou,
3. un renommage R tel que pour toute clause c de
Σ, nbLU(c,R) > 0, ou tel que pour toute clause
c de Σ, nbLS(c,R) > 0. En conse´quence, toutes
les clauses de ΣR contiennent au moins un litte´ral
positif, ou toutes les clauses de ΣR contiennent au
moins un litte´ral ne´gatif (ligne 9).
Dans le troisie`me cas, la formule n’est pas force´ment
Horn-renommable, mais un mode`le existe pour Σ. Si
toute les clauses de ΣR contiennent au moins un lit-
te´ral positif, alors ΣR est satisfaisable. E´tant donne´
que Σ et ΣR sont e´quivalents pour le proble`me SAT, Σ
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est aussi satisfaisable. Dans ce cas, l’ensemble strong
backdoor de Σ est vide.
Exemple 1 Conside´rons la formule CNF Σ:{C1 =
(¬a∨ b∨ c), C2 = (a∨ b), C3 = (a∨ c), C4 = (¬b∨¬c)}
et l’interpre´tation I = {a, b, c}.
Nous avons nbLU(C1,I) = 1, nbLU(C2,I) = 0,
nbLU(C3,I) = 0, nbLU(C4,I) = 2. Les clauses C1,
C2 et C3 sont h-satisfied par I i.e. C1, C2 et C3 de-
viennent des clauses de Horn dans ΣR. Si on flippe
la valeur de la variable a, on obtient : I ′ ={¬a, b, c}.
Alors nous avons nbLU(C1,I
′) = 0, nbLU(C2,I
′) =
1, nbLU(C3,I
′) = 1, nbLU(C4,I
′) = 2 et les clauses
C1 C2 et C3 sont toujours de horn dans ΣI′ . Main-
tenant, si on flippe la valeur de la variable b on obtient
: I ′′ ={¬a,¬b, c} et nbLU(C1,I
′′) = 1, nbLU(C2,I
′′)
= 2, nbLU(C3,I
′′) = 1, nbLU(C4,I
′′) = 1 et , les
clauses C1 C3 et C4 sont de Horn dans ΣI′′ . Si on
applique le renommage I ′′, on obtient : ΣI′′ = {C1 =
¬a ∨ b ∨ ¬c, C2 = a ∨ b, C3 = a ∨ ¬c, C4 = ¬b ∨ c} ou`
il y a au moins un litte´ral positif par clause, donc ΣI′′
est satisfaisable. Un mode`le de ΣI′′ est obtenue en af-
fectant toutes les variables a` vrai. En conse´quence, le
proble`me original est satisafisable.
4 Calcul d’ensembles Backdoor
Bien que le proble`me SAT soit NP-Complet dans le
cas ge´ne´ral, les instances codant des proble`mes re´els
contiennent souvent des structures cache´es qui peu-
vent eˆtre utilise´es pour re´soudre le proble`me efficace-
ment. Dans cette section, nous de´crivons comment
calculer un ensemble strong backdoor en utilisant la
sous-formule non-horn obtenue avec WalkHorn dans la
section 3. Les ensembles backdoor ont e´te´ introduits
par Williams, Gomes et Selman dans [17].
De´finition 7 Soit Σ une formule CNF. B ⊆ L(Σ) est
un ensemble backdoor s’il existe une interpre´tation des
variables de B telle que la formule simplifie´e appartient
a` une classe polynoˆmiale pour le proble`me SAT.
De´finition 8 Soit Σ une formule CNF. B ⊆ L(Σ) est
un ensemble strong backdoor si pour toute interpre´ta-
tion des variables de B la formule simplifie´e appartient
a` une classe polynoˆmiale pour le proble`me SAT.
Dans la suite, nous conside´rons la sous-formule non-
horn pour calculer un ensemble strong backdoor. Le
proble`me qui consiste a` trouver le meilleur ensemble
strong backdoor revient a` trouver un ensemble de lit-
te´raux positifs tel qu’une fois retire´s de la sous-formule,
elle devient une formule de Horn.
Exemple 2 Conside´rons l’ensemble de clauses {a∨b∨
¬c, a ∨ c ∨ ¬d, a ∨ e ∨ f ∨ ¬g} et l’ensemble B={a, e}.
Pour toute interpre´tation des variables de B, soit
l’ensemble de clause devient vide, soit il se transforme
en un ensemble de clauses de Horn. L’ensemble B
est donc un ensemble horn strong backdoor pour cette
ensemble de clauses.
Trouver le plus petit ensemble strong backdoor pour
une formule Σ donne´e est un proble`me NP-Difficile
[11]. Une fac¸on d’accomplir cette taˆche consiste a` con-
side´rer une formule Σ′ telle que ∀c′ ∈ Σ′, ∃c ∈ Σ,
avec c′ ⊆ c et ∀l ∈ c′, l est un litte´ral i.e. Σ′ est
une formule monotone. Alors la formule Σ′ peut eˆtre
transforme´e en une formule de cardinalite´ ou` chaque
clause obtenue a` partir d’une clause c′ de taille k ex-
prime qu’au moins k − 1 litte´raux sont vrais parmis
l’ensemble des litte´raux de c′. De telles formules de
cardinalite´ sont e´quivalentes a` des formules monotones
2-SAT (toutes les clauses sont binaires). Trouver un
ensemble strong backdoor minimal de Σ se rame`ne au
proble`me de trouver le mode`le de taille minimale de
formules monotones 2-SAT.
Exemple 3 Conside´rons a` nouveau l’ensemble de
clauses de l’exemple 2, la contrainte de cardinalite´
peut eˆtre repre´sente´e par l’ensemble de clauses binaires
{a∨b, a∨c, a∨e, a∨f, e∨f}. {a,e} repre´sente une in-
terpre´tation minimale qui satisfait toutes les clauses.
Il repre´sente donc un strong backdoor.
E´videmment, une telle me´thode n’est pas utilisable
en pratique. Nous proposons un algorithme glouton
pour calculer un bon sous-ensemble de variables. Cet
algorithme consiste a` choisir la variable qui apparaˆıt
le plus dans la sous-formule et d’en retirer toutes ses
occurences positives jusqu’a` ce que la sous-formule de-
vienne de Horn.
L’algorithme 2 montre comment calculer un ensem-
ble strong backdoor en utilisant cette me´thode glou-
tonne.
Algorithm 2 calcul du strong backdoor
Function Backdoor
Require: NHF : ensemble de clauses non-horn
Ensure: B : strong backdoor
1: init B = ∅
2: repeat
3: v=choixVariable()
4: retirer de NHF toutes les occurences positives
de v
5: ajouter v a` B
6: until NHF soit horn
7: return B
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# V # C avg # B avg % B/V avg # NH avg % NH/C
100 425 54,43 54,43 122,42 28,80
150 637 81,38 54,25 187,64 29,43
200 850 109,31 54,65 255,87 30,10
250 1062 136,70 54,68 322,92 30,39
300 1275 164,43 54,81 391,04 30,67
350 1487 191,81 54,80 459,66 30,90
400 1700 219,26 54,81 528,59 31,09
Table 1: Strong backdoor sur les instances 3-SAT ale´atoires.
Instances # V # C # B % B/V # NH % NH/C Heuristic
ewddr2-10-by-5-8 22500 123329 225 1 225 0,18 best
ewddr2-10-by-5-1 21800 118607 225 1,03 225 0,19 rnovelty+
enddr2-10-by-5-8 21000 113729 225 1,07 225 0,20 best
enddr2-10-by-5-1 20700 111567 225 1,09 225 0,20 best
e0ddr2-10-by-5-4 19500 104527 225 1,15 225 0,22 rnovelty+
e0ddr2-10-by-5-1 19500 103887 225 1,15 225 0,22 best
fvp-unsat.shuﬄed 24065 731850 128 0,53 74 0,01 tabu 10
bc56-sensors-k391-unsat 561371 1778987 6913 1,23 12716 0,71 rnovelty+
motors-stuck-k407-unsat 654766 2068742 39894 6,09 79973 3,87 rnovelty+
fifo8 300.shuﬄed-as.sat03 194762 530713 13670 7,02 18884 3,56 rnovelty+
ii8b4 1068 8214 70 6,55 195 2,37 best
ii8b3 816 6108 65 7,97 155 2,54 best
ii8b2 576 4088 70 12,15 105 2,57 best
ii8b1 336 2068 64 19,05 54 2,61 tabu 10
rope 5000-as.sat03 180000 420000 34994 19,44 27736 6,60 rnovelty+
rope 5000.shuﬄed 180000 420000 35214 19,56 27645 6,586 rnovelty+
bw large.d 6325 131973 1231 19,46 14446 10,95 best
ssa7552-159 1363 3032 266 19,52 257 8,48 rnovelty+
ssa7552-160 1391 3126 273 19,63 272 8,70 rnovelty+
ssa7552-158 1363 3034 269 19,74 260 8,57 rnovelty+
dp02u01.shuﬄed 213 376 44 20,66 71 18,88 rnovelty+
vmpc 21.shuﬄed 441 45339 439 99,56 42 < 0,01 all
vmpc 23.shuﬄed 529 59685 510 96,41 46 < 0,01 all
vmpc 25.shuﬄed 625 76775 603 96,48 50 < 0,01 all
vmpc 27.shuﬄed 729 96849 706 96,84 54 < 0,01 all
vmpc 29.shuﬄed 841 120147 815 99,91 58 < 0,01 all
Table 2: Strong backdoor sur les instances industrielles.
5 Expe´rimentations
Les premie`res e´xpe´rimentations ont e´te´ effectue´es sur
plusieurs classes d’instances 3-SAT ge´ne´re´es ale´atoire-
ment. Chaque classe e´tant ge´ne´re´e au seuil i.e. le
rapport entre le nombre de clauses et le nombre de
variables est e´gal a` 4,25. Chaque classe d’instances
est identifie´e par son nombre de variables (100, 150,
... 400). Pour chaque classe, nous avons ge´ne´re´s
400 instances. Chaque colonne du tableau 1 donne
la moyenne des re´sultats obtenus pour une classe.
Les deux premie`res colonnes donnent le nombre de
de variables (# V) et le nombre de clauses (# C)
de la classe. (avg # B) donne la taille moyenne du
strong backdoor pour les 400 instances de la classe
teste´e. (avg % B/V) donne la moyenne du rapport en-
tre la taille de l’ensemble strong backdoor et le nom-
bre de variables. (avg # NH) donne le nombre moyen
de clauses qui ne sont pas de Horn. Enfin, (avg %
NH/C) donne la moyenne du rapport entre le nom-
bre de clauses non-Horn et le nombre de clauses to-
tal. On remarque que, sans exception, le meilleur
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MRH est trouve´ en utilisant l’heuristque rnovelty+.
En moyenne sur toutes les classes, l’ensemble strong
backdoor obtenu contient 54,64% de toutes les vari-
ables, et le nombre de clauses non-Horn repre´sente
30,2% du nombre total de clauses. En ce qui concerne
ces re´sultats, notre me´thode pour calculer MHR ob-
tient des re´sultats comparables a` ceux de la me´thode
de E. Boros dans [1] pour les instances ale´atoires.
Les autres expe´rimentations ont e´te´ effectue´es sur un
ensemble de plus de 8000 instances issues des dernie`res
compe´titions SAT (industrial, crafted) [13, 14]. En
moyenne sur tous ces proble`mes, l’ensemble strong
backdoor contient 57,67% des variables du proble`me,
et le nombre de clauses non-Horn repre´sente 38,44%
du nombre total de clauses. On remarque que pour
certains proble`mes, notre me´thode donne des re´sultats
tre`s satisfaisants. Le tableau 2 donne quelques exem-
ples de proble`mes donnant de bons re´sultats. Pour
chaque instances, nous donnons la taille du proble`me
(# V,# C), la taille de l’ensemble strong backdoor (#
B, % B/V), la taille de la partie non-Horn (# NH, %
NH/C) et le nom de l’heuristique de WalkSat ayant
donne´ le meilleur MRH. D’un autre coˆte´, nous avons
de´couvert des proble`mes pour lesquels cette me´thode
n’est pas inte´ressante, car la taille de l’ensemble strong
backdoor est quasiment e´gale au nombre de variables,
bien que le MRH soit de tre`s bonne qualite´. Par exem-
ple, les instances vmpc* ont une proportion de clauses
non-Horn infe´rieure a` 0.01%, mais le rapport entre la
taille de l’ensemble strong backdoor et le nombre de
variables de´passe les 99,5%.
6 Conclusions et perspectives
Dans ce papier, nous avons propose´ une nouvelle ap-
proche pour approximer un ensemble strong back-
door pour une formule CNF. Cette me´thode utilise
de manie`re originale une adaptation d’une me´thode
de recherche locale pour calculer une bonne approx-
imation de la sous-formule de horn maximale d’une
CNF donne´e. Un ensemble strong backdoor est ensuite
extrait des clauses de la formule non-Horn restante.
Des re´sultats pre´liminaires tre`s encourageant ont e´te´
obtenus. Sur certaines instances, la recherche locale
trouve de tre`s bonnes sous-formules Horn-renomme´e
maximales. Ensuite, de bons ensembles strong back-
door sont extraits a` l’aide d’un algorithme glouton. De
plus, nous pensons que l’e´tude des ensembles strong
backdoor peut eˆtre essentiel pour comprendre la com-
plexite´ d’instances SAT difficiles. Par exemple les in-
stances vmpc*, bien qu’elles aient de tre`s petites sous-
formules non-Horn, ont des ensembles strong backdoor
de la taille des instances. Ces instances sont difficiles
pour tous les solveurs connus. Les travaux pre´sen-
te´s dans ce papier sugge`rent de nombreuses perspec-
tives inte´ressantes. Nous projetons d’inte´grer notre
approche dans un des meilleurs solveur SAT actuel
(e.g. zchaff [10],...) en utilisant l’ensemble strong
backdoor ainsi calcule´ pour guider la recherche lors
du choix de la variable a` instancier. Enfin, nous pen-
sons que le fait de conside´rer les clauses non-Horn peut
fournir une nouvelle fonction objective pouvant eˆtre
ajoute´ aux techniques de recherche locale et permet-
trait de sortir des extre´mums locaux.
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