Many firms capitalize on their customers' social networks to improve the success rate of their new products. In this article, the authors analyze the dynamic effects of social influence and direct marketing on the adoption of a new high-technology product. Social influence is likely to play a role because the decision to adopt a high-involvement product requires extensive information gathering from various sources. The authors use call detail records to construct ego networks for a large sample of customers of a Dutch mobile telecommunications operator. Using a fractional polynomial hazard approach to model adoption timing and multiple social influence variables, they provide a fine-grained analysis of social influence. They show that the effect of social influence from cumulative adoptions in a customer's network decreases from the product introduction onward, whereas the influence of recent adoptions remains constant. The effect of direct marketing is also positive and decreases from the product introduction onward. This study provides new insights into the adoption of high-technology products by analyzing dynamic effects of social influence and direct marketing simultaneously.
T he effectiveness of traditional marketing instruments has declined in many markets, whereas the effects of social interactions between consumers on buying behavior and the opportunities to exploit these interactions have increased (Sethuraman, Tellis, and Briesch 2011; Van den Bulte and Wuyts 2007) . As a result, marketers have shown renewed interest in the effects of social influence or social contagion on customer behavior (Kumar, Petersen, and Leone 2007; Van den Bulte and Wuyts 2007) . The increasing prevalence of social media, such as Facebook and LinkedIn, has created an even stronger interest in social influence effects. These developments pose new challenges for marketing researchers and practitioners (Godes and Mayzlin 2004; Libai et al. 2010; Stephen and Galak 2012) .
In this article, we specifically address social influence effects on adoption of high-technology products. Table 1 provides a selective overview of the extant literature on the impact of social influence on the adoption process. Prior research has revealed a positive effect of social influence on adoption in multiple industries, including telecommunications (Hill, Provost, and Volinsky 2006) , online retailing (Bell and Song 2007; Choi, Hui, and Bell 2010) , and pharmaceuticals (Iyengar, Van den Bulte, and Valente 2011) . Although studies on this main effect of social influence provide valuable insights, several issues remain relatively unexplored.
First, most studies assume that social influence or social contagion effects are constant from the product introduction onward (see Table 1 ). Only recently have researchers included time-varying parameters of social influence in their models (Bell and Song 2007; Chen, Wang, and Xie 2011; Choi, Hui, and Bell 2010) . These studies provide initial evidence for a decreasing effect of social influence. Chen, Wang, and Xie (2011) suggest that this effect is due to information substitution dynamics: as more common knowledge and general information become available over time, information obtained through social contacts becomes less important. Findings of aggregate-level diffusion studies are consistent with this decreasing social influence effect at the individual level (Easingwood, Mahajan, and Muller 1983; Van den Bulte and Lilien 1997) . In this study, we specifically theorize and investigate how the effects of social influence vary over time.
TABLE 1 Selection of Relevant Literature on Social Influence and Adoption
Second, prior research on social influence effects on adoption has distinguished the effects of recent adoptions (e.g., Hill, Provost, and Volinsky 2006; Iyengar, Van den Bulte, and Choi 2011) and cumulative adoptions (e.g., Katona, Zubcsek, and Sarvary 2011) in a person's network. Recent and cumulative measures for social influence cover theoretically separate contagion processes. Recent adopters may be more contagious than consumers who adopted less recently because they are more enthusiastic or credible (Iyengar, Van den Bulte, and Valente 2011) . The cumulative adoption term might signal which behavior has become the norm in a person's network. The majority of studies have, however, focused on the effects of cumulative adoptions (see Table 1 ). In addition, the effects of recent and cumulative adoptions may vary over time. This study is the first that simultaneously considers the effects of recent and cumulative adoptions in a person's network on adoption over time.
Third, several social network metrics have been discussed within the social network literature stream. Tie strength is a variable that has received considerable attention in the marketing and adoption literature streams (e.g., Iyengar, Van den Bulte, and Choi 2011; Reingen and Kernan 1986) . Only recently have studies also considered the role of homophily (see Table 1 ), which involves the similarity between a customer and his or her network (e.g., Choi, Hui, and Bell 2010; Nitzan and Libai 2011) . In this study, we account both for tie strength and homophily when studying social influence effects because these social influence variables may have differential effects.
Fourth, an important discussion in the literature is whether social influence exists when researchers control for marketing efforts. Studies on social influence have frequently ignored marketing-mix effects, which might cause the effects of social influence to be biased upward because of so-called correlated effects (Manski 2000 ; Van den Bulte and Lilien 2001) . Only two studies, both in a pharmaceutical context, have examined marketing and social influence effects at the individual level (Iyengar, Van den Bulte, and Valente 2011; Manchanda, Xie, and Youn 2008) . In this study, we simultaneously assess the effects of direct marketing and social influence on the adoption of a new product to further establish whether social influence effects in a consumer context remain present when researchers account for the role of marketing.
This discussion leads us to ask the following two research questions: (1) What are the effects of social influence variables-in particular, recent and cumulative adoptions-on the adoption of a new product when accounting for the effect of direct marketing? and (2) How do these effects and the effect of direct marketing change from the product introduction onward? Thus, this study contributes to the literature by providing fine-grained insights on the effects of social influence on adoption over time, namely, that (1) the effect of social influence from recent adoptions is positive and constant from the product introduction onward, (2) the effect of cumulative adoptions is positive and decreases from the product introduction onward, and (3) the effect of direct marketing is positive and decreases from the product introduction onward.
The remainder of this article is structured as follows: We begin with a discussion of our conceptual background. Next, we describe our conceptual model and formulate our hypotheses. We then present our data. We use individuallevel data on smartphone adoption, customer characteristics (e.g., service usage, gender), direct marketing efforts, and call detail records (CDRs) of a random sample of customers of a major Dutch mobile telecommunications operator. Next, we elaborate on the econometric model. We analyze the timevarying effects of social influence and marketing on individual adoption behavior using a hazard model with a fractional polynomial approach (Berger, Schäfer, and Ulm 2003; Royston and Altman 1994) . In the next section, we provide an overview of the results, addressing the aforementioned research questions. Finally, we discuss the main findings and offer management implications and study limitations.
Conceptual Model and Hypotheses
The marketing literature, and specifically the new product diffusion literature, has acknowledged the important role of social influence or contagion for decades. We define social influence as the effect of an adoption in a customer's network of any smartphone at the focal company on the smartphone adoption probability of that customer. It is important to distinguish this approach to social influence from the one frequently used in the social psychology literature, in which the focus is on the underlying persuasion processes (e.g., Cialdini 2007) . In this article, we do not adopt a social psychological view and instead focus on the marketing literature on social contagion and networks (e.g., Van den Bulte 2010; Van den Bulte and Stremersch 2004) . Consequently, we do not unravel the processes and mechanisms that drive the influence, such as compliance, identification, or internalization (Kelman 1958) .
The traditional Bass (1969) model considers two important factors in the diffusion process with its parameters p and q, where p is the innovation parameter and q is the contagion parameter. Contagion exists as a result of several theoretical mechanisms, such as social learning under uncertainty, social normative pressures, competitive concerns, and performance network effects (Van den Bulte and Lilien 2001; Van den Bulte and Stremersch 2004) . However, in their meta-analysis on the size of the p and q parameters, Van den Bulte and Stremersch (2004, p. 542) conclude that contagion may not be as important as it is commonly believed to be. For example, Van den Bulte and Lilien (2001) find that contagion effects may disappear when marketing is accounted for.
Studies on contagion in new product diffusion have typically used aggregated sales data and estimated the contagion parameter q using the Bass model and extended versions of that model (Van den Bulte and Stremersch 2004) . Although a few initial studies have also aimed to study contagion with individual data, thereby considering individual new product adoption instead of new product sales as their dependent variable (e.g., Hill, Provost, and Volinsky 2006; Strang and Tuma 1993) , researchers have seldom investi-
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Dynamic Effects of Social Influence and Direct Marketing / 55 gated contagion effects at the individual level because there is an absence of network data. Only recently have we observed an increase in studies investigating social influence effects at the individual level (e.g., Choi, Hui, and Bell 2010; Iyengar, Van den Bulte, and Valente 2011) . Some researchers have concluded that the existence of social influence effects at the individual level are now established (Godes 2011) . However, Van den Bulte and Iyengar (2011) show that these effects are not clear and straightforward because previous studies involve incorrect models and data.
Adoption by consumers in the network can affect the focal consumer in two ways. First, the awareness that a specific number of consumers have adopted the product in the past leads to a general buzz type of social influence. Second, new adoptions may directly affect the consumer (e.g., by communication about the new product or imitation). Therefore, when studying social influence on adoption, researchers must consider both recent adoption behavior and past cumulative adoption behavior in a network. In a pharmaceutical context, Iyengar, Van den Bulte, and Valente (2011) show a significant effect of prescription volume at t -1, whereas the effect of cumulative adoptions is not significant. In this study, we account for both types of social influence: recent adoptions in a network at time t -1 and cumulative adoptions in a person's network before t -1.
The social network literature stream distinguishes two important network metrics: tie strength and homophily. Tie strength captures the intensity and tightness of a social relationship (Van den Bulte and Wuyts 2007) . Relationships may range from strong, primary relationships, such as a spouse or close friend, to weak, secondary relationships, such as seldom-contacted acquaintances (Nitzan and Libai 2011; Reingen and Kernan 1986) . Research has shown tie strength to influence referral behavior among social contacts (e.g., Ryu and Feick 2007) . In addition, homophily is a social network variable reflecting the similarity between consumers (in terms of sociodemographics) in a network (McPherson, Smith-Lovin, and Cook 2001) . The general idea is that the more similar people are, the more they influence one another. This may arise from the notion that consumers are more likely to trust people whose preferences they share. Moreover, consumers may be more likely to share experiences with similar consumers. Nitzan and Libai (2011) indeed reveal strong effects of homophily beyond the effect of tie strength by showing that consumers' churn decisions are more affected by prior churns of consumers in their network being more similar to them. Thus, it is important to account for both tie strength and homophily when examining the role of social influence on adoption. In line with previous research on social network effects on adoption (Choi, Hui, and Bell 2010; Iyengar, Van den Bulte, and Valente 2011), we use tie strength and homophily as weights to construct two types of social influence variables in addition to the unweighted ones.
Contagion effects may vary from the product introduction onward. Prior work has shown that the Bass contagion parameter q may decrease over time (Easingwood, Mahajan, and Muller 1983) . In addition, evidence in the social network literature on individual adoption shows that the effects of social influence vary over time (Choi, Hui, and Bell 2010) . In this study, we theoretically discuss and empirically assess why and how the social influence effect may vary from the product introduction onward.
An important discussion in this context is whether contagion exists at the individual level, even when we control for the effects of a firm's marketing activities (Van den Bulte and Lilien 2001). Iyengar, Van den Bulte, and Valente (2011) find some positive effects of specific measures of contagion (i.e., prescription volume t -1 ) but no effect for other contagion variables (i.e., cumulative number of adoptions t -1 ). Manchanda, Xie, and Youn (2008) show that the effect of marketing (i.e., detailing) is most important in the first four months after product introduction, but thereafter the effect of social influence dominates. However, this finding may be a truncation artifact (Van den Bulte and Iyengar 2011). In the current research, we specifically account for the effect of direct marketing as a marketing instrument. In an adoption setting, the main goal of this instrument is to persuade consumers to adopt a new product. Direct marketing typically involves a call for action, which can be a special offer or specific information that is relevant to a consumer at a certain moment (Prins and Verhoef 2007; Rust and Verhoef 2005; Venkatesan and Kumar 2004) . Again, we do not study the persuasion process of this marketing instrument as such (see Feld et al. 2013) .
Figure 1 presents our conceptual model. The dependent variable is product adoption of individual i at time t. We include two main antecedents of adoption in the model: (1) network variables 1 (recent adoptions, recent adoptions weighted by tie strength and homophily, cumulative adoptions, and cumulative adoptions weighted by tie strength and homophily) and (2) direct marketing stock. In addition, we control for sociodemographics and relationship characteristics (e.g., Arts, Frambach, and Bijmolt 2011; Prins and Verhoef 2007) . To account for potential long-term effects of adoptions and direct marketing, we include stock measures with a carryover parameter for the cumulative adoptions and direct marketing. We include monthly dummies to account for the factors that affect all consumers in the market, such as the total number of adopters in the market and mass marketing by the firm. To account for potential timevarying effects, we allow the parameters of the social influence variables and direct marketing to vary over time.
Dynamics of Social Influence
In line with previous studies, we examine the net effect of social influence in the context of successful product introductions. That is, we focus on the impact of previous adoptions on current adoptions and find a positive effect on average. Multiple studies in marketing have shown that the effects of marketing actions may vary over time and/or during the product life cycle (e.g., Leeflang et al. 2009; Osinga, Leeflang, and Wieringa 2010) . Understanding of the effects of social influence over time on new product adoption is, however, limited.
In theorizing about this time-varying effect of social influence, scholars can take the perspective of either the adopter (influencer) or the potential adopter (person to be influenced). Taking the adopter's perspective, there are two arguments for an adopter's decreasing influence. First, early adopters are more contagious than later adopters because the former tend to score higher on new product involvement and opinion leadership (Rogers 2003; Van Eck, Jager, and Leeflang 2011) . Consequently, they may exert a stronger influence on potential new adopters. Second, if the number of adopters has increased already, the marginal influence of a new adopter becomes smaller. This is in line with the non-uniform-influence diffusion models (Easingwood, Mahajan, and Muller 1983) and the contagion through Bayesian learning approach, as Roberts and Urban (1988) suggest. Both arguments posit that the effect of a recent additional adopter in one's network on a potential adopter decreases over time, and neither argument automatically implies that the effect of cumulative adoptions decreases over time.
Taking the potential adopter's perspective, a decreasing effect of social influence may occur because later adopters are less susceptible to social contagion than early adopters (Van den Bulte and Joshi 2007). In a two-segment setup, Van den Bulte and Joshi (2007) prove that having consumers vary in their sensitivity to contagion in a hazard model may result in a systematic decrease in the average sensitivity to contagion as time goes by. This argument would imply a decreasing impact of all social influence variables.
In addition to the aforementioned two perspectives, the market perspective suggests a decreasing social influence over time. As time since introduction passes, knowledge about the product in the market increases. Moreover, the new product will have become the new standard in the market. Consequently, the importance of other information sources decreases. This so-called information substitution dynamic implies that the effect of recent adoptions among contacts would decrease over time (Chen, Wang, and Xie 2011) , whereas the effect of cumulative adoptions is less clear. The cumulative number of adoptions signals to consumers what the norm has become in their network, leading to an increase over time of the effect of cumulative adoptions.
In summary, the aforementioned mechanisms tend to lessen the effect of recent adoptions among contacts on the adoption of an individual customer over time. However, the decreasing impact of the cumulative number of adoptions over time is less clear. An argument in support of this theory posits that potential adopters become less susceptible to contagion; however, the information substitution explanation suggests an increasing influence of contagion. Therefore, we only hypothesize a decreasing effect of recent adoptions and empirically explore a potential time-varying effect for the included cumulative adoption variables. weighted by tie strength, and (c) weighted by homophily in month t -1 in an individual's network positively affect the smartphone adoption probability of a customer in month t. H 2 : The effect of smartphone adoptions that are (a) unweighted, (b) weighted by tie strength, and (c) weighted by homophily in month t -1 in an individual's network on the smartphone adoption probability of a customer in month t decreases from the product introduction onward. H 3 : Cumulative smartphone adoptions that are (a) unweighted, (b) weighted by tie strength, and (c) weighted by homophily in month t -1 in an individual's network positively affect the smartphone adoption probability of a customer in month t.
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In addition to the time-varying effect of social influence (the period effect), the role of cumulative adoptions by other customers may show a decaying effect similar to other factors affecting consumer behavior (Hanssens, Parsons, and Schultz 2001) . As the time since adoption passes, the contagiousness of an adopter decreases, producing the so-called age effect (Du and Kamakura 2011; Kalish and Lilien 1986) . The adopters' tendency to talk about and show off their new product may decay because the novelty of the adoption decreases. Nitzan and Libai (2011) show a similar effect in a churn context. Thus, in our empirical assessment, we should account for decaying carryover effects in the cumulative social influence variables.
Direct Marketing
We define direct marketing as a personalized offer of a product (and/or service) that a customer does not yet own (Verhoef 2003) . Van den Bulte and Lilien (2001) show that it is important to account for marketing effects when studying social influence on adoption decisions. Direct marketing can create interest in a new product and may persuade consumers to purchase products by offering short-term rewards (Verhoef 2003) . Several studies have shown that direct marketing affects customer behavior (e.g., in new product adoption; Hill, Provost, and Volinsky 2006; Prins and Verhoef 2007; Venkatesan and Kumar 2004) . Therefore, we expect a positive effect of direct marketing on adoption.
Thus far, researchers in customer management have ignored time-varying effects of direct marking. In line with the theory of information substitution dynamics, we might expect that the effect of marketing decreases over time because marketing is an information source. Osinga, Leeflang, and Wieringa (2010) and Narayanan, Manchanda, and Chintagunta (2005) , for example, show that the effect of detailing on sales of a new pharmaceutical drug decreases over time. However, direct marketing in a consumer product context is mostly persuasive. It is a call for action because it contains an offer or tailored information that is particularly relevant to the consumer (Godfrey, Seiders, and Voss 2011; Prins and Verhoef 2007) . This call for action should provide the right information to the right customer at the right time, inducing adoption of the new product. Given the clear function of direct marketing as a persuasive behavior-focused instrument and given the adaptive nature of the offer, we expect a positive effect of direct marketing that remains constant over time since the introduction of the new product. Thus, we hypothesize the following: H 4a : Direct marketing positively affects a customer's smartphone adoption probability. H 4b : The positive effect of direct marketing on a customer's smartphone adoption probability is constant over time.
Data

Research Setting
We examine consumer adoption of an innovative productnamely, the smartphone, with either a physical keyboard or a touchscreen QWERTY keyboard, such as the Blackberry and the iPhone (Manes 2004 ). For our observation period, these mobile phones were considered innovative because they were fundamentally different from previous generations of mobile phones. That is, they were developed for multimedia applications, online communication, and web browsing. Smartphones are high-technology products and are relatively expensive. Therefore, social interactions are likely to influence the adoption decision (Chen, Wang, and Xie 2011) . We use individual data from a large, random sample of customers of a Dutch mobile telecommunications operator (n = 15,700).
Dependent Variable
The dependent variable is time of adoption, and we define it as the number of months between the telecommunications operator's introduction of the smartphone (in April 2007) and a customer's adoption of the product. We only include potential first-time adopters of a smartphone and thus omit customers with experience with the technology. .000
Month
Hazard are also customers of the company. The market share of the company was approximately 45% during this period, and thus the sample covers a substantial part of the market.
Explanatory Variables: Social Influence
We use CDRs of a mobile telecommunications operator to create networks. In CDR data, all phone calls and text messages are included. We assume that the mobile phone network is a good proxy for a customer's real social network and that it is constant over time (Haythornthwaite 2005) . Prior research has used mobile call graphs to analyze network effects to model retention (Nitzan and Libai 2011) and adoption (Hill, Provost, and Volinsky 2006) . The CDR data can easily be complemented with customer and relationship data because they come from a telecommunications operator that also has access to a corresponding customer database. Another advantage of calling data is that actual communications between consumers are observed, and thus, the strength of the relationship can be inferred from the volume of communication.
For this study, we collected CDR data during March, April, and May 2008. We only included phone calls and text messages to and from the telecommunications operator's mobile phones made within the Netherlands. We used the CDR data to construct 15,700 ego networks, one for each customer in the sample. These networks consist of a focal person (ego) and all the people with whom he or she has a direct tie (alters). We define a tie as a reciprocal contact between two people through text messages and phone calls. We measure the strength of a tie as the ratio of the volume of communication over the tie to the total communication volume of the focal customer within the observation period of three months (Nitzan and Libai 2011; Onnela et al. 2007) . For the communication, we take into account all within-country mobile telephony communication to and from all telecommunications operators. Thus, we account for the individual differences in communication volume and the degree centrality of a customer (i.e., the number of ties).
Homophily, or "the principle that a contact between similar people occurs at a higher rate than among dissimilar people" (McPherson, Smith-Lovin, and Cook 2001, p. 416) , is an important phenomenon in the analysis of social interactions. In line with previous work, we measure homophily on the basis of the similarity between customers on sociodemographic variables (Brown and Reingen 1987; Nitzan and Libai 2011) . Specifically, we use four variables (age, gender, education level, and income), and similarity on each variable adds .25 to the homophily score (Brown and Reingen 1987; Nitzan and Libai 2011) . We consider age similar if the difference is less than or equal to five years. The six variables we use to infer the effect of social influence in month t are the number of contacts that adopted in month t -1 (NADOPT t -1 ), the NADOPT t -1 variable weighted separately by tie strength and homophily, the cumulative number of adoptions among a customer's contacts up to and including t -2 (NADOPTSTOCK t -2 ), and the NADOPTSTOCK t -2 variable also weighted separately by tie strength and homophily.
Next, it is difficult to assess whether the behavior of an individual in a group is caused by the group's behavior or whether the group's behavior is caused by the behavior of the individual (Manski 2000) . To avoid this so-called reflection problem, we included the number of adoptions by contacts as lagged variables. Finally, we use a carryover parameter (d ADOPT ) for the cumulative adoption variables with the same structure as the direct marketing stock variables (see the following subsection). To be consistent and parsimonious, we use the same carryover parameter for all cumulative adoption variables.
Explanatory Variables: Direct Marketing and Adopter Characteristics
An important aspect of modeling the effects of social influence is ensuring that the effect can indeed be attributed to social interaction (Hartmann et al. 2008) . Van den Bulte and Lilien (2001) find that the effects of social contagion disappear when marketing activities are taken into account. This is an example of correlated effects (Manski 2000) : two people show similar behavior not because one influences the other but because both were influenced by a marketing campaign. Therefore, we include marketing efforts and monthly dummies in our model. We include marketing effort as a time-dependent explanatory variable based on monthly observations from April 2007 to September 2009. In particular, the time-dependent direct marketing variable is a stock variable indicating how many direct marketing actions (e-mail, text message, or bill supplement) a customer received. We only account for smartphone-related direct marketing actions. The focal company provided us with the direct marketing database, including a short description of each campaign, from which we selected only the relevant actions in close cooperation with the direct marketing expert of the firm. Following the market response modeling literature (Hanssens, Parsons, and Schultz 2001) , we account for the possibility that direct marketing may have a long-term effect by including a carryover parameter in our model. In particular, the direct marketing stock of individual i at time t (DMSTOCK it ) is operationalized as DMSTOCK it = DM it + d DM ¥ DMSTOCK i, t -1 , in line with, for example, Iyengar, Van den Bulte, and Valente (2011) .
To avoid potential endogeneity caused by the possibility that the company is more likely to target likely adopters, we use the Mundlak approach (Mundlak 1978; Verbeek 2008, p. 156) : we include in our model the average number of direct marketing actions received per observed week, per person, as an explanatory variable, DMAVG. To obtain DMAVG, we divide the total number of direct marketing actions a customer receives by the number of observed weeks. The number of observed weeks per customer is the number of weeks between product introduction and the adoption or censoring moment. We obtained the customer and relationship characteristics (gender, age, income, and usage) for each customer. Table 2 shows descriptive statistics of these variables. Gender and age are based on the information from the contract and are therefore available at the individual customer level. The income variable is a zip code-level estimate of the household income as provided by an external data provider. The usage variable is based on
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Dynamic Effects of Social Influence and Direct Marketing / 59 the average monthly revenue that a customer generated over a one-year period (April 2007 -March 2008 . Firms frequently use these variables for target selection of direct marketing campaigns. By including these variables in our model, we also control for these effects beyond the Mundlak approach (Prins and Verhoef 2007) . Table 3 presents the operationalization of all variables.
Model Specification and Estimation
We use a fractional polynomial hazard model to analyze the time of adoption (Royston and Altman 1994; Sauerbrei, Royston, and Look 2007) . The model is based on the standard hazard model typically used to model time-to-event data (for applications in marketing, see Landsman and Givon 2010; Van den Bulte 2000) . The hazard is the probability that the event of interest will take place in the next period given that it did not yet occur. We use the complementary log-log formulation of the hazard because the timing of adoption is a continuous process that we analyze on a monthly interval basis (Allison 1982) . As previously noted, we include monthly dummies to capture factors that affect all customers, such as mass-media advertising by the firm and the total number of adoptions in the market. Thus, we include monthly dummies to account for the changes in the likelihood of adoption over time, and we model the impact of having adopters in a network (i.e., social influence) across individuals within a period. Furthermore, including monthly dummies is the most flexible way to model the baseline hazard, which is increasing. The resulting discrete hazard model is commonly used for this type of problem (see Iyengar, Van den Bulte, and Valente 2011) . We estimate the carryover parameters of the stock variables using a grid search before the estimation of the fractional polynomials because estimating all parameters simultaneously is infeasible due to the size and complexity of the model.
Unobserved Heterogeneity
Unobserved heterogeneity, or frailty, is a well-known issue in duration models (Therneau and Grambsch 2000) . We included a random intercept, the frailty term, in the model to account for omitted variables and the likely early adoption of those who are most frail (i.e., intrinsically most likely to adopt). We included a Gaussian frailty term (n iÑ (0, W n )) in the model. 2
Accounting for Time-Varying Parameters
To incorporate time-varying parameters for social influence and direct marketing, we use a fractional polynomial approach (Berger, Schäfer, and Ulm 2003; Royston and Altman 1994) . 3 Lehr and Schemper (2007) show that this method performs well. The fractional polynomial approach incorporates complex shapes of time-varying parameters. We use Berger, Schäfer, and Ulm's (2003) suggested procedure to determine the optimal shape of the fractional polynomial. We define the time-varying parameter of variable X as
We use a maximal degree of m = 2 and the set of powers P = {-2, -1, -.5, 0, .5, 1, 2, 3} (Berger, Schäfer, and Ulm 2003) . For p = 0, we define b X, t = b X + b X, FP ¥ ln(t), and for p 1 = p 2 = p, we define b X, t = b X + b X, FP1 ¥ t p + b X, FP2 ¥ t p ¥ ln(t) (Berger, Schäfer, and Ulm 2003) . We include time-varying parameters for social influence and direct marketing. We begin by estimating the polynomial structure for the variable with the lowest p-value in the base model (without the fractional polynomials). We determine the optimal values for the degree m and the powers p j by minimizing the p-values of the likelihood ratio tests in which we compare the model with and without the fractional polynomial. For these likelihood ratio tests, we use 2m degrees of freedom (Berger, Schäfer, and Ulm 2003) . The likelihood ratio test is appropriate here because it is a nested testing problem.
In addition to testing the significance of the time-varying effect compared with the constant effect, we examine whether adding the variable including the polynomials significantly improves model fit. For these tests, with 2m + 1 degrees of freedom, we apply a Bonferroni correction and multiply the p-values by 2 (Berger, Schäfer, and Ulm 2003) . 
Homophily (HOM ij )
The similarity between customers i and j in age, gender, education level, and income. Similarity on each variable adds .25 to the homophily score. Age is considered similar if the difference is less than or equal to five years.
Adoption (AD jt )
A binary variable indicating whether contact j adopted in month t (1 = yes, 0 = no)
The number of contacts in the ego network of the focal customer i on the telecommunications operator network (ego network, EN i ) who adopted in month t -1
The cumulative adoptions up to and including t -2, using a carryover parameter (d ADOPT ) NADOPT 4 The results are available from the first author upon request. 5 To assess the out-of-sample performance of our final model, we use the first 28 months for model estimation and use the lift approach that Katona, Zubcsek, and Sarvary (2011) suggest to assess the predictive validity. The full model with time-varying parameters has a higher lift (1.841) than the basic model without time-varying parameters (1.699). Because the main goal of this study is to determine and describe the time-varying effects, we focus on the in-sample model selection and results.
In the model, we define the hazard of adoption of customer i in month t as a function of explanatory variables (for an explanation of the labels, see Table 3 ):
We used the package glmmML in R version 2.15.1 (Broström and Holmberg 2011) to fit a generalized linear model with random intercepts using maximum likelihood and numerical integration using Gauss-Hermite quadrature.
Results
The left-hand columns in Table 4 show the parameter estimates of the basic model (i.e., the model without time-varying effects). We highlight three important findings from the basic model. First, we used this model to find the optimal values for the carryover parameters by means of a grid search. The carryover parameter of the direct marketing stock (d DM ) is .78, which is in the range of values from earlier research (Leone 1995 slowly from the adoption moment onward. Second, we find that the parameter of DMAVG, which we included to account for endogeneity by means of the Mundlak (1978) approach, is significantly positive (b 36 = .035, p = .004). This parameter captures the effect that customers who receive more direct marketing are more likely to adopt in the first place. Finally, three of the six parameters of the social influence variables are positive and significant. The effects of the number of (1) recent adoptions, (2) recent adoptions weighted by homophily, and (3) cumulative adoptions weighted by tie strength are not significant, but because we theoretically argued that all operationalizations of social influence are important, we keep the variables in the model and subsequently investigate potential time-varying effects.
Hypothesis Testing
We use the p-values of the parameters in the basic model to determine the order of estimating the fractional polynomials for the marketing stock and the four social influence variables. In order from smallest to largest p-value, the variables are DMSTOCK, NADOPTSTOCK, NADOPTSTR, NADOPTHOMSTOCK, NADOPTHOM, NADOPT, and NADOPTSTRSTOCK. We estimated models for all possible combinations of powers with degrees 1 and 2. Table 5 shows the results of the tests in the fractional polynomial procedure. For the DMSTOCK variable, one polynomial with power 3 leads to the largest improvement in model fit (log-likelihood = -19,525.47, p < .01). Next, we determined the optimal polynomial for the parameter of the NADOPTSTOCK variable. The optimal model, based on the p-values of the likelihood ratio tests, had degree 1 and power 0 (log-likelihood = -19,520.44, p < .01). For the other five social influence variables, adding fractional polynomials did not significantly improve the model fit. 4 We present the parameter estimates of this model (the full model) in the right-hand columns of Table 4 . We next discuss the results in more detail. 5 Among the recent adoption variables, only the parameter of the recent adoptions weighted by tie strength is positive and significant (b 40 = 1.382, p < .001). Furthermore, this effect is constant over time. These findings support H 1b but do not support H 1a , H 1c , H 2a , H 2b , or H 2c . Among the cumulative adoption variables, the parameter of the cumulative number of adoptions is positive and significant and varies over time (b 39 = .882, p < .001; b 39¢ = -.228, p = .001). Figure 3 , Panel A, shows the time-varying effect of this variable, which is calculated as b 39,t = b 39 + b 39¢ ¥ ln(t). The effect is positive and significant in all periods but decreases from a value of .88 in month 1 to approximately .12 in month 28. These results support H 3a . The parameter of the cumulative number of adoptions weighted by homophily is also positive and significant but does not vary over time (b 43 = .201, p = .013). These results provide support for H 3c . The effect of the cumulative number of adoptions weighted by tie strength is not significant, and thus, H 3b is not supported. Figure 3 , Panel B shows the timevarying effect of the direct marketing stock, which is b 37, t = b 37 + b 37¢ ¥ t 3 . The effect is positive and significant in all periods but decreases from a value of 1.58 in month 1 to approximately .61 in month 28. These findings support H 4a but do not support H 4b .
In line with prior research, we find significant effects of income, gender, and service usage. Income is positively related to adoption; higher income groups (two times the standard income and higher) are more likely to adopt than lower-income groups (all p-values < .05). Men are more likely to adopt than women (p = .005). Finally, we find that customers with high service usage levels are more inclined to adopt as well (p < .001; see also Prins and Verhoef 2007) .
Simulation Results
We use the parameter estimates of the full model to simulate the hazard of adoption for an average customer to facilitate interpretation of our findings. To illustrate the effect of an adoption in the ego network of the average customer in the first month after the product introduction, we simulate four scenarios on the basis of the type of contact: tie strength (weak, strong) ¥ homophily (high, low). With this simulation, we can analyze the impact of an adoption of different types of contacts over the entire observation period. Figure 4 , Panel A, presents the results. It shows that the hazard is largest when a contact who is similar (high homophily) and socially close (strong tie) adopted. Furthermore, the difference in the hazard between the high and low homophily scenarios is larger than between the strong and weak tie scenarios.
In addition to the simulations, we assess the importance of the network characteristics homophily and tie strength by applying a leave-one-out approach. We compare the model fit of the full model with (1) 
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the homophily-weighted adoptions, (2) the full model without the strength-weighted adoptions, and (3) the full model without the homophily-and strength-weighted adoptions.
Model fit decreases in all cases, and the decrease achieved by deleting the homophily-or strength-weighted adoptions is in the same order of magnitude (-3.42 and -5.15) , in which the decrease of deleting the strength-weighted adoptions is slightly larger. Deleting these adoptions leads to a change in model fit of -9.17. To illustrate the nonlinear effect of direct marketing, we simulated the hazard for an average customer in the middle of the observation period in Month 15. We use the observed range of values for the direct marketing variable. Figure 4 , Panel B, shows the result of this simulation. The line is increasingly upward sloping. The hazard of adoption of an average customer with a high DMSTOCK (hazard = .07) is approximately seven times higher than the hazard of an average customer with no DMSTOCK.
Robustness Checks
We use the Mundlak approach (Mundlak 1978; Verbeek 2008, p. 156) to account for potential endogeneity caused by the possibility that the company is more likely to target likely adopters. To investigate the robustness of our findings, we reestimated the basic model (without the timevarying effects) using a different approach to deal with potential endogeneity, namely, two-stage residual inclusion (2SRI; Terza, Basu, and Rathouz 2008) . Two-stage residual inclusion is similar to two-stage least squares (2SLS), a commonly used instrumental variable approach for linear regression models (see, e.g., Greene 2012, p. 270) . However, for nonlinear models, the 2SLS estimator is not consistent, whereas the 2SRI estimator is (Terza, Basu, and Rathouz 2008) . The difference between 2SRI and 2SLS occurs in the second stage. In the second stage of 2SRI, the first-stage residuals are added to the main equation, implying that both the endogenous regressor and the first-stage residuals are included, whereas in the second stage of 2SLS, the endogenous regressor is replaced by the fitted values of the first stage. We used the variable "months remaining in the current contract" (as dummies) as the instrument. 6 This is a set of 12 dummy variables indicating whether a customer has 0, 1, 2, ..., 11 months left in his or her current contract in month t. We assumed that all contracts would end within 12 months because we did not have detailed information on the type of contract. However, most contracts were one-year contracts, and all contracts were automatically prolonged by one year at that time. We find that the results of the two models do not differ substantively (see Table 6 ). Given the similarity of the results of the Mundlak approach and 2SRI, as well as the complexity resulting from the 2SRI approach (i.e., adding another timedependent covariate to the model), we use the model specification including the Mundlak variable for the full model. In the years since the introduction of the smartphone, the smartphone market has become more mature. Therefore, churners from the focal company may actually be adopters of a smartphone at a competing firm. However, we do not have data on where customers go and what they do after churning from the focal company. To investigate to what extent our results are affected by this phenomenon, we reestimated the full model by treating churners as adopters. 7 As we expected, the effects of some of the control variables change because churn and adoption effects are partly mixed up in this model. Therefore, we should carefully interpret the outcomes of this analysis. Most importantly, though, our key findings are robust to this extreme check.
To assess the stability of our model results, we validated our model on ten samples consisting of 80% of the original data (Bolton, Lemon, and Verhoef 2008) . The parameter estimates are stable across the ten samples, and the substantive findings hold in each sample. 8 In summary, the checks illustrate that our key findings are robust against different model specifications and variable operationalizations.
Discussion
During the past decade, marketers have shown a renewed interest in the effects of social influence on customer behavior. Social network data are becoming easier to obtain, and firms are searching for ways to compensate for the decreasing effectiveness of traditional instruments, such as massmedia advertising. This study investigates the dynamic social influence effects of recent and cumulative adoptions in a customer's network on his or her adoption, accounting for direct marketing efforts of the firm. Table 7 shows a summary of the hypotheses testing. Our study presents the following key findings:
•Social influence affects adoption through different social influence variables, even when we account for direct marketing effects. This provides additional evidence for Godes's (2011) claim that social influence effects are now well established. However, our findings also indicate that the effects of social influence are more complex than generally assumed.
•Tie strength and homophily are both important as weighting factors in models of social influence.
•Recent adoptions in a customer's ego network remain equally influential from the production introduction onward.
•The effect of the cumulative adoptions in a customer's ego network is positive and decreases from the product introduction onward.
•The effect of direct marketing is positive, but it also decreases from the product introduction onward.
These findings have several implications for marketing theory, and specifically social network theory within marketing. The constant impact of recent adoptions contradicts our initial hypotheses, which are based on existing theory. This constant impact has three possible implications. First, it suggests that adopters remain equally contagious from the product introduction onward. In other words, adopters are enthusiastic and share their opinion with their social network immediately after the adoption, regardless of when the adoption occurs. Second, it also suggests that each additional adopter has an influence and that this influence does not become smaller, as the diffusion literature has suggested (Easingwood, Mahajan, and Muller 1983; Roberts and 
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7 The results are available upon request from the first author. 8 We omitted the table with estimation results because of its size. The results are available upon request from the first author. (2011), who show that self-reported opinion leaders adopt earlier and are less susceptible to social influence. If susceptibility indeed increases from the product introduction onward, our results imply that this increase in susceptibility is compensated by a decrease in contagiousness, resulting in the constant effect we find. We are not able to disentangle these two factors in the current study. Importantly, although we did not find evidence for a time-varying effect of recent adoptions, we did provide evidence for a period effect of the cumulative adoptions. The behavior of the ego network as a whole becomes less contagious, or consumers become less susceptible to its influence. In other words, the impact of local social pressure decreases from the product introduction onward. This decreasing effect is in line with both recent work on social influence on adoption (Bell and Song 2007; Choi, Hui, and Bell 2010) and the diffusion literature (Easingwood, Mahajan, and Muller 1983; Van den Bulte and Lilien 1997) . Our findings thus show that the decrease of the imitation parameter q in the Bass model (Van den Bulte and Lilien 1997) may be due to a genuine decrease in the effect of social influence of the total number of adopters and not to the decreasing social influence of recent adopters. Furthermore, our results also show that the decrease in q over time is not caused by the length of the estimation period or the estimation procedure, as Van den Bulte and Stremersch (2004) show.
We provide evidence for age effects of social influence, in that the carryover parameter of the cumulative adoptions is .97; the contribution of each adoption in a customer's ego network to the social influence effect decreases slightly from the adoption moment onward. Most studies ignore these age effects and simply use the cumulative adoptions (see Table 1 ). We are among the first to empirically assess this age effect.
In the area of social networks in marketing, two metrics have been extensively discussed: tie strength and homophily (Van den Bulte and Wuyts 2007). Our finegrained analysis of social influence on adoption reveals that tie strength and homophily are both important as weighting factors in models of social influence. In addition to the unweighted adoptions, the weighted variables significantly improve model fit, but each has a different effect. The recent adoptions weighted by tie strength and the cumulative adoptions weighted by homophily significantly affect adoption. A potential explanation for this difference is that strong ties are most persuasive shortly after adopting a product, whereas in the long run, the norm in a person's network is set by homophilous others.
The results show an age effect of direct marketing: a direct marketing action contributes to the marketing stock for multiple periods but in a decreasing manner. Furthermore, there is a period effect, meaning that the effect of the direct marketing stock variable decreases from the product introduction onward. Although we expected the direct marketing effect to be constant in the consumer context we studied, the decreasing effect is in line with previous research in other settings (Narayanan, Manchanda, and Chintagunta 2005; Osinga, Leeflang, and Wieringa 2010) . This suggests that either direct marketing becomes less persuasive from the product introduction onward or that, similar to the role of detailing, the informative effect decreases (Narayanan, Manchanda, and Chintagunta 2005) .
Managerial Implications
Traditional marketing instruments have become less effective over the years, and research has shown that consumers are inclined to avoid these instruments (Hann et al. 2008) . Thus, marketers must discover new ways to reach the consumer. The increasing availability of network data, combined with substantial information technology improvements that enable storing and analyzing of these data, has triggered marketers' interest in exploiting customers' social networks. Social network marketing has become a popular instrument and is often presented as an alternative to traditional direct marketing (De Bruyn and Lilien 2008; Hinz et al. 2011; Schmitt, Skiera, and Van den Bulte 2011) . The distinguishing feature of such campaigns is that firms use the interactions and influence among consumers in a social network in the (planning of the) campaign. The results of this study provide insights to marketers for timing their marketing efforts while accounting for social influence effects.
We find that social influence on adoption occurs even when we account for direct marketing, implying that it may well be worth the effort for firms to collect information on their customers' social networks. The social network data enable marketers to identify influential customers and adapt their strategies in several ways.
First, our findings are valuable for the development of referral campaigns. The constant impact of recent adoptions from the product introduction onward suggests that referral campaigns are effective at any point in time. Their success is likely to depend most on the direct one-to-one influence and less on the social pressure. Customers with many strong ties or homophilous contacts are good candidates for seeds of a referral campaign.
Second, our results also provide guidance for social media marketers. Social media enable consumers to share their purchases instantly with a large number of others. The constant effect of recent adoptions we find indicates that stimulating online sharing behavior is a viable strategy even long after product introduction.
Third, with respect to timing of direct marketing, we recommend that marketers use this instrument heavily in the months immediately after product introduction because its effect is largest then and decreases as time progresses. The social influence that the earliest adopters exert is also largest in the beginning, and thus, managers should use direct marketing and other instruments soon after product introduction to begin the social influence process when it is most effective. This recommendation is supported by the finding that recent adoptions remain influential over time, which will keep the social contagion process going. This strategy is line with previous research (e.g., Fruchter and Van den Bulte 2011; Horsky and Simon 1983) , but our finding that the effect of cumulative adoptions in a customer's network decreases provides an even stronger basis for this recommendation.
Research Limitations and Suggestions for Further Research
Our study has several limitations; some are more general, whereas others specifically apply to the social influence focus of this study. In turn, these limitations could provide avenues for further research. First, we find that social influence from cumulative adoptions decreases from the product introduction onward, whereas the effect of recent adoptions is constant. We are not able to examine what causes these dynamics, because the required data are not available. We provided several theoretical explanations for this effect, but it is likely that many factors influence these dynamics (Easingwood, Mahajan, and Muller 1983) . An important next step in this area is to decompose the social influence effect into a contagiousness part (the sender) and a susceptibility part (the receiver) (for recent examples, see, e.g., Aral and Walker 2012; Hu and Van den Bulte 2012, and Iyengar, Van den Bulte, and Valente 2011) .
Second, we included only direct marketing and ignored mass-marketing data (e.g., at the brand level) because we did not have access to those data. Although we partially correct for this limitation by including monthly dummies in our hazard model, which capture all monthly fluctuations, future researchers could address it further.
Third, we did not have access to the content of the communication on which the networks are based. We assume that connected people influence one another similarly, but we could not investigate whether they actually discuss mobile phones with one another. These data are probably not perfect, but they still enable us to construct networks in a way that is well-established in the marketing literature (Haenlein 2013; Haenlein and Libai 2013; Nitzan and Libai 2011) . Further research might use social media data (e.g., Twitter, Facebook) to include a substantive analysis of the conversations between consumers in a network.
Fourth, to keep our model parsimonious, we used one homophily measure in which the four variables are equally weighted. However, our results show that homophily is an important dimension in social influence, and thus more research should be done to investigate the underlying dimensions of homophily and their respective contributions to social influence among individuals.
Fifth, it would be worthwhile to use our empirical results for an agent-based model simulation (Delre et al. 2010) . This would allow for analyzing the marketing strategy we suggest in the "Discussion" section. Moreover, it would be useful to estimate the indirect effect of direct marketing by performing a moderated mediation analysis in which social influence mediates the effect of direct marketing on adoption and time since product introduction acts as a moderator. In the context of our study, doing so would require more data on the customers in the ego networks.
Sixth, we infer influence from correlations among the behavior of customers who interact. Although this is in line with most research on social contagion, it gives a simplistic view on the influence process. Moreover, it does not allow us to infer either what drives social influence or in which stages of the adoption process social influence and direct marketing are most effective.
Seventh, we assume that findings on organic word of mouth can be used to stimulate firm-initiated word of mouth. There are valid arguments in favor of this assumption because firms may use our findings to target specific consumers hoping that they initiate a cascade of events (e.g., adoptions of a new product by means of organic word of mouth). How-
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Dynamic Effects of Social Influence and Direct Marketing / 67 ever, customers may respond differently to word of mouth if they know that it is initiated by the firm. In addition, customers may spread different information (or the same information to different contacts) when stimulated to do so by a firm because they may risk their reputation. Experimental studies in a lab or studies based on data from a natural experiment would be suitable methods to investigate these differences (Chen, Wang, and Xie 2011; Van den Bulte 2010) .
