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Abstract
Recently, learning equivariant representations has attracted considerable research attention. Dieleman et al. introduce four op-
erations which can be inserted into convolutional neural network to learn deep representations equivariant to rotation. However,
feature maps should be copied and rotated four times in each layer in their approach, which causes much running time and memory
overhead. In order to address this problem, we propose Deep Rotation Equivariant Network consisting of cycle layers, isotonic
layers and decycle layers. Our proposed layers apply rotation transformation on filters rather than feature maps, achieving a speed
up of more than 2 times with even less memory overhead. We evaluate DRENs on Rotated MNIST and CIFAR-10 datasets and
demonstrate that it can improve the performance of state-of-the-art architectures.
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1. Introduction
Convolutional neural networks(CNNs) recently have made
great success in computer vision tasks[1–5]. One of the rea-
sons to its success is that weight sharing of convolution layers
ensures the learnt representations are translation equivariant[6],
i.e., shifting an image and then feeding it through the network
is the same as feeding the original image and then shifting the
resulting representations.
However, CNNs fail to exploit rotation equivariance to tackle
vision problems on datasets with rotation symmetry in nature,
especially microscopic images or aerial images, which can be
photographed from any angle. Thus, current studies focus on
dealing with this issue.
One widely used method to achieve rotation equivariance is
to constrain the filters of the first convolutional layer to be ro-
tated copies of each other, and then apply cross-channel pooling
immediately after the first layer[7–9]. However, only shallow
representations equivariant to rotation can be learnt by apply-
ing one convolutional layer. In addition, such representations
are nearly trivial, since pooling rotated copies is approximately
equivalent to convolving non-rotated inputs with highly sym-
metric filters.
To solve this problem, [10] introduces four operations which
can be combined to make these models able to learn deep repre-
sentations equivariant to rotation. However, every feature map
should be copied and rotated by these operations four times,
which causes high memory and running time overhead.
In this paper, we give a comprehensive theoretical study
on approaches to rotation equivariance with CNNs. We pro-
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pose a novel CNN framework, Deep Rotation Equivariant Net-
work(DREN) to obtain deep equivariance representations. We
prove that DREN can achieve the identical output to that of [10]
with much less running time and memory requirements.
We evaluate our framework on two datasets, Rotated MNIST
and CIFAR-10. On Rotated MNIST, it can outperform the ex-
isting methods with less number of parameters. On CIFAR-
10, it can improve the results of state-of-the-art models with
the same number of parameters. Moreover, our implementation
achieves a speed up of more than 2 times as that of [10], with
even less memory overhead.
2. Related Works
Learning invariant representations by neural networks has
been studied for over a decade. Early works focus on refine-
ment of restricted Boltzmann machines(RBMs) and deep belief
nets(DBNs). [11] gives an approach to automatically gener-
ate topographic maps of similar filters in an unsupervised man-
ner and these filters can produce local invariance when being
pooled together. [12] develops convolutional RBM(c-RBM),
using weight sharing to achieve shift-invariance. Later, a fol-
lowing work by [13] incorporates linear transformation invari-
ance into c-RBMs, yielding features that have a notion of trans-
formation performed. The model proposed by [14] uses a prob-
abilistic max-pooling layer to support efficient probabilistic in-
ference, which also shows the property of translation invari-
ance.
Recently, convolutional neural networks have become the
most popular models in various computer vision tasks[15–18].
One of the advantages of CNNs is its translation equivariant
property provided by weight sharing[6]. However, it cannot
deal with rotation transformation of input images. Thus, many
variants of CNNs have been proposed to settle these problems.
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Basically, the idea of most of the related works[9; 19; 20] is
to stack rotated copies of images or features to obtain rotation
equivariance.
There are also other methods. [21] propose deep symmetry
networks that can form feature maps over arbitrary transforma-
tion groups approximately. Methods proposed by [7; 8] show
that rotation convolution layers followed by a cross-channel
pooling over rotations could achieve rotation equivariance. In
fact, none of the directional features could be extracted by these
methods, since pooling is applied right after one rotation con-
volution. [6] propose a group action equivariant framework
by stacking group acted convolution and provide a theoreti-
cally grounded formalism to exploit symmetries of CNNs. [22]
present harmonic networks, a CNN structure exhibits equivari-
ance to patch-wise translation and 360-rotation. Recently, the
vector field network proposed by [23] applies interpolation to
deal with rotation of general degrees.
[10] introduces four operations to encode rotation symmetry
into feature maps to build a rotation equivariant neural network.
However, feature maps should be rotated each time to ensure
equivariance, which obviously costs much time and memory.
Our approach presents a different way to overcome this issue
by rotating filters, which brings about exactly the same results,
but in a more efficient way.
3. Equivariance and invariance
In this section, we briefly discuss the notions of equivariance
and invariance of image representations. Formally, a represen-
tation of a CNN can be regarded as a function f mapping from
image spaces to feature spaces.
We say, a representation f is equivariant to a family T of
transformations on image spaces, if for any transformation T ∈
T, there exists a corresponding transformation T ′ on feature
spaces, such that
f (T x) = T ′ f (x), (1)
for any input images x. Intuitively, this means that the learnt
representation f of CNNs changes in an expected way, when
the input image is transformed.
There is another stronger case when T ′ is the identity map,
i.e., the map fixing the inputs, for all T ∈ T. This indicates that
the representations remain unchanged no matter how the input
data is transformed by transformations in T, i.e., the represen-
tation is invariant. Invariance is an ideal property of represen-
tation, because a good object classifier must output an invariant
class label no matter what location of the object lies in.
The goal of this paper is to present a novel convolutional neu-
ral network framework, which learns representations that are
equivariant to rotation transformations R, s. t. R′ = R, that is
f (Rx) = R f (x), (2)
for any input image x. Figure 1 gives an example of rotation
equivalent representations learnt by DREN, comparing to a tra-
ditional CNN. The reason that we do not directly work on rota-
tion invariant representations is that this kind of rotation equiv-
ariance can be easily lifted to rotation invariance, for instance,
Figure 1: Latent representations learnt by a CNN and a DREN(Proposed),
where R stands for clockwise rotation. The left part is the result of a typical
CNN while the right one is that of a DREN. In both parts, the outer cycles
consist of the rotated images while the inner cycles consist of the learnt repre-
sentations. Features produced by a DREN is equivariant to rotation while that
produced by a typical CNN is not.
by a global pooling operation[24], i.e., the kernel size of this
pooling layer is equal to the size of feature maps.
Since these are the only four kinds of possible rotation of an
image that can be performed without interpolations, we mainly
deal with the rotation transformation family R = {Rθ|θ =
kpi/2, k ∈ Z}. However, our experimental results show that our
framework can achieve good performance when dealing with
rotation for general degrees.
4. Rotation equivariant convolution
In this section, we define three novel types of convolutional
layers, which are combined to learn rotation equivariant fea-
tures.
4.1. Preliminaries
For the sake of simplicity, we omit bias terms, activation
functions and other structures, concentrating on convolution. In
addition, we set the stride of any convolution layer be 1. The
general case will be discussed in Section 4.5.
First, we vectorize convolution operation formally to sim-
plify our derivation. Shortly, we shall use matrix multiplication
to describe multi-channel convolution. Let us assume that the
input of a convolutional layer contains n feature maps(images)
{x j}nj=1. This layer has mn filters, denoted by Wi j with 1 ≤ i ≤
m, 1 ≤ j ≤ n. These can be organized as a matrix(vector) x of
size n and a matrix W of size m, n in which entries are filters
or feature maps. We refer to such a matrix(vector) a hyper-
matrix(hyper-vector). Then, the convolution W ∗ x is defined to
be a hyper-vector of size m whose i-th entry is,∑
1≤ j≤n
Wi j ∗ x j, (3)
for each 1 ≤ i ≤ m. One can verify that this is actually equiva-
lent to ordinary multi-channel convolution.
Next, we introduce the rotation operator R, rotating a filter
or a feature map by a degree of pi/2 counterclockwise. We also
2
Figure 2: The framework of Deep Rotation Equivariant Network. The gray panels represent input, feature maps and output. Each square represents a weight
kernel. The letter ’T’ is utilized for distinguishing orientation clearly. The different colors of kernel background indicate that the kernel are not qualitatively
equivalent. Although this figure seems similar to that one in [10], there are 3 critical differences: 1. We apply rotation on the filters rather than the feature maps. 2.
The matrix in an isotonic layer is different in order from the matrix of cyclic rolling operation in [10]. 3. The decycle layer is a special convolution layer, different
from the cyclic pooling applied in [10].
define the action of R on a hyper-matrix W. R(W) is defined to
be entrywise rotation. There are three obvious facts about the
rotation operator that are frequently used in the sequel.
1. Convolutionally distributive law: R(W ∗ x) = R(W)∗R(x).
This indicates that rotating filters and feature maps simu-
taneously before convolution yields rotated outputs.
2. Additively distributive law: R(X1 + X2) = R(X1) + R(X2).
Note that + is entrywise addition of matrices.
3. Cyclic law: R4 is equal to the identity transformation.
In our framework, we propose three new types of convolu-
tion layers to implement rotation equivariance. Given an im-
age, a cycle layer transforms this image into n0 groups, each
containing 4 feature maps. Then, one can apply k isotonic lay-
ers consecutively to learn deeper representations. Suppose that
the output of the i-th isotonic layer consists of ni groups with
1 ≤ i ≤ k, each containing 4 feature maps as well. Finally,
a decycle layer applies a convolution to merge feature maps,
resulting in nk+1 rotation equivariant feature maps.
Informally, the utility of the cycle layers is to transform rota-
tion of images into cyclic permutations of feature maps in each
group. Then, the isotonic layers are used to preserve the or-
der of permutations in each group. Finally, the decycle layer
decodes permutations in each group to produce rotation equiv-
ariant representations.
In the following discussion, assume that the number of
groups ni = 1 for any 0 ≤ i ≤ k + 1 . The general case will
be discuss in Section 4.5
4.2. Cycle layers
The basic idea of cycle layers is to stack rotated copies of
the filters. By assumption, the hyper-matrix of the filters Win in
a cycle layer contains 4 filters, say Win = [w,Rw,R2w,R3w]T .
Given an input image x, by the definition of convolution, the
output is
fin(x) = Win ∗ x
= [w ∗ x,Rw ∗ x,R2w ∗ x,R3w ∗ x]T .
Next, we shall derive the relation between cycle layers and rota-
tion operators. Before it, we have to define a cyclic permutation
operator P acting on a hyper-vector, adding the index of each
entry by 1. Note that if the added index is 4, we reset it to
1. For instance, P(x2) = x3,P(x4) = x1. This description is
similar to the modular operation, thus we refer this operation
addition modulo 4, denoted by x + 1 (mod 4).
When a rotated image Rx is fed into a cycle layer, the output
becomes
fin(Rx) = Win ∗ Rx
= [w ∗ Rx,Rw ∗ Rx,R2w ∗ Rx,R3w ∗ Rx]T
= R[R3w ∗ x,w ∗ x,Rw ∗ x,R2w ∗ x]T
= R ◦ P(Win ∗ x) = R ◦ P fin(x),
(4)
where the third equality follows from the cyclic law and the
convolutional distributive law. This indicates that given a ro-
tated image, the output fin(Rx) of a cycle layer is the same as
fin(x) up to a permutation and a rotation. Hence, the rotation of
images is transformed into the order of cyclic permutation.
Although, cycle layers cannot produce rotation equivariance,
one can immediately obtain it by a following cross-channel
pooling operation. In this case, this operation produces a fea-
ture map by taking average or pixelwise maximum of the four
rotated feature maps. But this is equivalent to use a highly sym-
metric filter, which generates nearly trivial features. Hence, we
propose isotonic layers to replace it.
4.3. Isotonic layers
To produce non-trivial feature maps, a straightforward way is
stacking more convolutional layers. However, one sees that an
ordinary convolution operation will destroy the order of cyclic
permutations produced by the cyclic layer. Consequently, we
have to study that under what conditions, convolution can pre-
serve the order of cyclic permutations. Mathematically, we can
formulate this idea by the following equation,
fhide(R ◦ Px) = R ◦ P fhide(x), (5)
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where fhide stands for the convolution performed by an isotonic
layer. Intuitively, this means that feeding permuted rotated in-
puts, an isotonic layers yields the equivariant permuted rotated
feature maps, hence preserving the order of cyclic permutation.
By induction, one sees that a stacking of h isotonic layers share
the same property, where h is any non-negative integer.
To derive equivalent conditions to Equation (5), we de-
fine diagonally permutation operator D acting on a two-
dimensional hyper-matrix(not a hyper-vector), adding two in-
dices of each entry by 1 modulo 4, for example, D(Wi j) =
Wi+1 (mod 4), j+1 (mod 4). With this, we can show that how the
cyclic permutation operator P interacts with convolution.
Lemma 1. Given an input hyper-vector x of size 4 and a square
hyper-matrix W of size 4, we have, P(W ∗ x) = DW ∗ Px.
Proof. For any 1 ≤ j ≤ 4, let y j be the j-th column hyper-vector
of W ∗ x and y′j be the j-th column hyper-vector of DW ∗ Px.
By the definition of convolution, one has,
P(y j) = y j+1(mod 4)
=
4∑
i=1
Wi, j+1(mod 4) ∗ xi
=
4∑
i=1
Wi+1(mod 4), j+1(mod 4) ∗ xi+1(mod 4)
=
4∑
i=1
DWi j ∗ Pxi
= y′j.
Thus, P(W ∗ x) = DW ∗ Px;
By Lemma 1, suppose Whide as the weight of isotonic layer,
one can show that,
fhide(R ◦ Px) = R ◦ P fhide(x)
⇔ Whide ∗ R ◦ Px = R ◦ P(Whide ∗ x)
⇔ Whide ∗ R ◦ Px = R(DWhide ∗ Px)
⇔ Whide ∗ R ◦ Px = D ◦ RWhide ∗ R ◦ Px.
Since x can be an arbitrary image, one has,
Whide = D ◦ RWhide. (6)
By straightforward calculation, we find a special class of hyper-
matrices satisfying Equation (6), which yields the following
theorem.
Theorem 1. A hyper-matrix Whide satisfies Equation (6), if and
only if it is of the form
A B C D
RD RA RB RC
R2C R2D R2A R2B
R3B R3C R3D R3A
 ,
where A, B,C,D are square filters of the same size.
Thus, we restrict the hyper-matrix of the filters in isotonic
layers to be the form in previous theorem. Therefore, an iso-
tonic layers has the desired property, i.e., Equation (5). This
can be easily extended to general cases.
4.4. Decycle layers
After a stacking of isotonic layers, we have learnt a very deep
representation, with the order of cyclic permutations. Thus, the
task of decycle layers is to transform cyclic permutation infor-
mation into rotation equivariant representations. Formally, we
require the following property,
fout(R ◦ Px) = R fout(x), (7)
where fout is the convolution of a decycle layer. The meaning is
obvious. The cyclic permutation operator is removed, reducing
to rotation equivariance. Similarly, we can derive an equivalent
condition for Wout, the weight of decycle layer. This requires
two fact that, if Wout is a hyper-vector, one has Wout ∗ Px =
P−1Wout ∗ x and R ◦ P = P ◦ R. Thus, the derivation is shown
below,
fout(R ◦ Px) = R fout(x)
⇔ Wout ∗ (R ◦ Px) = R(Wout ∗ x)
⇔ Wout ∗ (P ◦ Rx) = RWout ∗ Rx
⇔ P−1Wout ∗ Rx = RWout ∗ Rx.
Since x can be an arbitrary image, one has
Wout = P ◦ RWout. (8)
This is equivalent to say that W is of the form
[w,Rw,R2w,R3w]. Although it looks similar to that one
in cycle layers, one see that they actually differ by a transpose
operation.
Thus, a decycle layer applies filters of this form, decoding
permutation information into our desired rotation equivariance,
i.e., fout(R ◦ Px) = R fout(x).
4.5. Architecture of DREN
In this subsection, we make a careful discussion on the archi-
tecture and rotation equivariance of DREN, in detail.
4.5.1. Framework
In the architecture of DREN, the first layer must be a cycle
layer. It is followed by k ≥ 0 consecutive isotonic layers and
one more decycle layer. Then, we claim that the output repre-
sentation of the decycle layer is rotation equivariant, which can
be easily proved by using the Equation (4), (5) and (7) repeatly.
For notational simplicity, we reuse fhide for different isotonic
layers. Indeed, one has,
fout f khide fin(Rx) = fout f khide(R ◦ P fin(x))
= fout(R ◦ P f khide fin(x))
= R fout f khide fin(x),
(9)
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where if we view fout f khide fin the representation f , the equality
of two sides is exactly our desired property, i.e., Equation (2).
Note that, at the end of Section 4.1, we have assumed that ni = 1
for 0 ≤ i ≤ k + 1. In fact, this property can be proved for the
general case similarly.
4.5.2. Compatibility
Moreover, adding bias term is allowable, if any channel in a
group share the shared bias value. So do batch normalization
layers with the shared scale and bias parameters. Since ReLU
activation functions are channel indenpendent operation, they
do not have any impact on rotation equivariance, thus compat-
ible with our architecture. So do dropout layers. Moreover,
one can also apply fully connected layers following the decycle
layer.
In addition, we should discuss convolution and pooling lay-
ers with stride > 1. When stride is more than 1, one can observe
that the filter may not convolve marginal pixels in an image,
thus destroying rotation equivariance. Indeed, suppose the size
of the image is n by n, rotation equivariance can be preserved
iff. n = k · stride + kernelsize for some k ∈ N. The proof is
trivial.
4.5.3. Invariance
Furthermore, the equivariance property can be lifted to in-
variant property in our framework. Simply applying a global
pooling layer[24] in the end of our framework can make output
rotation invariant.
4.6. Memory consumption analysis
Some previous work[10; 20; 25] rotate feature maps to obtain
rotation equivariance. Indeed, one can show that rotating fea-
ture maps correspondingly can yield equivalent results. How-
ever, rotating and buffering filters are more efficient, because
feature maps have much larger size than filters at most of the
time.
The theoretical analysis of memory usage is based on the
fact that most of popular deep learning frameworks use GEMM
algorithm[26] to compute image convolution. Precisely, feature
maps should be copied k2 times, merged into a single matrix,
then multiplied by weight matrix. Therefore, the total size of
feature maps is clearly much larger than the size of filters at
most of the time. This indicates that rotating the feature maps
lead to about 4 times more memory cost than rotating the filters.
The detail memory costs are listed in Table 1.
On the other side, rotating feature maps also costs more time
in rotation operation and copy operation. In Section 5, we give a
detailed comparison on our approach and an architecture using
the strategy of rotating feature maps, proposed by [10].
4.7. Relations to other methods
Since DREN is a general framework, it can be shown that
several existing networks become special cases of our frame-
work.
For instance, if we set all element of the hyper-matrix of a de-
cycle layer to be the identity matrix times a normalizing factor,
Table 1: Memory cost of rotating filters and feature maps
Mem. cost
Method
Rotate
filters
Rotate feature
map
Filters 4cincoutk2 cincoutk2
Feature map ncinwh 4ncinwh
Feature map(GPU) ncinwhk2 4ncinwhk2
1 Here n, cin, cout ,w, h, k denote batch size, input channels, output chan-
nels, width of input, height of input and kernel size, respectively.
the decycle layer becomes cross-channel mean pooling layer
that is used by most of work[6–8].
For isotonic layers, we can set Whide to a diagonal form, i.e.,
all of filters other than those on the diagonal of hyper-matrix to
be zero matrices. In other words, this means that all of feature
maps would be convolved by rotated copies of a single filter,
which is utilized by [10; 19; 25].
Moreover, the last decycle layer can be replaced by a cross-
channel max pooling layer. Although it is not a decycle layer
in nature, the cross-channel max pooling layer satisfies Equa-
tion (7) as well. Actually other layers that satisfy Equation (7),
such as cross-channel root-mean-square(RMS) layer, can also
be applied to replace the decycle layer and to preserve rotation
equivariance as well.
Finally, we claim that our approach yields the equivalent re-
sult to that of [10] when the proposed layers are carefully used.
Note that, by convolutional distributive law, for any filter W
and any feature map x, R(W ∗ x) = R(W) ∗ R(x). Then we can
derive that the cyclic slice layer[10] followed by an ordinary
convolutional layer equals to the cycle layer; the cyclic roll
layer[10] followed by an ordinary convolutional layer equals
to the isotonic layer; the cyclic pooling[10] is actually cross-
channel pooling which is a special case of the decycle layer;
the cyclic stack layer[10] followed by an ordinary convolutional
layer equals to the isotonic layer whose weight hyper-matrix
Whide is a diagonal matrix. In fact, DREN operates on filters
rather than feature maps, reducing about half of running time
with less memory overhead compared with that of [10]
5. Experiments
In this section, we evaluate our framework on two datasets,
Rotated MNIST and CIFAR-10. All of the experiments are pub-
lished on GitHub1.
5.1. Rotated MNIST
First, we evaluate on Rotated MNIST dataset[27]. It is the
rotated version of MNIST dataset[28], with digits being rotated
for a degree uniformly drawn from [0, 2pi]. In total, it contains
62000 handwritting digit images, among which there are 10000
images for training, 2000 for validating and 50000 for testing.
We choose the Z2CNN(refer to [6]) as our baseline, which
consists of 7 convolutional layers of kernel size 3×3(4×4 in the
1https://github.com/microljy/DREN_Tensorflow
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last layer). Each layer of Z2CNN has 20 channels, followed by
a ReLU activation layer, a dropout layer, a batch normalization
layer. Besides, a max pooling layer is applied right after the
second layer.
We replace the first layer and the last layer of the baseline
network by a cycle layer and a decycle layer, respectively. Be-
sides, the intermediate layers are replaced by isotonic layers.
Moreover, since that our proposed layers can reduce the num-
ber of parameters fourfold, we double the number of channels
in each layers to keep the number of parameters approximately
fixed.
Table 2 lists our results. This architecture(DREN) is found
to achieve high accuracy with a small number of params. We
also try to replace the decycle layer in DREN with a isotonic
layer followed by a cross-channel max pooling layer. This net-
work(DRENMaxPoolling) have 25k params., which is 24% less
than that of H-Net[22], and equal to that of P4CNN[6] and
Dieleman et al.[10]. DRENMaxPoolling outperforms all the
previous models without more params.. In addition, our archi-
tecture can reduce about half of running time with less memory
overhead compared with Dieleman et al.[10], this would be fur-
ther discussed in Section 5.4.
Table 2: Performance of various models on Rotated MNIST.
Model Error Param.
SVM[27] 11.11% -
Transformation RBM[29] 4.2% -
Conv-RBM[13] 3.98% -
Z2CNN[6] 5.03% 22k
P4CNN[6] 2.28% 25k
H-Net[22] 1.69% 33k
Dieleman et al.[10] 1.78% 25k
DREN 1.78% 22k
DRENMaxPoolling 1.56% 25k
5.2. CIFAR-10
We also evaluate our framework on CIFAR-10[30], a real-
world dataset that does not have rotational symmetry in na-
ture. It consists of 50000 training and 10000 testing images
uniformly drawn from 10 classes. Each one has RGB chan-
nels of size 32 × 32. For this dataset, we apply global contrast
normalization to preprocess the data, as was used by [31].
We test our framework on Network in Network(NIN)[24]
and Resnet-20[5]. First, we replace the ordinary convolu-
tional layers of these models by our proposed layers, see r-
NIN(conv1-4), r-Resnet-20(conv1-13), where conv1-k means
that the first k layers are replaced by our proposed layers. Since
our proposed layers only need a quarter of the number of pa-
rameters in each layer, we also evaluate r-NIN(conv1-4)×4 and
r-Resnet-20(conv1-13)×4, where the number of channels of the
first 4 layers are doubled to keep the total number of parameters
Table 3: Performance of various models on CIFAR-10.
Model Error Params.
NIN[24] 10.41% 967k
NIN* 9.4% 967k
r-NIN(conv1-4) 9.8% 576k
r-NIN(conv1-4)×4 9.0% 958k
Resnet-20[5] 9.00% 297k
r-Resnet-20(conv1-13) 8.51% 245k
r-Resnet-20(conv1-13)×4 7.17% 297k
1 * means our implementation.
2 conv1-k means 1-k layers are replaced by our proposed layers
3 r− means the model utilizes rotation equivariant layers.
4 ×4 means the number of channels of proposed layers are doubled.
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Figure 3: Classification error of models with different numbers of our pro-
posed layers: The left one is the results on Rotated MNIST and the right one
is that on CIFAR-10. The horizontal axis shows the number of our proposed
layers applied. It turns out that, for datasets which has rotation symmetry in na-
ture(Rotated MNIST), applying more isotonic layers yields better classification
accuracy. We argue that higher level rotation equivariant representations learnt
by stacking more isotonic layers improves the classification accuracy on such
dataset. However, for CIFAR-10, the circumstance changes. Applying 4 or 5
isotonic layers achieves the best performance. We argue that higher level rota-
tion equivariant representations are not helpful on such dataset without rotation
symmetry, and applying more isotonic layers reduces the number of parame-
ters(model complexity) fourfold, therefore leading to severe underfitting. ×4
means the model with doubled number of channels.
unchanged. The results are shown in Table 3. It shows that our
model(r-NIN(conv1-4)×4 and r-Resnet-20(conv1-13)×4) can
outperform the baseline with roughly the same number of pa-
rameters. In this experiment, we do not replace all of the con-
volution layers with our proposed layers, since we observe that
simply replacing all layers cannot achieve the best performance.
This would be discussed in the next subsection.
5.3. How many isotonic layers should be applied?
The only hyperparameter of our framework is the number
of isotonic layers used. Thus, in this subsection, we study the
performance of DRENs with different numbers of isotonic lay-
ers in the following experiments. We also choose two base-
lines above, evaluate them on Rotated MNIST and CIFAR-10
respectively, and gradually integrate more isotonic layers into
baselines(e. g., conv1-2, conv1-3, conv1-4, etc.).
The results are shown in Figure 3. We observe two quite dis-
tinct trends in the two datasets. For Rotated MNIST which has
rotation symmetry in nature, the more isotonic layers we use,
the better performance the model achieves, even with less and
less number of parameters. However, for CIFAR-10, r-NINs
6
Figure 4: The representations in the last convolutional layer learnt by NIN[24], H-Net[22], P4-ALL-CNN-C[6] and DREN. The two columns correspond
to the representations of an image of automobile(left) and an image of truck(right). Inside one of the 8 pictures, the leftmost column contains the rotated input
images while the remaining 10 columns contain the 10 feature maps in the last convolutional layers, which corresponds to the 10 classes of CIFAR-10. We slightly
modify the architecture of H-Net to ensure that a global average pooling layer is used right after the last convolutional layer. The other three networks also apply
this structure. Thus, the predictions of the networks are exactly the class whose related representation attains maximum density. We mark the maximal one(the
prediction) with a red square. It turns out that when the input is rotated, NIN yields entirely different representations, leading to wrong predictions. For H-Net and
P4-ALL-CNN-C, the representations are partly equivariant to rotation. However, H-Net still predicts incorrectly, when the image of automobile is rotated. In fact,
only the representations of DREN are exactly equivariant to rotation, and thus the predictions of DREN are consistent, when the input is rotated. Moreover, we find
our leanrt representations for automobile and for truck are very similar while that of other models are not. This shows that the representations learnt by DREN are
similar for semantically similar objects, which indicates the reasonability of adding rotation equivariant constraint.
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achieve best performance when using two isotonic layers(i.e.,
replace 4 convolutional layers).
Because CIFAR-10 does not have deep rotation symmetry,
intuitively, most effective latent representations maybe be not
rotation equivariant. Thus, using too much isotonic layers pre-
vents the network from learning such representations. This is
one of the reason why our framework cannot achieve better
performance with more isotonic layers. Another cause may
be that the number of parameters(i.e., model complexity) de-
creases with more isotonic layers used, thus leading to a under-
fitting model.
The other extreme case that very a few isotonic layers are ap-
plied, also results in bad results. According to Figure 3, our
models(r-Z2CNN,r-NIN,r-NIN×4) underperform the baseline
when less than two isotonic layers are applied. This observa-
tion actually meets with the argument we pose in Section 1,
that the networks with a few or none isotonic layer can only
learn shallow and trivial rotation equivariant representations.
5.4. Running time of rotating filters and feature maps
In order to compare the running time costs between rotating
feature maps and rotating filters, we evaluate both methods on
Rotated MNIST dataset. We take the implementation presented
by [10] as the representative of the methods that rotate feature
maps. Since there are some difference between their framework
and ours, we make minor modification on both frameworks to
ensure that the comparison is a fair play. The decycle layer is
replaced with a cross-channel mean-pooling layer in our frame-
work, and the cyclic roll operation is applied before every con-
volution layer except the first one in their frameworks.
The running time of rotating filters and feature maps are
shown in Table 4. Both implementations run on Intel core
i7-5930K processors(3.50GHz) and GeForce GTX 1080 with
NVIDIA CUDA 8.0 and cuDNN 5. Since all models are im-
plemented with Theano that automatically free memory using a
reference count system, we cannot exactly determine memory
consumption. Thus, only running time is listed.
Table 4: Running time of two implementations.
Implementation
Setting
Time
Model Batch size
Rotate filters
Z2CNN
64 1.97s
128 1.44s
NIN
64 11.00s
128 9.52s
Rotate feature maps[10]
Z2CNN
64 4.15s
128 3.74s
NIN
64 22.13s
128 18.73s
1 The time cost is the testing time of testing 50k images.
Table 4 shows that our implementation based on rotating fil-
ters are twice as fast as the implementation based on rotating
feature maps[10; 20; 25]. In fact, the running time of the im-
plementation based on rotating filters can be the same as the
running time of the ordinary CNN, since the filters can be ro-
tated and stored before running.
5.5. Visualization of DREN
Since deep rotation equivariant representations can be learnt
from our framework, we are concerned with how such represen-
tations differ from ordinary representation of a typical CNN and
other rotation equivariance structures. To this end, we visual-
ized the representations produced by NIN[24], P4-ALL-CNN-
C[6], H-Net[22] and DREN trained on CIFAR-10. We slight
modify the architecture of H-Net to a global average pooling
manner that are used by the other three models in order for fair
comparison and clear visualization. In detail, we apply global
average pooling layer rather than fully connected layer in above
models. This indicates that the feature maps in the last convo-
lutional layers are the confidence maps of the categories in fact.
Such feature maps of four models are shown in Figure 4. In
each picture, there are 11 columns. The leftmost one is the in-
put image while the remaining ones are the feature maps in the
last convolutional layer, each one corresponding to a class of
CIFAR-10. In each row, we mark the predictions of the net-
works(i.e., the one with maximal density) with red squares.
It turns out that when the input is rotated, NIN yields entirely
different representations, leading to wrong predictions. For H-
Net and P4-ALL-CNN-C, the representations are partly equiv-
ariant to rotation. However, H-Net still predicts incorrectly,
when the image of automobile is rotated. In fact, only the rep-
resentations of DREN are exactly equivariant to rotation, and
thus the predictions of DREN are consistent when the input is
rotated.
Moreover, we find our leanrt representations for automobile
and for truck are very similar while that of other models are not.
This shows that the representations learnt by DREN are similar
for semantically similar objects, which indicates the reasonabil-
ity of adding rotation equivariant constraint.
6. Conclusion & Discussion
We propose a novel CNN framework, DREN, which can
learn deep rotation equivariant representations from images.
Theoretical guarantee is provided that the features are rota-
tion equivariant to rotation of degree kpi/2 for k ∈ Z and ex-
periment results show that our framework can also deal with
other degrees. We evaluate our framework on Rotated MNIST
and CIFAR-10 datasets, outperforming several state-of-the-art
CNN architectures. In addition, our implementation of rotating
filters costs only a half time of feeding forward comparing to
the methods which rotate feature maps.
As a future direction, we suggest to settle the cases of rotation
of general degree. Although our framework mainly deals with
rotation of degree kpi/2 for k ∈ Z, it can be easily generalized
to any finte group of rotation transformations, if there is an effi-
cient way to perform rotations of any degree on filters. In short,
our approach is a tradeoff between efficiency and performance.
For another direction, we would like to design new types
of convolutional layers to implement equivariance with respect
8
to scale transformations and more generally, affine transforma-
tions. These may improve the performance of CNNs further.
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