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ABSTRACT
We study the problem of optimal location querying for location-
based services in road networks, which aims to find locations for
new servers or facilities. The existing optimal solutions on this
problem consider only the cases with one new server. When two
or more new servers are to be set up, the problem with minmax
cost criteria, MinMax, becomes NP-hard. In this work we identify
some useful properties about the potential locations for the new
servers, from which we derive a novel algorithm for MinMax, and
show that it is efficient when the number of new servers is small.
When the number of new servers is large, we propose an efficient
3-approximate algorithm. We verify with experiments on real road
networks that our solutions are effective and attains significantly
better result quality compared to the existing greedy algorithms.
1. INTRODUCTION
We study the problem of optimal location querying (OLQ) in a
road network. In this problem we are given a set C of weighted
clients and a set S of servers in a road network G = (V,E), where
V is a set of vertices and E is a set of edges. We are also given a set
E0 of eligible edges in the graph where new servers can be built.
The objective of this query is to identify a set of k (k ≥ 1) locations
(points) on E0 such that k new servers set up at these locations
can optimize a certain cost function, which is defined based on the
distances between the servers and the clients. Here, we focus on the
minmax cost function. The problem is how to add new servers on
top of the existing servers so that the maximum weighted distance
from any client to its nearest server is minimized. We call such a
problem a MinMax problem, or simply MinMax.
Solutions to the MinMax location problem have been found to
be useful in various applications such as location planning and
location-based marketing, and have been studied in recent works
[23, 5, 6]. Consider the case of a pizza chain that plans to build a
new outlet in the city, aiming to minimize the worst case delivery
time to clients. Given the set S of existing pizza outlets and the
set C of all clients, the company wants to find a location for the
new outlet on a set of eligible road segments so that the maximum
distance from any client to its nearest outlet is minimized. This is
an example of MinMax. Another example is in city planning for
new hospitals; we may set an objective to minimize the maximum
distance from any residence to its nearest hospital. Solutions to
MinMax are useful for the location selection for facilities in gen-
eral, such as schools, libraries, sports facilities, fire stations, post
offices, police stations, etc.
Xiao el al. [23] first investigated the MinMax location query
problem in road networks. They considered the problem with a sin-
gle new server. Their solution adopts a divide-and-conquer paradigm,
and has a time complexity of O(|V |+ |S|+ |C|)2log(|V |+ |S|+
|C|). Recently, an improved algorithm for Minmax location query
was proposed in [5]. Based on a new concept called the nearest
location component, their proposed algorithm can typically reduce
much of the search space. The time complexity of their algorithm
is O(m|V |log|V | + |V ||C|log|C|), where m is typically much
smaller than |C|. The run time is significantly less than that of the
algorithm for Minmax location query in [23].
However, the above solutions assume that only one new server
is to be added, and become inapplicable when more servers are to
be built. For real-life applications, such as a pizza delivery chain
store, there can be planning of multiple new outlets in a city for
a fiscal year. We may also have requirements of multiple new lo-
cations for public facilities. While the minmax problem for a sin-
gle new server is tractable, it becomes intractable for two or more
new servers. The multi-server version of the MinMax problem is
shown to be NP-hard in [6]. A greedy algorithm is proposed which
applies the single server solution repeatedly until k servers are set-
tled. However, results from the greedy algorithm can be arbitrarily
poor. Our empirical studies show that the greedy approach has poor
approximation ratio when compared to the optimal solutions.
We tackle the MinMax problem on three fronts. Firstly, when k
is relatively large, we propose an approximation algorithm which
we show to be 3-approximate, and which in our experiments pro-
duces good quality in the solutions. Secondly, when k is very small,
say k = 2 or k = 3, it would be much more convincing to provide
an optimal solution. This is due to the fact that in the intended ap-
plications, each new server involves a significant cost, and a higher
computation cost is well justified. We assume a small parameter
k. For intractable problems, there may exist a parameter such that
instances with small parameter values can be solved quickly. With
the assumption of a small k, MinMax is a candidate of parameter-
ized problems. We show that MinMax is in XP, which is the class
of parameterized problems that can be solved in time f(k)ng(k)
for some computable functions f and g, where n is the input size
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and k is a fixed parameter [12]. To show that MinMax is in XP,
we introduce the concepts of client cost lines and potential server
points. Based on their properties, we derive an optimal solution
for MinMax which is efficient for small k values, as illustrated by
experimental results on real datasets. Thirdly, when k is small but
too costly for the basic optimal algorithm, we derive optimization
strategies to further tame the computation costs. We illustrate with
experiments that our strategies work well on real city road networks
even for k up to 10.
This paper is organized as follows. Section 2 contains the prob-
lem definitions. Related works are discussed in Section 3. Section
4 presents our approximation algorithm. Sections 5, 6, and 7 de-
scribe our optimal solution. Optimization strategies are discussed
in section 8. Section 9 contains our experimental results. We con-
clude in Section 10.
2. PROBLEM DEFINITION
We consider a problem setting as follows. Let G = (V,E) be
an undirected graph with vertex set V and edge set E. C is a set
of clients and S is a set of servers. Each server or client is located
on some edge in graph G. Each client c in C is associated with a
positive weight w(c), which represents the importance of a client.
For example, if each client c represents a residential area, thenw(c)
can be the population of c. The distance between two points p1 and
p2 on graph G is denoted by d(p1, p2).
Assume that for each client c there is a unique server which is
nearest to c (this can be easily satisfied by shifting each client and
server by a very small unique distance). We denote the server that
is nearest to client c by NNS(c) and the distance between c and
its nearest server by c.dist, i.e., c.dist = d(c,NNS(c)). The cost
value of c, denoted by CostS(c), is equal to w(c)× c.dist.
We are given a set of eligible edges E0 ⊆ E. The problem is to
place a set of k new servers, where each new server can be located
at any point on any edge in E0 as long as there is no other server
at that same point. The introduction of E0 is to model real-life
scenarios where feasible locations for the new servers are typically
restricted by factors such as city planning and zoning, financial con-
siderations and property ownership.
We study the following optimal location query problem.
DEFINITION 1 (MINMAX PROBLEM). Given a graphGwith
a set S of existing server locations, the MinMax k-location query
asks for a set of k locations on eligible edges E0 inG to construct a
set of k new servers that minimizes the maximum cost of all clients.
A set P is returned where
P = argmin
P
(max
c∈C
{w(c)× d(c,NNS∪P (c))}) (1)
The minmax cost resulting from P is given by
cmax(P ) = max
c∈C
{w(c)× d(c,NNS∪P (c))} (2)
EXAMPLE 1. The following figure shows a road network G.
Each line segment corresponds to an edge. Each dot corresponds to
a vertex, server or client. There are 8 vertices, v1, ..., v8, 2 servers,
s1, s2, and 6 clients, c1, ..., c6, in this road network. ”v3/c5”
means that client c5 is on vertex v3. The number next to each line
segment is the distance between the two end points of the line seg-
ment. For example, d(v5, v7) = 3, NNS(c4) = s2, c4.dist =
d(c4, s2) = 2. Let w(c4) = 3, the cost value of c4, CostS(c4), is
equal to w(c4)× c4.dist = 3× 2 = 6.
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Some of our notations used are listed in the following table.
Notation Description
G = (V,E) road network with vertex set V and edge set E
C set of clients, |C| = n
S set of servers
E0 set of eligible edges where new servers can be built
w(c) weight of client c
NNS(c) server in set S closest to client c
c.dist the distance between c and its closest server NNS(c)
CostS(c) cost of client c, CostS(c) = w(c)× c.dist
d(p1, p2) the distance between two points p1 and p2 on graph G
Cost(ci, x) w(ci)× d(ci, x)
CCLℓ(ci) Client Cost Line of client ci on EI ℓ
p.pos p = (x, y) is a point on a CCL, and p.pos = x
p.cost p = (x, y) is a point on a CCL and p.cost = y
PSP potential server point
kSP a candidate set of k potential server points
cmax(P ) maxc∈C{w(c)× d(c,NNS∪P (c))}
Y.maxcost maxp∈Y p.cost
3. RELATED WORK
We classify the related work into three types: facility location
problem in a spatial setting, optimal location queries in a spatial
setting, and optimal location queries in road networks.
[Location problems in a spatial setting]
The facility location problem has been studied in past years [8].
The problem is about a finite set C of clients and a finite set P of
potential locations where new facilities can be built. The objective
is to find a subset P ′ in P that optimizes a predefined cost func-
tion. It is proved that the problem is NP-hard and many studies
focus on approximation algorithms [4]. Surveys of location facility
problems can be found in [8, 19, 10].
MinMax bears some similarity to the minimax facility location
problem (also called the k-center problem): given a point set X ,
distance measure d, find a set S ⊆ X , |S| = k, so that the value of
maxp∈X(minq∈S(d(p, q)) is minimized. This problem is shown
to be NP-hard [13]. For Euclidean space, an algorithm with time
complexity O(|P |O(
√
k)) is known [14]. An (1+ǫ) approximation
algorithm is given in [16] that runs inO(k|X|) time, and the authors
show empirically that it is efficient for small k values, say k ≤
5. The farthest point clustering method, which greedily picks the
farthest point from the selected points until k centers are found,
achieves 2-approximation [11]. An integer programming approach
is taken by [2] and their empirical studies consider graphs with up
to 3038 vertices.
The simple plant location problem takes a set I of potential sites
for plants, a set of clients, costs for setting up plants at sites i ∈ I ,
and transportation costs from i ∈ I to j ∈ J as inputs. It computes
a set P ⊆ I for plant locations so that the total cost of satisfying
all client demands is minimal [15]. The online variant of facility
location is studied in [18], which assumes that the clients join the
network one at a time, and the problem is to construct facilities
incrementally whilst minimizing the facility and service cost.
In general, the above problems differ from ours in that no exist-
ing servers (facilities) are given, and there is a finite set of potential
locations in a Lp space, whereas we assume that a road network is
given with existing servers.
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Algorithm 1: AppMinMax(G,C, S, k)
Input : G, S, k, eligible edges E0, sorted C: c1, ..., cn
Output : minmax cost: minmax(G,C, S, k),A
1 begin
2 A← ∅;
3 for m = 1, ..., k do
4 A← A ∪ {c′} where c′ is the client with highest cost in
c1, ..., cn .;
5 Compute CostS∪A(ci) for each client ci ∈ c1, ..., cn.;
6 Return maximum CostS∪A(ci) and A, where 1 ≤ i ≤ n.;
[OLQ in a spatial setting]
As a variation of the facility location problem, optimal location
query (OLQ) assumes that the potential facility set P is the whole
graph and there are some facilities built in advance. Most existing
works consider Lp distances. The algorithm in [3] minimizes the
maximum cost between a client to each facility when a new facil-
ity is built. There have also been studies on the problem of finding
k locations to optimize the total weight of clients that become at-
tracted by the new servers, assuming that each client is attracted to
its nearest server. We refer to this problem as MaxSum. [9] solves
the MaxSum location query in spatial network with three differ-
ent methods. [7] considers the MaxSum problem in a different
way. Given some weighted points in spatial databases, the algo-
rithm finds the location of a rectangular region that maximizes the
sum of the weights of all the points covered by the rectangle. [1]
studies both the MaxSum and MinMax problems in the L2 space.
Yet another variation is the min-dist optimal location problem,
which is to find a new site to minimize the average distance from
each client to its closest server. A progressive algorithm is pro-
posed in [25], which finds the exact answer given a finite number
of potential locations. More recent works can be found in [20, 21].
The MaxBRNN problem, which finds an optimal region to build a
new server that can attract the maximum number of clients in the
L2 space, is studied in [22]. An improved solution is proposed in
[17].
[OLQ in road networks]
The problems of proximity queries, including MinMax, among
sets of moving objects in road networks are studied in [24]. The
MinMax location query problem in road networks with k = 1
is first investigated in [23]. Their solution adopts a divide-and-
conquer paradigm. The time complexity of their algorithm isO(|V |+
|S|+ |C|)2log(|V |+ |S|+ |C|) for MinMax location query.
An improved algorithm for MinMax with k = 1 is given in
[5]. The authors introduce a new concept called the nearest lo-
cation component for each client c, denoted by NLC(c, d), which
is defined to be a set of all points on edges in G at distances no
more than d from c. The algorithm first computes the shortest dis-
tance between each client c and its closest server. Then, it sorts
all clients by their cost values. NLCs are built starting from the
client with the largest cost to look for a maximum integer m, such
that certain critical intersection of the NLC(cj , dj), where dj =
Cost(cm)/w(cj) for j ∈ [1,m], is non-empty. The time for this
step is O(m|V |log|V |). An optimal location p is proved to be at
such an intersection, and the time complexity to find such a loca-
tion isO(|V ||C|log|C|). The total complexity isO(m|V |log|V |+
|V ||C|log|C|). The problem becomes NP-hard when k > 1, an
approximation algorithm is proposed in [5].
4. APPROXIMATION ALGORITHM
A greedy algorithm is proposed in [6], which is to select one
optimal location at a time until k locations are selected. However,
this can give an arbitrarily poor result. A simple example is where
2 new servers are to be built for 2 clients. The best locations are
at the 2 client sites while the greedy algorithm chooses one site in
between the 2 clients.
We propose a simple algorithm AppMinMax that collects new
server locations in a set A, which repeatedly selects the next server
location at the location of ci with the maximum CostS∪A(ci), until
there are k servers in A. AppMinMax is shown in Algorithm 1.
THEOREM 1. Algorithm 1 is a 3-approximation algorithm for
metric distances.
PROOF: Assume that n clients c1, c2, ..., cn are ordered by non-
decreasing costs, i.e.,CostS(c1) ≥ CostS(c2) ≥ ... ≥ CostS(cn).
If Q is an optimal solution, there must exist an integer m, k + 1 ≤
m ≤ n, such that CostS(cm+1) ≤ cmax(Q) ≤ CostS(cm).
Suppose the result returned by the approximation algortihm is A.
In a possible case, A may build k servers on clients c1, ..., ck, so
cmax(A) ≤ CostS(ck+1). Q contains k new servers s′1, ..., s′k.
Let C′i be the set of clients in {c1, ..., cm} whose nearest server in
S ∪ Q is s′i. The cost CostS∪Q(c) of each client c in C′i is less
than or equal to cmax(Q). C′1 ∪ ... ∪ C′k = {c1, ...cm}. Let us
take the following subgraph for illustration:
c’/sa’ c” s”si'
In Algorithm 1, in each iteration, we build a new server s′a on the
client c′, where c′ has the highest cost. c′ must belong to a client set
C′i because CostS(c′) cannot be smaller than CostS(cm). Sup-
pose c′′ is another client in C′i and s′i is the nearest server of both
c′ and c′′ in optimal solution Q. According to triangle inequal-
ity, Cost(c′′, s′a) = w(c′′) ∗ (d(c′′, c′)) ≤ w(c′′) ∗ (d(c′′, s′i) +
d(s′i, c
′)) = w(c′′)∗d(c′′, s′i)+w(c
′′)∗d(s′i, c
′). w(c′′)∗d(c′′, s′i)
is the cost of c′′ in the optimal solution Q, so w(c′′) ∗ d(c′′, s′i) ≤
cmax(Q). Also, if w(c′′) ≤ w(c′), w(c′′) ∗ d(s′i, c′) ≤ w(c′) ∗
d(s′i, c
′) ≤ cmax(Q), so Cost(c′′, s′a) ≤ 2cmax(Q).
If w(c′′) > w(c′), suppose w(c′′) = γw(c′) where γ > 1
and s′′ is the nearest server of c′′ in S ∪ A′ where A′ is the set
of locations for new servers before adding c′. Since in Algorithm
1, c′ has the highest cost in the current iteration, CostS∪A′(c′′) ≤
CostS∪A′(c
′). Cost(c′′, s′′) = CostS∪A′(c
′′) ≤ CostS∪A′(c
′) ≤
Cost(c′, s′′) ≤ w(c′) ∗ (d(c′, s′i) + d(s
′
i, c
′′) + d(c′′, s′′)) ≤
cmax(Q)+ cmax(Q)
γ
+Cost(c
′′,s′′)
γ
,Cost(c′′, s′′) ≤ γ+1
γ−1 cmax(Q).
Since Cost(c′′, s′a) ≤ w(c′′) ∗ d(c′′, s′i) + w(c′′) ∗ d(s′i, c′) =
w(c′′) ∗d(c′′, s′i)+ γw(c
′) ∗d(s′i, c
′) ≤ cmax(Q)+ γcmax(Q),
Cost(c′′, s′a) ≤ (1+γ)cmax(Q). The cost of c′′ after building s′a
ismin(Cost(c′′, s′′),Cost(c′′, s′a)) ≤ min( γ+1γ−1 , 1+γ)cmax(Q).
When γ > 1, it is easy to verify that min( γ+1
γ−1 , 1+ γ) ≤ 3. So the
cost of c′′ after building s′a is smaller than or equal to 3cmax(Q).
In both cases, the cost of all other clients in C′i after building
s′a on c
′ will be smaller than 3cmax(Q). After adding c′ to A
and recomputing the cost of all clients in C, if the client with the
highest cost is in set C′i , that means all clients have a cost smaller
than 3cmax(Q). Otherwise, the chosen client should belong to
another set C′j where 1 ≤ j ≤ k and the cost of all clients in C′j
will be reduced to less than 3cmax(Q) with a new server. Since
C′1 ∪ ... ∪ C
′
k = {c1, ...cm}, within k iterations, we can put at
least one server in each client set if the client set contains a client
with the highest cost. The maximum cost returned by Algorithm
1 must be smaller than 3cmax(Q) after k iterations, we conclude
that Algorithm 1 is a 3-approximation algorithm.
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Figure 1: (a) Graph G, w(c1)=w(c2)=w(c5)=w(c6)=1, w(c3)=8, w(c4)=3, NLC(c1) in bold ; (b) NLC(c2) in bold; (c) CCLs for
G: plotting Cost(ci, p) on edge [v3, v4]; p0, p1, p2, p3 and p4 are PSP s ; (d) CCLs for G: plotting Cost(ci, p) on edge [v1, v2];
p5, p6, p7, p8 and p9 are PSP s ; (e) CCLs for G: plotting Cost(ci, p) on edge [v1, v3]; p10, p11, and p12 are PSP s
LEMMA 1. Algorithm 1 is not (3− ǫ)-approximate for ǫ > 0.
Figure 2 (a) shows a road network with 2 existing servers, s1, s2,
and 2 clients, c1, c2. d(s1, c1) = α2+α+β, d(c1, c2) = α+1 and
d(c2, s2) = α+ 1 where α > 0 and β > 0. Assume that the client
weights are the following: w(c1) = 1, w(c2) = α. c1 and c2 have
their nearest servers as s1 and s2, respectively. Since the nearest
server of c1 is s1, d(s1, c1) = α2 + α + β < 2α + 2 = d(c1, s2).
We can get α <
√
9−4β+1
2
< 2. CostS(c1) = w(c1) × c1.dist =
α2 +α+β and CostS(c2) = α2+α. The client ordering is c1, c2.
α
2
+α+β 
s1
α+1 
c2 s2c1
α+1 α
2
+α+β 
s1
α+1 
c2 s2c1/s3
α+1 
(a) (b)
Figure 2: (a) A road network with w(c1)=1, w(c2) = α, α > 0
and β > 0; (b) Solution of the greedy algorithm when k = 1
Figure 2 (b) shows the case when k = 1. Algorithm 1 builds a
new server s3 at c1. The nearest server of c1 is s3 and CostS(c1)
= 0. The maximum cost of all client is cmax(A) = CostS∪A(c2)
= α2 + α. In an optimal solution, if we build the new server be-
tween c1 and c2 and the distance to c1 is α, then CostS(c1) =
CostS(c2) = α and the maximum cost among all clients is cmax(Q)
= α. So, Algorithm 1 is not (3 − ǫ)-approximate for ǫ > 0 when
clients have different weights, since cmax(A)/cmax(Q) = α+ 1
and 0 < α < 2, and we can set α > 2− ǫ.
We have a better guarantee when clients are unweighted.
LEMMA 2. Algorithm 1 is 2-approximate when all clients have
unit weight.
PROOF: Assume that n clients c1, c2, ..., cn are ordered by non-
decreasing costs, i.e.,CostS(c1) ≥ CostS(c2) ≥ ... ≥ CostS(cn).
Each client has unit weight. If Q is an optimal solution, there must
exist an integer m, k + 1 ≤ m ≤ n, such that CostS(cm+1) ≤
cmax(Q) ≤ CostS(cm). Suppose the result returned by the ap-
proximation algorithm is A. In a possible case, A consists of k
servers at the clients c1, ..., ck , so cmax(A) ≤ CostS(ck+1).
Optimal solution Q contains k new servers s′1, ..., s′k. Each new
server s′i ∈ Q is the nearest server of a set of clients C′i where
C′i ⊂ {c1, ...cm} for 1 ≤ i ≤ k and the cost of each client in C′i
is less than or equal to cmax(Q). C′1 ∪ ... ∪ C′k = {c1, ...cm}. In
Algorithm 1, for each iteration we build a new server s′a on a client
c′, where c′ must belong to a client set C′i. Since each client in
C′i has unit weight and they share the same nearest server s′i with
maximum cost cmax(Q), according to triangle inequality, the cost
of all other clients in C′i after building s′a will be no more than
cmax(Q) + cmax(Q) = 2cmax(Q).
After adding c′ to A and recomputing the cost of all clients in
C, if the client with the highest cost is in set C′i, that means each
client has a cost of no more than 2cmax(Q). Otherwise, the client
chosen should belong to another set C′j where 1 ≤ j ≤ k and the
cost of all clients inC′j will be reduced to no more than 2cmax(Q)
with a new server. After k iterations, the maximum cost returned
by Algorithm 1 must be no more than 2cmax(Q), so cmax(A) ≤
2cmax(Q), which proves that Algorithm 1 is a 2-approximation
algorithm when all clients have unit weight.
Consider the time complexity of Algorithm 1. Computing the
distance from each client to its nearest server takes O(|V | log |V |+
|C|) time, as shown in [6]. Sorting takes O(|C|log|C|) time. After
building each new server, it takes O(|V |log|V |) time to recom-
pute all client costs. Thus, the time complexity is O(|C|log|C| +
k|V |log|V |). The storage space for running Dijkstras algorithm is
O(|V |) and the space for storing costs of all clients is O(|C|) . The
storage complexity is O(|V |+ |C|).
5. EXACT SOLUTION FRAMEWORK
Our exact solution will make use of the Nearest Location Com-
ponents as defined in [5]: NLC(c) = {p|d(c, p) ≤ c.dist and p
is a point on an edge in G}. For each client c, NLC(c) is a set
of all points on edges in G with a distance to c of at most c.dist.
In Figure 1 (a), the bold line segments correspond to NLC(c1),
where the distance between each point inNLC(c1) to c1 is at most
c1.dist = d(c1, s2) = 8.
For clarity, we shall overload the symbol P to stand for both a
set of locations and the set of servers built on these locations, and
ci to also stand for the location of ci.
The MinMax problem is to find a set P of k locations on the
road network for new servers so that with the new and existing
servers, the maximum among the costs CostS∪P (c) of all clients
c ∈ C is minimized. Let us name the n clients c1, c2, ..., cn, so that
the clients are ordered by non-increasing costs, i.e., CostS(c1) ≥
CostS(c2) ≥ ... ≥ CostS(cn).
Our solution framework is based on 2 main observations: (O1)
From the definition of NLC, it is clear that in order to reduce the
cost of a client c, a new server must be located on NLC(c). (O2)
Since the clients are sorted by CostS(c), if Q is an optimal so-
lution, there exists m, k ≤ m ≤ n, such that CostS(cm+1) ≤
cmax(Q) ≤ CostS(cm).
From (O1), promising locations for new servers are on theNLCs
of clients with greater costs. From (O2), it suffices to consider
NLCs for client sets of Ci = {c1, ..., ci} with increasing i, and
to stop at Cm when the best solution P for Cm introduces a cost
CostS∪P (cj), for some 1 ≤ j ≤ m, higher than CostS(cm+1).
This suggests the following iterative process:
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Algorithm 2: Solution Framework
Input : G, S, k, E0, sorted client set C: c1, ..., cn
Output : minmax cost and k optimal locations
1 begin
2 for client set Ci = {c1, ..., ci}, i ∈ k..n do
3 Step 1: On each edge, find all locations for new servers
which have the potential to be in the optimal solution;
4 Step 2: Examine each combination P of k or less locations
derived in Step 1. Find the combination P with the minimum
cmax(P ) value assuming that the client set is Ci. Break if
this minmax value is greater than CostS(ci+1);
5 Return the best k potential locations found and the corresponding
minmax cost;
For Algorithm 2, a naive procedure for Step 1 is the following:
on each edge, for each subset x of Ci, find a potential location for
a new server to minimize the maximum cost of clients in x. Let
us consider the road network in Example 1. Suppose k = 2; we
need to build 2 new servers. The clients ci are sorted in the order of
CostS(ci). c1, c2, c3 have the highest cost of 8, and we first try to
reduce the costs of C2 = {c1, c2} with the new servers. NLC(c1)
and NLC(c2) are shown in Figures 1(a) and 1(b). The two NLCs
overlap on edges [v1, v3], [v3, v6], [v3, v4] and [v3, v5]. An optimal
location among these would be a point on edge [v3, v4] with the
same distance from c1 and c2. A new server built at such a location
in this segment will reduce the costs of both c1 and c2 to the same
value. However, since we have two servers, we may also consider
the best locations to simply reduce the cost of c1 by a new server,
and the best locations to reduce the cost of c2 by another new server.
Thus, all possible subsets of C2 are considered on each edge. Step
2 in the solution framework will then pick the best combination of
k locations to be the choice for Ci.
The two steps are repeated withC3 = {c1, c2, c3}. For reducing
the cost of c3, we may consider segments on [v1, v2]. The next
highest cost client is c4, with CostS(c4) = 6. If the best possible
reduced costs for c1, c2, c3 are smaller than 6, then we also try to
reduce the cost of c4 by examining NLC(c4). This continues until
the current minmax cost is higher than the cost of the next highest
cost client.
However, the above naive procedure for Step 1 is costly. If there
are γ client NLCs overlapping with the edge ℓ, the number of
subsets will be O(2γ) ⊆ O(2n). The difficulty lies with how to
avoid this exponential factor. Based on the concepts of client cost
lines and potential server points, to be introduced in Section 6, we
are able to reduce the complexity of Step 1 to O(γ2) ⊆ O(n2)
for each edge, as the number of potential locations is limited to
O((γ2)). Such a solution is presented in Section 7.
6. CCL AND PSP
In this section we study the issues in Step 1 of the solution frame-
work. We introduce the notions of client cost lines (CCL) and
potential server points (PSP ), and derive some useful properties
concerning CCLs and PSP s.
6.1 Client Cost Lines (CCL)
Let ℓ = [a, b] be an edge covered by NLC(ci). Call a and b
the boundaries of ℓ. Let x be a point in ℓ such that x ∈ NLC(ci).
Define Cost(ci, x) = w(ci) × d(ci, x). Given client ci, define
function fi(x) = Cost(ci, x) for x ∈ NLC(ci) ∩ ℓ, which is a
piecewise linear function of x. Note that fi(x) is undefined for x 6∈
NLC(ci). Call the plotted line for function fi on the positions on
ℓ the Client Cost Line for ci on ℓ, denoted by CCLℓ(ci). Hence,
given a point p = (x, y) on CCLℓ(ci), y = Cost(ci, x). We also
denote x by p.pos and y by p.cost.
EXAMPLE 2 (CCL). Figure 1(c) shows the CCLℓ(ci) for
clients c1, c2, c5, c6 on the edge ℓ = [v3, v4]. The x-axis is for
positions on ℓ, and the y-axis is for the costs. Figures 1(d) and 1(e)
show CCLs on edges ℓ = [v1, v2] and ℓ = [v1, v3].
The union of CCLℓ(ci) for all ℓ is denoted by CCL(ci). The
values of p.pos of points on CCLℓ(c) correspond to the projection
of the CCL on ℓ. The union of the projections of CCLℓ(ci) for all
edges ℓ spans the set of possible positions for a new server to attract
ci. Given a point p = (x, y) on CCLℓ(ci), if x is the location of a
new server, then y is a possible new minmax cost. For convenience,
we also say that a new server is placed at p when it is placed at x.
CCLℓ(ci) consists of one or two linear pieces, which may be
connected or disconnected. CCLℓ(ci) ends at a point (x, z) if fi
is undefined in a non-empty interval (x, x′] or [x′, x). For example,
in Figure 1(c) , ℓ = [v3, v4], andCCLℓ(c6) ends at the point (6, 4).
If CCLℓ(ci) ends at (x, z), then z = CostS(ci), and z is the
highest cost value for CCL(ci).
If a new server is placed at a point on CCLℓ(ci) other than an
end point, the cost for ci is reduced as ci.dist becomes smaller.
The following definition helps to describe how a point is related to
reduction in client costs.
DEFINITION 2 (ci COVERED BY p). We say that a client ci is
covered by a point p = (x, λ) on a CCL on edge ℓ if given a new
server s at x on ℓ, and S′ = S ∪ {s}, CostS′(ci) ≤ λ.
Note that p does not need to be in CCLℓ(ci) in the above defi-
nition. For example, in Figure 1(c), p1 covers c6, since CostS(c6)
is less than the cost at p1. p1 also covers c1 and c2, being the in-
tersection of CCLℓ(c1) and CCLℓ(c2). The idea of covering is to
identify subsets of clients that do not need to be covered by other
new servers. In the above, c6 is “covered” by p1 because if a server
is built at p1.pos attaining a cost of p1.cost for c1 and c2, then we
need not try to cover c6 by another server, since reducing the cost of
c6 does not reduce the overall minmax cost. In Figure 1(c), to cover
all the clients c1, c2, c5, c6 by a new server on ℓ, the best position
for the new server is that of p1, and the maximum Cost(ci, x) of
the above clients will be minimized within ℓ when x = p1.pos.
However, with multiple new servers, c1 may be covered by a new
server on another edge, and if we only need to cover c2, c5, c6 by a
new server on ℓ, the best position is that of p0 instead.
Next, we introduce a notion for the effect of choosing a location
p on the minmax cost concerning a client set C′.
DEFINITION 3 (zmax(C′, p)). Given point p on CCLℓ(ci)
for ci ∈ C′ and edge ℓ in G. Let C′′ ⊆ C′ be the set of clients
in C′ not covered by p. Define CostS(∅) = 0 and if C′′ 6= ∅,
CostS(C
′′) = max(CostS(c)|c ∈ C′′). zmax(C′, p) is defined
to be max(p.cost, CostS(C′′)).
EXAMPLE 3 (zmax(C′, p)). To reduce the overall minmax
cost we need to reduce the costs of some clients. Consider Fig-
ure 1(c). Suppose we aim to reduce the costs of c1 and c5 by
placing a new server on [v3, v4]. Compare the choices of p1 and
p2, both of which cover c1 and c5. Since p1.cost > p2.cost,
p2 is a better choice. We have zmax({c1, c5}, p1) = p1.cost >
zmax({c1, c5}, p2) = p2.cost.
Next, we consider some useful properties concerning zmax(C′, p).
For a set P of locations in G, let us define the term cmax(P ) =
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maxc∈C{w(c) ∗ d(c,NNS∪P (c))}. A set P with |P | = k and
minimum cmax(P ) is an optimal solution.
We map locations of a candidate solution to points of the CCLs.
Consider a set P= {x1, ..., xk} of k locations on E0. Each xi
intersects the CCL projections of a set of clients Ci. For a client
c in C′ = C1 ∪ ... ∪ Ck, compare the costs, Cost(c, xi), xi in
x1, ..., xk, and pick xj with the smallest Cost(c, xj). We say that
c is assigned to xj . In Figure 1(c), if k = 2, and x1 = v3, x2 = v4,
then c2, c5 will be assigned to v3 and c1, c6 will be assigned to v4.
For each xi inP , among all assigned clients, pick c′ whoseCCL
has a highest cost at xi. The point of CCL(c′) at xi is called the
apex point of xi, denoted by ai. E.g., suppose xi = v3 in Figure
1(c), if clients c2, c5 are assigned to v3, then p0 is the apex point ai
of xi.
The candidate solution P can thus be also defined by the k apex
points a1, a2, ..., ak. Let A = {a1, ..., ak}. We say that P is
mapped to A. Define amax(A) = cmax(P ). We prove the fol-
lowing in Appendix 1.
LEMMA 3. Let P be a set of k locations which is mapped to a
set A of k CCL points. Let p ∈ A and C′ be the set of clients
covered by p. Let q 6∈ A be another point on a CCL, where
zmax(C′, p) ≥ zmax(C′, q). Let A′ = A − {p} ∪ {q}, then
amax(A′) ≤ amax(A).
Lemma 3 states that we can replace CCL point p by q in the can-
didate solution P without increasing the overall minmax cost. We
shall make use of this lemma in minimizing the number of potential
locations for new servers in the next subsection.
6.2 Potential Server Points (PSP )
In this subsection, we study how to determine potential points
on the CCLs for placing new servers. Let us call such critical
CCL points the potential server points (PSP s). Denote the set
of PSP s for ℓ by PSP (ℓ). Our task is to determine PSP (ℓ) for
each ℓ.
Consider an edge ℓ = [a, b]. We define the lowest boundary
(LB) point of CCLℓ(c) as follows: If client c lies on ℓ, thus,
(c, 0) ∈ CCLℓ(c), then (c, 0) is the LB point of CCLℓ(c); other-
wise, there are two cases: (1) if both points (a, ya) and (b, yb) are
on CCLℓ(c), and ya < yb (ya > yb), then (a, ya) ((b, yb)) is the
LB point of CCLℓ(c); (2) else, if only point (a, ya) ((b, yb)) is in
CCLℓ(c), then (a, ya) ((b, yb)) is the LB point of CCLℓ(c). We
say that the LB point is on ℓ.
EXAMPLE 4 (LB POINT). In Figure 1(c), p0 is the LB point
of CCLℓ(c2), where ℓ = [v3, v4], and p3 is the LB point of c1. In
Figure 1(d), p5 is the LB point of CCLℓ(c2), where ℓ = [v1, v5],
and p6 is the LB point of c4.
We shall show that we can restrict the selection of locations for
new servers on an edge ℓ to the following two rules:
R1 choose an intersection point of 2 or more CCLs.
R2 choose a lowest boundary point of a CCLℓ(c).
Let us denote the set of intersection points of CCLℓs by I(ℓ)
and the set of LB points on ℓ by B(ℓ). Our first attempt is to set
the potential locations based on I(ℓ) ∪ B(ℓ). Let I = ∪ℓI(ℓ) and
B = ∪ℓB(ℓ).
LEMMA 4. A solution for MinMax exists where the k new servers
are located at the positions of k points in I ∪B.
In Figure 1(c), ℓ = [v3, v4], I(ℓ) = {p1, p2}, and B(ℓ) =
{p0, p3, p4}. PSP (ℓ) is set to {p0, p1, p2, p3, p4}. A proof of
the above lemma is given in the Appendix. We can further restrict
the selection of locations for new servers on an edge ℓ by replacing
Rule R1 with Rule R3 in the following.
R3 choose an intersection point of 2 CCL linear pieces where
the slope of one piece is positive and the other is negative.
EXAMPLE 5 (RULE R3). In Figure 1(d), there are two inter-
section points for CCLℓ(c3) and CCLℓ(c4), namely, p7 and p9.
However, p9 is the intersection of two linear pieces both having a
positive slope. In contrast, p7 satisfies Rule R3.
LEMMA 5. A MinMax solution exists where the k new servers
are located at points selected by R2 or R3.
PROOF: Based on Lemma 4, we only need to exclude the points
in I which are intersections of two linear pieces with both positive
or both negative slopes. Without loss of generality, consider a point
p = (x, y) in I on the intersection of CCLℓ(c) and CCLℓ(c′),
the slopes of which at p are both negative, and ℓ = [a, b], also
Cost(c, z) > Cost(c′, z) for z > y. With similar arguments as in
the proof of Lemma 4, we can find a point q on CCLℓ(c) which
is in I(ℓ) ∪ B(ℓ) such that for the set C′ of clients covered by p,
zmax(C′, p) ≥ zmax(C′, q).
Now, we have a definition for PSP s.
DEFINITION 4. A potential server point (PSP ) is a point se-
lected by Rule R2 or Rule R3.
LEMMA 6. There areO(m2) potential server points on an edge
which overlap with the NLCs of m clients.
PROOF: Each client contributes at most two linear pieces ofCCLs
on an edge ℓ. From Lemma 5, a PSP is either an intersection point
of CCLs or a lowest boundary point; the lemma thus follows.
7. MINMAX ALGORITHM
Here, we derive an algorithm for MinMax based on the findings
above. The pseudocode is shown in Algorithm 3. Let the resulting
minmax value be minmax(G,C, S, k). Let kSP be the set of k
PSP s returned. The positions of kSP , {p.pos|p ∈ kSP}, are
the locations for the k new servers. We examine combinations of
k PSP points as candidate solutions. We call each such combi-
nation a k-candidate. Given a k-candidate Y , denote the highest
cost among the PSP s in Y by Y.maxcost, i.e., Y.maxcost =
maxp∈Y p.cost. According to our solution framework in Section
5, we try to incrementally cover a set of clients {c1, ..., ci}, from
i = 1, ..., |C|. Hence, we consider the clients c with decreasing
CostS(c). The key idea is to stop at some value of i smaller than
|C|. We make use of the following lemma.
LEMMA 7 (EARLY TERMINATION). Let C′ = {c1, ..., cm}.
If CostS(cm+1) ≤ minmax(G,C′, S, k) < CostS(cm), then
minmax(G,C, S, k) = minmax(G,C′, S, k).
We begin the search with {c1, .., ck}, since k servers can reduce
the costs of k clients {c1, .., ck} to zero by choosing the client lo-
cations for placing the servers. The for loop at Lines 7-25 iterates
for clients from ck+1 to cn. The iteration for cm is incremental on
the previous iterations on c1, ..., cm−1 avoiding repeated compu-
tation for the PSP s and k-candidates. Each iteration adds a new
CCL(cm) due to the consideration of a client cm (Line 9). Lines
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Algorithm 3: MinMax(G,C, S, k)
Input : G, S, k, eligible edges E0, sorted C: c1, ..., cn
Output : minmax cost: minmax(G,C, S, k),kSP
1 begin
2 P ← ∅;
3 for m = 1, ..., k do
4 build CCL(cm) on each edge in E0;
5 Compute set Q of PSP s and clients covered by each PSP on E0;
6 P ← P ∪ {Q};
7 for m = k + 1, ..., n do
8 curmax← CostS(cm);
9 build CCL(cm) on edges in E0;
10 remove PSP s in P with cost≥ curmax;
11 remove CCL segments on edges in E0 with minimum cost of
segment≥ curmax;
12 update clients covered by PSP s in P (to include cm);
13 Q1 ← {p : p ∈ P ∧ p covers cm};
14 Q2← set of PSP s generated by CCL(cm) in E0;
15 P ← P ∪Q2;
16 /* next consider k-candidates involving points in Q1 ∪Q2 */;
17 while ∃ new or updated k-candidate Y not explored in P do
18 if Y covers c1, ..., cm then
19 if Y.maxcost < curmax then
20 kSP ← Y ;
21 curmax← Y.maxcost;
22 if curmax≤ CostS(cm+1) then
23 break;
24 if curmax > CostS(cm+1) then
25 Return curmax, kSP
10-11 apply our pruning strategies, which will be explained shortly.
At Line 13, we store in Q1 the existing PSP s which have been
updated at Line 12 to include cm. At Line 14, we generate new
PSP s from CCL(cm) in E0 according to Lemma 5, and store
them in Q2. A set P is used to maintain the PSP s that have been
generated and not pruned thus far. At Line 17, the while loop looks
for new or updated k-candidates. New k-candidates are sets of k
points in P with at least one point from Q1 ∪ Q2. By ‘updated’
k-candidates, we refer to new or old candidates which may have a
new set of clients that they cover; in particular, cm can be added as
a covered client.
Over the course of the computation, let kSP be the current best
k-candidate, and let kSP.maxcost = curmax. We can safely
dismiss PSP s with costs higher than curmax. This provides for
dynamic pruning of PSP s at Line 10 and implicitly at Line 14,
which is shown to be highly effective in our empirical studies.
Similarly, given a linear piece of CCLl(c), if no point p =
(x, y) on CCLl(c) has a cost y <= curmax, we can dismiss
CCLl(c) (Line 11).
At Line 22, if the maximum cost of the PSP s in the k-candidate
is less than CostS(cm+1), it means that CostS(cm+1) will be the
minmax cost if we do not try to reduce the cost of cm+1. To reduce
the minmax cost, the solution must include at least a new PSP
from CCL(cm+1) or an existing PSP which will be updated at
Line 12 to cover cm+1. Hence, we can exit the while loop at Line
22, and process cm+1 next.
At Line 24, if curmax > CostS(cm+1), it implies that we can-
not improve the minmax cost by considering clients cm+1, ...., cn.
Thus, the algorithm stops.
EXAMPLE 6. Let us take the road network in Figure 1 as an il-
lustration. Suppose k = 2 and E0 = [v3, v4],[v1, v2],[v1, v3]. As-
sume that the client weights are the following: w(c1)=1, w(c2)=1,
w(c3)=8, w(c4)=3, w(c5)=1 and w(c6)=1. Note that c1, c2, c3,
c4, c5 and c6 have their nearest servers as s2, s1, s2, s2, s1 and
s2, respectively. We know that c1.dist = 8, c2.dist = 8, c3.dist
= 1, c4.dist = 2, c5.dist = 4, c6.dist = 4. Thus, CostS(c1) =
w(c1) × c1.dist = 1 × 8 = 8. Similarly, we have CostS(c2) =
8, CostS(c3) = 8, CostS(c4) = 6, CostS(c5) = 4, CostS(c6)
= 4. Then, we have CostS(c1) ≥ CostS(c2) ≥ CostS(c3) ≥
CostS(c4) ≥ CostS(c5) ≥ CostS(c6). The client ordering is
c1, c2, c3, c4, c5 and c6.
Since k = 2, we build CCL(c1) and CCL(c2) on [v3, v4],
[v1, v2], and [v1, v3] (Line 3). Next, we get PSP s p0, p1, p3 on
[v3, v4], p5 on [v1, v2], p10, p12 on [v1, v3] (see Figures 1(c) to
(e)). Thus, P = {p0, p1, p3, p5, p10, p12} (Lines 5 and 6).
Whenm= 3, we know that the third client is c3 and thus curmax
= CostS(c3) = 8 (Line 8). We build CCL(c3) (Line 9). No PSP
or CCL is removed (Lines 10 and 11). No PSP is updated since
no PSP in P covers c3 (Line 12) and we get PSP p8 generated
by CCL(c3) (Line 14). In the while loop, 2-candidate Y must
contain p8 (Line 17). When Y = {p1, p8}, it covers c1, c2 and c3
(Line 18). The fourth client is c4. Since curmax is updated to
Y.maxcost = p1.cost = 5 < 6 = CostS(c4) (Lines 21 and 22), we
exit the loop.
When m = 4, we build CCL(c4) (Line 9). CCL(c1) on [v1, v3]
and p12 are removed (Lines 10 and 11) since p12.cost = 6 ≥ 6 =
curmax. No PSP is updated (Line 12). We get PSP s p6 and
p7 generated by CCL(c4) (Line 14) (see Figure 1(d)). Now P =
{p0, p1, p3, p5, p6, p7, p8, p10} and Y should contain at least one
PSP in p6, p7. Only when Y = {p1, p7}, Y covers c1, c2, c3 and
c4. Since curmax = CostS(c4) = 6 > 5 = p1.cost = Y.maxcost
(Line 19), curmax is updated to Y.maxcost = 5 (Line 21). The
next client is c5 and curmax = 5 > 4 = CostS(c5). Thus, at Line
25, curmax > CostS(cm+1) holds, 5 and {p1, p7} are returned
as the solution by the algorithm.
Suppose the iterative process of Algorithm 3 stops when m =
γ at Line 7. Computing the NLCs and CCLs for the clients
c1, ..., cγ takes O(γ|V | log |V |) time. Let ρ be the number of el-
igible edges in these NLCs. Let α be the maximum number of
PSP s for an edge, α = O(γ2). The time to compute the cover-
age for each PSP is O(γ). The total time to compute coverage
is O(ραγ). The running time of Algorithm 3 is O(γ|V | log |V |+
ραγ + k(ρα)k). This shows that MinMax is in XP [12] and is
computable for small k values. For memory requirement, we need
to store the clients covered by the PSP s, which requires O(ραγ)
storage. k-candidates are computed on the fly. The memory com-
plexity is thus O(ραγ).
8. OPTIMIZATION
In the previous subsection, we describe an algorithm solving the
MinMax problem which takes O(γ|V | log |V | + ραγ + k(ρα)k)
time, whereO(ρα) is the number ofPSP s processed, andO((ρα)k)
is the number of k-candidates considered, which is the dominating
factor. In this subsection, we introduce enhancement techniques to
optimize the algorithm by reducing the computation cost of PSP s
and k-candidates. The proposed strategies reduced the number of
PSP s to 20 or less for k ≤ 10 in our real datasets, which makes
the optimal solution more effective.
8.1 Early Termination of Iterations
In the iteration for client cm in Algorithm 3, we compute PSP s
generated by CCL(cm) to include in P , update clients covered by
PSP s and look for k-candidates in P . If we can jump to the next
iteration for cm+1 before these steps, we may reduce the computa-
tion cost substantially. To achieve this, we introduce two strategies
that allow us to go to next iteration before computing PSP s for the
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current iteration. The pseudocode that incorporates these strategies
is given in Algorithm 4.
8.1.1 Strategy 1: kSP based early termination
Consider the iteration for cm. After building CCL(cm) on el-
igible edges, we check whether any PSP in the current best k-
candidate kSP can cover cm at Line 14 in Algorithm 4. If one of
the PSP s in kSP covers cm and kSP.maxcost < CostS(cm+1),
we can keep kSP and jump to the next iteration to process cm+1.
This is because we can be sure that the minmax cost would be
either CostS(cm+1), or that a smaller cost can be found with a
solution set that also covers client cm+1.
If we jump to the next iteration early in the iteration of cm,
PSP s to be generated by CCL(cm) are not computed and PSP s
in P are not updated to include coverage of cm. Thus, we use a set
N to keep track of clients whose iterations are terminated early. As
we continue with the for loop and come to an iteration where we
cannot jump early, say in the iteration of ci where i > m, we com-
pute and update PSP s for clients in set N at Lines 23 and 24. The
value curmax typically becomes much smaller than CostS(c) for
c ∈ N if we jump multiple iterations after c. Many CCLs can
be removed and many PSP s can be disregarded. The number of
PSP s to be processed can thus be significantly reduced.
8.1.2 Strategy 2: Virtual PSP s based early termination
In iteration m, for each edge ℓ, we create a virtual PSP pℓ
with pℓ.cost = CostS(cm+1). pℓ can be considered as a point
p = (x, y) with x undefined and y = CostS(cm+1). We say that
pℓ is a PSP of edge ℓ. Define the set of clients covered by pℓ
to be the set of all clients c such that the maximum cost of points
on CCLℓ(c) is smaller than CostS(cm+1). We call the normal
(non-virtual) PSP s the actual PSP s.
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Figure 3: Illustrations for the enhancement strategies. (a) vir-
tual PSP pl for edge ll covers c2, c3. (b) p2 is pruned by Pedge.
(c) p1 and p2 both cover c1, c2, c3; p2 is pruned. (d) p3 is pruned
when compared with p2.
In Figure 3(a), the dotted line shows pl which is the virtual PSP
of edge l1. The cost of pl equals CostS(cm+1). pl covers c2, c3,
and c4. There exist some points on CCL(c1) with costs greater
than pl.cost, so pl does not cover c1.
We build a PSP set Pedge which consists of all virtual PSP s
of eligible edges at Lines 7 and 16 in Algorithm 4 and select k-
candidates in Pedge at Line 17. Each selection is a combination
of k virtual PSP s in Pedge. The cost of each PSP in Pedge is
CostS(cm+1).
LEMMA 8. In the iteration of cm, given a virtual k-candidate
inPedge that covers c1,...,cm, there must exist a k-candidate Z with
k actual PSP s that cover c1,...,cm withZ.maxcost ≤ CostS(cm+1).
PROOF: Given a virtual k-candidate Zv in Pedge which covers
the client set Cm = {c1, ..., cm}. For each pℓ ∈ Zv on edge ℓ,
let Zℓ be the set of clients covered by pℓ where Zℓ ⊆ Cm. Con-
sider ci ∈ Zℓ, by the definition of pℓ, and since CostS(ci) >
CostS(cm+1) by the sorted order of all clients, it follows that
CCLℓ(ci) must be a single linear segment with two end points.
Thus, the point hℓ with the highest cost among all CCLℓ(ci) for
ci ∈ Zℓ must cover all clients in Zℓ. The set of such points hℓ
forms a k-candidate Z that covers c1, ..,cm with Z.maxcost ≤
CostS(cm+1). The lemma follows from Lemma 5 since an opti-
mal k-candidate can be obtained from the actual PSP s.
Based on Lemma 8, at Line 18, if we get a k-candidate from
Pedge that covers c1,...,cm, we can update curmax toCost(cm+1)
and jump to the next iteration without computing PSP s for cm.
The size of Pedge is |E0|, which is much smaller than the size of
P , hence the processing is much faster.
In our empirical study, we can find a k-candidate in Pedge that
meets the requirements in most cases. The reason is that in the it-
eration of cm, only clients c with CCLl(c)s containing some point
p with p.cost ≥ Cost(cm+1) are not covered by pℓ. Since CCLs
with a minimum cost greater than curmax are removed at Line 12,
and curmax ≤ CostS(cm), we only consider CCLs containing
some point p such that p.cost ≤ curmax ≤ CostS(cm). As the
clients are sorted, CostS(cm+1) is typically close to CostS(cm),
thus, p.cost is also likely to be ≤ Cost(cm+1). It is therefore
likely for pℓ to cover all clients c such that CCLl(c) is on edge l.
As with Strategy 1, we keep cm in set N if we skip computations
of PSP s due to cm, to be handled in a future iteration.
8.2 PSPs Pruning
The complexity in computing k-candidates depends on the size
of Pedge at Line 17 and the size of Pedge ∪ P at Line 27. In this
subsection, we introduce two strategies for reducing the number of
PSP s, which can greatly speed up the algorithm.
8.2.1 Strategy 3: Pruning by PSP comparison
We identify 2 properties of PSP s to eliminate redundant PSP s
from the computed PSP s.
PROPERTY 1. If there exist two PSP s that cover the same set
of clients, we can safely disregard the one with a higher cost when
computing k-candidates.
RATIONALE FOR PROPERTY 1: Consider the example in Fig-
ure 3(c). p1 and p2 are two PSP s on edge l2, and both cover c1,
c2 and c3. p1.cost < p2.cost. Suppose we get a k-candidate
Z that contains PSP p2, we can replace p2 by p1 directly. If
p2.cost = Z.maxcost, then we can replace p2 by p1 to con-
vert Z to Z′, and Z′.maxcost will be p1.cost, which is less than
p2.cost. If p2.cost 6= Z.maxcost, then Z′.maxcostwill be equal
to Z.maxcost after replacing p2 by p1.
PROPERTY 2. Suppose p1 and p2 are two PSP s on the set of
eligible edges, the set of clients covered by p1 is C1 and that cov-
ered by p2 is C2. In the iteration of cm, if p1.cost < p2.cost <
CostS(cm+1) and C1 ⊂ C2, we can disregard p1 when computing
k-candidates.
RATIONALE FOR PROPERTY 2: Consider Figure 3(d). p2 and p3
are two PSP s on edge l2. p2 covers C2 = {c1, c2, c3}. p3 covers
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C3 = {c1, c2}. Suppose the dashed line shows CostS(cm+1), the
cost of the client in the next iteration. C3 ⊂ C2 and p3.cost <
p2.cost < CostS(cm+1). Consider a k-candidate Z that contains
PSP p3, we can replace p3 by p2, and get Z′ = Z \ {p3} ∪
{p2}. Hence, clients covered by Z are also covered by Z′. If
Z.maxcost > CostS(cm+1), then Z′.maxcost = Z.maxcost.
Hence, if Z is an optimal solution, Z′ is also an optimal solution. If
Z.maxcost≤CostS(cm+1), thenZ′.maxcost is still less than or
equal to CostS(cm+1) since p3.cost < p2.cost < CostS(cm+1).
Thus, neither Z nor Z′ will be returned as kSP at Lines 34 and
35. Therefore, we can disregard p3 when computing k-candidates.
Note that while p3 is disregarded in this iteration, it can be used for
computing k-candidate in a future iteration for some ci, i > m, if
p3 is updated at Line 23 to cover ci while p2 cannot cover ci.
Note that although the example above is based on only one edge,
in general we apply these 2 properties to PSP s in Pedge at Line
17 and Pedge ∪ P at Line 27 on all eligible edges. That is, the two
PSP s involved can be on two different edges.
8.2.2 Strategy 4: Pedge based pruning
When we cannot jump to the next iteration by Strategy 1 or 2,
we will compute PSP s generated by CCL(c) for c ∈ N at Line
24. With the set Pedge, we can reduce the number of PSP s to
be computed in the following way. For each edge ℓ, a CCLℓ(c)
is said to be active if CCLℓ(c) contains a point p with p.cost >
CostS(cm+1) in the iteration of ci. Otherwise, CCLℓ(c) is in-
active. While computing PSP s at Line 24, we check whether a
PSP p is generated by intersecting inactive CCLℓ(c)s, and if so,
p is dismissed. Clients covered by such a PSP must be also cov-
ered by pℓ, the virtual PSP of edge ℓ. Since pℓ will be considered
at Line 27, based on a similar rationale as that for Property 2, p can
be dismissed.
Consider Figure 3(b). pl is the virtual PSP on the edge l1, and
it covers Cl1 = {c2, c3, c4}. CCLl1(c1) is active. CCLl1(c2)
and CCLl1(c3) are inactive. p1 is an intersection of CCLl1(c1)
and CCLl1(c3), which covers C1 = {c1, c2, c3, c4}. p2 is an
intersection of CCLl1(c2) and CCLl1(c3), which covers C2 =
{c2, c3, c4}. C1 6⊆ Cl1 and C2 ⊆ Cl1 . We can thus dismiss p2.
8.3 Algorithm 4
We call the enhanced MinMax algorithm QuickMinMax. It is
shown in Algorithm 4. Strategy 1 is carried out at Lines 14-15.
Since |Pedge| is much less than |P |, we first select k-candidates
from Pedge at Line 17, and execute Strategy 2 at Lines 17-22. If
either Strategy 1 or 2 succeeds, note that cm is added to N at Line
10, and we jump to the next iteration to process ci+1. Otherwise
we cannot terminate early, so N is processed at Lines 23 and 24
and reset to empty at Line 25. The remaining processing is similar
to Algorithm 3, except that Strategy 3 and Strategy 4 are activated
at Lines 17 and 27, and at Line 24, respectively.
9. EMPIRICAL STUDIES
In this section, we evaluate the performance of our proposed al-
gorithms. We run all experiments on a machine with a 3.4Ghz Intel
Core i7-4770 CPU and 16 GB RAM, running Ubuntu 12.04 LTS
Linux OS. All algorithms were implemented in C++ and compiled
with GNU c++ compiler.
We use three real world road network datasets: SF, NYC and
FLA, for San Francisco, New York City, and Florida, respectively.
SF contains 174,955 vertices and 223,000 edges. NYC contains
264,346 vertices and 733,846 edges and FLA contains 1,070,376
vertices and 2,712,798 edges. In our experiment, clients and servers
are generated randomly on all edges. Each client is associated with
Algorithm 4: QuickMinMax(G,C, S, k)
Input : G,C ,S,k, eligible edges E0, sorted c1, ..., cn
Output : minmax cost: minmax(G,C, S, k), kSP
1 begin
2 P ← ∅;Pedge ← ∅; N ← ∅;
3 for m = 1, ..., k do
4 build CCL(cm) on each edge in E0;
5 Compute set Q of PSP s and clients covered by each PSP on E0;
6 P ← P ∪Q;
7 For each ℓ in E0, compute clients covered by pℓ and Pedge ← {pℓ};
8 for m = k + 1, ..., n do
9 curmax← CostS(cm) ;
10 N ← N ∪ {cm};
11 build CCL(cm) on edges in E0;
12 remove PSP s in P with cost≥ curmax;
13 remove CCLℓ(c) where c ∈ C on each edge ℓ in E0 with a
minimum cost≥ curmax;
14 if kSP.maxcost≤ CostS(cm+1) and kSP covers cm then
15 continue ⊲ /* Strategy 1 */
16 update pℓ.cost and clients covered by pℓ for each pℓ in Pedge ;
17 while ∃ updated k-candidate Z not explored in Pedge do
18 if Z covers c1, ..., cm then
19 curmax← CostS(cm+1); kSP ← Z;
20 break;
21 if curmax = CostS(cm+1) then
22 continue ⊲ /* Strategy 2 */
23 update clients covered by PSP s in P (to include clients in N );
24 Q← set of PSP s generated by CCL(c), c ∈ N ;
25 N ← ∅;
26 P ← P ∪Q;
27 while ∃ new or updated k-candidate Z not explored in Pedge ∪ P
do
28 if Z covers c1, ..., cm then
29 if Z.maxcost < curmax then
30 kSP ← Z;
31 curmax← Z.maxcost;
32 if curmax≤ CostS(cm+1) then
33 break;
34 if curmax > CostS(cm+1) then
35 Return curmax, kSP
a weight, generated randomly from a Zipf distribution with a skew-
ness parameter of α > 1. The default setting is as follows: For SF:
|S|= 200, |C| = 100,000. For NYC: |S| = 500, |C| = 300,000. For
FLA: |S| = 1000, |C| = 600,000. α = ∞, meaning a unit weight
for each client. The default setting for |E0|/|E| is 10%.
We measure the quality and runtime by varying different param-
eters, including the number of new servers k, the number of clients
|C|, number of existing servers |S|, and the Zipf factor α in the
skewness of client weights.
9.1 Comparison of the Algorithms
We analyze the effects of different parameters on the MinMax
algorithms. We compare results of our approximation algorithm
(Approx) (Algorithm 1) and optimal algorithm (Opt) (Algorithm
4) with the results from the best-known greedy algorithms (Greedy)
in [5]. Note that the results of [5] and [23] are identical since they
compute the same optimal solution for a single new server, and the
corresponding approximation algorithms repeatedly select a single
new server until k new server locations are chosen. However, the
algorithm in [5] improves on the computation time compared to
[23], hence we only report the runtime of the greedy algorithms in
[5].
Let the minmax cost prior to adding any new server be Max =
max(CostS(c)|c ∈ C), P be an optimal or approximate MinMax
solution with k locations. Let kMax = max(CostS∪P (c)|c ∈
9
C). Define Gain = Max − kMax, and Gain Ratio GR =
Gain/Max. To quantify the advantage of the optimal solution
over the approximation algorithm, we measure the relative error of
Approx as Err = (O − A)/O, where A(O) is the Gain from
Approx (Opt).
k 1 2 4 6 8 10
Gain (Opt) 37.3 89.0 1277.8 1722.4 1800.5 1986.5
Gain (Approx) 37.3 89.0 1041.3 1277.8 1499.2 1546.8
Gain (Greedy) 37.3 66.3 89.0 124.0 192.1 221.0
GR (Opt) (%) 1.1 2.6 37.4 50.4 52.7 58.1
GR (Approx) (%) 1.1 2.6 30.5 37.4 43.9 45.3
GR (Greedy) (%) 1.1 1.9 2.6 3.6 5.6 6.5
Relative Error (Approx) 0.00 0.00 0.18 0.26 0.16 0.22
Relative Error (Greedy) 0.00 0.25 0.93 0.92 0.89 0.89
Time (Opt)(s) 0.8 1.9 3.1 28.4 132.9 317.0
Time (Approx)(s) 0.3 0.3 0.4 0.5 0.5 0.6
Time (Greedy)(s) 0.6 0.7 0.7 0.8 0.9 0.9
Table 1: Gain, Gain Ratio (GR), Relative Error, and runtime
for MinMax (Opt:Optimal solution; Approx: approximate so-
lution; Greedy: greedy solution) with unit weights on SF
k 1 2 4 6 8 10
Gain (Opt) 5.9 40.1 77.1 217.2 313.3 324.1
Gain (Approx) 5.9 40.1 75.7 106.9 217.2 281.8
Gain (Greedy) 5.9 6.0 28.8 41.0 59.1 68.8
GR (Opt) (%) 0.4 2.8 5.2 15.0 21.6 22.4
GR (Approx) (%) 0.4 2.8 5.3 7.4 15.0 19.4
GR (Greedy) (%) 0.4 0.4 2.0 2.8 4.1 4.7
Relative Error (Approx) 0.00 0.00 0.02 0.50 0.30 0.13
Relative Error (Greedy) 0.00 0.85 0.63 0.81 0.81 0.78
Time (Opt)(s) 1.4 1.6 2.04 22.2 301.9 401.8
Time (Approx)(s) 0.5 0.6 0.9 1.1 1.3 1.5
Time (Greedy)(s) 1.2 1.3 1.5 1.6 1.8 2.0
Table 2: Gain, Gain Ratio (GR), Relative Error, and runtime
for MinMax with unit weights on NYC
k 1 2 4 6 8 10
Gain (Opt) 45.5 241.3 249.8 275.1 286.7 296.8
Gain (Approx) 45.5 82.4 248.6 272.5 279.6 285.2
Gain (Greedy) 45.5 54.4 56.7 61.1 62.4 64.3
GR (Opt) (%) 6.1 32.1 33.3 36.6 38.2 39.5
GR (Approx) (%) 6.1 11.0 33.1 36.3 37.2 38.0
GR (Greedy) (%) 6.1 7.2 7.6 8.1 8.3 8.5
Relative Error (Approx) 0.00 0.66 0.01 0.01 0.02 0.04
Relative Error (Greedy) 0.00 0.77 0.78 0.78 0.78 0.78
Time (Opt)(s) 5.4 28.9 32.6 42.2 70.3 190.9
Time (Approx)(s) 1.9 2.2 2.6 3.1 3.5 3.9
Time (Greedy)(s) 4.6 4.7 5.0 5.4 5.7 6.2
Table 3: Gain, Gain Ratio (GR), Relative Error, and runtime
for MinMax with unit weights on FLA
For comparison of the optimal solution and approximate solution
with the greedy solution, we show the Gain and Gain Ratios GR
in Tables 1, 2, 3 and 4. The results clearly show the advantages
of the optimal solution and approximate solution compared to the
greedy algorithm. For example, to achieve the same level of gain
as 2 new servers in the optimal solution, 4, 6 and over 10 servers
will be needed from the greedy solution in SF, NYC, and FLA, re-
spectively. With our target applications, it would incur a large and
unnecessary cost for the user to build more than 10 servers instead
of 2, thus the longer running time needed for the optimal solution
is well justified for the saving in this expense. The Gain and GR
of Approx are always better than Greedy and the relative error is
small. Approx has a poor gain with FLA for k = 2 because in FLA
the clients are more dispersed and it is harder to achieve near op-
timal result when the locations are limited to the client sites. Note
that for clients with skewed weights, Opt takes about the same time
as Greedy and Approx as shown in Table 4.
k 1 2 4 6 8 10
Gain (Opt) 974.0 3786.0 5845.9 8841.8 9272.9 10268.4
Gain (Approx) 974.0 3786.0 5845.9 7454.2 8222.8 8701.9
Gain (Greedy) 974.0 1691.0 3786.0 5344.5 5845.9 6094.3
GR (Opt) (%) 6.0 23.5 36.2 54.8 57.5 63.7
GR (Approx) (%) 6.0 23.5 36.2 46.2 51.0 54.0
GR (Greedy) (%) 6.0 10.5 23.5 33.1 36.2 37.8
Relative Error(Approx) 0.00 0.00 0.00 0.16 0.11 0.15
Relative Error(Greedy) 0.00 0.55 0.35 0.40 0.37 0.41
Time (Opt)(s) 0.8 0.8 0.9 1.8 2.3 4.0
Time (Approx)(s) 0.3 0.3 0.4 0.5 0.5 0.6
Time (Greedy)(s) 0.7 0.7 0.8 0.8 0.9 0.9
Table 4: Gain, Gain Ratio (GR), Relative Error, and runtime
for MinMax with skewed weights (α = 2) on SF
We analyze the effect of k and the Zipf parameter α on the Gain
in Table 5. The optimal solution consistently generated better so-
lutions compared to the approximation method. Since the greedy
algorithm always takes more time and returns worse result com-
pared to the approximation algorithm, we only show the Gain of
Opt and Approx.
Opt Gain (SF)
α Max k = 2 k = 4 k = 8
2 16129 3786.0 5845.9 9272.9
4 12124 5647.4 6578.1 7597.8
6 6451 2133.8 2754.3 4018.4
∞ 3417 89.0 1277.8 1800.5
Approx Gain (SF)
k = 2 k = 4 k = 8
3786.0 5845.9 8222.8
3449.1 5647.4 7187.0
1246.6 2133.8 3034.6
89.0 1041.3 1499.2
Opt Gain (NYC)
α Max k = 2 k = 4 k = 8
2 7243 688.6 843.1 2088.8
4 5133 798.9 1052.7 1270.9
6 3080 209.6 506.6 762.5
∞ 1449 40.1 77.1 313.4
Approx Gain (NYC)
k = 2 k = 4 k = 8
688.6 789.2 1717.0
349.4 820.1 1224.3
209.6 458.3 734.6
40.1 75.7 217.2
Opt Gain (FLA)
α Max k = 2 k = 4 k = 8
2 3448 1141.2 1287.6 1375.3
4 2413 252.3 773.3 1001.4
6 1426 128.8 318.0 457.7
∞ 751 241.2 249.8 286.7
Approx Gain (FLA)
k = 2 k = 4 k = 8
616.8 1178.0 1363.9
252.2 773.3 968.9
128.8 318.0 450.6
82.4 248.6 279.6
Table 5: Gain values for MinMax on SF, NYC and FLA
9.2 Effects of Parameters on Opt
We analyze the effect of k on the runtime of the optimal algo-
rithm in Figure 4. There are two different trends in the results. If
each client has a unit weight, the runtime increases exponentially
with k. When α 6= ∞, meaning that the weights of the clients are
not uniform, the runtime increases smoothly and it is easy to find
the new server locations. This is because the new servers should be
near to some clients with heavy weights.
We measure the effects of different parameters on the runtime of
the optimal algorithm. We study the effect of |C| in Figure 5(a).
The runtime increases with |C|. In the experiment, the number of
servers and their positions are fixed. The optimal algorithm result
and Gain do not change much as |C| increases. The number of
clients processed increases when |C| increases.
The effect of |S| is shown in Figure 5(b). The runtime increases
with |S| when k is small and decreases when k is large. The run-
time depends on two factors: the time for building NLCs(CCLs)
and computing PSP s, and the time for processing PSP s. The first
factor dominates when k is small. When |S| is small, the cost dif-
ference between two consecutive clients in the sorted list is large,
so we can find the result quickly and the second factor is not sig-
nificant. When k is large, the second factor dominates. When |S|
is small, the NLCs of clients are large and there are more PSP s.
Since the sizes of NLCs and number of PSP s decrease as |S|
increases, the runtime decreases when k increases.
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In Figure 5(c), we study the effect of |E0|. We vary |E0|/|E|.
The time increases steadily with the increase in |E0|. The prun-
ing of NLC computation and PSP s is highly effective. In all our
experiments, the number of NLCs that are computed is a few hun-
dred at most, and the number of PSP s that are not pruned is not
more than twenty. The increase in runtime is gentle due to the effec-
tive pruning. In Figure 5(d), we study the effect of Zipf parameter
α. Skewness in weights is beneficial to the runtime. Intuitively,
when there exist some heavy weight clients, it becomes easier to
select the new server locations, since they should be near to such
clients. This sharpens the pruning effects, and the running time of
Opt is similar to that of Approx when α 6=∞ (see Table 4).
A similar set of results has been obtained for NYC. For FLA,
the results are shown in Figure 6. The trends are mostly similar
to SF, except that in Figure 6(b), the time decreases with |S| for
all values of k. This is because FLA is a state where locations are
more spread out compared to a city. Even with k = 2, many clients
are covered by the new servers, so the time for handling the PSP s
and k-candidates dominates, and this decreases as the NLC sizes
decrease with increasing |S|.
In summary, Opt can handle problems with small k values ef-
ficiently. Approx takes less time than Greedy and returns a so-
lution with a much better quality. Thus, we improve on the status
quo where k = 1 is solved with an optimal solution and the cases
of k > 1 are solved by Greedy.
9.3 Effects of the Enhancement Strategies
We measure the effects of the enhancement strategies of optimal
algorithm QuickMinMax in Section 8. We show the number of iter-
ations terminated early by Strategy 1 and Strategy 2 in Section
8.1 in Table 6. On average, we terminate early and jump to the next
iteration with Strategies 1 and 2 in over 99.25% of the iterations.
k (SF) 2 4 6 8 10
Total iterations 43 93 528 700 777
Strategy 1 5 25 373 478 512
Strategy 2 37 67 153 218 263
Strategies 1+2(%) 97.68 98.92 99.62 99.43 99.74
k (FLA) 2 4 6 8 10
Total iterations 242 278 349 409 444
Strategy 1 179 214 282 331 347
Strategy 2 62 63 66 76 91
Strategies 1+2(%) 99.59 99.64 99.71 99.51 98.65
Table 6: Number of iterations terminated early
Table 7 shows the total number of PSPs computed in the road
network, number of PSPs left after Strategy 4 and number of
PSPs left after both Strategies 4 and 3 in the last iteration. With
Strategy 4 and Strategy 3, we reduce the PSP number by 99.90%
on average. Only very few PSPs are used for computing k-candidates.
Table 8 shows the number of k-candidates computed in the opti-
mal algorithm. Given a set X of PSP s in each iteration, we only
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Figure 6: Effects of |C|, |S|, |E0|, and α for FLA
k (SF) 2 4 6 8 10
Total 1247 3712 58458 78530 81645
Strategy 4 37 108 543 1512 1597
Strategies 4+3 3 5 8 17 20
PSPs pruned (%) 99.75 99.86 99.98 99.98 99.98
k (FLA) 2 4 6 8 10
Total 46580 77079 144833 229004 229414
Strategy 4 228 488 644 1710 2660
Strategies 4+3 3 5 7 9 10
PSPs pruned (%) 99.99 99.99 99.99 99.99 99.99
Table 7: Number of PSPs after pruning by Strategies 3 and 4
k (SF) 2 4 6 8 10
SF 2 4 27 12316 141008
FLA 2 4 6 9 44
Table 8: Number of k-candidates computed
compute the new and updated k-candidates. In addition, PSP s
are pruned by different strategies, thus the number of k-candidates
computed is much smaller than the bound of O(|X|k). These re-
sults show that our enhancement strategies lead to significant im-
provements in the overall performance.
10. CONCLUSION
We consider the problem of MinMax for finding multiple op-
timal minmax locations on a road network. We propose a novel
algorithm based on the concepts of client cost lines and potential
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server points, with search space pruning and early stopping strate-
gies. Our empirical study shows that our proposed algorithm gen-
erates significantly better solutions compared to previous works on
three real road networks. Other OLQ problems with multiple new
servers will be interesting problems for further studies.
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APPENDIX
PROOF OF LEMMA 3: zmax(C′, p) = max(p.cost,CostS(C′′)),
whereC′′ is the set of clients inC′ not covered by p, andCostS(C′′) =
max(CostS(c)|c ∈ C
′′). When C′ is the set of clients covered
by p, C′′ = ∅. Hence, zmax(C′, p) = p.cost. Also, since
zmax(C′, p) ≥ zmax(C′, q) ≥ q.cost, thus, q.cost ≤ p.cost.
Since p ∈ A, and amax(A) is lower bounded by the costs of the
apex points in A, amax(A) ≥ p.cost. For a client c′ covered by
q, we have CostS∪A′(c′) ≤ q.cost ≤ p.cost ≤ amax(A). For
a client c′ not covered by q, it is either covered by p or not cov-
ered by p. If c′ is not covered by p, since A′ − {q} = A − {p},
then CostS∪A′(c′) = CostS∪A(c′). If c′ is covered by p, then
c′ ∈ C′. Given that zmax(C′, p) ≥ zmax(C′, q), zmax(C′, q) ≤
p.cost. Since c′ is not covered by q, it must hold that CostS(c′) >
q.cost. We deduce that zmax(C′, q) ≥ max(q.cost, CostS(c′))
= CostS(c
′). Thus, CostS(c′) ≤ zmax(C′, q) ≤ p.cost. If c′
is covered by some point in S ∪ (A ∩ A′), then CostS∪A′(c′) =
CostS∪A(c′), otherwise, c′ is not covered by any point in S ∪ A′,
and c′ is covered only by p in S ∪ A. We have CostS∪A′(c′) =
CostS∪A(c′) = CostS(c′). Note that amax(A) ≥ CostS∪A(c)
for all c ∈ C. Thus, considering all cases for any given client
c′, CostS∪A′(c
′) ≤ amax(A). We conclude that amax(A′) ≤
amax(A) and the lemma holds.
p(x,y)
q(x’,y’) (x,z’)
q’ p(x,y)
q’
q(x’,y’)
p(x,y)
q’
q(x’,y’)
CASE 1 CASE 2 CASE 3
Figure 7: 3 cases in the proof of Lemma 4
PROOF OF LEMMA 4: Let ℓ = [a, b]. Assume I(ℓ) 6= ∅. If a point
p = (x, y) on CCLℓ(c) is not in I(ℓ), and p 6∈ B(ℓ), then there
must be a point q = (x′, y′) with q.cost < p.cost (i.e., y′ < y)
on CCLℓ(c) closest to p which is either a lowest boundary point
or q ∈ I(ℓ). We show that replacing p by q does not increase
the overall minmax cost. Clearly, we only need to consider clients
covered by p. There are different cases for such a covered client c′.
We show in each case that zmax({c′}, p) ≥ zmax({c′}, q).
[CASE 1]: Suppose p covers a client c′ where CCLℓ(c′) contains
no end point. We show that q also covers c′. If this is true, then
since q.cost < p.cost, zmax({c′}, p) ≥ zmax({c′}, q). Assume
on the contrary that p covers such a client c′ and q does not. Re-
call that p = (x, y), q = (x′, y′). Without loss of generality, let
x′ < x. Since q cannot cover c′, there exists a point q′ = (x′, z)
on CCLℓ(c
′) with z > y′. This is illustrated in Figure 7 as CASE
1. Since p covers c′, we have p′ = (x, z′) ∈ CCLℓ(c′), where
z′ < y. However, given the points p, q, p′, q′, there must exist an
intersecting point (xˆ, yˆ) of CCLℓ(c) and CCLℓ(c′), such that ei-
ther x′ < xˆ < x, or x < xˆ < x′, which contradicts the assumption
that q is the closest point to p in I . Thus, q also covers c′.
[CASE 2]: Next, suppose an end point q′ of CCLℓ(c′) is in (a, b)
in ℓ and CostS(c′) ≤ y′. I.e. q′ is not a boundary of ℓ. Since
y′ < y, clearly, zmax({c′}, p) ≥ zmax({c′}, q). See Figure 7
CASE 2 for a possible scenario.
[CASE 3]: Finally, consider the case where an end point q′ of
CCLℓ(c
′) is in (a, b) in ℓ and CostS(c′) > y′. Since p cov-
ers c′, CostS(c′) ≤ y. Thus, zmax({c′}, q) = CostS(c′) ≤
zmax({c′}, p). See Figure 7 CASE 3 for an illustration.
From all the above cases, we conclude that for the set C′ of
clients covered by p, zmax(C′, p) ≥ zmax(C′, q). The claim
thus follows from Lemma 3.
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