A central goal in neuroscience is to understand how dynamic networks of neural activity produce effective 12 representations of the world. Advances in the theory of graph measures raise the possibility of elucidating 13 network topologies central to the construction of these representations. We leverage a result from the 14 description of lollipop graphs to identify an iconic network topology in functional magnetic resonance 15 imaging data and characterize changes to those networks during task performance and in populations 16 diagnosed with psychiatric disorders. During task performance, we find that task-relevant subnetworks 17 change topology, becoming more integrated by increasing connectivity throughout cortex. Analysis of 18 resting-state connectivity in clinical populations shows a similar pattern of subnetwork topology changes; 19 resting-scans becoming less default-like with more integrated sensory paths. The study of brain network 20 topologies and their relationship to cognitive models of information processing raises new opportunities for 21 understanding brain function and its disorders. 22 AUTHOR SUMMARY 1 Our mental lives are made up of a series of predictions about the world calculated by our brains. The 23
use the partial correlation Smith et al. (2011) to find the connectivity matrix. Let ρ ij represent the partial 76 correlation between x i and x j (the BOLD time series associated with regions i and j, respectively). 77 Therefore, we use a weighted brain functional network with adjacency matrix A = [ρ ij ]. The degree of 78 node i is d i = N j=1 |ρ ij |. Second, we normalize edge strength using self loops that preserve the overall 79 connectivity of each node relative to others. Third, we characterize the network using the hitting time, a 80 random-walk measure that reflects the expected number of edges that need to be crossed to transition from 81 one node to another. We next describe the edge strength and hitting time approaches in detail.
82
Edge Strength Normalization 83 For a random walk, the probability transition matrix is P = [p ij ], where p ij is defined as:
The major drawback of this definition is that it fails to distinguish a strongly connected from a weakly 85 connected node. Consider a network with 5 nodes (a, b, c, d, e ) and 6 edges. Suppose that all edges 86 connected to node a have weight 0.9. And, suppose that node b is connected to the same nodes as node a, 87 but with edges with weight 0.1 (Fig. 1A) . Applying equation (1), both nodes a and b will have the same 88 transition probabilities, and therefore, the same relative connectivity. 89 To overcome this problem, we add a self loop to nodes with weaker connections. To implement this, we 90 find the node with maximum degree in the network. For every other node, we subtract the degree of that 91 node from the maximum degree and add that as a self edge to the node. Therefore, the new degree matrix is 92 D = d max I, and the new adjacency matrix is A = [ρ ij ], where: 93 ρ ij = ρ ij , i, j = 1, . . . , N and i = j,
d max = max i (d i ), i = 1, . . . , N and I is the identity matrix. We run random walk models on the graph with the new transition probability matrix P = D −1 A to 96 calculate the hitting time matrix H = [h ij ]. h ij , the hitting time from node i to node j is the expected 97 number of hops to visit node j for the first time, for a random walk started at node i.
98
Hitting time is an asymmetric measure, meaning that h ij and h ji might be different. For example for a lollipop graph, the hitting times from the nodes on the complete component to nodes on the chain are much larger than the reverse direction, because a random walker spends more time in the complete component.
We compute the hitting times between pairs of nodes using the graph-Laplacian method introduced in spectral graph theory Aldous and Fill (2002) . This method is advantageous as it does not require the exact knowledge of the adjacency matrix, instead using a probabilistic approximation of the adjacency matrix of the network. Following Lovász and Simonovits (1993), we calculated the normalized graph Laplacian as:
where, D is the degree matrix and A is the adjacency matrix of the graph after normalization as defined in the main text. We used the eigenvalues and eigenvectors of L to calculate the hitting time matrix H = [h ij ] Lovász and Simonovits (1993);
where, d i is the degree of node i, i = 1, ..., N , and d is the sum of all degrees (after normalization, see created a linear subgraph that becomes progressively more isolated until it resembles the stick of a lollipop 150 graph. As a control for reduced connectivity across the network as a whole, we took the same graph we 151 started with above and reduced all existing edge weights by 0.05 for 19 iterations. To preserve the 152 reduction in overall connectivity (edge weights are typically normalized by the total connectivity of a node) 153 edge weight reductions were added back as self loops (see Materials and Methods). These self loops are 154 required as part of the random-walk to preserve the physiological principle that reduced neuronal activity 155 would result in a reduction of connectivity (not just a shift between connections).
156
Average hitting time increases as the chain of nodes becomes more isolated but also when the graph scenarios. However, in our simulations, skewness changed significantly as the linear subgraph becomes 159 more isolated but only minimally when the average connectivity of the whole graph decreased. Skewness 160 also increased with the relative isolation of the chain of nodes but was present even when each node in the 161 chain was somewhat connected to the rest of the graph (Fig. 3) . 162 We have shown that a lollipop component present in a graph results in significant increase of (Kelley) 163 skewness of hitting-time distribution but is this relationship true in heterogeneous topologies? It is 164 important to note that other changes in graph structure may also result in extreme hitting times. One 165 commonly employed graph measure is modularity, the extent to which the graph can be easily separated 166 into different communities.
167
To evaluate the effect of modularity on hitting-time distribution, we have tested a large number of 168 networks with different levels of Louvain modularity and numbers of chain motifs (3 node linear 169 components). We generated random networks each with 100 nodes varying the number of edges. To allow a comparison across a given number of edges, we generated multiple graphs with the same number of (2007)). Even measures that may not directly utilize the average path length (e.g. assumption that path lengths in that network are normally distributed and so can lead to the 195 mischaracterization of the topology of the network. The concern arises because of the use of an average 196 and is present in both traditional and diffusion-based graph measures. Overcoming this assumption requires 197 the use of specific subnetwork models (for example, see Khambhati, Medaglia, Karuza, 198 and Bassett (2018)) or the capture of deviations from normality in the path-length distribution. Here, we 199 use Kelley skewness of the hitting-time distribution to distinguish changes in the network as a whole from 200 the presence of network topologies resembling hierarchical processing streams.
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To test for the presence of skewness in cortical connectivity, we generated a hitting-time measure of N i neighbors and nodes i 1 and i 2 have the strongest connections to node i, we define chain index for node i 268 as:
If a node is located on a perfect chain, the chain index will be at its maximum. If a node has equal 271 connections to every other node in the network (the least chain-like network), the chain index will be a 272 large negative number that depends on the number of nodes in the network.
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of nodes that overlapped heavily with those nodes with the largest hitting time (8 of the 10 nodes described 275 above), including 'V2', 'V3', 'V3A', 'V6' and 'V6A' within the visual cortex, '1', '4', '3b' and 'OP4' 276 within somatosensory cortex, and the area 'PF'. Labels are according to Glasser et al. (2016) . In measures of efficiency that utilize mean distance could be due to: 1. Reduced overall connectivity; or, 2.
288
Subnetwork changes that lead to skewed hitting-time distributions. As described in Fig. 3 , we can 289 distinguish these possibilities by focusing on skewness. If skewness changes, the differences between 290 psychiatric populations and controls is more likely to be due to subnetwork changes than a change in over 291 all connectivity. We ran an ordinary least squares regression model with skewness of the resting-state 292 hitting-time distribution as the dependent variable, and group (dummy coded, reference controls), gender 293 (dummy coded, reference females), and age (mean centered, linear) as independent variables. We analyzed 294 resting-state functional data from four patient groups, control, schizophrenia, bipolar and attention deficit 295 hyperactivity disorder (ADHD). We found significant differences in skewness between schizophrenia and Finally, if we run a similar model with the median of the resting-state hitting-time distribution as the 501 dependent variable, we only find a trend toward significance between schizophrenia and control in the 502 opposite direction (β = 0.473, t(252) = 0.244, p = 0.054). Hierarchical sensory processing streams 503 identified above as those with the longest hitting times show the largest changes between control and 504 diagnosed groups, Fig. (9) . Games (SNaG) Lab, and Psychology and Neuroscience Department at the University of Colorado Boulder 511 whose comments helped us improve our work. We would like to especially thank Heejung Jung, John Giebel, H. (1971) . Feature extraction and recognition of handwritten characters by homogeneous layers. In O.-J. Grüsser &
