. The criterion on which importance of a variable (vis-à-vis other variables) is determined may be varied and usually has its own logic (Munda and Nardo, 2005) . For example, in constructing a cost of living index importance of a commodity is determined by the proportion of consumption expenditure allocated to that particular commodity and in constructing the human development index variables such as literacy, life expectancy or income are weighted according to the importance assigned to them in accordance with their perceived roles in determining human development status.
In many cases, however, the analyst does not have any preferred means or logic to determine the relative importance of different variables. In such cases, weights are assigned mathematically. One of the methods to determine such mathematical weights is the Principal Components analysis (McCracken, 2000) .
In the Principal Components analysis (Kendall & Stuart, 1968, pp. 285-299) weights are determined such that the sum of the squared correlation coefficients of the index with the constituent variables (used to construct the index) is maximized. In other words, weights in The Principal Components analysis is a very well established statistical method that has excellent mathematical properties. 
II. Some Practical Problems with the Principal Components Analysis:
Although the Principal Components analysis has excellent mathematical properties, one may face some difficulties in using it if one desires to construct a single index of the variables that are not very highly correlated among themselves. The method has a tendency to pick up the subset of highly correlated variables to make the first component, assign marginal weights to relatively poorly correlated subset of variables and/or relegate the latter subset to construction of the subsequent principal components. Now if one has to construct a single index, such an index undermines the poorly correlated set of variables. As a result, practically speaking, the index so constructed is the weighted aggregation of only the preferred (highly correlated) set of variables. In this sense, the index so constructed is elitist in nature that has a preference to the highly correlated subset over the poorly correlated subset of variables. Further, since there is no dependable method available to obtain a composite index by merging two or more principal components, the deferred set of variables never finds its representation in the further analysis. IV. An Experiment: We have conducted (limited) experiments on constructing indices by maximizing (a) sum of squared correlation, which is the standard Principal Components analysis, (b) maximin correlation, and (c) maximizing the sum of absolute correlations. For sake of identification, we would call them I-2, I-M and I-1 respectively. The experiments have been conducted for (i) highly correlated variables and (ii) poorly correlated variables.
V. The Method of Optimization:
The method of constructing indices by the Principal Components is available in many software packages such as STATISTICA or SPSS. However, the method to construct indices by maximin correlation or maximization of the sum of absolute correlation is not available. We have obtained all indices (I-2, I-M and I-1) by solving max 
VI. Findings:
The results of our experiments are presented in tables 1 through 2-c. It is evident from the correlation matrices associated with tables 1 through 2-c that in case of highly correlated variables [ , the principal component index (I-2) has a tendency to undermine some variables by poorly correlating with them (and thus not representing them, or relegating them to be represented by the subsequent principal components). On the contrary, I-M and I-1 assign reasonable weights to those variables and thus includes them. Nevertheless, it may be noted that I-1 and I-M pay the cost in terms of the explained variance [sum of squared r(I, x j )] in the constituent variables.
VII. Concluding Remarks:
In this exercise we have shown that the principal component indices are elitist and they have a tendency to undermine the importance of poorly correlated variables. On the other hand, I-1 is more inclusive, and has a tendency to represent even the poorly correlated variables. The I-M indices are egalitarian in nature.
It would depend on the analyst whether he is interested in egalitarian, inclusive or elitist method of constructing indices when the constituent variables are not very highly correlated among themselves. This paper has opened up the option to choose the method of constructing a desired type of index. Non-unitary correlation coefficients in the red are statistically significant at 5% probability level. Non-unitary correlation coefficients in the red are statistically significant at 5% probability level. Non-unitary correlation coefficients in the red are statistically significant at 5% probability level. Non-unitary correlation coefficients in the red are statistically significant at 5% probability level.
