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LAX FUNCTORS AND COALGEBRAIC WEAK BISIMULATION
TOMASZ BRENGOS
Abstract. We generalize the work by Sobocin´ski on relational presheaves
and their connection with weak (bi)simulation for labelled transistion systems
to a coalgebraic setting. We show that the coalgebraic notion of saturation
studied in our previous work can be expressed in the language of lax functors in
terms of existence of a certain adjunction between categories of lax functors.
This observation allows us to generalize the notion of the coalgebraic weak
bisimulation to lax functors. We instantiate this definition on two examples of
timed systems and show that it coincides with their time-abstract behavioural
equivalence.
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1. Introduction
We have witnessed a rapid development of the theory of coalgebras as a unifying
theory for state-based systems [11, 28]. A coalgebra can be thought of as an abstract
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tau transition, internal transition, logic, monad, quantaloid, lax functor, presheaf, saturation,
weak bisimulation.
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representation of a single step of computation of a given process. The theory of
coalgebras provides a good setting for the study of bisimulation [28, 35]. The notion
of a strong bisimulation for different transition systems plays an important role
in theoretical computer science. Weak bisimulation is a relaxation of this notion
by allowing the so-called τ -moves, i.e. silent, unobservable transitions. One of
several (equivalent) ways to define Milner’s weak bisimulation [24, 29] on a labelled
transition system α is to consider it as a strong bisimulation on its closure α∗.
Labelled transition systems closure is reduced to finding the smallest LTS containing
all transitions of the original structure and satisfying the rules [29]:
x
τ
→ x
x
a
→ x′ x′
τ
→ x′′
x
a
→ x′′
x
τ
→ x′ x′
a
→ x′′
x
a
→ x′′(1.1)
It has been shown in [3, 4, 5] that from the point of view of the theory of
coalgebra the systems with silent moves should be considered as coalgebras over a
monadic type. This allows us to abstract away from a specific structure on labels
and consider systems of the type X → TX for a monad T . A coalgebra X → TX
is an endomorphism in the so-called Kleisli category for the monad T . The rules
presented above that describe a closed LTS structure can be restated in terms of the
composition in an order enriched Kleisli category by the following two axioms [4]:
id ≤ α and α ◦ α ≤ α.(1.2)
Intuitively, these two rules say that a coalgebra satisfying them is reflexive and
transitive. Hence, coalgebraically, Milner’s weak bisimulation on a labelled transi-
tion system α is, in fact, a strong bisimulation on the reflexive and transitive closure
of α taken in the suitable Kleisli category.1 However, there are several examples
of systems with silent moves (e.g. fully probabilistic systems [1]) for which the
definition of weak bisimulation is more subtle and is not a strong bisimulation on
the reflexive and transitive closure of a system.
In [5] we presented a general coalgebraic setting where we introduce the notion
of weak bisimulation. It encompasses an extensive list of transition systems among
which we find labelled transition systems, Segala systems [31, 4] and fully probabilis-
tic systems. Moreover, we identified the condition under which weak bisimulation
can be defined as a strong bisimulation on a reflexive and transitive closure. The
condition is saturation admittance of the underlying category. Saturation can be
intuitively understood as a reflexive and transitive closure which additionally pre-
serves weak homomorphisms. Although all examples of coalgebras considered in [5]
admit reflexive and transitive closure, not all admit saturation. Saturation is the
key ingredient in the definition of weak bisimulation. Therefore, in order to define
weak bisimulation one has to consider saturation admittance first. In case of its
absence, we move from the underlying category to a new category with the desired
properties and perform saturation there.
More formally, a given category admits (coalgebraic) saturation if there is a
left adjoint to the inclusion functor from the category of reflexive and transitive
endomorphisms to the category of all endomorphisms [5]. The link between (not
necessarily coalgebraic) weak bisimulation saturation and existence of a certain
1Categorically, any endomorphism from an order enriched category which satisfies (1.2) is a
monad in the underlying category. Thus, labelled transition systems saturation may be also
viewed as assigning to a given LTS the free monad generated by it [4, 5].
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adjunction has emerged several times in the literature before. To our knowledge,
this goes back to [7] where the authors present the definition of weak bisimilarity
for presheaves. The main component of their construction is an adjunction be-
tween certain slice categories. Nevertheless, the motivations for our paper stem
mainly from more recent work on relational presheaves, i.e. lax functors D → Rel
[33]. Sobocin´ski in loc. cit. shows that different types of systems, including la-
belled transition systems, may be viewed as relational presheaves and that labelled
transition system saturation may be encoded in terms of an adjunction between
certain categories of relational presheaves, where the right adjoint is the so-called
change-of-base functor. The category Rel of sets as objects and binary relations
as morphisms is isomorphic to the Kleisli category for the powerset monad P . If
we generalize Sobocin´ski’s approach to lax functors whose codomain is the Keisli
category for an arbitrary monad T we obtain results which are consistent with our
previous work on coalgebraic saturation and weak bisimulation [4, 5].
Content and organization of the paper. The main contributions of the paper
are the following:
• we generalize the results by Sobocin´ski on existence of a left adjoint to
the change-of-base functor to the setting of arbitrary lax functors whose
codomain is an order enriched category;
• we show that coalgebraic saturation and weak bisimulation from our pre-
vious work [4, 5] and Sobocin´ski’s work on relational presheaves have a
common denominator. Coalgebraic saturation can, in fact, be understood
as a consequence of existence of the left adjoint to the change-of-base func-
tor between certain categories of lax functors;
• we define weak bisimulation for lax functors. This relation takes into ac-
count a cumulative behaviour of a lax functor. We show that there are
examples of timed systems (e.g. timed processes semantics [19] or con-
tinuous time Markov chains [26]) which can be naturally modelled as lax
functors, for which weak bisimulation turns out to be the so-called time-
abstract bisimulation.
The paper is organized as follows. In Section 2 we recall basic definitions and
properties required in the remainder of the paper. In Section 3 we consider the
notion of a lax functor and present several examples of lax functor categories. We
relate some of them to certain categories of coalgebras. Here, we also focus on the
change-of-base functor and existence of its left adjoint. Section 4 is devoted to the
presentation of the notion of weak bisimulation for lax functors. We instantiate
this definition on timed processes semantics and continuous time Markov chains
and show that it models their time-abstract behavioural equivalence. Moreover,
we observe that the lax functorial weak bisimulation extends the coalgebraic weak
bisimulation.
2. Basic notions
We assume the reader is familar with the following basic category theory notions:
a category, a functor, a monad and an adjunction (see e.g. [22] for an introduction
to category theory). We will now briefly recall some of them here and also present
other basics needed in this paper.
4 T. BRENGOS
For a family {Xi}i∈I of objects and a family {fi : Xi → Y }i∈I of morphisms in
a given category if the coproduct of {Xi} exists then we denote it by
∑
iXi and
denote the cotuple from
∑
iXi to Y by [{fi}] :
∑
iXi → Y or simply by [fi]. In
this case, ini : Xi →
∑
iXi is the coprojection into the i-th component of
∑
iXi.
2.1. Coalgebras. Let C be a category and F : C → C a functor. An F -coalgebra
is a morphism α : X → FX in C. The domain X of α is called carrier and
the morphism α is sometimes also called structure. A homomorphism from an F -
coalgebra α : X → FX to an F -coalgebra β : Y → FY is an arrow f : X → Y in C
such that F (f) ◦ α = β ◦ f . The category of all F -coalgebras and homomorphisms
between them is denoted by CF . Many transition systems can be captured by the
notion of coalgebra. The most important from our perspective are listed below.
Let Σ be a fixed set and put Στ = Σ + {τ}. The label τ is considered a special
label called silent or invisible label.
2.1.1. Labelled transition systems. P(Στ × Id)-coalgebras are labelled transition
systems over the alphabet Στ [24, 28, 29]. Here, P denotes the powerset functor.
In this paper we also consider labelled transition systems with a monoid structure on
labels, i.e. coalgebras of the type P(M ×Id), or even more generally, as coalgebras
of the type P(Στ ×M × Id) for a monoid (M, ·, 1).
2.1.2. Fully probabilistic systems. Originally, fully probabilistic systems [1] were
modelled as D(Στ × Id)-coalgebras [34], where D denotes the distribution functor.
However, following the guidelines of [23, 10, 5], in this paper we extend the type of
these systems and consider them as F[0,∞](Στ ×Id)-coalgebras. Here, F[0,∞] is the
Set-endofunctor defined for any set X and map f : X → Y by:
F[0,∞]X = {φ : X → [0,∞] | supp φ is at most countable},
F[0,∞]f(φ)(y) =
∑
x:y=f(x)
φ(x) for φ ∈ F[0,∞]X,
where [0,∞] is the semiring ([0,∞],+, ·) of non-negative real numbers with infinity
with standard addition and multiplication. Note that the distribution functor D is
a subfunctor of F[0,∞] and, hence, any coalgebra X → D(Στ ×X) can be naturally
translated into X → F[0,∞](Στ ×X) [5].
In order to simplify our notation we will sometimes denote φ ∈ F[0,∞]X by∑
x∈X φ(x) · x or
∑∞
i=1 φ(xi) · xi if supp φ = {x1, x2, . . .}.
2.1.3. Filter coalgebras. These are systems of the type F , where F : Set → Set
denotes the filter functor which assigns to any set X the set FX consisting of all
filters on X and to f : X → Y the map Ff : FX → FY assigning to any filter G
the filter {Y ′ ⊆ Y | f−1(Y ′) ∈ G}. See e.g. [11] for details.
2.2. Monads and their Kleisli categories. A monad on C is a triple (T, µ, η),
where T : C → C is an endofunctor and µ : T 2 =⇒ T , η : Id =⇒ T are two
natural transformations for which the following diagrams commute:
T 3
Tµ

µT // T 2
µ

T
ηT

Tη //
❇❇
❇❇
❇❇
❇❇
T 2
µ

T 2
µ
// T T 2
µ
// T
LAX FUNCTORS AND COALGEBRAIC WEAK BISIMULATION 5
The transformation µ is called multiplication and η unit. Any monad gives rise to
the Kleisli category for T . To be more precise, if (T, µ, η) is a monad on a category
C then the Klesli category Kl(T ) for T has the class of objects equal to the class of
objects of C and for two objects X,Y in Kl(T ) we have Kl(T )(X,Y ) = C(X,TY )
with the composition in Kl(T ) defined between two morphisms f : X → TY and
g : Y → TZ by µZ ◦ T (g) ◦ f . The category C is a subcategory of Kl(T ) where the
inclusion functor ♯ sends each object X ∈ C to itself and each morphism f : X → Y
in C to the morphism f ♯ : X → TY ; f ♯ = ηY ◦ f .
2.2.1. Powerset monad. The powerset endofunctor P : Set→ Set is a monad whose
multiplication µ : P2 =⇒ P and unit η : Id =⇒ P are given on their X-
components by: µX : PPX → PX ;S 7→
⋃
S and ηX : X → PX ;x 7→ {x}. The
category Kl(P) consists of sets as objects and maps of the form X → PY as
morphisms. For f : X → PY and g : Y → PZ the composition g ◦ f : X → PZ is
as follows:
g ◦ f(x) =
⋃
g(f(x)) = {z | z ∈ g(y) & y ∈ f(x) for some y ∈ Y }.
For any two sets X,Y there is a bijective correspondence between maps X → PY
and binary relations between elements of X and Y . Indeed, for f : X → PY we
put Rf ⊆ X × Y , (x, y) ∈ Rf ⇐⇒ y ∈ f(x) and for R ⊆ X × Y we define
fR : X → PY ;x 7→ {y | xRy}. It is now easy to see that the category Kl(P) is
isomorphic to the category Rel of sets as objects, binary relations as morphisms
and relation composition as morphism composition.
2.2.2. LTS monad(s). Labelled transition systems functor P(Στ × Id) carries a
monadic structure (P(Στ × Id), µ, η) [4], where the X-components of η and µ are:
ηX(x) = {(τ, x)} and µX(S) =
⋃
(σ,S′)∈S
{(σ, x) | (τ, x) ∈ S′} ∪
⋃
(τ,S′)∈S
S′.
For f : X → P(Στ × Y ) and g : Y → P(Στ × Z) the composition g ◦ f in
Kl(P(Στ × Id)) is g ◦ f(x) = {(σ, z) | x
σ
→f y
τ
→g z or x
τ
→f y
σ
→g z}, where
x
σ
→f y denotes (σ, y) ∈ f(x).
As mentioned above, we will sometimes consider labelled transition systems as
coalgebras of the type P(M × Id), or even more generally as coalgebras of the
type P(Στ ×M × Id) for a monoid M = (M, ·, 1). The latter functor carries a
monadic structure which is a consequence of an application of the writer monad
transformer to the LTS monad defined above with M as the argument [20]. Its unit
and multiplication are given on their components as follows:
ηX(x) = {(τ, 1, x)},
µX(S) =
⋃
(σ,m,S′)∈S
{(σ,m · n, x) | (τ, n, x) ∈ S′} ∪
⋃
(τ,m,S′)∈S
{(σ,m · n, x) | (σ, n, x) ∈ S′}.
The composition g ◦ f of f : X → P(Στ ×M × Y ) and g : Y → P(Στ ×M ×Z) in
the Kleisli category for this monad is:
g ◦ f(x) = {(σ,m · n, z) | x
(σ,m)
→ f y
(τ,n)
→ g z or x
(τ,m)
→ f y
(σ,n)
→ g z}.
We see that if Σ = ∅ then P(Στ ×M × Id) ∼= P(M × Id) and if M = 1 is the
one-element monoid then P(Στ ×M × Id) ∼= P(Στ × Id). Whenever Σ = ∅ and
M = 1 then this monad becomes (isomorphic to) P .
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In order to simplify our notation we will often denote P(Στ ×M ×Id) by P
Σ,M .
2.2.3. Quantale valued monad. Let Q = (Q, ·, 1,≤) be a unital quantale, i.e. a
relational structure for which
(1) (Q, ·, 1) is a monoid,
(2) (Q,≤) is a complete lattice,
(3) arbitrary suprema are preserved by the monoid multiplication.
An arbitrary unital quantale Q gives rise to the Set-based monad Q(−), called
quantale valued monad, which assigns to any set X the set of all functions QX from
X to Q and to any map f : X → Y the map Qf : QX → QY given by:
Qf (φ)(y) =
∨
x:f(x)=y
φ(x).
The monadic structure (Q(−), µ, η) is given by the X-components of η and µ:
ηX(x)(x
′) =
{
1 if x = x′
⊥ otherwise.
and µX(φ)(x) =
∨
ψ∈QX
φ(ψ) · ψ(x).
The Kleisli category Kl(Q(−)) is isomorphic to the category Mat(Q) of sets as
objects and Q-matrices, i.e. functions X × Y → Q, as morphisms between X and
Y [27].
Interestingly, the LTS monad P(Στ ×M × Id) for a monoid M = (M, ·, 1) can
be viewed as an example of a quantale valued monad. Indeed, it is isomorphic to a
quantale valued monad for the quantale (P(Στ ×M), ·, {(τ, 1)},⊆), where · is given
by:
A · B = {(σ,m · n) | (τ,m) ∈ A and (σ, n) ∈ B or (σ,m) ∈ A and (τ, n) ∈ B}.
2.2.4. Fully probabilistic systems monad. Before we elaborate more on the fully
probabilistic systems functor we focus on describing the monadic structure of F[0,∞]
first. Multiplication µ and unit η of this monad are given on their X-components
by [5, 10, 23]:
ηX(x) = 1 · x and µX(φ) =
∑
ψ∈F[0,∞]X
φ(ψ) · ψ.
The fully probabilistic systems functor F[0,∞](Στ × Id) is a monad which arises
as a consequence of a general construction of a monadic structure on the functor
T (Στ × Id) for a Set-based monad T presented in [4] and applied to the fully
probabilistic systems functor case in [5]. The composition in Kl(F[0,∞](Στ × Id))
is given for f : X → F[0,∞](Στ × Y ) and g : Y → F[0,∞](Στ × Z) by [5]:
g ◦ f(x)(σ, z) =
{ ∑
y∈Y g(y)(τ, z) · f(x)(τ, y) if σ = τ,∑
y∈Y g(y)(σ, z) · f(x)(τ, y) + g(y)(τ, z) · f(x)(σ, y) otherwise.
2.2.5. Filter monad. The filter functor F carries a monadic structure (F , µ, η) given
by (see e.g. [9]):
µX : FFX → FX ;G 7→ µX(G), and ηX : X → FX ;x 7→ {U ⊆ X | x ∈ U},
where µX(G) = {A ⊆ X | A
F ∈ G} with AF = {H ∈ FX | A ∈ H} defined as the
set of all filters on X containing A.
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2.3. Coalgebras with internal moves. Originally [13, 32], coalgebras with in-
ternal moves were introduced in the context of coalgebraic trace semantics as coal-
gebras of the type T (F + Id) for a monad T and an endofunctor F on a common
category. In [4] we showed that given some mild assumptions on T and F we may
either introduce a monadic structure on T (F + Id) or embed it into the monad
TF ∗, where F ∗ is the free monad over F . It is worth noting here that, both, the
LTS monad P(Στ ×Id) and the fully probabilistic systems monad F[0,∞](Στ ×Id)
arise by the application of the first construction [4, 5].
The trick of modelling the silent steps via a monad allows us not to specify the
internal moves explicitly. Instead of considering T (F + Id)-coalgebras we consider
T ′-coalgebras for a monad T ′. Hence, the term “coalgebras with internal moves”
becomes synonymous to “coalgebras whose type is a monad”. Since coalgebras with
silent transitions are of primary interest to this paper, we assume, unless stated
otherwise, that all coalgebras considered here are systems whose type functor T
carries a monadic structure.
To give a T -coalgebra is to give an endomorphism in Kl(T ). We use this ob-
servation and present our results in as general setting as possible. Hence, we will
often replace Kl(T ) with an arbitrary category K and work in the context of endo-
morphisms of K bearing in mind our prototypical example of K = Kl(T ).
2.4. Order enriched categories. In this paper we work with standard 2-category
and enriched category notions. However, since the only type of enrichment we
consider is (several types of) order enrichment, we recall basic definitions only from
the point of view of the structures we are interested in. The reader is referred to
e.g. [16, 17] for a more general perspective. A category is order enriched if it is
Pos-enriched, where Pos denotes the category of all posets and monotonic maps
between them. In other words, a category is order enriched if each hom-set is a
poset with the order preserved by the composition. A functor between two order
enriched categories is locally monotonic if it preserves the order.
We will be often interested in stronger types of enrichment: Sup, ωCpo-, DCpo-,
ωCpo∨- and DCpo∨-enrichment. Here, Sup denotes the category of posets which ad-
mit arbitrary suprema as objects and maps that preserve suprema as morphisms.
The category ωCpo consists of partially ordered sets that admit suprema of as-
cending ω-chains as objects and maps that preserve them as morphisms. DCpo is
the category of posets that admit suprema of arbitrary directed sets and Scott-
continuous maps. Any DCpo-enriched category is also ωCpo-enriched. Finally,
ωCpo∨ and DCpo∨ are full subcategories of ωCpo and DCpo respectively whose
objects admit binary joins. Note that all of these five categories are enriched over
themselves.
The order enrichment in a ωCpo∨- or a DCpo∨-enriched category only guarantees
that for any morphisms with suitable domain and codomain we have:
f ◦ h ∨ g ◦ h ≤ (f ∨ g) ◦ h and h ◦ f ∨ h ◦ g ≤ h ◦ (f ∨ g).
If the first (the second) inequality becomes an equality then we say that the given
category is right (resp. left) distributive.
A functor-like assignment π from a category D to an order enriched category K
is called lax functor if:
• idπD ≤ π(idD) for any object D ∈ D,
• π(d1) ◦ π(d2) ≤ π(d1 ◦ d2) for any two composable morphisms d1, d2 ∈ D.
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Let π, π′ : D → K be two lax functors. A family f = {fD : πD → π
′D}D∈D of
morphisms in K is called lax natural transformation if for any d : D → D′ in D we
have fD′ ◦π(d) ≥ π
′(d) ◦ fD. Oplax functors and oplax transformations are defined
by reversing the order in the above. Note that in the more general 2-categorical
setting an (op)lax functor and an (op)lax natural transformation are assumed to
additionally satisfy extra coherence conditions [17]. In our setting of order enriched
categories these conditions are vacuously true, hence we do not list them here.
Let K and K′ be two order enriched categories. Given two locally monotonic
functors F : K → K′ and U : K′ → K a 2-adjunction is a family of isomorphisms
of posets {φX,Y : K
′(FX, Y ) ∼= K(X,UY )}X∈K,Y∈K′ natural in X and Y . In this
case F and U are called left- and right 2-adjoint respectively. Finally, a locally
monotonic faithful functor F : K→ K′ is said to be locally reflective provided that
for any objects X,Y ∈ K the restriction FX,Y : K(X,Y )→ K
′(FX,FY ) is a functor
between posets K(X,Y ) and K′(FX,FY ) viewed as categories which additionally
admits a left adjoint. In this case the order enriched category K is called locally
reflective subcategory of K′.
The Kleisli category for monads considered in the previous subsection is order
enriched with the order on hom-sets imposed by a natural pointwise order on TY ,
whose definition and properties are summarized in the table below. Since whenever
Σ = ∅ we have F[0,∞] ∼= F[0,∞](Στ × Id) the monad F[0,∞] is not mentioned below
explicitly. For f, g : X → TY in Kl(T ) for a suitable monad we have:
Monads f ≤ g if and only if DCpo∨-
enr.
left
dist.
right
dist.
Ref.
Q(−) ∀x ∈ X , ∀y ∈ Y
f(x)(y) ≤ g(x)(y),
  
2
F[0,∞](Στ× Id) ∀x ∈ X, y ∈ Y, σ ∈ Στ
f(x)(σ, y) ≤ g(x)(σ, y),
 × × [10,
23, 5]
F ∀x ∈ X, f(x) ⊇ g(x)    [9, 30]
2.5. Coalgebras and functional simulations. Assume that a monad (T, µ, η) on
C gives rise to an order-enriched category Kl(T ). By CT,≤ we denote the category
whose objects are exactly the objects from CT and whose morphisms are oplax
homomorphisms. A morphism f : X → Y in C is a oplax homomorphism between
T -coalgebras α : X → TX and β : Y → TY if:
X
α

f //
≤
Y
β

TX
Tf
// TY
The inequality in the above diagram can be restated in terms of the composition
in Kl(T ) by f ♯ ◦ α ≤ β ◦ f ♯.
2Any quantale valued monad Q(−) (hence, also the LTS monad P(Στ ×M × Id)) yields a Sup-
enriched Kleisli category Kl(Q(−)) ∼= Mat(Q) [27].
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Coalgebras with morphisms satisfying a similar condition were studied in e.g.
[12] in the context of forward simulations. However, in loc. cit. these morphisms
are taken from the Kleisli category not the base category.
These morphisms can be intuitively understood as functional morphisms preserv-
ing (and not necessarily reflecting) transitions. In the case of labelled transition
systems, the category SetP(Στ×Id),≤ has all LTS as objects and as morphisms maps
between the carriers satisfying the following implication:
x
a
→α x
′ =⇒ f(x)
a
→β f(x
′) for any a ∈ Στ .
Since, as mentioned before, we treat coalgebras with silent moves as endomor-
phisms in suitable Kleisli categories it is natural to replace CT,≤ with its endo-
morphism generalization. Let J be a subcategory of K with all objects from K.
We define End≤J (K) to be the category of all endomorphisms of K as objects whose
morphisms are given as follows. An arrow f : X → Y in J is a morphism between
α : X → X and β : Y → Y in End≤J (K) whenever f ◦α ≤ β ◦f . Whenever J = K we
drop the subscript and write End≤(K) instead of End≤K (K). The category End
≤
J (K)
is order enriched with the order on hom-sets directly imposed by the order from K.
Example 2.1. If J = C, K = Kl(T ) then End≤J (K) = CT,≤.
The category End≤J (K), and therefore also CT,≤, is a basic ingredient for defining
coalgebraic weak bisimilarity. This fact will be justified in the subsection below.
2.6. Coalgebraic (weak) bisimulation and saturation. The notions of strong
bisimulation have been well captured coalgebraically [28, 35]. In this paper, we
consider Staton’s kernel bisimulation [35] and instantiate it on single systems only.
For a coalgebra α : X → TX a relation R ⇒ X (i.e. a jointly monic span) in
C is kernel bisimulation (or simply bisimulation) on α provided that it is a kernel
pair of a coalgebraic homomorphism whose domain is α. In other words, if there is
β : Y → TY and an arrow f : X → Y ∈ C such that Tf ◦α = β◦f for which R⇒ X
is the kernel pair. Since this identity can be restated in terms of the composition
in Kl(T ) as f ♯ ◦ α = β ◦ f ♯, we can generalize the definition of bisimulation to the
setting of endomorphisms as follows. We say that a relation on X in J is (strong)
bisimulation on an endomorphism α : X → X ∈ K if it is a kernel pair of an arrow
f : X → Y ∈ J for which there is β : Y → Y ∈ K satisfying f ◦ α = β ◦ f . If we
take K = Kl(T ) and J = C then Staton’s kernel bisimulation and endomorphism
bisimulation coincide.
In [5] we presented a common framework for defining weak bisimulation for
coalgebras with internal moves which encompasses several well known instances of
this notion for systems among which we find labelled transition systems and fully
probabilistic systems. We will now show the basic components of this setting.
As above, we work in the context of endomorphisms of a category K. However,
we additionally assume the following:
• K is small,
• K is ωCpo∨-enriched.
Remark 2.2. The assumption about smallness is crucial in the construction of a
supercategory K̂ of K which is ωCpo∨- enriched and, additionally, left distributive3.
3See Subsection 4.1.1 for a detailed description of this construction in the context of DCpo∨-
enrichment.
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These properties guarantee that, although K does not always admit saturation, the
new category does. However, although, the category K = Kl(T ) is ωCpo∨-enriched
for all examples of monads considered in this paper, it is never small. Hence,
seemingly this assumption renders the setting useless in our context. As noted in
[5, Rem. 3.2], there are two potential solutions to the problem. The first solution
is to rewrite the whole theory so that not necessarily locally small categories would
fit it. Indeed, if the assumption about K being small is dropped then the hom-
objects of K̂ can form proper partially ordered classes. Although the hom-objects
of K̂ would exhibit a ωCpo∨-like enrichment, formally, this category would not be
ωCpo∨-enriched. The second solution is to take K to be a suitable full subcategory
of Kl(T ). For instance, if we focus on a Set-based monad T and T -coalgebras whose
carrier is of cardinality below κ then we can put K to be the full subcategory of
Kl(T ) consisting of exactly one set of cardinality λ for every λ < κ. For κ = ω this
category is dual to the Lawvere theory for T (e.g. [14]). For the sake of brevity and
clarity of the paper we adopt the second solution. Once the conditions to define
weak bisimulation are established we will implicitly drop the assumption about
smallness of K.
Definition 2.3. [5] We say that a relation R ⇒ X in J is weak bisimulation on
an endomorphism α : X → X in K if it is a kernel pair of a weak behavioural
morphism on α.
In order to complete the above definition we have to present the concept of a
weak behavioural morphism. We say that an arrow f : X → Y in J is weak
behavioural morphism on α : X → X ∈ K provided that there is an endomorphism
β : Y → Y ∈ K such that:
Θ(f̂ ◦ α̂∗) = Θ(β̂ ◦ f̂).(2.1)
There are several new symbols in the above equation that require an explanation.
First of all, (̂−) : K→ K̂ is a locally reflective embedding of K into a left distributive
ωCpo∨-enriched category K̂. In [5] we show that such an embedding always exists
for K. Secondly, (−)∗ : End≤(K̂)→ End≤∗(K̂) arises as the left adjoint in:
End≤(K̂)
(−)∗
++
⊥ End≤∗(K̂),
ii
(2.2)
where the right adjoint is the inclusion functor from the full subcategory End≤∗(K̂)
of End≤(K̂) whose objects are endomorphisms α additionally satisfying id ≤ α and
α ◦ α ≤ α. The adjunction (2.2), we refer to as coalgebraic saturation, always
exists whenever K̂ is left distributive and ωCpo∨-enriched [5, Th. 3.12]. Its left
adjoint maps α̂ : X̂ → X̂ in K̂ to an endomorphism α̂∗ : X̂ → X̂ ∈ K̂ given by
α̂∗ =
∨
n∈N(id ∨ α̂)
n. The endomorphism α̂∗ is the least arrow satisfying α̂ ≤ α̂∗,
id ≤ α̂∗ and α̂∗ ◦ α̂∗ ≤ α̂∗.
The final ingredient in (2.1) that requires an explanation is Θ. Recall that
(̂−) : K → K̂ is locally reflective. This means that for any objects X,Y ∈ K the
order preserving assignment (̂−) : K(X,Y )→ K̂(X̂, Ŷ ) admits a left adjoint. Here,
it is denoted by ΘX,Y : K̂(X̂, Ŷ )→ K(X,Y ) or simply by Θ if the subscript objects
can be deduced from the context.
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Weak behavioural morphisms can be characterized as follows. A given arrow
f : X → Y in J is a weak behavioural morphism on α : X → X ∈ K if and only if
there exists β : Y → Y such that:
α∗f = β ◦ f,(2.3)
where α∗f = µx.(f ∨ x ◦α) is the least fixed point of x 7→ f ∨ x ◦α [5]. We will now
instantiate this setting on two most prominent examples from loc. cit.
2.6.1. LTS weak bisimulation. As mentioned before, the Kleisli category for the
LTS monad P(Στ × Id) is Sup-enriched. As a consequence (see [5, Th. 3.20]):
α∗f = f ◦ α
∗,
for any labelled transition system α : X → P(Στ×X) and an arrow f whose domain
is X with the composition computed in Kl(P(Στ ×Id)). Hence, the equation (2.3)
stated in terms of commutativity of a diagram in Set becomes:
X
α∗

f // Y
β

P(Στ ×X)
P(Στ×f)
// P(Στ × Y )
for α : X → P(Στ ×X), β : Y → P(Στ × Y ) and f : X → Y , where the transitions
of α∗ are given as follows:
x
τ
→α∗ x
′ ⇐⇒ x(
τ
→α)
∗x′,
x
a
→α∗ x
′ ⇐⇒ x(
τ
→α)
∗◦
a
→α ◦(
τ
→α)
∗x′ for a ∈ Σ.
In the above, S∗ denotes the reflexive and transitive closure of a binary relation S.
An equivalence relation R on X is a weak bisimulation on α provided that whenever
(x, y) ∈ R we have [4, 5]:
x
σ
→α∗ x
′ =⇒ y
σ
→α∗ y
′ and (x′, y′) ∈ R, for any σ ∈ Στ .
This coincides with the classical notion of labelled transistion systems weak bisim-
ulation [24, 29].
2.6.2. Fully probabilistic systems weak bisimulation. The monad F[0,∞](Στ × Id),
unlike the LTS monad, does not yield a Kleisli category which is Sup-enriched,
or even left distributive. Hence, we cannot simplify (2.3) as we did for labelled
transition systems. An equivalence relation R on a set X is a weak bisimulation on
a system α : X → F[0,∞](Στ × X) if and only if the following is satisfied for any
pair (x, x′) ∈ R [5]:
α∗R(x)(σ,C) = α
∗
R(x
′)(σ,C) for any σ ∈ Στ and any abstract class C of R,
where α∗R : X → F[0,∞](Στ ×X/R) is the least solution to:
α∗R(x)(τ, C) = f
♯(x)(τ, C) ∨
∑
z∈X
α(x)(τ, z) · α∗R(z)(τ, C),
α∗R(x)(a, C) = f
♯(x)(a, C) ∨
∑
z∈X
α(x)(τ, z) · α∗R(z)(a, C) + α(x)(a, z) · α
∗
R(z)(τ, C).
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In the above, f : X → X/R;x 7→ x/R. Whenever α : X → F[0,∞](Στ ×X) satisfies∑
(σ,y) α(x)(σ, y) = 1 for any x ∈ X then the above equations reduce to:
α∗R(x)(τ, C) =
{
1 if x ∈ C,∑
z∈X α(x)(τ, z) · α
∗
R(z)(τ, C) otherwise,
α∗R(x)(a, C) =
∑
z∈X
α(x)(τ, z) · α∗R(z)(a, C) + α(x)(a, z) · α
∗
R(z)(τ, C).
These are exactly the equations considered in [1] to define weak bisimulation for
fully probabilistic systems. Hence, our coalgebraic notion of weak bisimulation and
Baier and Hermanns’ weak bisimulation [1] coincide.
2.7. Relational presheaves. Lax functors D → Rel ∼= Kl(P), known under the
name of relational presheaves, have been studied in e.g. [25, 33]. The motivation
for our paper stems from [33], where Sobocin´ski shows that several examples of
systems, among which we find labelled transition systems, tile systems [8] and
reactive systems [15] can be modelled as relational presheaves. It is worth noting
that the latter two examples are given in terms of relational presheaves whose
domain category is not necessarily a one-object category. We refer a curious reader
to [33]. Here, we only recall the idea proposed by Sobocin´ski to represent labelled
transition systems as relational presheaves and encode their saturation in terms of
an adjunction.
Any labelled transition system α : X → P(Στ × X) can be viewed as a lax
functor α : (Στ )
∗ → Kl(P) given by [33]:
α(ε)(x) = {x}, α(σ)(x) = {x′ | (a, x′) ∈ α(x)} for σ ∈ Στ ,
α(σ1σ2 . . . σn) = α(σ1) ◦ α(σ2) ◦ . . . ◦ α(σn) for σi ∈ Στ .
Let [(Στ )
∗,Kl(P)] and [Σ∗,Kl(P)] denote the categories of relational presheaves on
monoid categories Σ∗τ and Σ
∗ respectively as objects and oplax transformations as
morphisms. In this case, labelled transition systems saturation is [33]:
[Σ∗τ ,Kl(P)]
))
⊥ [Σ∗,Kl(P)].
[p,Kl(P)]
ii
(2.4)
The right adjoint is the change-of-base functor:
[p,Kl(P)] : [Σ∗,Kl(P)]→ [(Στ )
∗,Kl(P)];π 7→ π ◦ p,
where p : (Στ )
∗ → Σ∗ removes all occurences of the letter τ in words from (Στ )
∗.
This very nice observation has some limitation. First of all, although labelled
transition systems X → P(M×X) with a monoid structure on labels can be seen as
relational presheaves M → Kl(P) [33], it is not instantly clear how to express their
saturation in terms of an adjunction as above. Secondly, although, the choice of
p : (Στ )
∗ → Σ∗ is, to some extent, natural, it does not allow us to see the canonicity
in the notion of LTS saturation we see in our approach [4] (i.e. as a reflexive and
transitive closure). In our opinion, it is only when we encode the label structure
inside a monad (cf. Subsection 2.3) and generalize the theory we see the whole
picture in which the main role is played by adjunctions similar to (2.4). Moreover,
the new theory becomes consistent with our previous work on weak bisimulation
[5, 4, 3].
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3. Lax functors
The purpose of this section is to give the definition of a lax functor category and
study its properties in the coalgebraic context generalizing the notion of a relational
presheaf. At first, we show that many objects known in mathematics and computer
science may be modelled as certain lax functors. Our results generalize both [5] and
[33] where one can find an extensive list of other examples we do not discuss in this
paper. Secondly, in Subsection 3.2 we study the change-of-base functor between
categories of lax functors and its left adjoint. The adjunction forms foundation to
the concept of saturation used in the next section to define weak bisimulation for
lax functors.
Throughout this section we assume that:
• D is a small category,
• K is an order enriched category,
• J is a subcategory of K with all objects from K.
Our prototypical example for J and K are C and Kl(T ) respectively, for a monad T
on C. Let [D,K]J be the category whose objects are lax functors from D to K and
whose morphisms are oplax transformations with components from J . Whenever
J = K we will often drop the superscript and write [D,K] instead of [D,K]K.
The category [D,K]J is order enriched with the order on hom-sets given as follows.
For π, π′ ∈ [D,K]J and two oplax transformations f, f ′ : π → π′ we define:
f ≤ f ′ ⇐⇒ fD ≤ f
′
D in K for any D ∈ D.
3.1. Examples and their properties. We will now describe several examples
of the category [D,K]J focusing on D being a monoid category (i.e. a one-object
category). In this case, a monoid M = (M, ·, 1) will be often associated with the
one-object category it induces. The only object of the category M will be denoted
by ∗ and the composition ◦ of morphisms m1,m2 : ∗ → ∗ for m1,m2 ∈ M given
by: m1 ◦m2 = m1 ·m2.
The first two examples of lax functor categories we consider are categories for
which the monoid M in [M,K]J is given by:
• the monoid N = (N,+, 0) of natural numbers with ordinary addition,
• the one-element monoid 1 = ({0},+, 0).
As will be seen in Section 4, these two examples play a fundamental role in coalge-
braic weak bisimulation.
3.1.1. The category [N,K]J . The purpose of this subsection is to describe the cat-
egory [N,K]J and show the relation between it and the category End≤J (K). We will
show that, intuitively, the objects of the category [N,K]J can be understood as
(approximations of) iteration of endomorphisms. Indeed, the monoid N plays the
role of a discrete time domain as a lax functor in [N,K]J assigns to a given natural
number n an approximation of n-th power of the given endomorphism. Although,
below we present only one example of this category, it should be noted here that by
Corollary 3.6 all coalgebras with internal moves can be seen as lax functors whose
domain is N. Apart from labelled transition systems, fully probabilistic systems
and filter coalgebras defined in this paper, the reader is referred to e.g. [5] for a
long list of other examples of such coalgebras.
For a lax functor π ∈ [N,K]J define πn = π(n) : π(∗)→ π(∗). Note that any π in
[N,K]J is determined by its sequence (πn)n∈N and any transformation f : π → π
′
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between π and π′ in [N,K]J is determined by the component
f∗ : π(∗)→ π
′(∗)
in J . Therefore, for the sake of simplicity of notation, lax functors in [N,K]J will
be considered as sequences of endomorphisms of K with a common carrier, and
morphisms between lax functors as morphisms between the given carriers in J .
The following three propositions are straightforward to verify and, hence, are
left without proofs.
Proposition 3.1. A sequence π = (πn)n∈N of endomorphisms in K with a common
carrier is an object of [N,K]J if and only if the following conditions are satisfied:
id ≤ π0,(3.1)
πm ◦ πn ≤ πm+n for any m,n ∈ N.(3.2)
Example 3.2 (Labelled transtion systems). Whenever J = C and K = Kl(T ) for
a monad T on C then the lax functors of [N,K]J = [N,Kl(T )]C are sequences of
T -coalgebras. Let T = PΣ,M . A sequence (πn : X → P(Στ ×M × X))n∈N of
labelled transition systems is an object of this category if and only if it satisfies:
x
(τ,1)
→ π0 x
x
(σ,k)
→ πm x
′ x′
(τ,l)
→ πn x
′′
x
(σ,k·l)
→ πn+m x
′′
x
(τ,k)
→ πm x
′ x′
(σ,l)
→ πn x
′′
x
(σ,k·l)
→ πn+m x
′′
Proposition 3.3. Given two lax functors π, π′ in [N,K]J an arrow f : π(∗)→ π′(∗)
in J is a morphism between π and π′ in [N,K]J if and only if the following condition
holds for all n ∈ N:
π(∗)
f //
πn

≤
π′(∗)
π′n

π(∗)
f
// π′(∗)
For any endomorphism α : X → X ∈ K define the sequence α = (αn) ∈ [N,K]
J
by αn = α
n. For f : X → Y in J which is a morphism between endomorphisms
α : X → X and β : Y → Y in End≤J (K) put f = f . Clearly, the assignment
(−) : End≤J (K)→ [N,K]
J is functorial. Moreover, we have the following.
Proposition 3.4. The functor (−) is a full and faithful embedding of the category
End
≤
J (K) into [N,K]
J which preserves the order.
Now, consider the functor (−)1 : [N,K]
J → End≤J (K) which assigns to any lax
functor π = (πn)n∈N the endomorphism π1 and any morphism f : π → π
′ in [N,K]J
is assigned to itself. It is clear that this functor preserves the order. Note that the
composition of (−) and (−)1 is the identity functor on End
≤
J (K).
Proposition 3.5. We have the following 2-adjunction:
End
≤
J (K)
(−)
))
⊥ [N,K]J
(−)1
hh
.
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Proof. The statement follows directly by the fact that for any α : X → X in K
and any lax functor π we have End≤J (K)(α, π1) = [N,K]
J(α, π). It is clear that
End
≤
J (K)(α, π1) ⊇ [N,K]
J(α, π). To see that the opposite inclusion holds take f :
X → Y between α : X → X and π1 : Y → Y in End
≤
J (K). This means that
f ◦ α ≤ π1 ◦ f . Inductively, we prove f ◦ α
n ≤ πn1 ◦ f . Since for a lax functor
π ∈ [N,K]J we have πn1 ≤ πn, we directly get that f ◦α
n ≤ πn ◦ f . This proves the
assertion. 
As a direct corollary of the above we have:
Corollary 3.6. For any monad T on C whose Kleisli category is order enriched
we have the following 2-adjunction:
CT,≤
(−)
))
⊥ [N,Kl(T )]C
(−)1
hh
.
3.1.2. The category [1,K]J . Any lax functor π in [1,K]J is determined by the un-
derlying endomorphism π(0) : π(∗) → π(∗) and any oplax transformation is a
morphism in J between the carriers of the underlying endomorphisms. Hence, we
will identify lax functors and transformations in [1,K]J with their endomorphisms
and carrier arrows respectively.
Proposition 3.7. An endomorphism π in K is a lax functor in [1,K]J if and only
if it satisfies the following:
id ≤ π and π ◦ π ≤ π.
An arrow f in J is a transformation between lax functors π and π′ in [1,K]J if and
only if f ◦ π ≤ π′ ◦ f . Hence, [1,K]J is isomorphic to End≤∗J (K).
The above result states that objects of [1,K]J are exactly reflexive and transitive
endomorphisms with morphisms being oplax transformations from J . Another way
of looking at the category [1,K]J is via the following coincidence. There is a one-to-
one correspondence between lax functors 1→ K and monads in K for an arbitrary
2-category K [17, 18]. Here, whenever K is order enriched, the monad unit and the
monad multiplication are 2-cells 1 ≤ π and π ◦ π ≤ π respectively.
By Proposition 3.7 the category [1,K]J ∼= End
≤,∗
J (K) lies at the heart of coalge-
braic bisimulation and saturation recalled in Subsection 2.6. Below we give some
examples important from the point of view of coalgebras with internal moves. Note
that none of the examples below is connected to fully probabilistic systems. We
decide not to include them here, as fully probabilistic system saturation is carried
out in a different category (cf. Subsection 2.6.2).
Example 3.8 (Reflexive and transitive coalgebras). We will now describe objects
of [1,Kl(T )]C for three examples of Set-based monads T :
(1) P : since Kl(P) ∼= Rel, a relation on a given set is a member of the category
[1,Kl(P)]Set if and only if it is reflexive and transitive, i.e. it is a preorder.
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(2) PΣ,M : a coalgebra α : X → P(Στ ×M ×X) is an object of this category
if and only if satisfies
x
(τ,1)
→ α x
x
(a,k)
→ α x
′ & x′
(τ,l)
→ α x
′′
x
(a,k·l)
→ α x
′′
x
(τ,k)
→ α x
′ & x′
(a,l)
→ α x
′′
x
(a,k·l)
→ α x
′′
In the case of M = 1 these rules are reduced to the rules (1.1).
(3) F : this category is isomorphic to the category Top of topological spaces
and continuous maps [9, 36].
3.1.3. Coalgebra flows. The category [N,Kl(T )]C can be thought of as a category
whose objects represent a single T -coalgebra and its (approximations of) finite
iteration. In this case, the monoid N plays the role of a discrete time domain.
We can easily replace N with an arbitrary monoid M = (M, ·, 1) and generalize
Proposition 3.1 and 3.3. From now on, we associate any lax functor π ∈ [M,K]J
with a family π = {πm : X → X}m∈M of endomorphisms with a common carrier
X = π(∗) which additionally satisfies:
idX ≤ π1 and πm ◦ πn ≤ πm·n.(3.3)
An arrow f : X → Y in J is a morphism in [M,K]J between two lax functors
π = {πm : X → X}m∈M and π
′ = {π′m : Y → Y }m∈M provided that
f ◦ πm ≤ π
′
m ◦ f for any m ∈M.
We call [M,K]J the category of M -flows on K. We will focus on three interesting
examples of coalgebra flow categories for M = [0,∞), N× [0,∞) and [0,∞].
Example 3.9 (Approach spaces). For certain types of a Set-based monad T and
unital quantale Q, the category [Q,Kl(T )]Set is of interest from the point of view of
generalized topology [36, 30]. The most prominent example is for Q put to be the
quantale of non-negative real numbers with infinity [0,∞] = ([0,∞],+, 0,≤) and T
taken to be the filter monad F . In this case, the full subcategory of [[0,∞],Kl(F)]Set
whose objects additionally satisfy:
α∨A =
∧
r∈A
αar for any A ⊆ [0,∞],
is called the category of approach spaces [21, 30] and is known to naturally extend
the categories Top and Met (the category of metric spaces and non-expansive maps)
[21, 36].
Example 3.10 (Semantics of timed processes). Timed processes have been defined
and studied in [37, 19]. We refer a curious reader to loc. cit. for an explicit definition
of timed calculus, which we will not recall here, but only focus on its semantics.
Let X denote the set of all timed processes. The semantics of timed calculus is
given by a labelled transition system X → P([Στ ∪ (0,∞)]×X) whose transitions
will be denoted by →. This system can be viewed as a coalgebra
α : X → P(Στ × [0,∞)×X)
given by: α(x) = {(a, 0, x′) | x
a
→ x′, a ∈ Στ} ∪ {(τ, r, x
′) | x
r
→ x′, r ∈ (0,∞)}. The
main purpose for the change of the type functor is to put the original system into
the setting of coalgebras whose type is a monad. Indeed, since [0,∞) with ordinary
addition is a monoid, the functor P(Στ × [0,∞) × Id) = P
Σ,[0,∞) is a monad
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as in Subsection 2.2.2. Hence, by Corollary 3.6 we can consider α = (αn)n∈N, a
member of the category [N,Kl(PΣ,[0,∞))]Set. The following observation will allow
us to slightly change the perspective on these systems.
Theorem 3.11. For any monoids M and M ′ we have:
[M ′,Kl(PΣ,M )]Set ∼= [M ′ ×M,Kl(PΣ,1)]Set.
Proof. Follows easily by the sequence of bijective correspondences below:
M ′ → P(Στ ×M ×X)
X
X ×M ′ → P(Στ ×M ×X)
X ×M ′ → P(Στ ×X)
M
X ×M ′ ×M → P(Στ ×X)
M ′ ×M → P(Στ ×X)
X

In particular, this means that [N,Kl(PΣ,[0,∞))]Set ∼= [N× [0,∞),Kl(PΣ,1)]Set. Thus,
α can be viewed as a lax functor N × [0,∞) → Kl(P(Στ × Id)) which maps any
pair (n, t) ∈ N× [0,∞) to a coalgebra X → P(Στ ×X) given by:
x 7→ {(σ, x′) | x
(τ,t1)
→ α ◦ . . . ◦
(τ,tk−1)
→ α ◦
(σ,tk)
→ α ◦
(τ,tk+1)
→ α ◦ . . . ◦
(τ,tn)
→ α x
′},
where t1 + . . .+ tn = t. We will now derive two new coalgebras from α, namely α
∗
and αT , and discuss their properties. These two coalgebras will play a crucial role
in modelling different types of behavioural equivalences on α (see Example 4.8 for
details).
Define α∗ : X → P(Στ × [0,∞)×X) whose transitions are:
x
(τ,t)
→ α∗ x
′ iff x
(τ,t1)
→ α ◦ . . . ◦
(τ,tn)
→ α x
′ for t =
n∑
i=1
ti,
x
(a,t)
→ α∗ x
′ iff x
(τ,t1)
→ α∗ x
′′ (a,t2)→ α x
′′′ (τ,t3)→ α∗ x
′ for a ∈ Σ and t = t1 + t2 + t3.
The coalgebra α∗, viewed as an endomorphism in Kl(PΣ,[0,∞)), is an object of
[1,Kl(PΣ,[0,∞))]Set. However, since by Theorem 3.11 we have
[1,Kl(PΣ,[0,∞))]Set ∼= [[0,∞),Kl(PΣ,1)]Set,
we can also view α∗ as a lax functor [0,∞) → Kl(P(Στ × Id)). It maps any
t ∈ [0,∞) to the coalgebra
X → P(Στ ×X);x 7→ {(σ, x
′) | (σ, t, x′) ∈ α∗(x)}.
Finally, let αT : X → P(Στ×X) be the labelled transition system whose transitions
are defined by:
x
σ
→αT x
′ ⇐⇒ x
(σ,t)
→ α∗ x
′ for some t ∈ [0,∞).
A straight forward verification proves that αT is an object in [1,Kl(P(Στ×Id))]
Set.
As mentioned before, Example 4.8 will complete the whole picture on timed
processes semantics. We will show that whenever we consider α as a lax functor
N→ Kl(PΣ,[0,∞)), weak bisimulation on α is the so-called weak timed bisimulation.
However, if α is viewed as a lax functor N× [0,∞)→ Kl(P(Στ ×Id)) then its weak
bisimulation becomes weak time-abstract bisimulation [19].
18 T. BRENGOS
Example 3.12 (Transition of a continuous time Markov chain). The purpose of
this example is to show that the transition matrix of a continuous time Markov
chain, or CTMC in short, may be viewed as a lax functor [0,∞) → Kl(F[0,∞]).
Here, we only recall some notions from Markov chain theory. The reader is referred
to e.g. [26] for basic definitions and properties.
Let (Xt)t≥0 be a CTMC. We call the chain (Xt)t≥0 homogeneous whenever
P(Xt = j | Xs = i) = P(Xt−s = j | X0 = i). Any homogeneous CTMC (Xt)t≥0
on an at most countable state space S gives rise to its transition matrix, i.e. a
family {P (t) : S2 → [0, 1]}t≥0 whose ij-th entry pij(t) = P (t)(i, j) describes the
conditional transition probabilities :
pij(t) = P(Xt = j | X0 = i).
The transition matrix satisfies P (0) = I and P (t+ s) = P (t) · P (s), where I is the
identity matrix and · is the matrix multiplication. The transition matrix {P (t)}t≥0
yields an assignment π : [0,∞)→ Kl(F[0,∞]) given for any t ∈ [0,∞) by:
π(∗) = S, πt : S → F[0,∞]S;πt(i)(j) = pij(t).
The assignment π = (πt)t∈[0,∞) is a strict functor [0,∞)→ Kl(F[0,∞]) and, hence,
is a member of [[0,∞),Kl(F[0,∞])]
Set and will be referred to as a transition functor
of the homogeneous chain (Xt)t≥0. We elaborate more on transition functors and
their weak bisimulation in Example 4.10.
3.2. Change-of-base functor and its left adjoint. Before we state the defini-
tion of weak bisimulation on lax functors we need one technical result regarding
the change-of-base functor and existence of its left adjoint.
Any functor p : D→ E between small categories D and E yields a functor
[p,K]J : [E,K]J → [D,K]J
defined as follows. For any π ∈ [E,K]J put [p,K]J(π) = π ◦ p and for any oplax
transformation f = {fE}E∈E between π and π
′ in [E,K]J the D-component of
[p,K]J(f) : π ◦ p→ π′ ◦ p is given by fpD = π(pD)→ π
′(pD). In other words:
[p,K]J(f)D = fpD.
It is easy to check that [p,K]J is locally monotonic.
3.2.1. The general case. In this paragraph we assume the following:
• p : D→ E is a functor between small categories,
• J and K have all small coproducts and the inclusion functor J →֒ K pre-
serves them,
• K is Sup-enriched (i.e. K is a quantaloid [27]),
• all suprema in hom-sets of K are preserved by arbitrary cotupling, i.e.
[{
∨
ij
fij}j] =
∨
j,ij
[{fij}j ].
Example 3.13. The above assumptions are true for K = Kl(Q(−)) for an arbitrary
quantale Q and J = Set or J = K. Hence, in particular, for K = Kl(PΣ,M ).
Theorem 3.14. The functor [p,K]J : [E,K]J → [D,K]J admits a left 2-adjoint Σp.
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Proof. The proof of this theorem is divided into two parts. In the first part we
present an assignment Σp and show it is a well defined functor between suitable
categories. In the last part we show that Σp is a left 2-adjoint to the functor
[p,K]J : [E,K]J → [D,K]J .
Part 1. For any two objects X,Y in K let ⊥X,Y denote the least element in the
poset K(X,Y ). We will often drop the subscript and write ⊥ instead. For any
π ∈ [D,K]J define an assignment Σp(π) from the category E to K on an object
E ∈ E and a morphism e : E1 → E2 ∈ E by:
Σp(π)(E) =
∑
D:pD=E
πD and Σp(π)(e) =
∨
d:pd=e
πd,
where πd : Σp(π)(E1) → Σp(π)(E2) is given as follows. Let d : D1 → D2 and
pD1 = E1, pD2 = E2. We define the morphism πd via cotupling in K by:
πd = [{δD}D:pD=E1 ], where
δD =
{
inπD2 ◦ πd : πD1 →
∑
D′:pD′=E2
πD′ if D = D1,
⊥ : πD →
∑
D′:pD′=E2
πD′ otherwise.
We will now show that for any π ∈ [D,K]J the assignment Σp(π) : E → K is a
lax functor. Indeed, take idE : E → E in E. We have: Σp(π)(idE) =
∨
pd=idE
πd.
There can be two cases. If there is no D mapped onto E by the functor p then
Σp(π)(E) is the initial object in K. In this case the identity morphism on Σp(π)(E)
and the morphism Σp(π)(idE) are both equal to the least morphism ⊥. Now, for
any object D such that pD = E we have
• p(idD) = idE ,
• π(idD) ≥ idπD.
By the fact that cotupling preserves suprema we get
Σ(π)(idE) =
∨
d:pd=idE
πd ≥
∨
D:pD=E
π(idD) ≥
∨
D:pD=E
idπD = idΣp(π)(E).
Now take E1
e
→ E2
e′
→ E3 in E. We have:
Σp(π)(e
′ ◦ e) =
∨
d:pd=e′◦e
πd ≥
∨
pd1=e′,pd2=e and d1,d2 are composable
π(d1 ◦ d2) ≥
∨
pd1=e′,pd2=e and d1,d2 are composable
π(d1) ◦ π(d2)
⋄
=
∨
pd1=e′,pd2=e
π(d1) ◦ π(d2) =
∨
pd1=e′
π(d1) ◦
∨
pd2=e
π(d2) = Σp(π)(e
′) ◦ Σp(π)(e).
The equation marked with (⋄) requires some explanation. If d1 and d2 are com-
posable then π(d2) ◦ π(d1) = π(d2) ◦ π(d1). If they are not composable in D then
π(d2) ◦ π(d1) =⊥, so clearly this equation holds.
For any oplax transformation f : π → π′ between π, π′ in [D,K]J we put
Σp(f) : Σp(π)→ Σp(π
′) whose E-component is given by:
Σp(f)E =
∑
pD=E
πD
∑
D fD→
∑
pD=E
π′D.
Note that the E-component of Σp(f) comes from the base category J . This fol-
lows by our assumptions about the inclusion functor J →֒ K preserving all small
20 T. BRENGOS
coproducts and the fact that all components of f are arrows in J . It is clear that
Σp is functorial. This part of the proof is now completed.
Part 2. We will now prove that Σp is a left 2-adjoint to [p,K]
J . Here we should
note that the remaining part of the proof is almost the same as the proof of a
similar statement concerning relational persheaves [33]. For any π ∈ [D,K]J define
a transformation ηπ : π → [p,K]
J(Σp(π)) = Σp(π) ◦ p whose D-component is given
by the coprojection into the component of the coproduct indexed with D:
(ηπ)D : πD → Σp(π)(pD) =
∑
D′:pD′=pD
πD′; (ηπ)D = inπD.
We have the following:
(a) since J and K have all small coproducts and since J →֒ K preserves these
coproducts the D-component of ηπ comes from the underlying category J ;
(b) η is an oplax transformation between lax functors π and Σp(π) ◦ p in [D,K]
J .
To see this consider any d : D1 → D2 and note that:
πD1
≤πd

inpiD1 //
∑
D′:pD′=pD1
πD′
Σp(π)(pd)=
∨
d′:pd′=pd πd
′

πD2
inpiD2
//
∑
D′:pD′=pD2
πD′
(c) η is a natural transformation from the identity functor [D,K]J → [D,K]J to the
functor [p,K]J ◦ Σp.
We will check that η satisfies the universal property of units. Consider any trans-
formation f : π → T p(π′) = π′ ◦ p in [D,K]J for π′ ∈ [E,K]J . By the uni-
versal properties of the coproduct for any E ∈ E there is a unique morphism
gE :
∑
D:pD=E πD → π
′(E) in K for which the following diagram commutes:
πD
(ηpi)D=inpiD //
fD
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
∑
pD′=pD πD
′
gpD

✤
✤
✤
π′(pD)
By (a) we directly see that gE is a morphism in J . In order to complete the proof
we need to show that the family g = (gE)E∈E is a transformation from Σp(π) and
π′ in [E,K]J . We need to show that for any e : E → E′ in E we have:
Σp(π)(E)
≤Σp(π)(e)=
∨
d:pd=e πd

gE // π′(E)
π′(e)

Σp(π)(E
′) gE′
// π′(E′)
Clearly, it is enough if we focus on morphisms from E which are images of mor-
phisms from D under p. Indeed, if e is not of this form then the diagram above
lax commutes as Σp(π)(e) =⊥. By our assumptions about f and by (b) the front
square and the parallelogram on the back in the diagram below lax commute for
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arbitrary d : D → D′ in D. By the fact that cotupling preserves all suprema the
parallelogram on the right also lax commutes.∑
D′′:pD′′=pD πD
′′
gpD
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥ ∨
d:pd=e πd

πD
(ηpi)D=inpiD
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
πd

≤
fD
// π′(pD)
π′(e)

∑
D′′:pD′′=pD′ πD
′′
gpD′qqπD′
inpiD′
44❤❤❤❤❤❤❤❤❤❤❤
fD
// π′(pD′)
This completes the proof. 
The theorem above encompasses results presented in [25] (for J = Set and K =
Kl(P)) and [33] (for J = K = Kl(P)) and, in the light of Example 3.13, it may be
viewed as a generalization of these statements to Kl(Q(−))-valued lax functors.
3.2.2. The adjunction [D,K]⇄ [1,K]. The most important adjunction between lax
functor categories from the point of view of weak bisimulation is the adjunction
[D,K] ⇄ [1,K]. In this case, the restrictive assumptions from the previous para-
graph can be relaxed. Here, we assume that:
• J and K have arbitrary coproducts of families indexed by objects from D
and the inclusion functor J →֒ K preserves them,
• K is left distributive DCpo∨-enriched,
• cotupling preserves the order, i.e. if fi ≤ gi : Xi → Y for any i ∈ I with
|I| ≤ |D| then:
[fi] ≤ [gi].
In this paragraph we will prove that given the above conditions the change-of-
base functor [!,K]J : [1,K]J → [D,K]J admits a left 2-adjoint Σ!. However, before
we do this, we need to define some ingredients necessary to derive its formula.
Assume π ∈ [D,K]J is a lax functor and let d : D1 → D2 be a morphism in
D. We define an endomorphism π(d) :
∑
D∈D π(D) →
∑
D∈D π(D) in K given by
π(d) = [δD]D∈D, where
δD =
{
inπD2 ◦ π(d) : πD1 →
∑
D′∈D πD
′ if D = D1,
inπD : πD →
∑
D′∈D πD
′ otherwise.
Since cotupling preserves the order, we have id ≤ π(idD) for any D ∈ D. Note
that it is not necessary to assume K is left distributive DCpo∨-enriched in order to
construct π(d). This observation will be used in the next section, where we work
with π(d) even though K does not satisfy this property.
Finally, consider:
Π = {π(d1) ∨ . . . ∨ π(dk) | k ∈ {1, 2, . . .} and di is a morphism in D}.
We are now ready to define Σ!(π) :
∑
D∈D π(D)→
∑
D∈D π(D). We put:
Σ!(π) =
∨
l∈N
(
∨
Π)l,
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Note that:
id ≤ π(idD) ≤
∨
Π ≤ Σ!(π) for any D ∈ D,
Σ!(π) ◦ Σ!(π) =
∨
l∈N
(
∨
Π)l ◦
∨
l∈N
(
∨
Π)l =
∨
l1,l2∈N
(
∨
Π)l1+l2 = Σ!(π).
Hence, Σ!(π) is an object of [1,K]
J . Now, for any oplax transformation f : π → π′
in [D,K]J put Σ!(f) =
∑
D∈D fD.
Lemma 3.15. Σ! : [D,K]
J → [1,K]J is a locally monotonic functor.
Proof. In order to prove the statement it is enough to show that Σ!(f) is an oplax
transformation between Σ!(π) and Σ!(π
′) whenever f is an oplax transformation
between π and π′ in [D,K]J . Thus we have:
Σ!(f) ◦Σ!(π) = Σ!(f) ◦
∨
l∈N
(
∨
Π)l =
∨
l∈N
Σ!(f) ◦ (
∨
Π)l
†
≤
∨
l∈N
(
∨
Π′)l ◦ Σ!(f) = Σ!(π
′) ◦ Σ!(f).
The inequality marked with (†) follows by Σ!(f) ◦ (
∨
Π)l ≤ (
∨
Π′)l ◦ Σ!(f) which
is proved inductively. For l = 1 we have:
Σ!(f) ◦ (
∨
Π) =
∨
Σ!(f) ◦Π =∨
{Σ!(f) ◦ (π(d1) ∨ . . . ∨ π(dk)) | k ∈ {1, 2, . . .} and di is a morphism in D} =∨
{Σ!(f) ◦ π(d1) ∨ . . . ∨ Σ!(f) ◦ π(dk) | k ∈ {1, 2, . . .} and di ∈ D}
††
≤∨
{π′(d1) ◦ Σ!(f) ∨ . . . ∨ π′(dk) ◦ Σ!(f) | k ∈ {1, 2, . . .} and di ∈ D} ≤∨
{(π′(d1) ∨ . . . ∨ π′(dk)) ◦ Σ!(f) | k ∈ {1, 2, . . .} and di ∈ D} = (
∨
Π′) ◦ Σ!(f).
The inequality marked with (††) is true since for any morphism d : D1 → D2 in D
we have Σ!(f) ◦ π(d) ≤ π′(d) ◦Σ!(f). This is a consequence of the fact that f is an
oplax natural transformation between π and π′ and that the order is preserved by
cotupling. 
Theorem 3.16. The functor Σ! : [D,K]
J → [1,K]J is a left 2-adjoint to the change-
of-base functor [!,K] : [1,K]J → [D,K]J .
Proof. We will prove that for any lax functor π : D→ K and π′ : 1→ K the partially
ordered hom-sets [D,K]J(π, [!,K](π′)) and [1,K]J(Σ!(π), π
′) are isomorphic. Take
an oplax transformation f : π → [!,K](π′) = π′◦!. We have the following sequence
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of equivalent statements:
fD2 ◦ π(d) ≤ (π
′◦!)(d) ◦ fD1 = π
′ ◦ fD1 for any d : D1 → D2 ∈ D,(3.4)
[fD] ◦ π(d) ≤ π
′ ◦ [fD] for any d : D1 → D2 ∈ D,(3.5) ∨
[fD] ◦Π ≤ π
′ ◦ [fD],(3.6)
[fD] ◦
∨
Π ≤ π′ ◦ [fD],(3.7)
[fD] ◦ (
∨
Π)l ≤ π′ ◦ [fD] for any l ∈ N,(3.8) ∨
l∈N
[fD] ◦ (
∨
Π)l ≤ π′ ◦ [fD],(3.9)
[fD] ◦ Σ!(π) ≤ π
′ ◦ [fD].(3.10)
The implication (3.4) =⇒ (3.5) is a consequence of the fact that cotupling preserves
the order and id ≤ π′ (hence, fD ≤ π
′ ◦ fD for any D ∈ D). (3.5 ⇐⇒ 3.6) follows
by left distributivity of K. The implication (3.7) =⇒ (3.8) follows by induction
and π′ ◦ π′ ≤ π′. Therefore, the isomorphism between [D,K]J(π, [!,K](π′)) and
[1,K]J(Σ!(π), π
′) is given by f 7→ [fD]. It is natural in π and π
′ which ends the
proof. 
Theorem 3.17. We have:
Σ!(π) = µx.(id∑
D π(D)
∨
∨
d:D1→D2∈D
x ◦ π(d)).(3.11)
Proof. At first observe that the assignment
F : K(X,X)→ K(X,X);F (x) = idX ∨
∨
d∈D
x ◦ π(d)
is well defined for any morphism x ∈ K(X,X). Indeed,
∨
d∈D x ◦ π(d) exists since
it can be rewritten as
∨
x ◦Π = x ◦
∨
Π. Moreover, its least fixed point is given by∨
l∈N F
l(id). Additionally, we have:
(
∨
Π)l = F l(id) for any l ∈ N.
The above assertion is true for l = 1. Now, by induction, assume it holds for l and
consider:
(
∨
Π)l+1 = (
∨
Π)l ◦
∨
Π = F l(id) ◦ (
∨
Π) = id ∨ F l(id) ◦ (
∨
Π) =
id ∨
∨
F l(id) ◦Π = id ∨
∨
{F l(id) ◦ (π(d1) ∨ . . . ∨ π(dk)) | k ∈ {1, 2, . . .}, di ∈ D} =
id ∨
∨
{F l(id) ◦ π(d1) ∨ . . . ∨ F
l(id) ◦ π(dk) | k ∈ {1, 2, . . .}, di ∈ D} =
id ∨
∨
d∈D
F l(id) ◦ π(d) = F l+1(id).
This completes the proof, as Σ!(π) =
∨
l∈N(
∨
Π)l =
∨
l F
l(id). 
Theorem 3.18. If K is a left-distributive ωCpo∨-enriched category then the functor
[!,K]J : [1,K]J → [N,K]J admits a left 2-adjoint Σ!.
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Proof. The proof of this theorem is very similar to the proof of Theorem 3.16.
In this case, however, we have
∨
Π =
∨
n∈N
∨n
k=1 πk =
∨
n∈N πn for π ∈ [N,K].
Hence, the assumption of DCpo∨-enrichment can be naturally replaced with ωCpo∨-
enrichment, as only the suprema of ω-chains are considered and no cotupling is
used. 
4. Weak bisimulation
The primary purpose of this section is to introduce the notion of weak bisimula-
tion for lax functors. We believe that the lax functor weak bisimulation can serve
as an extension of coalgebra weak bisimulation in future applications. In order to
justify this statement we use an example of weak bisimulations of timed processes
and Markov chain transition functors (see Example 4.8 and 4.10 below for details).
In the second part of this section we revisit coalgebraic weak bisimulation from
Subsection 2.6 and argue that it is, in fact, a consequence of weak bisimulation for
lax functors.
4.1. Weak bisimulation for lax functors. Here, we assume the following:
• D is a small category,
• K is a small category4,
• J is a subcategory of K with all objects from K,
• K is DCpo∨-enriched5,
• K admits arbitrary coproducts of families indexed by objects of D with
D-indexed cotupling preserving the order.
The first step to define weak bisimulation for members of [D,K]J is to embed K
into a category which yields saturation (cf. Subsection 2.6).
4.1.1. Locally reflective embedding of K into a left distributive category. The main
goal of this subsection is to describe a supercategory of K which is DCpo∨-enriched
and, additionally, left distributive. This construction is entirely based on an idea
presented in [5, Sec. 3.1]. However, in loc. cit. it is carried out in the context
of a small ωCpo∨-enriched category K. Here, ωCpo∨-enrichment is replaced with
DCpo∨-enrichment. Nevertheless, all properties of this category are proved in the
same, straightforward, manner.
Consider the category K˜ = [K,DCpo∨] of lax functors K → DCpo∨ and oplax
transformations. For π, π′ ∈ [K,DCpo∨] and two oplax transformations f, g from π
to π′ define:
f ≤ g ⇐⇒ fX(x) ≤ gX(x) for any X ∈ K and x ∈ πX.
Since the order on hom-sets of K˜ is imposed by the component-wise order from K
binary joins are given by (f ∨ g)X : πX → π
′X ;x 7→ fX(x) ∨ gX(x). It is easy
to check that f ∨ g is an oplax transformation. Similarly, the suprema of directed
families of oplax transformations are component-wise suprema. A straightforward
verification proves that such suprema are oplax transformations. Since K is DCpo-
enriched, suprema of directed families are preserved by the composition in K˜. Hence,
K˜ is DCpo∨-enriched. Moreover, we have the following theorem.
4See Remark 2.2 on smallness of K.
5whenever D = N then all occurences of DCpo∨ in this subsection can be replaced with ωCpo∨
and all theorems remain true. See also Theorem 3.16 and 3.18 for comparison.
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Theorem 4.1. The category K˜ is right distributive DCpo∨-enriched. As a conse-
quence, K˜op is left distributive DCpo∨-enriched.
Proof. Right distributivity of K˜ follows from the fact that the order on and the
composition of oplax transformations is defined pointwise. 
For an object X ∈ K and a morphism f : X → X ′ ∈ K define X̂ = K(X,−) and
f̂ = K(f,−). Explicitly, the functor X̂ : K → DCpo∨ maps any Y ∈ K to K(X,Y )
and any g : Y → Y ′ is mapped onto X̂(g) : K(X,Y ) → K(X,Y ′);h 7→ g ◦ h.
Moreover, f̂ : X̂ ′ → X̂ is the natural transformation whose Y -component is:
f̂Y : K(X
′, Y )→ K(X,Y );h 7→ h ◦ f.
Put K̂ to be the full subcategory of K˜op consisting only of objects of the form X̂
for some X ∈ K. The assignment (̂−) is a locally monotonic functor (̂−) : K → K̂.
For any two objects X,Y ∈ K define Θ : K̂(X̂, Ŷ )→ K(X,Y ) by Θ(f) = fY (idY )
for f ∈ K̂(X̂, Ŷ ) = K˜(Ŷ , X̂).
Theorem 4.2. The assignment Θ is the left adjoint to the hom-object restriction
(̂−) : K(X,Y ) → K̂(X̂, Ŷ ) of (̂−) : K → K̂. Hence, the functor (̂−) : K → K̂ is a
locally reflective embedding.
Proof. It is straightforward to show that for any g ∈ K(X,Y ) and f ∈ K̂(X̂, Ŷ ) we
have: ΘX,Y (f) = fY (idY ) ≤ g ⇐⇒ φ ≤ ĝ. This ends the proof. 
Theorem 4.3. The category K̂ admits arbitrary coproducts of families indexed by
objects of D with cotupling preserving the order.
Proof. The coproducts in K̂ come from K. Indeed, let {X̂D}D∈D be a family of
objects in K̂. We will now show that its coproduct
∑
D X̂D in K̂ is given by
∑̂
DXD.
At first, observe that for inD : XD →
∑
DXD the transformation înD is an oplax
transformation from
∑̂
DXD to X̂D. Secondly, consider X̂ with a family morphisms
ψD ∈ K̂(X̂D, X̂). By the definition of K̂ these morphisms are oplax transformations
ψD : X̂ → X̂D. The Y -components (ψD)Y : K(X,Y )→ K(XD, Y ) of ψD satisfy for
any h : X → Y and g : Y → Y ′
(ψD)Y (g ◦ h) ≤ g ◦ (ψD)Y (h).
Consider a family of maps ψY : K(X,Y )→ K(
∑
DXD, Y ) indexed by Y ∈ K which
is defined for any h : X → Y by:
ψY (h) = [(ψD)Y (h)].
The family ψ = {ψY }Y ∈K is an oplax transformation from X̂ to
∑̂
DXD since
cotupling in K preserves the order. Moreover, it is a unique oplax transformation
making ψD = înD ◦ψ. This precisely means that
∑̂
DXD is the product in the full
subcategory of K˜ = [K,DCpo∨] whose objects are functors of the form X̂ . Hence,
it is a coproduct in K̂. The cotupling in K̂ preserves the order as the order in K̂ is
inherited from K. 
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We are now ready to summarize this paragraph. By Theorem 4.1, 4.3 and 3.16
the functor [!, K̂] : [1, K̂]→ [D, K̂] admits the left 2-adjoint Σ!:
[D, K̂]
Σ!
))
⊥ [1, K̂].
[!,K̂]
gg
(4.1)
This observation allows us to introduce the notion of weak bisimulation for lax
functors in [D,K]J .
4.1.2. Weak behavioural morphisms and weak bisimulation. We will now define
weak bisimulation on lax functors in [D,K]J . As in Subsection 2.6, weak bisim-
ulation will be defined as a kernel pair of a weak behavioural morphism. Hence,
we start with the definition of the latter. Let π ∈ [D,K]J be a lax functor. Put
π̂ = (̂−) ◦ π : D → K̂ and X =
∑
D∈D π(D), where the coproduct is calculated in
K. Note that weak behavioural morphisms and weak bisimulation on π considered
below are defined on the carrier of Σ!(π), i.e. on the object X .
Definition 4.4. We say that an arrow f : X → Y in J is weak behavioural mor-
phism on π provided that there is an endomorphism β : Y → Y ∈ K such that:
Θ(f̂ ◦ Σ!(π̂)) = Θ(β̂ ◦ f̂).(4.2)
A relation R⇒ X is called weak bisimulation on π provided that it is a kernel pair
of a weak behavioural morphism on π.
The following results will lead us to a simplification of the equation (4.2).
Lemma 4.5.
Θ(f̂ ◦ Σ!(π̂)) = µx.(f ∨
∨
d:D1→D2∈D
x ◦ π(d)).
Proof. At first observe that the assignment F : K(X,Y ) → K(X,Y ) given by
F (x) = f ∨
∨
d:D1→D2∈D
x ◦ π(d) for x ∈ K(X,Y ) is well defined. Indeed, the
supremum
∨
d:D1→D2∈D
x ◦ π(d) exists since it can be rewritten as:∨
{x ◦ π(d1) ∨ . . . ∨ x ◦ π(dk) | k ∈ {1, 2, . . .}, di ∈ D}.
It is easy to see that the least fixed point of F is
∨
n∈N F
n(f). Let
Π̂ = {π̂(d1) ∨ . . . ∨ π̂(dk) | k ∈ {1, 2, . . .}, di is a morphism in D}.
Since
∨
Π̂ =
∨
d∈D π̂(d) we have:
Θ(f̂ ◦ Σ!(π̂)) = Θ(f̂ ◦
∨
l∈N
(
∨
Π̂)l) = Θ(
∨
l∈N
f̂ ◦ (
∨
d∈D
π̂(d))l)
(i)
=
∨
l∈N
Θ(f̂ ◦ (
∨
d∈D
π̂(d))l)
(ii)
=
∨
l∈N
F l(f) = µx.(f ∨
∨
d:D1→D2∈D
x ◦ π(d)).
The equation (i) follows by the fact that Θ preserves arbitrary suprema (as it is a
left adjoint). The identity (ii) follow by induction. For l = 0 it is vacuously true.
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Assume that Θ(f̂ ◦ (
∨
d∈D π̂(d))
l) = F l(f) for a natural number l and consider:
Θ(f̂ ◦ (
∨
d∈D
π̂(d))l+1) = Θ(f̂ ◦ (
∨
d∈D
π̂(d))l ◦ (
∨
d∈D
π̂(d)))
(a)
=
Θ(
∨
d′∈D
f̂ ◦ (
∨
d∈D
π̂(d)))l ◦ π̂(d′)))
(b)
=
∨
d′∈D
Θ(f̂ ◦ (
∨
d∈D
π̂(d)))l ◦ π̂(d′)))
(c)
=
=
∨
d′∈D
F l(f) ◦ π(d′)
(d)
= f ∨
∨
d′∈D
F l(f) ◦ π(d′) = F l+1(f).
The identity (a) follows by left distributivity and DCpo∨-enrichment of K̂. The
equation (b) is a consequence of Θ being a left adjoint. The equality (c) follows
by π̂(d) = π̂(d). Finally, the identity (d) is a consequence of F l(f) ≤ F l+1(f),
F 0(f) = f and idX ≤ π(idD) for any D ∈ D:
f ≤ F l(f) ≤ F l(f) ◦ π(idD) ≤
∨
d∈D
F l(f) ◦ π(d).

Finally, since Θ(β̂ ◦ f̂) = β ◦ f , by Lemma 4.5 the equation (4.2) becomes:
µx.(f ∨
∨
d:D1→D2∈D
x ◦ π(d)) = β ◦ f.(4.3)
If we additionally assume K satisfies left distributivity then the equation (4.3) can
be simplified even further. In this case we have the following.
Theorem 4.6. If K is left distributive then (4.3) becomes:
f ◦ µx.(idX ∨
∨
d:D1→D2∈D
x ◦ π(d)) = β ◦ f.(4.4)
Proof. Consider assignments F : K(X,Y )→ K(X,Y );x 7→ f∨
∨
d:D1→D2∈D
x◦π(d))
and G : K(X,X)→ K(X,X);x 7→ idX ∨
∨
d:D1→D2∈D
x◦π(d). The left hand side of
(4.3) is given by
∨
n∈N F
n(f) and the left hand side of (4.4) is f ◦
∨
n∈NG
n(idX) =∨
n∈N f ◦G
n(idX). We will now inductively show that for any n ∈ N:
Fn(f) = f ◦Gn(idX).
The assertion is true for n = 0. Assume it holds for n and consider Fn+1(f) =
f∨
∨
d∈D F
n(f)◦π(d) = f∨
∨
d∈D f ◦G
n(idX)◦π(d)
(i)
= f∨f ◦
∨
d∈DG
n(idX)◦π(d) =
f ◦ (idX ∨
∨
d∈DG
n(idX) ◦ π(d)) = f ◦G
n+1(idX). The identity (i) follows by left
distributivity and DCpo∨-enrichment of K. 
Remark 4.7. Here, we want to discuss Theorem 4.6 and its interpretation. If K is
additionally left distributive then by Theorem 3.16 the change-of-base functor [!,K]
admits a left adjoint Σ! with Σ!(π) = µx.(idX ∨
∨
d∈D x ◦ π(d)) for any π ∈ [D,K].
Therefore, in the light of the above, Theorem 4.6 states that whenever K is left
distributive weak bisimulation saturation can be performed on the level of K. In
this case, weak behavioural morphisms on π are simply strong homomorphisms
whose domain is the endomorphism Σ!(π) : X → X .
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4.2. Weak bisimulation onM-flows. Whenever D =M is a one-object category
induced by a monoid M = (M, ·, 1) then the last assumption from Subsection 4.1
is vacously true. Moreover, for any weak behavioural morphism on a lax functor
π ∈ [M,K]J its domain matches the carrier of π. Hence, πm = πm for any m ∈ M
and (4.3) becomes:
µx.(f ∨
∨
m∈M
x ◦ πm) = β ◦ f.(4.5)
4.2.1. Examples of coalgebra flow weak bisimulations. From the point of view of
coalgebra, the most prominent application of the theory presented above is weak
bisimulation for elements of the category of N-flows [N,Kl(T )]C. We devote a
separate subsection to it (see Subsection 4.3). Below we present two examples
of weak bisimulation for coalgebra M -flows with M 6= N. In the first example
we show that weak bisimulation for α from Example 3.10 viewed as a member
of [N × [0,∞),Kl(P(Στ × Id))]
Set coincides with time-abstract bisimulation for
timed processes [19]. In the second example we instantiate the definition of weak
bisimulation on transition functors of homogeneous continuous Markov chains from
Example 3.12.
Example 4.8 (Weak bisimulation(s) for timed processes). Let us now go back
to the semantics of timed processes from Example 3.10. We will introduce two
definitions of bisimulation for the semantics LTS X → P([Στ ∪ (0,∞)] × X) [19]
and show that they coincide with our, lax functorial, weak bisimulations. We need
to introduce the following notation first:
(1) x
τ
=⇒ y if x(
τ
→)∗y,
(2) x
a
=⇒ y if x
τ
=⇒ ◦
a
→ ◦
τ
=⇒ y for a ∈ Σ,
(3) x
t
=⇒ y if x
τ
=⇒ ◦
t1→ ◦
τ
=⇒ ◦ . . .
τ
=⇒ ◦
tn→ ◦
τ
=⇒ y for t, ti ∈ (0,∞)
and t = t1 + . . .+ tn,
(4) x
τ
⊸ y if x
t
=⇒ y for some t ∈ (0,∞),
(5) x
a
⊸ y if x
τ
⊸ ◦
a
→ ◦
τ
⊸ y for a ∈ Σ.
An equivalence relation R on the set of timed processes X is called weak timed
bisimulation [19] provided that whenever (x, x′) ∈ R then for all σ ∈ Στ ∪ (0,∞):
x
σ
=⇒ y implies ∃y′ s.t. x′
σ
=⇒ y′ and (y, y′) ∈ R.
The relation R is weak time-abstract bisimulation [19] provided that whenever
(x, x′) ∈ R then for all σ ∈ Στ :
x
σ
⊸ y implies ∃y′ s.t. x′
σ
⊸ y′ and (y, y′) ∈ R.
Theorem 4.9. An equivalence relation R on the set of timed processes X is a weak
bisimulation on the lax functor α ∈ [N,Kl(PΣ,[0,∞))] if and only if it is a weak timed
bisimulation. The relation R is a weak bisimulation on α viewed as a member of
[N× [0,∞),Kl(P(Στ×Id))]
Set if and only if it is a weak time-abstract bisimulation.
Proof. We only sketch the proof of the second statement. The first follows in an
analogous manner. In the light of Theorem 4.6 and Remark 4.7 it is enough to show
that R is a weak time-abstract bisimulation if and only if R is a strong bisimulation
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on αT : X → P(Στ ×X) as the functor Σ! from:
[N× [0,∞),Kl(PΣ,1)]
Σ!
++
⊥ [1,Kl(PΣ,1)]
(−)◦!
kk
maps α to αT . Assume R is a weak time-abstract bisimulation on X . Take (x, y) ∈
R and consider x
σ
→αT x
′ for σ ∈ Στ . This means that x
(σ,t)
→ α∗ y which implies
that either x
(τ,t1)
→ α x1
(τ,t2)
→ α . . .
(τ,tn)
→ α xn = x
′ with t = t1 + . . .+ tn and xi ∈ X
for σ = τ or x
(τ,t1)
→ α∗ x1
(σ,t2)
→ α x2
(τ,t3)
→ α∗ x
′ for some x1, x2 ∈ X , σ ∈ Σ and
t = t1 + t2 + t3. In both cases this implies x
σ
⊸ x′. Since R is a time-abstract
bisimulation there is y′ such that y
σ
⊸ y′ and (y, y′) ∈ R. But this also means
that y
σ
→αT y
′. Hence, R is a strong bisimulation on αT . The implication in the
opposite direction is proved similarly. 
Example 4.10 (Weak bisimulation for CTMC’s transition functors). Here, we
continue Example 3.12 and characterize weak bisimulation on the transition functor
π = (πt)t≥0 of the homogeneous CTMC (Xt)t≥0. Consider an equivalence relation
R on the state space S. For an abstract class C of R let us denote:
pti,C = P(Xr ∈ C for some r ≥ t | X0 = i) and pi,C = p
0
i,C .
Lemma 4.11. If (Xt)t≥0 is homogeneous then {pi,C}i∈S satisfies:
pi,C =
{
1 if i ∈ C,
supt≥0
∑
j∈S pj,C · pi,j(t) otherwise.
(4.6)
Proof. It is clear that if i ∈ C then pi,C = 1. For i /∈ C we have:
pi,C = sup
t≥0
pti,C = sup
t≥0
∑
j∈S
P(Xr ∈ C, r ≥ t | Xt = j,X0 = i) · P(Xt = j | X0 = i)
†
=
sup
t≥0
∑
j∈S
P(Xr ∈ C, r ≥ t | Xt = j) · P(Xt = j | X0 = i)
††
=
sup
t≥0
∑
j∈S
P(Xr ∈ C, r ≥ 0 | X0 = j) · P(Xt = j | X0 = i) = sup
t≥0
∑
j∈S
pj,C · pi,j(t).
The identity (†) follows by (Xt)t≥0 being markovian and (††) by homogeneity of
the given process. 
Theorem 4.12. The relation R is a weak bisimulation on the transition functor π
of a homogeneous CTMC (Xt)t≥0 provided that for any (i, j) ∈ R and any abstract
class C of R we have:
P(Xt ∈ C for some t ≥ 0 | X0 = i) = P(Xt ∈ C for some t ≥ 0 | X0 = j).(4.7)
Proof. Let f : S → S/R; i 7→ [i]/R. By Lemma 4.11:
µx.(f ♯ ∨
∨
r∈[0,∞)
x ◦ πr) : S → F[0,∞](S/R), i 7→
∑
C∈S/R
pi,C · C.
In other words, µx.(f ♯ ∨
∨
r∈[0,∞) x ◦ πr)(i)(C) = pi,C . Satisfaction of the identity
(4.7) is equivalent to existence of an F[0,∞]-coalgebra β : S/R → F[0,∞]S/R which
makes µx.(f ♯ ∨
∨
r∈[0,∞) x ◦ πr) = β ◦ f
♯ hold. 
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4.2.2. Cumulative behaviour between members of different flow categories. Although
in this paper we consider only M -flows as examples of lax functors, weak bisimu-
lation from Subsection 4.1.2 is the defined in a more general setting (i.e. for lax
functors whose domain is arbitrary small category D). This level of generality can
be easily justified. It is interesting to note that, in particular, the setting allows us
to compare cumulative behaviour between lax functors on not necessarily the same
domains. To see this consider two lax functors π1 ∈ [N,K] and π2 ∈ [[0,∞),K]
whose carriers are X and Y respectively. They naturally impose a lax functor π
from the category N+[0,∞) on two objects to K. Weak bisimulation on π is a rela-
tion on X + Y which compares cumulative behaviour of π1 and π2 simultaneously.
4.3. Weak bisimulation for coalgebras revisited. This subsection is devoted
to the connection between coalgebraic weak bisimulation from Subsection 2.6 and
weak bisimulation on members of [N,Kl(T )]C or, in general, of [N,K]J .
Coalgebraic saturation described in Subsection 2.6 is given by the adjunction
(2.2). It is interesting to note that it can be considered a consequence of an adjunc-
tion between suitable lax functor categories. Indeed, if K is a small ωCpo∨-enriched
category then by Proposition 3.3 we have:
End≤(K̂)
(−)
))
⊥ [N, K̂]
(−)1
hh
Σ!
((
⊥ [1, K̂]
[!,K̂]
ff
.
Since [1, K̂] ∼= End≤∗(K̂) the composition of the above adjunctions yields (2.2).
Theorem 4.13. Let α : X → X be an endomorphism in K. A relation R ⇒ X is
a weak bisimulation on α if and only if R is a weak bisimulation on α : N→ K.
Proof. This follows directly by the definition of weak bisimulation for endomor-
phisms and lax functors and the fact that
α∗f = µx.(f ∨ x ◦ α) = µx.(f ∨
∨
n∈N
x ◦ αn).

5. Summary
We presented the framework of lax functors as a setting that generalizes the set-
ting of endomorphisms in which we can introduce the notion of weak bisimulation.
Just like a single endomorphism (understood here as a coalgebra with silent moves)
is a process with discrete time, a lax functor can be viewed as e.g. continuous time
process or a system of processes. We showed that in many cases, the change-of-base
functor between lax functor categories admits a left adjoint and that the adjunction
[N,K]⇆ [1,K] plays an important role in coalgebraic saturation and weak bisimu-
lation. Using the adjunction (4.1) we introduced the notion of weak bisimulation
on a lax functor. This relation takes into account its cumulative behaviour.
We plan to investigate to what extent the setting of lax functors is applicable.
Indeed, it seems there is plethora of examples of timed structures found in the
literature ranging from stochastic timed automata semantics [2] to generalized flow
systems [6] that could possibly fit it.
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