ABSTRACT This paper investigates the distributed state estimation problem for an unstable dynamic plant in a sparsely strongly connected sensors network. The dynamics of the plant are collectively observable for all sensors, but not necessarily locally observable for each sensor. We propose a finite-time consensus-based distributed estimator to cope with the local unobservability. This algorithm is based on the max-consensus technique, and the number of consensus iterations is precisely provided. We prove that this estimator is stable and the mean-squared error is equal to that obtained by the centralized estimator. Furthermore, we extend this finite-time consensus Kalman filtering algorithm to networks with nonuniform time-varying communication delays. By introducing the virtual nodes, which act as the relay nodes, we prove the stability of the algorithm. Finally, the effectiveness of the proposed distributed finite-time consensus filters is evaluated by simulation experiments.
I. INTRODUCTION
For the past decades, sensor networks have received significant attention of many researchers. The networks are composed of tiny, power-constrained nodes with sensing, computation, and wireless communication capabilities. These nodes are usually distributed spatially to process a limited amount of data, such as monitoring of environmental attributes [1] , [2] , estimating the state of power networks [3] , tracking the moving objects by the camera networks [4] , [5] and distinguishing the orbital debris using radars and optical telescopes [6] . The features of energy and channel capacity constraints render the centralized estimator impractical, which motivates researchers to focus on the distributed estimation protocols. The advantages of the distributed protocols include the scalability for large-scale networks and high fault tolerance. For distributed estimation problem, multiple sensors can sense the target (or plant), each sensor may get partial or no measurements related to the state of a target. The aim of a distributed estimator is to reconstruct an estimate of the target's state using its local measurement and its neighbor's information in the network without requiring a centralized node for information fusion. An agreement on the gathered information can be reached via consensus algorithms. Consensus protocols are extensively studied in formation of multi-agent, distributed estimation, and distributed optimization problems, etc. Generally speaking, consensus problem is different from the term distributed estimation, which refers to using the consensus algorithms for finding the best estimate of the target. This paper studies the distributed filtering algorithms with finite-time consensus strategy.
Distributed estimators (such as distributed Kalman filter and its transformed forms) for dynamic systems have gained considerable attention [7] - [10] . The existing research on distributed estimation can be classified into two categories based on the principle of operation: 1) two time-scale: fast communication-slow dynamics and sensing, see Fig.1.(c) . For the single time-scale protocols, each sensor collaborates with its neighbors only once in between each dynamics/observation evolution [1] , [2] , [7] - [9] , [11] - [13] . For discrete time systems, [14] and [15] use the diffusion strategy to design distributed estimators under the local observability. To satisfy the requirement of power constraint on sensors, [12] and [16] consider the distributed estimators in which each sensor sends data to its neighboring sensors according to uniform and different probabilities respectively. Optimization tools are used in [12] and [16] to resolve the sensor selection problem. In all of the references on single time-scale schemes, the local observability or some global information (such as all measurement matrix [2] or the Laplace matrix [13] ) is required. Such assumptions are not feasible in large-scale networked systems. In order to resolve the collective observability, the two time-scale protocols are introduced. For the two timescale protocols, a large number of communication iterations are required to guarantee average consensus between every two instants of the dynamics. References [4] , [6] , [10] , [17] - [19] represent different variations on this structure. As a comment, we conclude that the distributed protocols in the above mentioned references are suboptimal. Since every node communicates with its neighbors, and the number of consensus steps should be limited to some bounded value in implementation. The restriction of two time-scale approach is the demand for fast communication between nodes. Finitetime consensus estimators were introduced in [20] - [22] . References [20] and [21] combine the minimum-time average consensus algorithm with information filter to get the consensus value in finite steps using only the nodes' past state storages. In reference [22] , a two phases distributed Kalman filtering with node selection for heterogeneous sensors network is presented, where the node selection is based on the max-consensus strategy, and this ensures that the agreement on the best state estimate and covariance matrix can be achieved in finite steps. But the first phase needs the system to be locally observable (or detectable) for each sensor.
The objective of average consensus is to reach the average of all nodes' initial values [23] . For undirected graph, the average value can be easily obtained, but it is more challenging in directed graphs, which arise in reality due to channel capacity constraints [24] , [25] . The existing algorithms [26] , [27] that can successfully reach the average in a strongly connected graph only produce asymptotic convergence. For applications, such as the calculation of node eccentricities and graph radius (diameter) [28] , finite-time consensus algorithms are more desirable. For the discretetime dynamics, a strand of research is based on a succession of dynamic matrices [29] , [30] . Another strand of research is related to the minimal polynomial of a matrix [31] , [32] . For the directed graph, [33] copes with the finite-time consensus with communication delays. Furthermore, the maxconsensus algorithm is known to achieve convergence in finite-time which is equal to the diameter of the network [34] . This paper is motivated by the recent developments in the two time-scale distributed filters [4] , [19] and the finite-time consensus algorithms [32] - [34] . We assume that no node is superior to any other and thus no central processing unit is allowed. Here, the information form of the standard Kalman filter is utilized based on the individual sensor's contribution. Then, max-consensus algorithm is used to combine the messages from neighboring sensors. The number of consensus steps is precisely given by the diameter and node number of the topology. It is shown that the state estimate algorithm of each local sensor in the sensor network is equal to that under the centralized Kalman filter, and the number of consensus steps is much less than the distributed Kalman filter algorithm in [4] . We further extend this finite-time consensus Kalman filtering algorithm to deal with the network communication delays, and determine the number of consensus steps by the diameter, node number, and maximum delay of the network. In summary, the main contributions of this paper are as follows:
• The max-consensus method is applied to innovation consensus in consensus Kalman filter, and the number of consensus steps is precisely given. The distributed filter with the finite-time max-consensus protocol has the same estimation performance with the centralized Kalman filter.
• The algorithm is extended to the network with communication delays, which has not been addressed in relevant previous works. The paper is organised as follows: Section II outlines the background material for the graph theory and system model. The distributed finite-time consensus filtering algorithms are proposed in Section III and the performance is illustrated. The simulation verifications are stated in Section IV. Finally, concluding remarks are presented in Section V.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, we review the concepts of graph theory which are used to describe the communication topology among sensors. Then the distributed estimation problem is formulated. Lastly, the assumptions on the distributed estimator and their interpretations are analyzed.
A. GRAPH THEORY
The sensors communicate through a network which is defined by the simple, directed graph G = (V, E), where V is the set of sensors (or nodes) and E is the set of local communication channels (edges or links) among the sensors. For a directed edge (i, j) ∈ E, node i is called the parent node, node j is the child node, and node i is called a neighbor of node j. The neighborhood of node i is denoted by N i = {j|(j, i) ∈ E}. A path on G from node i 1 to node i l is a sequence of ordered edges of the form (i k , i k+1 ), where k = 1, 2, . . . , l − 1. A directed graph has or contains a directed spanning tree if there exists a node called the root, which has no parent node, such that there exists a directed path from this node to every other nodes in the graph. A directed graph is called to be strongly connected if there is a directed path that starts from node i and ends at node j between every pair of any distinct vertices i and j in V. For details on graph theory refers to [35] .
B. PROBLEM FORMULATION
The distributed state estimation problem over the sensor network G can be formulated as follows. Consider a dynamical system
where x k ∈ R n is the state vector, w k ∈ R n is the process noise which is assumed to be zero-mean white Gaussian with covariance matrix Q ≥ 0. The initial state x 0 is also zero-mean Gaussian with covariance 0 ≥ 0, and is independent of w k for all k ≥ 0.
A wireless network consisting of N sensors (nodes) is used to measure the components of state x k or its combination. The measurement equation of the ith sensor is given by
where v i k ∈ R m i is zero-mean white Gaussian with covariance matrix R i > 0 which is independent of x 0 , w k , ∀k, and it is independent of v j s when j = i or s = k. Stacking all the measurements in vector notation, we have
where
This is a heterogeneous network due to different measurement matrices C i . Such sensors are located in smart grid networks to collect the information of local bus, and the velocity sensor or gyroscope is designed by its different directions in inertial navigation system. All these sensors are associated with different C i .
The objective of this paper is to develop a distributed estimator for the linear time-invariant model (1) and (2) over a fixed network. For the problem setup, we assume that each sensor knows the plant's dynamic model, A and Q, the statistics of the initial condition, x 0 and 0 , the observation model, C i and R i . Each estimator is equipped with a local sensor formulated by equation (2) . The estimator makes use of both the local measurement and the information obtained from its neighbors through communication topology to come up with a minimum mean squared error estimate of the state in equation (1) . The estimation process should not depend on any global information.
C. ASSUMPTIONS
In this paper, the following preliminary assumptions are needed:
Assumption 1: The plant dynamics (1) and the measurement equation (2) are collectively observable, but not necessarily locally observable, i.e., the pair (A, C) is observable, while (A, C i ) (∀i) is not necessarily observable. Furthermore, the system matrix A is non-singular.
Remark 1: This is a reasonable assumption since the optimal centralized estimator, with stacking all the local measurements at every time to a processing center, will fail to obtain an unbiased estimate of the plant with bounded mean squared error if the model is not jointly globally observable [36] . As for this assumption, the collective observability requirement can be relaxed to collective detectability by resorting to an observability decomposition in each network node as discussed in [17] . In general, the filtering algorithms are implemented on digital computers. The invertibility of A is not severe, since this property is automatically satisfied in sampled data systems.
Assumption 2: The communication network of sensors is a directed fixed and strongly connected topology.
Remark 2: This assumption is strictly related to the consensus protocol. If the communication topology is a spanning tree, only consensus while not average consensus is achieved. And under Assumption 1 and Assumption 2, the mean squared error of the estimator associated with root node is not bounded since it is unobservable and can not get any information from other sensors. This assumption is weaker than the topology condition of [18] , where the consensus matrix is required to be row stochastic and primitive.
III. DISTRIBUTED KALMAN FILTERS
This section presents two distributed recursive estimators which are based on the max-consensus and information Kalman filter for delay-free and delayed sensor networks, respectively.
A framework for decentralized estimation can be found in [37] , where the communication topology is a complete graph [38] . The basis of this framework relies on an algebraic equivalence of the well-known Kalman filter expressed in terms of measures of information, namely, the information filter [37] , [38] . At time k, denote the centralized Kalman filtering and prediction estimates of x k and the centralized Kalman filtering and prediction error covariance matrices asx c k|k ,x c k+1|k , P c k|k , and P c k+1|k , respectively. Hereafter, for convenience, we denote the innovation vector θ k as
The information filter for each sensor i ∈ N will be adopted [17] , [37] . The information filter propagates, instead of the estimatex c k|k ,x c k|k−1 and covariance P c k|k , P c k|k−1 , the information matrices (inverse covariance matrices)
and the information vectors
With this notation, the measurement update step of information filter can be simply written as
whereas the time update step of information filter takes the forms
The above discussion shows the information filter (4)- (7) is more convenient for multiple sensors estimation than the original Kalman filter. Since the global information can be obtained by the max-consensus protocol. At the same time, it can reduce the computation for the decentralized estimation.
A. DISTRIBUTED INFORMATION KALMAN FILTER WITHOUT TIME DELAY
In this subsection, we design a distributed information Kalman filter with finite-time max-consensus protocol for networks without communication delay.
At each time k = 0, 1, . . . , for each sensor i ∈ V, its innovation vector and matrix are
Combining the max-consensus algorithm with information Kalman filter, we present a new distributed filter which is equivalent to the centralized Kalman filter via finite-time consensus steps. The finite-time consensus protocol is performed for each component of θ i k and i k . For easy, we use the symbol (·) is used to indicate a vector, where its components are from s = 1 to s = n in vector i (·). Now, the finite-time consensus based distributed information Kalman filter (FC-DIKF) for sensor i at time k is stated in Algorithm 1. This algorithm firstly chooses the maximum value via the max-consensus protocol, then it selects another maximum value from different sensor or the second maximum value, and so on. These values are added to a variable one by one. 
Algorithm 1 Finite-Time Consensus Based Distributed Information Kalman Filter (FC-DIKF) for Sensor i
2: compute the local posterior information pair (q i k|k , i k|k ) via
3: compute the local prior information pair (q i k+1|k , i k+1|k ) from (q i k|k , i k|k ) via equations:
Theorem 3: Let Assumption 1 and Assumption 2 hold and let the distributed state estimation Algorithm 1 be adopted with any allowed choice of initialization i 0|−1 , q i 0|−1 , i ∈ N . Then, for each k = 0, 1, . . . and each i ∈ N , the estimation error is bounded in mean square and equal to the error under the centralized Kalman filter.
Proof: The proof of Theorem 3 is divided into three steps. The first step is to show that the overall information can be obtained by the max-consensus protocol via finite-time iterations. The second step is to prove the boundedness of the error covariance matrix. At last, the error covariance matrix of this filter asymptotically converges to a steady version should be proved.
For the sensor networks, some nodes may have the same maximum value. The stochastic perturbation technique is introduced to cope with this case. When the vector b i,k is perturbed by a small stochastic vector δ i,k . The event ., l = 0, 1, . . . ,d − 1) requiresd steps and the main cycle is executed N times. In summary, a total amount of Nd steps for each element of (θ i k , i k ) is required. Since after step 1 in Algorithm 1, all sensors' innovation vectors and matrices are collected in one node, and then the other steps in Algorithm 1 are the same with the centralized Kalman filtering algorithm. Obviously, the estimation error is equal to the error under the centralized Kalman filter and is bounded.
Remark 3: Algorithm 1 is used to cope with the linear time-invariant system. The innovation pair ( 
The max-consensus protocol operates on each element of (θ i k , i k ) at every instant k. So Algorithm 1 is also applicable to the information Kalman filter for linear time-varying system. Based on this strategy, the idea can also be applicable to the extended Kalman filter [19] via appropriate transformation.
Remark 4: Algorithm 1 is used to estimate the plant's sate under Assumptions 1 and 2. It is different from the results in references [39] , [40] , and [41] . The literature [39] considers the complete communication graph compared with Assumption 2. At the same time, the information fusion methods [39] , [40] and [41] need the local observability for each sensor. Under the local observability, references [40] and [41] study the distributed fusion algorithms with bounded noises and relay attack, respectively.
B. DISTRIBUTED INFORMATION KALMAN FILTER WITH TIME DELAY
It is worth mentioning that, communication delays are inevitable and can destroy the performance of the filtering algorithms, while the influences of the network delays are not considered in existing references. In this subsection, we address the finite-time consensus information Kalman filter over digraphs in presence of bounded propagation or communication delays. These delays affect the iteration steps that are required to compute the fused innovation pair. Toward this end, we design Algorithm 2 where each sensor updates its own value by using delayed information from its neighboring sensors.
The integer τ ji [h] ≥ 0 is used to represent the delay of a message which is sent from sensor i to sensor j at communication time instant h. In general, we assume that 0 ≤ τ ji [h] ≤τ ji ≤τ for all h ≥ 0, whereτ = max{τ ji }, τ ∈ N + is a finite constant. It is a reasonable assumption that τ ii [h] = 0, ∀i ∈ V, at all time instants h (i.e., its own value of a sensor is always available without any delay). For a digraph, the algorithm that guarantees the agents asymptotically reach the exact average is presented in Proposition 2 [33] , where the bounded delays are considered. In this subsection, we analyze the communication delays with the augmented graph technique.
Next, we modify Algorithm 1 for networks with communication delays. Just as Algorithm 1, the stochastic perturbation technique is also used to cope with the case that multiple sensors have the same maximum value. The notations in Proof: From the third for loop, we know that ξ s
is established. From equation (12), we have that the nonuniform delays between the sensors can be converted to an uniform delay. Now, we introduce an augmented graphḠ to deal with the delays. This graphḠ is defined by adding extra virtual nodes to the original graph G. In particular, for the sensors i, j ∈ V and (i, j) ∈ E,τ virtual nodes v ij (1) , v ij (2) , . . . , v ij (τ ) are inserted between i and j, and the edge (i, j) in the original graph is replaced by (i, v ij (1) ), (v ij (1) , v ij (2) ), . . . , (v ij (τ ) , j), where node v ij (t) holds the information of sensor i which is transferred to sensor j after t steps. The number of virtual nodes for each sensor in the original graph is bounded by the product of the maximum delayτ and its neighbors. For a digraph G which has |V| sensors and |E| edges. The augmented graph of this digraph has τ |E| + |V| nodes and (1 +τ )|E| edges. We set the values
of all virtual nodes to be −∞. Then, it is obvious that Algorithm 2 is equivalent to Algorithm 1 for the augmented VOLUME 6, 2018 
2: step 2 and step 3 are the same as Algorithm 1.
graph. Obviously, if the original graph is strongly connected, the augmented graph is also strongly connected. The else proof is similar to the proof for Algorithm 1. This theorem has been proved.
Remark 5:
The above procedure extends the FC-DIKF algorithm to cope with the communication delays, and there are Nd(τ + 1) consensus steps in each filtering step. And the FC-DDIKF algorithm is analyzed by introducing the augmented graph. If we know the delays τ ji [h] for different sensors, this augmented graph has less nodes than the graph using the upper boundτ , and the number of consensus steps required to get the consensus value can be less than Nd(τ + 1). Compared with the distributed Kalman filtering with asymptotic consensus based algorithm in [4] , the maxconsensus based Algorithm 1 and Algorithm 2 execute less iterations to get the exact consensus innovation pair. Although the algorithms in [17] and [18] can perform less consensus iterations, they get the approximate solution but not optimal. Thus they have larger estimation errors. 
IV. SIMULATION
The aim of this section is to apply the proposed distributed state estimation algorithms to track a manoeuvring target which is observed by a heterogeneous sensors networks (see Fig.2 ). We consider a moving object whose dynamical model is described by the following equation:
where T is the sampling interval. The state vector of this model is given by the position and velocity components along the coordinate axes, i.e.,
k denote the position and velocity in horizontal direction, x 3 k and x 4 k denote the position and velocity in vertical direction. This dynamical process is observed by 6 different sensors, the measurement equations as below: We assume that the initial position of the moving object is (−1m, 100m), the horizontal velocity and vertical velocity are 10m/s and 15m/s respectively. The sampling period is T = 0.5s. The sensors have the measurement variances: 1/200, 1/10, 1/600, 1, 1/20 and 1/100. The intensity of process noise is diag{1, 2, 1, 2}. The communication topology is given in Fig.2 . Notice that each sensor is unable by itself to ensure observability of the whole state vector, but collective observability holds. Two different simulation scenarios corresponding to the standard Kalman filter and the algorithms FC-DIKF and FC-DDIKF in this paper will be considered.
For the first scenario, the centralized Kalman filter in textbook [38] and the FC-DIKF are considered. The diameter of the graph in Fig.2 is 4. From Fig.3 , we known that FC-DIKF has the same tracking errors as the centralized Kalman filter for sensor 1.
For the second scenario, we consider the estimation performance of the FC-DDIKF algorithm with the communication delays. We assume that the communication delays τ 43 = 1 and τ 16 = 1. To augment the graph, two virtual nodes 7 and 8 are inserted. At the same time, the directed edges (3, 4) and (6, 1) are replaced by (3, 7), (7, 4) and (6, 8) , (8, 1) , respectively. The diameter of the augmented graph is 6. By applying Algorithm 2, the tracking performance of the FC-DDIKF has been given in Fig.4 . Fig.4 shows that the FC-DDIKF algorithm has the same tracking errors with the centralized Kalman filter.
V. CONCLUSIONS
In this paper, we have addressed the problem of distributed information Kalman filtering over heterogeneous sensor networks, where each sensor in the network can measure only a few components of the process state or their combination. By introducing the finite-time max-consensus and augmented graph approaches, the distributed information Kalman filters with finite-time consensus are provided to cope with the delay-free and time-delayed networks, respectively. In these algorithms, the number of consensus steps is precisely given. These algorithms have been proved to be equivalent to the centralized Kalman filter and the estimate accuracy is same with the standard Kalman filter. At last, the performance of these distributed information Kalman filters is evaluated via tracking of a manoeuvring target.
