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内容提要:海量化的数据规模作为大数据的第一个特征，带来了计算上的首要挑战。大规模样本不
一定能够完全替代总体，因此大数据分析的算法设计不仅要考虑精简计算成本，还要考虑如何刻画估计
结果的不确定性。本文以分治自助算法和子集双重自助算法为例讨论了兼具计算效率提升和不确定性
评价的可并行计算的大数据统计算法设计，通过比较分析探讨设计思想与未来的研究方向。
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Statistical Algorithms for Big Data
Li Yang Zhang Zhang Zhu Jianpping
Abstract:The large volume of massive dataset is the key feature of Big Data which brings the main
challengers for computing． The dataset with large sample size cannot always stands for the population，therefore
the algorithms design for Big Data should consider how to reduce computing cost and how to characterize the
uncertainty of the estimated results． In this paper，we study the design of statistical algorithms for massive
dataset considering both computing efficiency and uncertainty assessment． Both the Bag of Little Bootstrap
(BLB) and Subsampled Double Bootstrap (SDB) algorithms are discussed as illustrative examples．
Additionally，a comparison of BLB and SDB is discussed with conclusions of future work．
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一、案例背景
数据规模“大”仍是大数据的第一个特征。海量的数据规模给计算带来双重挑战:一方面，大
规模数据集要求计算设备具有更大的内存容量;另一方面，数据规模的快速增长会直接导致计算效
率的大幅下降。虽然基于分布式的算法设计可以解决计算效率的问题，但这类方法得出的结果只
有在大规模数据是总体(或对总体有代表性)时才有意义。大多数情况下，大规模样本因为代表性
的问题并不能替代总体，反而可能会因为有偏部分的大样本量夸大局部作用而带来估计的偏
倚［1］。因此，大数据分析的算法设计不仅要考虑计算成本，还要考虑如何刻画估计结果的不确定
性［2］。虽然这种不确定性会随着数据量的增大而降低，但给定具体的大规模数据集时，研究者仍
需要通过比较估计量的不确定性来选择最适合的模型［3］。从统计的角度看，大数据的算法设计应
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兼顾如下三方面功能:第一，通过减小计算复杂度降低运算负荷;第二，通过并行计算提升运算效
率;第三，通过度量不确定性刻画估计的有效性。
以 m － n自助法 ［4］、子集抽样自助法 ［5］为代表的方法虽然通过抽样降低数据量级实现了计算
速度的提升，但同时降低了数据的变异性。另一方面，基于快速双重自助法 ［6］～［8］的算法设计虽然
可以同时提升运算效率与估计精度，但两次自助抽样的计算成本仍远高于传统自助法。本文以
Kleiner等 ［3］提出的分治自助算法(Bag of Little Bootstrap，BLB)和 Sengupta 等 ［2］提出的子集双重
自助算法(Subsampled Double Bootstrap，SDB)为例讨论兼具计算效率和不确定性评价的大数据并
行统计算法。
二、实现过程
自助法通过重复有放回抽样得到一组对总体有代表性的经验样本来构造估计量的经验分布。
由于基于每个经验样本的估计过程是独立的，自助法具备进行并行计算的条件。然而，在传统的自
助法中每个经验样本平均包含总样本中 63%的样本单元，当样本量 n 很大时计算复杂度仍为
O(n)。虽然子集抽样自助法［7］基于总样本子集构造经验样本的方法可以实现降低计算复杂度的
目的，但数据变异性的相应降低导致其结果依赖于子样本的选取。Bickel 和 Sakov ［9］提出了基于
数据的子样本确定方法，但该方法的计算量限制了其在大规模数据上的应用。而分治自助算法和
子集双重自助算法通过针对子样本的自助法实现数据变异性的调整，在降低计算成本的同时实现
了数据变异性的还原，具有较好的估计不确定性度量。
(一)分治自助算法
分治自助算法设计如表 1，包含三个关键步骤:第一，针对总样本无放回地抽取样本子集以降
低计算复杂度;第二，针对子样本通过自助法实现数据变异性的还原;第三，基于蒙特卡洛样本刻画
估计量的经验分布。
在第一步中，该算法从样本量为 n的总样本中无放回地抽取 s 个样本量为 b 的子样本。虽然
第二步中通过自助法在每个子样本中有放回地抽取 r个容量为 n的蒙特卡洛样本以实现数据变异
性的还原，但每个蒙特卡洛样本实际上是 b 个不同样本单元的加权组合，因此其计算复杂度仍为
O(b)。当子样本量 b远小于总样本量 n时，每个蒙特卡洛样本的计算成本可以大大降低。理论上，
对于任意固定的子样本数 s，当总样本量 n和子样本量 b趋于无穷时，分治自助算法得到的不确定
性度量具有一致性 ［3］。
在实证研究中，总样本量 n由大数据本身决定，子样本量 b、子样本数 s和蒙特卡洛自助样本数 r
需要由研究者确定。参数 b和 r的组合共同决定并行计算中单个任务的计算成本O(b)× r，而 s决定
了分治自助算法在该设定下的精度。加州大学伯克利分校教授 Michael Jordan 曾提出一个针对大数
据推断的关键问题:“在给定计算成本时，随着数据量的增大，如何保证推断的精度?”［10］严格来讲，分
治自助算法虽然从理论和计算两方面回答了“如何在大数据量下保证推断精度”的问题，但没有给出
其在“给定计算成本”情况下的答案。譬如，纵使 Kleiner等 ［3］在理论上给出了该算法对不确定性估
计的一致性，但当子样本量 b趋于无穷时，算法再次面临计算成本过高的困境。即使子样本量 b远小
于总样本量 n，计算成本仍与蒙特卡洛样本数 r强正相关。因此，在给定计算成本时，如何得到可以保
证推断精度的参数组合，仍是分治自助算法研究需要讨论的开放问题。
(二)子集双重自助算法
与分治自助算法类似，子集双重自助算法 ［2］也包含三个关键步骤:第一，针对总样本无放回地
抽取子集以降低计算复杂度;第二，针对子样本通过自助法实现数据变异性的还原，但每个子样本
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表 1 分治自助算法
输入:数据 Xn = (X1，…，Xn);
子样本的大小 b;子样本的个数 s;评价准则 ξ(·);蒙特卡洛自助样本数 r
过程:
for j←1 to s
从数据 Xn = (X1，…，Xn)中无放回抽取样本量为 b的子样本数据 Xj，b
for k←1 to r
从数据 Xj，b 中利用自助法有放回抽取样本量为 n的蒙特卡洛样本 Xkj，b
计算样本 Xkj，b 的参数估计 θ^kj，b
end
计算 θ^j，b ← r －1∑
r
k = 1
θ^kj，b
计算 ξ j ← ξ(θ^j，b)
end
计算 θ^← s －1∑
s
j = 1
θ^j，b
计算 ξ(θ^)← s －1∑
s
j = 1
ξ j
输出:加权估计 θ^;不确定性度量 ξ(θ^)
仅抽取一个蒙特卡洛样本;第三，基于蒙特卡洛样本刻画估计量的经验分布。
对比表 1，子集双重自助算法可以看作分治自助算法在蒙特卡洛样本数 r = 1 时的特例。当给
定计算成本时，分治自助算法把运算资源消耗在少量子样本的 r个蒙特卡洛样本的重复计算中，而
子集双重自助算法则把运算资源放在更多的子样本个数 s 上。换言之，子集双重自助算法在给定
计算成本时通过覆盖更多的总样本单元来提升估计不确定性的精度，且这种优势随着总样本量 n
趋于无穷而逐渐明显。因此，子集双重自助算法在计算资源有限时对大数据实证研究者更具实际
意义。特别地，Sengupta等［2］证明了该算法的条件弱一致性，保证了子集双重自助算法在大数据下
对不确定性度量的理论性质。
三、案例反思
上述算法拥有各自的优势与不足:分治自助算法对不确定性的估计具有更好的一致性，但当计
算资源有限时会陷入样本覆盖率相对较低的困境，适用于计算资源相对于样本量充足的情况;子集
双重自助算法虽然一致性较弱但最大程度上减少了蒙特卡洛样本对计算资源的消耗，在计算资源
有限时通过提升样本覆盖率优化估计，适用于计算资源相对数据量不足的情况。
这类研究仍留给后续研究者很大的改进空间:
首先，Kleiner等 ［3］和 Sengupta等 ［2］虽然通过数值分析讨论了不同参数设定下分治自助算法
和子集双重自助算法的估计效果，但均未深入探讨子样本量 b 的选择问题。大数据的实证研究者
需要根据实际情况权衡精度和计算成本:一方面，算法估计的精度随子样本量 b 的增大而提升;另
一方面，计算复杂度 O(b)也会随子样本量 b 的增大而增长。该问题的研究需要后续研究者从理
论或计算的角度展开深入讨论。
其次，高维化也带来越来越大的挑战。以“国家重点研发计划”中“精准医学研究专项”为例，
该项目“以我国常见高发、危害重大的疾病及若干流行率相对较高的罕见病为切入点”来“构建百
万人以上的自然人群国家大型健康队列和重大疾病专病队列”。上述研究势必涉及与疾病相关的
动辄上万甚至上百万维的高通量分子生物大数据分析。研究者应考虑同时在样本层面和变量层面
自助抽样的思路 ［11］，设计兼具变量选择和不确定性度量的大数据统计算法。
·128· 统计研究 2018 年 7 月
第三，子样本层面的有放回抽样是分治自助算法和子集双重自助算法设计的关键，通过在子样
本中重复抽取容量为 n的蒙特卡洛样本实现数据变异性的还原。不同的自助抽样方式在不同条件
下具有各自的优势与不足，尤其是在利用自助法解决高维变量选择问题时。因此，选择合适的自助
抽样很重要。
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