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A weak coupling quantum master equation provides reliable steady-state results only in the van
Hove limit, i.e., when the system-lead coupling approaches zero. Recently, J. Thingna et al. [Phys.
Rev. E 88, 052127 (2013)] proposed an alternative approach, based on an analytic continuation
of the Redfield solution, to evaluate the steady-state reduced density matrix up to second order
in the system-bath coupling. The approach provides accurate results for harmonic oscillator and
spin-bosonic systems. We apply this approach to study steady-state fermionic systems and the
calculation on an exactly solvable double quantum dot system shows that the method is rigorously
valid up to second order in system-lead coupling only near equilibrium, i.e., linear response regime.
We further compare to the Redfield and the secular Redfield (Lindblad-type) master equations
that are inaccurate in all parameter regimes. Lastly, we consider the nontrivial problem of strong
Coulomb interaction and illustrate the interplay between system-lead coupling, interdot tunneling,
and Coulomb strength that can be captured only via the analytic continuation method.
PACS numbers: 03.65.Yz, 05.70.Ln, 81.07.Ta
I. INTRODUCTION
Quantum dots (QDs), also known as artificial atoms,
are solid-state devices that confine electrons and exhibit
a wide range of interesting phenomena. For example,
the single-impurity or multiple-impurity Anderson mod-
els that map to QD systems have been extensively used
to study Kondo physics1–3. Various interference effects
such as the Aharonov-Bohm effect4–6 and Fano effect7,8
have also been observed in QD systems. They also
form the building blocks of devices that exhibit nega-
tive differential resistance9–11 and enhanced thermoelec-
tric properties12,13.
The complete description of the QD system is encap-
sulated in the reduced density matrix (RDM), i.e., the
density matrix with the lead degrees of freedom traced
out. The task of evaluating the RDM in a nonequi-
librium setup is nontrivial due to the finite dissipative
features of the system-lead coupling. The complexity
further increases when the quantum dots are interact-
ing via a nonlinear interaction like the Coulomb force.
Typically, perturbative approaches on the Coulomb in-
teraction based on Keldysh formulation14 are used to
tackle weak Coulomb interactions. Path integral15 based
approaches can handle strong interactions, but are ex-
tremely complex and become numerically cumbersome
with a large system Hilbert space. Other techniques such
as the renormalization group methods16 evaluate only
the important diagrams for strong Coulomb interactions
and hence do not treat the Coulomb interaction exactly.
Out of these numerous methods proposed, it turns out
that the quantum master equation (QME) approach is
the most suitable and efficient method to handle strong
nonlinear interactions in QD systems.
A number of keystone QMEs have been formulated
with the Nakajima-Zwanzig master equation17,18 being
the formally exact integrodifferential equation govern-
ing the evolution of the RDM. Despite its exactness, the
equation is impossible to solve for general systems and
hence a common simplification is to perturbatively ex-
pand the dissipative kernel. One example of such pertur-
bative master equations is the Redfield master equation19
(RME). The RME is a master equation formulated to in-
corporate the effects of weak system-lead coupling and
could lead to unphysical negative populations20,21. In
order to avoid this drawback, one generally invokes a fur-
ther secular approximation22 that leads to a completely
positive master equation of the Lindblad type23,24. One
of the key obstacles with such perturbative QMEs is that
they can accurately describe the steady-state RDM only
when the system-lead coupling approaches zero25. Hence
in order to study finite coupling effects in the steady
state, Thingna et al. proposed a method based on ana-
lytic continuation (AC) to capture effects at the second
order in system-lead coupling. The approach was shown
to be analytically valid for general system Hamiltonians
in equilibrium26 and numerically tested for harmonic and
spin-bosonic systems in nonequilibrium27,28. One of the
key achievements of this approach is that it does not re-
quire the higher-order dissipative tensors28–30 to obtain
the enhanced accuracy and is computationally less cum-
bersome than the Redfield equation.
In this work, our first objective is to extend the an-
alytic continuation technique to fermionic systems that
possess a unique steady state31,32 and test its validity. In
order to achieve this objective, we numerically corrobo-
rate the AC technique with the nonequilibrium Green’s
function (NEGF) approach33 for the exactly solvable
spinless double quantum dot system. The AC approach
provides an analytically exact solution, up to second or-
der in the system-lead coupling in equilibrium, and in
nonequilibrium the AC is numerically exact up to second
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FIG. 1. A schematic illustration of a double quantum dot
model. Dot 1 is coupled to the left lead with temperature TL
and chemical potential µL and dot 2 is connected to the right
lead. Electrons can hop between the two quantum dots with
an interdot tunneling strength t and there could be a presence
of a nonlinear repulsive Coulomb interaction denoted by U .
order in the linear response regime. Despite its validity in
the linear response regime, we show that the AC method
surpasses the accuracy obtained by the Redfield master
equation (RME) and the secular Redfield master equa-
tion (sRME). Our next objective is to study the effect of
finite system-lead interaction for nonlinearly interacting
systems near equilibrium. We achieve this by introduc-
ing a Coulomb interaction and show that the interplay
between system-lead coupling, interdot tunneling, and
Coulomb repulsion could lead to an enhancement or sup-
pression of dot populations that cannot be captured by
the standard weak-coupling quantum master equations.
This paper is organized as follows. In Sec. II, we
present a double quantum dot (DQD) model and dis-
cuss the motivation for the choice of the observable. In
Sec. III, the basic formalism of the analytic continuation
technique for fermionic systems is outlined. In Sec. IV,
the Coulomb interaction is introduced for spinless quan-
tum dots and we study the interplay between the system-
lead coupling, interdot tunneling, and the Coulomb re-
pulsion strength.
II. NONEQUILIBRIUM DOUBLE QUANTUM
DOTS
The total Hamiltonian for an open quantum system
including the system of interest, leads, and system-lead
coupling has the following generic form
Htot = HS +HB +HSB, (1)
where HS, HB, and HSB describe the system, lead, and
system-lead interaction Hamiltonians respectively. In
this work we focus on the spinless double quantum dot
system whose Hamiltonian reads
HS = ε1nˆ1 + ε2nˆ2 − t
(
d†1d2 + d
†
2d1
)
+ Unˆ1nˆ2, (2)
with the two dots labeled by subscript 1 and 2 with en-
ergies ε1 and ε2 and number operators nˆ1 = d
†
1d1 and
nˆ2 = d
†
2d2. The interdot tunneling strength and Coulomb
interaction strengths are represented by t and U , respec-
tively, as illustrated in Fig. 1. We consider the leads to be
infinite collections of free fermions with the Hamiltonian
given by
HB =
∑
k∈(L,R)
εkc
†
kck, (3)
where εk denotes the dispersion relation for the leads.
The system-lead coupling term is
HSB =
∑
k∈L
vkd
†
1ck +
∑
k′∈R
vk′d
†
2ck′ +H.c., (4)
with vk denoting the tunneling coefficients. In our
nonequilibrium setup, the system and leads are coupled
in such a way that dot 1 is coupled with the left lead and
dot 2 is coupled with the right. The above system-lead
coupling can be cast into a more general form given by
HSB =
∑
σ
S1σ ⊗B
2
σ + S
2
σ ⊗B
1
σ, (5)
where superscripts 1 and 2 denote the types of operators
for both the system and the leads. σ denotes the position
of the lead, e.g., σ = L symbolizes the lead positioned at
the left. In order to obtain the tensor product structure
we perform a Jordan-Wigner transformation to the total
Hamiltonian Htot [Eq. (1)]. In the special case of the
DQD model, the Jordan-Wigner transformation gives the
transformed total Hamiltonian to be as the same form as
Eq. (1) except that the fermions are separately defined
on system and leads. In other words, the transformed
Hamiltonian is the same as the original with the fermionic
nature ignored in the system-lead coupling34. Thus for
the DQD model the system operators Sσ take the form
S1L = d1 S
2
L = d
†
1,
S1R = d2 S
2
R = d
†
2. (6)
The corresponding lead operators are given by
B1σ =
∑
k∈σ
v∗kck B
2
σ =
∑
k∈σ
vkc
†
k. (7)
The tunneling coefficients vk can be characterized by
the spectral density
Γσ (ε) = 2π
∑
k∈σ
|vk|
2δ (ε− εk) (8)
that describes the properties of the lead. Throughout
this work we will consider the spectral density to be a
Lorentzian35,
Γσ (ε) =
λ2Γσ
1 + (ε/εD)
2 , (9)
where εD is the cutoff energy and λ
2Γσ is the overall ef-
fective system-lead coupling for the lead at position σ. In
order to simplify our equations we will set ~ and kB as
31. The dynamics of this model is studied via the numeri-
cally exact hierarchy equation of motion approach36 and
pronounced effects of the interdot tunneling strength are
observed.
When the temperatures or the chemical potentials of
the two leads are different, the DQD system HS will
be in nonequilibrium. In this situation, one of the
most commonly observed quantities is the particle or
heat current. The currents at the lowest order in the
system-lead coupling depend only on the off-diagonal el-
ements of the eigenbasis RDM (see Appendix A). In the
case of perturbative master equations, since the steady-
state off-diagonal elements are correct up to second order
in system-lead coupling, the analytic continuation tech-
nique provides no added advantage. In other words, the
currents evaluated via the analytic continuation and the
Redfield equation would yield the same result for the low-
est order of the currents. Thus, in order to explore the
finite coupling effects related to both the diagonal and off-
diagonal elements of the eigenbasis RDM, we constraint
ourselves to the local populations of the dots,
Ni = 〈nˆi〉
= TrS [ρˆnˆi] , (10)
where ρˆ represents the reduced density operator.
The local population can be easily measured with var-
ious approaches such as quantum point contacts37–39 or
quantum process tomography40. Thus, we restrict our
discussion from hereon to the dot population in order to
study the interplay between system-lead coupling, inter-
dot tunneling, and Coulomb interaction.
III. ANALYTIC CONTINUATION OF MASTER
EQUATION FOR FERMIONIC SYSTEMS
The solution of a microscopic second-order perturba-
tive quantum master equation is exact25 only in the limit
when the system-lead coupling λ2 → 0. In other words,
even though the solution contains all orders of λ2 the cor-
rectness can be guaranteed only up to the zeroth-order
coefficients. Thus, to obtain any higher-order effects,
one needs to rely on the nontrivial higher-order quantum
master equations28. In order to circumvent this obstacle,
the analytic continuation technique was introduced that
obtains the second-order populations from the second-
order coherences26. We briefly outline the crux of the
method in this section tailored to the DQD system.
We begin with the standard Redfield master equa-
tion expressed in the eigenbasis of the system
Hamiltonian19,22,41:
dρnm
dt
= −i∆nmρnm +
∑
i,j
(
Rijnm + L
ij
nm
)
ρij , (11)
with |n〉 being the eigenstates of the system Hamiltonian,
i.e., HS|n〉 = En|n〉, and ∆nm = En − Em denotes the
energy spacing between energy levels En and Em. Above
the second-order relaxation four tensor only for the left-
lead is given by
Lijnm =
2∑
α,β=1
[
SαniS
β
jm
(
Wαβni +W
αβ∗
mj
)
(12)
−δm,j
∑
l
SαnlS
β
liW
βα
li − δi,n
∑
l
SαjlS
β
lmW
βα∗
lj
]
,
with
Wαβij =
∫ t
−∞
dτe−i∆ij(t−τ)Cαβ (t− τ) . (13)
Above α and β denote the types of operators for both the
system and the leads as defined in Eq. (6) and Eq. (7).
Cαβ (t)=
〈
B˜α(t)Bβ(0)
〉
is the lead correlation function
with B˜(t) = eiHBtBe−iHBt being the freely evolving lead
operator. The lead correlators, when the leads consist
of infinite number of free fermions, can be analytically
evaluated for the Lorentz-Drude spectral density [Eq. (9)]
as shown in Ref. [42].
Since the four tensor only pertains to the left lead, all
the operators Sα and Wαβ contain information about
the dot 1 (dot connected to the left lead) and the left
lead, respectively. Therefore, the elements represented
in Eq. (12) would have a complete representation Sαij ≡
(SαL )ij and W
αβ
ij ≡
(
WαβL
)
ij
. Since we assume that the
left and right leads are uncorrelated, the right lead four
tensor Rijnm will have a similar form with S
α replaced by
the dot 2 operators [Eq. (6)] and Wαβ replaced by the
right lead information. To avoid the added notational
complexity due to the two leads, the implicit summation
over the leads will be presumed.
If there are no invariant subspaces, the steady-state
condition dρ/dt = 0 will ensure that the system has a
unique steady state. Thus, the equation governing the
zeroth-order steady-state solution obtained in the van
Hove limit (λ2 → 0) reads
∑
α,β,i
[
Wαβ′ni S
α
niS
β
in − δn,i
∑
l
W βα′li S
α
nlS
β
li
]
ρ
(0)
ii = 0,
ρ(0)nm = 0, (n 6= m), (14)
where Wαβnm = W
αβ′
nm + iW
αβ′′
nm . The above equation has
the same form as the Pauli master equation43 or the
Davies form44 in the steady state. Following Ref. [27] an
order-by-order method allows us to extract the second-
order off-diagonal elements of the eigenbasis RDM as,
ρ(2)nm = i
∑
α,β,i
SαniS
β
im
∆nm
[ (
W βαim ρ
(0)
mm +W
βα∗
in ρ
(0)
nn
)
−
(
Wαβni +W
αβ∗
mi
)
ρ
(0)
ii
]
, (n 6= m). (15)
The second-order diagonal elements of the eigenbasis
RDM require the fourth-order relaxation tensor26, but in
4the analytic continuation method we try to obtain these
elements via the second-order off-diagonal elements de-
scribed in Eq. (15). We achieve this by treating ρ
(2)
nm as
a function of ∆nm and treat ∆nm to be infinitesimally
small such ρ
(2)
nm → ρ
(2)
nn . This limiting value obtained via
analytic continuation is given by
ρ(2)nn =
∑
α,β,i
SαniS
β
in
[ (
V αβ′′ni ρ
(0)
ii − V
βα′′
in ρ
(0)
nn
)
+W βα′′in
∂ρ
(0)
nn
∂En
]
. (16)
The term ∂ρ
(0)
nn/∂En can be determined via Eq. (14) by
taking partial derivatives with respect to En on both
sides. The result takes the form
∂ρ
(0)
nn
∂En
=
∑
α,β,i6=n S
α
niS
β
in
(
V αβ′ni ρ
(0)
ii + V
βα′
in ρ
(0)
nn
)
∑
α,β,i6=nW
βα′
in S
α
niS
β
in
.(17)
The elements V αβnm = ∂W
αβ
nm/∂∆nm and the prime and
double-prime super-scripts describe the real and imag-
inary parts respectively. A foundational assumption is
made such that ρ
(0)
nn depends only on En. Normalizing
the RDM one obtains the final form of the second-order
diagonal elements of the eigenbasis RDM as
ρ(2)nn =
∑
α,β,i
SαniS
β
in
[ (
V αβ′′ni ρ
(0)
ii − V
αβ′′
in ρ
(0)
nn
)
+Wαβ′′in
∂ρ
(0)
nn
∂En
]
−ρ(0)nn
∑
α,β,i
SαijS
β
jiW
αβ′′
ji
∂ρ
(0)
ii
∂Ei
. (18)
Thus, Eqns. (14), (15), and (18) are collectively termed
as the modified Redfield solution (MRS) and allow us
to evaluate the RDM up to order λ2, i.e., ρMRS =
ρ(0) + λ2ρ(2), without the contamination of higher-order
inaccuracy that is difficult to characterize and predict.
In the same spirit that we obtained the second-order
off-diagonal elements from the RME, we extract the in-
correct diagonal second-order elements ̺(2) by solving∑
i
(
Riinn + L
ii
nn
)
̺
(2)
ii = −
∑
i,j
(i6=j)
(
Rijnn + L
ij
nn
)
ρ
(2)
ij .(19)
Above ρ
(2)
ij is the second-order off-diagonal elements ob-
tained via Eq. (15). The set of equations above to deter-
mine ̺(2) are underdetermined and additionally require
the normalization condition Tr[̺(2)] = 0. Clearly, a di-
rect analytic comparison between the MRS ρ(2) and RME
̺(2) becomes impossible due to the complex structure of
Eq. (19).
In equilibrium, the RDM for fermionic systems takes
the generalize grand canonical form
ρeq =
TrB
[
e−β(Htot−µnˆtot)
]
Tr
[
e−β(Htot−µnˆtot)
] . (20)
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FIG. 2. (Color online) The exactness ξ for the modified
Redfield solution (solid line) and standard Redfield solution
(dashed line). The off-diagonal elements ξij = 0 ∀ i 6= j and
hence we look at the diagonal elements, i.e., ξ11 (blue), ξ22
(red), ξ33 (black), and ξ44 (green). The insets show the zoom
in plot only for the MRS. In (a), the chemical potential differ-
ence ∆µ = 0 and the average temperature T = 0.5, whereas in
panel (b) ∆T = 0 and µ = 0.5. The left lead temperature or
chemical potential is YL = Y (1+∆Y ) [Y ≡ µ, T ] and the right
lead has temperature or chemical potential YR = Y (1−∆Y )
[Y ≡ µ, T ]. The system parameters are ε1 = 0.2, ε2 = 0.4,
εD = 1, t = 1, and U = 0. The system-lead couplings are
symmetrized such that ΓL/R = 1.
The analytic continuation result exactly matches the
above equilibrium RDM up to second order in system-
lead coupling. The proof follows exactly from the bosonic
case26, since the number operator nˆtot commutes with
the system-lead coupling HSB. In nonequilibrium, since
there is no analytic form of the RDM, it is impossible to
obtain a proof of validity of the MRS. Till this date, the
MRS in nonequilibrium has been verified for a quantum
harmonic oscillator26,27 and a spin-boson system28.
Next, we test the accuracy of the RDM obtained via
the MRS and the Redfield master equation [Eq. (11)] for
a noninteracting DQD model with the exact results avail-
able via nonequilibrium Green’s function approach33.
This can be done by defining the error Ξ and the ex-
5actness parameter ξ as
Ξ =
ρNEGF − ρX
λ2
,
Ξij =
∆ρ
(0)
ij
λ2
+∆ρ
(2)
ij + λ
2∆ρ
(4)
ij + · · · ,
ξij = lim
λ2→0
Ξij , (21)
where X denotes the type of QME we want to test and
the density matrix ρ is defined in the eigenbasis. Above
∆ρ(n) denotes the difference between ρ
(n)
NEGF−ρ
(n)
X at the
order n. The exactness parameter defined above is valid
for any finite value of ΓL/R and since we take the limit
λ2 → 0 (making the effective coupling λ2ΓL/R → 0) the
results for exactness are independent of the value of ΓL/R.
If ρX is accurate up to second order, ∆ρ
(0)
ij = ∆ρ
(2)
ij = 0
and Ξ ∝ λ2. Thus, the quantity ξ that is obtained from
Ξ in the limit λ2 → 0 would be an appropriate measure
to test the second-order accuracy of the quantum master
equation.
Figure 2 depicts ξ as a function of the temperature
[panel (a)] and chemical potential difference [panel (b)].
When ∆µ and ∆T equals zero we find that the function
ξ for the MRS (solid lines) equals zero, i.e., the MRS
is exact up to second order in system-lead coupling in
equilibrium. For any finite values of the affinities the de-
pendence of ξ is nonmonotonic, but in the linear response
regime (near equilibrium) ξ approaches zero. This clearly
indicates that the MRS is strictly valid only in the linear
response regime. On the other hand, the Redfield master
equation (dashed lines) provides inaccurate results every-
where including the equilibrium. It is important to note
here that the deviations observed are due solely to the
inaccurate second-order diagonal elements and not ρ(0),
since that would lead to a diverging ξ. Thus, despite its
inexactness the MRS provides a crucial improvement over
the standard Redfield master equation to obtain accurate
solutions. The secular Redfield equation (Lindblad-type)
generates ξ that is the same as the Redfield (due to the
negligible coherences for the chosen set of parameters)
and hence not shown in Fig. 2.
IV. EFFECT OF COULOMB INTERACTION
As shown in the previous section, the MRS provides
an accurate description of the reduced density matrix
of the system capturing finite dissipative effects. Next,
we investigate the effect of nonlinear interactions by in-
troducing a finite Coulomb interaction U [see Eq. (2)].
Therefore, in this section, we will investigate the inter-
play between the Coulomb interaction, interdot tunneling
strength, and finite system-lead coupling.
Figure 3 shows the color map of the local populations
[Eq. (10)] for weak (left column) and strong (right col-
umn) interdot tunneling strengths. In the weak interdot
tunneling regime (Kondo impurity), the steady-state lo-
cal population on each dot is low, due to the negligible
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FIG. 3. (Color online) Color map of local population N1 with
varying Coulomb interaction U and λ2 for the modified Red-
field solution, the Redfield solution and secular Redfield solu-
tion. The population N2 (not shown) shows trends similar to
N1. Temperature difference ∆T is set as 0.01 and the chem-
ical potential difference ∆µ is set as 0.1. The dot energies
ε1 = ε2 = 1. The cutoff energy εD = 1 and the system-lead
couplings ΓL/R = 1.
exchange. In this regime, the MRS shows an increase
in the local dot population as a function of the system-
lead coupling strength. The RME captures this trend
but the increase in the local population is smaller and
faster as compared to the MRS, whereas the sRME (see
Appendix B), due to the omission of the fast rotating
terms, completely fails to capture this behavior and re-
mains constant with system-lead coupling.
Since the interdot tunneling strength between the dots
is weak the dominant effect comes from the system-lead
coupling. The lead can enhance or diminish the single
and double occupation probabilities of the system. The
rates at which the leads enhance these probabilities de-
pend on the transition rates Eq. (13). The enhancement
rates are always larger than the diminishing rates. Thus,
as the system-lead coupling increases the local popula-
tions (N1 as shown in Fig. 3 and N2 not shown) of both
the dots increase. The same behavior is observed also
within the exact NEGF approach (zero Coulomb inter-
action case U = 0). On the other hand, the local popula-
tion is almost invariant with the Coulomb interaction U
for all the three solutions. The invariance is mainly due
to the presence of a small local population that effectively
makes the repulsive Coulomb interaction negligible.
When the interdot tunneling strength becomes com-
parable to the onsite energies the local population on
each dot is higher as compared to the weak exchange
regime. In this case, the Coulomb strength plays a sig-
nificant role as seen from the right column of Fig. 3. The
sRME resembles exactly the same trends as for the weak
6exchange coupling scenario and remains invariant with
a change in the system-lead coupling. The local popu-
lation within the RME framework increases as a func-
tion of the system-lead coupling at low U and shows a
non-monotonic behavior for intermediate U . At large re-
pulsive strengths U , the RME also shows an increasing
trend of the local population with the system-lead cou-
pling strength. On the other hand, the MRS reveals a
definite transition between an increasing local population
at low Coulomb strengths U to a strictly decreasing lo-
cal population at high strengths U . This feature is not
captured by the weak-coupling theories (sRME or RME)
and shows a unique interplay between finite dissipation
and repulsive Coulomb strength.
At low Coulomb interaction strengths U , the interdot
tunneling strength dominates and enhances the single oc-
cupation probability that contributes positively to the lo-
cal population (see the color scale at low U in Fig. 3).
In this regime, as the system-lead coupling increases the
leads overall increase the local dot populations similar to
the weak exchange coupling case. Thus, at low Coulomb
strengths, we observe that the local population increases
with the system-lead coupling strength. The repulsive
Coulomb interaction forbids the double occupation of the
dots. Hence at large repulsive strengths the lead can no
longer enhance the double occupation probability, losing
an important channel for increasing the local population.
However, the reverse channel to diminish the double oc-
cupancy is still active. Thus, as the system-lead inter-
action increases the reverse channel becomes appreciable
causing an overall decrease in the local population. Natu-
rally, this effect cannot be captured by the weak-coupling
theories since they do not fully account for the finiteness
of the system-lead coupling, which is the major channel
of diminishing the double occupation.
To further strengthen our understanding, we consider
the DQD system to be asymmetrically coupled to the two
leads by setting a ratio r = ΓR/ΓL. In Fig. 4, we consider
the case when the interdot tunneling strength t = 0.9. If
the system is weakly coupled to the right lead r = 0.1,
we obstruct the right channel that eliminates the double
occupancy. Thus, the local population N1 only increases
as a function of the system-lead coupling for all values
of the Coulomb strength. Due to the weakening of the
right-lead coupling, the enhancement for the single occu-
pation of dot 2 is also weakened. This combined with the
fact that the left lead strongly reduces the double occu-
pancy causes the overall local population N2 to reduce as
a function of the system-lead coupling. It is important
to note here that in the symmetric case N2 resembled
N1 because the above processes due to the asymmetry
were not present. Clearly, as we increase r the system
smoothly transits to the fully symmetric case, wherein
the local population increase as a function of system-lead
coupling for small U and vice versa at large U .
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FIG. 4. (Color online) Color map of the local populations
N1 and N2 with varying Coulomb interaction U and λ
2 for
the modified Redfield solution. The parameter r induces an
asymmetry with respect to the system-lead coupling with r =
ΓR/ΓL. ΓL=1 and the interdot tunneling parameter t = 0.9
and all other parameters are same as Fig. 3.
V. CONCLUSION
In this paper, we extended the analytic continuation
technique to the double quantum dot fermionic system.
The accuracy of this approach was discussed by corrob-
orating with the nonequilibrium Green’s function tech-
nique. The modified Redfield solution (MRS) obtained
via the analytic continuation method was numerically ex-
act up to second order in the linear response regime. Far
from linear response, the accuracy surpassed standard
techniques like the Redfield or the secular-Redfield ap-
proach. Notably, the secular approximation, that is em-
ployed in several studies, failed to vary with the system-
lead coupling strength wiping out all the finite coupling
effects.
Due to the accurate description provided by the MRS
for exactly solvable DQD system, we included the non-
linear effects of Coulomb interaction. Using the MRS
we investigated the interplay between the Coulomb in-
teraction, interdot tunneling strength, and system-lead
coupling strength. The local population evaluated via
the MRS revealed a complex behavior of increasing (de-
creasing) as a function of the system-lead coupling for
weak (strong) Coulomb interactions. This switching be-
havior for weak and strong Coulomb interaction only oc-
curred for strong exchange interaction between the dots
and could be well explained by carefully studying the
effect of the three dominant interactions on the single
and double occupancy. Interestingly, the symmetric and
asymmetric systems showed contrasting behaviors for the
7populations of the two dots elucidating the possible role
of symmetry in the DQD system.
Overall, the MRS provided a stable tool in the linear
response regime to study the effects of finite system-lead
coupling strength in many body strongly correlated sys-
tems. This opens a whole new arena wherein one moves
away from weak-coupling theories and explores the finite
dissipation effects with the same ease as that of the weak-
coupling approaches.
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APPENDIX A: CURRENT AS AN OBSERVABLE
In this appendix, we show that the particle current
flowing through the DQD system is a local observable
that depends on the system only. Moreover, such local
current is only dependent on the off-diagonal elements
(coherence) of the RDM. This result can be generalized
to multiple sequential quantum dots with the dot number
greater than two.
For the DQD model, the local particle number current
I1 is defined by
I1 =
〈
i[d†1d1, HS]
〉
= it
〈
d†2d1 − d
†
1d2
〉
. (22)
The current that flows from the left lead45 can be defined
via
IL =
dNL
dt
= i
〈
[
∑
k∈L
c†kck, Htot]
〉
= i
〈∑
k∈L
v∗kc
†
kd1 −
∑
k∈L
vkd
†
1ck
〉
. (23)
In steady state, there is no net change of the population
on dot 1, hence
dN1
dt
= 0
=⇒ I1 + IL = 0. (24)
As a result I1 = −IL. Similarly, we can obtain the re-
lation for dot 2 that I2 = −IR. Thus, the local particle
current is indeed the current that flows through the sys-
tem and is given by
−IL = I1 = it〈d
†
2d1 − d
†
1d2〉
= itTr
[
̺F
(
d†2d1 − d
†
1d2
)]
= 2itIm
(
̺F23
)
, (25)
where ̺F is the RDM in the Fock basis with the ba-
sis order in the |00〉, |10〉, |01〉, and |11〉 with 0 and 1
representing the empty and occupied states respectively.
Therefore, a globally defined particle current can be re-
duced to local current for a DQD model.
The transformation matrix from the Fock basis to the
energy eigenbasis is given by
Λ =


1 0 0 0
0 Λ22 Λ23 0
0 Λ32 Λ33 0
0 0 0 1

 .
Thus, the off-diagonal element of the RDM in the Fock
basis ̺F23 can be rewritten in the eigenbasis and the par-
ticle current can be expressed as,
I1 = 2itIm (Λ22ρ23Λ33 + Λ23ρ32Λ32) . (26)
Above since the diagonal elements of the RDM in the
eigenbasis are real they do not contribute to the cur-
rent since the local operator itself is imaginary. As a
consequence, if sRME is used, since the steady-state off-
diagonal elements are zero, there will always be a zero
local current.
APPENDIX B: SECULAR REDFIELD MASTER
EQUATION
The Lindblad form has been extensively used to study
nonequilibrium fermionic systems. Here we derive the
secular Redfield master equation and show that it has
a Linblad form, preserving the positivity of the popula-
tions.
In order to apply the secular approximation, we first
transform the reduced density matrix in the interaction
picture or a rotating frame41 as,
ρnm = ρ
I
nme
−i∆nmt. (27)
The corresponding transformed Redfield master equation
Eq. (11) reads
dρInm
dt
=
∑
i,j
(
Rijnm + L
ij
nm
)
ρIije
−i(∆ij−∆nm)t. (28)
The secular approximation assumes that the terms pro-
portional to exp [−i(∆ij −∆nm)t] when ∆nm 6= ∆ij av-
erage to 0 and hence the terms with ∆ij = ∆nm survive.
Transforming back to the Schro¨dinger picture, the equa-
tion decouples into the diagonal and off-diagonal parts:
dρnn
dt
=
∑
i
(
Riinn + L
ii
nn
)
ρnn, (29)
dρnm
dt
= −i∆nmρnm + (R
nm
nm + L
nm
nm) ρnm, (n 6= m).
(30)
In steady state, Eq (30) simply implies ρnm = 0. Thus,
8is analytically equivalent to the equation governing the
zeroth order steady-state solution Eq. (14). Interestingly,
the same form of the secular Redfield can be obtained
even in the limit that the interdot coupling t approaches
zero.
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