Motivation: Currently most of the methods for identifying differentially expressed genes fall into the category of so called single-geneanalysis, performing hypothesis testing on a gene-by-gene basis. In a single-gene-analysis approach estimating the variability of each gene is required to determine whether a gene is differentially expressed or not. Poor accuracy of variability estimation makes it difficult to identify genes with small fold-changes unless a very large number of replicate experiments are performed. Results: We propose a method that can avoid the difficult task of estimating variability for each gene while reliably identifying a group of differentially expressed genes with low false discovery rates, even when the fold-changes are very small. In this article, a new characterization of differentially expressed genes is established based on a theorem about the distribution of ranks of genes sorted by (log) ratios within each array. This characterization of differentially expressed genes based on rank is an example of all-gene-analysis instead of single gene analysis. We apply the method to a cDNA microarray dataset and many low fold-changed genes (as low as 1.3 fold-changes) are reliably identified without carrying out hypothesis testing on a gene-by-gene basis. The false discovery rate is estimated in two different ways reflecting the variability from all the genes without the complications related to multiple hypothesis testing. We also provide some comparisons between our approach and single-geneanalysis based methods.
INTRODUCTION
Microarray technology can monitor the expression levels of thousands of genes simultaneously, and is widely applied in many areas of biological research (Eisen et al., 1998; Gu et al., 2002) . A basic goal in analyzing microarray data is to determine which genes are differentially expressed among different samples. A natural framework is to perform hypothesis testing (such as two-sample t-test, Wilcoxon test, ANOVA, etc.) (SAS, 1999) on a gene-bygene basis (single gene analysis). It generally involves two major steps: (1) construting a statistic S for each gene, and (2) determining the distribution of S under some null hypothesis. Many statistical methods (Beasley et al., 2004; Efron et al., 2002; Kerr et al., 2000; Neuhauser et al., 2004; Troyanskaya et al., 2002; Tusher et al., 2001; Wolfinger et al., 2001; Yang et al., 2007; for identifying differentially expressed genes in microarray analysis * to whom correspondence should be addressed follow this general framework, and usually a p-value is assigned to each gene as the result of the single gene analysis. p-values can be calculated either parametrically or non-parametrically, depending on how the distribution of S under the null hypothesis is determined.
In a single gene analysis approach, following traditional hypothesis testing, genes are identified as differentially expressed if the p-values are smaller than a predetermined value (significance level). For example, if the expected value of S is 0 under the null hypothesis, such as for log ratios in cDNA (two-color) microarrays, then very small p-value usually requires |S| ∆S 0 (or its variants), where ∆S 0 is the "width" of the distribution of S under some null hypothesis (null distribution), characterizing quantitatively the variability of S for the gene. Single gene analysisbased methods generally rely on |S| ∆S 0 as the criterion (i.e. working definition) for identifying differentially expressed genes and estimating ∆S 0 for each gene is a necessary step in determining whether a gene is differentially expressed or not. For genes with large fold-changes, poor accuracy of ∆S 0 estimation may be tolerated; however, for genes with small fold-changes (such as 20-40% changes of gene expression levels), it becomes critical to first estimate ∆S 0 very accurately. In typical microarray experiments a huge number N of genes are monitored simultaneously; but only a small number R of replicates (arrays) are available; i.e. the so-called small R large N situation. This makes the task of accurately estimating ∆S 0 for each gene very difficult (unstable variance estimates, (Durbin et al., 2004; Rocke et al., 2001) ). Furthermore the distribution of S is generally unknown; p-values thus obtained in single gene analysis methods are usually quite unreliable. In some studies people will simply pick an arbitrary fold change, such as two-fold, as the criterion to be used in declaring a gene to be differentially-expressed.
The rank method developed here follows a different conceptual framework. It is an example of all gene analysis rather than single gene analysis; that is, analyzing genes together by working on the joint distribution of all the genes. It relies on a new characterization of differentially expressed genes different from that used in single gene analysisbased method, i.e. |S| ∆S 0 (or its variants). This allows us to avoid the difficult task of estimating ∆S 0 accurately for each gene; hence it can be more reliable in dealing with low foldchanged genes. The statistic α (which also depends on a parameter T ) constructed in the Method section is of group or global nature; i.e. it is related to all the genes rather than being associated with, and calculated for, each single gene, rending it unnecessary to assign p-value for each individual gene separately as practiced in single gene analysis-based methods. The method relies solely on the ranks of the genes in each of several arrays. The exact distribution of α under null hypothesis in our case is unknown and the number of false positives can be estimated either parametrically (by assuming a null distribution) or non-parametrically (empirically from the experimental data).
Below we describe the rank method in detail and apply it to a cDNA microarray dataset for investigating MIN6 cells' response to glucose and insulin stimulation (Ohsugi et al., 2004) . We show that this method can reliably identify differentially expressed genes with a low false discovery rate (FDR), even when the changes of their mean expression levels are quite small (20-40%). Our method possesses a unique feature of being more effective as N (the number of genes on the arrays) increases, which other methods seem lacking. It also provides a very simple way of choosing desired level of false positive rates. We end with a discussion about the essential differences between the rank method presented here and single gene analysis-based methods.
METHODS

Characterization of differentially expressed genes
Suppose two samples A and B are hybridized onto R arrays (replicates), and the total number of genes on each array is N . Let q i (g) be the log ratio for gene g(g = 1, 2, · · · , N ) on array i(i = 1, 2, · · · , N ) after certain data preprocessing (Quackenbush, 2002; Yang et al., 2002b) such as normalizations. Let r i (g) be the rank of gene g(g = 1, 2, · · · , N ) within array i(i = 1, 2, · · · , N ) by sorting q i (g) within each array (Cheng, et al., 2003) . Using standard technique (details in the supplemental material) we prove the following theorem under very general conditions. Theorem (Random Ordering) Let {r(g); g = 1, 2, · · · , N } be the ranks of genes sorted by (log) ratios within an array. Under the null hypothesis H 0 that no genes are either up-or down-regulated, for each pair of genes g 1 and g 2 on the array, P {r(g 1 ) < r(g 2 )} = P {r(g 2 ) < r(g 1 )}. That is, the relative ordering of any two genes are completely random.
The theorem states that under the null hypothesis H 0 , no genes can rank consistently high or low across all the arrays. If in a microarray experiment we find many genes ranking consistently high (or low) across all the arrays, the null hypothesis H 0 must be rejected and naturally we identify those genes ranking consistently high (or low) as differentially expressed genes. Thus the random ordering theorem leads to the following characterization of differentially expressed genes: If a gene ranks consistently high (or low) across all the arrays, it is a differentially expressed gene.
Algorithm
The rank method for identifying differentially expressed genes is based on the above characterization of differentially expressed genes.
•
Step 1: Sort genes by (log) ratios within each array • Step 2: Top-T (and bottom-T ) genes, i.e. genes consistently ranking
) on all R replicate arrays, are identified as differentially expressed genes.
The list of differentially expressed genes depends on the choice of T , similar to a threshod or cut-off, and its implication will be discussed in later part of the paper.
False discovery rate
As with any prediction method based on statistical inferences there is some probability of a false prediction that we need to characterize. In our approach the false discovery rate depends on both the value of T and the number of replicates R. For simplicity, in the following we focus only on the top ranked genes, but the same approach is equally applicable to identify the bottomranked genes. Denote α(T ) the number of top-T genes calculated from experimental data and α 0 (T ) the expected number of top-T genes under the null hypothesis H 0 . We identify α 0 (T ) with the number of false positives; that is, of the α(T ) genes being identified as differentially expressed genes, α 0 (T ) of them are expected to be simply due to random fluctuation (false positives). The false discovery rate is
by definition (Bickel, 2004 (Bickel, , 2005 Cole et al., 2003; Cui et al., 2003) . In our context it has practically the same statistical interpretation as those proposed by Benjamini and Hochberg (Benjamini et al., 1995) .
The exact form of the null distribution is generally unknown. We consider two ways of estimating α 0 (T ): either assuming a null distribution (parametric) or estimating α 0 (T ) empirically from experimental data (nonparametric).
Parametric estimate of
The simplest parametric way is to assume that {r(g); g = 1, 2, · · · , N } follows that of random permutations. That is, a gene has an equal probability to be ranked anywhere from 1 to N . Then α 0 (T ) = N (T /N ) R , and the standard deviation of
The derivation of the above formula is in supplemental material. The random ordering theorem proved does not imply that the null distribution is necessarily that of random permutations. This particular form of the null distribution requires equal variability of all the genes, which is a very strong condition and usually very difficult to justify. Genes with unusually large variability will tend to rank either on top or on bottom (i.e. bi-polar), while genes with small variability are more likely to rank in the middle. If there are N bp such bi-polar genes, we would expect that the contribution from these bi-polar genes to α 0 (T ) is N bp /2 R simply by chance. This may lead to much larger false positives than α 0 (T ) = N (T /N ) R predicted under the assumed random permutations. The effects of such bi-polar genes are investigated in detail by computer simulations in the Results section.
Non-parametric estimate of
e. a non-differentially expressed gene has the same probability of ranking top T as ranking bottom T. Intuitively, the null distribution is invariant under the transformation I 1 ↔ I 2 , where I 1 and I 2 are the intensities of the two channels (samples) for cDNA microarrays. So the null distribution is independent of whether the genes are sorted in ascending or descending order by log ratios of I 1 and I 2 . For R replicates 2 R bins of top-bottom combinations can be formed: genes ranking top T on some arrays and bottom T on the rest of arrays. Under H 0 the expected number of genes falling into each one of the 2 R bins should be all the same. For example, in four arrays (R=4) the probability that a non-differentially expressed gene will be ranked in the top-T on each (i.e. in the TTTT bin) is the same as the probability that it is in the bottom-T on each (the BBBB bin), and also equal to the probability that it is ranked in the top-T on the first two arrays and the bottom on the last two (the TTBB bin). The same probability holds for all 16 (2 R ) bins. We can count the number of genes in all of those bins. The only two bins that contain differentially expressed genes are TTTT and BBBB, i.e. genes either ranking top-T or bottom-T on all arrays. But by counting the number of genes in the other 14 (2 R − 2) bins we can estimate quite accurately the number of genes due to random fluctuation (i.e. non differentially expressed genes) in those two bins (TTTT and BBBB) containing differentially expressed genes, which is the value of α 0 (T ) that we seek. In fact we can calculate the average and standard deviation of the gene counts for the remaining 2 R −2 bins to estimate α 0 (T ) and its standard deviation σ 0 (T ).
Computer Simulations
As pointed out earlier, the null distribution of the ranks is generally unknown and the assumed random permutation used in the parametric estimation of α 0 (T ) is only an approximation. We conducted computer simulations to further investigate the effects of such bi-polar genes on α 0 (T ). In our computer simulations, genes are partitioned into two categories: normal and bi-polar genes. The log ratios of normal genes are drawn from the distribution U [−0.5, 0.5] (i.e. the uniform distribution on the interval [−0.5, 0.5]), while those of the bi-polar genes are drawn from
, where V bp > 1. The bi-polar genes have larger variability than those of normal genes and tend to rank either high on the top or low at the bottom. Another parameter in the simulations is the number of bi-polar genes N bp . We would expect that the larger the N bp or V bp , the more severe the departure of the rank distributions from random permutations, and the larger the deviations of α 0 (T ) from those predicted under the random permutations model. As usual, the null hypothesis H 0 can be tested by comparing α(T ) calculated from real experimental data against α 0 (T ) estimated under the null hypothesis H 0 . Also notice that such statistical tests can be carried out at different values of T . This offers important flexibility in applications as we discuss in the Result section.
RESULTS
Computer Simulations
In order to test the effect of having genes with different variability we generated several datasets, each with a total of N =5497 genes and R = 4 replicates, to match the experimental data we analyze below. We have used the following parameters for (N bp , V bp ) in our computer simulations: (0, 1), (500, 2), (1000, 2), (500, 4), and (1000, 4) respectively. The simulation results are shown in Figure 1 . It is clear that as either N bp or V bp increases, the number of genes in the top-T bin also increases, with the effect most noticeable at the lower range of T (Figure 1) . The same effect, of course, also occurs for other bins (data not shown). This is as expected based on the model of bi-polar genes and demonstrates that we can easily account for that effect by counting the number of genes in each of the other 14 (2 R − 2) bins. Obviously in this simulated data there are no truly differentially expressed genes, so the counts of the TTTT bin is always nearly equal to the expected number calculated non-parametrically (average of the gene counts in the 14 bins) and the differences between the two are always with the standard deviations of the non-parametric estimates (data not shown). But if we had used the random permutation assumption (i.e. the parametric estimate) instead of the empirical distribution we would have significantly underestimated the random contribution to the TTTT bin. The parametric estimate of α
is the same in every simulation independent of N bp and V bp and is equivalent to the simulation with no bi-polar genes (i.e., in the absence of bi-polar genes N bp = 0 the parametric estimate of the TTTT bin is quite accurate, as shown in Figure 1 ).
Experimental Data
The rank method is applied to a cDNA microarray dataset for investigating MIN6 cells response to glucose, insulin and KCl stimulation (Ohsugi et al., 2004) . In the experiment, there are N = 5497 genes on each array and R = 4 replicates. Details on RNA preparation, sample paring scheme, scanning, normalization (Quackenbush, 2002; Yang et al., 2002a) , direct and indirect ratios (Yang et al., 2002b) , etc. are presented in (Ohsugi et al., 2004) . The dataset is available as supplementary material. In all cases the gene counts for bin TTTT is very close to the non-parametric estimates and the differences between the two are always within the standard deviation of the non-parametric estimate (data not shown). As either N bp or V bp increases, the differences between the parametric and non-parametric estimates grow larger, and the parametric estimates clearly under-estimated α 0 (T ), showing the effects of the bi-polar genes which tend to rank either high or low due to larger variances V bp .
Estimate of false positives
The results of the two methods (parametric and non-parametric) of estimating the expected numbers of false positives α 0 (T ), and the estimates for its standard deviation, σ 0 (T ), are shown in Figure 2 . The results of the two ways of estimating α 0 (T ) are very close, and in fact are consistent with each other within error bars. By comparing with the simulation data shown in Figure 1 where the non-parametric estimates of α 0 (T ) (Ave n) appreciably exceeds the parametric estimates of α 0 (T ) (Ave p), we do not observe any strong indication of bipolar genes in the experimental dataset. In the rest of the paper the non-parametric estimate of α 0 (T ) will be used in the discussion. real experimental data, is plotted in Figure 3 together with α 0 (T ) (non-parametric estimates), the expected number of top-T genes under the null hypothesis H0 that no genes are either up-or down-regulated.
Differentially expressed genes and FDR α(T ), the number of top-T genes (and also the bottom-T genes) calculated from
We can see that α(T ) increases as T increases, indicating that more and more genes are included in the list of differentially expressed genes. At the same time, α 0 (T ) also increases as T increases, and more false positives should be expected in the list of differentially expressed genes too. Figure 3b shows the false discovery rate F DR(T ) for both up-and down-regulated genes as a function of T . At small values of T , α 0 (T ) α(T ) and F DR(T ) is very low, especially for up-regulated genes.
As expected, lowering the criteria of selecting differentially expressed genes by increasing T generally increase the number of false positives as well as false discovery rates. This is consistent with the well-known relationship between the type I and II errors: improve one at the cost of the other.
The expected number of false positives α 0 (T ) is the same for both up-and down-regulated genes. The false discovery rate F DR(T ), defined by
, also depends on α(T ). At the range of T N , the lists for up-regulated genes has a smaller F DR than those for the down-regulated genes simply because more up-regulated genes are identified than down-regulated ones are, i.e. α + (T ) > α − (T ), even though the absolute number of false positives α 0 (T ) are the same for both up-and down-regulated genes.
3.2.3
Choice of T Which T value should be used to get the list of differentially expressed genes should be decided in considerations with other factors. For example (see Figure 4) , if we choose T = 2700, the list of differentially expressed genes would include nearly 800 genes for either up-or down-regulated classes, of which about 250 are expected to be false positives. This is hardly an acceptable choice in almost any situation because of the huge number of false positives even though the list contains perhaps almost all the truly differentially expressed genes. On the other hand it is not very straightforward to choose between T = 300 and 1000: at T = 300, only 37 genes are identified with virtually no false positives (F DR(300) ≈ 0); while at T = 1000, the list contains 153 genes with only about 4 false positives. In the study by (Ohsugi et al., 2004) , about 100 (up-regulated) genes are identified with false positives of about 1 or 2, corresponding roughly to T = 700.
The method provides the flexibility of balancing power and false positives in a simple way by choosing different values of T at which the statistical tests are conducted. Since the calculations involved are quite simple, the results can be easily tabulated for several values of T . Figure 4 shows such an example, and can present a better idea of the trade-offs between power (how many differentially expressed genes can be detected) and the false positives. Researchers can take advantage of this flexibility and choose T that most suits their research strategies and goals.
Fold-changes of differentially expressed genes
We can study the distribution of fold-changes of differentially expressed genes thus identified. The fold changes are calculated using Mixed Model (Wolfinger et al., 2001) . Figure 5 shows the cumulative distribution of fold-changes for the list of genes identified at several T values. Many genes with very small fold-changes (1.2-1.4) can be reliably identified with a very low false discovery rate. For example, at T =900, 131 genes are identified with about 3 false positives. 100 of them are below 1.4 fold changes (i.e. 40% increases in gene expression levels). More than a dozen genes have been randomly chosen for quantitative real time PCR validation and the results have been very consistent with the microarray measurements (Ohsugi et al., 2004) Fig. 4 . α − (down-regulated genes), α + (up-regulated genes), α 0 (under the null hypothesis H 0 , non-parametric), F DR + , F DR − (false discovery rates for up-and down-regulated genes, respectively). The same data is used in Figure 3 . 15 1.2 1.25 1.3 1.35 1.4 1 Fold changes Fig. 5 . Cumulative distributions of the fold-changes for up-regulated genes identified at various values of T (except the column ">1.45" which only shows the number of genes with fold-changes larger than 1.45). α + is the total number of genes identified, α 0 is the expected number of false positives.
chosen for validation have a very small fold-change (smaller than 1.4).
DISCUSSION
There are two features of the rank method that are essentially different from single gene analysis-based methods. One is the working definition (i.e. criteria) of differentially expressed genes and the other is the adoption of the all gene analysis approach. These two are closely related.
In the rank method top-T genes are identified as differentially expressed genes. This working definition of differentially expressed genes is fundamentally different from |S| ∆S 0 , commonly used in single gene analysis-based method. As mentioned in the Introduction, this allows us to avoid the difficult task of estimating ∆S 0 accurately for each gene, which is critical for dealing with genes with small fold-changes. One source of such difficulty is the small number of replicates (arrays) in a typical microarray experiment. From a statistical point of view, small sample size generally results in large error bars. In our case we have only 4 replicates. Another source of difficulty is due to the fact that a large number of genes are measured simultaneously: some genes are bound to have smaller measured variability while others have larger ones. In single gene analysis, it seems to be very difficult to determine convincingly whether a very small variability actually measured is indeed due to true smallness of variability of that particular gene, or simply by chance due to large number of genes measured. The inability to accurately estimate the width ∆S 0 for each gene would make it very difficult for single gene analysis methods to reliably identify genes with small fold changes, such as those shown in Figure 5 , given the fact that the standard deviation of logarithmic (base e) ratios for the 4 arrays are 0.14, 0.15, 0.16 and 0.16, respectively, corresponding roughly to 15% changes.
Another unique feature of the rank method is its all-gene analysis approach. This approach is fundamentally different from singlegene analysis in that the calculations are based on the joint distribution of all the genes in contrast with the single gene analysis framework of one probability distribution for one gene. Singlegene analysis is prevalent and many existing methods belong to this category. This can be attributed to the basic fact that measurements of one gene are independent of all other genes, or equivalently, knowing the measurements of one gene provides no information of any other genes. Interestingly, the theorem we proved relies on exactly the same facts (see supplemental material, especially part (B)). However we end up with a non-trivial joint distribution of ranks of all the genes: the ranks of genes are no longer independently distributed as in the case of single gene analysis.
One of the advantages of all gene analysis is reflected in the way random errors are handled: the estimate of false positives α 0 (T ) captures the collective variability from all the genes. This is another reason that, unlike single gene analysis, accurately determining the variability for each and every gene is unnecessary and can be avoided.
Another advantage is that by working with the joint distribution of all the genes, the issue of multiple hypotheses testing is greatly simplified. In single-gene-analysis methods, the number of hypothesis testing is equal to the number of genes N . Multiple testing procedures should be followed since N is usually quite large (N = 5497 in our datasets). Many existing methods of dealing with the issue of multiple testing, such as Family Wise Error Rate (FWER, (Zar, 1999) ), generalize family wise error rate (gFWER, (van der Laan et al., 2004) ), as well as the classical FDR by Benjamini and Hochberg (Benjamini et al., 1995; Storey, 2003) , etc, usually requires as input the "raw" p-values for each individual hypothesis testing obtained by some single gene analysis method. We have presented the arguments before that those pvalues are usually not very reliable due to the great difficulties in accurately estimating ∆S 0 . In contrast, our all gene analysis approach identify a group of genes by a single hypothesis testing due to the characterization of differentially expressed genes we established, and the multiple hypotheses testing-related issues is actually irrelevant in our case.
Our method processes a unique property of being more effective (in the sense of lower false discover rates) as N (total number of genes) increases. In general large N can only adversely affect single gene analysis-based methods due to issues related multiple hypotheses testing (Zar, 1999) . For the rank method, large number of genes on the arrays are actually more desirable since α 0 (T ) ≡ N (T /N ) R (which is exact if no bi-polar genes exist) decreases as the number of gene on the array increases, which in turn leads to smaller false discover rate (FDR). Increasing the number of replicates (R) is helpful in reducing errors for both rank method and single-gene analysis-based methods. In single-gene analysis,∆S 0 ∼ 1/ √ R, where ∆S 0 is the width of the null distribution for the particular gene. However this improvement in estimating the width of the null distribution (∆S 0 ) may be rather insignificant compared with what happens for rank method:
R drops rather quickly and much faster than ∆S 0 as R increases, which again leads to much smaller false discovery rate.
By applying the rank method to real microarray dataset, we have demonstrated that, as shown in Figure 5 , a large number of genes with small fold-changes can be reliably detected, even if each of them may not be statistically significant when analyzed individually. As we discussed earlier, it would be very difficult for single gene analysis-based methods to reliably identify genes with such small changes. Single gene analysis-based methods try to determine whether the magnitude of the fold-change for each particular gene is statistically significant or not by comparing the fold-change S with ∆S 0 , while the rank method tries to determine whether the number of top-T (i.e. differentially expressed) genes is statistically significant or not by comparing it with α 0 (T ). α 0 (T ) measures the strength of the random fluctuations from all the genes. As long as α(T ) is much larger than α 0 (T ), we can identify a group of α(T ) genes with a very small false discovery rate. This is a very important result for practical applications of microarray technology. Many stimuli or treatments may often have effects in the form of changing the expression levels of many genes by just a small amount (Mootha et al., 2003; Yechoor et al., 2002) . The collective results of these small changes, however, may have profound effects on biological systems (such as cells or organs), especially over a long period of time (such as diet and smoking). Reliably detecting such group of low fold-changed genes is invaluable for a better understanding of many biological processes. Indeed the major conclusion of the microarray study (Ohsugi et al., 2004) , used here as an example to illustrate the rank method, that both glucose and insulin stimulate a common set of genes in insulinoma cells is primarily based on such small fold-changed (1.2-1.4) transcripts. The rank method may be used to reliably identify a large number of low fold-changed genes in such cases.
Another feature of the rank method is that by considering various values of T , we can control the false positives (or false positive rate) in a very simple and convenient way. Such flexibility allows us easily to choose the one that most fits the strategy and goal of the investigation.
Clearly in this method information on the fold-changes is lost since we only use ranks in our calculation. This may present an advantage since we do not have to make any arbitrary cut-off (such as 2-fold changes) in determining differentially expressed genes. In order to get information of fold-changes, other methods such as ANOVA can be employed, and the results from different approaches should be compared and cross-examined with each other. Another limitation of the method from a practical point of view is that one single bad array would have damaged the whole set of data. Hence array quality must be monitored closely and arrays with obvious defects should be excluded from the analysis (this also applies to other methods). In extreme cases such as a gene ranking consistently high in all arrays but one, other methods such as quantitative real time-PCR should be used to study the gene directly. If there are many arrays, the characterization of differentially expressed genes as "rank top on all array" may be too stringent and some modifications should be made to make it more practically useful. One possible modification is to use "rank top on many arrays" instead of "rank top on all arrays". Consider R = 50 as an example. We can calculate the number of genes that rank top T on 50, 45, 40, 35 arrays and use similar nonparametric procedures to estimate the contributions from random fluctuation of ranking. Finally if a large percentage of genes on the arrays are changed among different samples (as in the case of some customized arrays with small numbers of genes: e.g. N < 200), the method would not be very effective since the ranks of all the differentially expressed genes also tend to be random relative to each other, similar to those followed by the ranks of non-differentially expressed genes. This shows most clearly the essence of the rank method: it compares genes with a pool of non-differentially expressed genes. Such approach is orthogonally different from any single gene analysis-based methods, where each individual gene is tested separately for being differentially expressed or not, and one gene is never compared with any other genes during hypothesis testing. The rank method would perform most effectively when there are many differentially expressed (i.e. regulated) genes, but still the overwhelming majority of genes on the arrays remain unchanged. In such a scenario, the handful differentially expressed genes will rank high (or low) consistently across all the arrays relative to the rest of the non-differentially expressed genes whose ranks are simply random distributed.
