Abstract. It is known that every positive integer n can be represented as a finite sum of the form i a i 2 i , where a i ∈ {0, 1, −1} and no two consecutive a i 's are non-zero ("nonadjacent form", NAF). Recently, Muir and Stinson [12, 13] investigated other digit sets of the form {0, 1, x}, such that each integer has a nonadjacent representation (such a number x is called admissible). The present paper continues this line of research.
Introduction
Redundant number systems have been studied by many people, and for various reasons. Probably the most famous one uses the base 2, but instead of the traditional digits 0, 1, it allows a third digit −1. One can make this system unique by superimposing a condition: no two adjacent digits different from zero are permitted. This non-adjacent-form ("NAF") goes back (at least) to Reitwiesner [15] . For pointers to the earlier literature we refer the reader to [10] and [7] .
Recently, Muir and Stinson [12, 13] asked for other sets of digits, in particular of the form {0, 1, x}, such that every (positive) integer has a unique representation using these digits, base 2, and obeying again the condition that two adjacent digits cannot both be different from zero.
The present paper analyzes their number systems with respect to frequencies of digits, description of characteristic sets and similar questions. Our main focus is to provide results for general x as much as possible; we give explicit results as well as algorithms to compute some characteristic quantities for specific x.
We summarize here what follows in the later sections. In order to describe the digits x that work, we define a suitable graph. The answer depends on whether each node can be reached from the starting node. We propose an O(|x|)-time algorithm for this decision. The list of admissible numbers x starts like 3, −1, −5, −13, . . . (they must all be ≡ 3 mod 4).
We then define transducers (finite automata with output) that translate the standard binary representation into a NAF using digits {0, 1, x} by reading the input word from right to left (thus starting with the least significant digit). Such a transducer has at most |x| + 4 states. It can be constructed even for such x's that don't lead to NAFs; in such cases, not every number has a representation, and one can "see" from the transducer when this happens. (For the standard NAF, such a transducer is of course well known.)
One of the advantages of the (standard) NAF, especially for applications in cryptography, is, that many digits are zero "on average." To be more precise, if one considers all admissible words of length N , with digits (letters) from the set {0, 1, −1}, then a random word has on average N 6 digits '1' resp. '−1' and 2N 3 zeros. Interestingly, these frequencies persist even in the general case, with error terms depending on the extra digit x; in principle (for any particular x), they can be computed. The variance follows a similar pattern, with the constant 1 6 being replaced by 11 108 . From this one can conclude that the underlying distribution is Gaussian.
For various reasons (on-line computations!) it would be nice to generate the NAF when reading the digits of the binary expansion from left-to-right. It is known for the standard case x = −1 that this is not possible, but there exist equivalent representations (with respect to the large number of zeros, i.e., small "Hamming weight"). There are always situations where a finite look-ahead will not be sufficient to decide which digit should be taken. We scale this exceptional set B down to the unit interval and study it as a function of the length of the look-ahead. While this set is just { , 5 6 } in the standard instance, we enter the realm of fractals for x = −5, −13, . . . . The (Lebesgue-) measure of B is zero, but its Hausdorff dimension is positive and strictly less than 1. A similar situation occurred in the study of joint expansions in Grabner, Heuberger, and Prodinger [5] . For particular x, the Hausdorff dimension can be explicitly computed from the dominant eigenvalue of the adjacency matrix of a certain auxiliary automaton, but it is quite challenging to say something in general. We manage, however, to derive nontrivial lower and upper bounds.
As already mentioned, for x = −1, the NAF is optimal, as there is no representation of any integer with fewer nonzero digits. We show in an algorithmic fashion that this is also true for x = 3. This is no longer true for the other possible values of x. In most cases, the number 3 serves as a counter example; in a few exceptional cases one must take another one. As a byproduct of our analysis, we can describe (for x = 1 resp. x = 3) all optimal representations; recall that in these cases a representation of an integer m is optimal if it has the same number on nonzero digits as the NAF of m. These representations can be described by finite automata.
It is always beneficial in order to understand how the arithmetic of a number system works to understand first how addition of 1 (or any other fixed integer) works. Knuth's book [10] has several such examples. Here, we confine ourselves to the transducer describing the addition of 1 in the instance x = −5.
For the standard NAF case (x = −1) it is possible to give an explicit formula for the digits of the expansion, cf. Prodinger [14] . This is somehow a reflection of the fact that the above mentioned exceptional set is so simple. In the instance x = −5, there is still an explicit formula for the digits. However, it sometimes predicts a nonzero digit when it actually is zero, but is correct otherwise. This corresponds to Figure 9 , where one can see that the intervals that contain green resp. blue points, are separated. For other values of x nothing like that exists anymore.
Before entering into the details, we will fix a minimum amount of notation. Let n be an integer and
such that only finitely many digits are nonzero and such that n = j≥0 d j 2 j . The standard binary expansion of a nonnegative integer n is its unique {0, 1}-expansion. We will usually denote sequences by boldface letters. Where appropriate, we will also think about Dexpansions as finite or infinite words over the alphabet D. By value(. . . ,
Nonadjacent Digit Sets
We recall some definitions of Muir and Stinson [12, 13] .
If there is a D-NAF for every positive integer n, then D is called a nonadjacent digit set (NADS).
Muir and Stinson [12, 13] study digit sets D = {0, 1, x} for integers x. The following results have been proved in their paper:
(1) If D is a NADS, then x ≡ 3 (mod 4). 
It is easily seen (cf. Muir and Stinson [12, 13] ) that n ∈ N admits a D-NAF if and only if r(n) admits a D-NAF and that if (. . . ,
Since r(n) < n for all positive n ≡ 3 (mod 4) and r 2 (n) := r(r(n)) < n for all positive n ≡ 3 (mod 4) with n > |x| /3, the set D is a NADS if and only if all 0 < n ≤ |x| /3 with n ≡ 3 (mod 4) have a D-NAF.
Proposition 4. Let D = {0, 1, x} with x < 0 and x ≡ 3 (mod 4). Define the directed graph G := (V, A) by V = {0, . . . , |x| /3 } and
Then D is a NADS if and only if every n ∈ V is reachable from 0.
Proof. We observe that if 0 = n ∈ V , then there is exactly one edge with head n, namely (r i (n), n), where i = (n mod 2) + 1. Therefore, there is a path 1 from 0 to n if and only if n has a D-NAF.
Therefore, we may check whether a set D is a NADS by simple breadth-first search (cf. Algorithm 1).
Algorithm 1 Check for NADS
Input: D = {0, 1, x} with x < 0 and x ≡ 3 (mod 4)
It is clear that the run-time of this algorithm is O(|x|). Muir and Stinson [12, 13] give a list of all NADS {0, 1, x} with |x| ≤ 10 000. The list starts with 3, −1, −5, −13, −17, −25, −29, −37, −53, −61, −65, . . . They also gave some necessary and some sufficient conditions on x such that {0, 1, x} is a NADS.
We remark that for negative integers n, we always have r(n) > n if x < 0. This implies that for some finite positive k, we have r k (n) ≥ 0.
Proposition 5. Let D := {0, 1, x} with x < 0 be a NADS. Then every integer n ∈ Z has a D-NAF.
Calculating a D-NAF from right to left
Let D = {0, 1, x} with x ≡ 3 (mod 4) be fixed throughout this section. Our aim is to give a transducer which transforms the binary expansion of n into its D-NAF from right to left.
Since the least significant digit η 0 (n) depends on n mod 4, a transducer will need a look-ahead of 1 in order to be able to make a decision.
The transducer T 0 over the input alphabet {0, 1} and the output alphabet D is defined as follows: It has the set of states Q 0 = {0, . . . , 2+|x|}∪{I}, where the states 0 ≤ m ≤ 2+|x| represent carries and I denotes the initial state. The sets of initial and terminal states are {I} and {0}, respectively. The set of transitions is
where ε denotes the empty word. Since
this finite transducer is well defined. Of course, we only have to consider the accessible states in T 0 ; we therefore define T to be the subgraph of T 0 spanned by the accessible states. The sets of states and transitions of T will be denoted by Q and E, respectively.
Note that this is a right-to-left transducer, i.e., a path m
To prove that the transducer indeed calculates a D-NAF of an integer when reading its standard binary expansion, the following lemma is useful. 
Proof. The lemma is easily proved by using the definition of the transducer and induction.
The following theorem states that the transducer T does what we promised. On the other hand, if there is some successful path, Lemma 6 shows that it corresponds to a D-NAF of the value of its input. (3) When processing the binary expansion of n on the transducer, we can distinguish between two phases: in the first phase, we read "significant" input, in the second phase, we just read leading zeros of the binary expansion. If we reach the terminal state 0 in this second phase, we are successful and got a D-NAF of our input.
However, if we enter a cycle in the second phase apart from the trivial cycle 0
0|0
− → 0, it is clear that we will never reach the terminal state, i.e., there is no D-NAF.
This implies that after reading d MSB(d) , we will reach each of the states Q \ {I, 0} at most once, hence we need at most #Q − 2 leading zeros to reach the terminal state 0. In some parts of this paper, we will study the input automaton A of T , i.e., we only consider the input labels of the transitions in T . By construction, the automaton A is deterministic. We will use the notation m = (d J−1 · · · d 0 ) · m for the transition function in this automaton, which means that there is a path in A from m to m with (input)
. Furthermore, we will apply these transitions to sets of states also, i.e.
The following lemma will be used several times: and m ∈ Q \ {I}. Then for any k ≥ k 0 , we have
where d k means the word consisting of k repetitions of the letter d.
Proof. Let d ∈ {0, 1}. We consider the path
Inserting this in (3.4) we immediately see that η k−1 = 0 and m = 2d.
Furthermore, we can also construct a transducer T 0 which takes an arbitrary binary {0, 1, x}-expansion and transforms it to the D-NAF: The set of states Q 0 is {I} ∪ {−2 |x|, . . . , |x| + 2}, the set of transitions E 0 is
The transducer T is obtained by removing inaccessible states. The transducers T for x = 3 and x = −1 are shown in Figures 13 and 15 , respectively.
Frequency of digits
Let D = {0, 1, x} be a fixed NADS. We denote the D-NAF of a nonnegative integer n by η(n). For d ∈ {1, x}, we denote the number of occurrences of the digit d in the D-NAF of n ∈ N 0 by
where we use Iverson's notation [expr ] = 1 if expr is true and [expr ] = 0 otherwise, cf. [6] . Let X N be a uniformly distributed random variable on {0, . . . , 2 N −1}. We are interested in the distribution of the random variable F d,N := f d (X N ). We will first calculate the main terms of mean and variance using a recurrence approach. In a second step, we study the probability generating function and derive a central limit law using Hwang's [8] "quasi power theorem." For concrete values of x, the generating function approach gives also second order terms for the mean and the variance.
We derive recursive formulae for the first two moments
for N ≥ N 0 , where
We split the sum into three parts, depending on the residue class of n modulo 4, writing n = 2m, n = 4m + 1, and n = 4m + x, respectively:
where y = −x/4 . By our choice of N 0 , we conclude that for 0 ≤ m < y, the D-NAF of 2 N −2 + m is simply the D-NAF of m with the digit at position N − 2 set to 1, i.e.,
This yields
Solving this linear recurrence with constant coefficients, we get
where e d is some constant. A recurrence relation for the second moment can be derived similarly, we get
2) (with undetermined constants), we again get a linear recurrence with constant coefficients. Solving it, we get
We now consider the probability generating function
We define the (#Q×#Q)-matrices
where the rows and columns of A d and B d are ordered as
where the factor B
#Q−2 d
ensures that we come back to the terminal state 0. For concrete x, G d can be calculated explicitly, for instance, we have
For the first ten values of x, we calculated means and variances by this approach. Comparing with (4.2) and (4.3) for the first few values of x gives the constants e d and v d in Table 1 . From the definition (3.1) of the transducer T it is clear that Thus, the generating function G d is a rational function whose numerator has a unique simple pole of minimal modulus for Y sufficiently close to 1. We obtain
for some analytic functions u(s) and v(s) and some 0 < ρ < 1 for |s| sufficiently small. By Hwang's [8] "quasi power theorem" we conclude the central limit theorem (4.4).
Theorem 9. Let D = {0, 1, x} be a NADS, d ∈ {1, x} and F d,N the number of occurrences of the digit d in the D-NAF of a randomly chosen integer in the interval {0, . . . , 2 N − 1}. Then we have
for some constants e d and v d depending on x, which can be computed explicitly. For |x| ≤ 61, they are given in Table 1 .
Furthermore, we have
uniformly with respect to z, z ∈ R.
"Calculating" Digits from Left To Right
The aim of this section is to give a description of arbitrary digits in a NADS D = {0, 1, x}. If n has standard binary expansion (.
In Figures 7, 8, 9 , and 10, we draw the second digit from the left for x = 3, −1, −5, and −13 respectively: For k = 3, . . . , 12 and n = 0, . . . , 2 k − 1, we calculated the th digit of the D-NAF of all integers m such that
2 k ; these are those integers whose first (from the left!) digits in the standard binary expansion agree with the first digits of n. In some cases, the th digit was the same for all integers m which lie in the given interval, in some cases, several digits could occur. We mapped the sets of possible digits to colors according to Figure 6 and filled a rectangle of width 1/2 k and height 1 with this color at position (n/2 k , 12 − k). We remark that for x = −1, the picture is rather regular, whereas for x = −13, many decisions are still open after 12 digits. In what follows, we will describe this phenomenon in terms of the states of the transducer T .
Since the digit η depends on the state m +1 = (d · · · d 0 ) · I and on d +1 , we will try to predict the state m +1 from the knowledge of d · · · d −r+1 for small r, wherever possible. Since we do not know in which state we are after reading the unknown digits d −r · · · d 0 , we have to assume that we are in any state (apart from the initial state). So we denote the set Q \ {I} by Q * . We define the map Φ r : {0, 1} r → Q * by
. Therefore, for any x = (x 1 x 2 · · · ) ∈ {0, 1} , the limit Figure 10 . Second digit from the left for x = −13.
exists. We note that if Φ(x) is a singleton {m} for some x ∈ {0, 1} , we have Φ r (x 1 x 2 · · · x r ) = {m} for some r ∈ N. In this case, we have Φ(y) = Φ(x) for any y ∈ {0, 1} with the property that the prefixes of length r of x and y coincide. This means that Φ is continuous in all points where it has a singleton image. We now assume x < 0. From Lemma 8, we see that for any (x 1 , . . . , x j ) ∈ {0, 1} j and k ≥ k 0 , we have
This implies that Φ( We translate our results back to the th digit:
We now collect all sets ϕ d (A m ) which lead to the same digit η ∈ D in the set
where the bar denotes closure and int denotes the interior. We take the interior of the closure for "aesthetical reasons": We want to avoid "holes" in the sets which would only be meaningful at the level of the transducer, but not on the level of the digits. Since n/2 +1 is in the interior of some A m anyway, the dyadic points are not affected by this operation.
This yields the following theorem. 
for ≥ 0. The sum of the Lebesgue measures of the W η , η ∈ D, equals 1.
Dimension of the boundary
Theorem 10 shows that
has Lebesgue measure zero. However, Figures 9 and 10 demonstrate that this "exceptional set" is quite "irregular." The aim of this section is to quantify this "irregularity" in terms of Hausdorff dimension. We will calculate the Hausdorff dimension of ∂(W 0 ∪ W 1 ∪ W x ) as the spectral radius of the adjacency matrix of an auxiliary automaton as follows.
We construct auxiliary automata A m for m ≥ 2. The set of states is the set Q m := {I ⊆ Q * : #I = m} of m element subsets of Q * . The alphabet is still {0, 1}. The set of transitions
is defined in terms of the transitions in the input automaton underlying T . All states are initial and terminal states. The adjacency matrix of A m will be denoted by M m . For x = −5 and m = 2, this automaton is shown in Figure 11 .
We will mainly work with A 2 , which is the only automaton to occur in the statement of our result, however in some cases, we may be forced to use A m for some m > 2 instead.
The remaining part of this section is devoted to the proof of the following theorem.
Theorem 11. Let D = {0, 1, x} with x < 0 be a NADS and W η , η ∈ D, be the sets described in Theorem 10. Let ρ(M 2 ) denote the spectral radius of the adjacency matrix
For x = −1, we have log 2 ρ(M 2 ) = 0, for |x| ≥ 5, we have where k 0 has been defined in (3.3) and = log 2 (|x| + 3) − 1.
For |x| ≤ 29, the values log 2 ρ(M 2 ) are shown in Table 2 .
The transitions in A m will again be denoted by J = d · I, since this coincides with the earlier definition for subsets of Q * . However, this transition is not defined in A m for every d and I, since it might be the case that I is mapped to some J with #J < m. We will also reuse the notation d · I for strings d ∈ {0, 1} n . As in the previous section, we first study the problem at the level of the states of the transducer and will translate them back to the level of output digits afterwards. We consider the set B := [0, 1] \ A of those real numbers which do not allow us to decide about the final state from the knowledge of a finite number of digits. To calculate the Hausdorff dimension of B for general x, we proceed as follows: We first derive an upper bound for the box dimension using a suitable covering of B. In a second step, we construct a lower bound for the box dimension. Finally we will show that a subset of B can be interpreted as a finite union of graph directed sets (cf. Falconer [4] ) satisfying an open set condition, which implies (cf. Edgar [3] ) that the Hausdorff, box and similarity dimensions are equal. Finally, we use this fact for calculating the Hausdorff Dimension of B explicitly for small values of |x|. 
Proof. By Lemma 8, we have N 2 −n (B) ≤ #U n , where
The strings in U n can be described by a regular expression
which can be translated to the generating function
Let q(z) := 1 − 2z + z k 0 . We note that we have k 0 ≥ 4 by (3.3). Then |q(z) − (1 − 2z)| = |z k 0 | < 2 |z| − 1 ≤ |1 − 2z| for 1 − δ < |z| < 1 for a suitable δ. Therefore, q(z) has exactly one zero with modulus less than 1, say ρ, by Rouché's Theorem. Since q(1/2) > 0 and q(1/2 + 1/(2k 0 )) < 0, we know that ρ is real and ρ = 1/2 + O(k 0 −1 ). By bootstrapping, we obtain
In fact, we have
. Therefore, we conclude that the upper box dimension of B can be bounded from above by dim B (B) ≤ − log 2 ρ, hence (6.3) yields (6.2).
We now derive lower bounds for the box dimension.
Lemma 13. Let |x| ≥ 5. Then we have (6.4)
Proof. From the definition of T , we deduce that 0 and 1 always have the neighbourhood shown in Figure 12 , where s := (3 + |x|)/2. We further notice that any path from s to 1 has at least length = log 2 s , since m ≥ 2 i implies r(2d + m) ≥ 2 i−1 for d ∈ {0, 1}. We consider the set of sequences
To prove this, we observe that We now derive a lower bound for #L n . For 1 ≤ t ≤ we have
since the second condition is no restriction for sequences of that length. The regular expression for sequences which avoid adjacent 1s is 0 * (100 * ) * (ε + 1), the corresponding generating function equals
where F t denotes the Fibonacci sequence F t+2 = F t+1 + F t with F 0 = 0 and F 1 = 1. Therefore, we get ) is even so that we will not choose input 1 in the next step. Furthermore, we have log 2 (r(2d + m )) = log 2 (m ) − 1 unless m = 2 g − 1 for some g. But in the latter case, we have r(2d + m ) = 2 g−1 with |h (m )| = g. Therefore, (6.6) follows by induction.
We conclude that
where d 0 (m) ∈ L m is some fixed admissible string of length m which is used to obtain the required length n. This yields
For |x| ≥ 5, the bound (6.4) follows.
We want to prove that the lower box, upper box, Hausdorff and similarity dimensions of B agree. To this aim, we first collect a few simple consequences of Perron-Frobenius theory.
We denote the spectral radius of a (n × n)-matrix M by ρ(M ). If I, J ⊆ {1, . . . , n}, we denote the submatrix of M with rows I and columns J by M (I, J).
If M = (m ij ) 1≤i,j≤n is a nonnegative (n × n)-matrix, we will consider the digraph G induced by M , i.e., the directed graph with set of vertices {1, . . . , n} and set of arcs {(i, j) : m ij > 0}. We will call any strongly connected component C ⊆ {1, . . . , n} of G which fulfills
a dominating component of M . We will identify subsets of {1, . . . , n} and the subgraph of G induced by these vertices when speaking about strongly connected components.
Lemma 14. Let M be a nonnegative (n × n)-matrix. Then there is a nonnegative vector 0 = x ∈ R n such that M x = ρ(M )x. Let G be the directed graph induced by M . Then M has a dominating component.
Proof. By continuity, the assertion on the nonnegative eigenvector follows from the PerronFrobenius theorem, cf. [11, Theorem 15.5.1], for instance.
Let C 1 , . . . , C r be the strongly connected components of G. We consider the auxiliary digraph G with set of vertices {C 1 , . . . , C r } and an arc from C i to C j if there is an arc from some vertex in C i to some vertex in C j in the original digraph G. By construction, the auxiliary digraph G has no directed cycle. This implies that we may sort the components in such a way that the adjacency matrix of G is upper triagonal. If we permute the rows and columns of M according to the strongly connected components, we get a matrix which is block upper triagonal. Therefore, the spectrum σ(M ) of M equals
This implies that ρ(M ) = max i=1,...,r ρ(M (C i , C i ) ). This proves the existence of a dominating component.
Lemma 15. Let M be a nonnegative (n × n)-matrix and e = (1, . . . , 1)
t ∈ R n . Then
which may equal −∞.
Proof. Each entry of M m is bounded by a constant times m n−1 ρ(M ) m , so the same holds for the nonnegative number e t M m e. On the other hand, let x be a nonnegative eigenvector of M for ρ(M ), which exists by Lemma 14. Without loss of generality, 0 ≤ x j ≤ 1 for j = 1, . . . , n. Therefore,
Taking logarithms and limits yields the result.
In general, we cannot expect the automaton A m to be strongly connected. Therefore, we cannot apply the results on graph directed sets directly, but we have to apply it on the strongly connected components. To cover the remaining parts of B, we give an upper bound for the upper box dimension (and therefore for the Hausdorff dimension) using the spectral radius ρ(M 2 ) of M 2 at this point.
, there is at least one path in A 2 from some {u, v} ∈ Q 2 to some {u , v } ∈ Q 2 with label d. Thus the number N 2 −n (B) can be bounded from above by the number of paths of length n in A 2 , which equals e t M n 2 e. From Lemma 15 we conclude that
It is well known that the Hausdorff dimension is always less or equal the lower (and therefore the upper) box dimension. Since dim B (B) > 0 for |x| ≥ 5 by Lemma 13, we conclude that ρ(M 2 ) > 1 in that case.
Proof of Theorem 11. We assume that |x| ≥ 5.
Since 0 / ∈ 1 · Q * (cf. Figure 12) , the automaton A #Q * has one state and at most one transition, hence ρ(M #Q * ) ≤ 1 < ρ(M 2 ) by Lemma 16. We now choose m ≥ 2 maximal such that ρ(M m ) ≥ ρ(M 2 ). The preceeding observation implies that m < #Q * . We define sets V I := {x ∈ [0, 1] : I ⊆ Φ(x)} for I ∈ Q m . By definition of Φ, these sets are compact. We consider the contracting similarities
Then it is easily proved that (6.8)
First, we claim that (6.9) V I = ∅ for every I ∈ C.
To this aim, we note that there is a directed cycle To prove this, we assume that U I = ∅ for some I ∈ C. Let now d ∈ {0, 1} n for some n ∈ N be the label of a path of length n in C, i.e., there are
Since U I = ∅ by assumption, this implies that
This means that there is a path K 3 d − → K 4 of length n in A m+1 . The above construction shows that there is an injective map from the set of labels of paths of length n in C to the set of paths of length n in A m+1 . We obtain e t M n m+1 e ≥ #{d ∈ {0, 1} n : d is label of a path of length n in C} ≥ 1 #C 2 e t M m (C, C) n e.
By Lemma 15, we conclude that
This yields ρ(M m+1 ) ≥ ρ(M 2 ), a contradiction to the choice of m. Hence our claim (6.10) is proved.
We now restrict (6.8) to the component C: There is a unique collection of nonempty compact sets (V
cf. for instance Edgar [3, Theorem 4.3.5] . These sets V C I , I ∈ Q m , are the graph directed sets defined by C and the contractions ϕ d , cf. Falconer [4] .
It is clear that V C I ⊆ V I for each I ∈ C, since the fixed point (V C I ) I∈C of (6.11) can be obtained by iterating the right hand side of (6.11) starting with the collection (V I ) I∈C , which yields a sequence of tuples of compact sets which is nonincreasing in each component by (6.8) .
For I ∈ C, we define 
by definition of m and Lemma 16, we have dim H (B) = dim B (B) = log 2 ρ(M 2 ). Finally, we translate this result to the sets W η defined in Theorem 10. From the definition of W η we conclude that for η ∈ {0, 1, x}, we have
We now choose I ∈ C and {u, v} ⊆ I in such a way that u = v and v 2 (u − v) is minimal, where v 2 (n) denotes the maximal t such that 2 t divides n. Since ρ(M 2 ) > 1 by Lemma 16, there is a transition J = d·I in C. We set u = d·u and v = d·v. As #I = #J = m, we have
, a contradiction. If u and v are both even, we similarly get u −v = 1/2(u−v), which is also a contradiction. Therefore, we have η 0 (2d+u) = η 0 (2d+v). Let now z ∈ V I . By definition of Φ, every neighborhood of z contains a point z 1 ∈ A u and a point z 2 ∈ A v . We clearly have
This concludes the proof of the theorem for |x| ≥ 5. For x = −1, we note that ρ(M 2 ) = 1, which implies that dim H (∂(W 0 ∪ W 1 ∪ W x )) = 0 by Lemma 16. It can easily be checked that in this case, we have
and therefore Table 2 have been computed using Mathematica r .
Geometric Approach for Calculating the Frequency of Digits
We give a geometric approach (going back to Delange [2] ) using the results in the preceeding sections to compute the summatory function of the frequency of digits. In contrast to the results in Section 4, we are now able to compute the summatory function up to some integer N instead of considering the full block length {0, . . . , 2 L − 1} as in Section 4. However, we will need the results of that section to compute the Lebesgue measures of the sets W d , d ∈ {0, 1, x}.
For d ∈ {1, x} and positive N ∈ Z, let
where f d (n) has already been defined in (4.1). Since η k (n) = 0 for k > log 2 (n) + #Q − 2 by Theorem 7, Theorem 10 implies that
where K = log 2 N + #Q − 2. We proceed as in Section 4 of [5] : We replace W d by an appropriate approximation W d,k , replace the sum by an integral and pull out the main term given by the Lebesgue measure of W d . Since the technical modifications are straight forward, we skip the details. We get
where ρ(M 2 ) is the dominant eigenvalue of the auxiliary automaton as in Theorem 11,
As in [5] we see that ψ d (z) is continous in [0, 1) and that lim z→1 − ψ d (z) exists. Of course, ψ d is 1-periodic. We cannot conclude that ψ d is continuous at z = 1 by direct computation as in [5] . Instead, we get continuity by considering
Comparing with Theorem 9, we see that (7.1) implies that λ(
We summarize this result in the following theorem. 
where ψ d is a 1-periodic continuous function and ρ(M 2 ) < 2 is the spectral radius of the adjacency matrix of the auxiliary automaton described in Section 6. Moreover, the Lebesgue measures of the sets W d described in Theorem 10 equal
Non-Optimality
For D = {0, 1, −1}, the D-NAF of n has minimal Hamming weight amongst all {0, 1, −1}-expansions of n, cf. Reitwiesner [15] , where the Hamming weight c(η) of an expansion η ∈ D 0 equals the number of nonzero digits #{j : η j = 0}. For x ≤ −5, this is no longer the case:
Theorem 18. Let D = {0, 1, x} be a NADS. Then the following two conditions are equivalent:
• For every positive integer n, the Hamming weight of the D-NAF of n is minimum amongst all D-expansions of n.
We first consider the case x = 3 and give an algorithmic proof, which can also be used in more general situations. For instance, the case x = −1 follows along the same lines.
Lemma 19. The {0, 1, 3}-NAF is the {0, 1, 3}-expansion of minimal Hamming weight.
Proof of the lemma. We consider the transducer T (cf. Figure 13) . We introduce weights Thus if we have π(i) + w(i d|o − → j) > π(j) for some transition, the transition corresponds to an actual gain when modifying the given representation d to the D-NAF. Therefore, we remove all those transitions and all output labels and get an automaton which accepts minimal {0, 1, 3}-expansions, see Figure 14 . In this figure, we also identified states 0 and I, since they only differed in the output labels of the transitions leaving them. If we use the same approach for x = −1, we get the transducer in Figure 15 and the automaton in Figure 16 , respectively. The transducer corresponds to the algorithm due to Jedwab and Mitchell [9] , the automaton to the syntactical rules described in Heuberger [?] .
Proof of Theorem 18. By Lemma 19 and Reitwiesner [15] , we only have to consider the case x ≤ −5. If |x| + 3 = 2 g for some g ≥ 4, we consider n = 2 g+1 + 7. We have The first expansion (8.3) is the D-NAF, again with Hamming weight 4, the second expansion has Hamming weight 3.
Next, if |x| + 3 is not a power of 2, we consider n = 3. We have η 0 (3) = x, η 1 (3) = 0 and r 2 (3) = (3 + |x|)/4. By assumption, (3 + |x|)/4 is not a power of 2. Since (3 + |x|)/4 < |x|, we conclude that any D-expansion of (3 + |x|)/4 has Hamming weight at least 2, therefore, the D-NAF of 3 has Hamming weight at least 3. However, the standard binary expansion 3 = value(11) has lower Hamming weight.
Addition of 1
The transducer for calculating the addition of 1 for x = −5 is shown in Figure 17 . 
Digit formulae
It was proved in [14, 7] that for the digit set {0, 1, −1}, the formula n = In the instance {0, 1, −5}, there is a similar formula, viz. .
If a k (n) ∈ {1, −5}, this formula produces the right result, but it sometimes happens that if a k (n) = 0, the formula gives either 1 or −5.
For other systems like {1, 0, −13} etc. not even such a formula exists.
