Abstract
Introduction
The ant colony algorithm (ACA) [1] is inspired by foraging behavior of ant colonies in the nature that gradually forms a shortest path from source to destination. Compared with traditional methods ACA has advantages in resolving complicated combinatorial optimization problems. Although some researchers have advanced clustering based on another aspect of ant colony which cluster corpses through laying up/down actions, for example BM and LF, there lie some idle moving phenomenon in these algorithms.
This paper advances a new approach of data clustering, namely ACA-Cluster, which utilizes the global searching ability and gradually evolutionary feature of improved ACA [2] combined with fuzzy similarity as heuristic information to accelerate convergence. We also compare its performance with K-Means and LF to demonstrate efficiency and quality.
ACA-Cluster
In ACA-Cluster, clustering quality is measured by Euclidian distance and heuristic function is expressed by distribution rate. The value of corresponding point (object, cluster) in pheromone matrix is updated. Gradually the ants choose good clustering solutions from wide searching space, and finally in a limited time find the optimum or near-optimum solution.
The framework of ACA-Cluster
Algorithm: ACA-Cluster 
Distribution rate between data and cluster
Part 2 in the algorithm establishes sim_matrix where each point represents the fuzzy similarity between two data objects, and the distribution rate between data object and cluster is computed based on the matrix. ∀ j, j ∈(1,2…,c), the center of C j is denoted as j C .
Definition 3: Distance between data object and cluster
Definition 4: The similarity between data objects
For O i and O j , sim(i, j) denotes their similarity:
Definition5: Distribution rate between object and cluster
We use ( , )
Here,
num is the number of objects distributed to C j by k ant in current iteration.
The probability function
In ACA-Cluster, the ant k on object O i should select the cluster j C according to the following formula: [ ]
Heuristic function and pheromone updating
In formula (3.5) and (3.6), 
As for the update of pheromone, if it is not the end of the current iteration, the update rule of pheromone is according to (3.8); otherwise by (3.9).
( 1) (1 ) 
where γ is a discounted factor of the evaluation on the current distribution through previous history.
( 1) (1 ) ( ) ( )
(3.12) (3.10) indicates that the shorter Euclidean distance of the clustering, the more pheromone deposits on corresponding distributions, and distribution rate is contributive to forming the positive feed back.
Experiment research
We test ACA-Cluster on the real benchmarks of Iris, Wine and Soybean (small) from UCI, and set the initial parameters α =1, β =3 , 0 q =0.8 , ρ =0.08~0.1, c =3,3,4 respectively, and later α =1, β =1, 0 q =0.2.
We also compare the algorithm with K-Means and LF, which indicates the efficiency and quality of the method. Average results for 30 trials of each algorithm on the three datasets are as follows. The experimental results show that the clustering quality and efficiency of ACA-Cluster are better than K-Means and LF: with fuzzy similarity it speeds up convergence and global searching ability of improved ACA makes it not easily trapped at local optimum.
Conclusion
In this paper, we proposed effective strategies for ants to cluster data. The algorithm Ant-Cluster is advantageous in global searching and convergent abilities. It produces higher quality clusters, and is more efficient than previous methods.
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