Uncertainties are found, in general, to be largest in the lower stratosphere and to be greater for HO e than they are for OH. The method of inference of OH concentration is found to have a great effect on the uncertainty factors calculated for HOe.
INTRODUCTION
With the increasing sophistication of multidimensional chemical models of the stratosphere, the subject of model verification has become an important one. Model verification involves comparison of the results of in situ observations of stratospheric composition with their prediction by the models. The verification process is difficult because of the large amount of uncertainty which enters into it, including uncertainties in the observations; in the models' treatment of chemistry, radiation, and transport; and those arising from the comparison of the spatially and temporally very limited set of measurements with the more highly averaged predictions of the models (uncertainty due to atmospheric variability).
One way of removing this third source of uncertainty is by having a comprehensive data base of stratospheric composition, in which concentrations of species of interest are known over a wide portion of the globe for a long period of time. While such a data base does not exist for many transient species of stratospheric interest (i.e., OH, HOe, NO, C10), there has recently been substantial improvement in our knowledge of the distribution of long-lived stratospheric molecules which are not only of great interest in themselves but are also photochemical precursors of shorter-lived species. These data are derived from earth-orbiting satellite-based experiments, most notably three on the Nimbus 7 satellite: limb infrared monitor of the stratosphere (LIMS), stratospheric and mesospheric sounder (SAMS), and solar backscattered ultraviolet (SBUV), which have provided extensive information about concentrations of 03, NO2, H20, HNO3 [Russell et al., 1983; Gille and Russell, 1984; , N20 and CH½ [Rodgers et al., 1984 The solar mesosphere explorer (SME) has also provided information on NOe [Mount et al., 1983 [Mount et al., , 1984 and 03 [Thomas et al., 1984] in the upper stratosphere as has the stratospheric aerosol and gas experiment (SAGE) experiment on the Applications Explorer Mission 2 (AEM 2) satellite of NASA on 03 This paper is not subject to U.S. copyright. Published in 1986 by the American Geophysical Union.
Paper number 5D0616. [Cunnold et al., 1984] . Such measurements have not as yet been extended to transient free radical species, such as OH, HO2, etc., nor have they been extended to longer lived closedshell molecules such as H:Oz, HOeNO2, and N:Os. In addition, there are no satellite-derived data on chlorine-containing compounds.
The comprehensive nature of the LIMS data (latitudinal coverage from 64øS to 84øN from approximately 100 to ! mbar for the 7-month period from October 25, 1978, to May 29, 1979, at times corresponding roughly to local noon and to local midnight) makes them a valuable starting point for estimation of other stratospheric trace species. The LIMS data contain information about important reservoir molecules for odd oxygen O,, (ozone), odd hydrogen HO,, (water), and odd nitrogen NO,, (nitrogen dioxide, nitric acid). These molecules, being either long-lived themselves or major components in their respective molecular classes, reflect the effects of the actual transport processes operating in the atmosphere. Reactive free radicals and most remaining closed-shell trace species have lifetimes which are substantially shorter than the time scales for transport in much of the stratosphere and are thus in photochemical equilibrium during daytime. In that case, the steady state approximation may be applied, and the expected concentration of trace species not observed by LIMS may be determined. By using a photochemical equilibrium approximation and measured distributions of precursor species we do not need to include any transport parameterizations; in a sense the atmosphere has provided the transport for us by properly distributing the LIMS observables.
Such a method has recently been used by Pyle et al. [1983] , who used zonally averaged LIMS daytime NO: and HNO3 to derive an estimate of stratospheric OH. In this work we report the development of an algebraic 1117 model for the concentration of O,,, HO,,, and NO,, stratospheric trace species given the concentration of LIMS observables (03, H20, HNO3, NO2, temperature) and assumed distributions of CH,•, CO, H2, and H20 , the exact nature of which we will show to be of minor importance. Where SAMS CH,• data are available [Rodgers et al., 1984; Jones and Pyle, 1984; Jones, 1984] , they will be used. In this work we will neglect chlorine-containing compounds due to the lack of global data about them and the fact that at their current concentration ( Having derived an algebraic model for these concentrations IMp], we can take partial derivatives with respect to input parameters Pj (observed or assumed concentrations, rate coefficients, photolysis rates) to obtain logarithmic (dimensionless) sensitivity coefficients
S o = 0(ln [M,])/0(ln P) = (Pj/[M,])(O[M,]/OP)
Such sensitivity coefficients have been used widely in chemical kinetics [Rabitz et al., 1983 , and references therein] and have also been used in the study of atmospheric chemistry [Butler, 1978 [Butler, , 1979 Stolarski, 1980 We have calculated sensitivity coefficients and total uncertainties for a variety of species using zonally averaged LIMS data. We will focus our attention on the reactive HO,, species OH and HO2, deferring consideration of other species to future work. This work is very similar in spirit to that of Pyle and coworkers Pyle and Zavody, 1985] Brasseur and Solomon [1984] .
The outline of this paper is as follows. In section 2 the model input data and their processing are discussed, and in section 3 the algebraic model used is presented. In section 4, results are presented, primarily in the form of figures, and in section 5 they are discussed. Where available, results will be compared to those of other investigators. Finally, in section 6 a summary is presented and conclusions are offered.
MODEL INPUT DATA AND PROCESSING
The LIMS data used were obtained from the LIMS profile tapes from the National Space Sciences Data Center (NSSDC) at the Goddard Space Flight Center. Daytime 0 3, H20, HNO3, NO2, and temperature were zonally averaged and binned according to the two-dimensional grid used by Guthrie et al. [1984a] in their diabatic circulation model. Conversion of tape data to concentrations was accomplished by programs used previously . In this work we will use data from the time period March 26, 1979, to April 1, 1979, corresponding roughly but not precisely to the spring equinox. This is one of the same time periods used by Jackman et al. [1985] in their study of LIMS HNO3.
Rate coefficients and absorption cross sections for the model were taken from the sixth Jet Propulsion Laboratory (JPL) evaluation [DeMore et al., 1983] . Photolysis rates were calculated for local noon from the model input by use of the radiation package from the two-dimensional model of Guthrie et al., [1984a] . The assumption of local noon in the photolysis rate calculations should lead to very small errors except near 65øS, where the local time of the daytime LIMS observations was closer to 1700 LT .
This assumption is equivalent to one in which all the model input concentrations, especially the LIMS observables, are taken to have time-independent concentrations during daytime. This is an excellent assumption for all input species except NO2, which has larger daytime variations [Ko and Sze, 1984] . Even so, its time variation is quite weak within several hours of noon. Quantification of the error introduced by this assumption would require a two-dimensional time-dependent model calculation, which has not yet been performed. Based on one set of figures from Ko and Sze [1984] (for 19øN in December), we estimate the possible error in using LIMS observed NO 2 concentrations as NO 2 values at noon to be almost 10-20% and then only so at high latitudes, where the local time of the LIMS observation deviates most from local noon. [Russell et al., 1984b] . Systematic uncertainties were used, since the random contributions to the total uncertainties were essentially negligible for the LIMS species over most of the stratosphere. We neglect the uncertainty in the temperature [Gille et al., 1984b] as this is usually considerably smaller percentage-wise than the other uncertainties, although we recognize that the strong temperature dependence of several reaction rates may make for large sensitivity coefficients with respect to temperature. Uncertainties (in percent) used for the LIMS observables are shown as a function of pressure in Table 1 . Uniform uncertainties of 30% have been assumed everywhere for CO, H2, and N20. For CH,, the published uncertainties [Jones and Pyle, 1984] were used with the SAMS data, while a 30% uncertainty is assumed below 100 mbar. Between 20 and 100 mbar a linear interpolation of uncertainty with height was used. These are also included in 
Concentrations of CO
Uncertainty values for the bimolecular reactions used are given in Table 3 . For termolecular reactions we use analogous expressions for the low (fo) and high (f•) pressure limiting In attempting to set up an algebraic model for stratospheric O,•, NO,•, and HO,• chemistry in a LIMS-constrained stratosphere, one must establish a balance between the goals of accuracy and simplicity of expressions. The complex nature of stratospheric chemistry makes the development of an exact analytic model imp9ssible. In order to obtain sufficiently simple expressions suitable to extensive differentiation, we must make approximations, retaining only the chemically most significant terms. In doing so, the accuracy of the expressions is of necessity going to be sacrificed. We examine in some detail the accuracy of the expressions used in our model in Appendix B.
The advantage of having an algebraic (or mostly algebraic) model is the ability to see relatively simply the effects of variation of model input parameters as well as to help one gain a better intuitive feeling for the processes operating in stratospheric chemistry. If one is solely interested in inferring trace species concentrations without being concerned about sensitivities and uncertainties, there is really no great advantage to using an algebraic model, as fast numerical methods are available for solving the coupled steady state equations.
The set of photolysis processes (Table 2) 
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for this work. Agreement between the one-dimensional model results and those of the approximate algebraic model was almost always to within 10% and usually much better than that (especially in the upper stratosphere where the chemistry is simpler), and this was deemed to be more than adequate.
Where possible, we derived analytic expressions for the concentrations of the unobserved trace species, but an iterative scheme was necessary to determine most of the desired concentrations. The iteration scheme usually converged to within 
In attempting to solve equation (12) The method here for inferring the concentration of odd hydrogen species is substantially different from the method used by Pyle et al. [1983, 1984] , in which OH is inferred from the LIMS observations of NO2 and HNO 3 by the assumption of photochemical equilibrium of HNO 3. This assumption leads to a very simple expression for OH: 
J6[HNO3] [OH] = t4[NO2] --k•5[HNO3]

RESULTS
The results of this study consist of concentrations, sensitivity coefficients, and total uncertainties for the trace species enumerated earlier as a function of latitude and altitude. This is a vast amount of information, and we consider here only a small subset of these results. In particular, we will consider latitude and altitude variation of OH and HO2 concentrations and their total uncertainties. In this section we will point out some of the key features of the quantities shown; comments on their origin, significance, and relationship to work of others will be deferred to the ensuing discussion section.
Concentrations, either in the form of base 10 logarithms of number densities for OH and HO2 as a function of latitude and altitude are given in Figures 3 and 4 Clearly, U.2o2 is the greatest, followed by UHO2NO2. In the lower stratosphere, U.o2 > Uo., while in the upper stratosphere they are roughly equal. •
Uncertainties
Two important conclusions were obtained from our study of uncertainties of trace species concentrations. First, it was seen that different species can have dramatically different uncertainty factors (see Figure 7) , even though all are inferred from the same data base. Further, the altitude dependence of the inferred uncertainty factors varied substantially from one species to the next. Second, the different inference schemes used for OH (HO,, sources and sinks, the HNO3/NO2 ratio method) can lead to substantially different uncertainty factors.
In order to understand in detail the origin of the uncertainty factors calculated, it is necessary to carefully consider the sensitivity coefficients for a given species with respect to all model input parameters. We will consider here only the sensitivity coefficients for OH and HO 2 with the largest magnitudes at three altitudes corresponding to the lower, middle, and upper stratosphere at 35øN. We then combine these with the uncertainties in the corresponding parameter to see what input parameters most contribute to the total uncertainty. This analysis is similar to that carried out by Stolarski [1980] in his sensitivity study of stratospheric chemistry.
Sensitivity coefficients S, parameter uncertainty factors f, and their appropriate products (SIn (f)) are given for OH and HO 2 in Tables 5 and 6 (Table 1) , and the low temperatures of the lower stratosphere mean that reaction rate uncertainties, calculated as described earlier, are larger there also. Uncertainties in photolysis rates are assumed to be independent of height. Second, sensitivity coefficients in many cases become larger in magnitude in the lower stratosphere than they are in the upper stratosphere. This is particularly true for sensitivity coefficients with respect to NO 2 and HNO3, which are quite small in the upper stratosphere, where [HNO3] and daytime [NO2] are small. Since these species have very large uncertainties in their measured amounts in the lower stratosphere, it is expected that molecules whose concentrations are sensitive to that of NO 2 and HNO 3 will thus have very large uncertainties in the lower stratosphere.
This analysis explains, for example. why the altitude variation of the OH uncertainty is m, • i smaller than that of HO 2 (see Figures 5-7). For OH, many of the important p•irameters affecting its concentration have approximately equal s•nsitivity coefficients throughout the stratosphere, most importantly
[H20], J,,, k6, and k• (see Table 5 The reasons why total uncertainties for HO2NO2 and H20 • are greater than those for OH and HO 2 can be seen by consideration of the expressions relating their concentrations (equations (A13) and (A18)). For HO2NO2, contributions to the total uncertainty will come from OH, HO2, NO2, and the processes ts, k39 , J•5, J•6' With the exception of t 8, each of these latter set of parameters has uncertainty factors uj greater than or equal to 2 throughout the stratosphere, leading to the large total uncertainty for HO2NO 2. For H202, large total uncertainties are expected, since the quadratic dependence of [H202] on [HO2] leads one to expect H20 2 sensitivity coefficients to be essentially twice those of HO2, and this is indeed seen to be the case. Since the sensitivity coefficients are exponentiated in calculating the total uncertainty (equation (2)), it is expected that such doubling of S should lead to an approximate squaring of the total uncertainty. This behavior may be seen in Figure 7 . The extreme sensitivity of H202 and HO2NO2 to model input parameters has been noted previously by Derwent and oeggleton [1981] .
The relationship between the uncertainty factors for OH and HO2 calculated using method A and those using method B in the upper stratosphere may be seen by comparing Figures 5 and 6 with Figures 9 and 10 , which show the twodimensional distributions of uncertainty factors from method B for OH and HO2, respectively. For OH the higher-altitude uncertainties are approximately equivalent, but a discrepancy arises as altitude decreases as the uncertainties for method B become larger than those from method A. This low-altitude discrepancy is considerably larger for HO2 than it is for OH.
The origin of these effects can be seen in Tables 7 and 8, LIMS measurements of these species, as we have done here. This reduction in uncertainty might be due to systematic errors in the inversion and/or retrieval algorithm for both HNO 3 and NO:. Since it is this ratio that is used in the application of method B (and not individual concentrations), it is conceivable, therefore, that a reduced value for OH uncertainty for this method might be obtained.
Unlike OH, in method B, HO: depends sensitively (the magnitude of the sensitivity coefficient is greater than 0.5) on a number of parameters, with especially large sensitivity to NO:, the least well determined of the LIMS observables. As may be seen in equation (2), sensitivity coefficients enter into the total uncertainty in a nonlinear way, with large sensitivities (those greater than one) contributing greatly to the sum. Thus the latter method, while being reasonably well suited to estimation of OH, leads to large uncertainties in the inferred HO2 if equation (2) 
Validity of Photochemical Equilibrium Assumption
The ability to easily and accurately infer trace species concentrations from the LIMS data rests on the validity of the photochemical equilibrium assumption. If one may not invoke this assumption, such inference will be much more complicated, requiring the use of diurnally varying solar fluxes and integration of the chemical rate equations or, at least, the use of an improved way of accounting for diurnal variation (i.e., the approach of Turco and Whirten [1978] ). Photochemical equilibrium is satisfied when the lifetime of a given species or a group of species (such as HO,,) is shorter than the time scale for other processes, such as solar variation or transport.
The use of zonally averaged data makes the fast zonal transport of little consequence, and meridional transport is sufficiently slow away from the polar regions that one might need up to ten days for transport over the 10 ø latitude grid used here. Vertical transport is extremely slow and provides no limitation on the use of the photochemical equilibrium assumption for HO,, species given the concentrations of our model input species, the distributions of which may be very sensitive to vertical transport. The diurnal variation of solar radiation will impose the tightest constraint on this assumption, as we will see below.
Ideally, the photochemical equilibrium assumption should be invoked only when the lifetime of the species or group of species under consideration is substantially below a day. This is true for many species, primarily free radical intermediate species, as may be seen in Figure 11 , in which species lifetimes are plotted as a function of altitude for 35øN. This is a strong restriction for other species, however, most notably longerlived closed shell molecules in the lower stratosphere. The lifetime of HNO3 is over a day below approximately 15 mbar throughout the stratosphere (and below 10 mbar near the poles), for example. This suggests at first glance that method B, in which HNO3 is assumed to be in photochemical equilibrium, should not be applied below those levels. We note that Pyle et al. [1983] present results down to 25 km (approximately 25 mbar). Similarly, HO,• has a lifetime of more than a day everywhere below approximately 20 km (about 50 mbar), as may be seen in Figure 12 . This suggests that the sources and sinks method used here and previously should not be applied below that level.
Adherence to this strict standard would mean that one could not use the LIMS data to simply infer daytime concentrations of HOx species in the lowest 10-15 km of the stratosphere, the region of the atmosphere for which measurements are most needed. We will demonstrate that one need not adhere to such a strict standard for inferring zonally averaged concentrations of HOx species, however.
As a way of assessing the magnitude of the error associated with the assumption of photochemical equilibrium for HO•, HO2NO2, and H20: in the middle and lower stratosphere, we may consider a limited set of chemical reactions responsible for the bulk of stratospheric chemistry using the square-wave diurnal averaging framework of Turco This equivalence is only approximate, of course, as the diurnal profiles of OH and HO2 are not square waves with nighttime concentrations of zero, although in the lower stratosphere these are very reasonable assumptions. Thus an additional uncertainty in the inferred concentrations, which has not been taken into account in the calculation of total uncertainties, exists in the lower stratosphere. Note that the assumption of photochemical equilibrium for diurnally averaged concentrations may not be made for nonzonally averaged data (i.e., those from individual satellite orbits), and for those data one may not use a photochemical equilibrium method to infer HO• species concentrations in the lower part of the stratosphere.
CONCLUSIONS
We have shown that LIMS data, together with a photochemical equilibrium model, may be used to infer concentrations of a variety of zonally averaged trace Ox, HOx, and NOx species over much of the stratosphere. In the lower stratosphere, where the photochemical equilibrium assumption for HOx species breaks down, inferred concentrations should still be accurate to about a factor of 2 for OH and 2.5 for HO2.
The photochemical model used is an essentially algebraic one so that sensitivity coefficients (logarithmic derivative of inferred concentrations with respect to input parameters) may be calculated. These are used with the estimated uncertainty of the input parameters (concentrations, rate constants, photolysis rates) to estimate the total uncertainties in the concentrations of the inferred species.
The major results include the following: [Bates, 1982] that at the pressures of the stratosphere, loss by quenching will be at least an order of magnitude faster than loss by spontaneous emission.
We assume NO to be produced only from NO 2 via photolysis and reaction with O, while it is lost by four processes. We also perform one iteration as indicated in Appendix A and in Figure 2 , the purpose of which is to allow the NO concentration to reflect the relatively large (>0.1 ppbv) concentration of HO2 in the upper stratosphere. Equation (A3) is similar to the corresponding equation (5.147) of BS, except that they include NO loss by reaction with C10 and CH302 but do not include loss by photolysis and recombination to form NO 2.
The magnitudes of neglected production and loss processes for NO are indicated in Table B1 Table  B2 , we assumed that the reaction of CH3OOH with HO2, not , as their large activation energies (4 and 6.7 kcal/mol, respectively) will make them unimportant at the low temperatures of the stratosphere. Our treatment of the intermediates (CH3, CH302, and CH30) in CH4 oxidation is in general less complete than that of BS (see their equations 5.56-5.58) due to our neglect of CH3OOH, the self-reaction of CH302, and the reaction of CH302 with NO2. Less than 5% of the CH302 formed is transformed to CH3OOH; the rest goes on to form CH30 or CH20 by k32 and k36, respectively. Self-reaction of CH302 should remove at most 0.1% of the CH302. The reaction of CH302 with NO2 included by BS (which leads to formation of CH20 and HNO3) is in their view unimportant. Thus the scheme used here for CH302 chemistry is probably accurate to the 95% level. The neglect of CH3OOH and of the CH302 self-reaction are responsible for our equation ( The expression we presented for N is very similar to the corresponding expression (equation 5.166) of BS, except that we do not include the ionic production terms which they needed for their expression to be valid in the mesosphere. We also include a minor channel for production by photolysis of N20 (J14).
The expressions for daytime NO3 and N20 • include all reactions involving these species used by BS (their equations 5.139 and 5.140) and several additional ones. Our expressions, which assume photochemical equilibrium, should yield accurate values for daytime NO 3 concentrations, as the photochemical lifetime of NO 3 is extremely short (see Figure 11) . Indeed the altitude profile of NO 3 inferred from our model is qualitatively similar and of the same magnitude as the noon profile of Fabian et al. [1982] for summer. For N205, however, our model is expected to be accurate only for those altitudes where the photochemical lifetime of N205 is substantially below a day. If we restrict our consideration of N205 to pressure levels where over 6 hours (half of a 12-hour day at equinox) of photolysis will remove 90% of the N205, we should only use our computed N20 5 values where its photoly- where we now consider HC1 to be an additional odd hydrogen species. We will consider each of these possible roles of chlorine separately.
The neglect of chlorine means that reaction (B1), a significant loss process for NO is being missed, so that the inferred NO concentration will exceed the true one. Using the mean of the observed C10 profiles from 25 to 40 km [WMO, 1982] and a model-derived C10 profile from 40 to 46 km [Ko and $ze, 1984] , we estimate the overcalculation of mid-latitude NO to exceed 10% from 35 to 45 km, reaching a maximum of 25% at 40 km. This region of moderate error is localized to a relatively narrow altitude band because below 35 km the overwhelming NO removal process is reaction with O3 (k3), while above 40 km, the C10 concentration is believed to decrease rapidly with increasing altitude [Ko and $ze, 1984] . This error in inferring the concentration of NO should only have an appreciable effect on the HOx species concentrations at those altitudes where the major process responsible for HO2-OH conversion is the reaction of HO 2 with NO (k28). This is true below approximately 32 km; above 40 km the reaction of HO 2 with O (k•) is responsible for more than 90% of the HO2-OH conversion. Recall that at the 40-km level the expected error in NO is of the order of 25%. Thus, errors in HO 2 and OH concentrations due to the neglect of C1 will be related to the product of two fractional errors. At midlatitudes this error does not exceed 5%, and it should not be appreciably greater (more than a factor of 2) at other latitudes.
The effect of C1 on HO2-OH interconversion by other processes is also expected to be small. Assuming all H OC1 produced by reaction (B3) is photolyzed to C1 + OH, we have estimated HO2-OH conversion via processes (B3) and (B4) to be no more than 2% of the total. The fraction occurring by equation (B5) will be even smaller due to the low concentrations of C1 expected in the stratosphere and the rough equivalence of the rate constants for reactions (B3) and (B5).
Finally, the effect of chlorine chemistry on odd hydrogen production and loss is expected to be small. We have compared the magnitude of odd hydrogen production expected due to reactions (B6) and (B7) using C1 mixing ratios of 10-• •, 10-•3, and 10 -xx (somewhat above the values estimated from Figure 5 .57 of BS) at our lower, middle, and upper stratosphere levels, respectively, to the total odd hydrogen production rate from processes included in our model. These values are included in Table B2 . The largest contribution from C1 (10%) occurs in the lower stratosphere, with the predominant contribution there coming from reaction (B5). Similarly, the contribution of reaction (B8) to the total odd hydrogen Table B2 . Again, the largest contribution was in the lower stratosphere.
The neglect of chlorine should not have a major .effect on the other inferred species. The largest effect is expected for the methane oxidation products, of which CH20 is of most interest, as it is the only one to reach concentrations greater than 0.1 ppbv. As noted earlier, C1 leads both to production (via reaction (B6)) and destruction (from reaction (B7)) of CH20. A comparison of the various production and loss terms for CH20 showing the relative magnitude of the chlorine terms is given in Table B3 
