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SOMMAIRE 
L'importance technologique des cristaux liquides se refiete dans leurs nombreuses 
applications repandues dans la vie quotidienne, principalement dans le domaine de 
l'affichage. Parmi les phases liquides cristallines, certaines sont plus interessantes que 
d'autres au niveau des applications. La phase smectique C est l'une de celles-ci. 
Malheureusement, le developpement de nouvelles molecules dotees de cette phase 
comporte une grande part d'essai-erreur. Ce travail vise l'amelioration de la 
comprehension des facteurs microscopiques qui menent a l'apparition de la phase liquide 
cristalline smectique C. Une telle connaissance accelererait la recherche de nouvelles 
molecules et done de nouvelles applications technologiques. 
Au sens plus large, cette etude s'inscrit dans une demarche philosophique qui tente de 
mettre a l'epreuve les idees du concept d'emergence en science. La recherche sur les 
cristaux liquides constitue un terrain d'essai pour ces idees. Ces dernieres servent a 
mettre en lumiere les forces et les faiblesses de la simulation et done de mieux interpreter 
les resultats. 
L'approche employee dans ce travail integre la simulation, 1'experimentation ainsi que 
des modeles theoriques. La methode dite multiechelle du laboratoire Soldera est 
appliquee pour le volet simulation. Elle consiste en une sequence de differents types de 
simulations : ab initio, dynamique moleculaire atomistique puis mesoscopique. 
Grace a la simulation, le comportement microscopique de seize molecules differentes est 
reproduit par dynamique moleculaire atomistique sur une plage de temperature allant de 
300K a 650K. Les seize molecules different les unes des autres par des changements sur 
la longueur des chaines terminales ainsi que des changements sur le type de corps rigide. 
Experimentalement, certaines presentent la phase smectique C et d'autres non. 
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Les resultats des potentiels d'interactions intermoleculaires obtenus par la simulation ont 
ete compares au polymorphisme experimental (phases exprimees, temperatures de 
transitions, etc.) des molecules. Les donnees experimentales sont tirees de la litterature ou 
de travaux anterieurs du laboratoire Soldera. 
Cette comparaison permet d'etablir des corollaires entre le comportement microscopique 
et macroscopique des molecules. Le resultat le plus notoire de ce travail est que les 
molecules ayant de plus fortes interactions coulombiennes presentent plus souvent la 
phase smectique C. Ce resultat corrobore certains modeles theoriques bases sur les 
interactions intermoleculaires pour expliquer l'apparition de cette phase. 
Par ailleurs, les resultats de simulations permettent de predire le comportement 
experimental d'une serie de molecules qui n'a pas ete synthetisee a ce jour. La 
verification eventuelle de cette prediction permettrait de valider la methode employee 
dans cet ouvrage. 
Finalement, les conclusions de ce travail expliquent 1'importance d'effectuer des 
simulations sur d'autres molecules caracterisees experimentalement dans la litterature. 
Ces nouvelles comparaisons entre donnees experimentales et de simulations permettraient 
de confirmer ou de nuancer les observations faites dans ce memoire. 
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INTRODUCTION 
L'ultime outil de la science des materiaux serait un oracle qui predirait toutes les 
proprietes de n'importe quel compose a partir de la seule connaissance de sa structure 
chimique. Inversement, cet oracle pourrait dormer la structure chimique requise pour 
qu'un compose possede les proprietes souhaitees. Heureusement pour les chimistes, cet 
oracle n'existe pas. En effet, la comprehension des liens entre la structure chimique d'une 
molecule et ses proprietes macroscopiques est l'une des trois grandes preoccupations du 
chimiste. Les deux autres etant la synthese desdites molecules et la troisieme d'appliquer 
ces connaissances a des problemes concretsa. 
Depuis les derniers siecles, notre comprehension des molecules sur une base individuelle 
s'est accrue enormement. L'approche dite reductionniste, nous a permis d'analyser de 
plus en plus finement les composantes de la matiere : molecules, atomes, noyaux, quarks, 
etc. Pourtant, notre comprehension de leurs comportements collectifs est restee 
relativement rudimentaire. Certes, certaines regies empiriques ont ete etablies, mais elles 
n'expliquent pas l'origine fondamentale de ces comportements. De plus, ceux-ci ne sont 
generalement pas demontrables de premiers principes. 
Les comportements collectifs, qui sont inclus dans le theme plus general des 
comportements emergents, ne sont pas uniques a la chimie, ni meme aux sciences 
naturelles. En fait, le concept d'emergence concerne autant les sociologues, 
politicologues et neurologues que les physiciens, chimistes et biologistes. Dans toutes 
ces disciplines, on retrouve des cas ou le tout est non seulement plus que la somme des 
parties, mais est aussi radicalement different (1). 
Paraphrase de Serge Lacelle 
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L'emergence est un sujet qui se rapproche de la philosophie des sciences. Pourtant, loin 
d'etre au coeur d'un debat abstrait, l'emergence interpelle les chercheurs les plus 
pragmatiques. Malheureusement, les questions qui ressortent des discussions sur 
l'emergence ne peuvent pas toujours etre formulees de fa9on a ce qu'elles puissent etre 
repondues par des experiences concretes. 
Pourtant, ce memoire tente justement d'aborder cette question selon une approche tres 
concrete et appliquee a un cas precis. Ce melange de philosophie et de science se veut 
une demarche reciproque : autant la philosophie derriere l'emergence sert a aborder un 
probleme particulier, autant les resultats des experiences permettent d'alimenter le debat. 
Ce travail a egalement pour finalite de renforcer les bases ideologiques derriere 
l'approche multiechelle utilisee au laboratoire Soldera. Cette demarche utilise plusieurs 
types de simulations par ordinateur afin de surmonter les limitations technologiques liees 
a la representation adequate de grands systemes. 
Le cas a l'etude est l'origine moleculaire de la phase smectique C au sein des cristaux 
liquides. Plus precisement, il s'agit d'etablir des criteres microscopiques qui favorisent 
1'apparition de cette phase. Le choix de ce cas particulier se justifle en trois points. 
Premierement, les comportements macroscopiques des cristaux liquides ne s'expliquent 
pas de facon satisfaisante a partir de considerations microscopiques telles que leur 
structure chimique. II s'agit d'un cas flagrant d'un phenomene emergent. Deuxiemement, 
la nature de la phase liquide cristalline n'est pas intuitive contrairement aux phases 
solide, liquide et gazeuse avec lesquelles on vit depuis notre enfance . Cette phase, plus 
exotique, nous permet d'approcher la question avec moins de prejuges et d'idees 
preconcues. Troisiemement, au-dela de considerations academiques, la comprehension de 
la phase smectique C des cristaux liquides presente un interet technologique non 
b
 Comme il sera explique plus loin, les savons sont des cristaux liquides a certaines concentrations dans 
l'eau. Cependant, leur caractere liquide cristallin n'est pas quelque chose que Ton recommit avec un usage 
quotidien. On ne voit les savons que comme des solides ou des solutions troubles. 
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negligeable. En effet, les cristaux liquides sont deja utilises dans plusieurs appareils 
electroniques et de nouvelles applications sont toujours en developpement. 
Dans le premier chapitre, l'emergence sera introduite au lecteur, en commencant par 
l'historique de cette approche ainsi que la presentation du groupe de discussion a ce sujet. 
L'emergence ne faisant pas l'objet d'un consensus, plusieurs points de vue sur celle-ci 
seront presenter de meme que les concepts importants pour la discussion qui cloturera ce 
premier chapitre. Celle-ci portera sur les consequences des phenomenes emergents sur 
l'idee meme de la simulation de systemes physiques et chimiques par ordinateur. 
Dans le second chapitre, la simulation et l'approche multiechelle seront presentees. Deux 
niveaux de cette derniere, Yah initio et la dynamique moleculaire seront exposes plus en 
details. De plus, les protocoles d'application de la technique multiechelle dans le cadre de 
cette etude seront donnes. Ceux-ci utilisent principalement les logiciels Gaussian, BOSS, 
Material Studio et GROMACS. 
Le troisieme chapitre se preoccupera des cristaux liquides, tout d'abord avec les concepts 
importants puis avec differentes phases des cristaux liquides. Quelques modeles generaux 
pour les phases liquides cristallines seront decrits ainsi que certaines applications 
technologiques. Finalement, les molecules mesogenes faisant l'objet d'etudes de ce 
travail seront devoilees. 
Enfin, le quatrieme chapitre sera consacre a l'analyse des resultats des simulations ainsi 
que leur comparaison avec les resultats experimentaux, etape cruciale dans l'approche 
multiechelle. Les tendances significatives y seront extraites des deux types de resultats et 
elles seront combinees afin de contribuer a une meilleure comprehension de la phase 
smectique C. Cette contribution fera la demonstration de l'apport important des concepts 
d'emergence a la recherche fondamentale en chimie. 
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CHAPITRE UN 
L'EMERGENCE 
1.1 Mise en contexte et historique 
C'est en novembre 2005 que debuterent les reunions du groupe de discussion sur 
l'emergence au departement de chimie de l'Universite de Sherbrooke. Elles regroupaient 
principalement les membres des groupes de recherche des professeurs Soldera et Lacelle. 
L'interet initial pour le sujet venait de sa nature intrigante. En effet, ce theme presente un 
melange de science et de philosophic Le but du groupe de discussion etait de voir 
comment les idees de l'emergence s'appliquaient aux travaux de ses membres. Plusieurs 
scientifiques de grande renommee s'etaient deja prononces sur le sujet et l'un d'entre eux 
venait a peine de sortir un livre relativement provocateur sur ce theme (2). Sans surprise, 
les points de vue qui furent examines et discutes etaient tres varies. 
Le terme emergence est relativement ancien. Le terme est apparu au 19e siecle dans un 
contexte ou certains concepts de revolution selon Darwin etaient remis en question (3). 
Ce dernier n'admettait pas que des caracteristiques pouvaient apparaitre soudainement 
contrairement aux tenants de revolution emergente. Par la suite, ce terme passa un peu 
dans l'oublie face au succes du reductionnisme pour revenir graduellement en force vers 
la seconde moitie du 20e siecle. Ce retour accompagnait l'arrivee de nouveaux sujets en 
recherche tels les systemes complexes, les equations non lineaires, la theorie du chaos, 
etc. 
Au cours des dernieres decennies, l'emergence est devenue un sujet a la mode (2,4-6) et 
des experts de tous les champs d'etudes y ont ajoute leur grain de sel. On en parle autant 
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en economie qu'en physique. Dans n'importe quelle situation ou «le tout semble plus 
grand que la somme des parties », quelqu'un aura invoque le concept d'emergence. 
1.2 Concepts et points de vue 
Les points de vue sur l'emergence sont tres nombreux, varies et conflictuels. Afm de 
mettre de Fordre dans les idees, cette section met l'accent sur les concepts. Les points de 
vue sont ainsi presenter au travers des differents concepts avec la perspective des 
differents auteurs. 
1.2.1 Le reductionnisme... 
Avant de mieux definir le concept d'emergence, on doit s'attarder a son antithese, le 
reductionnisme. En effet, dans le contexte qui nous concerne, l'emergence etait 
initialement invoquee pour s'opposer a l'approche traditionnelle des sciences, 
particulierement en physique. L'approche reductionniste propose de comprendre les 
systemes complexes en divisant ceux-ci en lews parties. Une fois le mecanisme de 
chaque partie bien compris, il ne reste plus qu'a rassembler le systeme global pour en 
expliquer le fonctionnement. 
1.2.1.1 ...et ses detracteurs 
Pourtant, la science a revele une multitude grandissante de cas ou le comportement 
collectif d'un systeme ne pouvait s'expliquer avec la meilleure connaissance de ses 
parties, meme lorsque celles-ci sont tres simples (7). Dans ces cas, la seule option pour 
gerer cette complexite est de developper des modeles et meme un vocabulaire particulier 
pour le phenomene en question : d'ou l'idee d'emergence. 
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Dans un article de 1972, Philip W. Anderson s'attaque au corollaire constructiviste du 
reductionnisme (1). En effet, s'il considere souhaitable que la physique poursuive sa 
quete vers rinfiniment petit avec les particules et des lois fondamentales de la matiere, 
Anderson fait remarquer que rien de cela n'aide a la comprehension des phenomenes 
propres aux autres sciences : « The ability to reduce everything to simple fundamental 
laws does not imply the ability to start from these laws and reconstruct the universe. »c 
Anderson n'utilise pas souvent le mot emergence et prefere plutot parler de science de la 
complexity. 
Robert B. Laughlin, Nobel de physique de 1998, s'en prend durement au reductionnisme 
dans un article de 2000 (8) et subsequemment dans son livre de 2005 (2). II critique 
severement les physiciens qui croient qu'il existe un lien deductible entre l'equation de 
Schrodinger (ou un equivalent eventuel) et les comportements dits emergents. Pour lui, il 
est clair que le reductionnisme doit etre remplace par une nouvelle approche. 
1.2.2 Tentatives de definition 
La definition meme du mot « emergence » ne fait pas encore de consensus au-dela du 
classique « un tout qui est plus grand que ses parties. » Cette sous-section presente la 
definition donnee par certains auteurs. Cette selection se limite aux definitions qui sont 
les plus eclairantes et les plus utiles pour le reste de cet ouvrage. 
1.2.2.1 L'emergence selon Wimsatt 
William C. Wimsatt definit l'emergence comme suit: «an emergent property is -
roughly - a system property which is dependent upon the mode of organization of the 
c
 L'habilite de tout reduire a de simples lois fondamentales n'implique pas l'habilite de partir de ces lois 
pour reconstruire l'univers. 
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system's parts. »d (9) L'auteur indique que sa definition est trop molle pour satisfaire 
ceux qu'il qualifie d'antireductionnistes. II precise sa definition en disant qu'il est plus 
simple de definir les cas ou les proprietes ne sont pas emergentes. Dans ce cas, le tout 
n'est qu'un agregat des parties. II parle alors de proprietes agregatives (10). II donne 
quatre criteres pour qu'une propriete soit completement agregative : 
• invariance aux rearrangements et a l'echange; 
• similarite qualitative a 1'addition et a la soustraction; 
• invariance a la decomposition et au reassemblage; 
• pas de cooperativite ni d'inhibition. 
L'auteur indique qu'il n'existe que quatre proprietes completement agregatives : la 
masse, la charge, l'energie et la quantite de mouvement. Toute autre propriete est 
emergente. Cependant, elles peuvent sembler ne pas l'etre si Ton se limite a une 
perspective precise. II donne l'exemple des amplificateurs audio. Comme l'indique la 
Figure 1 ci-dessous, tant que ceux-ci sont branches en serie, la propriete d'amplification 
resultante du systeme est la meme peu importe l'ordre dans lequel ils sont branches. Ce 
n'est pas le cas pour un branchement en parallele. En effet, pour des amplificateurs audio 
branches en serie, la puissance totale d'amplification est le produit des puissances de 
chaque amplificateur individuel. En parallele, il s'agit de la moyenne. Puisqu'il n'est pas 
normalement utile de brancher des amplificateurs audio de facon parallele, cela donne 
done l'impression que la propriete collective des amplificateurs audio est agregative. 
Cependant, lorsqu'on sort du cadre normal d'operation de ces appareils, on voit que la 
propriete n'est pas simplement agregative. 
L'auteur recommit que sa definition est extremement inclusive. Cependant, il indique que 
le fait que les proprietes puissent paraitre agregatives dans certaines limites donne des 
d
 Une propriete emergente est - en gros - une propriete d'un systeme qui depend du mode d'organisation 
des parties de ce systeme. 
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pistes pour mieux explorer le concept d'emergence. En effet, les zones frontieres entre les 
caracteres agregatif et emergent d'une propriete permet d'etudier la transition entre les 
deux et d'examiner les causes de l'apparition de l'emergence. 
M H -
^ 
^ ~ mj 
^ _ 
5SI 
" ^ 
Figure 1 : Schemas d'assemblage en serie et en parallele d'amplificateurs audio. 
1.2.2.2 L'emergence selon Cunningham 
Bryon Cunningham a publie une classification de differents types de proprietes sur une 
base hierarchique (11) qui lui permet de definir l'emergence. La Figure 2 resume cette 
classification. 
La premiere distinction est faite entre une propriete interne et une propriete externe. 
Dans le premier cas, tous les elements qui determinent la propriete, designes les 
determinants, se trouvent a rinterieur du systeme qui la possede. Dans le second cas, au 
moins une partie des determinants est a l'exterieur du systeme. 
La seconde distinction est faite entre les proprietes simples et complexes. Dans le 
premier cas, la propriete du systeme decoule d'un seul determinant. Dans le second cas, 
la propriete provient de plusieurs determinants. 
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Externe 
Microdeterminee Fondamentale 
Ontologiquement 
emergent 
Emergence 
Figure 2 : Schema adapte de la classification des proprietes selon B. Cunningham. 
Les termes entoures font l'objet d'une distinction dans le texte 
Les proprietes simples sont de deux natures. Si la propriete simple est intrinseque a un 
systeme qui n'a pas de composantes (par exemple, la masse d'une particule elementaire), 
elle est dite fondamentale. Par contre, si le systeme est compose de plusieurs 
composantes, mais que celles-ci ne determinent pas la propriete, celle-ci est dite 
ontologiquement emergente. Cette classe de propriete emergente tient plus de 
l'esoterisme que de la science. L'auteur y associe les principes de vitalisme et la 
considere peu utile dans la discussion scientifique sur 1'emergence. 
Par ailleurs, une propriete complexe et interne est appelee microdeterminee. Si cette 
propriete est determinee seulement par la composition du systeme, elle est dite 
compositionnelle. Plus exactement, la propriete compositionnelle est determinee 
uniquement par les proprietes internes des composantes du systeme. Si la propriete 
microdeterminee d'un systeme provient uniquement des proprietes externes des 
composantes (leurs interactions), la propriete est dite configurationnelle. Enfin, l'auteur 
fait une seconde distinction parmi les proprietes microdeterminees. Si les proprietes 
internes des composantes du systeme sont isolees les unes des autres, on parle alors 
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d'une propriete du systeme agregative. Dans le cas ou les proprietes internes des 
composantes du systeme sont integrees, on parle alors d'une propriete du systeme qui est 
holistique. 
Pour les deux couples presenter dans le paragraphe precedent (compositionnelle -
configurationnelle et agregative - holistique), l'auteur indique qu'il s'agit en fait de 
deux axes en continu et que les proprietes sont generalement situees entre les deux 
extremes. De plus, l'auteur considere que les proprietes agregatives et 
compositionnelles sont synonymes. En effet, dans les deux cas, les composantes du 
systeme n'ont pas d'interactions ou alors elles ne s'influencent pas mutuellement. Ainsi, 
cela debouche sur un systeme cartesien (Figure 3) pour classer le degre d'emergence 
d'une propriete. Les proprietes pres de l'origine seront faiblement emergentes alors que 
celles qui s'en eloignent le seront fortement. Le caractere distinct des proprietes 
emergentes provient du fait que celles-ci ne dependent pas de quelle nature sont ses 
composantes, mais de comment elles interagissent (configurationnelle) ou comment 
elles s'influencent (holistique). 
Holistique 
Cristaux^\ 
Liquides^/ 
**— — • 
Agregative/ Configurationelle 
Compositionelle 
Figure 3 : Systeme cartesien de quantification du degre d'emergence d'une propriete. 
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Les proprietes des cristaux liquides peuvent etre considerees configurationnelles plutot 
que compositionnelles. En effet, ce sont les interactions externes des molecules qui leur 
conferent un certain niveau d'ordre orientationnel et positionnel (section 3.3 Les 
differentes phases). Une fois cet ordre etabli, les proprietes internes des molecules (leur 
polarisabilite par exemple) sont additionnees de fa9on relativement lineaire menant aux 
proprietes macroscopiques emergentes. Ainsi, elles sont done plus agregatives 
qu'holistiques. Leur position dans le systeme cartesien (Figure 3) qualifie leur caractere 
emergent. 
1.2.2.3 L'emergence selon Wolf et Holvoet 
Tom Wolf et Tom Holvoet proposent une definition de l'emergence afin de distinguer 
celle-ci de 1'auto-organisation (12). Leur definition de l'emergence se lit comme suit: 
« A system exhibits emergence when there are coherent emergents at the macro-
level that dynamically arise from the interactions between the parts at the micro-
level. Such emergents are novel with regards to the individual parts of the 
system. »e 
Par opposition leur definition de l'auto-organisation s'enonce ainsi: 
« Self-organization is a dynamical and adaptive process where systems acquire 
and maintain structures themselves, without external control. »f 
Les auteurs indiquent que ces deux concepts peuvent exister separement ou de facon 
combinee. lis enumerent egalement certaines caracteristiques pour chacun des deux 
concepts qui permettent de mieux distinguer ceux-ci. Si Ton prend le cas des cristaux 
liquides, on peut constater qu'ils correspondent tres bien a un cas d'emergence selon la 
e
 Un systeme presente de l'emergence lorsqu'il y a des comportements coherents au niveau macroscopique 
qui apparaissent de facon dynamique a partir des interactions entre les parties au niveau microscopique. Ces 
comportements sont originaux par rapport aux parties individuelles du systeme. 
f
 L'auto-organisation est un processus dynamique et adaptatif ou le systeme acquiert et maintient par lui-
meme une structure, sans controle externe. 
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definition donnee plus haut. En effet, les proprietes des cristaux liquides proviennent de 
la facon dont les parties interagissent entre elles et leur comportement macroscopique est 
original par rapport aux proprietes individuelles des molecules. Un des corollaires de leur 
definition de l'emergence est l'absence de controle centralise ce qui est definitivement le 
cas pour les molecules qui forment des phases liquides cristallines : aucune de ces 
molecules ne porte en elle seule les instructions ni ne dirige l'emergence du 
comportement liquide cristallin. Dans le meme ordre d'idee, les systemes emergents sont 
robustes aux fluctuations, car il n'y a aucune composante critique en l'absence de 
laquelle tout le systeme s'ecroulerait. Ainsi, les cristaux liquides peuvent etre dopes avec 
d'autres molecules non liquides cristallines ou diluees dans un solvant, jusqu'a un certain 
point, sans perdre toutes leurs proprietes particulieres de maniere subite. C'est ce que les 
auteurs qualifient de « degradation gracieuse. » 
Par contre, les comportements des cristaux liquides ne correspondent pas vraiment a la 
definition que donnent les auteurs de 1'auto-organisation. Pour ceux-ci, les systemes auto-
organises doivent etre hors-equilibre afln de s'adapter aux changements, contrairement 
aux systemes emergents qui resistent aux changements grace a leur robustesse. Les 
phases liquides cristallines sont pourtant bel et bien a Pequilibre dans le sens 
thermodynamique du terme. Par ailleurs, d'autres corollaires decoulant de ces definitions 
de l'emergence et de 1'auto-organisation seront abordes plus loin dans ce chapitre. 
1.2.3 Hierarchie des sciences 
Commune a plusieurs auteurs (1,13) est l'idee que l'emergence permet de classer les 
sciences, et l'organisation de la matiere, de facon hierarchique, comme on peut le voir 
dans le Tableau 1(13). 
La classification est etablie en ordre de complexity croissante et de taille des systemes. La 
division au-dessus de la chimie provient de la separation du vivant et du non-vivant. 
12 
A chaque niveau, de nouveaux concepts et meme un nouveau vocabulaire servent a 
expliquer les phenomenes qui lui sont propres. De plus, ces nouveaux phenomenes ne 
sauraient etre predits a partir de la seule connaissance du niveau inferieur. C'est cette 
separation hierarchique qui assure une independance aux diverses sciences. Ainsi, la 
physique ne peut pretendre etre la science la plus fondamentale et tenter d'infeoder les 
autres sciences, comme la chimie (14). Cependant, il est a noter que les lois des niveaux 
inferieurs sont toujours applicables aux niveaux superieurs. Par contre, ces lois peuvent 
devenir moins pertinentes a mesure que Ton monte dans la hierarchic Par exemple, 
l'effet tunnel, qui est incontestablement un phenomene physique, a des consequences 
importantes en chimie. Par contre, il n'a pas d'impact reel en psychologie. 
Tableau 1 : Classification hierarchique des sciences proposee par George F.R: Elis 
Cosmologie 
Astronomie 
Sciences de la terre 
Geologie 
Materiaux 
Ethique 
Sociologie 
Psychologie 
Physiologie 
Biochimie 
Chimie 
Physique 
Physique des particules 
1.2.4 Causalite 
La classification hierarchique des sciences nous amene a la question de la causalite. Si les 
divers niveaux possedent leur propre vocabulaire et lois, est-ce qu'ils sont isoles sur le 
plan causal? Les points de vue divergent sur cette question. Pour un reductionniste, il n'y 
a evidemment qu'une seule forme de causalite et celle-ci est ascendante : tous les 
phenomenes des niveaux superieurs peuvent s'expliquer a partir de la physique. D'un 
point de vue emergent, ce n'est pas necessairement le cas. Dans le cas de Laughlin, celui-
ci va jusqu'a affirmer dans son livre (2) que certains phenomenes complexes sont 
proteges des variations, meme importantes, des composantes du systeme. Par exemple, la 
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rigidite cristalline qui confere les proprietes mecaniques particulieres aux solides est, 
selon lui, generique et insensible aux changements du type de particules ainsi qu'aux lois 
qui regissent leur comportement individuel. 
Malgre tout, meme si cela peut sembler contradictoire, un tenant de 1'emergence peut tres 
bien accepter l'existence d'une explication causale pour un comportement collectif. On 
entre ici dans les nuances plus fines des divers points de vue sur 1'emergence. En effet, si 
les plus radicaux n'acceptent pas qu'il y ait de telles explications, d'autres sont plus 
nuances. Pour Brion Cunningham (section 1.2.2.2 L'emergence selon Cunningham), le 
caractere emergent d'une propriete provient de l'importance de la configuration et de 
l'influence mutuelle des composantes du systeme plutot que de leurs proprietes 
intrinseques. Selon lui (11), il existe generalement une explication entre les proprietes des 
composantes et le comportement du systeme. Par contre, cette explication peut s'averer 
de plus en plus difficile a degager a mesure que Ton s'eloigne de l'origine du plan 
cartesien de quantification du degre d'emergence (Figure 3). 
D'autres auteurs explorent la possibilite qu'il existe de la causalite dite descendante 
(13,15) et meme bidirectionnelle (12,13). Dans le premier cas, des phenomenes dits 
emergents peuvent avoir un impact sur le comportement des composantes du systeme et 
meme de ses sous-composantes. La causalite bidirectionnelle jumelle ce type d'infiuence 
avec la causalite plus classique des forces de la physique sur les comportements 
emergents. Georges F. R. Elis argumente dans son article (13) que lorsqu'une personne 
joue aux echecs, le mouvement des atomes de ses doigts est dicte, non seulement par les 
regies de la physique, mais aussi par les regies du jeu d'echec qui fait partie d'un niveau 
d'organisation de la matiere bien superieur a celui des atomes. L'auteur ajoute qu'en fait, 
plusieurs explications de causalite peuvent etre vraies simultanement pour un meme 
systeme. II prend l'exemple d'un avion qui vole. Une explication, dite « du bas vers le 
haut», propose que l'avion vole, car le mouvement des molecules d'air autour de ses 
ailes le maintient au-dessus du sol. Une seconde explication, dite « de meme niveau », 
indique que l'avion vole, car un pilote est aux commandes et que l'horaire indique que 
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l'avion doit etre dans les airs. Finalement, dans la perspective « du haut vers le bas », ce 
sont les circonstances historiques, technologiques et economiques qui ont amene le 
besoin et le developpement d'un appareil de transport aerien, ce qui explique le vol de 
l'avion. 
L'un des corollaires de la definition de l'emergence enoncee par De Wolf et Holvoet 
(section 1.2.2.3 L'emergence selon Wolf et Holvoet) est la causalite bidirectionnelle. 
Autant que les parties donnent naissance au comportement macroscopique emergent, ce 
dernier influence le comportement des parties. lis citent l'exemple des chemins 
qu'etablissent les fourmis. Les chemins sont generes par le passage successif de fourmis 
qui y laissent des pheromones. Les fourmis ont elles-memes tendance a suivre les 
chemins les plus frequentes puisque ceux-ci sont generalement les plus efficaces. 
Les positions sur l'emergence qui impliquent la causalite bidirectionnelle ont 
generalement moins tendance a opposer les concepts de reductionnisme et d'emergence. 
Cependant, Wimsatt va plus loin dans la reconciliation de cette dichotomie dans son 
article de 1997 (9). II explique que ces deux approches sont tout a fait complementaires. 
La citation suivante resume bien son propos : 
« Most scientists in the complex sciences have compatible views of reduction and 
emergence : a reductive explanation of a behavior or a property of a system is one 
showing it to be mechanistically explicable in terms of the properties of and 
interactions among the parts of the system. The explanations are causal, but need 
not be deductive or involve laws. »g 
Ceci permet de reconcilier egalement le concept de causalite avec celui de la separation 
entre les niveaux de la matiere. C'est-a-dire que meme si les niveaux sont lies par la 
8
 La plupart des chercheurs en science de la complexity ont une vision compatible du reductionnisme et de 
l'emergence : une explication reductive d'un comportement ou d'une propriete d'un systeme montre qu'il 
est explicable mecaniquement en terme des proprietes et des interactions entre les parties du systeme. 
L'explication est causale mais n'est pas necessairement deductive et n'implique pas necessairement des 
lois. 
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causalite de lews lois, ils gardent assez de specificite pour pouvoir etre abordes de fa9on 
distincte. Sur ce point, Wimsatt rejoint Elis et Cunningham: les interactions entre les 
parties d'un systeme rendent possibles, mais ne determinent pas de fa9on unique les 
comportements du systeme global. C'est ce qui s'appelle les possibilites de realisations 
multiples. Le caractere emergent d'un systeme n'est qu'un des comportement que rendent 
possibles les composantes du systeme. Le concept de realisation multiple permet de 
retirer le caractere deterministe qui est generalement associe au courant du 
reductionnisme. 
1.2.5 Principes d'organisation 
A la suite de toute reflexion sur 1'emergence se trouve la recherche de nouveaux 
principes d'organisation de la matiere. Si les niveaux sont lies par des liens causaux, mais 
non deterministes, existe-t-il des lois qui etablissent des ponts entre ceux-ci? Pour 
paraphraser un membre du groupe de discussion sur l'emergence : si l'information qui 
regit la cristallisation de l'eau au point de congelation n'est pas inscrite dans les 
proprietes des molecules elles-memes, ou est-elle? 
Plusieurs chercheurs tentent de trouver des caracteristiques communes aux phenomenes 
emergents. Certains sont plutot sceptiques (16) et doutent qu'il existe un ou des principes 
universels d'organisation communs a tous les systemes complexes et emergents. Au 
mieux, la comprehension d'un systeme complexe pourrait inspirer une piste de solutions 
pour un autre systeme, mais cela resterait inevitablement qualitatif. D'autres sont plus 
positifs (17,18) et croient qu'une theorie generate des systemes sera eventuellement 
developpee (19). 
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1.2.5.1 La symetrie 
Le concept de brisure de symetrie semble etre un point commun a plusieurs phenomenes 
emergents. Un exemple simple est celui des reseaux cristallins. II n'existe pas de preuve 
de premier principe que la configuration la plus stable a basse temperature pour une 
substance est un solide avec une maille cristalline reguliere (20). La cristallinite est done 
considered comme une propriete emergente par rapport aux fluides isotropes (gaz et 
liquides). Une des differences marquantes entre les solides cristallins et les fluides est la 
rupture de symetrie qui s'effectue a la transition de phase. En effet, les fluides ont une 
symetrie continue tandis que les cristaux ont une symetrie discrete. Autre exemple, les 
systemes macroscopiques sont distincts des systemes microscopiques au niveau de la 
symetrie temporelle. En effet, le mouvement des atomes et des molecules a l'equilibre est 
reversible dans le temps. Cela n'est pas vrai pour les corps macroscopiques. Ceci provient 
des forces dissipatives, comme la friction. D'autres exemples de brisure de symetrie qui 
engendrent des effets dits emergents incluent la supraconductivite (21), le 
ferromagnetisme et les proprietes liquides cristallines. 
Wimsatt etablit un lien indirect entre la symetrie et 1'emergence avec sa definition tres 
inclusive de l'emergence : tout ce qui n'est pas agregatif (section 1.2.2.1 L'emergence 
selon Wimsatt). En effet, les quatre proprietes qui selon sa classification sont 
completement non-emergentes (charge, masse, quantite de mouvement et energie) sont 
conservees quelle que soit la transformation. Le lien entre les lois de la conservation et la 
symetrie avait deja ete decouvert en 1918 par Emily Noether (22). En effet, elle prouva 
que la symetrie continue de l'espace vis-a-vis de la translation, de la rotation ainsi que du 
temps, mene directement aux lois de conservation de la physique (23). Ainsi, il n'est pas 
surprenant que les quatre proprietes qui ne brisent jamais leur principe de conservation, et 
dont la symetrie demeure toujours intacte, soient tout a fait non-emergentes. 
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Malheureusement, meme si les reflexions sur le concept de symetrie sont nombreuses 
(24-27), elles n'ont pas encore debouche sur des explications tres concretes en ce qui 
concerne les phenomenes emergents. 
1.3 Autres points de vue 
Si l'emergence interpelle plusieurs chercheurs, d'autres se prononcent avec une 
indifference marquee pour le sujet. L'un des plus illustres membres de ce groupe est 
Jean-Marie Lehn. Ses travaux sur la chimie supramoleculaire (28), qui lui ont valu le prix 
Nobel de chimie en 1987, lui ont donne une perspective tres differente. Les systemes 
supramoleculaires sont des assemblages complexes de molecules liees entre elles par des 
liens non-covalents. Ces assemblages montrent des comportements distincts de ceux de 
leurs composantes, que d'autres qualifieraient d'emergents. Pourtant, Lehn considere que 
ces comportements sont parfaitement explicables en terme d'interactions des 
composantes, meme si ces comportements ne peuvent etre reduits simplement a ces 
interactions (29). Pour Lehn, comme pour d'autres artisans des systemes auto-
assembles (30), tels les cristaux liquides, la conception de supramolecules avec des 
proprietes particulieres passe essentiellement par la conception des composantes. 
1.4 Consequences de l'emergence pour la simulation 
Pour plusieurs tenants de l'emergence, celle-ci vient mettre de serieuses barrieres 
fondamentales a la simulation par ordinateur qui cantonnent son utilisation a des 
domaines restreints. A la base de ces barrieres se trouvent les limites technologiques 
inherentes a la discipline de la simulation. Pour les systemes chimiques, les 
comportements collectifs de ceux-ci sont tout simplement au-dela des ressources 
calculatoires que rinformatique classique ne pourra jamais fournir. L'exemple simple 
d'une petite goutte d'eau comptant environ 3xl020 molecules d'eau illustre bien ce 
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propos. Meme en considerant le cas d'un logiciel de simulation ne requerant qu'un seul 
octet d'information sur chaque molecule, cela representerait tout de meme de l'ordre de 
300 000 To d'information, soit presque 65 millions de DVD! En fait, cette estimation est 
extremement conservatrice; un octet est la place que prend une seule lettre dans la 
memoire de l'ordinateur. Une molecule d'eau possede trois atomes, chacun ayant une 
position et une velocite sur les axes x, y et z, ce qui donne 18 donnees. Pour avoir une 
precision de 0.1 Angstrom dans une boite de 10 2 cm3, soit cinq parties par milliard, on 
doit avoir au moins quatre octets (30 bits) pour chaque donnee. Cela represente done un 
total de 62 octets par molecule pour l'aspect mecanique seulement du probleme. Cela est 
sans compter qu'effectuer les calculs eux-memes serait encore plus prohibitif. 
II est done clair que l'approche « force brute » ne peut surmonter l'obstacle de la 
complexity des systemes chimiques. Des approches alternatives de simulation existent. 
Elles consistent a etablir des regies empiriques a differentes echelles pour economiser des 
calculs laborieux. Cependant, la validite de ces regies est remise en question. C'est 
l'argument que Laughlin etaye dans un article de 2002 (31). Meme s'il admet que des 
simulations de phenomenes collectifs peuvent etre utiles en l'absence de toute autre 
alternative, ces simulations ne peuvent etre considerees comme exactes et ne peuvent rien 
predire. II affirme : « It is not generally possible to start from the wrong equations and 
get the right result. »h Selon lui, les systemes qui peuvent etre simules de maniere liable 
sont ceux qui sont regis par des principes d'organisation d'ordre superieur et qui sont 
independants des lois plus fondamentales comme celles de la physique quantique. On 
peut done simuler le comportement de fluides avec les lois de l'hydrodynamique sans se 
preoccuper du mouvement des particules individuelles. Par contre, on ne peut simuler les 
comportements collectifs de molecules a partir de 1'equation de Schrodinger car les ceux-
ci sont« proteges » par les principes d'emergence. 
h
 II n'est generalement pas possible de partir avec les mauvaises equations et d'arriver au bon resultat. 
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Malgre les critiques, ne serait-il pas possible de se servir des concepts issus de 
1'emergence comme outil pour parfaire la simulation plutot que de les voir comme des 
obstacles insurmontables? Comme il a ete prealablement mentionne, la representation 
microscopique d'un systeme chimique de taille macroscopique n'est pas techniquement 
possible. Mais est-ce vraiment souhaitable? L'experience donne deja acces aux 
comportements macroscopiques des systemes. La simulation pourrait done se concentrer 
d'abord sur les comportements microscopiques dans le but de comprendre ou ceux-ci 
s'insert vent dans les comportements des echelles de grandeur et d'organisation 
superieures. 
II est raisonnable de croire qu'il existe un ou plusieurs niveaux d'organisation pertinents 
entre le niveau atomistique et le niveau macroscopique. Chacun de ces niveaux peut 
influencer les autres. En metallurgie par exemple, la distribution et la taille des domaines 
des diverses phases de l'acier, appeles grains, sont determinantes pour les proprietes 
mecaniques du metal (32). La taille et la distribution de ces grains sont controlees entre 
autres par les traitements thermiques et mecaniques (niveau macroscopique) ainsi que par 
la composition chimique de l'acier et les impuretes presentes (33) (niveau 
microscopique). 
Au travers de tous ces niveaux d'organisation, 1'emergence nous enseigne que les regies 
dominantes peuvent changer. Par contre, il existe certaines proprietes qui sont 
qualitativement insensibles au changement d'echelle: les proprietes agregatives de 
Wimsatt. Si Ton construit une approche de simulation qui tente de partir du 
microscopique et de remonter graduellement vers le macroscopique, celle-ci devra faire 
un usage judicieux de ces proprietes tout en laissant la place pour les nouvelles 
interactions qui domineront le niveau d'organisation a l'etude. 
Meme si elle n'a pas ete developpee a partir de considerations provenant de 1'emergence, 
l'approche multiechelle repond a ces criteres. Elle exploite l'invariance des proprietes 
agregatives et utilise des regies empiriques pour decrire les interactions dominantes a 
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chaque etape de simulation. Elle tire egalement profit du concept de realisations 
multiples. Malgre le fait que cette justification dite emergente de l'approche multiechelle 
est faite a posteriori, il n'en demeure pas moins que celle-ci renforce les bases 
ideologiques et philosophiques de cette technique scientifique qui fera l'objet du prochain 
chapitre. 
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CHAPITRE DEUX 
LA SIMULATION 
2.1 L'approche multiechelle du laboratoire Soldera 
De la meme maniere que la matiere peut etre considered comme une succession de 
niveaux organisationnels agences de maniere hierarchique, les moyens d'etudier cette 
matiere peuvent etre vus de la meme facon avec des longueurs de temps et des tailles 
caracteristiques a chaque niveau. Cette affirmation vaut pour les differentes sciences 
(section 1.2.3 Hierarchie des sciences) mais aussi pour les techniques elles-memes. Un 
microscope optique permet d'examiner des structures d'un ordre de grandeur tout a fait 
different d'un microscope a force atomique (AFM). La meme constatation peut etre 
appliquee a la simulation. II existe des moyens pour simuler le comportement des 
tremblements de terre (34), des populations (35), des reseaux de transports (36), des 
ouragans (37) et bien sur, des atomes et des molecules. Chaque methode de simulation est 
applicable a une certaine echelle de temps et de longueur. Dans le cas particulier de la 
science des materiaux, plusieurs ordres de grandeur doivent etre considered pour bien 
comprendre le comportement d'un materiel. En effet, les atomes qui les composent sont 
de l'ordre de 1'Angstrom (10~10 m) et les objets qu'ils constituent sont de l'ordre du 
millimetre (pour une mine de crayon), voire du kilometre (pour une autoroute). 
L'equation de Schrodinger peut etre resolue analytiquement pour l'atome d'hydrogene ou 
pour d'autres molecules ionisees n'ayant qu'un seul electron. A partir de deux electrons, 
leurs interactions compliquent le portrait et une solution numerique doit etre trouvee. 
Comme mentionne precedemment (section 1.4 Consequences de 1'emergence pour la 
simulation), les limites technologiques empechent d'appliquer cette equation 
fondamentale a des problemes comportant un nombre, meme modeste, de molecules. La 
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science des materiaux doit done composer avec plusieurs niveaux de simulation, chacun 
avec des degres d'approximation, des echelles de temps et de taille qui lui sont propres. 
L'approche multiechelle consiste done a integrer ces techniques de simulation de facon a 
ce que l'information obtenue a partir d'un niveau puisse etre exploitee pour ameliorer la 
performance de la technique d'echelle superieure. Le laboratoire Soldera n'est pas le seul 
groupe de recherche qui tente de developper une telle methodologie (38). Cependant, 
seule la methodologie de ce groupe sera presentee. Elle est resumee dans la Figure 4. 
temps A 
1 min 
1 s 
1 US 
1 ns 
1 ps 
1 fs 
dx _ d2x 
Langevin J ~ ^ "T = m 
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 = f = m d x 
dx 
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Figure 4 : L'approche multiechelle du laboratoire Soldera 
La premiere etape se situe a Pechelle quantique, le mouvement des electrons est alors 
decrit par 1'equation de Schrodinger. Ce niveau est aussi appele ab initio, dans le sens ou 
aucune donnee experimental n'est ajoutee au-dela des masses des protons, neutrons et 
electrons ainsi que les constantes universelles (h, c, etc. ). Elle permet de generer les 
parametres des champs de forces qui sont employes au niveau atomistique, aussi connu 
comme la mecanique moleculaire. Les electrons sont alors integres au sein des atomes et 
ne sont plus consideres individuellement. Le champ de forces definit la maniere dont les 
atomes interagissent entre eux a l'interieur des molecules et entre les molecules. 
L'equation maitresse de ce niveau est l'equation de mouvement de Newton. Lors d'une 
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dynamique moleculaire, cette equation est integree dans le temps, permettant d'animer les 
atomes au sein d'ensembles statistiques. Ces simulations atomistiques permettent 
d'etablir des parametres d'interaction entre des groupes de molecules. Ces parametres 
sont ensuite utilises au niveau mesoscopique qui exploite 1'equation de Langevin pour les 
calculs. A ce niveau, les molecules sont groupees pour former des blocs de taille variable. 
Ce niveau donne acces aux informations telles que la morphologie des materiaux et la 
mixite de composantes de melanges. Entre la dynamique moleculaire atomistique et la 
simulation mesoscopique se trouve la dynamique moleculaire dite « a gros grains. » Elle 
utilise egalement l'equation de Newton ainsi qu'un champ de force. Cependant, des 
regroupements d'atomes ou de molecules sont traites comme des particules. Dans le 
cadre de ce memoire, seuls les deux premiers niveaux, ab initio et atomistique, de cette 
approche sont couverts en details. 
2.2 Ab initio 
Le terme ab initio vient du grec « a partir du commencement. » II designe en fait une 
classe de methodes calculatoires qui sont derivees directement de la theorie sans ajout de 
donnees experimentales. Cependant, il faut noter que toutes les methodes ab initio 
comportent quand meme des approximations. En effet, toutes ces methodes sont basees 
sur l'equation de Schrodinger et celle-ci ne peut etre resolue analytiquement que pour les 
systemes avec un seul electron. 
Dans F ensemble des methodes de simulations, les methodes ab initio donnent les 
resultats les plus justes. Cependant, elles sont egalement les plus « gourmandes » en 
ressources informatiques. La methode la plus simple, Hartree-Fock (HF), a une 
croissance de complexity proportionnelle a N4, ou N est le nombre de fonctions de base 
(section 2.2.1.2 Hartree-Fock). Si Ton double la taille du systeme (ou le nombre de 
fonctions de base pour augmenter la precision) on multiplie par 16 le temps de calcul. Les 
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methodes plus sophistiquees sont encore plus exigeantes en ressources infonnatiques. 
Uab initio est done limitee dans son application aux molecules de taille moderee. 
2.2.1 Les approximations 
2.2.1.1 Born-Oppenheimer 
L'equation de Schrodinger independante du temps est la suivante : 
HX¥ = EX¥ [2-1] 
Ou *P est la fonction d'onde, H l'operateur Hamiltonien et E l'energie. L'operateur 
Hamiltonien electronique s'ecrit comme suit: 
particules ip.'i^jl particules
 n n 
« v . ^ q^j *=-z 2m ^ r ,2"21 
^'
ni KJ rij 
avec : 
^ 2 s2 e2 d2 
dx2 dyf dz) [2-3] 
L'equation 2-3 est nommee l'operateur Laplacien. Le premier terme de l'equation 2-2 
correspond a l'energie cinetique des particules. Les w, et qt sont les masses et les charges 
que portent les particules i et rjj est la distance entre deux particules. Le second terme de 
l'equation 2-2 provient de Pattraction et de la repulsion coulombienne entre les particules 
chargees : e'est le terme d'energie potentielle. II est a noter que cette somme doit etre 
faite avec toutes les combinaisons de protons et d'electrons. Pour simplifier le calcul, 
toutes les methodes ah initio emploient 1'approximation de Born-Oppenheimer. Celle-ci 
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postule que le mouvement du noyau est tellement lent par rapport aux mouvements des 
electrons que les premiers sont considered comme fixes. L'approximation de Born-
Oppenheimer indique de ce fait que les electrons ajusteront leur position instantanement, 
lors du deplacement des noyaux. Cela permet de separer le terme coulombien comme 
suit: 
electrons -k^xjl noyaux electrons 7 ,,2 electrons „2 
1 ^"li a j *^aj KJ 'ij 
Le premier terme correspond a l'energie cinetique des electrons seulement. Le deuxieme 
terme considere l'attraction electron-noyau avec Zt representant la charge des noyaux. Le 
troisieme terme designe la repulsion entre electrons. 
2.2.1.2 Hartree-Fock 
La methode de simulation ab initio la plus communement utilisee avant l'arrivee de la 
DFT (section 2.2.1.3 Autres methodes ab initio) est appelee Hartree-Fock (HF). Celle-ci 
utilise deux autres approximations en plus de celle de Born-Oppenheimer. La premiere 
est de considerer que les electrons interagissent avec les autres via un champ moyen. Cela 
evite de calculer les repulsions electroniques sur une base individuelle, mais engendre des 
erreurs systematiques qui impliquent que les energies obtenues sont toujours plus grandes 
que les valeurs reelles. Par contre, cela simplifie la tache en separant le calcul en une 
serie d'equations d'ondes, une pour chaque electron, permettant ainsi de determiner les 
energies de chaque orbitale. 
La seconde approximation de la methode HF provient de la forme mathematique des 
equations d'onde. En effet, si les orbitales atomiques de l'atome d'hydrogene sont 
connues exactement, cela n'est pas le cas pour les atomes a plus d'un electron. La 
methode HF emploie done une combinaison lineaire d'orbitales hydrogenoides pour 
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representer chaque orbitale des autres atomes. C'est ce qui s'appelle Pensemble de bases 
(basis set). De facon generate, plus l'ensemble de bases est grand, plus precis sont les 
calculs. Cependant, cela augmente ostensiblement les ressources informatiques 
necessaires. Comme mentionne au debut de cette section, la methode HF croit en 
complexite de facon proportionnelle avec N4. Ainsi, en doublant le nombre d'orbitales de 
base par atome, on multiplie par 16 le temps de calcul. Le choix de 1'ensemble de bases 
est tres important et doit considerer le type d'atomes inclus dans la simulation ainsi que le 
degre de precision desire (39). 
2.2.1.3 Autres methodes ab initio 
II existe beaucoup de variations autour de la methode HF. Plusieurs de celles-ci tentent de 
gerer explicitement la correlation entre les electrons. Ces methodes sont toujours plus 
demandantes en ressources informatiques que la methode HF, mais sont generalement 
plus precises. Elles ne seront pas couvertes dans ce travail. 
Une mention speciale doit etre faite au sujet de la Density Functional Theory. La methode 
DFT est generalement considered comme une classe de simulation a part entiere, distincte 
de Yab initio meme si elle en est tres proche. Le principe de base de la DFT est que 
l'energie d'une molecule peut etre calculee a partir de sa densite electronique plutot que 
par les fonctions d'ondes electroniques. L'expression de la densite electronique est 
donnee par une combinaison lineaire de fonctions de base, de facon analogue aux 
orbitales atomiques en HF qui sont des combinaisons lineaires d'orbitales hydrogenoi'des 
(generalement remplacee par des fonctions plus faciles a calculer: fonctions de Slater, ou 
gaussiennes). Le resultat est une fonction de fonctions nominee fonctionnelle de la 
densite. II existe plusieurs ensembles de fonctionnelles qui comportent leurs avantages et 
inconvenients. Celles-ci sont determinees soit par des methodes ab initio ou encore par 
parametrisation afin de mieux reproduire des donnees experimentales. La popularite 
grandissante de la DFT vient du fait qu'elle croit en complexite avec N3 plutot que N4. De 
27 
plus, les resultats obtenus sont generalement aussi proches des valeurs experimentales 
que les methodes ab initio traditionnelles, sinon plus (39). Cette technique aurait pu etre 
employee dans le cadre de ce travail pour generer des parametres de champ de forces au 
lieu de la methode HF. Cependant, puisqu'il s'agissait de completer un champ de forces 
deja existant (OPLS), il etait primordial d'utiliser la meme methodologie que celle qui 
avait ete employee initialement. 
2.2.2 Algorithmes et finalites 
La simulation ab initio permet de calculer plusieurs proprietes de molecules : energie, 
densite electronique, charges, formes des orbitales, moment dipolaire, spectre infrarouge, 
etc. Avant de calculer une propriete, l'utilisateur doit s'assurer que la structure de la 
molecule est adequatement optimisee. L'etat fondamental d'une molecule est celui qui 
presente le minimum d'energie. La recherche de ce minimum peut se faire selon plusieurs 
algorithmes qui peuvent etre resumes selon la Figure 5. II existe plusieurs facons de 
determiner la meilleure direction pour le changement structurel: pente abrupte (40), 
gradient conjugue (41), Newton-Raphson (42), etc. L'atteinte d'un critere de convergence 
marque la fin de la simulation. II signifie que le programme n'est plus capable de trouver 
une structure ayant une energie plus basse, a l'interieur d'une limite raisonnable de 
confiance. 
2.3 Dynamique Moleculaire 
Alors que la simulation ab initio cherche a trouver la configuration d'energie minimale 
d'une molecule, la dynamique moleculaire (DM) place des molecules dans des conditions 
virtuelles et les fait evoluer dans le temps. Elle peut utiliser une representation 
atomistique (DMA) ou « a gros gain ». Dans le premier cas, les electrons sont figes au 
sein des atomes. Ainsi, les charges partielles sur les atomes demeurent constantes durant 
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toute simulation en DMA. Cependant, cela engendre certaines limitations. Notamment, il 
est impossible de briser des liens lors de la DMA, puisque la densite electronique ne peut 
changer. Dans la representation « a gros grains », les molecules sont representees par une 
seule ou par un nombre tres limite de particules. Cette section se concentre sur la DM 
utilisant la representation atomistique mais les principes sont essentiellement les memes 
pour la representation « a gros grains ». 
Donnees d'entree: 
• Structure initiale 
•Calcul d'energie initiale 
Donnees de sortie: 
• Structure optimisee 
• Energies 
• Autres proprietes 
Trouver la meilleure 
direction pour le 
changement 
structurel 
Retour a la 
structure 
precedente 
Non 
Oui 
Petit changement 
de la structure 
moleculaire 
Calcul d'energie 
Oui 
Non 
Figure 5 : Algorithme de minimisation 
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2.3.1 Champ de forces 
Au lieu d'utiliser l'equation de Schrodinger, la DM utilise l'equation de Newton pour 
determiner comment les atomes et les molecules se deplacent: 
dlxi 8V F^rnA^m,-^-— [2-5] 
ou Fxi est la force exercee sur chaque atome, m est sa masse, x est sa position et V le 
potentiel dans lequel se trouve la particule. Le potentiel qui agit sur chaque atome est 
determine par un ensemble de facteurs qui sont regroupes sous le nom de champ de 
forces. On peut d'abord scinder ce potentiel en deux composantes : l'une intramoleculaire 
et l'autre intermoleculaire. 
'total — 'intra "inter [2-6] 
De plus, le terme intramoleculaire provient de trois contributions distinctes: les 
longueurs des liens, les angles de valence et les angles de torsion (equation 2-7). Ces trois 
termes expriment Paugmentation de Penergie en fonction de l'eloignement par rapport a 
une valeur a l'equilibre. La Figure 6 illustre les trois types de deformation. 
intra / •' elongations / , ' courbure / • torsion I * " ' J 
liens angles diedres 
Pour sa part, le terme intermoleculaire comprend deux composantes : 1'interaction de type 
Van der Waals et Pinteraction de type Coulomb. Pour celles-ci, il est a noter qu'il 
faudrait theoriquement inclure les interactions avec P ensemble des autres atomes non-
lies, peu importe la distance qui les separe. Dans la pratique, le potentiel intermoleculaire 
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ne comprend que les atonies qui sont situes a l'interieur d'une certaine limite determinee 
par le simulateur (section 2.3.3.4 Distances ). 
inter V + *VdW T K Coulomb 
atomes non-li6s atomes non-lies [2-8] 
elongation 
Figure 6 : Illustration des trois deformations intramoleculaires 
Les champs de forces peuvent avoir diverses formes mathematiques pour chaque terme 
enumere ci-dessus. Cependant, seuls ceux qui font partie du champ de forces OPLS 
seront presentes dans cet ouvrage. 
2.3.1.1 OPLS 
Le champ de force OPLS (43) (Optimized Potential for Liquid Simulations) a ete 
selectionne pour cet ouvrage puisqu'il a ete optimise pour les simulations dans la phase 
liquide (plutot qu'en phase gazeuse). II est done le plus adapte pour les cristaux liquides. 
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Pour les liens et les angles, OPLS emploie un potentiel harmonique decrit par les deux 
equations suivantes : 
Aliens V) = ^ j K r \ r ~ ^quilibre ) [2-9] 
liens 
^angles (?) ~ La ^ 0 \@ ^equilibre) [2-10] 
angles 
ou Ke et Kr sont les constantes de rappel des deux potentiels et Oequiiibre et r^fere sont les 
valeurs a l'equilibre des deux parametres structuraux. Chaque lien et angle comporte 
done deux parametres de champ de forces qui sont determines pour divers types d'atomes 
et de liens, generalement par des methodes ab initio. 
Le terme des angles diedres ou de torsion est exprime mathematiquement par la fonction 
de Ryckaert-Bellemans (RB) : 
/ 
^torsion {V) = Y ^ L C n ( c O S ( ? / ) ) " [2-11] 
H=0 
ou les Cn sont les quatre parametres de champ de forces applicables aux torsions. Le 
facteur XA dans 1'equation de RB demande une attention particuliere, car il est relie aux 
termes non-liants. En effet, le premier et le quatrieme atome d'un groupe de torsion ne 
sont pas lies entre eux directement. On doit done considerer leurs interactions non-liantes. 
Cependant, les calculs ab initio ne permettent pas de separer la contribution non-liante de 
la contribution de torsion. Alors, on doit choisir un facteur de ponderation, qui, en 
general, vaut Vi. C'est-a-dire que les torsions et les interactions non-liantes contribuent de 
facon egale au changement d'^nergie lie a un changement de la distance qui separe le 
premier et le quatrieme atome d'une torsion. 
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Ce probleme ne s'applique pas dans le cas des angles. Meme si les premier et troisieme 
atomes d'un groupe de courbure ne sont pas lies directement, le changement de la valeur 
d'angle de valence (sans changement de la longueur des liens) affecte directement la 
distance qui separe ces deux atomes. On pourrait meme definir un potentiel d'angle qui 
utilise la distance entre le premier et le troisieme atome. Cependant, cela ne serait pas 
pratique du point de vue de la parametrisation du champ de forces. 
Finalement, voici la forme que prend le terme non-liant dans le champ de force OPLS : 
Mi E. =YY 
inter / t / • 
+ 4e,. v V 
rij J 
f* [2-12] 
ou le premier terme est le potentiel coulombien et le second, le potentiel de Lennard-
Jones qui caracterise les interactions de type Van der Waals. Le facteur^ vaut lA lorsque 
les atomes i et j sont les premier et quatrieme atomes d'un groupe de torsion et vaut un 
dans tous les autres cas. Ce terme correspond au facteur de ponderation explique plus 
haut. Les termes qi et qj designent la charge des atomes / ety alors que ry correspond a la 
distance qui les separe. Les termes sy et a^  sont obtenus en faisant la moyenne des 
parametres s et a des atomes / ety. Comme pour les autres parametres du champ de 
forces, q, s et o sont determines par des methodes ab initio. 
2.3.2 Algorithmes et finalite 
La dynamique moleculaire fonctionne selon un algorithme iteratif, comme pour les 
calculs ab initio. Cependant, le but de la dynamique moleculaire n'est generalement pas 
de trouver la configuration d'energie minimale, meme si cela est possible (Figure 5). II 
s'agit plutot de prendre des molecules et de les placer dans certaines conditions de 
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temperature, de pression, etc. puis de les laisser bouger comme le feraient de vraies 
molecules dans des conditions similaires. On peut alors observer leur comportement dans 
un etat que Ton souhaite etre un equilibre dynamique au sens thermodynamique du 
terme. La Figure 7 resume cet algorithme. 
Donnees d'entree: 
• Positions et velocites des 
atomes (configuration) 
• Conditions (P, T, etc.) 
Calcul des forces sur 
chaque atome: 
Somme des interactions 
Non 
Donnees de sortie: 
•Configuration 
•Pressions, temperatures, 
volume, energies, etc. 
Mise a jour de la 
configuration: 
Positions et velocites 
Ecriture d'un point sur la 
trajectoire (optionnel): 
Pressions, temperature, 
volume, energies, 
coordonnees, velocites 
etc. 
Figure 7 :Algorithme de dynamique moleculaire 
Dans la premiere etape, rutilisateur etablit une configuration de depart pour les 
molecules. Les velocites sont generalement generees aleatoirement conformement aux 
conditions de pression et de temperature determinees par Putilisateur. A la seconde etape, 
le logiciel calcule la force sur chaque atome a partir des potentiels provenant du champ de 
forces. Cette force altere la position et la velocite de chaque atome ce qui mene a une 
nouvelle configuration. Le logiciel reprend done le calcul de la force sur chaque atome en 
fonction de son nouvel environnement. Chaque iteration de cette boucle est appelee un 
pas d'integration. Toute l'information relative a chaque configuration n'est pas 
conservee : cela representerait une masse de donnees vertigineuse. A intervalle regulier, 
une configuration est sauvegardee afin de generer une trajectoire. 
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2.3.3 Les details 
Comme le montre la section precedente, le principe de la dynamique moleculaire est 
relativement simple. Cependant, il existe beaucoup de details qui viennent compliquer un 
peu les choses. 
2.3.3.1 Cellules de simulation 
La cellule de simulation delimite les frontieres du systeme qui est reproduit virtuellement. 
Toutes les molecules simulees doivent etre contenues a l'interieur de ces limites. Dans les 
systemes macroscopiques, les effets de surfaces sont generalement negligeables puisque 
la surface ne represente qu'une fraction infime du reste de l'echantillon. Les systemes 
simules etant de beaucoup plus petite taille, les effets de surfaces domineraient le 
comportement des molecules. Cela peut etre souhaitable si les effets de surface sont les 
proprietes qui interessent l'utilisateur. Par contre, dans la majeure partie des cas, la 
cellule de simulation est dotee de limites periodiques pour eliminer les effets de surface. 
Dans des conditions limites periodiques (Figure 8), tout atome qui traverse une paroi de 
la boite est reintroduit de l'autre cote de la boite. C'est une situation analogue a une carte 
du monde : l'extremite ouest de la carte correspond egalement a l'extremite est. 
La cellule de simulation peut prendre plusieurs formes : dodecaedre rhombique, octaedre 
tronque et triclinique (Figure 9). Cette derniere correspond a un prisme rectangulaire 
dont les cotes et les angles peuvent prendre n'importe quelle valeur (44). La cellule 
triclinique est generalement utilisee avec des angles de 90°, soit comme un prisme 
rectangulaire regulier. 
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Figure 8 : Conditions aux limites periodiques 
a,$,y*9G0 
Figure 9 : Trois types de cellules de simulation : 
dodecaedre rhombique, octaedre tronque et triclinique 
2.3.3.2 Controle de la temperature 
Puisque les simulations en dynamique moleculaire sont effectuees a temperature 
constante, un mecanisme de regulation doit etre mis en place pour eliminer l'exces 
d'energie cinetique des molecules. Le logiciel utilise pour ces travaux, GROMACS, peut 
employer deux methodes de controle de temperature: Berendsen (45) et Nose-
Hoover (46,47). Le premier utilise un couplage faible avec un bain thermique externe. Le 
second utilise une approche thermodynamique dans l'ensemble grand canonique. Le 
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premier est plus efficace pour amener un systeme a l'equilibre mais le second est plus 
performant pour maintenir un systeme a l'equilibre (48). 
2.3.3.3 Controle de la pression 
Les DM peuvent etre faites a volume ou a pression constante (les ensembles NVT et 
NPT, respectivement). Dans le premier cas, le volume de la boite de simulation demeure 
constant. Dans le second cas, pour maintenir la pression constante, le volume de la boite 
doit etre change. GROMACS offre deux methodes de controle de la pression: 
Berendsen (45) et Parrinello-Rahman (49,50). La premiere change l'echelle de la boite et 
des coordonnees a chaque pas d'integration du calcul. Cette simplification ne permet pas 
de bien suivre les fluctuations que subissent la pression et le volume. C'est pourquoi la 
methode Parrinello-Rahman a ete developpee. Comme pour la methode de controle de 
temperature Nose-Hoover, elle utilise les proprietes de 1'ensemble grand canonique pour 
maintenir la pression constante tout en lui permettant de fluctuer autour de la valeur 
d'equilibre recherchee. 
2.3.3.4 Distances de troncature 
A chaque iteration et pour chaque atome, le logiciel de dynamique moleculaire doit 
etablir la liste de tous les autres atomes qui peuvent Pinfluencer. Le nombre de liens, 
d'angles et de torsions qu'un atome possede est relativement restreint. Cependant, pour 
les interactions non-liantes, tous les autres atomes dans la boite devraient etre consideres. 
Cela serait peu pratique au niveau des calculs et ralentirait enormement le travail. Ainsi, 
l'utilisateur doit etablir une distance a partir de laquelle on peut considerer que 
rinfluence des atomes devient negligeable. C'est ce qui s'appelle la distance de 
troncature (en anglais: cut-off). Cette distance assignee aux interactions de type VdW est 
generalement situee autour de 0.9 a 1.2 nanometre. Notez que la distance limite ne doit 
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pas etre plus grande que la moitie du plus court cote de la cellule de simulation. 
Autrement, cette sphere se recouperait elle-meme et des atomes pourraient etre calcules 
deux fois. Pire, un atome pourrait eventuellement se « voir » lui-meme et entrer ainsi 
dans une boucle de retro-action. 
Dans le cas des interactions coulombiennes, la distance de troncature peut etre appliquee 
differemment. C'est ce qui s'appelle la sommation d'Ewald (51). Dans ce cas, on 
determine plutot une limite de distance de courte portee. A l'interieur de cette limite, les 
interactions coulombiennes sont calculees selon 1'equation normale (premier terme de 
1'equation 2-12). Au-dela de cette limite, le calcul est effectue dans l'espace reciproque. 
Cela permet de calculer tres rapidement l'interaction coulombienne avec le reste des 
atomes. Une version amelioree de cette technique, nommee Particle-mesh Ewald, est 
generalement employee (52,53). 
2.3.3.5 Groupes de charges 
L'utilisation de distances de troncature peut avoir des effets secondaires tres nefastes. 
Meme dans un systeme ne comprenant que des molecules electriquement neutres, il se 
pourrait qu'un atome n'ait pas dans sa sphere d'interaction un nombre entier de 
molecules. Dans ce cas, l'atome percevrait une charge nette dans son environnement, 
induisant un moment dipolaire sur le systeme. C'est pourquoi les logiciels de dynamique 
moleculaire, comme GROMACS, utilisent le concept de groupes de charges. 
Ceux-ci regroupent un certain nombre d'atomes qui ont une charge totale strictement 
nulle. Ainsi, lorsque la sphere d'interaction d'un atome n'inclut pas tous les membres 
d'un groupe de charges, les membres situes a l'exterieur de la sphere y sont inseres pour 
assurer la neutralite electrique de l'ensemble. Parmi les petites molecules, les groupes de 
charges considerent la molecule entiere. Generalement, les groupes de charges sont 
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limites a trois ou quatre atomes. Dans GROMACS, ils sont assignes manuellement par 
l'utilisateur. La Figure 10 illustre comment ils peuvent etre attribues. 
H H 
H 
Figure 10 : Illustration de l'assignation de groupe de charge 
2.3.3.6 Pas d'integration 
Comme mentionne dans la section 2.3.2, la dynamique moleculaire est un processus 
iteratif qui tente de reproduire fidelement le comportement naturel des molecules. Le 
choix de la duree de cette iteration est primordial. Un pas trop court menerait a des 
simulations tres longues. Cependant, le pas doit etre assez court pour avoir une bonne 
resolution du mouvement le plus rapide dans tout le systeme. Generalement, il s'agit de la 
vibration du lien C-H qui dure une dizaine de femtosecondes (1015 s). Un pas 
d'integration de 1 fs est done adequat. 
2.3.4 Choix des configurations de depart 
L'hypothese ergodique stipule que la moyenne dans le temps doit etre egale a la moyenne 
dans l'espace des configurations. C'est-a-dire qu'en prenant la moyenne sur une 
dynamique assez longue, on obtient la meme reponse que si Ton avait explore tout 
l'espace des configurations. Cette hypothese se verifie en general pour les systemes 
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moleculaires simples. Cependant, dans le cas de la matiere molle (polymeres et cristaux 
liquides par exemples), l'espace des configurations est immense. 
Pour contrer ce probleme, il est possible de faire des simulations tres longues. Dans la 
pratique, cela mene a des calculs qui durent plusieurs mois. De plus, a cause des erreurs 
de calculs qui s'accumulent a mesure que la simulation avance, les reponses obtenues ne 
sont pas necessairement fiables. La solution pronee par le groupe de recherche Soldera 
est d'utiliser une moyenne sur plusieurs calculs. Chacun employant une configuration de 
depart selectionnee selon des criteres specifiques. Cette methode a ete implementee avec 
succes dans la simulation de polymeres vinyliques (54). Dans ce cas, le critere utilise 
pour valider les configurations etait la comparaison avec les densites experimentales. 
Le principe d'utiliser une moyenne sur plusieurs calculs peut egalement etre justifie 
philosophiquement par le concept de realisation multiple (section 1.2.4 Causalite): le 
comportement observe n'est qu'une des possibilites que rendent accessible les 
composantes du systeme. Une trajectoire particuliere n'est pas necessairement 
representative du comportement global d'un systeme macroscopique. Le fait de prendre 
plusieurs configurations et de les selectionner de facon adequate assure une 
representation conforme. On constate la similitude entre l'hypothese ergodique et le 
concept de realisation multiple. 
2.4 Applications et protocoles 
Cette section vise a detailler le protocole employe dans cette etude. Generalement, les 
publications traitant de simulations (articles, memoires, theses, etc.) omettent une telle 
section et s'en tiennent aux generalites. Ainsi, les chimistes theoriciens se retrouvent 
devant des logiciels peu conviviaux avec tres peu d'informations comparativement a un 
chimiste de synthese qui peut trouver des protocoles detailles dans la litterarure. Les 
logiciels utilises dans cette section sont Gaussian, Material Studio, GROMACS et BOSS. 
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2.4.1 Parametres de champ de forces 
2.4.1.1 Identification des parametres 
Malgre le fait qu'OPLS est un champ de forces fort complet pour les molecules 
organiques (55-61), il existe encore plusieurs groupements qui ne sont pas caracterises. 
Dans de tels cas, le simulateur doit, soit utiliser un groupement qui est comparable au 
groupement non parametre, soit caracteriser lui-meme ce nouveau groupement. La 
premiere etape est d'etablir le nombre de parametres a trouver a partir de la structure du 
groupement. 
H H 
. V ^ V / H H H 
" ^ > ~ \ 1 | , 
H H H H H 
Figure 11 : Groupement propylester d'acide benzenesulfinique 
La Figure 11 illustre le groupement benzylsulfynate d'une des molecules traitee dans ce 
memoire. Dans la Figure 12 six types d'atomes sont encercles. Pour chacun, la charge et 
les parametres de Lennard-Jones doivent etre ajustes. Les figures suivantes (Figure 13, 
Figure 14 et Figure 15) identifient respectivement les quatre liens, les sept angles et les 
neuf torsions qui doivent etre caracterises. 
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Figure 12 : Identification des six types d'atomes 
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Figure 13 : Identification des quatre liens 
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Figure 14 : Identification des sept angles 
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Figure 15 : Identification des neuf torsions 
2.4.1.2 Simulation ab initio 
Avant de parametrer les liens, angles et torsions, la structure optimale du groupement doit 
etre etablie. Pour ce faire, dans Gaussian, on doit effectuer une optimisation par la 
methode Hartree-Fock avec le set de base 6-31G,d (39). Cette etape peut etre precedee 
d'une optimisation grossiere avec la methode semi-empirique AMI. Ensuite, pour chaque 
lien, angle et torsion, le simulateur doit faire, dans Gaussian, un balayage relaxe (relaxed 
scan) avec la methode Hartree-Fock en 6-31G,d. L'utilisateur definit dans la matrice 
Z (39) de la molecule lequel des liens, angles ou torsions va etre change lors du balayage, 
par quel increment et sur quelle plage de valeurs. Le Tableau 2 resume les parametres du 
balayage employe. II est a noter que la plage totale est centree sur la valeur d'equilibre 
determinee par Gaussian. 
Tableau 2 : Parametres de balayage dans Gaussian 
Lien 
Angle 
Torsion 
Increment 
0.01 A 
1° 
5° 
Plage totale 
0.2 A 
20° 
360° 
Nombres de points generes 
21 
21 
72 
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2.4.1.3 Ajustage des courbes de potentiel 
Avec les points generes par les calculs ab initio, le simulateur trace les graphiques 
d'energie en fonction de la longueur du lien et de Tangle. Ces courbes doivent etre 
reproduces avec les equations 2-9 et 2-10. Les parametres a determiner sont Ke, Kr 
Qequiiibre et requiiibre- L'utiHsateur doit porter une attention tres particuliere aux unites. 
Gaussian utilise des Hartree, des Angstrom et des degres. GROMACS utilise des 
kilojoules par mole, des nanometres et des radians (sauf dans le cas des parametres 
d'angle ou il y a un melange de radians et de degres, voir Tableau 6). 
Les parametres de torsion demandent un processus supplementaire. Lorsque Gaussian 
effectue un balayage de torsion, l'energie qu'il calcule comprend les deux types 
d'interaction. Comme il a ete explique a la section 2.3.1.1 OPLS, les termes d'interaction 
non-liante et de torsion doivent etre separes. Pour ce faire, l'utilisateur doit transferer sa 
structure optimisee par Gaussian vers BOSS en utilisant le convertisseur de fichier. Ce 
logiciel utilise un champ de force atomistique pour effectuer des minimisations ou des 
dynamiques. Contrairement a GROMACS, BOSS genere automatiquement les termes de 
champ de forces manquants via un algorithme dit autocoherent. Ces termes ne sont pas 
directement utiles pour l'approche proposee dans ce travail, par contre ils permettent 
d'isoler la composante non-liante de Tinteraction entre les premier et quatrieme atomes 
d'une torsion. 
L'utilisateur effectue un balayage de la torsion desiree avec les memes intervalles que 
ceux choisis dans Gaussian en retirant du champ de forces les parametres de la torsion 
que BOSS aurait utilise. L'utilisateur a done ainsi acces a la courbe de torsion ou seules 
les interactions non-liantes sont prises en compte pour la torsion desiree. II peut alors 
soustraire la courbe generee par BOSS de celle de Gaussian pour obtenir la courbe de 
torsion pure. Cette derniere doit etre reproduite avec T equation 2-11. 
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2.4.1.4 Sigma, epsilon et charges 
Les parametres sigma et epsilon correspondent aux termes o et s de 1'equation 2-12. Pour 
de nouveaux atonies dans le champ de forces, il n'est pas necessaire d'effectuer des 
calculs. Ces termes changent peu en fonction de l'environnement de l'atome et dependent 
plus de l'hybridation. Ainsi, l'utilisateur reprend ceux deja determines pour le meme 
element avec la meme hybridation dans le champ de forces OPLS. Par exemple, pour 
l'atome de soufre du sulfinyle (Figure 11), on utilise les parametres a et e de l'atome de 
soufre du sulfonamide. 
Les charges sont determinees par calculs ab initio dans Gaussian. Cependant, celles-ci 
doivent etre legerement ajustees afin de maintenir la neutrality electrique au sein du 
groupe de charge (section 2.3.3.5 Groupes de charges). 
2.4.1.5 Entree des parametres 
La premiere etape dans 1'entree de nouveaux parametres dans le champ de forces OPLS 
est d'assigner un nom de deux ou trois lettres pour le nouveau type d'atome ainsi qu'un 
numero de trois chiffres. Evidemment, ce nom et ce numero ne doivent pas deja etre 
utilises ailleurs dans le champ de forces. Dans le fichier des parametres non-Hants 
(ffoplsaanb.itp), le numero, le nom, la masse, la charge, le sigma et l'epsilon doivent etre 
inscrits, a la suite des autres parametres, dans le meme format. 
Dans le fichier des parametres liants (ffopslaand.itp), les liens, angles et torsions sont 
designes par les noms des atomes qui les constituent. Les parametres doivent etre inscrits, 
preferablement a la suite des autres, dans le meme format. II est preferable d'ajouter un 
commentaire a la suite pour rappeler le fait que ces parametres ont ete ajoutes par 
l'utilisateur. Les Tableau 6, Tableau 7, Tableau 8 et Tableau 9 de l'Annexe un 
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presentent les differents parametres qui furent determines par la methode presentee dans 
cette section. 
2.4.2 Creation de cellules de simulation dans Materials Studio 
GROMACS n'offrant qu'une interface par ligne de commande, il est preferable de creer 
les cellules de simulations (section 2.3.3.1 Cellules de simulation) dans le logiciel 
Materials Studio d'Accelrys. II s'agit, entre autres, d'un logiciel de dynamique 
moleculaire qui emploie d'autres champs de forces qu'OPLS. Tel que mentionne 
anterieurement (section 2.3.4 Choix des configurations de depart), l'utilisateur doit 
generer et choisir les meilleures configurations selon certains criteres. Pour ce faire, 
l'utilisateur genere la boite contenant les molecules desirees. II doit ensuite la minimiser 
puis effectuer une dynamique dans 1'ensemble NPT durant une centaine de picosecondes 
(ps) en sauvegardant une image toutes les 1 ps. Le simulateur selectionne une vingtaine 
parmi la centaine de configurations qui correspondent le mieux aux criteres de selection. 
Finalement, les vingt configurations sont minimisees. En l'absence de donnees 
experimentales, telle que la densite par exemple, la selection finale est faite sur une base 
purement energetique. L'utilisateur doit done choisir les configurations ayant l'energie la 
plus basse. II est a noter que les 15-20 premieres configurations de la dynamique ne sont 
generalement pas appropriees pour le calcul puisque le systeme n'est pas encore 
equilibre. La temperature du systeme est un bon indicateur de l'atteinte de l'equilibre. 
La procedure ci-dessus est generalement valide. Cependant, certaines modifications ont 
ete apportees pour repondre aux besoins specifiques de la presente etude. Premierement, 
le tiers des molecules a ete place de facon a ce qu'elles forment une couche smectique 
(Figure 20). Cette structure a ete minimisee par la methode Steepest descent en 200 
' Pente abrupte 
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iterations puis par Smart Minimised en 5 000 iterations. Une dynamique de 100 ps dans 
l'ensemble NPT a ete effectuee et les vingt configurations presentant l'energie la plus 
basse et dont la temperature ne s'ecartait pas de plus de sept degres kelvin de la valeur 
d'equilibre. La couche smectique a ete reproduite deux autres fois pour donner trois 
couches smectiques successives. Ces structures ont ete minimisees par la methode 
Steepest descent en 200 iterations puis par Smart Minimiser en 5 000 iterations. Les 
quatre configurations presentant l'energie la plus basse ont finalement ete retenues. Le 
champ de forces utilise a toutes les etapes est PCFF. Les modifications presentees ci-
dessus ont ete appliquees pour deux raisons. La premiere, pour reproduire une 
configuration proche de la structure cristalline des composes mesogenes simules. La 
seconde, pour diminuer le temps de simulation en n'ayant qu'une seule couche smectique 
pour la dynamique isotherme. 
2.4.3 Conversion vers GROMACS 
Un programme fortran «maison» a ete utilise pour convertir les fichiers des 
configurations generees par Materials Studio vers GROMACS. Puisque les deux logiciels 
n'utilisent pas le meme champ de forces, on doit reassigner les noms des atomes ainsi que 
les autres parametres. Le programme de conversion permet egalement de changer le 
format des fichiers pour qu'ils soient compatibles avec GROMACS. Les groupes de 
charges doivent etre assignes manuellement une fois la conversion effectuee. 
2.4.4 GROMACS 
Dans le cadre de cette etude, les quatre configurations selectionnees pour chaque type de 
molecule ont fait Pobjet d'un traitement independant. La premiere etape a ete d'effectuer 
J
 Combinaison des methodes pentes abruptes, gradient conjugue et Newton-Raphson 
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une montee en temperature a partir de 300K jusqu'a 650K par increment de 10K. A 
chaque temperature, une dynamique isotherme dans l'ensemble NPT d'une duree de 
100 ps a ete effectuee. Seule la configuration finale pour chaque temperature a ete 
sauvegardee. A partir de ces configurations, une dynamique isotherme dans l'ensemble 
NPT d'une duree de 2 ns a ete effectuee. Ce sont ces dernieres dynamiques qui ont ete 
soumises a l'analyse. Le Tableau 9 de l'Annexe deux resume l'ensemble des parametres 
qui furent utilises pour les deux types de dynamique. L'explication de chacun de ces 
termes est donnee dans le manuel d'usager de GROMACS. 
Pour l'analyse energetique des trajectoires, seule la deuxieme nanoseconde de DM a ete 
retenue afin d'assurer la validite des points utilises. Une moyenne des quatre 
configurations a ete faite pour obtenir les valeurs finales d'energie presentees dans le 
Chapitre 4. 
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CHAPITRE TROIS 
LES CRISTAUX LIQUIDES 
3.1 Bref historique 
Avant la decouverte des cristaux liquides, seules trois phases de la matiere etaient 
connues: la vapeur, le liquide et le solide. Cependant, en 1888, F. Reinitzer observa 
qu'un cristal de benzoate de cholesterol fondait a 145,5 °C pour dormer un liquide turbide 
et devenait clair a 178,5 °C. Durant cette meme periode, O. Lehmann observa des 
phenomenes similaires. Au cours des annees suivantes, il fut reconnu que ces liquides 
possedaient des caracteristiques des solides comme l'anisotropie et la birefringence (62). 
Le terme cristal liquide s'imposa rapidement pour decrire cette phase meme si, en 1922, 
G. Friedel proposa plutot le terme de mesogene (63), utilise sous la forme d'un nom ou 
d'un adjectif. Celui-ci est derive du grec mesos signifiant intennediaire. C'est aussi 
Friedel qui suggera les termes smectique, nematique et cholesterique pour designer les 
differentes classes de mesophases. C'est durant les annees '20 que les fondations de la 
physique des cristaux liquides furent etablies. Cependant, l'interet pour ceux-ci 
s'evanouit durant une trentaine d'annees avant de refaire surface (64). L'interet pour ces 
phenomenes fut amplifie entre autres grace a l'arrivee du physicien Pierre-Gilles de 
Gennes au sein de la communaute des cristaux liquides (65), a la fin des annees '60. Sa 
contribution majeure fut au niveau de la comprehension de ces phenomenes. Durant les 
annees '80, ce domaine prit une expansion impressionnante grace au developpement 
d'applications technologiques. De nos jours, les cristaux liquides sont presents dans 
beaucoup d'appareils pour l'affichage (montre, ecrans d'ordinateurs, appareils medicaux, 
etc.) et de nouvelles applications multiples sont en developpement. 
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3.2 Concepts generaux 
Les cristaux liquides sont classes de plusievirs facons. Tout d'abord, on les distingue selon 
leur mode d'obtention : les thermotropes et les lyotropes. Dans le premier cas, les phases 
liquides cristallines apparaissent par variation de temperature. Pour les lyotropes, c'est 
Pajout de solvant qui mene a l'apparition des phases liquides cristallines. La seconde 
facon de classer les cristaux liquides est par la forme des molecules mesogenes. Les 
molecules calamitiques ont la forme d'un batonnet et les discotiques ont la forme d'un 
disque. II existe aussi des molecules du type banane et quelques autres formes plus 
exotiques qui ne seront pas traitees ici (66). Dans le cadre de ce memoire, les molecules 
d'interet sont des mesogenes calamitiques thermotropes. Ce sont done ces types la qui 
seront examines en profondeur. 
Les mesogenes calamitiques sont generalement schematises comme un corps rigide dote 
d'une ou de deux chaines terminales flexibles (voir Figure 16). Les types de corps rigides 
sont tres varies. lis incluent des cycles aromatiques, des liens doubles, triples, des esters, 
des thioesters, etc. Par ailleurs, les chaines terminales sont des chaines aliphatiques de 
longueur variant entre trois et vingt atomes de carbones. Finalement, les chaines 
terminales peuvent etre dotees de groupements terminaux comme des alcools, des 
groupements cyano, des acides carboxyliques, etc. La Figure 17 montre quelques 
exemples de molecules calamitiques(67-69). 
Figure 16 : Schema d'un mesogene calamitique 
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Figure 17 : Exemples de mesogenes calamitiques 
Le comportement liquide cristallin des mesogenes calamitiques thermotropes s'explique 
qualitativement par un compromis entre les chaines flexibles et le corps rigide. En effet, 
si Ton decoupe la molecule pour separer le corps des chaines, on peut constater que les 
molecules qui constituent les chaines flexibles ont des temperatures de fusion beaucoup 
plus faibles que les molecules qui forment les corps rigides. Lorsque les parties du 
mesogene sont assemblies, elles etablissent un compromis de phase entre le liquide et le 
cristal. La Figure 18 illustre ce propos. 
Chaines 
Corps rigide 
Mesogene 
1 liquide 
solide 
1 
-100°C -50% 0°C 50°C 100% T 
Figure 18 :Illustration du compromis Cristal - Liquide 
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3.3 Les differentes phases 
Plusieurs composes comportent un nombre important de phases solides qui se 
differencient par leur maille cristalline. Par exemple, l'eau compte une dizaine de phases 
solides, meme si la plupart de celles-ci ne sont accessibles qu'a tres haute pression (70). 
Les cristaux liquides presentent aussi une grande variete de phases bien distinctes. 
L'ensemble des phases accessibles pour un cristal liquide par variation de temperature est 
appele son polymorphisme. Ce qui caracterise principalement les phases est le degre 
d'ordre present dans chacune d'elles. Une molecule mesogene peut presenter une seule 
ou plusieurs phases liquides cristallines. 
3.3.1 Nematique 
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Figure 19 : Representation de la phase nematique 
Vue de cote (a gauche) et vue du dessus (a droite) 
La phase liquide cristalline nematique (N) est caracterisee par un ordre orientationnel 
seulement. C'est-a-dire que les molecules en forme de batonnet s'orientent en moyenne 
dans la meme direction, decrite par un vecteur directeur n . L'alignement est loin d'etre 
52 
aussi parfait que pour un solide. La correlation des positions des molecules a courte 
portee est similaire a celle retrouvee dans les liquides isotropes (71) mais il n'y a aucun 
ordre a longue portee. La Figure 19 illustre la configuration des molecules dans cette 
phase. Le mot nematique est derive du grec nematos signifiant « comme des fils. » Ce 
nom provient des observations sous microscopie optique en lumiere polarisee. Les 
textures observees par cette technique ont Fapparence de fils. Cette phase fait partie du 
groupe de symetrie Dx (71). 
3.3.2 Smectiques 
Les smectiques regroupent plusieurs phases presentant de 1'ordre dans deux ou trois 
dimensions. Les differentes phases smectiques sont designees par une lettre qui leur a ete 
attribuee dans l'ordre de leur decouverte. Au moins dix phases smectiques existent allant 
de Smectique A (SmA) a Smectique J (SmJ) (72). La differentiation des phases 
smectiques se fait selon le type d'ordre present dans la phase et selon les axes directeurs. 
Le mot smectique vient du grec smectos qui signifie « savon ». En effet, les molecules 
qui constituent les savons sont, a certaines concentrations dans l'eau, des cristaux liquides 
smectiques lyotropes. 
3.3.2.1 Smectique A 
La phase SmA presente le plus faible niveau d'ordre au sein de la famille des smectiques. 
Dans cette phase, les molecules s'organisent en couches, orientees perpendiculairement a 
la surface de ceux-ci. Comme pour les nematiques, les molecules sont alignees le long 
d'un vecteur directeur qui correspond egalement a la normale des plateaux. Au sein de 
ces plateaux, les molecules ne sont pas organisees d'une facon particuliere. Vue du 
« dessus », la phase SmA est similaire a un liquide isotrope. « De cote », elle ressemble 
aux livres sur les etages d'une bibliotheque (voir Figure 20). 
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Figure 20 : Representation de la phase SmA 
Vue de cote (a gauche) et vue du dessus (a droite) 
La seule correlation a longue portee est dans le sens du vecteur directeur et vient de 
l'espacement regulier entre les couches smectiques. Ces dernieres peuvent glisser les 
unes sur les autres donnant une viscosite plus faible dans le sens parallele que dans le 
sens perpendiculaire aux couches. Par ailleurs, l'agitation thermique permet aux 
molecules de changer de couche, de se deplacer librement au sein d'une meme couche, de 
tourner autour de leur axe long et de faire une rotation «tete a queue ». Cette phase fait 
partie du groupe de symetrie 0^(71). 
3.3.2.2 Smectique C 
La phase SmC est tres similaire a la phase SmA. Dans cette phase, les molecules sont 
egalement placees a intervalles reguliers au sein de couches. Cependant, le vecteur 
directeur de la direction des batonnets n'est pas parallele a la normale des couches 
smectiques (voir Figure 21). 
54 
n 
N 
£? £?, 
£p 
'£? 
Figure 21 : Representation de la phase SmC 
Vue de cote (a gauche) et vue du dessus (a droite) 
L'angle 6 qui separe le vecteur directeur de la normale des plans est nomine angle 
d'inclinaison. Dans le cas ou cette phase succede a une SmA, Tangle d'inclinaison 
maximal est de 22.5° alors que si elle succede a une phase nematique, il est de l'ordre de 
45° (67). L'ordre de la phase SmC s'exprime en trois elements : l'ordre orientationnel 
(comme les nematiques), l'ordre en couches (comme les SmA) et Tangle entre le vecteur 
directeur et la normale aux couches. La phase SmC fait partie du groupe de 
symetrie C2h(71). 
3.3.2.3 Autres Smectiques 
Les autres phases smectiques sont dites organisees, car elles presentent differents niveaux 
d'ordre dans les plans alors que les SmA et SmC sont isotropes a Tinterieur de ces 
derniers. Dans la phase SmB, par exemple, les molecules se placent dans des couches 
successives comme pour le SmA mais a Tinterieur des plans, elles ont une structure 
hexagonale (voir Figure 22). Les couches demeurent mobiles les unes par rapport aux 
autres. 
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Figure 22 : Representation de la phase SmB 
Vue de cote (a gauche) et vue du dessus (a droite) 
De facon analogue aux SmC, les phases SmF et SmI correspondent a la phase SmB mais 
le vecteur directeur des molecules est incline par rapport a la normale des couches. Ce qui 
distingue l'une de l'autre est la direction de cette inclinaison. Dans le cas des SmF, 
l'inclinaison est vers le cote de l'hexagone tandis qu'il pointe vers le sommet chez les 
SmI (72). Les SmG ont egalement une structure hexagonale inclinee au sein d'une 
couche, mais en plus, il y a une correlation de ces structures entre les couches. 
De facon generate, les phases smectiques ordonnees representent moins d'interet 
technologique a cause de cet ordre additionnel. De plus, les molecules constituant l'objet 
principal de ce memoire forment principalement les phases SmA et SmC. C'est pourquoi 
les autres smectiques ne sont par traites en detail dans cet ouvrage. 
56 
3.3.3 Sequences des phases liquides cristallines 
Comme mentionne plus haut, un mesogene peut avoir plus d'une phase liquide cristalline. 
De fa9on generale, pour un mesogene thermotrope, les phases seront rencontrees en ordre 
decroissant d'organisation a mesure que la temperature sera augmentee. Par exemple, 
pour un mesogene presentant les phases SmA et N, la sequence pour une montee en 
temperature sera : cristal -^ SmA -> N -> Isotrope (I )(73). Plusieurs exemples vont dans 
le meme sens (67,74-77). Ce fait est plutot intuitif, car a mesure que la temperature 
augmente, l'energie thermique vient dissiper l'ordre des structures. D'ailleurs, la 
sequence classique solide -> liquide -> gaz, suit egalement ce principek. 
3.3.4 Domaines de phases 
Meme parmi les solides cristallins, il est tres rare que le motif regulier qui forme le cristal 
soit uniforme au travers de l'echantillon; on parle alors de monocristaux. Pour les autres 
cas, au moment de la solidification, plusieurs points de nucleations ayant des orientations 
differentes se forment et grandissent jusqu'a ce qu'ils en rencontrent un autre. Les 
barrieres qui delimitent ces domaines sont appelees des joints de grains. Ces barrieres 
font partie des nombreux defauts qui influencent enormement les proprietes des 
materiaux (78). L'orientation des domaines est egalement tres importante. Les fleches sur 
la Figure 23 representent des vecteurs d'orientation d'un domaine. Ce vecteur peut 
indiquer egalement une autre propriete tel que le moment magnetique dans les materiaux 
ferroelectriques. 
k
 A l'exception de l'helium 
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Figure 23 : Illustration des domaines 
Les fleches represented l'orientation du vecteur d'une propriete pour le domaine 
considere 
Le meme phenomene est present chez les cristaux liquides. Un echantillon de cristal 
liquide est done constitue de domaines ayant des orientations distinctes, separes par des 
joints de grains, des dislocations et autres types de defauts. La taille de ces domaines va 
normalement de l'ordre du nanometre a plusieurs microns. Ce sont ces defauts qui 
donnent la richesse des textures observables sous microscopie optique en lumiere 
polarisee (71,72,79,80). II est a peu pres impensable d'imaginer un «monocristal 
liquide » a cause de toute 1'agitation thermique qui sevit dans ces phases et de la mobilite 
que conservent les molecules. Pourtant, il est possible d'orienter les molecules mesogenes 
grace a leur interaction avec une surface ou avec un champ electrique. Cela n'elimine pas 
tous les defauts, mais permet plusieurs applications technologiques (section 3.5 
Proprietes des cristaux liquides et applications). 
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3.4 Modeles 
Tel que mentionne dans la section precedente, il est generalement assez intuitif de 
comprendre 1'ordre dans lequel apparaissent les differentes phases liquides cristallines. 
Cependant, il n'y a pas de methode definitive pour predire quelles phases seront 
manifestoes par les molecules mesogenes. Plusieurs modeles ont ete developpes pour 
expliquer l'apparition de celles-ci, mais il n'existe pas de theorie generate des cristaux 
liquides. 
La phase nematique, la plus simple des phases liquides cristallines, est la mieux 
comprise. Des modeles comportant de simples batonnets rigides sans forces attractives 
sont suffisants pour reproduire ce comportement (81). Par contre, il a ete demontre 
qu'une combinaison de batonnets ayant des potentiels attractif et repulsif donnent les 
meilleurs resultats (82,83). 
Pour la phase SmA, McMillan proposa un modele utilisant 1'approximation de champ 
moyen (84). C'est-a-dire qu'une seule molecule d'un ensemble interagit avec toutes ses 
voisines comme si celles-ci formaient un champ uniforme autour d'elle. Son modele ne 
considerait que les forces attractives. Plus tard, Mederos et Sullivan utiliserent la meme 
approximation, mais en incluant les forces repulsives (85). 
La situation se complique beaucoup avec la phase SmC. Pour les phases N et SmA, des 
considerations d'interactions attractives et repulsives anisotropes provenant de la 
geometrie particuliere des molecules mesogenes suffisaient a justifier leur apparition. Par 
contre, Porigine de Tangle d'inclinaison qui caracterise la phase SmC ne fait pas 
consensus. Un trait commun a toutes les molecules menant a la formation de la phase 
SmC est qu'elles possedent des dipoles lateraux. McMillan proposa d'abord que ces 
dipoles pourraient engendrer des interactions si fortes qu'elles freineraient la rotation des 
molecules autour de leur axe longitudinal (86). Des experiences de RMN demontrerent 
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cependant que cette rotation n'etait pas figee dans la phase SmC (87). Wulf proposa 
plutot un modele base sur des interactions steriques ou les molecules se placaient en 
forme de zig-zag (88) pour obtenir un meilleur empilement. Ce modele fut egalement 
refute par des experiences (87). 
Par ailleurs, le modele de Velasco et al. etait une generalisation du modele de Mederos et 
Sullivan pour la phase SmA (89). lis y ajoutaient des interactions quadripolaires. En 
resume, ils etablissaient un potentiel d'interactions en champ moyen qui comportait 
quatre termes. Le premier etablissait l'echelle de temperature du modele. Le second, 
exprimait le caractere de batonnet rigide entre les molecules modeles et favorisait ainsi 
1'apparition de la phase nematique. Le troisieme terme definissait le couplage entre 
1'orientation des batonnets et leur distance relative, favorisant la formation de couche 
smectiques. Le quatrieme terme representait 1'interaction quadripolaire qui menait a 
l'inclinaison du vecteur directeur. Le potentiel d'interaction etait alors minimise pour 
obtenir la configuration la plus stable en fonction des quatre parametres. Les auteurs 
trouvaient que pour certaines combinaisons de parametres, ils obtenaient une phase SmC. 
Par contre, la phase SmC predite apparaissait a des temperatures plus hautes que la phase 
SmA, contrairement aux observations experimentales (section 3.3.3 Sequences des 
phases liquides cristallines). 
D'autres auteurs parvinrent a reproduire des phases SmC avec des modeles (theoriques 
ou de simulation) impliquant des interactions quadripolaires (90,91). Cependant, ils 
n'offrent pas de justification satisfaisante sur ce choix ni de lien avec l'experience. En 
effet, il n'existe aucune mesure experimentale du moment quadripolaire de mesogenes 
car il decoule de la distribution de charges partielles dans la molecule. Cette distribution 
engendre des moments dipolaires, quadripolaires, octopolaires, etc. qui sont difficilement 
isolables. De plus, les interactions quadripolaires sont tres faibles par rapport aux 
interactions dipolaires. En fait, meme si la symetrie de cette interaction favorise en effet 
une inclinaison du vecteur directeur, cela ne prouve pas qu'elle soit a l'origine de la 
phase SmC. Par ailleurs, les simulations qui incorporent explicitement la distribution des 
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charges dans les molecules, tel que la dynamique moleculaire atomistique, incluent 
automatiquement les interactions quadripolaires. 
Finalement, Govind et Madhusudana proposerent un modele base sur 1'interaction entre 
les dipoles situes a cote de l'axe moleculaire longitudinal (off-axis) (92). La Figure 24 
illustre ce concept. On peut voir que des dipoles non-centres ont de plus fortes 
interactions de repulsions (en a) que d'attractions (en b). Pour pallier a ce desequilibre, 
les molecules ont tendance a se decaler les unes par rapport aux autres (en c), ce qui est 
equivalent a incliner le vecteur directeur (en d). 
w ^ 
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Figure 24 : Schemas de 1'interaction entre des dipoles lateraux non-centres 
Les auteurs on ajoute les interactions entre des dipoles non-centres a un modele de champ 
moyen, a la maniere de Velasco et al. pour calculer la configuration la plus stable en 
fonction du nombre, de la force et de la position de dipoles. En general, ils trouvent que 
la presence de dipoles forts favorise la phase SmC. Experimentalement, les molecules 
mesogenes n'ayant pas de groupement polaire ne forment pas la phase SmC. Cependant, 
le contraire n'est pas generalise. Les molecules presentees dans ce memoire (4.2 
Resultats experimentaux) montrent clairement que la situation n'est pas si simple. La 
presence de dipole est certainement un ingredient dans la formation de la phase SmC 
mais il semble y en avoir plusieurs autres. 
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Tous ces modeles ne donnent malheureusement pas d'outils predictifs pour determiner si 
une molecule presentera la phase SmC au sein de son polymorphisme. Malgre tout, il est 
possible de depeindre un portrait qualitatif de l'apparition des phases liquides cristallines. 
3.4.1 Portrait qualitatif 
A la lumiere de certains modeles theoriques et de la vision qu'avait G. W. Gray des 
interactions entre les mesogenes (68), on peut considerer l'apparition des diverses phases 
smectiques comme une competition entre les differentes interactions et 1'agitation 
thermique. En considerant les mesogenes comme des ellipsoides rigides munis de chaines 
terminales flexibles, on peut voir deux types d'interactions: corps-corps et chaines-
chaines (Figure 25). En partant de la phase isotrope et en descendant en temperature, on 
peut tracer un portrait de rapparition de la phase SmC. 
Figure 25 : Deux types d'interactions 
D'abord, a la transition isotrope-nematique, les interactions entre les molecules sont assez 
fortes pour vaincre partiellement 1'agitation thermique : les molecules perdent une partie 
de leur liberie de rotation autour de leur axe perpendiculaire. A la transition nematique-
SmA, les corps rigides et les chaines se separent pour former les couches smectiques. 
Cela peut etre vu d'une maniere analogue a une demixtion de deux liquides. D'autre part, 
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du point de vue des interactions, celles entre les corps deviennent plus fortes que 
1'agitation thermique et figent en deux dimensions le mouvement des mesogenes tandis 
que les interactions entre les chaines ne sont pas encore assez fortes pour freiner le 
mouvement des plans les uns par rapport aux autres. Notez qu'il est possible que la phase 
nematique ne se presente pas. Cela peut s'interpreter dans le sens ou la barriere pour 
freiner la rotation sur l'axe transversal est situee pres ou en dessous de la barriere pour 
freiner la translation le long de l'axe longitudinal. 
La transition vers la phase SmC s'explique par une domination encore plus grande de 
1'interaction corps-corps sur le bruit thermique qui force un rapprochement plus 
important entre ceux-ci. Les mesogenes s'inclinent alors pour augmenter la densite des 
couches tout en etant libres de tourner le long de l'axe longitudinal. Finalement, la 
transition vers le cristal provient des interactions entre les chaines qui finissent par figer 
tous les mouvements. Evidemment, si ce phenomene se produit avant que les interactions 
corps-corps ne forcent un rapprochement entre les molecules dans les plans, la phase 
SmC n'est pas observee. Cette vision de 1'apparition de la phase SmC ne fait pas 
l'unanimite, mais n'en demeure pas moins raisonnable et elle sera utile dans l'analyse des 
resultats de simulations. 
3.5 Proprietes des cristaux liquides et applications 
3.5.1 Polarisabilite et birefringence 
La birefringence est l'une des proprietes caracteristiques des cristaux liquides. Elle 
provient de deux facteurs, l'un etant la geometrie des molecules individuelles et l'autre la 
configuration qu'elles prennent collectivement. Comme mentionne plus haut, les 
molecules mesogenes de type calamitique ont la forme de batonnets, avec un axe 
beaucoup plus long que l'autre. A cause de cette geometrie biaxiale, la polarisabilite de la 
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molecule n'est pas la meme selon les deux axes de la molecule. La polarisabilite est une 
propriete electronique qui quantifie le rapport de la deformation du nuage electronique 
d'une molecule avec la puissance d'un champ electrique applique. Elle est reliee a la 
constante dielectrique. Les electrons n des groupements aromatiques qui composent 
generalement le corps rigide des molecules mesogenes sont particulierement susceptibles 
aux champs electriques. La polarisabilite d'un mesogene est done generalement plus 
grande le long de l'axe longitudinal de la molecule que le long de l'axe perpendiculaire 
(Figure 26). 
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Figure 26 : La polarisabilite d'un corps rigide 
A cause de cette difference de polarisabilite, la lumiere, etant un champ 
electromagnetique, interagit differemment avec les molecules selon Tangle de sa 
polarisation1" par rapport aux molecules. Dans toutes les substances, les interactions avec 
la lumiere affectent la vitesse de propagation de celle-ci dans le milieu. Le ralentissement 
de la lumiere est quantifie par Tindice de refraction qui est defini comme le rapport de la 
vitesse de la lumiere dans le vide sur la vitesse de propagation dans le milieu. II est 
toujours superieur a l'unite. 
1
 Les molecules, etant tridimensionnelles, comportent en fait trois axes. Cependant, etant donne qu'elles 
tournent rapidement autour de leur axe longitudinal dans les phases liquides cristallines, les deux axes 
perpendiculaires sont equivalents. 
m
 Notez la distinction entre le terme de polarisation, une propriete optique qui designe l'axe de propagation 
de la lumiere dans l'espace, et la polarisabilite, une propriete electronique decrite plus haut. 
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Les deux differents axes de polarisabilite n'auraient aucune incidence macroscopique 
s'ils n'etaient pas couples au comportement collectif des molecules. En effet, dans un 
fluide isotrope, les molecules n'ont aucune correlation entre elles et toutes les orientations 
sont equivalentes en moyenne. L'echantillon macroscopique ne presente done aucun 
comportement issu des proprietes moleculaires (i.e.: birefringence). Par contre, lorsque 
les molecules sont dans une phase anisotrope, comme un solide cristallin ou un cristal 
liquide, ou elles partagent une orientation particuliere, la lumiere est plus ou moins 
ralentie selon Tangle de polarisation (optique) de celle-ci. L'echantillon comporte alors 
deux indices de refraction, l'un perpendiculaire (ni ou no) et l'autre parallele (n// ou ne) 
aux molecules, d'ou le terme birefringence. 
Comme explique plus haut (section 3.3.4 Domaines), l'orientation de ces deux indices de 
refraction n'est pas uniforme dans tout l'echantillon. Par contre, la taille des domaines est 
suffisante pour que les effets de la birefringence soient observables et exploitables de 
plusieurs facons. 
3.5.1.1 Microscopie optique en lumiere polarisee 
Afin d'identifier les differentes phases liquides cristallines et de caracteriser les 
temperatures de transition, la microscopie optique en lumiere polarisee constitue une 
methode relativement simple et precise. La lumiere est une onde electromagnetique qui 
n'a pas naturellement de polarisation particuliere. Par contre, un polariseur permet de 
selectionner un axe de polarisation precis. Des polariseurs croises a 90° ne laisseront done 
passer aucune lumiere (Figure 27). 
Par contre, si avant de traverser le second polariseur, la lumiere passe au travers d'un 
milieu birefringent, celle-ci sera scindee en deux composantes (les projections selon les 
axes moleculaires) dont au moins une partie traversera le second polariseur. Cette 
separation provient de la biaxialite de la polarisabilite des molecules. Les deux 
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composantes de la lumiere correspondent aux axes longitudinal et perpendiculaire de la 
molecule. 
Figure 27 : Deux polariseurs croises 
Dans un microscope optique a polariseurs croises, l'echantillon est place entre les deux 
polariseurs. Si l'echantillon est isotrope, aucune lumiere n'est visible pour l'observateur, 
car la lumiere n'est pas optiquement affectee par l'echantillon et se bute au second 
polariseur comme dans la Figure 27. Par contre, l'anisotropie des cristaux liquides cause 
une rotation de la polarisation qui laisse passer une partie de la lumiere. La multitude de 
domaines ayant differentes orientations relatives, la nature des barrieres qui delimitent 
ces domaines (section 3.3.4 Domaines) ainsi que les defauts donnent la richesse aux 
images, nominees textures, observees par cette technique. Les differentes phases liquides 
cristallines menent a des textures distinctes. Toutes ne sont pas identifiables de cette 
facon et un ceil experimente est parfois requis pour vraiment discerner celles qui le sont. 
Certaines precisions doivent etre apportees au sujet de cette technique. Dependamment de 
l'alignement que les domaines de phase ont par rapport a la lamelle de l'echantillon, 
certaines phases peuvent sembler isotropes alors qu'elles ne le sont pas. II est possible de 
traiter les lamelles a microscope afin de forcer un alignement des molecules pour que leur 
axe long soit oriente perpendiculairement a la lamelle. Dans ce cas, nomme configuration 
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homeotrope, les phases nematique et SmA apparaitront opaques comme un liquide 
isotrope car l'observateur regardera les molecules « du dessus » (Figure 19 et Figure 
20). Cet inconvenient apparent peut devenir un avantage pour mieux observer la 
transition SmA-SmC. En effet, dans la phase SmA, l'observateur verra l'echantillon 
comme opaque. Cependant, a la transition, tout l'echantillon deviendra transparent et 
legerement colore a cause de Tangle d'inclinaison que prendront les molecules (Figure 
21). 
3.5.1.2 Affichage a cristaux liquides 
La difference de polarisabilite selon les axes des molecules mesogenes leur confere aussi 
la propriete de s'aligner dans un champ electrique. Loin d'etre unique aux cristaux 
liquides, cette propriete est relativement commune. Cependant, le fait que ces phases 
presentent un certain niveau d'ordre (aspect cristal) tout en etant mobiles (aspect liquide) 
a permis de concevoir les premiers systemes d'affichage a cristaux liquides pour les 
montres et calculatrices. Ce systeme s'appel Twisted Nematic. Comme son nom 
l'indique, il utilise des cristaux liquides nematiques et il combine deux elements issus de 
la microscopie optique en lumiere polarisee. Le premier element est une paire de 
polariseurs croises (Figure 27). Le second element est une paire de plaques dont la 
surface est traitee de facon a favoriser un alignement parallele des molecules a la surface 
des plaques. Cependant, les plaques sont placees pour que les alignements des molecules 
soient perpendiculaires les unes par rapport aux autres (Figure 28). 
Les plaques sont reliees pour y appliquer un potentiel electrique. En l'absence de 
potentiel, les molecules entre les deux plaques prennent une orientation intermediate 
entre les deux extremes dependamment de la distance qui les separe des plaques. Ainsi, il 
se forme une helice d'un quart de tour entre les deux plaques. Lorsque la lumiere 
polarisee traverse cet echantillon, sa polarisation subit une rotation dans le sens de 
l'helice et elle peut done traverser le second polariseur. La cellule est alors transparente. 
67 
Par contre, lorsqu'un potentiel est applique, les molecules s'alignent avec le champ et 
presentent done un milieu isotrope a la lumiere qui garde sa polarisation et est done 
arretee au second polariseur. La cellule est alors opaque. En combinant plusieurs de ces 
cellules, on parvient a un systeme d'affichage numerique (Figure 29). 
m 
Figure 28 : Systeme d'affichage de type Twisted Nematic 
Sans potentiel applique (en haut) et avec potentiel applique (en bas) 
Figure 29 : Exemple d'affichage numerique par cristal liquide 
Les cellules opaques sont sous tension 
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Ce type d'affichage presente l'inconvenient d'un temps de cycle allume/eteint trop long. 
En effet, lorsque le potentiel est coupe et que les molecules sont libres, leur relaxation a 
la configuration helicoidale prend beaucoup plus de temps que lors de l'orientation 
forcee. Ce n'est pas un probleme pour une montre qui change l'heure a toutes les 
secondes, mais un ecran televiseur doit pouvoir se rafraichir au moins 24 fois par 
seconde. A cette fin, d'autres technologies ont ete developpees comme les Super Twisted 
Nematics (STN), In-Plane Switching (IPS) (93), Fringe Field Switching (FFS) (94) et 
Homeotropic to Multi-Domaine (HMD) (95). Celles-ci utilisent egalement des 
mesogenes nematiques (nematogenes) mais la facon dont le champ electrique est 
applique varie d'une methode a l'autre, ce qui rend le cycle allume/eteint beaucoup plus 
court. 
3.5.2 Capacite d'orientation 
3.5.2.1 Interactions notes - invites 
Les molecules mesogenes dans leur phase liquide cristalline ont la capacite d'influencer 
la configuration d'autres corps presents dans un melange. II peut s'agir de molecules (96), 
de colloides (97), de nanotubes de carbone(98), etc. Ces «invites » n'ont pourtant pas un 
comportement liquide cristallin a l'exterieur de leur « hote ». Les cristaux liquides hotes 
sont generalement des nematiques et on designe par 1'expression de « champ nematique » 
l'interaction qu'ils exercent sur les invites (96). 
Les interactions hotes - invites peuvent etre exploiters de deux fa9ons. Dans le premier 
cas, l'invite est present pour optimiser une propriete du cristal liquide, par exemple son 
temps de cycle allume/eteint (99) ou encore ses proprietes chirales (100,101). Dans 
l'autre cas, l'interet se situe autour d'une propriete de l'invite qui devient mieux focalisee 
grace a l'orientation de l'hote liquide cristallin (102). 
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3.5.2.2 Polymerisation en reseau 
La capacite d'orientation des mesogenes peut aussi etre utilisee pour la creation de 
reseaux polymeres orientes. II suffit alors de synthetiser des mesogenes dont le bout de la 
chaine terminate comprend un groupe polymerisable, comme un alcene, et d'ajouter un 
agent precurseur, generalement photosensible. Une fois les molecules en phase liquide 
cristalline, SmA ou SmC par exemple, la reaction de polymerisation est amorcee. 
Figure 30 :Reponse d'un elastomere liquide cristallin electroclinique a l'application d'un 
champs electrique 
Un exemple d'application de cette technique est donne par Spillmann et al. dans un 
article de 2007 (103) et est illustre dans la Figure 30. Des mesogenes chiraux en phase 
SmA sont photopolymerises pour former un film. Sous l'effet d'un champ electrique, les 
molecules passent de la phase SmA a la phase SmC. Les molecules mesogenes etant 
reliees entre elles par le reseau polymere, tout le film se deforme. C'est ce qui s'appelle 
un elastomere liquide cristallin electroclinique. 
3.5.2.3 Corps rigide fonctionnel 
II est possible de synthetiser des mesogenes dont le corps rigide possede des proprietes 
particulieres. Comme dans le cas des interactions hote - invites, on cherche a orienter 
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cette propriete pour qu'elle soit mieux adaptee pour une application donnee. Dans un 
article de Contoret et al. (104), les auteurs ont place un groupement chimique capable de 
convertir un courant electrique en lumiere au sein du corps rigide d'un mesogene. II en 
resulte ainsi une diode electroluminescente (DEL) dont la lumiere emise est polarisee 
selon une direction precise. 
3.6 Nos molecules 
Tel que mentionne plus tot dans cet ouvrage, les molecules utilisees pour ce travail sont 
des mesogenes thermotropes calamitiques presentant generalement les phases 
nematiques, smectique A et smectique C. II y en a un total de seize qui sont regroupees en 
huit series. Pour simplifier le texte du prochain chapitre, la convention qui suit sera 
utilisee. Les seize molecules sont regroupees en quatre families: les carbonyles, les 
sulfinyles, les H/F et les H/F-anti. Chaqas famille compte deux series qui se distinguent 
par une caracteristique de leur corps rigide. Les membres de ces series se distinguent par 
leur longueur de chaine laterale. Ces molecules ont ete synthetisees par le groupe de 
Yang et al. (73,77). 
Tableau 3 : Convention des families et series pour ce travail 
Families 
Series 
Chaines 
Carbonyles 
p-CooT-n et 
p-ooCT-n 
6-6 et 10-10 
Sulfinyle 
p-SCooT-n et 
p-SooCT-n 
6-6 et 10-10 
H/F 
H-n et F-n 
6et8 
H/F-anti 
H-anti-n et 
F-anti-n 
6et8 
Les series de la premiere famille sont designees les p-CooT-n et les p-ooCT-n et sont 
representees a la Figure 31. Les lettres p et n designent le nombre d'atomes de carbone 
sur chacune des chaines aliphatiques. Six molecules de chacune de ces series ont ete 
synthetisees et caracterisees par Marc-Andre Beaudoin dans le cadre de sa maitrise a 
l'Universite de Sherbrooke sous la supervision du professeur Armand Soldera (105). 
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Beaudoin a egalement simule quatre de ces molecules avec une methodologie similaire a 
celle presentee dans le second chapitre: 6-C00T-6, 6-00CT-6, 10-CooT-lO et 
10-ooCT-lO. II est a noter que la seule difference entre ces deux series est le sens de 
Tester liant le tolane et le troisieme cycle aromatique. Les p-CooT-n ont un arrangement 
parallele des esters. 
p-CooT-n 
p-ooCT-n 
Figure 31 : Les series p-CooT-n et p-ooCT-n 
La famille suivante comprend les series designees par p-SCooT-n et p-SooCT-n (Figure 
32). Les molecules simulees sont 6-SC00T-6, 6-S00CT-6, 10-SCooT-lO et 
10-SooCT-lO. Ces molecules different des quatre premieres par la substitution d'un 
atome de soufre a la place d'un atome de carbone. Les p-SCooT-n presentent un 
arrangement parallele des esters. 
^^Xo-ou 
p-SooCT-n 
Figure 32 : Les series p-SCooT-n et p-SooCT-n 
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Les membres de la troisieme famille de series sont baptisees les H-n et F-n (Figure 33). 
lis comprennent les molecules : H-6, H-8, F-6 et F-8. Elles ne different entre elles que 
par la substitution de quatre atomes de fluor a la place de quatre atonies d'hydrogene 
aromatiques. 
Fv / 
= \ .0 
r O - C H ^ 
F
"
n
 F2C-CF2H 
= \ .0 
«rO*<Ho^ 
H-n ^ " ^ 
Figure 33 : Les series F-n et H-n 
Enfm, les membres de la quatrieme famille sont nominees les series F-anti-n et H-anti-n 
(Figure 34). lis comprennent les molecules : H-anti-6, H-anti -8, F-anti -6 et F-anti -8. 
Elles ne different des deux series precedentes que par le sens de Tester liant le tolane et le 
troisieme cycle aromatique. 
(n)R y=( \-Jr F2C-CF2H 
F F „ .. 
F-anti-n 
tvrO~oJ<H F2C-CF2H 
H-anti-n 
Figure 34 : Les series F-anti-n et H-anti-n 
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CHAPITRE QUATRE 
RESULTATS ET ANALYSE 
4.1 Resultats de simulation 
Les resultats de simulation des series p-CooT-n et les p-ooCT-n proviennent des travaux 
de Marc-Andre Beaudoin (105). Le reste des simulations a ete fait dans le cadre de ce 
travail. Les boites des series p-CooT-n et les p-ooCT-n contenaient 144 molecules et les 
dynamiques pour chaque temperature etaient d'une duree de 4 ns. Les autres series ont 
ete soumises a des dynamiques d'une duree de 2 ns. Cette difference tient a la 
disponibilite des ressources informatiques qui etait plus importante lors des travaux de 
Marc-Andre Beaudoin. Dans tous les cas, seule la derniere ns de chaque simulation etait 
retenue pour l'analyse. Les boites des composes 6-SC00T-6, 10-SCooT-lO et 
10-SooCT-lO presentaient 72 molecules tandis que celles contenant les composes 6-
S00CT-6 et les series H-n, F-n, F-anti-n et H-anti-n comptaient 90 molecules. Cette 
difference s'explique par la taille minimale que doivent avoir les cellules de simulation 
due aux contraintes provenant des distances limites employees (section 2.3.3.4 
Distances). 
Comme toute experience, la simulation par ordinateur presente un certain degre 
d'incertitude. Une part de cette incertitude provient des limites de precision de la machine 
elle-meme et de son algorithme: erreur d'arrondissement et erreur de troncature 
(106,107). L'autre part provient des fluctuations d'energie durant la dynamique 
moleculaire. II n'est pas possible de distinguer les deux sans une analyse approfondie de 
l'algorithme du logiciel GROMACS. Globalement, la variation observee sur les donnees 
se situe entre 0,5 et 4% selon la temperature, la molecule et le type d'energie concernee. 
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4.1.1 Interactions de Van der Waals 
Figure 35 : Energie d'interactions VdW pour les carbonyles et sulfmyles 
Dans le cas du champ de forces OPLS, les interactions VdW sont traitees par un potentiel 
de Lennard-Jones. Elles peuvent etre separees en deux contributions : de courte et de 
longue portee. La premiere allant jusqu'a 1,05 nm et Pautre jusqu'a 1,15 nm dans le 
cadre des simulations de ce travail. Cependant, seulement la somme des deux termes est 
presentee puisque, sur une base individuelle, ils n'apportent pas d'informations 
supplementaires. La Figure 35 presente les resultats pour les families carbonyles et 
sulfmyles. On peut y voir que la longueur des chaines terminates est le facteur dominant 
dans ce type d'interactions (~27 kJ/mol). Cela est particulierement evident a haute 
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temperature. Les molecules ayant six atomes de carbone sur leurs chaines sont moins 
dispersees. La substitution de l'atome de carbone pour un atome de soufre a un impact 
limite a haute temperature, mais un effet tres important a faible temperature. 
Un comportement similaire est observe dans la Figure 36, quoi qu'il est mieux defini 
entre 450 et 550 K. La plus faible difference d'energie (-10 kJ/mol) entre les deux 
groupes de courbes s'explique par le fait que seulement deux atomes de carbone les 
separent au niveau de la structure alors que cette difference est de huit dans le cas des 
families carbonyles et sulfinyles. 
Figure 36 : Energie d'interactions VdW pour les H/F et H/F-anti 
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4.1.2 Interactions de Coulomb 
Pour les simulations presentees ici, les interactions coulombiennes ont ete traitees de 
facon classique jusqu'a une distance de 1,05 nm. Au dela, elles sont traitees avec la 
technique Particle Mesh Ewald (section 2.3.3.4 Distances ). Cette distinction permet de 
separer les interactions coulombiennes a courte et longue portees. 
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Figure 37 : Energie d'interaction coulombienne a courte portee pour les carbonyles et 
sulfinyles 
La Figure 37 presente les donnees pour les interactions a courte portee pour les families 
carbonyles et sulfinyles. En comparant les membres d'une meme famille, on constate 
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encore line fois que la longueur des chaines domine le comportement des courbes (9-11 
kJ/mol). La substitution de l'atome de carbone pour l'atome de soufre joue un role 
important, mais pas constant (6-12 kK/mol). L'inversion de Tester semble mener aux 
memes variations d'energie (1-3 kJ/mol) pour toutes ces paires. Cependant, cette 
difference est plus uniforme dans le cas des molecules ayant six atomes de carbone sur 
leurs chaines terminales. Dans leur ensemble, en comparant les deux families, on constate 
que le changement de l'atome de carbone par un atome de soufre n'affecte pas 
qualitativement la relation entre tous les membres d'une meme famille. C'est-a-dire que 
les deux families sont simplement decalees, Tune par rapport a Tautre. 
Figure 38 : Energie d'interaction coulombienne a courte portee pour les H/F et H/F-anti 
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La Figure 38 presente les donnees pour les interactions coulombiennes a courte portee 
pour les families H/F et H/F-anti. On constate que le facteur dominant (~10 U/mol) est le 
type de corps rigide, nommement la presence ou l'absence sur celui-ci des atomes de 
fluor sur le benzene. La longueur de chaine joue un role secondaire (~2 kJ/mol) et 
l'inversion de Tester un role negligeable (<lkJ/mol). 
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Figure 39 : Energie d'interaction coulombienne a longue portee pour les carbonyles et 
sulfinyles 
La Figure 39 presente les donnees pour les interactions coulombiennes a longue portee 
pour les families carbonyles et sulfinyles. Au sein d'une meme famille, on constate que 
l'inversion de Tester domine le comportement. Cette difference est plus marquee chez les 
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carbonyles (~11 kJ/mol) que chez les sulfinyles (~5 kJ/mol). L'effet du changement de 
longueur de chaine est plutot faible (2-4 kJ/mol) et est legerement plus marque chez les 
sulfinyles. Chez les sulfinyles, le changement de longueur de chaine est comparable a 
Finversion de Fester. Cela pourrait expliquer pourquoi le 6-SC00T-6 et le 10-SooCT-lO 
ont des energies tres proches. La substitution d'un atome de carbone pour un atome de 
soufre ne semble pas dormer des resultats reguliers en terme de variation d'energie. 
Cependant, les molecules ayant des esters paralleles voient leur energie diminuer avec ce 
changement tandis que F inverse se produit pour les molecules avec des esters anti-
paralleles. 
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Figure 40 : Energie d'interaction coulombienne a longue portee pour les H/F et H/F-anti 
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La Figure 40 presente les donnees pour les interactions coulombiennes a longue portee 
pour les families H/F et H/F-anti. La presence ou l'absence de fluor sur le benzene est 
definitivement le facteur le plus important ici (-17 kJ/mol). L'allongement de la chaine a 
un impact minimal (~1 kJ/mol) et l'inversion de Tester est negligeable. II importe de 
noter que les deux groupes de courbes sont inverses en energie par rapport a la Figure 38. 
En effet, les molecules H-n et H-anti-n y sont plus hautes en energie que les series F-n et 
F-anti-n alors qu'elles sont plus basses en energie a la Figure 40. Autre fait marquant, 
les valeurs d'energie d'interaction sont plus importantes a longue portee qu'a courte porte 
contrairement a ce qui est observe pour les families carbonyles et sulfinyles. 
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Figure 41 : Energie d'interaction coulombienne totale pour les carbonyles et sulfinyles 
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La Figure 41 presente les donnees pour les interactions coulombiennes totales pour les 
families carbonyles et sulfinyles. On y constate que les changements d'energie relies a 
l'inversion de Tester ouaun changement de longueur de chaine sont du meme ordre de 
grandeur (11-13 kJ/mol). La substitution d'un atome de carbone pour un atome de soufre 
ne semble pas dormer de resultats reguliers en terme de variation d'energie au-dela du fait 
que ce changement mene a une diminution globale de l'energie. 
Figure 42 : Energie d'interaction coulombienne totale pour les H/F et H/F-anti 
La Figure 42 presente les donnees pour les interactions coulombiennes totales pour les 
families H/F et H/F-anti. Par rapport aux Figure 38 et Figure 40, on constate que la 
substitution des atomes d'hydrogene par des atomes de fluor sur le benzene demeure le 
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facteur dominant (7-8 kJ/mol). L'allongement de la chaine a un impact secondaire (-2-3 
kJ/mol) et Pinversion de Fester a un impact negligeable. 
4.1.3 Discussion partielle 
Tableau 4 : Variations des energies d'interaction lors de changements structurels 
Allongement 
des chaines 
Ester parallele 
-> antiparallele 
Carbones -> 
Soufre 
Allongement 
des chaines 
Ester parallele 
•> antiparallele 
Hydrogenes -> 
Fluors 
Carbonyles et Sulfinyles 
VdW-total 
-27 kJ/mol 
0 kJ/mol 
0 a +26 kJ/mol 
Coulomb-court 
+9a+llkJ/mol 
-1 a 3- kJ/mol 
-6a-12kJ/mol 
Coulomb-long 
+2 kJ/mof et 
+4 kJ/mol° 
-llkJ/mofet 
-5 kJ/mol° 
- l a -5 p e t 
+1 a +6 kJ/molq 
Coulomb-total 
+llkJ/mol 
-13 kJ/mol 
0a-16kJ/mol 
H/F et H/F-anti 
VdW 
-10a-12kJ/mol 
0 a +4 kJ/mol 
0 a -4 kJ/mol 
Coulomb-Court 
+2 kJ/mol 
< lkJ/mol 
-lOkJ/mol 
Coulomb-Long 
+1 kJ/mol 
< 1 kJ/mol 
+17 kJ/mol 
Coulomb-total 
+2 kJ/mol 
< 1 kJ/mol 
+7 a +9 kJ/mol 
Le Tableau 4 resume les valeurs approximatives des variations d'energie d'interaction 
pour chaque changement structurel sur les molecules. Pour toutes les molecules simulees, 
a
 Pour les carbonyles 
0
 Pour les sulfinyles 
p
 Pour les ester paralleles 
q
 Pour les ester antiparalleles 
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Pallongement des chaines terminates mene a une energie plus basse. Ceci peut etre 
associe a des interactions attractives plus fortes (plus negatives). Ce type d'interactions 
concerne l'ensemble de la molecule, mais est plus sensible au nombre qu'au type 
d'atome. II est done normal que les changements sur les corps rigides (substitutions 
d'atomes et inversion d'ester) affectent moins l'energie d'interaction de VdW. 
Pour toutes les molecules simulees, l'allongement des chaines terminales mene a une 
augmentation de l'energie d'interactions coulombiennes. Ceci peut etre associe a des 
interactions attractives plus faibles (moins negatives). Les interactions coulombiennes, 
provenant des charges partielles des atomes, sont surtout associees au corps rigide 
puisqu'il s'agit de la partie la plus polarisee de la molecule. Cependant, l'allongement des 
chaines a un impact sur celles-ci, surtout chez les carbonyles et sulfinyles. Une 
explication serait que l'allongement des chaines nuit aux interactions entre les corps 
rigides par un effet d'ecrantage. Puisque cet allongement est moins important dans le cas 
des families H/F et H/F-anti, l'impact est egalement plus faible. 
La separation des energies d'interaction coulombienne a courte et longue portees montre 
que les deux termes reagissent differemment aux changements de structure. Dans le cas 
des families H/F et H/F-anti, la substitution d'atomes d'hydrogene par des atomes de 
fluor mene a une diminution de l'energie a courte portee, mais a une augmentation a 
longue portee. Cela impliquerait que les interactions a courte portee seraient favorisees 
(plus negative) alors que celles a longue portee seraient defavorisees (moins negatives). 
4.2 Resultats experimentaux 
La Figure 43 presente les resultats experimentaux pour le polymorphisme liquide 
cristallin des molecules des series p-CooT-n et p-ooCT-n (Figure 31). Ces douze 
molecules ont ete synthetisees et caracterisees par Marc-Andre Beaudoin dans le cadre de 
sa maitrise a l'Universite de Sherbrooke sous la supervision du professeur Armand 
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Soldera (105). On constate que la phase SmC domine le polymorphisms des membres de 
la serie p-ooCT-n. Cette serie presente d'ailleurs un comportement plus uniforme que la 
serie p-CooT-n. Ceci est particulierement evident lorsque Ton regarde les composes qui 
ont une meme longueur de chaine total (p+n=20); leurs plages de phase et leurs 
temperatures de transition sont tres proches. De facon generate, l'allongement des chaines 
terminales diminue la plage totale des mesophases meme si la phase SmC est favorisee. 
De plus, l'allongement des chaines terminales amenuise les differences entre les series. 
Pour une meme longueur de chaine, la serie p-CooT-n a une plus grande plage de 
mesophases que la serie p-ooCT-n et cristallise a une temperature plus basse. 
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Figure 43 : Polymorphisme experimental de la famille carbonyle 
Les resultats experimentaux complets pour le polymorphisme liquide cristallin des 
molecules des series p-SCooT-n et p-SooCT-n (Figure 32) n'etaient pas disponibles au 
moment de la redaction de cette ouvrage. Cependant, des resultats publies (108,109) 
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avaient etabli que ces molecules presentaient la tendance inverse des series p-CooT-n et 
p-ooCT-n. C'est a dire que l'arrangement parallele des esters menait a la phase SmC. 
La Figure 44 presente les resultats experimentaux pour le polymorphisme liquide 
cristallin des molecules des series H-n et F-n (Figure 33). Ces molecules ont ete 
synthetisees par le groupe de Yang et al. (73,77) On constate que la phase SmC est 
absente de la serie F-n. De facon generate, l'allongement des chaines terminales diminue 
la plage totale des mesophases. Dans la serie H-n, la largeur de la plage de la phase SmC 
atteint un maximum a H-8 puis diminue par la suite. Pour une meme longueur de chaine, 
la serie H-n a une plus grande plage de mesophases que la serie F-n et cristallise a une 
temperature plus haute. 
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Figure 44 : Polymorphisme experimental de la famille H/F 
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4.3 Discussion 
4.3.1 Considerations d'emergence 
Certaines analyses n'ont pas ete faites sur les trajectoires des dynamiques moleculaires. 
Entre autres, l'analyse de l'ordre present dans les cellules de simulation (et done 
F identification des differentes phases exprimees virtuellement) en fonction de la 
temperature n'est pas presentee. Ce choix delibere provient d'une conscience des limites 
de ce type de simulation. En effet, la dynamique moleculaire atomistique n'est 
generalement pas capable de reproduire completement le comportement liquide cristallin. 
A cause du niveau de detail integre dans la simulation, la taille du systeme est limitee. 
D'un cote, cela empeche de reproduire fidelement les comportements collectifs qui 
agissent sur des echelles de grandeur plus grandes que la boite de simulation, comme les 
phases liquides cristallines. Pour etudier ces comportements, la dynamique moleculaire 
« a gros grains » est beaucoup plus adaptee. Dans cette technique, les molecules sont 
representees par une seule particule, generalement de forme ellipsoidale. 
De l'autre cote, la dynamique moleculaire atomistique permet une excellente resolution 
des interactions intermoleculaires. Les interactions globales proviennent de la somme de 
toutes les interactions des atomes individuels. Par opposition, dans les simulations « a 
gros grains », les parametres d'interactions sont choisis par l'utilisateur sans lien direct 
avec la structure, a part le rapport longueur-largeur qui peut etre derive de la geometrie 
moleculaire. En etant conscient des forces et des faiblesses de la dynamique moleculaire 
atomistique, les efforts ont ete concentres sur les forces. 
La meme argumentation est applicable aux temperatures de transition de phases. Sachant 
que la representation des phases n'est pas complete, on ne peut pas s'attendre a ce que les 
temperatures de transition soient correctes. Ajoutez a cela que les transitions de phases 
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sont accompagnees de fluctuations sur des echelles de temps et de grandeur qui ne 
peuvent etre adequatement rendues avec une representation atomistique, celles-ci furent 
done sciemment mises de cote. 
Mais si la simulation atomistique ne permet pas de reproduire les phases liquides 
cristallines, peut-elle vraiment servir a decouvrir les facteurs qui favorisent l'apparition 
de la phase SmC? La reponse, positive, se rapporte a toute la discussion sur 1'emergence 
et ses consequences sur la simulation. Elle montre en fait la complementarite de 
l'approche reductionniste ainsi que l'emergence. 
Dans la mesure ou Ton considere que les phenomenes emergents peuvent etre compris, 
F investigation de ceux-ci demande une approche integree, ou 1'ensemble des resultats 
donne plus que leur simple sommation. Les experiences donnent acces aux 
comportements collectifs macroscopiques alors que la simulation atomistique donne 
acces aux comportements individuels des molecules et des atomes a une echelle ou lesdits 
comportements collectifs ne sont pas encore tout a fait definis. En effet, on ne peut pas 
dire qu'une molecule individuelle est un cristal liquide meme si un echantillon 
suffisamment grand de celle-ci Test. Le vocabulaire des phases ne s'applique que pour un 
grand nombre de molecules. La pertinence d'utiliser l'approche atomistique pour analyser 
les potentiels d'interactions est la meme que de comparer des resultats experimentaux a la 
structure d'une molecule : on tente d'etablir des correlations et eventuellement des regies 
empiriques. Pris individuellement, ces resultats de simulation ne sont pas complets en soi, 
e'est leur combinaison avec des resultats experimentaux et des modeles theoriques qui 
leur donne tout leur sens. 
La cle de l'origine de la phase SmC ne reside vraisemblablement pas uniquement dans les 
interactions intermoleculaires. Celles-ci peuvent cependant donner des indices 
supplementaires pour etoffer les modeles theoriques et guider la recherche experimentale, 
de la meme maniere que les structures moleculaires. 
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Par ailleurs, la reflexion de Wimsatt (section 1.2.2.1 L'emergence selon Wimsatt) indique 
qu'il peut etre profitable d'examiner les phenomenes aux frontieres entre le caractere 
agregatif et celui emergent d'une propriete. La dynamique moleculaire se situe du cote 
agregatif: le comportement est defini par la somme d'interactions. Celles-ci font appel 
aux quatre proprietes completement agregative de Wimsatt: la masse, la charge, Penergie 
et la quantite de mouvement. 
4.3.2 Experiences et Simulations 
Le but de ce memoire etant d'identifier des facteurs microscopiques favorisant 
1'apparition de la phase SmC, la combinaison des resultats experimentaux et de 
simulation est tres importante. Les premiers nous permettent d'identifier les faibles 
variations de structure moleculaire qui favorisent cette mesophase et les seconds nous 
informent sur l'impact de ces memes variations sur les potentiels d'interactions. 
Les donnees experimentales montrent que l'allongement des chaines favorise la phase 
SmC jusqu'a un point a partir duquel, l'allongement des chaines devient defavorable a 
cette phase. Les simulations ont toutes ete faites dans la gamme des longueurs de chaines 
ou leur allongement est favorable a la phase SmC. En observant les resultats de la 
simulation (Tableau 4), l'allongement des chaines favorise les interactions de type VdW 
et defavorise les interactions coulombiennes. Cela va a l'encontre du portrait trace de la 
phase SmC dans la section 3.4.1 Portrait qualitatif. En effet, le portrait indiquait que la 
phase SmC apparait a la faveur d'interactions chaines-chaines (VdW) 
proportionnellement plus faibles que les interactions corps-corps (Coulomb); ces 
deraieres forcant un rapprochement des molecules dans les plans avant que les premieres 
ne viennent figer 1'ensemble dans un cristal. 
Cette observation peut etre interpretee plus facilement dans la perspective d'une analogie 
avec la demixtion. En terme quantitatif, l'allongement des chaines favorise 
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significativement plus les interactions VdW qu'il ne defavorise les interactions 
coulombiennes. On peut done conclure que ce changement augmente le degre de 
demixtion que les deux « phases » (les chaines et les corps rigides) doivent atteindre a 
l'equilibre. Cette separation accrue induit done une pression sur les corps pour que ceux-
ci se rapprochent, amenant a la formation de la phase SmC. En extrapolant au-dela du 
seuil ou l'allongement des chaines defavorisent la phase SmC, on retrouve la prediction 
du portrait susmentionne: de tres fortes interactions entre les chaines favorisent la 
cristallisation avant l'apparition de la phase SmC. Dans le cas ou la phase SmC n'apparait 
pas, il s'agirait simplement que cette « pression » accrue ne soit pas suffisante pour 
induire la phase inclinee. 
Le changement de la configuration des esters est plus difficile a interpreter. Dans le cas 
de la famille carbonyle, le passage d'une configuration parallele a antiparallele favorise la 
phase SmC. Dans la famille des sulfinyles, e'est le contraire qui est observe 
experimentalement. La simulation indique que ce changement n'influence pas 
significativement les interactions de VdW. De plus, la variation d'energie d'interaction 
coulombienne a courte portee est inferieure au bruit thermique kT (environ 3 kJ/mol a 
400K). Le changement de parallele a antiparallele favorise les interactions coulombiennes 
totales et a longue portee, mais de facon moindre parmi les sulfinyles. 
Le fait que ces deux families reagissent de facon inverse au changement d'orientation des 
esters au niveau experimental, mais pas au niveau de la simulation peut s'expliquer de 
deux facons. La premiere, la simulation ne permet pas de rendre compte correctement de 
l'impact de ce changement sur l'interaction des molecules. La seconde, est qu'un facteur 
supplementaire vient prendre le dessus. Cette hypothese est supportee par le fait que la 
variation d'energie est plus de deux fois superieure chez les carbonyles. Pour les 
sulfinyles, l'impact est bien moindre. La presence de l'atome de soufre pourrait induire 
cet eventuel facteur. D'ailleurs, si Ton observe l'effet de la substitution d'un atome de 
carbone pour un atome de soufre sur le potentiel d'interaction coulombienne a longue 
portee, on constate qu'il est favorable pour les molecules aux esters paralleles et 
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defavorable pour celles avec des esters antiparalleles. La valeur de cet effet est 
relativement faible par rapport au bruit thermique, mais il va definitivement dans le 
meme sens que 1'experience et le portrait propose : des interactions coulombiennes 
(corps-corps) favorisent la phase SmC. Pour les molecules ayant des esters paralleles, la 
substitution de l'atome de carbone par l'atome de soufre favorise experimentalement la 
phase SmC et est accompagnee d'une augmentation des interactions coulombiennes a 
longue portee. Pour les molecules ayant des esters antiparalleles, la substitution de 
l'atome de carbone par un atome de soufre defavorise experimentalement la phase SmC 
et est accompagnee d'une diminution des interactions coulombiennes a longue portee. 
Au sein des families H/F et H/F-anti, l'inversion de Tester n'a qu'un impact negligeable 
sur tous les potentiels d'interaction. Malheureusement, les resultats experimentaux pour 
la seconde famille ne sont pas disponibles. La prediction evidente a faire est que les 
membres cette famille presenterait un polymorphisme tres similaire a leur homologue. 
Toujours parmi ces deux families, la substitution d'atome d'hydrogene par des atomes de 
fluor est le facteur qui a le plus d'impact sur leurs potentiels d'interactions en simulation 
et sur leur polymorphisme experimental. Cette substitution defavorise les interactions 
coulombiennes totales ce qui est coherent avec le portrait de la phase SmC puisque cette 
meme substitution defavorise cette phase experimentalement. L'histoire se complique si 
4 Ton examine les deux composantes de cette interaction. A longue portee, la variation 
d'energie va dans le meme sens que pour l'interaction totale, confortant l'hypothese 
proposee. A courte portee, la variation d'energie va dans le sens inverse. II y deux 
explications, l'hypothese decrite plus haut est invalide ou alors cette observation indique 
qu'il faut considerer principalement les interactions a longue portee. La seconde 
explication est soutenue par le fait que les observations les plus pertinentes faites pour les 
families carbonyles et sulfinyles se situent au niveau des interactions a longue portee. 
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CONCLUSION 
Le but des travaux de ce memoire etait reparti sur deux niveaux. Premierement, la cible 
etait une meilleure comprehension des facteurs microscopiques qui favorisent 1'apparition 
de la phase liquide cristalline SmC a l'echelle macroscopique. La methode employee etait 
la simulation de seize molecules mesogenes par dynamique moleculaire atomistique ainsi 
que la comparaison de ces resultats avec les experiences sur ces memes molecules, dans 
le cadre des modeles theoriques des cristaux liquides. 
Deuxiemement, au sens plus large, l'objectif etait de demontrer la pertinence d'etudier les 
concepts d'un sujet de la philosophie des sciences (l'emergence) dans le cadre de la 
recherche fondamentale. Ce theme se retrouve implicitement dans presque toutes les 
etudes en chimie. En effet, peu de travaux n'incluent pas l'exploration des liens entre les 
comportements macroscopiques et leurs composantes microscopiques. 
En explorant les concepts derriere le theme de l'emergence, cet ouvrage a demontre que 
ces considerations, d'abord philosophiques, peuvent avoir un impact tres concret sur les 
methodes de recherche employees. Dans le cas, de la simulation, les considerations 
« emergentes » donnent un eclairage nouveau sur ses forces et ses faiblesses. A partir de 
la, l'approche multiechelle a ete justifiee, a posteriori, sur ces nouvelles bases 
philosophiques. On peut done conclure que la reflexion philosophique de l'emergence a 
bel et bien contribue de facon satisfaisante a la recherche fondamentale en chimie. 
Comme il fut explique en introduction, 1'application de la methode multiechelle sur les 
cristaux liquides represente une grande opportunite pour mettre a l'epreuve concretement 
les idees d'emergence. Les differents potentiels d'interactions pour les seize molecules 
entre 300 et 650 kelvins ont ete presentes. L'analyse de ces potentiels, combinee aux 
resultats experimentaux, a permis de nuancer le portrait qui avait ete fait de 1'apparition 
de la phase SmC, notamment au sujet du role des interactions VdW (chaines-chaines). 
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Pour les interactions coulombiennes, l'hypothese que de plus fortes interactions 
favorisent la phase SmC a ete verifiee. L'exception que pose la famille des sulfinyles 
indique qu'au moins un autre facteur joue un role determinant sans permettre de 
l'identifier. De plus, les donnees de la famille H/F suggerent que les interactions a longue 
portee seraient plus pertinentes que la composante a courte portee. 
Globalement, les resultats de simulation predisent que les molecules de la famille 
H/F-anti devraient avoir un polymorphisme tres similaire a leur homologue de la famille 
H/F. S'il s'averait que leurs comportements liquides cristallins different largement, 
l'usage des potentiels d'interactions comme outil predictif serait serieusement remis en 
question. Dans le cas contraire, ce resultat serait tres encourageant pour poursuivre dans 
cette voie. 
Si ce travail n'a pu permettre d'etablir que les potentiels d'interactions pouvaient servir a 
prevoir, meme qualitativement, les mesophases exprimees par un mesogene, elargir 
l'echantillonnage de molecules simulees pourrait possiblement y parvenir. De la meme 
maniere que les grandes regies empiriques des cristaux liquides ont ete etablies apres que 
des centaines de mesogenes furent synthetises et caracterises, la simulation d'un nombre 
important de molecules pourrait completer ces memes regies. 
Le point le plus important est que les molecules simulees doivent etre egalement 
synthetisees et caracterisees afin d'etablir une mesure de comparaison avec la realite. Les 
cas les plus interessants sont ceux ou, comme dans ce travail, des molecules tres 
similaires au niveau structurel comportent des differences majeures dans leur 
polymorphisme. Comme il a ete reitere a maintes reprises dans ce memoire, la 
combinaison de la simulation aux experiences et aux modeles theoriques genere une 
valeur ajoutee a Pensemble que Ton ne pourrait pas retrouver dans une seul des trois 
composantes. II s'agit de la base de la philosophic de l'emergence de meme qu'une 
approche scientifique prometteuse. 
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ANNEXE UN 
Tableau 5 : Parametres atomiques de champ de forces pour le groupement sulfinyle 
Atome 
Carbone aromatique 
Oxygene (S=0) 
Soufre 
Oxygene (S-0-CH2) 
Carbone aliphatique 
Hydrogene aliphatique 
#OPLS 
147 
966 
967 
968 
969 
970 
Nom 
CA 
0_4 
SY3 
0_5 
CT 
HC 
Charge 
0,0 
-0,570 
0,900 
-0,550 
0,180 
0,020 
Sigma 
0,355 
0,296 
0,355 
0,300 
0,350 
0,250 
Epsilon 
0,29288 
0,87864 
1,046 
0,71128 
0,276144 
0,12552 
Tableau 6 : Parametres d'angles pour le groupement sulfinyle 
Angle 
0_4 SY3 CA 
SY3 CA CA 
0 4 SY3 0_5 
SY3 0 5 CT 
CA SY3 0_5 
0_5 CT HC 
O 5 CT CT 
Oequiiibre (degre) 
106,473 
120,144 
105,216 
118,808 
98,708 
109,899 
111,571 
Ke (kJ/mol/Rad2)r 
572,51 
532,32 
564,05 
322,83 
527,50 
425,50 
513,140 
r
 GROMACS utilise un melange de degre et de radian dans le champs de force 
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Tableau 7 : Parametres de liaisons pour le groupement sulfinyle 
Lien 
CA SY3 
SY3 0 4 
SY3 0_5 
0 5 CT 
fequilibre ( n m ) 
0,17887 
0,14633 
0,16349 
0,14185 
Kr(kJ/mol/nm2) 
118149 
309074 
147817 
188443 
Tableau 8 : Parametres de torsions pour le groupement sulfinyle (kJ/mol) 
Torsion 
0_4 SY3 0_5 CT 
0_4 SY3 CA CA 
SY3 0_5 CT HC 
0_5 CT CT HC 
0 5 CT CT CT 
SY3 0_5 CT CT 
CA SY3 0_5 CT 
CA CA SY3 0_5 
Ci 
1,53975 
-1,22103 
1,63829 
0,0 
-1,22118 
-9,11943 
-2,27248 
0,02729 
c2 
94,76791 
69,80127 
5,87210 
0,0 
0,30667 
4,67683 
-4,12690 
-0,92352 
c3 
-149,1493 
-159,3072 
0,12752 
0,0 
1,85633 
-1,06959 
9,07933 
6,47462 
c4 
-22,17721 
-4,89287 
-0,12752 
0,0 
-7,12318 
5,54958 
1,89010 
0,72617 
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ANNEXE DEUX 
Tableau 9 : Parametres de dynamique dans GROMACS 
Parametre 
cpp 
integrator 
tinit 
dt 
nsteps 
comm mode 
nstcomm 
nstxout 
nstvout 
nstlog 
nstenergy 
nstlist 
pbc 
energygrps 
ns type 
constraints 
rlist 
vdwtype 
rvdw 
DispCorr 
coulombtype 
fourierspacing 
pme order 
rcoulomb 
optimize ffl 
Tcoupl 
tau t 
tc-grps 
Pcoupl 
pcoupltype 
tau p 
compressibility 
ref p 
gen vel 
gen seed 
Montee 
cpp 
md 
0,0 
0,001 
100 000 
linear 
1 
1000 
1000 
1000 
1000 
10 
Full 
System 
Grid 
None 
0,9 
Cut-off 
0,9 
EnerPres 
PME 
0,12 
4 
0,9 
Yes 
Nose-hoover 
0,1 
System 
Parrinello-Rahman 
Isotropic 
10,0 
4,5e-5 
1,0 
yes 
-1 
Dynamique 
cpp 
md 
0,0 
0,001 
2 000 000 
linear 
1 
1000 
1000 
1000 
1000 
10 
Full 
System 
Grid 
None 
1,05 
Cut-off 
1,15 
EnerPres 
PME 
0,12 
4 
1,05 
Yes 
Nose-hoover 
0,1 
System 
Parrinello-Rahman 
Isotropic 
10,0 
4,5e-5 
1,0 
yes 
-1 
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