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ABSTRACT
We investigate the statistical dependence of the peak intrinsic colors of Type Ia supernovae (SN Ia)
on their expansion velocities at maximum light, measured from the Si II λ6355 spectral feature. We
construct a new hierarchical Bayesian regression model, accounting for the random effects of intrinsic
scatter, measurement error, and reddening by host galaxy dust, and implement a Gibbs sampler and
deviance information criteria to estimate the correlation. The method is applied to the apparent colors
from BVRI light curves and Si II velocity data for 79 nearby SNe Ia. The apparent color distributions
of high (HV) and normal velocity (NV) supernovae exhibit significant discrepancies for B − V and
B−R, but not other colors. Hence, they are likely due to intrinsic color differences originating in the
B-band, rather than dust reddening. The mean intrinsic B − V and B −R color differences between
HV and NV groups are 0.06± 0.02 and 0.09± 0.02 mag, respectively. A linear model finds significant
slopes of −0.021± 0.006 and −0.030± 0.009 mag (103 km s−1)−1 for intrinsic B−V and B−R colors
versus velocity, respectively. Since the ejecta velocity distribution is skewed towards high velocities,
these effects imply non-Gaussian intrinsic color distributions with skewness up to +0.3. Accounting
for the intrinsic color-velocity correlation results in corrections to AV extinction estimates as large
as −0.12 mag for HV SNe Ia and +0.06 mag for NV events. Velocity measurements from SN Ia
spectra have potential to diminish systematic errors from the confounding of intrinsic colors and dust
reddening affecting supernova distances.
Subject headings: supernovae: general – methods: statistical
1. INTRODUCTION
Type Ia supernova (SN Ia) light curves have been
used as cosmological distance indicators to trace the
history of cosmic expansion, detect cosmic acceleration
(Riess et al. 1998; Perlmutter et al. 1999), and to
constrain the equation-of-state parameter w of dark
energy (Garnavich et al. 1998; Wood-Vasey et al. 2007;
Astier et al. 2006; Kowalski et al. 2008; Hicken et al.
2009b; Kessler et al. 2009; Freedman et al. 2009;
Amanullah et al. 2010; Conley et al. 2011; Sullivan et al.
2011; Rest et al. 2014; Scolnic et al. 2014a). Determin-
ing supernova distances with high precision and small
systematic error is essential to accurate constraints
on the cosmic expansion history and the properties
of dark energy. However, the confounding of extrinsic
host galaxy dust reddening with the intrinsic color
variations of SNe Ia presents a systematic limitation to
their precision and accuracy in cosmological applications
(Conley et al. 2007). In this paper, we investigate
how measurements of the expansion velocity of the
supernova atmosphere can be used to learn more about
the intrinsic color distribution of SNe Ia and improve
inferences of host galaxy dust extinction.
Dust along the line of sight in the host galaxy reddens
SN Ia colors and dims their magnitudes, and can lead to
systematic errors in distance estimates if not properly
1 Harvard-Smithsonian Center for Astrophysics, 60 Garden
St., Cambridge, MA 02138 USA
2 Astronomy Department, University of Illinois at Urbana-
Champaign, 1002 W. Green Street, Urbana, IL 61801 USA
3 Department of Physics, University of Illinois Urbana-
Champaign, 1110 W. Green Street, Urbana, IL 61801 USA
4 kmandel@cfa.harvard.edu
accounted for. The ratio of total to selective dust
extinction, RV = AV /(AB − AV ), typically parame-
terizes the wavelength dependence of dust absorption
and scattering, and has an average value of 3.1 for
interstellar dust in the Milky Way (MW) Galaxy,
although it can vary between 2.1 and 5.8 (Draine
2003). Studies of external galaxies have found similar
extinction curves with RV ≈ 2.8 (Finkelman et al. 2008,
2010). However, several analyses of both individual
SNe Ia and large samples have found anomalously
low effective values of RV . 1.8 (Branch & Tammann
1992; Tripp 1998; Tripp & Branch 1999; Conley et al.
2007; Nobili & Goobar 2008; Hicken et al. 2009b;
Krisciunas et al. 2007; Elias-Rosa et al. 2006, 2008;
Wang et al. 2008). Interestingly, recent analyses of
multi-wavelength light curve and color data, including
near-infrared (NIR) observations, have indicated that
SNe Ia with low reddening are subject to dust extinction
AV with a reddening law closer to RV ≈ 3, whereas
highly reddened objects appear extinguished by dust
with RV ≈ 1.7 (Folatelli et al. 2010; Mandel et al. 2011;
Burns et al. 2014). Systematic uncertainties in the
treatment of dust and color of SNe Ia have important
implications for cosmological inference. For example,
Scolnic et al. (2014b) find that attributing the Hubble
diagram residual scatter to SN Ia color dispersion
rather than luminosity dispersion yields an effective RV
consistent with MW dust, and yields a 4% shift in the
inferred value of w. Resolving the confusion between
the intrinsic color variation in the SN Ia population and
extrinsic host galaxy dust extinction is needed for the
proper analysis of SN Ia observables.
One promising strategy is to observe SNe Ia at
2rest-frame NIR wavelengths, where host galaxy dust
extinction is diminished, and SNe Ia have been
shown to be excellent standard candles using a
burgeoning nearby sample (Elias et al. 1985; Meikle
2000; Krisciunas et al. 2004a,b; Wood-Vasey et al. 2008;
Mandel et al. 2009; Contreras et al. 2010; Folatelli et al.
2010; Stritzinger et al. 2011; Barone-Nugent et al. 2012;
Weyant et al. 2014; Friedman et al. 2014). At rest-frame
optical wavelengths, where the bulk of nearby and high-z
observations of SNe Ia have been made, we must find bet-
ter ways to decompose the observed apparent magnitudes
and colors into the components intrinsic to the SN Ia and
those extrinsic and due to dust reddening and extinc-
tion. Current SN Ia analyses using the SALT2 method
(Guy et al. 2007) do not distinguish between intrinsic SN
Ia variations and dust effects. One way to identify intrin-
sic color variations is to find the portion of SN Ia color
correlated with a measurable intrinsic property of SNe
Ia, unaffected by dust.
Narrow features in SN Ia spectra are intrinsic to the
supernovae and can be correlated with photometric ob-
servables, and used as additional parameters to try to im-
prove the estimation of SN Ia luminosities. Even among
“normal” SNe Ia there exists diversity in spectral fea-
tures, such as the widths, strengths, and expansion veloc-
ities of specific spectral lines, and their evolution with the
phase of the SN Ia. For example, Benetti et al. (2005)
subdivided normal SNe Ia into two classes, one with high
velocity gradients and one with low velocity gradients.
Branch et al. (2006) classified optical spectra of SNe Ia
into “core-normal”, “broad-line”, “cool”, and “shallow-
silicon.” Blondin et al. (2012) examined the diversity of
SNe Ia in the context of these classification schemes us-
ing the large spectroscopic dataset of the CfA Supernova
Program. Chotard et al. (2011) modeled the components
of the apparent SN Ia spectroscopic variations depending
upon Si II and Ca II H&K equivalent widths, finding that
the remainder is well described by a CCM (Cardelli et al.
1989) dust reddening law with RV = 2.8±0.3, consistent
with the MW value.
The use of spectroscopic variations and their cor-
relations with SN Ia luminosity was explored by
Nugent et al. (1995); Bongard et al. (2006); Foley et al.
(2008) and Hachinger et al. (2008). Bailey et al. (2009)
investigated ratios of fluxes at different wavelengths us-
ing spectra from the Nearby Supernova Factory and
found that they could be used to standardize SN Ia
magnitudes and estimate distances with a lower scatter
(∼ 0.12 mag) than with light curve information alone.
Blondin, Mandel, & Kirshner (2011b) examined the util-
ity of flux ratios and other spectroscopic indicators for
predicting SN Ia luminosities and distances using a large
spectroscopic data set collected by the CfA Supernova
Group. They used a cross-validation procedure to avoid
overfitting the SN Ia sample and to robustly gauge the
impact on SN Ia distance estimates in the Hubble dia-
gram. They found that spectral flux ratios led to mod-
est improvements in the Hubble diagram scatter, but at
low statistical significance given the sample size, whereas
spectral line profile measurements did not improve lu-
minosity estimates and distance predictions beyond the
usual optical light curve width and color standardization.
Wang et al. (2009) divided SNe Ia into normal velocity
(NV) and high velocity (HV) subclasses based upon the
photospheric expansion velocity of the explosion ejecta
near maximum light, as measured from the prominent
Si II λ6355 absorption feature. Measured from the
blueshift of the Si II line, the ejecta velocities are conven-
tionally negative (towards the observer), so HV objects
have more negative velocities (v < −11, 800 km s−1),
and larger absolute velocities |v|, whereas NV objects
have less negative velocities (v > −11, 800 km s−1), and
smaller absolute velocities |v|. Applying this classifica-
tion scheme to 156 SNe Ia observed by the Lick Ob-
servatory Supernova Search (Ganeshalingam et al. 2010;
Silverman et al. 2012) and the CfA Supernova Program
(Matheson et al. 2008), they analyzed the B- and V -
band magnitudes, light curve shapes and colors of each
class. They found that the Hubble diagram scatter
could be reduced from 0.178 mag for the full sample
to 0.12 − 0.13 mag by treating each class separately.
They estimated the dust extinction law slope parame-
ter RV = 1.9 for the full sample, but RV = 2.4 for the
normal velocity sample alone, and RV = 1.6 for the high
velocity sample alone. Finding that high velocity SNe Ia
had redder apparent colors overall, they suggested that
treating these subsamples separately with different RV s
for host galaxy dust would lead to improved SN Ia dis-
tance measurements.
Foley & Kasen (2011) re-analyzed the data set from
Wang et al. (2009) and found a reddening law slope
RV ≈ 2.5 fit each subsample separately, when the red-
dest SNe Ia were excluded (E(B−V ) < 0.35 mag). They
examined the relation between the Bmax− Vmax pseudo-
colors and the velocity classes, finding that the cumula-
tive distribution function of the apparent Bmax − Vmax
pseudocolors of high-velocity SNe Ia were offset by∼ 0.07
mag to the red relative to the CDF of normal SNe Ia, and
that the apparently bluest SNe Ia in the normal set were
∼ 0.10 mag bluer than the bluest of the high-velocity
SNe Ia. They argued that the offset in the distribu-
tions of apparent colors between the two classes is due
to an intrinsic color difference between normal-velocity
and high-velocity SNe Ia, and found that the rms Hub-
ble residual could be reduced to 0.11 mag by excluding
high ejecta velocity SNe Ia. Hence, accounting for this
velocity-color relation (VCR) could lead to better SN Ia
distance estimates.
Foley, Sanders, & Kirshner (2011) examined spectra
and color measurements of low redshift SNe Ia observed
by the CfA Supernova Program (Blondin et al. 2012),
and found correlations between the maximum light Si II
λ6355 velocity and pseudo-equivalent width and the scat-
ter about the mean relation between the peak absolute
magnitude in V , controlling for light curve shape, and
the apparent Bmax − Vmax color at peak, which they in-
terpret as due to variations of the intrinsic Bmax − Vmax
colors. Using 65 SNe Ia, they estimate a slope of this
quantity versus velocity of −0.033 mag (103 km s−1)−1,
finding that lower velocity SNe Ia tended to have bluer
intrinsic colors. In a similar analysis, Foley (2012) stud-
ied spectra and colors of high-z SNe Ia from the SDSS-II
and SNLS surveys, finding similar correlations of ejecta
velocity and intrinsic colors.
Blondin et al. (2012) presented the spectroscopy from
the CfA Supernova Program and compared the maxi-
mum light Si II velocities with the intrinsic B−V colors
3inferred from the BayeSN statistical model for optical
and NIR SN Ia light curves (Mandel et al. 2011). This
comprehensive statistical model analyzes the apparent
light curve data, incorporating uncertainties due to pe-
culiar velocities, measurement error, host galaxy redden-
ing and extinction, and the intrinsic population distribu-
tion to infer intrinsic colors, luminosities and distances.
Regressing the estimates of intrinsic color (in units of
mag) inferred from the model, with their uncertainties,
against the Si II ejecta velocities (measured in units of
km s−1) at maximum light, they found a linear slope of
−0.013± 0.005 mag (103 km s−1)−1 at 2.9σ significance
using 73 SNe Ia. Analyzing the Carnegie Supernova
Project data, Folatelli et al. (2013) estimated a similar
slope between intrinsic Bmax−Vmax and Si II velocity of
−0.012± 0.016 mag (103 km s−1)−1, but at lower statis-
tical significance. The lower significance is not surprising
as they used only a small “low-reddening” sample of 9
NV and 4 HV SNe Ia.
The physical origin of the heterogeneity of SN Ia ejecta
velocities is still somewhat uncertain. Foley & Kasen
(2011) offer a simplistic, heuristic physical explanation
for the correlation between peak intrinsic B − V color
and Si II velocity. Higher ejecta velocity is associated
with broader Fe-group absorption lines and thus greater
line opacity at wavelengths shorter than ∼ 4300 A˚, in
the B-band. The V -band is less affected by line opac-
ity and thus by higher ejecta velocities. Hence, higher
ejecta velocity could be correlated with redder intrinsic
B − V colors. Such a trend can be seen in the asym-
metric, detonating failed deflagration explosion models
of Kasen & Plewa (2007). Both the Si II ejecta velocity
and the B − V color at maximum are functions of view-
ing angle into the asymmetric explosion, and there is a
roughly linear relation between the two (Foley & Kasen
2011). Maeda et al. (2010) found an association between
the early phase velocity gradients, which are correlated
with ejecta velocities, and late phase nebular velocity
shifts, which probe the inner ejecta of SNe Ia. The
trend supports the hypothesis that their spectroscopic
diversity is caused by the effects of viewing angle in ob-
servations of asymmetric explosions (Kasen et al. 2009).
Maeda et al. (2011) found correlations between the peak
Bmax − Vmax pseudocolor, controlling for light curve de-
cline rate, and the nebular emission line shift, further
supporting a connection between SN Ia color and view-
ing angle into an asymmetric explosion. Correlations be-
tween early phase colors and nebular line shift were also
found by Cartier et al. (2011). However, Blondin et al.
(2011a) examined the 2D delayed detonation models of
Kasen et al. (2009) and found that a strong correlation
between the B−V intrinsic color and ejecta velocity was
not a generic feature of these models. A recent study by
Wang et al. (2013) found that HV SNe Ia tended to occur
in brighter regions, closer to the host galaxy center, and
within brighter and larger host galaxies as compared to
NV SNe Ia. They suggest that these differences indicate
two distinct populations of SNe Ia, possibly associated
with different progenitor populations.
Accounting for a significant correlation between intrin-
sic colors of SNe Ia and their ejecta velocities has impor-
tant consequences for estimating their dust extinction.
Estimates of dust extinction and reddening in the host
galaxies of SNe Ia depend on the statistical properties
of the intrinsic colors of SNe Ia, as they are determined
from the difference between the observed apparent colors
and the inferred intrinsic colors. Significant correlations
of ejecta velocity with intrinsic colors mean that mea-
surement of the ejecta velocity from the SN Ia spectrum
would provide additional information to estimate the in-
trinsic colors of individual SNe Ia more precisely. This in
turn would lead to more accurate inferences of the host
galaxy dust extinction that should improve luminosity
distance estimates. Since this effect is not incorporated
into current schemes for SN Ia light curve analysis, it has
the potential to improve distance estimates.
Although Wang et al. (2009, 2013) and Foley & Kasen
(2011) split the SNe Ia into two categories based on their
Si II velocities, there is no definitive boundary separating
the two since the velocities form a continuous distribu-
tion. Since the models of Kasen & Plewa (2007) predict
a linear relation between intrinsic color and velocity as
a function of viewing angle, it makes sense to construct
a statistical model for SN Ia colors with potential lin-
ear, or even nonlinear, dependence upon ejecta velocity,
treated as a continuous parameter. In this work, we es-
timate the functional dependence of multiple intrinsic
colors on ejecta velocity by hierarchically modeling the
conditional distribution of the observed, apparent opti-
cal colors given the measured Si II velocities. Whereas
previous studies have focused on the B−V color, in this
work, we estimate the effect in multiple optical colors
in the BV RI bands simultaneously, while consistently
accounting for dust reddening across these wavelengths.
In §2, we describe our dataset of apparent colors from
BV RI optical light curves and spectroscopic velocity
measurements for a sample of 79 nearby SNe Ia consisting
of the compilation of Foley, Sanders, & Kirshner (2011)
plus more recent additional supernovae. Comparing the
apparent color distributions between HV and NV groups,
we find statistically significant discrepancies in B − V
and B − R, but not in other colors. We demonstrate
that these velocity-dependent discrepancies are likely to
be caused by intrinsic color differences rather than host
galaxy dust extinction.
In §3, we construct a new hierarchical Bayesian re-
gression model describing the SN Ia apparent colors and
ejecta velocity data as a combination of the mean in-
trinsic colors-velocity relation, random intrinsic scatter,
measurement error, and dust reddening. The marginal
likelihood function, the probability model for the distri-
bution of the observed data depending on the parame-
ters of the population, is described in §3.4 and derived in
Appendix A. The empirical distribution of ejecta veloc-
ities has a long tail towards high velocities. Significant
correlations of intrinsic colors with velocity generically
imply a non-Gaussian marginal population distribution
of intrinsic colors. In §3.3, we demonstrate the capabil-
ity of our model to capture the resulting non-Gaussian
population distributions of the intrinsic SN Ia colors. In
§3.6, the global posterior probability of the unknowns,
given the observed data, is derived and depicted as a
probabilistic graphical model. Our model can be used
with various hypotheses about the functional form of the
relations between the intrinsic colors and ejecta veloc-
ity (§3.2). We employ the deviance information crite-
rion (DIC; Spiegelhalter et al. 2002) to gauge whether
4the more complex hypotheses are justified by their im-
proved representation of the data. As it has not been
used previously in supernova analyses, we provide a brief
introduction to the DIC in Appendix C for the unfamiliar
reader.
We implement a new Gibbs sampling algorithm
(Markov Chain for Regressing Colors,MCRC, Appendix
B) to compute the posterior distribution of the unknown
intrinsic colors and dust extinctions for individual SNe
Ia as well as the population hyperparameters, including
those governing the mean relation between intrinsic col-
ors and ejecta velocity. In §4, we validate our method
on simulated data generated from non-Gaussian distri-
butions with different underlying intrinsic color-velocity
trends to show that the true model is recovered accu-
rately. The simulations also show that DIC effectively
discriminates between competing models for the mean
intrinsic color-velocity function.
In §5, we apply our new statistical method to our ob-
served data and we find significant trends of intrinsic
B−V and B−R colors versus Si II velocity. In §5.1, using
the DIC to evaluate the model fits, we find that the in-
formation criteria significantly favor models with simple
non-constant trends over the basic model that assumes
a constant Gaussian intrinsic color distribution with no
trend with ejecta velocity. Higher order polynomial fits
are disfavored. In §5.5, we compute the non-Gaussian
shape of the population distribution of intrinsic colors
implied by the fitted model relations and the ejecta ve-
locity distribution, and estimate its skewness. In §5.6,
we show that our model capturing the intrinsic colors-
velocity trend leads to significant velocity-dependent cor-
rections to intrinsic color and dust extinction estimates
for individual SNe Ia. The accuracy and precision of
these estimates are best when using both apparent col-
ors and velocity information. But even with only the ap-
parent color measurements of an individual SN Ia, one
can still obtain better inferences by using the popula-
tion distribution of intrinsic colors implied by the model
capturing these trends. This distribution accounts for
the skewed probability of intrinsically red events, which
is underestimated by the basic Gaussian model that ig-
nores these trends. In §5.7, we demonstrate the signif-
icant velocity-dependent corrections to the dust extinc-
tion estimates for the full sample. We conclude in §6.
2. APPARENT COLORS AND VELOCITY DATA
In this section, we describe our dataset consisting of
a large sample of low redshift (z < 0.06) SNe Ia with
observed spectra and BV RI light curves. The bulk of
our sample was compiled by Foley, Sanders, & Kirshner
(2011). They gathered photometric measurements
of nearby SNe Ia drawn from the data compila-
tions of Hamuy et al. (1996); Jha et al. (2007), CfA1-3,
(Riess et al. 1999; Jha et al. 2006; Hicken et al. 2009a)
and LOSS (Ganeshalingam et al. 2010). The spec-
troscopic measurements were drawn from the dataset
from the CfA Supernova Program (Matheson et al. 2008;
Blondin et al. 2012) as well as from the literature.
Foley et al. (2011) presented an empirical model for the
velocity evolution of SNe Ia that we used to interpolate
the spectroscopic measurements from the time of spec-
troscopic observation to the time of maximum light in B.
This method is only accurate for SNe Ia with mid-range
decline rates between 1 ≤ ∆m15(B) < 1.5 and requires a
spectrum observed at a rest-frame phase of −6 ≤ t ≤ 10
days relative to maximum light.
Foley & Kasen (2011) found that high- and normal-
velocity SNe Ia seemed to be subject to different dust
reddening laws (parameterized by RV ) only when highly
reddened SNe Ia were included. Such highly reddened
SNe Ia are not seen at high redshift and typically not used
in cosmological analyses. The set retaining objects with
low to moderate reddening (within the apparent color
range Bmax − Vmax ≤ 0.32 or (B − V )max ≤ 0.36), was
adequately fit with a single reddening law for both ve-
locity groups (with RV ≈ 2.5). The cuts on decline rate
∆m15(B), peak apparent color, and the requirement of a
spectrum near maximum light exclude about one-third of
the nearby, normal SNe Ia in the photometric light curve
sample compiled by Foley, Sanders, & Kirshner (2011).
We adopt the 65 SNe Ia that remain after imposing these
cuts, with both BV photometry and Si II velocity mea-
surements, as selected by Foley et al. (2011), with the
following modifications and additions.
In contrast to previous studies that investigated only
the B − V color dependence on ejecta velocity, we an-
alyze multiple colors from BV RI light curves. Hence,
we require measurements in all four filters. This re-
moved two SNe Ia (SN 1992ag and SN 1981B) from
the sample. We added 17 more recent SNe Ia, from the
LOSS (Ganeshalingam et al. 2010), CfA4 (Hicken et al.
2012) and CSP (Stritzinger et al. 2011) samples, that
have light curves consistent with the same color, de-
cline rate cuts, and spectral phase cuts above. The Si
II spectroscopic measurements for these were presented
in Foley et al. (2012) or will be presented in a forthcom-
ing paper (R. Foley, 2014, in prep.).
We omitted the highest velocity object in the sam-
ple, SN 2004dt, with |v| = 15, 928 km s−1, which has
unusual spectroscopic characteristics. Its Si II λ6355
absorption feature likely contains two components at
different velocities, and is the SN Ia with the highest
measured polarization (Wang et al. 2006; Altavilla et al.
2007; Leonard et al. 2005). It is a significant out-
lier in the relation between the late-phase nebular line
shift and early-phase Si II velocity or velocity gradient
(Maeda et al. 2010; Blondin et al. 2012). Maeda et al.
(2010) note that the late-phase spectrum of SN 2004dt
resembles that of the peculiar SN 1991bg, which de-
fines a faint SN Ia subclass (Filippenko et al. 1992;
Leibundgut et al. 1993). Hence, SN 2004dt appears to
be spectroscopically distinct from most normal SNe Ia,
even those in the HV class (Foley, Sanders, & Kirshner
2011). It is also well-separated in velocity from the rest
of the sample. Conservatively, we omit SN 2004dt and
restrict our conclusions to the densely sampled Si II ve-
locity range 9, 300 km s−1 < |v| < 14, 700 km s−1.
For the final sample of 79 SNe Ia, we estimated the
peak apparent colors at the date of B maximum from
BayeSN fits (Mandel et al. 2011) to their multi-band
optical light curve data. These fits include corrections
for Milky Way dust as well as redshift-dependent K-
corrections between the observer-frame filters and rest-
frame BV RI filters, including cross-filter corrections be-
tween e.g. observer ri or r′i′ and rest-frame RI. We ac-
count for 0.02 mag of error in these corrections for each
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Fig. 1.— Empirical distribution Si II velocity measurements for
the sample of 79 nearby SNe Ia. (Top) The histogram of velocities
(grey), the best-fitting Gamma distribution, with shape parameter
a = 4.83 and scale parameter b = 0.54 (blue), and the best-fitting
split-normal distribution (Eq. 1) with mode µ˜ = 10.8, left-width
σ
−
= 0.58, and right-width σ+ = 1.61, in units of 103 km s
−1
(black). (Bottom) The empirical cumulative distribution function
of the velocity measurements (red), and the CDFs of the best-
fitting distributions.
light curve point, in addition to its photometric uncer-
tainty, which was typically a few hundredths of a magni-
tude. Since these SNe Ia are all at roughly the same (and
at low) redshifts, we expect that any systematic errors in
K-corrections to be minimal. The estimated error on the
fitted peak apparent color depended on the light curve
for each SN Ia, but had a median value of 0.04 mag.
The empirical distribution of this sample of Si II ve-
locities is shown in Fig. 1. The maximum-light absolute
ejecta velocities |v| range from 9, 377 to 14, 685 km s−1.
The typical velocity measurement error is 250 km s−1
(Foley et al. 2011). Since the velocity error is much
smaller than the range of velocities, we can neglect it in
our regression. The empirical distribution of velocities is
non-Gaussian and skewed, with a long tail towards higher
velocities. We show the best-fitting Gamma distribution,
with maximum likelihood estimates of its shape and scale
parameters. The Gamma distribution is an excellent ap-
proximation to the skewed distribution of velocities. (A
Gamma random variable Γa,b with shape parameter a
and scale parameter b has probability density propor-
tional to p(x) ∝ xa−1 exp(−x/b) on the domain x > 0.)
We will use this to simulate velocity data in §4.
The sample skewness of the empirical distribution of
the absolute Si II velocities is 0.62± 0.19, where the un-
certainty was estimated using bootstrap resampling. For
comparison, a Gaussian distribution has zero skewness,
since its tails are symmetric. We quantify the asym-
metry in the tails by fitting a split-Normal distribution
SN (µ˜, σ−, σ+) with probability density
P (x| µ˜, σ−, σ+)
=
2
σ− + σ+
{
(σ−)N(x| µ˜, σ2−), x ≤ µ˜
(σ+)N(x| µ˜, σ2+), x > µ˜
(1)
to the velocity data. In this asymmetric model distribu-
tion, the mode is µ˜, and the widths of the half-Gaussians
to the left and right of the mode are σ− and σ+, respec-
tively. A Gaussian probability density in x with mean
µ and variance σ2 is denoted by N(x|µ, σ2). A maxi-
mum likelihood fit to the absolute velocities |v| (in units
of 103 km s−1) yields µ˜ = 10.8± 0.20, σ− = 0.58± 0.13,
and σ+ = 1.61±0.18 (also shown in Fig. 1). The high ve-
locity tail is thus almost three times longer than the low
velocity tail. Adopting the Wang et al. (2009) division
between HV and NV at v0 = −11, 800 km s−1, there are
47 SNe Ia with normal velocities |v| < |v0| and 32 SNe
Ia with high velocities |v| > |v0|.
In Figure 2, we illustrate the differences in the distribu-
tion of the apparent colors between the high velocity sub-
group and the normal velocity subgroup. The apparent
color distributions of HV and NV objects have roughly
similar shapes, but appear to be offset in some colors,
notably B − V and B −R. We perform the two-sample
Kolmogorov-Smirnov (K-S) and Anderson-Darling (A-
D) tests (Scholz & Stephens 1987) to evaluate the statis-
tical significance of discrepancies between the empirical
cumulative distribution functions (CDFs) of the appar-
ent colors of each velocity group, treating each color sep-
arately. The K-S test uses the maximum absolute differ-
ence between the empirical CDFs to compare the samples
and is most sensitive to differences in the middle of the
distributions, while the A-D test uses a weighted squared
difference integrated over the whole distribution, and is
more sensitive to deviations in the tails. The differences
between the velocity groups are statistically significant
in B − V (pKS = 0.022) and B −R (pKS = 0.001). The
“blue edges” (left tails) of these color distributions are
redder (more positive) for the high-velocity SNe Ia. The
differences are not statistically significant in the other
colors. The same conclusions are reached using either
the K-S test or A-D test.
We estimate the relative apparent color shifts of the
observed data, ∆Oobs, for each color, by finding the con-
stant that, when subtracted from the apparent colors of
the HV sample, minimizes the K-S distance between the
NV and HV samples. These estimated color shifts are
shown in Table 1. To estimate the uncertainty of each
color shift, we bootstrap resampled 103 pairs of mock
NV and HV color datasets from the observed NV and HV
datasets, respectively. For each pair of NV and HV mock
datasets, we estimated the color shift. From the result-
ing distribution of 103 color shift estimates, we computed
the standard deviation.
If HV and NV SNe Ia had the same distributions of
intrinsic colors and were reddened by the same distri-
butions of line-of-sight extrinsic host galaxy dust, then
we would expect their apparent color distributions to be
consistent. It is unlikely that the discrepancies at the
blue edges are caused by an overall larger extrinsic dust
reddening of only the HV population; it is more plausi-
ble that the intrinsic color of the SN is correlated with
the ejecta velocity, which is also an intrinsic physical
property of the SN. If the mean intrinsic colors of HV
and NV objects were the same, and the difference in the
blue edges were caused only by dust reddening, then one
would need an extra overall host galaxy dust extinction
of ∆AV ≈ 0.15 mag exclusively for the HV objects to
explain the significant 0.06 and 0.085 mag offsets in the
apparent B−V and B−R distributions between the two
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Fig. 2.— Empirical cumulative distribution functions of the ap-
parent SN Ia optical colors at maximum light. The red CDFs
include only high-velocity SNe Ia, and the blue CDFs include only
normal-velocity SNe Ia. We indicate the p-values resulting from
two-sample Kolmogorov-Smirnov and Anderson-Darling tests com-
paring the high-velocity versus normal-velocity samples for each
color. The tests show a significant discrepancy in color distribu-
tion for B−V and B−R. In particular, the “blue edge” (left tail)
of these distributions is redder (more positive) for high-velocity
SNe Ia than for normal velocity SNe Ia. The discrepancies in the
apparent color distributions are not statistically significantly in the
B − I, V − R, V − I, and R − I colors.
velocity groups.
However, this extra dust extinction of ∆AV ≈ 0.15
mag would also cause relative color excesses ∆Edust in
B− I, V −R, V − I, and R− I between the two velocity
groups, as shown in Table 1 (assuming a CCM dust law
with RV = 2.5). While the V −R distributions are con-
sistent with a small color excess due to dust, the B − I,
V − I, and R − I distributions are not. The apparent
V −I color distributions do not exhibit any relative color
excess, and are completely consistent, between the NV
and HV groups ∆Oobs = (0.00 ± 0.03). The estimated
color shift in R − I appears to be negative, whereas the
dust would cause a positive shift.
We ran a set of simulations to assess the discrepancy
between the observed color shifts and the expected dust
reddening, while accounting for the variance and finite
sampling of the empirical color distributions. In each
simulation, we generated mock NV and HV apparent
color data sets of the same size as the observed data
sets, under the hypothesis that the two groups have the
same intrinsic color distribution, but the HV colors are
reddened by an overall extra ∆AV ≈ 0.15 mag of dust
extinction relative to NV objects. We bootstrapped a
mock NV apparent color sample by resampling from the
observed NV distribution. We then bootstrapped a mock
HV apparent color sample by resampling from the ob-
served NV color distribution, and then adding the ex-
pected dust reddening in each color for ∆AV ≈ 0.15
mag and RV = 2.5. For each simulation, we estimated
the relative color shift ∆Osim between the mock NV
and HV apparent color data by minimizing the K-S dis-
tance between their empirical CDFs. This procedure was
repeated for 103 simulations to compute the distribu-
tion of estimated color shifts ∆Osim for these mock data
TABLE 1
Statistics of HV and NV peak Apparent Color
Distributions
Color stda ∆Oobs (mag)
b ∆Edust
c psim
d
B − V 0.11 0.061± 0.021 0.061 0.49
B −R 0.18 0.085± 0.031 0.085 0.54
B − I 0.25 0.066± 0.043 0.125 0.05
V − R 0.08 0.025± 0.015 0.028 0.51
V − I 0.15 0.000± 0.031 0.067 0.01
R− I 0.09 −0.037± 0.021 0.039 0.00
Note. — See §2 for details.
a Sample standard deviation of the observed color
distribution (in mag). The values for the NV and
HV subsets are consistent within 0.01 mag with the
value for the full dataset.
b Estimated apparent color shift obtained by min-
imizing the K-S distance between the NV and
shifted HV color distributions.
c Relative color excess (in mag) due to dust red-
dening if there were an overall ∆AV ≈ 0.15 mag
for the HV SN Ia relative to the NV SN Ia, assum-
ing RV = 2.5. This value was chosen to match the
significant observed color shifts in B−V and B−R.
d We bootstrapped 1000 mock data sets simulated
with dust reddening ∆Edust for HV objects relative
to NV objects. psim ≡ P (∆Osim ≤ ∆Oobs) is the
fraction of simulations with estimated color shifts
∆Osim less than or equal to that of the observed
data ∆Oobs.
sets. We then compared these distributions of ∆Osim to
the estimated ∆Oobs for the observed data set. Specif-
ically, we computed the fraction of simulations with es-
timated shift equal to or less than the observed shift,
psim ≡ P (∆Osim ≤ ∆Oobs), shown in Table 1. Values
of psim close to 0.5 indicate that the observed shift is
consistent with expected distribution under the dust hy-
pothesis; whereas small values of psim indicate that the
observed shift is in the far left tail of the expected distri-
bution. The small estimated V −R shift was consistent
with the simulations, but ∆Oobs for (B− I, V − I, R− I)
were much smaller than the mean of the ∆Osim distri-
butions, with tail probabilities psim = (0.05, 0.01, 0), re-
spectively. The observed multicolor distributions of NV
and HV SNe Ia are inconsistent with the hypothesis that
the significant B−V and B−R discrepancies are caused
by ∆AV ≈ 0.15 mag dust extinction for HV objects.
This indicates that the statistically significant discrep-
ancies in the apparentB−V andB−R color distributions
are not caused by extrinsic host galaxy dust, but are in-
trinsic to the SNe Ia. The apparent color distributions
in the V −R, V − I, and R− I are not significantly dis-
crepant between the velocity groups. This suggests that
the color-velocity effects originate mainly in the SN Ia
spectra at B-band wavelengths.
The empirical CDFs of the apparent B − I colors also
exhibit a “blue edge” discrepancy between the HV and
NV velocity groups, as one might expect if the color-
velocity effects originate in the B-band. However, this
difference is not statistically significant under a K-S test,
with pKS = 0.205. This may seem surprising, since the
NV and HV apparent B−V distributions are discrepant,
their apparent V − I distributions are consistent, and
(B− I) = (B−V )+ (V − I). The detectability of a rela-
tive shift between two distributions depends on the size
of the shift relative to the width of each distribution. The
7sample standard deviations of the observed color distri-
butions (Table 1) are consistent between the NV and HV
samples. The standard deviations of the observed B−V
and B − R distributions are 0.11 and 0.18 mag, respec-
tively. Their estimated relative color shifts between NV
and HV SNe Ia is roughly 50% of the widths of their dis-
tributions (0.06/0.11 and 0.085/0.18) and thus relatively
easy to detect. In contrast, the sample standard devia-
tion of the apparent B − I distribution is a much larger
0.25 mag, while the estimated relative shift is only 0.066
mag, or about 25% of the width of the distribution. Even
if the true relative B− I intrinsic color shift between NV
and HV SNe Ia was actually 0.066 mag, it would be much
harder to detect than in B − V and B − R.
We ran another set of 103 simulations to assess the
detectability of an intrinsic color shift, while accounting
for the variance of the color distributions and finite sam-
pling. We bootstrapped pairs of mock NV and HV color
data sets from the observed NV color data, and then
added to the HV colors a relative color shift equal to the
estimated color shift ∆Oobs in the actual observed data
(Table 1). For each pair, we computed the K-S statis-
tic to compare the empirical color distributions of the
NV and HV samples. For B − V and B − R, a statisti-
cally significant discrepancy (pKS < 0.05) was found in
greater than 90% of the simulations. In B − I, however,
pKS < 0.05 was only found in 40% of the simulations.
Thus, even if the true B−I intrinsic color shift were 0.066
mag, it would be unlikely to be consistently detected in
similar datasets. We reached the same conclusions using
the A-D test rather than the K-S test. A larger sample
may help determine the reality of the discrepancy in ap-
parent B − I distributions between HV and NV groups.
Although splitting the sample into HV and NV groups
is convenient to illustrate these color differences, the di-
vision between the two is arbitrary, and the ejecta veloc-
ity is a continuous parameter and its empirical distribu-
tion (Fig. 1) does not strongly suggest distinct velocity
groups. Furthermore, analyzing each apparent color sep-
arately in this way ignores cross-color information in the
data: SNe Ia that are redder (more positive) or bluer
(more negative) in one color are also likely to be redder
or bluer in other colors. In the following sections, we de-
velop and apply a hierarchical Bayesian regression model
for the dependence of multiple intrinsic colors of a SN Ia
on the continuously distributed ejecta velocity, using the
observed, apparent data.
3. THE STATISTICAL MODEL
We adopt a hierarchical Bayesian, or multi-level mod-
eling, framework to build a structured probability model
describing the multiple random effects that produce
the observed data. This principled strategy enables
us to coherently model and make inferences at both
the level of an ensemble or population of objects as
well as at the level of individuals from the ensem-
ble (Gelman et al. 2003; Loredo & Hendry 2010; Loredo
2012; Mandel 2012). The hierarchical Bayesian approach
was first applied to SNe Ia by Mandel et al. (2009, 2011)
to model optical and the near-infrared light curves, and
to improve inferences on host galaxy dust extinction and
the precision of distance predictions. March et al. (2011)
describe a hierarchical Bayesian model for fitting the SN
Ia Hubble diagram using SALT2 parameters (Guy et al.
2007). Hierarchical Bayesian statistical models for SN
Ia colors were developed by Mandel (2011) and recently
by Burns et al. (2014). Other recent astrophysical appli-
cations of hierarchical Bayesian modeling are described
by Hogg et al. (2010); Kelly et al. (2012); Shetty et al.
(2013); Foster et al. (2013); Brewer & Elliott (2014); and
Sanders et al. (2014).
In this paper, our primary statistical task is that of re-
gression: modeling and estimating the relation between
the dependent variables (colors) and independent covari-
ates (velocities) based on observed data. Hierarchical
linear regression in which the observables are affected by
Gaussian intrinsic scatter around the mean relation and
measurement error has been discussed elsewhere (e.g.
Kelly 2007; March et al. 2011). Here, we consider re-
gression of observables that have measurement error and
intrinsic scatter about the mean relation, but are also
affected by non-Gaussian, asymmetric deviations caused
by positive dust reddening.
We build a hierarchical model for the multiple ran-
dom and uncertain effects underlying the SN Ia data:
measurement error, reddening of SN Ia colors due to
host galaxy dust, and the variation and correlation of
intrinsic SN Ia colors and their dependence upon spec-
troscopic variables. This statistical model is used to per-
form coherent probabilistic inference of the populations
and individuals underlying the ensemble of SN Ia data.
The unknowns we want to estimate are the parameters
of individual SNe Ia (their intrinsic colors and dust ex-
tinctions), and the hyperparameters describing the in-
trinsic SN Ia population and the extrinsic host galaxy
dust distribution. Inference with the hierarchical model
may be thought of as a probabilistic deconvolution of the
observed SN data into the multiple, unobserved, latent
random effects generating it.
Bayesian models for SN Ia apparent color distributions
typically assume that the shape of the intrinsic color
distribution is Gaussian (Jha et al. 2007; Mandel et al.
2009, 2011). Convolving this with an asymmetric
(e.g. exponential) distribution for (positive) dust red-
dening yields the likelihood function for the appar-
ent color distribution. The intrinsic colors of SNe Ia
may also be correlated with other observable covariates,
e.g. spectroscopic line velocities and equivalent widths
(Foley & Kasen 2011; Foley et al. 2011; Blondin et al.
2012; Mandel 2011). However, these covariates have non-
Gaussian distributions. In particular, the empirical dis-
tribution of Si II velocities has a positive skew (long tail)
towards higher absolute velocities. In the simple case
that the relation between intrinsic colors and velocity is
linear, one should expect the shape of the intrinsic color
distribution to be similarly skewed, as we demonstrate
in §3.3. An incorrect assumption of the Gaussianity of
the intrinsic color distribution will then tend to discount
(underestimate the probability of) very intrinsically red
events at high Si II ejecta velocities, leading to biased es-
timates of dust extinction, and may reduce the inferred
correlation and its estimated statistical significance.
We formulate a statistical model for SN Ia colors and
velocities that allows for their non-Gaussianity. It en-
ables the non-Gaussianity in the velocity distribution to
be reflected in the implied intrinsic color distribution.
We do this by modeling the conditional probability of
the colors given the velocity, rather than the joint distri-
8bution of colors and velocity. This can be done because
the spectroscopic velocities are well measured, so we do
not need to assume a model for their distribution. In the
simplest non-trivial case, we assume that the mean in-
trinsic colors are a linear function of velocity (§3.1), but
the model is also easily extended to nonlinear functions
of velocity (e.g. polynomial and step functions, §3.2).
Hence, the method can be used with any arbitrary distri-
bution of spectroscopic velocities, and a flexible family of
nonlinear relations between intrinsic colors and velocity.
The model is general and could be used to estimate cor-
relations between intrinsic colors and any well-measured
independent variable using apparent color data.
In the following subsections, we lay out the model-
ing assumptions relating the apparent color data to the
intrinsic colors and dust reddening of individual super-
novae, as well as the population models for the dust
extinction and the mean trends of intrinsic colors ver-
sus ejecta velocity. Together, these assumptions describe
the marginal likelihood, or the probability distribution
of observed color data of the SN Ia ensemble. The global
posterior probability density, derived from the model-
ing assumptions and Bayes’ Theorem, provides a unified
measure of the joint uncertainties in the unknowns given
the observed data and a clear objective function for the
analysis. It quantifies the trade-offs and degeneracies in
inference between competing latent effects, e.g. the in-
trinsic color and dust reddening, underlying the data.
3.1. Model Assumptions: Linear Intrinsic
Color-Velocity Correlation
We have a vector of measurements Os of the nC ap-
parent colors at the time of maximum light, TBmax (e.g.
apparent B − V , B − R, B − I) for each supernova s
in a set of s = 1 . . .NSN objects. We also have well-
measured estimates of their ejecta velocities vs, from the
Si II absorption line, so that their error may be ignored.
The observed, apparent colors of SN s are the combina-
tions of the intrinsic colors Cs, the dust reddening, and
measurement error:
Os = Cs +A
s
V γ(RV ) + ǫs. (2)
We assume that the color measurement error ǫs is a zero-
mean Gaussian random variable with known covariance:
ǫs ∼ N(0,Ws). The measurement covariance matrixWs
will generically contain non-zero off-diagonal terms en-
coding the correlations between the color measurements.
For example, if the apparent magnitudes in B, V,R, and
I (at time of maximum light in B) are estimated indepen-
dently with the same measurement variance, each pair of
resulting colors in the set (B−V,B−R,B−I) will have a
50% correlation in the covariance matrixWs. Our analy-
sis accounts for these correlations to encode the fact that
the color measurements are not independent.
(Note that, in this work, the intrinsic colors Cs are
latent variables referring to the part of the total ob-
served colors attributed to the SN Ia without any dust
reddening or measurement error. In other supernova con-
texts, c refers to the color parameter in the SALT2 model
(Guy et al. 2007), which is a proxy for the peak apparent
B − V color, inclusive of dust reddening. In those con-
texts, the “intrinsic color” may refer to the latent “true”
apparent color unaffected by measurement error.)
The second term on the right side of Eq. 2 describes
the reddening effect of host galaxy dust extinction AV on
each color through the assumed reddening law (CCM;
Cardelli et al. 1989): γ(RV ) = (∆α + ∆β/RV ). The
coefficients of this reddening law were obtained from
Jha et al. (2007), who examined the effect of dust red-
dening on SNe Ia spectra within each filter. The host
galaxy dust extinction AV is assumed to be drawn
from an exponential distribution with average τ : AsV ∼
Expon(τ) (Jha et al. 2007). This has a probability den-
sity of P (AV |τ) = τ−1 exp(AV /τ) for AV > 0 and zero
otherwise, as dust only causes dimming and reddening.
Mandel et al. (2011) found that this model describes well
the distribution of peak apparent B−V colors of nearby
SNe Ia up to B − V . 1.
We model the mean relation µC(v; θ) between the vec-
tor of intrinsic colors Cs and the velocity, with some in-
trinsic scatter about the average trend:
Cs = µC(vs; θ) + ǫ
C
s , (3)
where θ are hyperparameters governing the regression
relation. If the mean intrinsic colors are linear functions
of velocity, then
µC(v; θ) = c0 + b(v − v0), (4)
and θ = (c0, b). This function models the conditional
mean of the intrinsic colors given the known covariate v.
A characteristic Si II velocity is v0 = −11, 800 km s−1.
The expected intrinsic colors at vs = v0 are given by
the offsets c0, and the slopes of intrinsic colors versus
velocity are b. Since the response variables Cs are vec-
torial, this is equivalent to a multiple-outcome linear re-
gression model, with trends for each scalar component.
The trends may not be exact, and we expect some in-
trinsic random scatter about the mean trends that is un-
correlated with ejecta velocity. We assume that the scat-
ter term is Gaussian distributed about the linear trend:
ǫCs ∼ N(0,ΣC). The residual scatter covariance ma-
trix ΣC allows for the scatter about the linear trend
to be correlated between different colors. This covari-
ance matrix is composed of the standard deviations of
the residual color scatter σC and the correlation matrix
RC : ΣC = diag(σC)RC diag(σC). For example, for a
given Si II velocity, the deviation of the true intrinsic
B − V from the mean trend may be correlated with the
deviation of the true intrinsic B − R from the trend.
These residual intrinsic correlations would be captured
in the off-diagonal elements of RC .
3.2. Generalizations
If the mean intrinsic color-velocity relation µC(v; θ) in
Eq. 3 is linear in the hyperparameters θ, then one can
construct a nC ×dim(θ) matrix function of the covariate
vs, Ms = M(vs), such that µC(v; θ) = Msθ. Then
we can write the likelihood function for a set of intrinsic
colors as
P (Cs| vs; θ,ΣC) = N(Cs|Msθ,ΣC), (5)
where N(x|µ,Σ) denotes a multivariate Gaussian prob-
ability density for the random vector x with mean µ and
covariance Σ. In the linear case of Eq. 4, this matrix is
M(vs) = [InC , InC (vs − v0)] , (6)
9a horizontal concatenation of the identity matrix of di-
mension nC , and the identity matrix times the covari-
ate. In this case, θ = (c0, b) is a column vector of the
hyperparameters (the intercepts and slopes) describing
the mean intrinsic color-velocity function. For the linear
model, θ contains 2nC scalar parameters.
We can easily extend the formalism to non-linear func-
tions of the velocity, but it is computationally con-
venient to choose such nonlinear functions of velocity
that retain a linear dependence on the hyperparameters
θ. We need only define the conditional mean function
E[C| v] = µC(v ; θ), the covariate matrix Ms, and the
hyperparameters θ in a way such that the intrinsic color
likelihood can be written in the form of Eq. 5.
3.2.1. Polynomial dependence
To model a nonlinear polynomial dependence of order
p of the conditional mean intrinsic colors on the scalar
covariate vs, we write:
µC(v; θ) = c0 +
p∑
j=1
bi(v − v0)j (7)
and θ = (c0, b1, . . . bm). The linear case is obtained with
p = 1. The p = 0 case assumes that the mean intrinsic
color is a constant with respect to ejecta velocity.
3.2.2. Step Function dependence
A step-function dependence of the conditional mean
intrinsic colors on the scalar covariate v, with a discon-
tinuous step at v = v0, is written as
µC(v; θ) =
{
θHV , |v| > v0
θNV , |v| ≤ v0 , (8)
with θ = (θHV , θNV ) denoting the mean intrinsic color
in high velocity and normal velocity groups.
3.2.3. Multiple covariates
Suppose we have vectors vs, with m covariates for each
supernova s: vis, i = 1, . . . ,m. A multi-linear dependence
of the intrinsic colors on these vectors is written as
µC(v; θ) = c0 +
m∑
i=1
bi(v
i − vi0) (9)
where θ = (c0, b1, . . . bm), and v
i
0 is some characteris-
tic value for the ith covariate. For example, Foley et al.
(2011) compiled measurements of velocities and pseudo-
equivalent widths of Si II and Ca H&K lines. This model
could be used to examine the dependence of SN Ia colors
on these multiple spectroscopic measurements simulta-
neously.
3.3. Non-Gaussian Population Distributions of
Intrinsic Color
Critically, we have not assumed a specific shape for the
population distribution of intrinsic colors {Cs}, nor for
the distribution of velocities {vs}. Rather, the shape of
the intrinsic color distribution reflects that of the veloc-
ity distribution when there is a significant trend between
the two quantities. Specifically, if the intrinsic scatter
term were always zero, then for any arbitrary distribu-
tion of velocities, PV (v), Eq. 4 implies a distribution for
the intrinsic colors that is a scaled and shifted version
of PV (v). If the residual intrinsic scatter is significant,
then the implied intrinsic color distribution results from
a scaled and shifted version of PV (v) convolved with a
Gaussian distribution with width and shape given byΣC .
In the case where the slopes b are all zero, then the model
automatically reverts to the assumption that the intrin-
sic color distribution is jointly Gaussian with mean c0
and covariance matrix ΣC .
For fixed hyperparameters of the SN Ia popula-
tion, θ,ΣC , and a conditional mean function µC(v; θ),
the implied marginal intrinsic color population distri-
bution is found by integrating the joint distribution
P (Cs, vs|θ,ΣC) over the velocity distribution PV (v):
P (Cs| θ,ΣC) =
∫
dv P (Cs| v; θ,ΣC)PV (v). (10)
In Figure 3, we illustrate the implied intrinsic color dis-
tribution for a single color (nC = 1). We assume a non-
Gaussian gamma distribution for the velocity in units of
1000 km s−1, −(v + 9) ∼ Gamma(a, b), with the shape
a = 4.83 and the scale b = 0.54 parameters chosen
to fit the actual data distribution (Fig. 1). For sim-
plicity, measurement errors are set to zero, W = 0.
For a constant mean intrinsic color (blue line), the im-
plied intrinsic color distribution is Gaussian. However,
for a linear trend with non-zero slope (b = −0.03 mag
(103 km s−1)−1, red line), the implied intrinsic color dis-
tribution is non-Gaussian and skewed, with a long tail
towards redder colors.
In Figure 4, we show the implied intrinsic color distri-
bution implied by the same skewed Gamma distribution,
but with a step function for the mean intrinsic color-
velocity relation. The difference between the mean in-
trinsic color for the high and normal velocity groups is set
to θHV − θLV = 0.06 mag, with a residual scatter about
the mean of σC = 0.02 mag. The implied marginal distri-
bution of the intrinsic color is then bimodal, the sum of
two Gaussians, with the relative heights of the peaks de-
termined by the proportion of SNe Ia in the high velocity
vs. normal velocity groups.
3.4. The Marginal Likelihood
The marginal likelihood for a single SN s with a given
Si II velocity vs is the probability density of its appar-
ent color data, Os, under a set of population hyper-
parameters. Given the preceding model assumptions,
P (Os| vs; θ,ΣC , τ) can be derived analytically by inte-
grating over the latent variables Cs, A
s
V of the individ-
ual SN (Appendix A). The mathematical form is given
in Eq. A1 for general nC and arbitrary mean intrinsic
color functions µC(v; θ) and simplifies to Eq. A5 in the
case of nC = 1 color. The marginal likelihood for the full
sample is the product of NSN individual marginal like-
lihood functions. This marginal likelihood can be maxi-
mized to estimate the hyperparameters (θ,ΣC , τ). It is
also needed to compute the deviance information crite-
rion used for model comparison (Appendix C). To gain
some intuition, we illustrate some salient aspects of the
marginal likelihood function graphically.
In Figure 5, we show the conditional probability den-
sity of the apparent B−V color relative to the mean in-
trinsic color for a given velocity, O−µC(v; θ). This shows
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Fig. 3.— Illustration of the intrinsic color distribution P (C) im-
plied by the Si II velocity distribution PV (v) and an assumed lin-
ear relation between the mean intrinsic color and velocity. (bottom
left) The Si II velocity distribution is a gamma distribution with
a long tail towards high velocities. (top left) The red solid line is
a mean linear relation with slope b = −0.03 mag (103 km s−1)−1
and intercept at v = −11, 800 km s−1 of c0 = −0.10 mag, with
a residual intrinsic scatter of σC = 0.02 mag (red dashed). The
blue solid line is a mean constant relation with zero slope and some
intrinsic scatter (blue dashed). (top right) With zero slope (blue
line), the implied marginal intrinsic color distribution is Gaussian.
With nonzero slope (red line) the intrinsic color distribution has a
skewed distribution with a tail towards redder intrinsic color. The
intrinsic mean and variance for the blue-line model were chosen
so that the resulting red-curve and blue-curve P (C) distributions
would match in mode and variance. The model with the strong lin-
ear trend implies a non-Gaussian intrinsic color distribution P (C)
with a longer red (positive) tail and a shorter blue (negative) tail
than the model with no trend.
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Fig. 4.— Illustration of the implied color distribution P (C) im-
plied by the Si II velocity distribution PV (v) and an assumed step
function for the mean intrinsic color vs. velocity. (bottom left) The
Si II velocity distribution is a gamma distribution with a long tail
towards high velocities. (top left) The high velocity group has a
mean intrinsic color of −0.04 mag while the normal velocity group
has a mean intrinsic color of −0.10 mag. The residual intrinsic
scatter in both cases is σC = 0.02 mag (dashed lines). (top right)
The marginal intrinsic color distribution has a double peaked struc-
ture, with a small hump at redder colors associated with the high
velocity subgroup.
the expected distribution of the apparent color measure-
ments about the mean intrinsic color-velocity relation.
For simplicity, we have assumed measurements errors are
negligible,W = 0. We show this for a fixed τ/RV = 0.1
mag (e.g. τ = 0.31 mag for RV = 3.1), and several values
of σC . For values of σC < τ/RV , the asymmetry in the
apparent distribution (conditional on a specific velocity)
is dominant, with a skewed tail towards redder (positive)
color. For values of σC > τ/RV , the spread in intrinsic
color is greater than the effects of positive dust redden-
ing, and the apparent distribution for a given velocity is
less asymmetric.
Figure 6 shows the two-dimensional conditional prob-
ability density for a pair nC = 2 of colors (B − V and
V −R). This shows the expected shape of the joint distri-
bution of observed color measurements around the mean
intrinsic color-velocity relation. If the average dust red-
dening is large relative to the intrinsic color scatter, then
there is a narrow tail towards redder colors. The tilt of
the tail is set by RV . If the intrinsic color scatter and
dust reddening are comparable in value, then the con-
tours are more rounded and egg-shaped.
Figure 7 shows the conditional and joint probability
densities of the apparent color (nC = 1) and velocities
for a linear trend with an intercept c0 = −0.1 mag at
v = −11, 800 km s−1 and a slope of b = −0.02 mag per
103 km s−1, for an average dust reddening τ/RV = 0.1
mag, and a residual intrinsic scatter of σC = 0.05 mag
(left) and σC = 0.1 mag (right). We depict the condi-
tional probability density of the apparent color for each
value of the velocity, P (O|v) (Eq. A1), as well as the joint
probability density P (O, v) = P (O|v)PV (v), assuming
the same Gamma distribution for PV (v), as fitted for
the data distribution in Fig. 1. For smaller values of the
residual intrinsic scatter σC , the asymmetry in both the
conditional and joint distributions is more pronounced.
The “blue edge” of the apparent color distribution (de-
picted here by the region between the 2.5% quantile and
the mode), is much narrower than the “red tail” (between
the mode and the 97.5% quantile). For larger values of
σC , the difference between the blue edge and the red tail
is smaller, as the distributions are less asymmetric about
the mode.
3.5. Hyperpriors
We generally use non-informative or standard, diffuse
hyperpriors on the hyperparameters. We use flat priors
on θ, log τA: P (θ, log τA) ∝ 1. For the residual color
covariance matrixΣC , we use a standard inverse Wishart
density
P (ΣC) = Inv-Wishartν0(ΣC |Λ−10 ) (11)
with prior degrees of freedom ν0 = nC + 1 which en-
sures flat marginal prior densities on the correlation co-
efficients of the residuals (Barnard et al. 2000). Covari-
ance matrices are required to be positive semidefinite,
and this prior density assigns positive probabilities to
only such matrices. The prior scale matrix is chosen as
Λ0 = ǫ
2
0 InC , where ǫ0 the expected order of magnitude of
the intrinsic color residuals (typically ∼ 0.05 mag). We
have checked that the inferences are not strongly sen-
sitive to the choice of ǫ0 over a reasonable range of val-
ues. Hyperparameter estimates from the posterior, using
11
−0.4 −0.2 0 0.2 0.4 0.6 0.8
Deviation of Apparent Color from Mean Intrinsic Color, O − µC(v; θ)
Pr
ob
ab
ilit
y 
De
ns
ity
 
 
τ / RV = 0.1 mag
Average Dust Reddening
σC = 0.05
σC = 0.10
σC = 0.20
Fig. 5.— Conditional probability density (Eq. A1) of the de-
viation of a single (nC = 1) apparent color from the intrinsic
mean color for a given velocity v, for an average dust reddening
τ/RV = 0.1 mag and a range of values of intrinsic color scatter σC .
Measurement errors W have been set to zero. When the average
dust reddening dominates (red curve), the apparent distribution
is positively skewed. When the intrinsic scatter dominates (blue
curve), it is less asymmetric.
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Fig. 6.— Conditional probability density (Eq. A1) of the de-
viation of a pair (nC = 2) of apparent colors from the mean in-
trinsic colors for a given velocity v. The solid, dashed, and dotted
contours enclose approximately 68%, 95%, and 99% of the two-
dimensional probability. For an average dust extinction of τ = 0.4
mag and σC = 0.05 mag (for both B − V and V − R), the dust
reddening is dominant over the intrinsic color variance, leading to
a sharp tail towards redder colors (red contours). For an average
dust extinction of τ = 0.3 mag and σC = 0.1 mag, the effects of in-
trinsic variance and dust reddening are about equal, so the shape
of the contours is more rounded and the dust reddened tail less
pronounced (blue contours). The tilt of the dust-reddened tail is
set by the value of RV , which is fixed to 3.1 here.
these hyperpriors, are consistent with those obtained by
maximizing the marginal likelihood, Eq. A1, indepen-
dently from these hyperpriors (or equivalently, assuming
flat priors on all hyperparameters).
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Fig. 7.— (top) Conditional probability density (Eq. A1) of the
apparent color at each value of the velocity for an assumed lin-
ear intrinsic color-velocity trend µC(v) with slope of b = −0.02
mag (103 km s−1)−1 (blue line) and an average dust reddening of
τ/RV = 0.1 mag. The solid red line is the color of the peak of
P (O|v) and the dashed red lines are the 2.5% and 97.5% quan-
tiles of P (O|v). This is shown for the residual intrinsic scatter
of σC = 0.05 mag (left) and σC = 0.1 mag (right). (bottom)
The joint probability density P (O, v) = P (O|v)PV (v) assuming a
Gamma distribution for the marginal velocity distribution PV (v).
The equiprobability density contours approximately enclose 68%,
95% and 99% of the joint probability. For small values of the
residual intrinsic scatter σC , the conditional and joint distribution
of the color and velocity is more asymmetric around the appar-
ent mode (solid red line) and the intrinsic mean (solid blue line).
Furthermore, the “blue edge” of the apparent color distribution is
more squashed.
3.6. Global Posterior Probability Density
The unknown parameters for each individual SN s are
Cs, A
s
V , and the hyperparameters of the populations of
intrinsic SN colors and dust are θ,ΣC , and τ . The data
for SN s are the measured peak apparent colors Os and
the spectral line velocity vs. If we have estimates for the
population hyperparameters, then the conditional poste-
rior probability of the intrinsic colors and dust extinction
for a single SN s, given these estimates and the data, is
proportional to the product of observed color likelihood,
the population distribution of intrinsic colors given the
velocity, and the population distribution of dust extinc-
tion:
P (Cs, A
s
V | θ,ΣC , τ ;Os, vs)
∝ N(Os|Cs +AsV γ(RV ),Ws)N(Cs|µC(vs; θ),ΣC)
× Expon(AsV | τ).
(12)
To jointly estimate the intrinsic colors and dust extinc-
tions of the individual SNe Ia in the full sample, together
with the population hyperparameters, we use the global
posterior probability density. The full posterior proba-
bility is proportional to the product of NSN likelihoods
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Fig. 8.— A directed acyclic graph describing the hierarchical
Bayesian model for colors and spectroscopic velocities. The open
boxes represent the unknown parameters of individual supenovae
(the dust extinction As
V
and intrinsic colors Cs) and the unknown
hyperparameters of the SN Ia population (θ,ΣC) and the dust
population (τ). The shaded boxes represent the measured data:
the spectroscopic velocity measurement vs and the observed colors
Os. The arrows represent links of conditional probability relating
the hyperparameters, parameters and the data (green: intrinsic
effects; red: dust effects; purple: measurement error).
times the hyperpriors.
P ({Cs, AsV }; θ,ΣC , τ | {Os, vs})
∝ P (τ,ΣC , θ)
NSN∏
s=1
[
N(Os|Cs +AsV γ(RV ),Ws)
×N(Cs|µC(vs; θ),ΣC) Expon(AsV | τ)
]
(13)
This is the objective function from which all probabilis-
tic inferences with the hierarchical model are computed.
In Appendix B, we present a Gibbs sampling algorithm
to generate an MCMC chain of samples from this poste-
rior probability density. These chains are then used to
compute posterior estimates of all parameters and hyper-
parameters. The samples are also used to compute the
deviance information criterion (DIC), as described in Ap-
pendix C, to compare different models for the intrinsic
color-velocity function.
Our hierarchical Bayesian model can be expressed vi-
sually using a probabilistic graphical model known as
a directed acyclic graph (DAG). Graphical models were
first used to express hierarchical Bayesian inference with
SNe Ia by Mandel et al. (2009, 2011). A DAG for a con-
ceptually similar hierarchical model for stellar colors and
dust extinction was recently presented by Foster et al.
(2013). Figure 8 describes how the unknown parameters
of individual SNe Ia (labelled by index s) and the hyper-
parameters of the dust and SN Ia populations are related
to the measured supernova data.
4. SIMULATIONS
In this section, we demonstrate and validate our
method with simulated data, for which the true hyperpa-
rameters are selected and known. We begin each simula-
tion by sampling Si II velocities from a non-Gaussian dis-
tribution, {vs} ∼ PV (v), and then use a chosen intrinsic
color-velocity model, together with an exponential dust
distribution and assumed measurement errors to gener-
ate observed colors {Os}, using Eqs. 2 and 3. Concep-
tually, we are sampling forward through the graphical
model in Figure 8 to generate the data. For each SN
s in a sample of NSN objects, nC = 3 colors are ob-
served (B − V,B −R,B − I). For the true residual cor-
relation matrix and the residual variances, we assumed
σC = (0.02, 0.03, 0.03) mag and
RC =
(
1 0.5 −0.6
0.5 1 −0.6
−0.6 −0.6 1
)
(14)
and constructed the true residual covariance matrix as
ΣC = diag(σC)RC diag(σC). For the average extinction
of the exponential dust distribution, we assumed 〈AV 〉 =
τ = 0.3 mag, and RV = 2.5 for a CCM dust law. The
measurement error standard deviation for each observed
color was assumed to be 0.04 mag, which was typical
for our actual color data. The measurement covariance
matrixWs encoded a 50% measurement error correlation
between each pair of colors. These values were chosen to
be similar to those we ultimately found from fitting the
real data. The size of the simulated samples (NSN = 79)
is the size of our real SN Ia sample.
For the simulations, we know the true form of the in-
trinsic colors-velocity function µC(v; θ) in the model that
generated the data. When applying the method to real
data, we will not know which relation to use; indeed the
model can be fit for any chosen form. We proceed by
fitting a small set of simple functional forms, and then
use the DIC (Appendix C) to choose the model that best
negotiates the trade-off between model fit and complex-
ity. Differences in DIC greater than 2 represent positive
support for the model with the lower numerical value,
and differences greater than 6 represent strong support
for that model. We test this approach on the simulated
data, trying a few models, as if we did not know the true
model that generated the data. For each simulation, we
run the MCRC sampler (Appendix B) to fit the simu-
lated {Os, vs} data, assuming these different models for
the mean intrinsic colors-velocity function:
1. Constant (Gaussian). This assumes there is no
mean trend of the intrinsic colors versus ejecta ve-
locity, i.e. the mean intrinsic colors are constant
µC(v) = c0. Hence, the marginal intrinsic color
distributions are Gaussian.
2. Linear, as in Eq. 4. The mean intrinsic colors are
a linear function of the velocity.
3. Step function, as in Eq. 8, with the division be-
tween high and normal ejecta velocities set a priori
at v0 = −11, 800 km s−1.
4. Quadratic, a polynomial of order p = 2 (Eq. 7).
For each model, we sample the global posterior density
of all the parameters and hyperparameters conditional
on the simulated dataset. We use the MCMC samples
to compute the DIC (Appendix C) using the marginal
likelihood (Appendix A) for each model. Selecting the
model with the lowest DIC, we examine the posterior
estimates of the hyperparameters. We check the selected
model and the estimates against the true model and true
13
hyperparameters originally used to generated the data to
validate our method.
In each of the following three scenarios, we illustrate
our methodology using a single random realization of
simulated data. For each scenario, we have additionally
simulated 9 other datasets (not shown) with the same
parameters and computed DIC for the various models
applied to each simulation in the same manner. We tab-
ulate ∆DIC, the mean ∆DIC averaged over the 10 simu-
lations, to show that, over different random realizations
of the data, the information criterion consistently selects
the correct model underlying the simulated data.
4.1. Bimodal ejecta velocity distribution with step
function
We simulate a scenario in which SNe Ia are comprised
of two populations with distinct expansion velocities and
intrinsic colors. We generate a sample of velocities v from
a bivariate Gaussian distribution
P (v) = 0.5N(v|µ1, σ2v) + 0.5N(v|µ2, σ2v) (15)
truncated to −14, 900 km s−1 > v > −9, 100 km s−1.
This is an equal-weighted mixture of two Gaussians, one
centered at µ1 = −13, 000 km s−1 and one centered at
µ2 = −11, 000 km s−1, both with standard deviation of
σv = 500 km s
−1. This distribution does not reflect the
actual velocity data (Fig. 1), which is unimodal. Our
model can be used for any distribution of velocities; this
example is for illustrative purposes.
We assumed a step function for the mean intrin-
sic color-velocity function µC(v; θHV, θNV) with θHV =
(−0.04,−0.06,−0.40) mag for the mean intrinsic colors
for high velocity SNe Ia (|v| > 11, 800 km s−1), and
θHV = (−0.10,−0.15,−0.45) mag for the normal veloc-
ity SNe Ia (|v| < 11, 800 km s−1). These color differences
are quantitatively the same as those we will find when
fitting the step model to the actual data (§5.4). The
observed colors were generated by adding random dust
reddening and measurement error. The joint distribu-
tion of intrinsic colors, observed colors and velocities of
the simulated sample is shown in Fig. 9 along with the
intrinsic color locus for each color.
We ran the MCRC sampler to estimate the unknown
parameters, and to compute the DIC, inputting only the
observable data {Os, vs} of the SN Ia sample, and assum-
ing RV = 2.5. Trace plots of the Markov chain projected
along particular parameters (Fig. 10) show that it con-
verges quickly to the posterior distribution.
Table 2 shows the information criteria calculations.
The models that allow intrinsic-velocity trends are
clearly favored and the constant-Gaussian model is
strongly disfavored (∆DIC < −13). The model with the
lowest value of DIC is the step function model with a dif-
ference in DIC (relative to constant) of −23.5. The DIC
of this model is also much better than those of the linear
model and the more complex quadratic model. Hence,
we find the reassuring result that the model with the
lowest value of DIC coincides with the true model that
generated the simulated data.
Within the step function model, we check that the true
values of the hyperparameters τ, θ = (θHV, θNV), and
ΣC are recovered within the uncertainties of the poste-
rior. In particular, the mean intrinsic colors θ for each
TABLE 2
Information Criteria for Bimodal-Step Simulation
Model Dˆ 〈D〉 pD DIC ∆DIC
a ∆DICb
Constant -462.0 -453.9 8.1 -445.8 0.0 0.0
Linear -481.2 -470.5 10.7 -459.8 -14.0 -17.6
Step -490.9 -480.1 10.8 -469.3 -23.5 -22.3
Quadratic -486.6 -472.9 13.8 -459.1 -13.3 -13.1
Note. — For a single simulation, Dˆ is the deviance at the
posterior mean, 〈D〉 is the posterior mean of the deviance,
pD is the effective number of hyperparameters, and DIC is
the deviance information criterion. See §C for details. The
first five numerical columns refer to the simulated dataset
in Fig. 9, described in §4.1.
a Difference in DIC relative to constant-Gaussian.
b ∆DIC averaged over 10 simulations generated from the
same model.
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Fig. 9.— The joint distribution of intrinsic colors, observed col-
ors and velocities along with the intrinsic color locus for each color
for the bimodal-step simulation (§4.1). This simulation assumes
a bimodal distribution of velocities (a mixture of two Gaussians),
with a step function dependence of the mean intrinsic colors on ve-
locities (black solid line) with some intrinsic scatter (black dashed
lines). The observed colors (red points) are generated from the
true intrinsic colors (blue points) by adding reddening due to
dust extinction randomly drawn from an exponential distribution,
AV ∼ Expon(τ = 0.3 mag), and by adding random measurement
error.
velocity group are recovered. We computed the posterior
mean and standard deviations for the mean intrinsic col-
ors using the Markov chains. For the simulation shown
in Fig. 9, they were θˆHV = (−0.024 ± 0.011,−0.053±
0.015,−0.368±0.020) mag for the HV group and θˆNV =
(−0.105± 0.011,−0.160± 0.015,−0.431± 0.020) mag for
the NV group. The estimated average dust extinction of
the population was τˆ = 0.29± 0.04 mag.
4.2. Gamma velocity distribution with
Constant-Gaussian Intrinsic Colors Model
In this simulation, we generate a sample of ejecta ve-
locities v from the distribution of
v/(1000 km s−1) = −9− Γ4.83,0.54 (16)
truncated to −14, 900 km s−1 < v < −9, 100 km s−1.
This is the same gamma distribution that best fits the
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Fig. 10.— Trace plot for a run of MCRC for 1000 cycles with
three independent chains. The current values of all parameters
were recorded every 10 cycles. Each color represents a different
chain, and each panel represents a different dimension of each chain
corresponding to a particular scalar parameter. The parameters
are: (top left) The mean intrinsic B − V color for HV SNe Ia,
(top right) the mean intrinsic B−V color for NV SNe Ia, (bottom
left) the residual standard deviation of the intrinsic B − V around
the mean trend, and (bottom right) the average extinction of the
exponential dust distribution. The chains converge rapidly to the
posterior distribution, and the initial portions of each chain are
discarded as “burn-in” before analysis.
actual velocity data (Fig. 1). We assumed the constant-
Gaussian model in which the population of intrinsic col-
ors has a joint Gaussian distribution with zero trend with
ejecta velocity. For the mean intrinsic colors, we assumed
c0 = (−0.09,−0.12,−0.44) mag for (B−V,B−R,B−I),
respectively. These values are those that we will find
when fitting the constant-Gaussian model to the actual
color-velocity data (§5.2). The joint distribution of in-
trinsic colors, observed colors and velocities of the simu-
lated sample is shown in Fig. 11 along with the intrinsic
color locus for each color.
Using only the simulated data {Os, vs} of the SN Ia
sample, and assumingRV = 2.5, we ran theMCRC sam-
pler for each model to estimate the unknown parameters
and compute the information criteria. Table 3 shows the
resulting DIC for the various models. The estimate of the
deviance (Dˆ) decreases with model complexity, indicat-
ing that the data appear more likely under the more com-
plex models. However, the DIC penalizes the deviance
by the effective number of parameters, a measure of the
model complexity. The model with the lowest DIC is the
constant-Gaussian, which is the true model that gener-
ated the data. The other models that allow for trends
with velocity are disfavored with ∆DIC & 3 relative to
the simplest model. This indicates that the fits achieved
with the more complex models are not significantly bet-
ter compared to the added complexity. Within the
constant-Gaussian model, we checked that the inferred
mean intrinsic colors were consistent with the true val-
ues used to generated the data. The posterior means and
standard deviations computed from the Markov chains
were cˆ0 = (−0.079±0.008,−0.123±0.011,−0.439±0.014)
mag. The estimated average dust extinction was τˆ =
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Fig. 11.— The joint distribution of intrinsic colors, observed
colors and velocities along with the intrinsic color locus for each
color for the gamma-constant simulation (§4.2). This simulation
assumes a gamma distribution of velocities, and constant mean
intrinsic colors independent from velocities (black solid line), with
some intrinsic scatter (black dashed lines). The observed colors
(red points) are generated from the intrinsic colors (blue points)
by adding reddening due to a random dust extinction drawn from
an exponential distribution, AV ∼ Expon(τ = 0.3 mag), and by
adding random measurement error.
TABLE 3
Information Criteria for Gamma-Constant Simulation
Model Dˆ 〈D〉 pD DIC ∆DIC
a ∆DICb
Constant -544.2 -536.0 8.2 -527.8 0.0 0.0
Linear -545.8 -534.8 11.0 -523.9 +3.9 +2.6
Step -545.9 -535.0 11.0 -524.0 +3.8 +2.9
Quadratic -548.7 -534.6 14.0 -520.6 +7.2 +5.1
Note. — See §C for details. The first five numerical
columns refer to the simulated dataset in Fig. 11, described
in §4.2.
a Difference in DIC relative to constant-Gaussian.
b ∆DIC averaged over 10 simulations generated from the
same model.
0.28± 0.04 mag.
4.3. Gamma velocity distribution with a linear model
We generated a sample of ejecta velocities from the
same gamma distribution, Eq. 16, that fits the actual
velocity data (Fig. 1). We assumed a linear form (§3.1)
for the intrinsic-color velocity relation. For the true mean
intercepts at v0 = −11, 800 km s−1, we assumed c0 =
(−0.08,−0.11,−0.43)mag for each of the intrinsic colors.
The assumed true slopes were b = (−0.02,−0.03,−0.01)
mag per 1000 km s−1. These values are the same as those
we will find when fitting the linear model to the actual
color-velocity data (§5.3). The joint distribution of the
sample of intrinsic colors, observed colors and velocities
is shown in Fig. 12 along with the intrinsic color locus
for each color.
Using only the observable data {Os, vs} for the sim-
ulated SN Ia sample, and assuming RV = 2.5, we ran
the MCRC sampler to estimate the unknown parame-
ters and compute the information criteria. Table 4 shows
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Fig. 12.— The joint distribution of intrinsic colors, observed
colors and velocities along with the intrinsic color locus for each
color for the gamma-linear simulation (§4.3). This simulation as-
sumes a gamma distribution of velocities, and linear dependence
of the mean intrinsic colors on velocities (black solid lines) with
some intrinsic scatter (black dashed lines). The observed colors
(red points) are generated from the intrinsic colors (blue points)
by adding reddening due to a random dust extinction drawn from
an exponential distribution, AV ∼ Expon(τ = 0.3 mag), and by
adding random measurement error.
TABLE 4
Information Criteria for Gamma-Linear Simulation
Model Dˆ 〈D〉 pD DIC ∆DIC
a ∆DICb
Constant -484.2 -476.2 8.1 -468.1 0.0 0.0
Linear -501.4 -490.2 11.2 -479.0 -10.9 -13.5
Step -496.4 -485.5 10.9 -474.5 -6.4 -8.2
Quadratic -503.1 -489.2 13.9 -475.3 -7.2 -9.8
Note. — See §C for details. The first five numerical
columns refer to the simulated dataset in Fig. 12, described
in §4.3.
a Difference in DIC relative to constant-Gaussian.
b ∆DIC averaged over 10 simulations generated from the
same model.
the resulting DIC for the various models. The constant-
Gaussian model with no intrinsic color-velocity trend has
the highest DIC value and is clearly disfavored. The lin-
ear model has the lowest DIC value by a large margin,
and also has a clearly better DIC than the most com-
plex model (quadratic). Once again, the model with the
lowest DIC value coincides with the true model that gen-
erated the data.
Within the linear model, we check that the true val-
ues of the hyperparameters τ, θ = (c0, b), and ΣC are
recovered within the uncertainties of the posterior. In
particular, the intercepts c0 and slope of intrinsic colors
versus velocity b, are recovered. The posterior mean and
standard deviations computed from the Markov chains
were bˆ = (−0.026±0.008,−0.038±0.011,−0.019±0.014)
mag per 103 km s−1 for the slopes, and cˆ0 = (−0.073±
0.008,−0.090±0.010,=−0.405±0.014)mag for the inter-
cepts. The inferred population average dust extinction
was τˆ = 0.27± 0.03 mag.
TABLE 5
Information Criteria for Nearby
Color-Velocity Sample
Model Dˆ 〈D〉 pD DIC ∆DIC
a
Constant -530.0 -522.4 7.7 -514.7 0.0
Linear -546.8 -536.5 10.3 -526.2 -11.5
Step -546.3 -535.8 10.5 -525.2 -10.5
Quadratic -550.9 -537.3 13.6 -523.7 -9.0
Cubic -552.1 -536.0 16.1 -519.9 -5.2
Note. — See §C for details.
a Difference in DIC relative to constant-Gaussian.
5. APPLICATION TO DATA
We apply our statistical method to the observed colors
and velocity data set of 79 nearby SNe Ia described in §2.
We analyze this data set using our statistical model and
Gibbs sampler to estimate the unknown parameters and
hyperparameters. The inputs to the MCRC code (Ap-
pendix B) were the velocities {vs}, the observed peak
optical colors {Os = (B − V,B − R,B − I)}, and their
estimation uncertainties, {Ws}. For the dust redden-
ing law we assumed a CCM law (Cardelli et al. 1989)
with the coefficients from Jha et al. (2007). We adopted
the value RV = 2.5, as found by Foley & Kasen (2011).
Although changing RV modifies the dust extinction esti-
mates and the average dust extinction of the population,
the results for the intrinsic properties were not very sen-
sitive to this. This is because the intrinsic color locus is
mainly anchored by SNe Ia with the lowest dust extinc-
tion, for which the dust reddening corrections are small
and insensitive to RV . We fit each model by running the
Gibbs sampler for 2 × 104 cycles, recording every 10th
sample. We used the MCMC samples to compute the
DIC (as described in Appendix C) for model comparison
between different models.
5.1. Model Comparison using DIC
We fit the data set with the constant-Gaussian, Lin-
ear, Step, Quadratic, and Cubic (polynomials of or-
der p = 3, c.f. §3.2.1) models for the mean intrinsic colors
vs. velocity function µC(v). We examined the deviance
information criteria computed from the model fits to the
data (Table 5). The DIC values are compared against
the baseline constant-Gaussian model with a constant
mean intrinsic color versus velocity. Information crite-
rion differences greater than 2 represent positive support
for the model with the lower numerical value, and differ-
ences greater than 6 represent strong support. The more
complex models have lower deviance Dˆ values, indicating
that the observed data have a higher probability under
these models. However, after penalizing by the effective
number of parameters, the DIC reaches a minimum and
then increases with model complexity. Models with non-
constant trends are strongly favored over the constant-
Gaussian model. The most favored model under DIC is
Linear with ∆DIC = −11.5, but it is only marginally
better than Step. The DIC increases for Quadratic
and Cubic, suggesting that these more complex models
are not supported by the current data. We describe the
fits for the constant-Gaussian model, and our two best
models (Linear and Step) under DIC.
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Fig. 13.— Fit of the constant-Gaussian intrinsic color model to
the apparent color data. The red points are the measured appar-
ent colors and Si II velocities. The black solid lines indicate the
inferred mean intrinsic colors for the population, and the dashed
lines indicate plus or minus one standard deviation of the popula-
tion. The blue points indicate the inferred intrinsic colors for each
individual SN Ia.
5.2. Application of Gaussian Intrinsic Color Model
We fit the constant-Gaussian model for the intrinsic
color distribution that ignores the Si II velocity informa-
tion. This model assumes that the joint population dis-
tribution of the intrinsic colors is multivariate Gaussian
(also implying that the marginal population distribution
of each color is univariate Gaussian). The mean function
µC(v; θ) = c0 assumes no trend with velocity v. The
result of this fit is depicted in Fig. 13. From the poste-
rior density, we estimate the hyperparamters governing
the SN Ia and dust population distributions. The pop-
ulation mean extinction was estimated: τˆ = 0.35± 0.04
mag. Table 6 lists the posterior estimates of the popula-
tion mean intrinsic colors and standard deviations.
By comparing the apparent color measurements (red
dots) with the inferred intrinsic color distribution (black
lines), one can see that for B − V and B − R, at nor-
mal absolute velocities |v| < 11, 800 km s−1, there are
SNe with peak apparent colors both below and above
the inferred mean intrinsic value. However, at high ab-
solute velocities |v| > 11, 800 km s−1, there are only SNe
with peak apparent colors at or redder than the inferred
mean intrinsic value. Similarly, at low absolute veloci-
ties, there are more SNe with inferred intrinsic B − V
and B − R colors (blue) less than the population mean
(black solid line), while at high absolute velocities, there
are more with intrinsic colors greater than the popula-
tion mean. These are clues that a model with an intrinsic
color-velocity trend would describe the data better.
5.3. Application of Linear Model
We fit the Linear model of §3.1 assuming RV = 2.5.
The data and posterior inferred intrinsic colors and color
loci are shown in Fig. 14. Posterior estimates of the
hyperparameters are summarized in Table 7. The pos-
terior estimate of the population average dust extinction
was τˆ = 0.35± 0.04 mag. The marginal posterior densi-
TABLE 6
Estimates of constant-Gaussian Model
Hyperparameters
B − V B −R B − I
c0 −0.086± 0.008 −0.12± 0.01 −0.44± 0.02
σC 0.027± 0.007 0.04± 0.01 0.02± 0.01
Note. — The mean intrinsic color at all ve-
locities is c0. The intrinsic color scatter is σC .
Numbers are the posterior means and standard
deviations of each parameter in units of magni-
tude.
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Fig. 14.— The apparent colors and velocity data are shown (red
points), along with posterior inferences from the application of the
linear model. The blue points are the marginal posterior means
for each of the intrinsic colors of each SN Ia. The black solid line
represents the conditional mean intrinsic color-velocity function
µC(v; θ) using the posterior mean estimates of the hyperparam-
eters θ = {c0, b}. The black dashed lines indicate the residual
intrinsic scatter about the mean relation.
ties of the slopes in each color are shown in the top row
of Fig. 15 as histograms of the MCMC samples. The
slopes are generally negative, so that SNe Ia with more
negative velocities (and higher absolute velocities) tend
to be intrinsically redder (positive color). For each slope,
we show the posterior mean and standard deviation, as
well as the tail probability that the slope is greater than
zero. The most significant results are that the slopes of
intrinsic color versus velocity are bˆ = −0.021± 0.006 for
B − V , and bˆ = −0.030± 0.009 mag per 103 km s−1 for
B−R. The B−I slope is not significantly different from
zero, and its posterior variance is the largest of the three
colors. A larger data set may help determine if there is
a real velocity effect in B − I.
The MCRC code also computes the posterior esti-
mates of the residual intrinsic color correlation matrix.
The mean and standard deviations of each residual cor-
relation were
RˆC =
(
1 0.5± 0.3 −0.5± 0.4
0.5± 0.3 1 −0.5± 0.4
−0.5± 0.4 −0.5± 0.4 1
)
. (17)
17
−0.05−0.025 0 0.025
Po
st
er
io
r P
D
F B−VLinear
P(b > 0) = 10−3
Slope b
−0.05−0.025 0 0.025
B−RLinear
P(b > 0) = 10−3
Slope b
−0.05−0.025 0 0.025
B−ILinear
P(b > 0) = 0.14
Slope b
0 0.1 0.2
Po
st
er
io
r P
D
F B−VStep
P(∆θ < 0) = 2×10−4
∆ θ = θ(HV) − θ(NV)
0 0.1 0.2
B−RStep
P(∆θ < 0) < 10−4
∆ θ = θ(HV) − θ(NV)
0 0.1 0.2
B−IStep
P(∆θ < 0) = 0.03
∆ θ = θ(HV) − θ(NV)
Fig. 15.— (Top row) Marginal posterior probability densities
of the slopes b (in units of mag (103 km s−1)−1) of the linear
intrinsic colors-velocity model applied to the data. Each posterior
density is normalized to integrate to one, so that more precise,
narrow posterior pdfs are taller. The vertical lines indicate zero
slope. We also indicate the posterior probability in the right tail
ptail = P (b > 0). The slopes of the intrinsic B−V and B−R colors
versus velocity are most significantly different from zero. The slope
of intrinsic B−I color versus velocity is not statistically significant.
(Bottom row) Marginal posterior probability of the mean intrinsic
color difference between HV and NV SNe Ia, ∆θ = θHV − θNV
(in units of mag), under the Step intrinsic colors-velocity model
applied to the data. The vertical lines indicate zero intrinsic color
offset. We also indicate the posterior probability in the left tail
ptail = P (∆θ < 0). The intrinsic color offsets are most significant
in B − V and B −R, whereas the offset in B − I is marginal.
TABLE 7
Estimates of Linear Model Hyperparameters
B − V B − R B − I
c0 −0.078 ± 0.008 −0.11± 0.01 −0.43± 0.02
b −0.021 ± 0.006 −0.030± 0.009 −0.013± 0.012
ptail 0.001 0.001 0.14
σC 0.020 ± 0.006 0.03 ± 0.01 0.03± 0.01
Note. — The mean intrinsic color at v0 =
−11, 800 km s−1 is c0 in units of mag. The slope is b
in units of mag per 103 km s−1. The residual intrinsic
color scatter is σC . Numbers are the posterior means
and standard deviations of each parameter, except for
the tail probability ptail = P (b > 0).
The residual intrinsic correlations were not strongly con-
strained, and together have a complex joint uncertainty,
owing to the positive-definiteness of correlation matrices.
To test the sensitivity to the dust reddening law, we
alternatively fitted the data assuming RV = 1.7. The
posterior results for the intrinsic color locus versus ve-
locity were not substantially changed. The intercepts
c0 changed by less than 1σ, while the slopes changed
by ≈ 0.001. The estimate of the average dust ex-
tinction changed to τˆ = 0.25 ± 0.03. We also fitted
the data using other color combinations, specifically,
(B − V, V − R, V − I) and (B − V, V − R,R − I), to
examine possible velocity trends with other colors. We
did not find slopes significantly different from zero for
V −R, V − I or R− I with either RV = 1.7 or RV = 2.5.
5.4. Application of Step Function Model
Next, we fit the Step model of §3.2.2 to the data, as-
suming RV = 2.5 and a break at v0 = −11, 800 km s−1,
between the NV and HV groups. The data and posterior
estimates of intrinsic colors and color loci are shown in
Fig. 16. The posterior estimate of the population aver-
age dust extinction was τˆ = 0.33±0.04 mag. The hyper-
parameters estimates are summarized in Table f8. The
marginal posterior densities of the mean intrinsic color
offsets between the HV and NV SNe Ia, ∆θ = θHV −θNV
are shown in the bottom row of Fig. 15.
The most significant results are that the mean intrin-
sic color differences between the two velocity groups are
∆θ = 0.06± 0.02 mag for B−V and 0.09± 0.02 mag for
B−R, such that the intrinsic colors of the HV group are
redder (more positive). The intrinsic color difference in
B − I is intriguing but of lower significance. The uncer-
tainty of ∆θ is the largest in B − I, so more data may
help ascertain if the velocity effect in this color is real.
The inferred values of the mean intrinsic colors at nor-
mal velocities θNV in Table 8 are bluer (more negative)
than mean intrinsic colors c0 found by fitting the con-
stant-Gaussian model (§5.2) at all velocities. The in-
ferred values of θHV are redder (more positive) than the
mean intrinsic colors in the constant-Gaussian model.
However, the θNV under the Stepmodel are much closer
to the c0 under the constant-Gaussian model. This
is because the majority of SNe are in the NV group,
and hence the estimation of the global mean intrinsic
colors c0 is weighted more towards the intrinsic colors
of the NV SNe Ia. Thus, relative to the Step model,
the global mean intrinsic colors c0 of the constant-
Gaussian model will tend to underestimate the intrinsic
colors (too blue) for HV objects much more than they
overestimate the intrinsic colors (too red) for NV objects.
Fig. 16 shows that, in just the NV group, there appears
to be more SNe with inferred intrinsic B−V and B−R
colors below the NV mean at low velocities, and more
SNe with intrinsic colors greater than the NV mean at
moderate velocities. This is suggestive of a trend within
just the NV velocity group.
We also fitted the data using other color combinations,
specifically, (B−V, V −R, V −I) and (B−V, V −R,R−I),
to examine possible velocity trends with other colors. For
V − R, we find a small mean intrinsic color difference
of 0.03 ± 0.01 between the HV and NV groups. The
mean intrinsic color differences in V − I and R− I were
consistent with zero.
5.5. Implied Population Distributions of Intrinsic
Colors
If it is assumed that there is no trend with ejecta ve-
locity, then the intrinsic color distribution implied by
the fitted model is Gaussian by default and is simply
described by the estimated hyperparameters, the popu-
lation means c0 and standard deviations σC , as given
in Table 6. For example, in B − V , the implied intrin-
sic color distribution is a Gaussian with a mean color
of −0.09 mag and a standard deviation of 0.03 mag. In
B−R, the population mean intrinsic color is −0.12 mag
and the population standard deviation is 0.04 mag.
However, we have found statistically significant non-
constant trends of SN Ia intrinsic colors with ejecta ve-
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Fig. 16.— The apparent colors and velocity data are shown (red
points), along with posterior inferences from the application of the
step model. The blue points are the marginal posterior means for
each of the intrinsic colors of each SN Ia. The black solid line
represents the conditional mean intrinsic color-velocity function
µC(v; θ) using the posterior mean estimates of the hyperparame-
ters θ = {θHV, θLV}.
TABLE 8
Estimates of Step Model Hyperparameters
B − V B − R B − I
θNV −0.10± 0.01 −0.15± 0.01 −0.45± 0.02
θHV −0.04± 0.01 −0.06± 0.02 −0.39± 0.03
∆θ 0.06± 0.02 0.09± 0.02 0.06± 0.03
ptail 2× 10
−4 < 10−4 0.03
σC 0.021 ± 0.006 0.03± 0.01 0.03± 0.01
Note. — The mean intrinsic color of normal
velocity SN Ia is θNV. The mean intrinsic color
of high velocity SN Ia is θHV. The intrinsic color
offset is ∆θ ≡ θHV − θNV. The residual intrinsic
color scatter is σC . Numbers are the posterior
means and standard deviations of each param-
eter in units of magnitude, except for the tail
probability ptail = P (∆θ < 0).
locity, particularly for B − V and B −R. As illustrated
in Figures 3 and 4, the non-Gaussian Si II velocity distri-
bution (Fig. 1), with a long tail towards higher absolute
velocities, together with a significant non-constant mean
intrinsic color-velocity relation will generically imply a
non-Gaussian marginal intrinsic color distribution. With
the posterior estimates of the hyperparameters θ,ΣC
governing the intrinsic color-velocity relation, we can
compute the implied marginal intrinsic color distribu-
tion using Eq. 10 to marginalize over the empirical dis-
tribution of the ejecta velocities, shown in Fig. 1. This
is easily accomplished by Monte Carlo sampling: sam-
ple a random velocity vi from the empirical velocity dis-
tribution, and generate a random set of intrinsic colors
Ci ∼ N [µC(vi; θ),ΣC ], using the posterior mean esti-
mates of the hyperparameters θ,ΣC . In this way, we
generate a large number of samples {Ci} from the in-
trinsic color population distribution P (C| θ,ΣC) in Eq.
10. Kernel density estimation on the samples computes
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Fig. 17.— The intrinsic color population distributions implied
by the fitted Linear model. These are computed using Eq. 10 and
the empirical distribution of the ejecta velocities (Fig. 1). (bottom
left) The joint population distribution of intrinsic B−V and B−R
colors, showing the mode, and the 68% and 95% contours in black.
(top left) The marginal intrinsic color population distribution in
B − V (black). (bottom right) The marginal intrinsic color popu-
lation distribution of B−R (black). The long tails towards redder
values of intrinsic color result in positive skewness. The vertical
dashed lines indicate the marginal modes. The red curves indicate
the best-fit split-Normal approximation to the marginal distribu-
tions (Eq. 1), and the widths of the left and right half-Gaussians
are σ
−
and σ+.
the probability densities shown in Figs. 17 and 18.
For the linear model, the implied intrinsic dis-
tributions, both joint and marginal, for B − V and
B − R are shown in Fig. 17. The (mean,
mode, standard deviation) for each marginal distribu-
tion are (−0.082,−0.090, 0.031) mag for B − V and
(−0.12,−0.126, 0.047) mag for B − R. The non-
Gaussianity of the velocity distribution, together with
the linear intrinsic color-velocity relation, give rise to
a longer tail at redder (positive) values of each color.
Whereas a Gaussian distribution is symmetric and has
zero skewness, the B − V and B − R intrinsic distribu-
tions have skewness of 0.29 and 0.26, respectively. The
skewness of the implied intrinsic color distribution is
a function of the hyperparameters s = s(θ,ΣC). We
can compute the posterior distribution of the skewness,
P (s(θ,ΣC)|{Os, vs}), by using the MCMC samples of
the hyperparameters, θi,ΣiC as draws from the poste-
rior distribution P (θ,ΣC |{Os, vs}). Using 103 random
MCMC draws, we compute the posterior probability of
positive skewness, P (s > 0) = (0.988, 0.998, 0.811) for
B − V , B −R, and B − I, respectively.
Under the linear model, the marginal intrinsic color
population distributions have no simple analytic form
and we have computed them numerically. We can ap-
proximate each marginal pdf by fitting a split-Normal
density, SN (µ˜, σ−, σ+) (Eq. 1) to our Monte Carlo sam-
ples {Ci} ∼ P (C| θ,ΣC). For B − V , the best-fitting
split-Normal approximation has parameters µ˜ = −0.0916
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Fig. 18.— The intrinsic color population distributions implied
by the fitted Step function model. These are computed using
Eq. 10 and the empirical distribution of the ejecta velocities (Fig.
1). (bottom left) The joint population distribution of intrinsic
B−V and B−R colors, showing the mode, and the 68% and 95%
contours in black. (top left) The marginal intrinsic color population
distribution inB−V (black). (bottom right) The marginal intrinsic
color population distribution of B − R (black). The asymmetries
in the intrinsic color distributions result in positive skewness. The
vertical dashed lines indicate the marginal modes.
mag, σ− = 0.0247 mag, and σ+ = 0.0369 mag. For
B−R, we find µ˜ = −0.1323 mag, σ− = 0.0387 mag, and
σ+ = 0.0546 mag. These approximations accurately cap-
ture the skewness of the marginal intrinsic distributions
computed via Eq. 10. These analytic approximations are
shown as the red curves in Fig. 17, and may be useful
for simulating these intrinsic color distributions.
We repeat these calculations for the step function
model. The implied joint and marginal B − V and
B − R intrinsic color distributions under the posterior
mean estimates of θ,ΣC are shown in Fig. 18. The
(mean, mode, standard deviation) for each marginal dis-
tribution are (−0.077,−0.101, 0.036) mag for B−V and
(−0.113,−0.149, 0.055) mag for B−R. The marginal in-
trinsic color distributions have skewness of 0.22 and 0.21
forB−V and B−R, respectively. The posterior probabil-
ities of positive skewness P (s > 0) = (0.996, 0.998, 0.939)
for B − V , B −R, and B − I, respectively.
Under the step model, the marginal implied intrin-
sic color population distributions have a simple analytic
form as the mixture of two Gaussians:
P (C| θˆNV, θˆHV, σˆC , πˆNV) = πˆNVN(C| θˆNV, σˆ2C)
+ (1 − πˆNV)N(C| θˆHV, σˆ2C),
(18)
where the estimates (θˆNV, θˆHV, σˆC) are given in Table 8,
and πˆNV is the fraction of SNe Ia with normal velocities
|v| < 11, 800 km s−1. For this sample, πˆNV = 0.595.
With both linear and step function models, the implied
intrinsic distributions of B − V and B − R have statis-
tically significant skewness of about 0.2 to 0.3. This nu-
merically captures the non-Gaussianity implied in the in-
trinsic colors by the skewed velocity distribution and the
fitted intrinsic color-velocity relations. Relative to both
of these models, the fitted constant-Gaussian model with
zero skewness underestimates the probability of intrinsi-
cally red, high velocity objects. It also slightly under-
estimates the width (standard deviation) of the intrinsic
color distributions, but not significantly so.
5.6. Effect on Estimation of Intrinsic Colors and Host
Galaxy Dust Extinction of Individual SNe Ia
In this section, we illustrate the effect of the intrin-
sic color-velocity trend and the use of velocity measure-
ments to improve estimates of intrinsic colors and dust
extinction to individual SNe Ia. Using the SNe Ia with
color and velocity measurements as a training set, we
have trained statistical models that capture the intrin-
sic colors-velocity relations by estimating their popula-
tion hyperparameters. For a new SN with apparent color
and velocity measurements, we can use the trained model
to infer its velocity-dependent intrinsic colors and thus
the dust reddening. For a new SN with only apparent
color measurements and no velocity data, the population
color-velocity information is still useful. We can still use
the trained model’s non-Gaussian implied intrinsic colors
distribution (§5.5) to obtain a skewed posterior proba-
bility for its dust extinction that marginalizes over the
unknown specific velocity of the SN.
For each modelM (e.g. constant-Gaussian, Linear,
Step), we obtain estimates of the hyperparameters of the
dust population (τˆ ) and the intrinsic color population
(θˆ, ΣˆC) within that model by training on the full data
set of colors and velocity measurements. We calculate
the posterior mean estimates of these hyperparameters
using the MCMC samples from the global posterior, Eq.
13. Using these estimates, we can estimate the intrinsic
colors and dust extinction for any new supernova s with
measured colors and velocity by computing the poste-
rior P (Cs, A
s
V | θˆ, ΣˆC , τˆ ;Os, vs,M) using Eq. 125. If the
specific velocity vs of the individual SN is unobserved,
then we marginalize over the the unknown velocity using
the empirical distribution of velocities PV (v) (Fig. 1) to
get the posterior of Cs, A
s
V using only the apparent color
measurements:
P (Cs, A
s
V | θˆ, ΣˆC , τˆ ;Os,M)
=
∫
dv P (Cs, A
s
V | θˆ, ΣˆC , τˆ ;Os, v,M)PV (v).
(19)
In Figure 19, we demonstrate these inferences with
a particular object, SN 2002cs, with a high veloc-
ity v = −14, 030 km s−1 and moderate reddening.
Using the hyperparameters learned from the training
set with the constant-Gaussian model, we computed
P (Cs, A
s
V | θˆ, ΣˆC , τˆ ;Os,Constant). This is the same as
what one would obtain by also conditioning on the ve-
locity measurement, since the mean intrinsic colors are
independent of velocity in this model, so the specific ve-
locity of the SN is ignored. The posterior estimates of
the peak intrinsic B − V color and the host galaxy dust
extinction AV of this SN are shown in blue. Since this
5 For a more fully Bayesian approach, one could also average over
the posterior of the hyperparameters conditional on the training
set.
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model does not account for the intrinsic colors-velocity
trend, the inferred intrinsic colors are too blue (negative)
and the inferred AV is overestimated for this SN. For a
normal velocity SN, the estimate of the intrinsic colors
will tend to be too red (positive).
Next, we used the trained Linear model and com-
puted Eq. 19, conditioning on the specific apparent color
measurements, but not the velocity measurement of this
SN. This result is shown in black. In this case, the rele-
vant intrinsic color population distribution is that shown
in Fig. 17, obtained by integrating over the popula-
tion distribution of ejecta velocities. Because the lin-
ear model incorporates the population intrinsic colors-
velocity trend, the integration over the population distri-
bution of velocities results in a broad posterior probabil-
ity for (Cs, A
s
V ), given the apparent color measurement.
The posterior density of the specific intrinsic B−V color
of the SN is skewed towards redder (positive) values, to
account for the chance that the SN has a high velocity.
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Fig. 19.— The posterior density of the inferred intrinsic color
B − V and dust extinction given the data for high-velocity SN
2002cs under the trained constant-Gaussian or Linear models.
(bottom left) The mode, 68%, and 95% highest posterior den-
sity contours of the joint inference, (bottom right) The normal-
ized marginal posterior density for AV for this SN. (top left) The
normalized marginal posterior density of intrinsic B − V for this
SN. (blue) The constant-Gaussian model does not incorporate a
trend of intrinsic colors versus ejecta velocity, and tends to under-
estimate the intrinsic color and overestimate the host galaxy dust
extinction AV for this high-velocity SN. (black) The trained Lin-
ear model incorporates a trend between intrinsic colors and versus
ejecta velocity. If the specific velocity of this SN is not measured,
then conditioning only on the SN apparent colorsOs and marginal-
izing over its unknown velocity, the posterior probability density of
the intrinsic color and dust extinction is broad and skewed towards
redder (more positive) intrinsic color and lower dust extinction, to
account for population velocity distribution. (red) Conditioning on
both the measured ejecta velocity vs and the apparent colors Os
for this SN, using the trained Linear model, the posterior density
focuses on a solution with a red (more positive) intrinsic B − V
color and a lower extinction AV . The red and black pdfs are re-
lated through Eq. 19. The red pdf is the posterior evaluated at the
specific velocity of this SN. The black pdf is the result of marginal-
izing the red pdf evaluated over the empirical velocity distribution
of the SN Ia population, shown in Fig. 1. The measurement of the
ejecta velocity adds valuable information that increases the preci-
sion of the intrinsic color and dust estimate when used with the
trained Linear model, and corrects the error that would be in-
curred from using the constant-Gaussian model that ignores the
intrinsic color-velocity trends.
Consequently, the posterior density of the dust extinction
AV of the SN is skewed towards lower values. The joint
posterior of intrinsic color and dust extinction exhibits
an expected anti-correlation, reflecting the trade-off be-
tween the two effects. Under the assumption that the
Linear model is true, these posterior estimates of dust
extinction and intrinsic color, given the specific appar-
ent colors but without the specific velocity measurement,
will be correct on the average, with respect to the popu-
lation velocity distribution. However, this requires that
the specific velocity of the new SN can be considered a
random draw from the same population velocity distribu-
tion as the training set. Relative to these estimates, the
constant-Gaussian estimates are biased to bluer (more
negative) intrinsic colors and more dust extinction.
Using the Linear model, we next conditioned on both
the specific apparent colors and ejecta velocity of this
SN. We calculated P (Cs, A
s
V | θˆ, ΣˆC , τˆ ;Os, vs,Linear),
shown in red. The impact of the velocity information
is to make the posterior probability of (Cs, A
s
V ) more
sharply peaked upon values of the intrinsic color red-
der (more positive) than those of the overall population.
This is accounting for the intrinsic color-velocity trend
captured by the Linear model, in combination with the
actual velocity measurement for this SN. Furthermore,
the dust extinction AV estimate is consequently smaller
and more precise. Within the Linear model, the use
of both apparent color and velocity measurements for
this SN improves the precision (inverse variance) of the
intrinsic B − V color estimate by a factor of 2.4 and im-
proves the precision of the AV estimate by a factor of 1.7,
compared to using apparent colors alone (black). The
accuracies are also improved by using the velocity infor-
mation to adjust the estimate of the intrinsic colors and,
thus, the dust extinction. Relative to these estimates, the
constant-Gaussian model incurs an error of −0.06 mag
(too blue) in estimating the intrinsic B−V color, and an
error of +0.11 mag in the AV extinction estimate. Ignor-
ing velocity information, both of the population and of
the specific SN, results in a velocity-dependent system-
atic error in dust and intrinsic color estimates.
In Figure 20 we show the same calculations with the
same SN, but using the Step model. The posterior prob-
ability of (Cs, A
s
V ) for this SN under the constant-
Gaussian model is shown in blue. The estimate of intrin-
sic color is too blue (negative), and the dust extinction
AV is too large. In black, we compute Eq. 19, using
the trained Step model and conditioning on apparent
color measurements, but not the specific velocity, of this
SN. In the case that the specific velocity is unknown,
the relevant implied intrinsic color population distribu-
tion is the bimodal distribution shown in Fig. 18. This
is reflected in the posterior density for the individual su-
pernova parameters (Cs, A
s
V ). The posterior probability
of the intrinsic colors and dust extinction of this SN is
spread over two modes, corresponding to the possibilities
that the unknown specific velocity is high or normal. If
the Step model is true, these posterior estimates, given
the apparent colors but no velocity measurement, will
be correct on the average with respect to the population
velocity distribution. Relative to this posterior, the esti-
mates obtained with the constant-Gaussian model are
again biased to bluer (more negative) intrinsic colors and
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Fig. 20.— The posterior density of the inferred intrinsic color
B − V and dust extinction given the data for high-velocity SN
2002cs under the trained constant-Gaussian versus Step models.
(bottom left) The mode, 68%, and 95% highest posterior density
contours of the joint inference. (bottom right) The normalized
marginal posterior density for AV for this SN, (top left) The nor-
malized marginal posterior density of intrinsic B − V for this SN.
(blue) The constant-Gaussian model does not incorporate a trend
of intrinsic colors versus ejecta velocity, and tends to underestimate
the intrinsic color and overestimate the host galaxy dust extinc-
tion AV for this SN. (black) The trained Step model incorporates
a trend between intrinsic colors and versus ejecta velocity. If the
specific velocity of this SN is not measured, then conditioning only
on the SN apparent colors Os and marginalizing over its unknown
velocity, the posterior probability density of the intrinsic color and
dust extinction is broad and double peaked, to account for the pos-
sibilities that the SN has low ejecta velocity and is intrinsically red
with low extinction, or has high ejecta velocity and is intrinsically
blue with a large dust extinction. (red) Conditioning on both the
measured ejecta velocity vs and the apparent colors Os for this
SN, using the trained Step model, the posterior density focuses on
a solution with a red (more positive) intrinsic B − V color and a
lower extinction AV .
more dust extinction.
The posterior density conditioning on both the ap-
parent colors and the specific velocity measurement,
P (Cs, A
s
V | θˆ, ΣˆC , τˆ ;Os, vs,Step) is shown in red. The
velocity information improves the accuracy of the in-
ferences by concentrating the posterior probability on
the redder intrinsic color/lower dust extinction solution.
Within the Step model, the use of both apparent color
and velocity measurements for this SN improves the pre-
cision (inverse variance) of the intrinsic B − V color by
a factor of 3.2 and improves the precision of the AV es-
timate by a factor of 2.6, compared to using apparent
colors alone. Relative to these estimates, the constant-
Gaussian model incurs a velocity-dependent systematic
error of −0.05 mag (too blue) in estimating the intrin-
sic B − V color, and an error of +0.12 mag in the AV
extinction estimate.
5.7. Impact on Dust Extinction Estimates
We find statistically significant non-constant trends of
intrinsic color versus Si II ejecta velocity. Hence, a model
accounting for the color-velocity effect changes the esti-
mate of host galaxy dust extinction, relative to a model
that assumes zero trend. We examine and quantify these
corrections to the extinction by comparing the AV es-
timates from the linear and step models to those of
−16
−14
−12
−10
Linear versus Constant Mean Intrinsic Color
Si
 II
 v
el
ec
ity
 (1
03
 
km
/s
)
−0.12 −0.08 −0.04 0 0.04 0.080
10
20
30
N
um
be
r o
f S
N 
Ia
Change in AV Extinction Estimate
Fig. 21.— The change in the individual extinction estimates,
∆AV , as a function of ejecta velocity, from the constant-Gaussian
(constant mean intrinsic color) model to the Linear model. This
quantifies the error in AV incurred by ignoring velocity informa-
tion. At high absolute ejecta velocities, the constant-Gaussian
model underestimates the intrinsic colors (too blue), and overesti-
mates AV . The correction to AV is as negative as −0.11 mag.
At low absolute velocities, the constant-Gaussian model over-
estimates the intrinsic colors (too red), leading to corrections as
positive as +0.06 mag.
the constant-Gaussian model for the 79 SNe Ia in the
data set. Current analysis methods typically explicitly or
implicitly assume a Gaussian intrinsic color distribution
with a single mean color that is constant with respect
to expansion velocity. Comparing the AV estimates to
those obtained from this baseline model quantifies the
expected improvement from incorporating velocity infor-
mation. The AV estimates are obtained from the global
posterior density, Eq. 13, as part of the Gibbs sampling
routine (Appendix B).
In Figure 21, we compare the extinction estimates
obtained from the linear model (§5.3) to those
from the constant-Gaussian model (§5.2). For each
model, we compute the posterior marginal mode of
P (AsV |{Os, vs},Model) for each SN s, and show dif-
ferences ∆AsV in the modes between Linear and
constant-Gaussian. At high velocities, |v| >
11, 800 km s−1, the extinction estimate under Linear
is a smaller positive number than under constant-
Gaussian, because the intrinsic colors are inferred to
be redder under the Linear model. The ∆AsV esti-
mates quantify the systematic error in the extinction es-
timate incurred by ignoring velocity information. While
most of the ∆AV estimates cluster around zero, at high
ejecta velocities, the extinction correction is as negative
as ∆AV ≈ −0.11 mag, and at low ejecta velocities it is
as positive as ∆AV ≈ 0.06 mag. The (mean, median)
∆AV of the sample are (−0.013,−0.006) mag.
In Figure 22, we show the change in the extinction
estimates, ∆AV , from switching from the constant-
Gaussian intrinsic color model to the Step model. Be-
cause the step function model infers a redder mean in-
trinsic color for high velocity events, the extinction es-
timates for high velocity events are shifted to smaller
positive numbers. The mean intrinsic color for normal
velocity events (|v| < 11, 800 km s−1), however, is bluer
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Fig. 22.— The change in the individual extinction estimates,
∆AV , as a function of velocity, from the constant-Gaussian (con-
stant mean intrinsic color) model to the step function model. This
quantifies the error in AV incurred by ignoring velocity informa-
tion. At high absolute ejecta velocities, the constant-Gaussian
model underestimates the intrinsic colors (too blue), and overesti-
mates AV . The correction to AV is as negative as −0.12 mag.
At low absolute velocities, the constant-Gaussian model over-
estimates the intrinsic colors (too red), leading to corrections as
positive as +0.04 mag.
than the global mean intrinsic color using the constant-
Gaussian model, so the extinction estimates are larger
positive numbers. At high Si II ejecta velocities, the
extinction corrections have a distribution peaked near
∆AV ∼ −0.08 mag, whereas at normal velocities, they
have a distribution clustered around +0.02 mag. The
extinction correction is as negative as −0.11 mag or as
positive as 0.04 mag. The (mean, median) ∆AV of the
sample are (−0.024, 0.001) mag.
The extinction AV estimates within each model are
sensitive to the assumed value of RV controlling the dust
reddening law. Regardless of the model (constant-
Gaussian , Linear, or Step), the average AV extinction
was found to be τˆ = (0.25± 03, 0.35± 0.04, 0.40± 0.05)
mag for RV = (1.7, 2.5, 3.1), respectively. Hence, a typi-
cal extinction value will increase by a factor ≈ 1.14 going
from RV = 2.5 to RV = 3.1, or decrease by a factor of
≈ 0.71 going from RV = 2.5 to RV = 1.7. These factors
are not exactly equal to the ratios of the assumed RV
values because SN Ia spectra differ from stellar spectra
and the AV estimates rely not just on B − V colors but
also use information from B −R and B − I.
6. CONCLUSION
We have constructed a hierarchical Bayesian model to
estimate the relation between multiple peak intrinsic col-
ors of SNe Ia and their photospheric expansion velocities
measured from the Si II λ6355 absorption feature. We
model the distribution of the observed apparent colors,
conditional on the velocity measurement, as a probabilis-
tic combination of the intrinsic color locus, a dust red-
dening distribution and measurement error scatter. The
hyperparameters of the underlying distributions are de-
termined from the posterior density conditional on all
the SN Ia data. Bayesian inference with the hierarchical
model can be thought of as a probabilistic deconvolu-
tion of the data into the different sources of randomness
generating it. We developed and implemented a Gibbs
sampling code (Appendix B) to generate MCMC sam-
ples from the global posterior density of the unknowns
conditional on the data. The deviance information cri-
terion (DIC) (Appendix C) is computed to evaluate the
relative fits of models with different levels of complexity.
We used this model to analyze a dataset of 79 nearby
SNe Ia with BV RI light curves and Si II spectroscopic
ejecta velocity measurements.
The empirical distribution of Si II ejecta velocities (Fig.
1) is well described by a gamma distribution with a long
tail towards high absolute velocities, and a skewness of
0.6 ± 0.2. A simple analysis of the distributions of ap-
parent B − V and B − R colors of SNe Ia in the HV
and NV groups (Fig. 2) reveals significant differences
in the “blue edge” (left tail) of each distribution, where
one would expect objects with the least dust reddening.
However, no similar significant differences are found in
other colors, as one would expect if the effects were due
to host galaxy dust (i.e. overall more host galaxy dust
reddening for high velocity objects), since dust reddening
affects all colors simultaneously. This strongly suggests
that the velocity dependence of the apparent color dis-
tribution in B − R and B − V is due to spectroscopic
physics intrinsic to the supernova explosion, rather than
to extrinsic host galaxy dust. We applied our hierar-
chical regression method to directly model the relations
between intrinsic colors and velocity, treated as a con-
tinuous variable, using the apparent color and velocity
data.
We confirm previously published findings with our new
method, using only the apparent color and velocity data,
and a larger number of SNe. Foley & Kasen (2011), an-
alyzing the sample of Wang et al. (2009), found that the
Bmax − Vmax pseudocolors of high-velocity SNe Ia were
offset by∼ 0.06 mag to the red of those of normal velocity
SNe Ia. Foley et al. (2011) analyzed the scatter around
the mean relation between SN Ia absolute magnitudes,
controlling for light curve shape, versus Bmax − Vmax
pseudocolors. Fitting the residuals, which they interpret
as being due to variations of the intrinsic colors, versus
velocities, they estimated a linear relation with slope of
−0.033 mag (103 km s−1)−1. Blondin et al. (2012) re-
gressed the intrinsic B − V colors, inferred from fitting
the apparent light curves with BayeSN (Mandel et al.
2011), against velocity measurements. They estimated a
linear slope of −0.013±0.005mag (103 km s−1)−1, and a
mean intrinsic B − V color difference between high- and
normal-velocity groups of 0.030± 0.013 mag.
In this work, by jointly modeling the multiple peak
colors in BV RI versus velocity, we find a B − V mean
intrinsic offset of 0.06 ± 0.02 mag between the high ve-
locity and normal velocity SNe Ia in B−V using a step-
function model. With a linear model, we estimate the
slope to be −0.021± 0.006 mag (103 km s−1)−1. While
the mean intrinsic color difference is closer to that found
by Foley et al. (2011), the slope under a linear fit is closer
to that of Blondin et al. (2012). For the first time, the
velocity effect on intrinsic B − R colors is examined,
and we find that it is more pronounced than in B − V .
The mean intrinsic color of the high velocity group is
0.09± 0.02 mag redder than that of the normal velocity
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SNe Ia. The slope under a linear model is −0.030±0.009
mag (103 km s−1)−1. The effects in B − I are intrigu-
ing but less statistically significant; further data will help
ascertain the intrinsic B − I color vs. velocity relation.
The intrinsic color-velocity effects in longer wavelength
colors, i.e. V −R, V − I, and R− I are not significant.
We have focused in this work on the optical colors in
the BV RI bands, wavelengths at which there is the most
nearby SN Ia data. Although there is currently compara-
tively less data in the near infrared and ultraviolet (UV),
future empirical work can explore the correlations be-
tween velocities and other spectroscopic properties and
intrinsic colors at those wavelengths. Although our sta-
tistical model allows for both intrinsic variations corre-
lated with velocity, and uncorrelated intrinsic scatter,
whether or not there are additional intrinsic color vari-
ations that are not captured by the model in practice
is an open question. Expanding the analysis to include
NIR and UV colors, and their dependence on velocity,
and potentially other spectroscopic properties may help
us get a better handle on both the intrinsic variations of
SNe Ia and the properties of host galaxy dust.
Our results are broadly consistent with the heuris-
tic physical explanation for the effect described by
Foley & Kasen (2011). The higher ejecta velocities cor-
relate with broader absorption lines. In the B-band, the
line opacity is important, so this has the effect of reducing
the flux in B. In the V -band, electron scattering is more
important, so the effect is minimal. Therefore, one would
expect redder intrinsic B − V colors with higher ejecta
velocities. This is seen in the asymmetric, detonating
failed deflagration explosion models of Kasen & Plewa
(2007). The same reasoning would explain the strong ef-
fect in B −R colors, and lack of a clear effect in V −R,
V − I, and R− I, colors, as electron scattering generally
dominates at wavelengths longer than ∼ 4300 A˚. How-
ever, Blondin et al. (2011a) found that a strong correla-
tion between the B−V intrinsic color and ejecta velocity
was not a generic feature of the 2D delayed detonation
models of Kasen et al. (2009). Hence, the reality of these
effects in the observed data place important constraints
on theoretical explosion mechanisms. Thus, we urge su-
pernova theorists to present the intrinsic color-velocity
trends predicted by their explosion models, in B − V , as
well as other colors.
Using the measurement of the ejecta velocity increases
the precision and accuracy of the dust extinction and
intrinsic color estimates for an individual event, particu-
larly for high ejecta velocity events, as we demonstrated
in §5.6. However, there is useful information about the
velocity-color relations captured in the implied intrinsic
color population distribution even when applied to infer-
ence for a SN without a velocity measurement. In §5.5,
for the first time, we have modeled the non-Gaussianity
of the population distribution of colors intrinsic to the
SNe Ia by marginalizing over the ejecta velocity distri-
bution, using the training set of SNe Ia with both color
and velocity data. In particular, regardless of the choice
of step or linear model, we estimated a skewness of +0.2
to +0.3 towards redder colors. This skewness in the im-
plied intrinsic colors distribution also alters the probabil-
ity distribution of the inferred extinction for a particular
SN Ia with no ejecta velocity measurement. Specifically,
as redder intrinsic colors are more likely due to the long
positive tail, this will make the posterior probability den-
sity of extinction to a particular SN Ia have a skewed
tail towards lower values (less dust), to account for the
chance that it has a high ejecta velocity. The implied
intrinsic color distribution leads to dust and color in-
ferences that are correct on the average with respect to
the population’s ejecta velocity distribution. However,
the cost of not using the specific velocity measurement
of a SN Ia is lower precision in the dust and color esti-
mates. In the absence of a specific velocity measurement
for a SN, the skewed implied intrinsic color distribution
should be used instead of the constant-Gaussian model,
which ignores the population velocity-color relation and
underestimates the probability of intrinsically red, high
velocity events, leading to inferences that tend to be bi-
ased toward bluer intrinsic colors and higher dust ex-
tinction. The applicability of the intrinsic colors-velocity
trends we find and the marginal intrinsic color distri-
butions they imply to other SNe Ia depends upon the
assumption that they belongs to the same effective pop-
ulation of events used in the training set. This caveat
is important to consider when comparing SN Ia samples
from different surveys.
The presence of a significant intrinsic color-velocity re-
lation impacts the estimation of host galaxy dust red-
dening and extinction using color information. As the
intrinsic colors of SNe Ia depend on the ejecta velocity,
the amount of dust inferred from the difference between
the apparent colors and intrinsic colors will also depend
on it (§5.7). Relative to the constant-Gaussian intrinsic
color model with no velocity-color trend, the velocity-
dependent correction in AV could be as large as −0.12
mag at high velocities and +0.06 mag at low velocities.
Hence, ignoring velocity information and its relation to
the intrinsic color distribution will result in errors in host
galaxy extinction estimates that will propagate to errors
in the distance modulus. The particular impact on dis-
tance estimates will depend on the method used to infer
the distance, how it models SN Ia color, and what other
information or wavelengths are used. We would expect
these errors to be largest for methods that depend solely
on optical light curves to derive extinction and distance
estimates; methods utilizing near-infrared light curves
may be less susceptible to these errors, as dust extinc-
tion is a much smaller factor in those wavelengths. These
errors will be incurred in a systematic direction depend-
ing on the ejecta velocity. This would lead to systematic
errors in cosmological inference if, for example, the ob-
served distribution of ejecta velocities changes with red-
shift. Foley (2012) find that the low-z and high-z SN
Ia samples have similar Si II velocity distributions; this
should be monitored for future surveys.
A challenge to fully utilizing intrinsic color-velocity in-
formation for cosmological SN Ia samples is obtaining ac-
curate velocity measurements from high-z spectra near
maximum light . Foley (2012) examined the published
spectra and light curve parameters of the high-z SNLS
and SDSS-II SN Ia samples. Of the 282 SNe Ia with
both spectra and photometry, 154 objects pass the cuts
on light curve shape and the phase of the spectrum, while
only 40 SNe Ia survive a further cut based on spectrum
quality. At z > 0.4, the Si II λ6455 feature redshifts out
of the observer-frame optical range. Alternatively, the
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Ca II H&K feature may be used to measure expansion
velocity at higher redshifts up to z ≈ 1.2. Near-infrared
spectroscopy would be useful for measuring these spec-
troscopic features to the highest redshifts. Improved
modeling of their velocity evolution over a broad range
of decline rates may help broaden the fraction of useable
SNe Ia. Optimizing future survey strategies for obtain-
ing adequate maximum-light spectra would increase the
yield of SNe Ia with useful color-velocity data. Even if
the expansion velocity cannot be measured for all SNe Ia
because of observational limitations, measurements for
a representative training subset can be used to estimate
the intrinsic color distribution, which could then be used
as a prior for estimating dust and distances for the SNe Ia
lacking velocity measurements, as demonstrated in §5.6.
In this paper, we have focused on modeling the appar-
ent color and ejecta velocity data, inferring the intrinsic
colors-velocity trends for multiple optical colors simulta-
neously, and assessing their significance and impact on
dust extinction estimates. By focusing on the velocity
effects on colors, our analysis is insensitive to errors in
distance or luminosity. Properly assessing the impact
of these effects on distance estimates will require em-
bedding these effects in a statistical model incorporating
SN Ia magnitudes, colors, ejecta velocities, and distance
moduli. This will be the subject of future research. The
initial analyses of Foley & Kasen (2011) assessed this ef-
fect by simply splitting a nearby sample into HV and
NV groups, and accounting for a relative intrinsic color
difference between the two. This led to promising, signif-
icant improvements in the Hubble diagram scatter (from
0.19 mag to 0.13 mag) for that sample. Hence, a more
sophisticated analysis that treats the ejecta velocity as
a continuous parameter with a skewed population dis-
tribution, and incorporates its effects on the inference
of intrinsic colors and host galaxy dust extinction, SN
Ia magnitudes and distances, will have the potential to
improve the accuracy and precision of SN Ia distances.
Leveraging the intrinsic color-velocity effect to improve
cosmological distance estimates can potentially lead to
more reliable SN Ia constraints on the cosmological pa-
rameters and the properties of dark energy that are less
prone to systematic errors from host galaxy dust extinc-
tion. Our statistical modeling of intrinsic colors, dust
and ejecta velocities in this work is a first step towards
that goal.
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APPENDIX
A. MATHEMATICAL FORMULAE FOR THE MARGINAL LIKELIHOOD
The marginal likelihood for a single SN s with a given velocity vs is the predictive probability density of its nC
observable, apparent colors Os, under a set of population hyperparameters. Given the modeling assumptions (§3), we
derive this analytically by integrating out the latent variables Cs, A
s
V from P (Os,Cs, A
s
V | vs; θ,ΣC, τ):
P (Os| vs; θ,ΣC , τ) =
∫
dAsV dCs
(
N [Os|Cs +AsV γ(RV ),Ws]N [Cs|µC(vs; θ),ΣC ] Expon(AsV |τ)
)
=
√
2π
(σA,s
τ
)
exp
[
1
2
(σA,s
τ
)2
− Aˆs(vs)
τ
]
Φ
(
Aˆs(vs)
σA,s
− σA,s
τ
)
×N
(
Os
∣∣∣µC(vs; θ) + Aˆs(vs)γ(RV ),ΣC +Ws) ,
(A1)
where N(x|µ,Σ) is a placeholder for |2πΣ|−1/2 exp[−(x − µ)TΣ−1(x − µ)/2], and Φ(x) = ∫ x
−∞
dxN(x|0, 1) is the
cumulative distribution function for the unit Gaussian density, and we define
σ−2A,s ≡ γT (ΣC +Ws)−1 γ (A2)
Aˆs(vs) ≡ σ2A,sγT (ΣC +Ws)−1 [Os − µC(vs; θ)] . (A3)
The coefficients γ(RV ) = (∆α+∆β/RV ) model the effect of dust reddening, e.g. for B − V , γ = R−1V . The marginal
likelihood for the full sample is the product of NSN individual marginal likelihoods. This marginal likelihood can
be maximized with respect to the hyperparameters (θ,ΣC , τ) to yield point estimates. It is needed to compute the
deviance information criterion for model comparison (Appendix C).
If the population hyperparameters are known or estimated, then the posterior density of the extinction for an
individual SN s has the simple form of a Gaussian, truncated to AV ≥ 0 by a Heaviside step function H(x).
P (AsV |Os, vs; θ,ΣC , τ) ∝ N(AsV | Aˆs(vs)− σ2A,s/τ, σ2A,s)H(AsV ) (A4)
In the case of nC = 1 color, the shape of the likelihood function depends critically on the relative values of τE ≡ γτ
(i.e. the average color excess due to dust) and σ2s ≡ σ2C + w2s , the sum of the intrinsic variance (ΣC = σ2C) plus
measurement variance (Ws = w
2
s). The marginal likelihood for one color simplifies to
P (Os|vs; θ, σ2C , τE) = τ−1E exp
[
1
2
(
σs
τE
)2
− Os − µc(vs; θ)
τE
]
Φ
(
Os − µc(vs; θ)
σs
− σs
τE
)
. (A5)
25
Given values of the hyperparameters, the posterior of the color excess due to dust Es = A
s
V γ for SN s is simply
P (Es|Os, vs; θ, σ2C , τE) ∝ N(Es|Os − µC(vs; θ)− σ2s/τE , σ2s)H(Es). (A6)
Jha, Riess, & Kirshner (2007) modeled the SN Ia apparent color distribution at +35 days after maximum light as the
combination of a Gaussian distribution of intrinsic colors and an exponential distribution of dust reddening. In our new
framework, that model corresponds to the special case of nC = 1 and constant mean intrinsic colors, µC(vs; θ) = c0,
with intrinsic color scatter σC . However, we have also explicitly included heteroscedastic measurement errors ws in
both our marginal likelihood and posterior, and derived the analytic form of the marginal likelihood, Eq, A5.
B. SAMPLING THE POSTERIOR: MARKOV CHAIN FOR REGRESSING COLORS
We sketch an MCMC Gibbs sampling algorithm to generate samples from the global posterior, Eq. 13, of the
hierararchical model. The goal of an MCMC algorithm is to generate a sequence of random parameter vectors with
a long-run distribution equal to the global posterior. Our algorithm, Markov Chain for Regressing Colors (MCRC),
proceeds by sequentially drawing new parameter values from a full set of conditional posterior densities derived from
Eq. 13. The algorithm works for models in which the conditional mean intrinsic colors can be written as linear function
of the hyperparameters E[C| v] = µC(v; θ) =M(v)θ, and the color likelihood function is in the form of Eq. 5. This
includes the linear and nonlinear dependencies on velocity described in §3.1, 3.2. We begin with randomized guesses
for the intrinsic colors and dust extinctions {Cs, AsV }, as well as the residual covariance matrix ΣC . We alternate
between updating the population hyperparameters (θ,ΣC , τ) conditional on the current values of the set of individual
SN parameters, and updating the individual SN parameters {Cs, AsV } conditional on the population hyperparameters.
1. Sample the hyperparameters θ describing the conditional mean intrinsic colors function µC(v; θ) from the
conditional posterior P (θ| {Cs, vs},ΣC), which is a Gaussian density. We sample a Gaussian random vector
θ ∼ N(θˆ,Vθ) to update the hyperparameters θ, where the mean θˆ and covariance Vθ can be derived in terms
of the covariate matrices {Ms =M(vs)}, the colors {Cs} and the residual covariance matrix ΣC .
2. Sample the hyperparameters of the residual covariance matrix ΣC from P (ΣC | θ, {Cs, vs}). The covariance
matrix conditional on θ, the intrinsic colors and velocities has an inverse Wishart distribution with a scale
matrix equal to the sum of squared deviations from the current fit of the mean intrinsic colors vs. velocity and
the prior matrix Λ0, and degrees of freedom equal to the prior degrees ν0 plus the number of objects, NSN.
3. Draw a new extinction scale τ from P (τ | {AsV }) = Inv-Gamma(τ |NSN,
∑
sA
s
V ), an inverse-Gamma distribution.
4. Each step below updates the parameters for single SN s given the current values of the hyperparameters. We
cycle through these steps for every SN.
(a) Sample new intrinsic colors Cs from the conditional posterior, P (Cs|AsV ; θ,ΣC ,Os, vs), which is a multi-
variate Gaussian with mean and covariance that can be derived from Eq. 12.
(b) Sample a new dust extinction AsV from the conditional posterior P (A
s
V |Cs; τ,Os). This has the shape of a
Gaussian, with a mean and variance that can be derived from Eq. 12, but truncated below AsV = 0. We
can sample a new AsV from this truncated Gaussian distribution using the algorithm of Robert (1995).
We repeat these steps until convergence. To monitor convergence, we typically run 4-8 parallel chains starting from
different initial guesses, and compute the Gelman-Rubin statistic (Gelman & Rubin 1992). We run the MCMC until the
maximum G-R statistic is less than 1.02. We find that for moderate supernova samples (NSN ∼ 100) and dim(Cs) = 3,
the chains converge within a few minutes for n = 104 full cycles of steps 1-4. We discard the initial 20% of each chain
as burn-in, and concatenate the remaining chains for posterior analysis.
C. MODEL COMPARISON USING THE DEVIANCE INFORMATION CRITERION
In §3, we built a general model for the apparent color and velocity data that could be used with any parameterized
function for the mean relation between intrinsic colors and velocity µC(v; θ). The mean function can be as simple
as a constant, i.e. µC(v; c0) = c0, or more complex, e.g. p-degree polynomial functions of v (§3.2.1) or multiple
covariates (§3.2.3). More complex models will typically have more parameters, degrees of freedom, and flexibility to
fit the data, but also are more vulnerable to overfitting the noise in the data. The more complex model will usually fit
the data better than the simpler models, especially if the simpler models are special cases of the complex model (i.e.
they are nested models). However, the improvement in fit ought to be weighed against the increase in complexity to
avoid overfitting the data. Information criteria are useful numerical summaries for model selection that balance the
goodness-of-fit of the data and model versus the additional parameters of model complexity. Liddle (2007) reviewed
various information criteria for astrophysical and cosmological model selection. Information criteria such as AIC, DIC,
and WAIC are measures of predictive accuracy that include a correction for the bias introduced by evaluating the
model fit on the data used to fit the model (Gelman et al. 2014). We employ the Deviance Information Criterion,
which is well suited for model comparison of hierarchical Bayesian models fit using MCMC (Spiegelhalter et al. 2002).
A familiar summary of model fit is the χ2 statistic, the weighted sum of squared deviations of the data from the
model. In this paper, we work with the deviance, defined as twice the negative (natural) log-likelihood function (or log
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predictive density), as a summary of model fit. It is a generalized summary of model fit that reduces to χ2 in the case
of a Gaussian likelihood function with known variances. The expected deviance is proportional to the Kullback-Leibler
information of the model. Under standard conditions, with large samples sizes, the model with the lowest Kullback-
Leibler information will have the highest posterior probability (Gelman et al. 2003). We use the marginal likelihood
function, integrating out the individual latent variables (i.e. the intrinsic colors and extinctions of supernovae), as
given in Eq. A1. The deviance is a function of the data and the hyperparameters.
D(D,H) = −2
NSN∑
s=1
logP (Os| vs, θ,ΣC , τ) (C1)
where the set of hyperparameters is denoted H = {θ,ΣC, τ}, and the total data are D = {Os, vs}.
In simple cases, the deviance is related to the familiar χ2 goodness-of-fit statistic. For example, suppose we could
measure the scalar intrinsic colors {Cs}, with known variances σ2s , and covariates {vs} for a set of SNe. We could run
a regression of C versus v, using a mean function µC(v, θ). The probability model is then Cs|vs, θ ∼ N [µC(vs, θ), σ2s ],
with a Gaussian likelihood function. In this case, the deviance, as −2× log-likelihood, is the χ2, up to a constant:
D = χ2 =
N∑
s=1
[Cs − µC(vs; θ)]2
σ2s
. (C2)
However, in our case, we do not measure the intrinsic colors; those are latent variables. We measure the apparent
colors {Os}, which differ from the intrinsic colors by a random, positive amount of dust reddening. Furthermore, the
residual intrinsic variances are also unknown. In this more realistic situation, the likelihood function (Eq. A1) takes
into account these effects. The deviance (Eq. C1) is an appropriate generalization of the χ2 as a summary of model
fit for non-Gaussian likelihoods.
Using the MCMC samples from the posterior density, Hi ∼ P (H | D), we can compute the deviance evaluated at
the posterior mean of the hyperparameters, Dˆ ≡ D(D, Hˆ), where
Hˆ =
∫
HP (H | D) dH ≈ 1
L
L∑
i=1
Hi. (C3)
and L is the number of MCMC samples. We can also compute the posterior average of the deviance:
〈D〉 ≡
∫
D(D,H)P (H | D) dH ≈ 1
L
L∑
i=1
D(D,Hi). (C4)
An estimate of the effective number of parameters is the difference between the mean deviance and the deviance at
the mean: pD = 〈D〉 − Dˆ. This estimate need not be an integer; for Bayesian models, pD can be less than the
naive parameter count if prior information is important or parameter estimates are degenerate. A scalar parameter
will contribute 1 if its prior constraints are unimportant, and 0 if its estimate is entirely determined by the prior. It
will contribute an intermediate value if both the data and prior constraints are important. The deviance information
criterion (DIC) is formed by penalizing the deviance measure of model fit by the effective number of parameters:
DIC ≡ Dˆ + 2pD = 〈D〉+ pD (C5)
(Spiegelhalter et al. 2002). This gives an estimate of the expected predictive deviance. The DIC weighs the improve-
ment in the model fit (summarised by 〈D〉) against the complexity of the model (summarised by pD), with lower
values of DIC being more favorable. The DIC is well-suited for model comparison with hierarchical Bayesian models
with an analytic expression for the likelihood (Eq. A1), as it is straightforward to compute with the MCMC samples
already in hand, and it accounts for parameter degeneracies and the influence of the prior in computing the effective
degrees of freedom in the model. Under the conventional interpretation of information criteria, differences greater than
2 represent positive support for the model with the lower numerical value, and differences greater than 6 represent
strong support (Jeffreys 1961; Kass & Raftery 1995; Spiegelhalter et al. 2002)).
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