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Abstract
The zero–nonzero patterns occurring among m-by-n matrices with given row and column
sums are characterized. A (simple) “weak” version of this problem is also studied, and the
solution to the “strong” problem is based, in part, on a theory of totally nonzero solutions to a
linear system. Some motivation is provided by the question of patterns that allow commuting
matrices. A corresponding problem for sign patterns is studied elsewhere. © 2000 Elsevier
Science Inc. All rights reserved.
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1. Introduction
An (unsigned) pattern is a rectangular array P with entries from f; 0g. A real
matrix A belongs to the pattern P if its dimensions agree with those of P and the
nonzero entries of A appear precisely in the positions of *’s in P.
This paper considers the following problem. Given an m-by-n pattern P and given
a real m-vector r and a real n-vector c, under what circumstances does there exist a
real matrix A in P whose row sum vector is r and whose column sum vector is c?
When this happens, we will say that P strongly allows row sums r and column sums
c. An m-by-n pattern OP is subordinate to an m-by-n pattern P if pij D 0 implies
Opij D 0. We say that pattern P weakly allows row sums r and column sums c if and
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only if, for some pattern OP subordinate to P, OP strongly allows row sums r and
column sums c. The “weak” problem is resolved in Theorem 3, and the “strong”
problem in Theorem 9.
One application of this problem arises in the study of pattern properties associated
with commutativity. In particular, we may say that two n-by-n patterns P and Q
commute provided there exist A 2 P and B 2 Q such that AB D BA. We then note
that, if a pattern P strongly allows a matrix with all line sums equal, then P commutes
with the full pattern (all ’s), since if A is a matrix with all line sums equal and
J is the matrix of all 1’s, then AJ D JA. In this connection, the question of which
patterns strongly allow line-sum-constant matrices was partially answered in [4], and
a complete answer appears in Corollary 10.
We note here that problems for sign patterns corresponding to the above problems
for unsigned patterns have been studied. A sign pattern is a rectangular array S with
entries from fC; 0;−g. A real matrix A belongs to the sign pattern S if its dimensions
agree with those of S, the positive entries of A appear precisely in the positions of C
’s in S, and the negative entries of A appear precisely in the positions of − ’s in S.
The sign patterns that strongly or weakly allow given row and columns sums have
been determined in [5] under the direction of the first author. While the necessary and
sufficient conditions presented there seem analogous to those we will present here,
the proofs in [5] employ properties of network flows and do not seem applicable to
our problem. Results relating to other particular problems about line sums appear in
[2, Chapter 4, Section 3; 3].
1.1. The coefficient matrix and the weakly allow problem
We first observe that there is a simple necessary condition on the line sums in
order that the pattern P allow (either weakly or strongly) the given row and column
sums. It is that
Pm
jD1 rj D
Pn
jD1 cj , since each of these sums represents the sum of
all entries in any matrix with these row and column sums.
In the following, RS.A/ denotes the row space of the matrix A, and At denotes
the transpose of A. ei denotes the ith standard basis vector in Rn, with n determined
by the context.
Let P be an m-by-n pattern with k ’s. We associate the following objects with P:
The variable-pattern, X, of P is simply the pattern P with the ’s replaced by
variables x1; x2; : : : ; xk in such a way that, if 1 6 t < k and if the variable xt appears
in the ith row and jth column of X and the variable xtC1 appears in the pth row and
the qth column of X, then either p > i, or p D i and q > j . Let 1 6 i 6 m C n. The
ith line of X is the ith row of X if 1 6 i 6 m, and it is the .i − m/th column of X if
m C 1 6 i 6 m C n.
The bipartite graph, G, of P is the graph with vertices v1; v2; : : : ; vmCn that con-
tains the edge .vi ; vj / if and only if there is a variable xr that appears in both the ith
and j th lines of X (that is, in the ith row and .j − m/th column of X). If so, this edge
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is labelled (uniquely) e.r/. These conventions, though unusual, prove convenient for
our purposes.
The coefficient matrix, C, of P is the .m C n/-by-k matrix of 0’s and 1’s with
cij D 1 if and only if xj appears in line i of X. Notice that cij D 1 if and only if, in
the bipartite graph of P, vertex vi is an endpoint of edge e.j/.
For example, if the given P is
P D
" 0  0  
  0 0 
0 0   0
#
; then X D
" 0 x1 0 x2 x3
x4 x5 0 0 x6
0 0 x7 x8 0
#
;
the graph G is
and
C D
2
6666666664
1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 0 0 0 0 1 1
0 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1
0 0 1 0 0 1 0 0
3
7777777775
:
Notice that if b is any vector in RmCn, then any solution of the equation Cx D b
provides values for the ’s in P to produce a matrix having a pattern subordinate to
P whose row sums are b1; b2; : : : ; bm and whose column sums are bmC1; bmC2; : : : ;
bmCn. Furthermore, if the solution is totally nonzero (i.e. xi =D 0 for all i), the result-
ing matrix has pattern P.
Given any simple, undirected graph H with vertices v1; v2; : : : ; vn and edges
e.1/; e.2/; : : : ; e.k/, the vertex-edge incidence matrix of H is the n-by-k f0; 1g-matrix
with a 1 in the i; j th position if and only if vertex vi is an endpoint of edge e.j/. Hence
the coefficient matrix C of P is the vertex-edge incidence matrix of the bipartite graph
G of P.
In the following development, Proposition 1 and Lemma 5 follow from [1, Part I,
Section 4]. We note that any orientation of the graph G, with the resulting signing of
the incidence matrix C, may be used to obtain the results given in [1] that justify our
assertions.
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We will say that a pattern P is a connected pattern provided its bipartite graph
is connected. If a pattern P is not connected, it is permutation equivalent to a “di-
rect sum” (in which the “summands” need not be square) of connected subpatterns,
and the problem we are considering can be resolved on these subpatterns of P, re-
placing the requirement
Pm
jD1 rj D
Pn
kD1 ck with corresponding requirements on
portions of those sums corresponding to the subpatterns of P. For this reason, it is no
restriction to assume that the patterns with which we deal are connected.
The following proposition is a consequence of [1, Proposition 4.3]; the second
sentence of the proposition is implicit in the proof given in [1].
Proposition 1. If P is connected, the rank of the coefficient matrix C is m C n − 1.
In fact, any row of C may be deleted to form an .m C n − 1/-by-k matrix of full row
rank.
From here on, we agree that OC denotes the matrix obtained from C by deleting the
last row. Suppose now that r 2 Rm and c 2 Rn, and that PmiD1 ri D PnjD1 cj . Let
Oc D T c1 c2    cn−1 Ut; b D

r
c

and Ob D

r
Oc

:
Proposition 2. For x 2 Rk , Cx D b if and only if OCx D Ob.
Proof. That Cx D b implies OCx D Ob is trivial. The other direction uses Proposi-
tion 1. 
Theorem 3. If P is a connected m-by-n pattern, r 2 Rm, and c 2 Rn with PmiD1 riD PnjD1 cj , then P weakly allows row sums r and column sums c.
Proof. Let k be the number of *’s in P. By Proposition 1, rank. OC/ D m C n − 1, so
there is a vector x 2 Rk such that OCx D Ob, where Ob D  rOc  and Oc D Tc1 c2 : : : cn−1Ut.
Thus by Proposition 2, Cx D b. The entries in x provide values (some of which may
be 0) for the stars in P, and the theorem is established. 
An n-by-n pattern P is combinatorially symmetric if pji D  whenever pij D .
We note the following corollary.
Corollary 4. If P is a connected combinatorially symmetric n-by-n pattern and
if r 2 Rn, then P weakly allows a symmetric matrix with row sums r and column
sums r.
Proof. By Theorem 3, there is an n-by-n matrix A whose pattern, OP , is subordinate
to P, and that has row sums r and column sums r. The matrix 12 .A C At/ has a
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pattern subordinate to OP (and hence to P), is symmetric, and has the required row
and column sums. 
1.2. The strongly allow problem
We now present a condition involving both the pattern P and the line sums r and
c that is necessary if P is to strongly allow these line sums. Suppose P could be
partitioned as
P D

P11 
0 P22

;
where the diagonal blocks are not necessarily square and the  in the upper-right
corner represents a block that contains one  and all other entries are 0. If
A D

A11 B
0 A22

is a matrix having pattern P and having line sums r and c, the sum of the entries of
A in the rows passing through A11 is the sum of the entries in A11 plus the single
nonzero entry from the block B. The sums of the entries of A in the columns passing
through A11 is just the sum of the entries in A11. Hence these two sums must be
different. This example generalizes in the following way.
Suppose P is an m-by-n pattern. Let   M D f1; 2; : : : ;mg and   N D f1; 2;
: : : ; ng. Let c (resp. c) denote the complement of  (resp. ) in M (resp. N). Then
P satisfies the single star condition with respect to  and  provided the subpattern
XT; cU contains exactly one variable (say xi), and the subpattern XTc; U contains
no variables. When this happens, we say that xi (or alternatively, the star in P to
which xi corresponds) is the single star for  and .
An argument like that in the example above shows that if P allows line sums
r and c and if P satisfies the single star condition with respect to  and , thenP
j2 rj =D
P
k2 ck , where the sum on the right is 0 if  is empty. Our main re-
sult (Theorem 9) is that this necessary condition, together with the simple necessary
condition on the line sums, is sufficient for a solution of the strongly allow problem.
The following lemma is a consequence of [1, Proposition 4.7].
Lemma 5. Suppose P is a connected m-by-n pattern with k ’s, and C is the coeffi-
cient matrix for P. Then, for 1 6 i 6 k, eti 2 RS.C/ if and only if there exist   M
and   N such that xi is the single star for  and  in P.
For the proof of our main theorem, Theorem 9, we need the following Lemma 6,
which concerns the locations of zeros in the solutions of homogeneous equations. We
will record as Lemma 7 and Theorem 8 further consequences of Lemma 6, which
characterize systems that have totally nonzero solutions (i.e. solutions nonzero in
each component).
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Lemma 6. Let A be an m-by-n real matrix, and let 1 6 i 6 n. Then eti 2 RS.A/ if
and only if Au D 0 implies ui D 0. Furthermore, there is a u 2 Rn such that Au D 0
and, if etj =2 RS.A/, then uj =D 0.
Proof. Let R be the row-reduced echelon form of A, and letE D fi V eti is a row of Rg.
Then the following are equivalent: (i) eti 2 RS.A/; (ii) i 2 E; (iii) Ru D 0 implies
ui D 0; (iv) Au D 0 implies ui D 0. Furthermore, the nonpivot variables in u may
be assigned values in such a way that ui D 0 only for i 2 E. 
Lemma 7. Let A be an m-by-n real matrix. The following are equivalent:
(a) The equation Ax D 0 has a totally nonzero solution.
(b) For 1 6 i 6 n, eti =2 RS.A/.
(c) Each nonzero row of the reduced row echelon form of A has at least two nonzero
entries.
(d) If B is obtained from A by the deletion of a single column, then rank.B/ D
rank.A/.
(e) For 1 6 i 6 n, there is a solution of Ax D 0 with xi =D 0.
Proof. That (a) implies (b) follows from Lemma 6, and the fact that (b) implies
(c) is immediate. Assume (c), and suppose B is obtained from A by deleting the jth
column. Let R denote the reduced row echelon form of A, and let S be the result of
deleting the jth column of R, so that B is row equivalent to S. If the j th column of R
is not a pivot column, it is a linear combination of othercolumns of R, and we have
rank.B/ D rank.S/ D rank.R/ D rank.A/. If the j th column of R is a pivot column,
choose i so that rij is a pivot entry. By (c), there is a k with j < k 6 n and rik =D 0.
Since R is in reduced row echelon form, the kth column of R is not a pivot column
of R, but as the .j − 1/st column of S, it contains the first nonzero entry in the ith
row of S, so is a pivot column of S. Hence S and R have the same number of pivot
columns, and we again have rank.B/ D rank.S/ D rank.R/ D rank.A/, and so (d)
holds.
Now assume (d), and suppose for some i with 1 6 i 6 n, Ax D 0 implies xi D 0.
Then some row of R must be eti , and the deletion of the ith column of R reduces the
rank. Thus a similar fact holds for A, contradicting (d). Thus (e) holds.
Finally, if we assume (e), we may find, for each i with 1 6 i 6 n, a vector x.i/
such that Ax.i/ D 0 and x.i/i =D 0. An appropriate linear combination of these vectors
provides a totally nonzero solution of Ax D 0, and (a) holds. 
Theorem 8. Let A be a real m-by-n matrix and let b 2 Rm. The following are equiv-
alent:
(a) The equation Ax D b has a totally nonzero solution.
(b) For 1 6 i 6 n C 1, eti =2 RS.TA bU/.
(c) Each nonzero row of the reduced row echelon form of TA bU has at least two
nonzero entries.
C.R. Johnson, D.P. Stanford / Linear Algebra and its Applications 311 (2000) 97–105 103
(d) If B is obtained from TA bU by the deletion of a single column, then rank.B/ D
rank.TA bU/.
(e) For 1 6 i 6 n, there is a solution of Ax D b with xi =D 0.
Proof. First, notice that y is a solution of the equation Ax D b if and only if
h
y
−1
i
is
a solution of the equation TA bUx D 0. Using this, one easily confirms that statement
(a) is equivalent to “The equation TA bUx D 0 has a totally nonzero solution”, and
statement (e) is equivalent to “For 1 6 i 6 n C 1, there is a solution of TA bUx D 0
with xi =D 0”. The theorem then follows from Lemma 7. 
We now return to our main concern, the patterns that strongly allow given line
sums.
Theorem 9. Let P be a connected m-by-n pattern, and suppose r 2 Rm and c 2 Rn,
with
Pm
jD1 rj D
Pn
kD1 ck . The following are equivalent:
(1) P strongly allows a matrix with row sums r and column sums c.
(2) If   M and   N , and if P satisfies the single star condition with respect to
 and , then
P
j2 rj =D
P
k2 ck , where the sum on the right is 0 if  is empty.
Proof. The argument that (2) follows from (1) is outlined at the beginning of this
section. Suppose, then, that condition (2) is satisfied. Let C be the coefficient matrix
of P, let b D  r
c

, and define OC and Ob as before. To establish (1), we must show
that there is a totally nonzero w 2 Rk such that Cw D b. Let E D fi V 1 6 i 6 k and
eti 2 RS. OC/g. By Lemma 6, we may choose u 2 Rk such that OCu D 0 and ui D 0 if
and only if i 2 E. By Proposition 1, OC is of full row rank, so we may choose v 2 Rk
such that OCv D Ob.
We now show that if i 2 E, then vi =D 0. By Lemma 5 (observing that RS.C/ D
RS. OC//, if i 2 E, we may choose   M and   N such that xi is the single star
for  and . An elementary calculation shows that
vi D
X
j2
rj −
X
j2
cj =D 0:
Now we can find a number z such that the vector w D zu C v is totally nonzero,
and clearly OCw D Ob. Then by Proposition 2, Cw D b, and the theorem is proved. 
We note here that the variable xr is a single star of X for some choice of  and 
if and only if the edge e.r/ is a cut edge in the graph G. Hence identifying the single
stars is equivalent to identifying the cut edges in G. If this is done for our example P
of the last section, we find that there are four single stars:
X D
" 0 x1 0 x2 x3
x4 x5 0 0 x6
0 0 x7 x8 0
#
;
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 Single star
{3} {3} x8{1,2} {1,2,5} x2{1,2,3} {1,2,4,5} x7{1,2,3} {2,3,4,5} x4
Hence P allows row sums r and column sums c if and only if
r1 C r2 C r3 D c1 C c2 C c3 C c4 C c5;
r3 =D c3;
r1 C r2 =D c1 C c2 C c5;
r1 C r2 C r3 =D c1 C c2 C c4 C c5;
r1 C r2 C r3 =D c2 C c3 C c4 C c5:
Consideration of the single stars also allows us to identify those stars that must
be replaced by 0’s in solutions to the weak problem. Suppose that P is a connected
pattern and line sums r and c are given. We first note that the connectedness of P
implies that, for any variable xr there is at most one choice of  and  with respect
to which xr is a single star. Suppose xr is a single star arising from  and . IfP
j2 rj D
P
k2 ck , then xr must be 0 in each weak solution. On the other hand, ifP
j2 rj =D
P
k2 ck , then xr must be nonzero in each weak solution. Furthermore,
there is a weak solution in which all the variables, except those that are single stars
with corresponding sums equal, are nonzero.
To apply Theorem 9 to the line-sum-constant question mentioned in the intro-
duction, we first note that if a pattern is to allow a line-sum-constant matrix with
line sums s =D 0, it must be square. Otherwise the necessary condition PmjD1 rj DPn
jD1 cj is not satisfied. In the following corollary, whose proof is immediate, jγ j
denotes the cardinality of the set γ .
Corollary 10. Let P be a connected m-by-n pattern, and let s 2 R. Then P strongly
allows a real matrix with all line sums equal to s if and only if either
(1) s D 0 and P satisfies no single star condition; or
(2) s =D 0, m D n, and, whenever   N and   N and P satisfies the single star
condition with respect to  and , we have jj =D jj.
Finally, we note that Theorem 9 easily provides conditions on a pattern P and
vectors x, y, u, and v that characterize the existence of a matrix A having pattern P
and satisfying Ax D y and vt D utA, assuming that x and u are totally nonzero. The
following theorem is easily verified by applying Theorem 9 to the matrix DuADx ,
where for any vector w, Dw denotes the diagonal matrix with diagonal w.
Theorem 11. Let P be a connected m-by-n pattern. Suppose x and v are in Rn, y
and u are in Rm, and x and u are totally nonzero. The following are equivalent:
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(1) P strongly allows a matrix A satisfying Ax D y and vt D utA.
(2) PniD1 vixi D PmiD1 uiyi , and whenever P satisfies a single star condition with
respect to   M and   N , we have Pj2 vj xj =D Pk2 ukyk , where the
sum on the right is 0 if  is empty.
References
[1] N. Biggs, Algebraic Graph Theory, Cambridge University Press, Cambridge, 1974.
[2] A. Berman, R.J. Plemmons, Nonnegative matrices in the mathematical Sciences, SIAM Classics in
Appl. Math., 1994.
[3] R.A. Brualdi, S.V. Parter, H. Schneider, The diagonal equivalence of a nonnegative matrix to a
stochastic matrix, J. Math. Anal. Appl. 16 (1966).
[4] M.E. Holcomb, On zero–nonzero patterns, nilpotence, and commutativity of matrices, REU Report,
College of William and Mary, 1995.
[5] S. Lewis, D. Yau, Possible line sums for a qualitative matrix, REU Report, College of William and
Mary, 1997.
