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A B S T R A C T
A photograph typically depicts an aspect of the real world, such as an
outdoor landscape, a portrait, or an event. The task of creating abstract
digital representations of images has received a great deal of attention in
the computer vision literature because it is rarely useful to work directly
with the raw pixel data. The challenge of working with raw pixel data
is that small changes in lighting can result in different digital images,
which is not typically useful for downstream tasks such as object detection.
One approach to representing an image is automatically extracting and
quantising visual features to create a bag-of-terms vector. The bag-of-
terms vector helps overcome the problems with raw pixel data but this
unstructured representation discards potentially useful information about
the spatial and semantic relationships between the parts of the image.
The central argument of this thesis is that capturing and encoding the
relationships between parts of an image will improve the performance of
extrinsic tasks, such as image description or search. We explore this claim
in the restricted domain of images representing events, such as riding a
bicycle or using a computer.
The first major contribution of this thesis is the Visual Dependency Repre-
sentation: a novel structured representation that captures the prominent
region–region relationships in an image. The key idea is that images de-
picting the same events are likely to have similar spatial relationships
between the regions contributing to the event. This representation is in-
spired by dependency syntax for natural language, which directly cap-
tures the relationships between the words in a sentence. We also con-
tribute a data set of images annotated with multiple human-written de-
scriptions, labelled image regions, and gold-standard Visual Dependency
Representations, and explain how the gold-standard representations can
be constructed by trained human annotators.
The second major contribution of this thesis is an approach to automati-
cally predicting Visual Dependency Representations using a graph-based
statistical dependency parser. A dependency parser is typically used in
Natural Language Processing to automatically predict the dependency
structure of a sentence. In this thesis we use a dependency parser to
predict the Visual Dependency Representation of an image because we
are working with a discrete image representation – that of image regions.
Our approach can exploit features from the region annotations and the
description to predict the relationships between objects in an image. In a
series of experiments using gold-standard region annotations, we report
significant improvements in labelled and unlabelled directed attachment
accuracy over a baseline that assumes there are no relationships between
objects in an image.
Finally, we find significant improvements in two extrinsic tasks when we
represent images as Visual Dependency Representations predicted from
gold-standard region annotations. In an image description task, we show
significant improvements in automatic evaluation measures and human
judgements compared to state-of-the-art models that use either external
text corpora or region proximity to guide the generation process. In the
query-by-example image retrieval task, we show a significant improve-
ment in Mean Average Precision and the precision of the top 10 images
compared to a bag-of-terms approach. We also perform a correlation
analysis of human judgements against automatic evaluation measures for
the image description task. The automatic measures are standard mea-
sures adopted from the machine translation and summarization literature.
The main finding of the analysis is that unigram BLEU is less correlated
with human judgements than Smoothed BLEU, Meteor, or skip-bigram
ROUGE.
L AY S U M M A R Y
Objects typically occur in the world in predictable configurations. In
terms of the spatial relationships between objects, a photograph of a per-
son riding a bicycle looks substantially different compared to a person
repairing a bicycle. People tend to be above or on bicycles when they are
riding them, but beside them when they are repairing them. In this thesis
we propose a new type of image representation, the Visual Dependency
Representation, that captures the important spatial relationships between
objects in an image. We use this image representation to improve the
accuracy of automatic image description and semantically-similar image
search.
The first contribution of this thesis is a collection of images annotated with
descriptions of the actions, objects, and Visual Dependency Representa-
tions. The images were sourced from an existing data set, thus providing
additional resources to the research community. We then present an ap-
proach to automatically predicting Visual Dependency Representations
and show that extracting data from the image, or from the description
of the image, improves the accuracy of our method. Finally, we examine
where the Visual Dependency Representation is a useful way of represent-
ing an image for automatic image description and image search. We find
significant improvements in both tasks compared to approaches based on
the state of the art.
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The drawing shows me at a glance what would be spread over
ten pages in a book.
Turgenev (1862), translated by Constance Garnett in 1917
If a picture is worth a thousand words, then what could we do with a
computer that can automatically describe pictures? Large organisations
such as newspapers and libraries could digitise and more easily access
their vast archives of photographs produced before the era of digital pho-
tography. People with visual impairments could more inclusively expe-
rience digital resources such as the World Wide Web with automatically
described images. And at a personal level, it would be possible to search
through digital photographs using natural language sentences, such as
“Find photographs of a person riding a bicycle”.
Images are found alongside text for a variety of reasons, including: to
help organise thoughts; to draw comparisons between ideas; to reiterate
the purpose of the text; to present information in a compact manner; or
to offer visual explanations of ideas (Marsh and White, 2003). People
can easily produce descriptions of natural photographs but the cost of
collecting human-written descriptions of large image collections has re-
sulted in a concerted effort to automate the process of generating image
keywords (Duygulu et al., 2002; Lavrenko et al., 2003; Guillaumin and
Mensink, 2009), captions (Feng and Lapata, 2010) and literal descriptions
(Farhadi et al., 2010; Yang et al., 2011; Hodosh et al., 2013). The distinction
between the output of these three strands of research is that keywords are
typically nouns: dog, beach, person, sunset. Captions typically support the
point of a document and are not literal descriptions of an image. For ex-
ample, a news article on the topic of the drinking behaviours of teenagers
may be accompanied by an image captioned as “There is a tendency for
young people to not seriously consider the implications of binge drink-
ing”. And literal descriptions typically explain what can clearly be seen










Figure 1.1 An overview of how the Visual Dependency Representation helps dis-
tinguish between co-occurring objects and objects that co-occur to depict an action.
(a) and (b) show a pair of images that represent different actions: riding a bike versus
reading a book. (c) and (d) show hypothetical bag-of-regions representations of these
images extracted by a perfect object detector. In the bag-of-terms representation
there is no distinction between how the objects co-occur, so extrinsic applications
are likely to predict the same underlying meaning (a person riding a bike). (e) and
(f) show how the Visual Dependency Representation distinguishes the relationships
between the objects. In particular, there is no relationship expressed between the boy
and the bicycle in the second image, making it less likely for extrinsic applications
to infer the wrong meaning of an image.
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photograph. However, these types of descriptions are extremely useful
for finding images because they often describe the who, what, where, when,
and why (Shatford, 1986). In this thesis, we focus on the task of generating
literal descriptions that explain what is happening in an image.
One of the central problems of accessing large image collections is the
semantic gap between how people think about images and how comput-
ers represent them (Smeulders and Worring, 2000). Computers natively
represent images as a matrix of pixels, and it is rarely possible to compare
images based on these matrices. This is because even slight changes in the
illumination of an image results in a different set of pixel values, making
a direct comparison difficult. The computer vision community has a sub-
stantial volume of literature devoted to the extraction of discriminative
visual features that can be used to represent images, such as histograms of
colour, shape, and texture, the Scale-Invariant Feature Transform (Lowe,
1999), and the Histogram of Oriented Gradients (Dalal and Triggs, 2005).
One approach to representing an image is to create an unstructured bag-
of-terms vector over the extracted visual features. Figure 1.1 (c) and (d)
show an example of a bag-of-regions representation of an image, where
the visual feature extraction method is a perfect object detector1. The
bag-of-regions representation is easy to construct and manipulate, but
it discards potentially useful information about how the visual features
occur together in an image.
The work presented in this thesis lies firmly within the emerging field
of connecting language with vision. This is a broad field encompass-
ing work on multimodal distributional semantics (Silberer and Lapata,
2012; Silberer et al., 2013); image captioning (Feng and Lapata, 2010); lit-
eral image description (Farhadi et al., 2010) inter alia; multimodal image
ranking (Hodosh et al., 2013); and video description (Regneri et al., 2013;
Krishnamoorthy et al., 2013). We make contributions to the literal image
description problem by proposing a new structured representation - the
Visual Dependency Representation - that encodes information about the
spatial relationships between different regions of an image. The Visual
Dependency Representation is based on natural language dependency
1The perfect automatic object detector does not yet exist, but this is an illustrative
example.
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syntax (Tesnière, 1953), and makes it possible to distinguish between im-
age regions that co-occur, and regions that contribute to explaining the
underlying meaning of the image. The rationale for encoding the spa-
tial relationships between regions is partly due to evidence in the human
vision literature that people are more able to identify cued objects in an
image where the spatial relationships between objects, or parts of objects,
are consistent with their expectations (Biederman, 1972; Bar and Ullman,
1996). Figure 1.1 (e) and (f) show an example of the Visual Dependency
Representation of an image, where the relationships between the person
and the object they are interacting with are encoded in the image represen-
tation. In the work presented in this thesis, we work within the restricted
domain of images depicting actions. The intuition is that over a collection
of images, there should be predictable spatial relationships between the
parts of an image that contribute to depicting the same action.
1.1 THESIS STATEMENT
It is useful to use the structured Visual Dependency Repre-
sentation of images for tasks that involve understanding the
action depicted in an image.
We define useful in terms of improvements in the performance of the ex-
trinsic tasks of automatic image description and query-by-example image
retrieval. This hypothesis is directly tested on those tasks in Chapters 4
and 5 respectively. We also test a second hypothesis:
It is possible to automatically predict Visual Dependency Rep-
resentations from region-labelled images, such that the pre-
dicted representations are useful for the extrinsic tasks.
In Chapter 3 we present an approach for automatically predicting the Vi-
sual Dependency Representation of an image. The approach is based on
a graph-based statistical dependency parser that can exploit data from
image region annotations and parallel descriptions. The improvements
in the extrinsic tasks of language generation and image retrieval are also
determined when automatically predicted Visual Dependency Represen-
tations are used instead of gold-standard data.
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In testing these hypotheses, we work from the assumption that we have
a perfect visual feature detector. More specifically, the visual feature de-
tector is of the form of an automatic object detector that always correctly
localises and labels the objects in an image. This simplifying assumption
allows us to explore the potential utility of the proposed representation in
the absence of the noise introduced by automatic computer vision meth-
ods. In Chapter 6 we outline some thoughts on how we could incorporate
noisy detections in the model.
The chapters of the thesis are organised as follows:
• In Chapter 2, the Visual Dependency Representation is described
and a data set of photographs annotated with this representation
is presented. This chapter includes a review of structured image
representations and existing available data sets, how our data set
was collected, and a quantitative analysis of its properties.
• In Chapter 3, we describe one approach for inducing the Visual De-
pendency Representation of an image. We use a quasi-synchronous
dependency parser which operates over annotated image regions
and dependency representations of descriptions. A collection of
experiments are presented on combining different sets of features
in the parsing model and an error analysis explains the problems
encountered.
• In Chapter 4, we show how the Visual Dependency Representation
can be used to improve image description generation. This chapter
includes a review of recent approaches for automatic image descrip-
tion, and a correlation analysis of human judgements against pos-
sible automatic evaluation measures for image generation. We find
that the Visual Dependency Representation improves the content-
selection component of our language generation model because the
representation encodes the relationships between objects that con-
tribute to the depicted action.
• In Chapter 5, we show how Visual Dependency Representations can
improve the accuracy of a query-by-example image retrieval model
compared to a bag-of-terms baseline. We show how to compare
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images that are represented as Visual Dependency Representations,
and find improvements in retrieval accuracy at both the top of the
ranked list and throughout the entire list. A post-hoc analysis shows
that most of the gains are found for transitive verbs, and that there
is a mixed result for light verbs.
• Finally, in Chapter 6 we present some concluding remarks and out-
line some future work on incorporating automatic visual feature
extractors, and the semi-supervised learning of Visual Dependency
Representations.
1.2 PUBLISHED W ORK
Chapter 2 was presented as:
D. Elliott and F. Keller. 2011. A Treebank of Visual and Lin-
guistic Data. In Proceedings of the Workshop on Integrating
Language and Vision at Neural Information Processing Sys-
tems 2011. Granada, Spain.
Chapter 4 was presented as:
D. Elliott and F. Keller. 2013. Image Description using Visual
Dependency Representation. In Proceedings of the 2013 Con-
ference of Empirical Methods in Natural Language Processing.
Seattle, Washington, U.S.A.
D. Elliott and F. Keller. 2014. Comparing Automatic Evalua-
tion Measures for Image Description. In Proceedings of the
52nd Annual Meeting of the Association of Computational
Linguistics. Baltimore, Maryland, U.S.A.
Chapter 5 was presented as:
D. Elliott, V. Lavrenko, and F. Keller. 2014. Query-by-example
Image Retrieval using Visual Dependency Representations. In
Proceedings of COLING 2014, the 25th International Confer-
ence on Computational Linguistics. Dublin, Ireland.
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VIS UAL DEP ENDENCY REP R ES ENTATION AND DATA
2
One approach to representing an image is the bag-of-terms vector, which
can be formed by extracting and clustering visual features from an im-
age, or from predicted or user-generated labels for an image. The bag-
of-terms representation of an image has proven successful for automatic
image description and retrieval; however, this unstructured representa-
tion discards potentially important information about the absolute and
relative locations of terms, and how they relate to each other. The central
argument of this thesis is that capturing and encoding the structural re-
lationships between regions of images will improve the performance of
extrinsic tasks.
In this chapter, we review approaches to extracting visual features from
images, and argue that removing information about the structure of an
image from its representation can lead to problems. We present a new
structured representation of images, the Visual Dependency Representa-
tion, and show how it can be used to overcome the problems suffered by
unstructured representations. In particular, we focus on representing the
relationships between regions in images depicting actions, such as riding
a bike or reading a book. We describe how Visual Dependency Repre-
sentations can be created by human annotators and introduce a new data
set of annotated images paired with descriptions and Visual Dependency
Representations.
2.1 INTRODUCTION
The bag-of-terms vector is commonly used in natural language processing
and information retrieval to create an unstructured representation of text
(Manning et al., 2008). A bag-of-terms representation of a document is
an unordered vector that encodes presence or absence of terms. There
are many possible pre-processing steps to creating a bag-of-terms vector,
such as removing stop-words from the input, and lemmatising the text.
The elements of this vector can either be binary or weighted according
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to a variety of weight schemes, such as absolute frequency, or tf-idf. This
representation is easy to construct, easy to manipulate, and scales well to
large-scale data sets.
One approach to representing the content of an image is a bag-of-terms
vector (Datta et al., 2008). A bag-of-terms representation of an image is
typically formed by extracting and clustering visual features from the
image. The visual features can be chosen from colour, position, and size
features extracted from segmented image regions (Shi and Malik, 2000),
points-of-interest features (Lowe, 1999), histograms of oriented gradients
(Dalal and Triggs, 2005), inter alia. An alternative to using clustered visual
features directly is to use surrounding text (if available) or to create a
term vector automatically from an image tagger (Lavrenko et al., 2003;
Guillaumin and Mensink, 2009), or an object detector (Felzenszwalb et al.,
2010).
In this thesis, we argue that the unstructured bag-of-terms vector can dis-
card important information about how different parts of an image relate
to each other. This argument was previously made by with regards to how
creating higher-order representations over automatically extracted visual
features (Lazebnik et al., 2006); here we work with object annotations as
the atomic unit of image feature. Furthermore, we will explore this argu-
ment within the domain of images representing actions instead of indoor
scenes. Figure 2.1 shows a pair of images that demonstrate the limitation
of an unstructured image representations. In this example, both images
are in a similar outdoor context and there is a person and a bicycle in both
images, but the person in the second image is reading a book instead of
riding the bicycle.
In this chapter we develop the structured representation of images that
exploits the spatial relationships between actors and objects. The spatial
relationships between the entities involved in the action have been found
to have a significant effect on how humans process visual information.
In a visual search task, Biederman (1972) found that people were less ac-
curate at identifying cued objects when the photograph had been sliced
into six segments and jumbled, compared to viewing the photograph in
its original form, thus preserving the context. In a visual recognition task,
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Figure 2.1 An example of the type of problem encountered by a bag-of-words
representation of an image. The bag-of-words approach to representing an image
makes it difficult to distinguish between these images, each of which depict a person
and a bike. This thesis argues that the spatial relationships between regions is
crucial for understanding what is happening in an image.
Bar and Ullman (1996) found that when objects were placed in incorrect
spatial relationships, people were significantly less likely to correctly iden-
tify the underlying object. These observations suggest it is not that people
and objects occur together, rather that they occur together in particular
spatial configurations, that determine whether an action can be observed
in an image.
2.2 RELATED W ORK ON STRU CTURED IMAG E REPRESENTATIONS
There has been relatively little work on explicit structured representations
of images. In this section we briefly review the key works in this area.
Structured Object Queries are object–relation–object tuples that capture
which objects are present in a scene and the spatial relationship between
the objects (Lan et al., 2012). They have been used for image retrieval
with a latent rank Support Vector Machine (Yu and Joachims, 2009) on
the SUN 09 data set (Choi et al., 2010). This representation was found
to significantly increase the Mean Average Precision of retrieved images
compared to a bag-of-terms baseline. The approach works on the output
of pre-trained parts-based object detectors (Felzenszwalb et al., 2010) and
scene-type classifiers (Oliva and Torralba, 2001). Only five types of struc-
tured object queries were studied because “it is impossible to consider all
possible combinations of objects and relations as queries”.
Spatial Pyramid Matching is an unsupervised approach to capturing the
structure of an image (Lazebnik et al., 2006), based on pyramid matching
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Figure 2.2 Sample photographs from the Oxford 5K and University of Kentucky
data set. These data sets contain images of the same object from different perspec-
tives, which is a very different notion of structure than what we will try to capture
in the Visual Dependency Representation.
(Grauman and Darrell, 2005). Pyramid matching extracts features from
an image at different levels of granularity and represents an image as the
weighted sum of the features over those levels of granularity, regardless
of where in the images the features were extracted. The intuition is that
we can capture features that occur at the level of the entire image, down to
features that occur in smaller patches. Spatial pyramid matching extends
idea this by requiring pyramid matches to occur in the same region of
the image. The features extracted using spatial pyramid matching can be
used to train a Support Vector Machine to predict scene types (Fei-Fei and
Perona, 2005), or to perform object recognition (Fei-Fei et al., 2004). It is
also possible to directly use the output of the matching kernel as a means
of ranking the similarity of images in a data set.
Geometry-Preserving Visual Phrases incorporate local and long-range in-
teractions between visual words in a bag-of-terms representation (Zhang
et al., 2011). The approach works on low-level image features and is en-
coded directly into the bag-of-visual words representation as phrases of
visual words that co-occur together in certain contexts. It was evaluated
on image retrieval on the Oxford 5K (Philbin et al., 2007) and University
of Kentucky Dataset (Nister and Stew, 2006). Figure 2.2 shows examples
of the types of images in data used for these experiments.
Visual Phrases (Sadeghi and Farhadi, 2011) represent the relationships
between objects using a deformable parts object detector (Felzenszwalb
et al., 2010) trained on bounding boxes that encapsulate the actor and the
object involved in the action. The data was manually annotated with 17
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possible interactions between eight classes of objects in the PASCAL VOC
2008 data set. The interactions annotated in the data are: person riding
horse; person sitting on sofa; person sitting on chair; person lying on sofa;
person lying on beach; person riding bicycle; horse and rider jumping;
person next to horse; person next to bicycle; bicycle next to car; person
jumping; person next to car; dog lying on sofa; dog running; dog jumping;
person running; and person drinking from a bottle. It can be seen that
some of these not necessarily events: a bicycle next to a car, or a person
next to a horse.
It is only the Structured Object Queries that approach the type of struc-
tured representation of an image that we propose in this chapter. The
Visual Dependency Representation, and in particular our approach to pre-
dicting it (see Chapter 3) does not not suffer from the problem of trying
to enumerate all possible combinations of objects and relations. The Spa-
tial Pyramid Matching and Geometry-Preserving Visual Phrases are actu-
ally bag-of-terms representations where some of the terms encode higher-
order relationships between visual features. Furthermore, these repre-
sentations work on automatically extract visual features, which makes it
very difficult to compare it against representation based on image labels
or object regions. The Geometry-Preserving Visual Phrases are evaluated
on data sets of images of exactly the same target objects (see Figure 2.2),
whereas the images we will use in our experiments represent the same
event but in completely different environment (see Chapter 2.4 for more
details).
2.3 VISU AL DEPENDENCY REPRESENTATI ON
In this section we introduce the Visual Dependency Representation (VDR),
a novel structured representation of an image that models the relation-
ships between regions of an image. This representation is inspired by
natural language dependency syntax, which was originally formulated to
express the relationships between words in a sentence in a dependency
tree (Tesnière, 1953). An example of a dependency tree for a simple sen-
tence can be seen below.
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Formally, a dependency tree is a directed acyclic graph whose nodes rep-
resent the words in a sentence. A directed arc from a head to an argument
is labelled with the syntactic relationship between those words, where
the possible relationships between pairs of words are defined in a depen-
dency grammar. In this example we can see that riding is the main event of
the sentence, signified by it being attached to the root of the sentence. The
man token is the subject of the verb token riding, denoted by the depen-
dency arc between riding and man, and bike token is the object of riding,
denoted by the arc between riding and bike. The labels on the arcs are the
syntactic relations between the tokens, where the set of syntactic relations
is defined to the by grammar of the formalism. In this example, we can
see four different types of relation: nsubj, aux, det, and dobj.
Dependency representations of sentences can be automatically predicted
by statistical dependency parsers, which we briefly review in Chapter
3.2. These representations have proven useful for tasks such as machine
translation (Quirk and Menezes, 2005) and question-answering (Wang
and Smith, 2007). In this thesis, we will demonstrate how dependency
syntax can be applied to a completely different domain, namely that of
deriving invariant representations of the relationships between regions of
an image. We note here that there are other formalisms for representing
the structure of a sentence, such as phrase-structure grammar (Chomsky,
1957) or Combinatory Categorical Grammar (Steedman, 1996), but nei-
ther of these seemed suited to capturing the direct relationships between
regions of an image.
2.3.1 Visual Dependency Grammar
The Visual Dependency Representation of an image is constructed by cre-
ating a directed acyclic graph over the set of regions in an image using the
spatial relationships in the Visual Dependency Grammar. The remainder
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Similar to beside, but used when there X and Y are



















Identical to infront except X is behind Y in the Z-
plane.
Table 2.1 Visual Dependency Grammar defines eight relations between pairs of
annotated regions. To simplify explanation, all regions are circles, where X is the
grey region and Y is the white region. All relations are considered with respect
to the centroid of a region and the angle between those centroids. We follow the





Figure 2.3 A visual explanation of how the angle between a pair of regions should
be calculated. (a) How to determine the spatial relationship; (b) A visual explana-
tion of which angles relate to which types of relationships. In this figure, we explain
the spatial relationship between the dark region and the light region. The angle α
is used to inform this decision. It is determined by drawing a straight line between
the centroids of the regions and calculating the size of the angle with respect to the
originating region, in this case the dark region. In this example, α maps onto the X
−−−−→
beside Y relationship.
of this chapter is devoted to explaining the grammar, how it is applied to
images, and the creation of a data set with Visual Dependency Represen-
tations for images.
In analogy to dependency grammar for natural language syntax, we de-
fine Visual Dependency Grammar to describe the spatial relations between
pairs of image regions. The motivation for encoding the spatial relation-
ships between regions in an image is that we expect it to be useful for
discriminating between object co-occurrence and interactions between
objects that form an action.
The Visual Dependency Grammar is defined by eight spatial relationships
between regions, explained in detail in Table 2.1. The spatial relations
were developed in partnership with human annotators during a prelim-
inary stage of developing the grammar. The relationships fall into two
broad categories: regions that are in a proximity-based relationship - be-
side, opposite, above, below - or regions that overlap with each other on,
surrounds, infront, and behind. The spatial relationships are defined in
terms of three geometric properties: pixel overlap, the angle between
regions, and the distance between regions. There are three calculations
that need to be performed by a human or a computer when collecting
evidence to label the relationship between a pair of regions. We note that
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when humans label the relationships between objects, their decisions are
based on fuzzy notions of angles and overlapping. A computer algorithm
will make use of the precision definitions laid out here.
Angle between regions. The angle between regions is used to apply
the above, below, and besides relationships. Figure 2.3 provides an
explanation of which angle is should be calculated when making
this estimation.
Overlapping regions. We follow the PASC AL VOC definition of overlap
in the object detection task (Everingham et al., 2011). Namely, for
regions X and Y, a pair of regions overlap when the ratio of the





Distance. If the Angle between regions calculation results in a beside
label, then there needs to be a distinction between what type of be-
sides relationship exists. Regions that are more than half the image
apart are deemed to be opposite, otherwise the regions are beside each
other.
In comparison to Regional Connection Calculus-8 (Randell et al., 1992),
which defines eight possible spatial relations between regions, the Vi-
sual Dependency Grammar forgoes the tangential relationships and the
inverse-type relationships and includes two Z-dimension relationships.
Now that the Visual Dependency Grammar and the rules for applying it
have been defined, we now outline the five-step process to creating the
Visual Dependency Representation of an image:
1. Image description. A description of the image is obtained either
from the surrounding text or from a human. See Section 2.4.3 for
more details on how we collected image descriptions.
2. Region annotation. Objects referred to in the description are anno-
tated by a human. See Section 2.4.5 for more details on the regions
were annotated.
3. Initialise VDR. A dummy region, referred to as the ROOT, is the
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(a)
A man is riding a bike down the road.
A car and trees are in the background.
(b)
Figure 2.4 A region-annotated image of a man riding a bike (a), and a human-
written description of the image (b). The image and description are used as a
running example to explain how Visual Dependency Representations can be cre-
ated by either humans or induced by an algorithm. The regions annotated in the
image are: BIKE, CAR, MAN, ROAD, TREES; the human-written description was
obtained from Amazon Mechanical Turk.
starting point for all Visual Dependency Representations. The ROOT
region is assumed to refer to the image as a whole. This is analogous
to the root node in dependency syntax for natural language.
4. Identify central actor. The image region that defines the subject of
the image is attached to the ROOT node of the graph. The subject of
the image can almost always be identified as the noun phrase that
is the subject of the description of the image.
5. Attach remaining regions. The remaining annotated regions are
attached to the graph based on the implicit or explicit relationship
to other annotated regions, as defined in the description. Each arc
introduced is labelled with one of the spatial relations defined in the
grammar, or with no label if the region is not described in relation
to anything else in the image.
The detailed set of instructions given to the human annotators who cre-
ated the gold-standard data region annotations and Visual Dependency
Representations can be found in Appendices A and B.
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Worked Example
As an example of the output of this annotation process, consider the
region-annotated image in Figure 2.4 (a), and its description in 2.4 (b).
The starting point for the VDR of this image–description pair is the anno-
tated image regions and the ROOT node:
ROOT
The MAN is the central actor in the image, as he is carrying out the de-
picted action (riding a bike). The region corresponding to MAN is there-
fore attached to ROOT without a spatial relation label on the arc.
ROOT
-
The BIKE region is then attached to the MAN region using the
−−−→
above re-
lation and BIKE is attached to the ROAD with the −→on relation. These
attachments are made because the description explicitly describes the re-





In the second sentence of the description, C AR and TREES are mentioned
without a relationship to anything else in the image, so they are attached
to the ROOT node. This completes the process for creating the VDR of this
image–description pair. In the example below we have included the syn-
tactic dependency parse to show that the structures are not isomorphic.
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There is some ambiguity regarding the dependencies to be expressed
in a visual dependency tree. For example MAN above BIKE and BIKE
below MAN are equivalent ways of expressing the same relationship in
Figure 2.4.1 This ambiguity is addressed by constructing visual depen-
dency trees in the context of an image description. The image description
always contains an region that is central to the image, a person perform-
ing an action in our data set; this central region is typically realized as the
syntactic subject of the image description.
Multiple Actors
In images where more than one person is performing an action, the Vi-
sual Dependency Representation of the image can form a graph. This is
especially prevalent in images where multiple subjects are performing an
action on the same plane, as shown in Figure 2.5. We can see that the
VDR creation process results in a structure where at least one node has
multiple parents. In Figure 2.5, the TRAIL and FOLIAGE nodes exhibit
this behaviour. Recall that the Visual Dependency Representation is based
on dependency syntax theory for natural language, and this position will
lead us to using a statistical dependency parser as the computational ma-
chinery for predicting image structures. It would be incompatible with
our computational approach to have non-tree structure input data, and
so we will not use data that exhibits these types of structures in the re-
mainder of the thesis. This decision resulted in the removal of 14.4% of
1The linguistic analogue is the active and a passive form of the same sentence, for
example, the man is riding the bike vs. the bike is being ridden by the man.
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(a) An image with multiple subjects.
Three people are riding horses down
a trail. They are surrounded by lus-
cious foliage on all sides.
(b) A human-written description.
(c) A VDR for the annotated image-
description pair.
Figure 2.5 An example of a Visual Dependency Representation where the image
and description concern multiple subjects performing an action on the same surface.
In this example, the human-written description (b) expresses a relationship between
the horse riders and the trail. This relationship can only be encoded in a VDR by
producing a directed acyclic graph (c).
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Images Descriptions
VLT 2,424 (341) 7,272 (1,023)
PASCAL Sentences 1,000 5,000
Flickr8K 8,108 40,540
SBU 1M Captioned Photos 1,000,000 1,000,000
Table 2.2 A comparison of data sets used in the NLP community for image de-
scription and retrieval experiments. The data set presented in this thesis is labelled
VLT (Visual and Linguistic Treebank). The numbers in parenthesis indicate the
proportion of our data set that has been completely annotated. The main obsta-
cle to annotating the entire VLT data set is the training and payment of human
annotators.
the annotated data in the Visual and Linguistic Treebank.
2.4 DATA
There are several image collections available for different types of com-
puter vision research. The specific task of object detection is well-served
by the Caltech-101 and -256 data sets, which contains thousands of images
of objects in 101/256 distinct categories (Fei-Fei et al., 2004); the PASC AL
Visual Objects Classes data set (Everingham et al., 2010), which contains
thousands of images annotated with bounding boxes of twenty object
categories, and ImageNet, which contains millions of images, a subset
of which are annotated with bounding boxes for thousands of categories
(Deng et al., 2009).
2.4.1 Related Data Sets
There are a number of existing data sets pair images with image descrip-
tions. The SBU Captioned Photo Dataset (Ordonez et al., 2011) consists
of images with associated captions retrieved from Flickr, and the UIUC
Pascal Sentence Dataset, Flickr8K Dataset (Rashtchian et al., 2010; Hodosh
et al., 2013), and the IAPR Benchmark Dataset (Grubinger et al., 2006) pair
images with descriptions generated by human annotators.
The PASCAL Sentences data set contains 1,000 images randomly sampled
from the PASC AL Visual Objects Classes 2010 data set before the introduc-
tion of the Action Recognition Taster task (Rashtchian et al., 2010). The
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images were sampled equally from the 20 object detection classes in the
Object Detection task, and five descriptions of each image were collected
from untrained annotators on Amazon Mechanical Turk.
The Flickr8K data set contains 8,108 images retrieved from the popular
photo-sharing website Flickr (Rashtchian et al., 2010; Hodosh et al., 2013).
The images were taken from six photo sharing groups on Flickr. 15,000 im-
ages were downloaded and manually inspected to confirm they depicted
some kind of event that “would require a full sentence description, unlike
the PASCAL data”. Each image is associated with five human-written
descriptions retrieved from Mechanical Turk.
The SBU 1M Captioned Photos data set contains 1,000,000 images, each of
which is associated with the co-occurring Flickr image caption (Ordonez
et al., 2011). The data set was created by retrieving a large number of
images from Flickr using pairs of query terms taken from object labels, ob-
ject attributes, actions, stuff2, and scene types. The retrieved images were
then filtered to include only those of a “satisfactory” length, contained at
least two words on a “term list”, and at least one preposition.
We concluded that none of these data sets were suitable for our research
goals. There was no guarantee that the PASCAL Sentences Dataset would
contain images depicting actions; there was no information on the range
and frequency of the action types included in the Flickr8K Dataset; and the
collection process for the SBU 1M Captioned Photos Dataset resulted in
captions, not literal descriptions. The PASCA L Visual Objects Classes has
been annotated with action labels. We use this subset of the PASC AL data
set as the basis for the images in our experiments. In the remainder of this
chapter we describe how we enriched this data set with human-written
descriptions, object annotations, and Visual Dependency Representations.
2.4.2 Visual and Linguistic Treebank
Given the aforementioned issues with these data sets, we built the Visual
and Linguistic Treebank that contains (a) a known number of depicted
2Stuff is a term that has gained some traction in the computer vision community. It has
been used to refer to entities which are not objects, such as sky, sand, trees, etc. (Kulkarni
et al., 2011)
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actions and (b) could be characterised as being linguistically diverse. The
images are derived from the PASCAL VOC Action Recognition task, a
closed-domain data set containing images of people performing ten types
of actions: jumping, walking, running, phoning, playing an instrument,
reading, riding a bike, riding a horse, taking a photo; and using a com-
puter. Table 2.2 presents a comparison of the VLT data set and the three
other most commonly adopted data sets for NLP-related computer vision
research. The VLT data set was annotated in a three-step process:
1. Three descriptions of each image were collected from untrained
workers on Amazon Mechanical Turk;
2. Each image was annotated with the objects referred to in the col-
lected descriptions; and
3. A Visual Dependency Representation was created for each descrip-
tion of an image.
Note that Steps (2) and (3) are dependent on the image description, as
both the region annotations and the relations between them are derived
from the description of the image.
2.4.3 Collecting Image Descriptions
We collected three descriptions of each image in our data set from un-
trained annotators on Amazon Mechanical Turk. The annotators were
asked to describe an image in two sentences. The first sentence describes
the action in the image, the person performing the action and the region
involved in the action; the second sentence describes any other regions in
the image not directly involved in the action. An example description is
given in Figure 2.4b.
Descriptions were collected for all 2,424 images in the trainval section
of the PASCAL Action Recognition data set, resulting in a total of 7,272
image descriptions. The annotators, drawn from those registered in the
US with a minimum HIT acceptance rate of 95%3, described an average of
3A Human Intelligence Task is a single task that a worker on Mechanical Turk can
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Figure 2.6 Top 20 verbs used in image descriptions. All of the action categories
in the underling images are represented in the top 20 verbs. Verbs were identified
by Part-of-Speech tagging the descriptions and using tokens with a verb-type tag.
145 ± 93 images. The annotators were encouraged to describe fewer than
300 images each to ensure a linguistically diverse data set. Annotators
were paid $0.04 per image and it took on average 67 ± 123 seconds to
describe a single image. The average length of a description was 19.9 ±
6.5 words in a range of 8–50 words.
The descriptions were post-processed to include syntactic information.
We part-of-speech tagged the data using the Stanford POS Tagger v.3.1.0
using the pre-trained english-bidirectional-distsim model, and dependency
parsed the descriptions using Malt Parser v.1.7.2 using the pre-trained
engmalt.poly-1.7 model.
Figures 2.6 shows the 20 most frequently occurring verbs in the image
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Figure 2.7 Top 20 adjectives used the image descriptions. More than 50% of
the adjectives refer to colour, and three refer to size. Adjectives were identified by
Part-of-Speech tagging the descriptions and using tokens with an adjective-type
tag.
with the following tags: VBZ, VBG, VBP, VBN, VBS, and VB. We removed
all forms of the verb to be as a stop-word. The twenty most frequently
occurring verbs contain all of the verbs in our action classes, while the
remainder appear to refer to actions people can perform while undertak-
ing the actions depicted in the images. For example, a person can sit on a
chair and read a book, or a person can take a walk in a park.
The twenty most frequently occurring adjectives, shown in Figure 2.7,
were identified using the JJ, JJR, and JJS part-of-speech tags. The twenty
most frequently occurring adjectives are dominated by colours. Eleven
adjectives refer to colour, three refer to size, two refer to count (other,
next), and only one refers to a physical attribute of the object (wooden).
We chose not to use object attributes in extrinsic evaluations in Chapters
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4 and 5 because the majority of the top adjectives were colour or size.
2.4.4 Categorising Action Types
We can categorise the actions in the our data set according to the linguistic
type of the underlying verbs used to describe the images. One way of
categorising the type of the action is whether the verb is transitive or
intransitive (Dixon, 2005). This approach is based on the idea that the
predicate of a sentence can be classified based on the predicate-argument
structure. In the following example, the predicate “riding” has the subject
“A man” and the object “a bike”. It is classed as a transitive verb because
the predicate takes one object, namely the bike.
(1) A man is riding a bike.
An intranstive verb does not require an object, however, many transitive
verbs take optional objects:
(2) A man is running (a race).
This leads to the following split of verbs in our data set:
Transitive: ride a bike, ride a horse, read a book, use a computer, talk on
the phone, play instrument, take a photo.
Intransitive: run, jump, walk.
We will see that splitting the actions into types will be instructive to un-
derstanding the strengths and limitations of Visual Dependency Repre-
sentation for the downstream task of example-based image retrieval in
Chapter 5.
2.4.5 Collecting Region Annotations
We trained two Ph.D students to annotate boundaries around regions of
objects in images using the LabelMe annotation tool (Russell et al., 2008).
The regions to be annotated were limited to those mentioned in the de-
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Figure 2.8 Top 20 annotated regions in our data set.
a subset of 341 images and resulted in a total of 5,034 annotated regions
with a mean of 4.19 ± 1.94 annotations per image. Figure 2.9 shows the
distribution of image region annotations in the data set; images with only
one region annotation are likely to be a person performing an intransi-
tive action. The limiting factor in fully annotating the data set was the
cost of training and paying the students for their annotation work. The
annotators were instructed to draw boundaries around every object that
definitely existed in the image and to separate plural objects into distinct
components, and to hallucinate the extent of objects when the objects oc-
culded each other. This annotation decision is important to make use of
the overlapping relationships −→on, etc. Figure 2.10 shows an example of
hallucinating the extent of an object in an image. Further details on how
the region annotations were performed can be found in Appendix A.
A total of 496 distinct labels were used to label regions. Figure 2.8 shows
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Figure 2.9 Distribution of image region annotations in the data set.
the distribution of the top 20 region annotations in the data; people-type
regions are the most commonly annotated regions. Given the prevalence
of labels referring to the same types of regions, we defined 26 sets of equiv-
alent labels to reduce label sparsity (e.g., BIKE was considered equivalent
to BICYCLE). This was done by ranking the annotation labels in order
of frequency in the data set and inspecting the labels for semantic equiva-
lence. In this case, labels were determined to be semantically equivalent
if they undoubtedly referred to the same type of objects.
The normalization process reduced the size of the region label vocabulary
from 496 labels to 362 labels. Inter-annotator agreement was 74.3% for
region annotations; this was measured by computing polygon overlap
over the annotated regions using the PASCAL VOC defition of overlap
defined in Equation 2.1. In addition to the original polygon labels, we
used one level of WordNet hypernyms to compute polygon overlap, such
27
Figure 2.10 An example where the annotator needed to hallucinate the extent of
the bench occluded by the man.
as man → {man, person}; furthermore, we also assumed that when region
annotations overlaped by more than 95% that there was an overlap. This
was necessary in situations where the annotators used the labels “road”
and “street”, which are distantly related in WordNet.
The size of the region label vocabulary is substantially larger than the
number of classes typically used to design and evaluate object detection
algorithms. In fact, the standard object detection evaluation programme
is run on only 20 object classes, each of which contains thousands of la-
belled training examples. The performance of the best model at PASCAL
2012 has a mean average precision of 40.9%, which makes it too noisy a
component in the entire pipeline of generating structured representations
of images. For this reason, we decided to work with gold-standard ob-
ject annotations to let us study the potential utility of the representation,
instead of having to constantly compensate for an extremely noisy input
component. Chapter 6 outlines an approach to incorporating automatic
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Figure 2.11 Distribution of the spatial relations.
Action Labels
The original PASCAL action recognition dataset contains ground truth
action class annotations for each image. These annotations are in the form
of labelled bounding boxes around the person performing the action in
the image.
2.4.6 Collecting Visual Dependency Representations
We trained two Ph.D students to construct gold-standard Visual Depen-
dency Representations for each image–description pair. The process for
creating a visual dependency representation of an image is described in
Section 2.3. There were three descriptions for each of the 341 region-
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Figure 2.12 Inter-annotator confusion matrix for VDR annotation. The largest
source of disagreement between annotators was on whether to attach objects to the
root node of a structure.
tations. The annotated data set comprised a total of 5,748 spatial relations,
corresponding to a mean of 4.79 ± 3.51 relations per image.
Figure 2.11 shows the distribution of spatial relation labels in the data set.
It can be seen that the majority of regions are attached to the ROOT node,
i.e., they have the relation label none. This property of the data set has a
predictable effect on the performance of the models described in the next
chapter.
Inter-annotator agreement on a subset of the data was measured at 84%
agreement for labelled dependency accuracy and 95.1% for unlabelled
dependency accuracy. This suggests the task of generating visual depen-
dency representations can be performed reliably by human annotators.
These figures also provide an upper bound on the performance of com-
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putational prediction models presented in Chapter 3. Figure 2.12 shows
a confusion matrix for the differences between annotators; it can be seen
the largest source of disagreement is on whether to ROOT attach objects.
There is also some disagreement in ABOV E / ON and BEHIND / SUR -
ROU NDS relationships.
2.5 CONCLU SIONS
This chapter introduced a novel structured representation of images, the
Visual Dependency Representation. Visual Dependency Representations
encode structure in an image by capturing the spatial relationships be-
tween the regions of an image. This representation is motivated by the
observation that unstructured representations, such as a bag-of-words
vector, have no means to distinguish images where objects co-occur from
images where objects co-occur to represent an action.
We described the process for creating Visual Dependency Relationships
and presented a new data set of images, paired with descriptions, object
annotations, and the proposed Visual Dependency Representations. The
distribution of adjectives, verbs, and object types was considered, and
used to help justify the decision to not use automatic visual extraction
techniques in the experiments presented later in the thesis.
The Visual and Linguistic Treebank data set provides the basis on which
the remainder of the thesis is presented. In Chapter 3, we present an
approach to automatically predicting Visual Dependency Representations
from region-annotated images; in Chapter 4, we use Visual Dependency
Representations of images as part of the image description task; and in





In this chapter we introduce the task of Visual Dependency Representa-
tion parsing. VDR Parsing is the automatic prediction of the Visual De-
pendency Representation of an image from its labelled region annotations
and (optional) description. A discriminative graph-based dependency
parser forms the basis of the approach. We present three variants of the
parser, each of which progressively exploits more of the available data.
The best-performance is found when the parsing model can exploit both
the image and the descriptions when attempting to predict the Visual De-
pendency Representation. However, significant improvements are found
when using either modality in isolation of the other. The VDR Parser pre-
sented in this chapter forms the foundation of automatic image structure
prediction that is used in the subsequent chapters on image description
and image retrieval.
3.1 INTRODUCTION
In Chapter 2 we presented an approach to modelling the structure of an
image using the Visual Dependency Representation (VDR). This struc-
tured image representation captures the spatial relationships between
regions of an image that contribute to explaining the portrayed event. In
Chapter 2.3 we described how humans can create gold-standard repre-
sentations given a collection of region annotations and a corresponding
image description. We now turn our attention to the task of how to au-
tomatically predict the VDR of an image, which we frame as a parsing
task and learn a parsing model from region-annotated images, optionally
aligned with corresponding descriptions. Figure 3.1 presents an overview
of how we learn the VDR parsing model. The MSTParser of McDonald
et al. (2005a) is used as the basis of our approach; MSTParser is a dis-
criminative graph-based parser that constructs a fully-connected graph
over features extracted from the input. In natural language dependency



























Figure 3.1 An overview of the image parsing process. The parsing model is
trained over human-annotated Visual Dependency Representations of images; at
test time, the VDR of an unseen image is predicted over a collection of region
annotations. We also experiment with a quasi-synchronous parsing model that
can optionally exploit the syntactic structure of the descriptions associated with
the images when training the model and then when predicting the structure of an
image.
and guide the feature exctraction process. There is no such linear order-
ing in image data, so we order the image regions by alphabetical region
label and require that none of the features consider the linear ordering
of the input data. The fully-connected graph is then pruned to a maxi-
mum spanning tree to produce the final dependency representation. The
feature-based nature of the model makes it well-suited to this task be-
cause we can easily combine different sources of evidence from the input.
The parsing model is used to predict the structure of a region-annotated
image, optionally aligned to a corresponding image description.
We present VDR parsing results obtained using three feature sets of in-
creasing complexity. The first set contains only features extracted from
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the Visual Dependency Representations, the second set additionally uses
image features, and the third set adds features extracted from the im-
age descriptions. In order to use the image descriptions, we expand the
parsing model to a quasi-synchronous dependency parser (Smith and Eis-
ner, 2006, 2009) to exploit the structural correspondences between visual
dependency representations and linguistic dependency representations
computed over image descriptions.
In 10-fold cross validation experiments, we find significant improvements
in Visual Dependency Representation prediction accuracy compared to a
baseline that assumes there is no structure in an image. Parsing accuracy
increases when we include features from the annotated regions, or using
quasi-synchronous features extracted from the descriptions. The maxi-
mum performance we report is when the model exploits features from
both the image and the description at the same time.
3.2 RELATED W ORK ON STATISTICAL DEPENDENCY PA RSING
Dependency grammar is a language structure formalism based on the
notion that the tokens in a sentence are related by directed labelled depen-
dency relations (Tesnière, 1953). The dependency structure of a simple
sentence can be seen in the example in Figure 3.2, reproduced from Chap-
ter 2.3. A dependency relation is formed between a head and its argument.
As an example, consider the dependency relation between the head riding
and the argument man: man is the nominal subject of the verb. This ap-
proach to representing the structure of a sentence differs from alternatives
such as phrase-structure grammar in the sense that there is no attempt to
form noun phrases or verb phrases as a hierarchical representation of the
sentence structure.
Dependency parsing is the task of automatically assigning a dependency
structure of a sequence of tokens in a sentence. There is a substantial body
of work on automatic dependency parsing, ranging from unsupervised
generative models (Klein and Manning, 2004) to supervised graph-based
(McDonald et al., 2005b) and transition-based models (Nivre et al., 2004).
A detailed treatment of dependency parsing is out-of-scope in this thesis,
however, an excellent overview of supervised dependency parsing mod-
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Figure 3.3 A transition-based parser in the middle of producing a dependency
parse for the sentence in Figure 3.2.
els can be found in Kübler et al. (2009). In the remainder of this section, we
contrast and compare graph-based and transition-based parsing models,
and how they could be applied to image parsing.
A transition-based dependency parser builds a dependency structure over
a sentence by performing a series of shift-reduce operations on a sequence
of tokens (Nivre et al., 2004). The principle components of such a parser
are: the stack, which contains tokens that have been set aside for process-
ing; the buffer, which contains tokens that have yet to be processed; and
the set of proposed dependency relations between tokens in the sequence.
The act of producing a dependency parse is achieved by performing four
possible operations to manipulate the stack and buffer to produce de-
pendency relations between tokens in the sentence. A Left-Arc adds a
dependency relation from token wj at the front of the buffer to wi on top
of the stack. Right-Arc adds a new dependency relation from token wi
on the stack to wj in the buffer. Reduce remove token wi from the top of
the stack, and Shift moves the next token in the buffer to the top of the
stack.
Figure 3.3 shows an example of a transition-based parser in the middle
of parsing the example shown in Figure 3.2. The next optimal step for
the parser is to perform a Left-Arc operation to add a new dependency
relation between “is” on the stack and “riding” in the buffer. Deciding
which transition operation to perform while processing a sequence of
tokens is determined by learning the parsing model parameters over the
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training data (Nivre et al., 2004).
The incremental nature of a transition-based dependency parser makes it
unsuitable for the task of predicting the Visual Dependency Representa-
tions of images. There is no sense of a sequential order of regions in an
image, and so a dependency parser than does not consider all possible
hypotheses when constructing a dependency parse of an image will fail
to construct a good Visual Dependency Representation. The alternative
to shift-reduce dependency parsing is graph-based parsing. A graph-
based dependency parser creates a dependency structure by constructing
a fully-connected graph between tokens in the input. The graph is then se-
lectively pruned to produce the Maximum Spanning Tree that defines the
dependency parse of the input (McDonald et al., 2005b). This approach
is well-suited to the problem of predicting Visual Dependency Represen-
tations because it can readily propose relationships between any of the
tokens in the input. We will use this parsing strategy as the basis of our
approach to Visual Dependency Representation parsing, as outlined in
the next section.
3.3 G RAPH-BASED PARSING MODEL
A modified version of the MSTParser graph-based dependency parser of
McDonald et al. (2005b) is used to predict Visual Dependency Represen-
tations. This parsing model is well-suited to the task because generates a
fully-connected weighted graph over the input and then prunes the graph
to the maximum spanning tree.
The MSTParser predicts the dependency structure y of a natural language
sentence x by finding the structure y that maximises the score s(x,y) of the




w · f(i, j) (3.1)
where f(i, j) is a high-dimensional feature vector that represents the edge
between tokens i and j in x, and w is the weight vector corresponding
to the features in f. The feature types in the feature vector f can be any
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evidence gathered from the input itself, such as the tokens of the input, or
from any relevant external source.
The process of determining the best scoring y is governed by the feature
functions that represent a directed edge between token i and j in y. In
McDonald et al. (2005a), the features are calculated at three levels of gran-
ularity:
1. Unigram. Part-of-speech tags and surface forms.
2. Bigram. Part-of-speech tags and surface forms of head-argument
pairs.
3. Surrounding. Part-of-speech tags and surface forms or the previous
and next tokens in the input.
There is a fundamental incompatibility between the original definition of
the Surrounding type of feature and the VDR parsing task. These fea-
tures capture statistics of the order of the input, and it does not make
sense to talk about the order of the input in image. Given this observa-
tion, we developed a different set of feature functions that can be used to
extract relevant evidence from the input. These new feature types will be
discussed in greater detail in the next section.
In the remainder of this chapter, we will use the following notation: xvis
is the collection of annotated regions and yvis is a visual dependency rep-
resentation of the image; (i, j) is a directed arc from region i to region j in
yvis, f(i, j) is a high-dimensional feature representation of the arc (i, j), and
w is a vector of feature weights to be learned by the model. The overall




w · f(i, j) (3.2)
3.4 INPUT A ND FEATURES
The Visual Dependency Representation of an image pair is stored on disk
in CoNLL-X format, an example of which can be seen in Figure 3.4. Each
region is represented by its label, the centroid of the region, its parent
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ID WORD FEATS HEAD REL
1 bike 187.42|343.76 4 above
2 car 135.22|330.01 0 -
3 man 197.61|228.17 0 -
4 road 171.23|394.78 1 on







Figure 3.4 An example of how the Visual Dependency Representation of an
image is stored on disk in CoNLL-X format. The data representation is shown in
(a), and the VDR is shown in (b). The FEATS field is used to store the centre of
mass of the region in the original image, which allows features to be extracted from
the image when training or testing the parser. Other useful information could be
stored in this field, such as the certainty with which an object detection is made,
or alternative labellings for the region. This figure is based on the example used in
Figure 2.4c.
region in the VDR, and the spatial relation between the parent and region.
The FEATS field is used to store the coordinates of the centroid of each
region, which is then used to enable fast spatial relationship calculations
in the parser.
The feature functions used by the VDR parsing model vary based on the
source from which the evidence is being collected. We define three groups
of feature functions that are used in the model: VD R, IMG, and QD G. The
final choice of which combinations of features to use was based on the
performance of the parsing model on held-out development data.
VDR feature set
The features functions in the VD R feature set are defined over the region
labels and edge labels in the visual dependency representation itself, as
shown in Table 3.1. Because the VDR of an image does not have the same






Table 3.1 VDR feature set: head: label of the head region in the VDR; arg: label
of the argument region. All three features are conjoined with the edge label between
the head and the arg.
order of the input (unlike the original McDonald et al. (2005a) parser,
which operates over sentences, which are ordered sequences of words).
The unigram features head and arg capture statistics about how regions
appear as either heads or arguments in the VDR, and the bigram feature
head arg captures which region labels are in head-argument relationships.
We experimented with features that capture the number of arguments a
head takes and the number of siblings an argument expects, but these
decreased parsing accuracy and so are not present in the final model.
IMG feature set
We can add additional feature functions to the model by incorporating
information from the image regions. We refer to the models that use these
features with a + IMG suffix; the image features used are listed in Table 3.2.
We extract five different types of features from the image regions: the
position of the region in the image, the distance of the region from the
centre, the size of the region, the distance between pairs of regions, and
the spatial relationship between two regions standing in a head–argument
relationship.
pos(·): The position of a region is defined as the quadrant in which the
centre of mass of the corresponding polygon is located. Each im-
age is split into four quadrants and the position of the region is
generated from the quadrant it falls into.
dfc(·): The distance of the region from the centre (dfc) is found by calculat-
ing the Euclidean distance of the region (as defined by its centroid)
from the centre of the image, normalised by the maximum possible













dbr(head, arg) spatial(head, arg)
Table 3.2 IMG feature set. See text for full details. size(·): the size of the region;
pos(·): the quadrant the centroid of the region belongs to. dfc(·): the distance of the
centroid of the region from the centre of the image; dbr(·, ·): the distance between
the centroids of the regions; spatial(·, ·): the spatial relationship between the head
and the argument. All features are conjoined with the label of the edge between the
head and the argument.
binned into 10% intervals.
dbr(·, ·): The distance between pairs of regions (dbr) is a generalised form
of the (dfc) feature, where both end points of the line between the
regions are regions themselves.
size(·): The size of the region (size) is calculated by counting all of the
pixels inside the region and normalising it by the total number of
pixels in the image, binned into 10% intervals.
spatial(·, ·): The spatial relationship between two regions (spatial) is cal-
culated by taking the centroid of each region polygon and calcu-
lating the angle formed between the head and the argument poly-
gon. The angle is then mapped onto the five bins: ON, ABOV E, BE-
SID E, BELOW, and NONE, using the definitions in Table 2.1 (which
also use angles). These bins do not cover the full set of relations in
the grammar, due to the challenge of accurately inferring 3D rela-
tions such as INFR ONT or BEHIND from static images (Saxena et al.,
2006).
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3.5 QUA SI-SYNCHRONOUS PARSING MODEL
It is possible to extend the parsing model by incorporating feature func-
tions that extract evidence from the written description associated with
the image. The key insight underlying this approach is that generating
a visual dependency representation of an image is a form of tree-to-tree
translation: we translate from a syntactic dependency tree to a visual de-
pendency representation. Tree-to-tree translation can be formalized as
parsing with a synchronous grammar (Wu, 1997; Chiang, 2005). An exam-
ple is a synchronous context-free grammar (SCFG), a generalization of a
context-free grammar. An SCFG generates pairs of syntactic trees (for ex-
ample source language trees and target language trees). The paired trees
are isomorphic, which means that for each rule-rewrite, only the order of
the non-terminals of in the two trees can differ, not their identity.
SCFG and other synchronous grammar formalisms that generate isomor-
phic trees result in a tight coupling between source and the target trees.
For the present task of pairing visual dependency representations and
syntactic dependency trees, we require a more flexible approach, as the
two types of representations can diverge significantly. We use the Quasi-
synchronous Dependency Grammar (QDG) (Smith and Eisner, 2006, 2009)
formalism, which allows for essentially arbitrary correspondences be-
tween two dependency representations, specified in terms of aligned tree
configurations. The QDG model of Smith and Eisner (2006) can be used
to induce a probabilistic grammar of a target language (in this case the
VDR), given a set of source language parse trees, aligned on the word
level. Quasi-synchronous grammars have found applications in parser
adaptation (Smith and Eisner, 2009), paraphrasing (Das and Smith, 2009),
and machine translation (Gimpel and Smith, 2009).
The scoring function in Equation (3.2) can be extended to operate over
QDG representations instead of over standard dependency representa-
tions. The first sum in Equation 3.3 is identical to Equation 3.2. The
second sum incorporates features that link arcs (i, j) in the Visual Depen-
dency Representation with the syntactic dependency tree ytext of the image
description xtext, via an alignment configuration a, and fb and wb are the









wb · fb(i, j,ytext,a)
(3.3)
This model, referred to with a +QD G suffix, is trained over visual depen-
dency representations and image descriptions. We follow Smith and Eis-
ner (2009) and extend the McDonald et al. (2005b) parser with features that
model the correspondences between two dependency representations, as
described in the remainder of this section. The image descriptions are
represented as syntactic dependency trees and aligned with the visual de-
pendency representations on the word level. The alignments are between
tokens in the description and region labels in the VDR. The alignments
for the Quasi-synchronous model are word alignments (or, more precisely,
region label-to-word alignments), which we computed using a simple lex-
ical matching algorithm, which performs a string comparison between the
labels of the regions in a VDR and the tokens in the description. Region
labels were normalized (see Section 2.4.5) and words in the description
were stemmed. Furthermore, the matching process was augmented with
a WordNet hypernym lookup to increase the likelihood of matches. This
process involved taking the region labels and description tokens, finding
all of their synonyms in the respective WordNet synsets, and then for
each synonym, taking its hypernym and determining whether the region
label and the descripionn token share any lexically identical hypernyms.
This process was useful for matching regions like girl and woman through
the hypernym person. Essentially these labels refer to the same type of
object but it has been expressed in a different way by different workers
on Mechanical Turk.
The features linking visual and syntactic dependency representations are
listed in Table 3.3. The quasi-synchronous features express additional in-
formation about the relationships between a pair of regions by capturing
the syntactic configuration of the words in the aligned image description.
The alignment configurations that connect pairs of aligned nodes in the
visual and syntactic representations are always parent-child on the visual





head arg config(head, arg)
head arg verb(head, arg)
head arg config(head, arg) verb(head, arg)
Table 3.3 QDG feature set. config(·, ·): the syntactic configuration of the two
words in the syntactic dependency tree (see text). verb(·, ·): the verb on the path
between the two words in the syntactic dependency tree.





















Figure 3.5 Example of the siblings,ancestor-descendant, and c-command align-
ment configurations in our data, taken from Figure 2.4. The image labels are shown
on the left and the image description is shown on the right. In the siblings exam-
ple (a), it can be seen that MAN is the parent of BIKE with the spatial relation
above when the words are in a siblings relationship in the description.
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parent-child, child-parent, siblings, ancestor-descendant, and c-command.
Figure 3.5 shows examples of these configurations in our data. In (a), the
feature function templates extract features that capture the spatial rela-
tionship between the man and bike when the man is the subject and the
bike is the object of the verb to ride; (b) captures the prepositional relation-
ship between the bike and the road. (c) captures the relationship between
the c-command relationship between the man and the road in the descrip-
tion. The c-command relationship has been described as capturing the
”relative position of constituents in a parse tree” (Radford, 2004). In our
case, it is useful for capturing deeper syntactic structure in the description
that is often formed through prepositional phrases.
Finally, we can add the image features from VD R+ IMG to this model to ob-
tain fully multi-modal VDR Parser, which we refer to as VD R+ IMG+QD G.
This parser is trained over the region-annotated images with Visual De-
pendency Representations and aligned syntactic dependency trees over
image descriptions.
3.6 EXPERI MENTS
We now present results for the VDR parsing models introduced in this
chapter. The VDR and VDR+ IMG models are trained on data annotated
with region boundaries, region labels, and Visual Dependency Repre-
sentations. The VDR+QDG and VDR+ IMG+QDG models have access to
image descriptions, which are annotated with syntactic dependency trees
and word-aligned with the visual dependency representations.
The task for all models is to take an image with gold-standard labelled
region boundaries and predict the correct Visual Dependency Represen-
tation. The quasi-synchronous models VDR+QDG and VDR+ IMG+QDG
have access to image descriptions at test time.
3.6.1 Data and Evaluation Measures
The VDR parsing models are evaluated on the 1,023 Visual Dependency
Representations in the Visual and Linguistic Treebank, described in Chap-
ter 2. The parsing experiments in this chapter, and the subsequent experi-
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ments on language generation (Chapter 4) and image retrieval (Chapter 5),
were run over the same 10 randomly generated splits of the data set into
80% training, 10% development, and 10% test data. Recall from Chapter
2.4 that each image is associated with three descriptions and each image–
description pair has its own Visual Dependency Representation. The data
was split into training/development/testing splits according to each im-
age, not according to each Visual Dependency Representation, to avoid
the models being tested on a fraction of the training data if it were split
without this restriction.
The performance of each model is measured using labelled (Equation 3.4)
and unlabelled (Equation 3.5) directed attachment accuracy, with statis-
tically significant differences calculated using a dependent t-test. The
unlabelled accuracy indicates how well a model can predict which objects
should be in an interacting relationship with each other. It is a less con-
servative measure than labelled accuracy, which requires both the arcs
and the arc edges to be correct. We will see in the chapters on language
generation and image retrieval that either form of Visual Dependency
Representation can be useful.
Labelled accuracy =
# regions with the correct parent and arc label
total number of regions
(3.4)
Unlabelled accuracy =
# regions with the correct parent
total number of regions
(3.5)
We also distinguish root attachment accuracy, the proportion of regions
that correctly attach to the root node, and non-root attachment accuracy,
the proportion of regions that correctly attach to any other node. This
distinction is useful for determining how well the models relate image
regions to each other. Recall from Chapter 2.4 that more than 50% of the
data contains root attachments, which makes a naive most-frequently-
observed baseline easy to confuse with useful VDR parsing.
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Unlabelled Accuracy
Mean Root Non-root Features
FLAT 49.0 ± 3.0 100 ± 0.0 0.0 ± 0.0 N/A
VDR 61.9 ± 4.5⋆ 88.3 ± 3.8 36.6 ± 5.8⋆ 3,800
VDR+ IMG 64.2 ± 4.7† 89.4 ± 2.8 40.3 ± 6.0† 7,500
VDR+QDG 65.0 ± 4.5† 87.8 ± 3.5 43.2 ± 5.6† 9,500
VDR+ IMG+QDG 66.1 ± 4.3† 90.2 ± 2.1 43.1 ± 5.5† 13,500
Table 3.4 Unlabelled directed image parsing results. The metrics are root and
non-root attachment accuracy and their mean. Incorporating features from the
image (VDR+ IMG) or an aligned description (VDR+QDG) improves accuracy,
however, the best results are achieved when combining features from both modalities
(VDR+ IMG+QDG). ⋆: significantly different compared to FLAT at p < 0.05; †:
siginficantly different compared to VD R at p < 0.05.
3.6.2 Baselines
Predicting the VDR of an image is a new task and there are no obvious
baselines against which we can compare the performance of the models
presented in this chapter. We propose FLAT as a baseline model that
attaches every region label to the root node of the image; it does not need
to be trained and simply operates over the set of labelled regions. It is
based on the assumption that a bag-of-regions representation is sufficient
and no information extracted from the image or the description is useful
in understanding the relationships between regions.
3.6.3 Results
Tables 3.4 and 3.5 summarise the unlabelled and labelled parsing per-
formance of the different models on the VDR parsing task. We start by
noting that the performance of the FLAT baseline can be explained by the
nature of the second sentence of the image descriptions: it is often a list of
salient but unrelated regions attached to the root node of the representa-
tion. This model is equivalent to applying the most frequently occurring
relationship in the data set – none, as described in Figure 2.11 in Chapter
2.
On the unlabelled directed accuracy measure, the VDR Parser with only
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Labelled Accuracy
Mean Root Non-root Features
FLAT 49.0 ± 3.0 100 ± 0.0 0.0 ± 0.0 N/A
VDR 54.2 ± 4.6⋆ 88.3 ± 3.8 21.5 ± 4.4⋆ 3,800
VDR+ IMG 55.2 ± 4.8⋆ 89.4 ± 2.8 22.6 ± 4.6⋆ 7,500
VDR+QDG 55.0 ± 4.1⋆ 87.8 ± 3.5 23.5 ± 3.4⋆ 9,500
VDR+ IMG+QDG 56.0 ± 4.0⋆ 90.2 ± 2.1 23.3 ± 3.6⋆ 13,500
Table 3.5 Labelled directed image parsing results. The metrics are root and
non-root attachment accuracy and their mean. Incorporating features from the
image (VDR+ IMG) or an aligned description (VDR+QDG) improves accuracy,
however, the best results are achieved when combining features from both modalities
(VD R+ IMG+QD G). ⋆: significantly different compared to FLAT at p < 0.05.
the VDR feature set is significantly better than assuming no structure in
the image (FLAT). When we extract features directly from the annotated
image regions (VDR+ IMG), we observe another significant improvement
in parsing accuracy compared to using only the VDR feature set. And
if we adopt the Quasi-synchronous parsing model (VDR+QDG), we ob-
serve an independently significant improvement over only using features
from the structured representations. The best performing parser is found
when we extract features from the image and from the aligned description
(VDR+ IMG+QDG).
If we compare the parsing models on labelled dependency accuracy, we
see the same pattern of performance improvements, albeit with less abso-
lute improvements in accuracy. This drop in accuracy is expected because
it is harder to get both the dependency attachments and the attachment
label correct than only get the dependency attachments.
The number of features extracted by the feature functions defined in Chap-
ter 3.4 can be seen in Table 3.5. We note here that the complexity of the
parsing algorithm does not change as more features are added to the
model. However, the models that exploit evidence from the image regions
take the longest time to train because it is computationally expensive to
extract features from images.
We plotted a confusion matrix of labelled parsing predictions to better
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Figure 3.6 Confusion matrix of the VDR+ IMG+QDG model. It can be seen
that R OOT attachment is over-predicted and there is some confusion between the
BESID E and OPPOSITE, and ABOV E and ON.
the arc between a pair of regions, as shown in Figure 3.6. The confusion
matrix was constructed from the output of the best performing parser,
VDR+ IMG+QDG. It is clear to see that root attachment (attaching an arc
with no label to the ROOT node) is over-predicted by the parser, which can
be explained by recalling that 50% of the attachments in the data set are
root attachments. We also observe that there is some confusion between
above and on, which is understandable given the fairly subtle difference
between these two relations. The main difference between the human
inter-annotator disagreements and the parser disagreements is that the
VDR parser is much more likely to over-predict ROOT attachment. The
interested reader can inspect the differences in more detail by comparing




Mean Root Non-root Features
BOTH 66.0 ± 4.3 90.3 ± 2.1 42.9 ± 5.0 9,500
FIRST 65.8 ± 3.8 89.7 ± 2.3 43.0 ± 4.4 8,500
SECOND 63.2 ± 4.4⋆ 87.8 ± 4.4 39.8 ± 3.1⋆ 6,500
Labelled Accuracy
Mean Root Non-root Features
BOTH 55.9 ± 3.8 90.3 ± 2.1 23.1 ± 3.4 9,500
FIRST 56.0 ± 4.0 89.7 ± 2.3 23.7 ± 3.3 8,500
SECOND 54.1 ± 3.9 87.8 ± 4.4 21.8 ± 3.1 6,500
Table 3.6 The Effect of Alignment Coverage on parsing accuracy in the
QDG+ IMG+VDR model. There is no significant difference between using align-
ments from only the FIRS T sentence or BOTH S ENTENCES, but using alignments
from only the S EC OND sentence significantly decreases parsing accuracy. ⋆: sig-
nificantly different compared to using both sentences at p < 0.05.
3.6.4 Alignment Coverage in the Quasi-synchronous Models
The image descriptions in our data set consist of two sentences, where
the first describes the action depicted, and the second describes regions
unrelated to the action. It is conceivable that the first and second sen-
tences differ in structural complexity and thus give rise to differences in
parsing accuracy in the +QD G models. We investigate this by using align-
ment features from only the first sentence, only the second sentence, and
from both sentences of the image description. We trained a non-projective
VDR+ IMG+QDG model to study the role of alignment feature coverage.
Table 3.6 shows the effect of reducing the alignment coverage in the train-
ing data. It can be seen that there are no significant differences between
using alignments in BOTH or only the FIRST sentence. We do observe
significant decreases in performance when using alignments from only
the SECOND sentence. This can be explained by remembering that we
asked workers on Mechanical Turk to describe the objects involved in the
action in the first sentence; the objects referred to in the second sentence
are therefore background or contextual objects.
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3.6.5 The Number of Annotated Image Regions
In VDR parsing, the number of labelled image regions can be thought of
as analogous to sentence length, which has been shown to affect the ac-
curacy of dependency parsers (Mcdonald and Nivre, 2011). We therefore
explored how the number of labelled image regions affects the accuracy
of the QDG-VDR model. Figure 3.7 shows root and non-root accuracy
after binning the test images by number of image regions. It can be seen
that root attachment accuracy plateaus after five region labels per image
(though the variance increases, as later bins contain fewer data points).
Non-root attachments, however, become increasingly difficult as the num-
ber of region labels increases. This mirrors the effect of sentence length
found in language parsing.
3.7 DISCUSSION
In a series of experiments, we found that a VDR Parser trained over only
the region labels and the relationships between the regions (VDR) was
better at predicting Visual Dependency Representations than assuming
the image had no structure at all (the FLAT model). The implication of
this finding is that if we could find a perfect automatic image tagger, then
the VDR Parser would be sufficient to predict the relationships between
the detected objects. It follows that if we could find a perfect object de-
tector, then we could predict significantly better image structures than
only using automatically predicted labels, as shown in the models with a
+ IMG suffix. We can extract simple image features, such as the position,
size, and distance between regions in the image can be extracted from
annotated regions. These additional features significantly improve the
accuracy of the VDR Parser over using only the labels and relationships
between the labels.
However, a perfect image tagger or object detector does not exist and it
remains an open problem about how to integrate such a noisy automatic
input into the VDR parsing process. We will discuss one method of in-
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(b) Non-root attachment accuracy
Figure 3.7 Labeled parsing accuracy of VDR+ IMG+QDG by number of image
regions. Root attachment accuracy (a) stabilises from five image regions; whereas
non-root accuracy (b) decreases as the number of regions increases.
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The use of verbs and syntactic configurations in aligned image descrip-
tions provides an orthogonal and equally significant improvement in pars-
ing accuracy to the models with a +QD G suffix. This finding is promising,
especially considering the growing prevalence of captioned images on the
internet as potential source data.
The relative differences in labelled and unlabelled parsing accuracy im-
provements in Tables 3.4 and 3.5 shows that predicting both the relation-
ship and the type of the relationship is a difficult problem. One direction
for improving parsing accuracy would be to implement a new decoder for
the labelled parsing features in the model. The current decoder, inherited
from the MSTParser implementation for natural language dependency
parsing, only constructs and decodes features for labelled parsing using
unigram evidence. It may be possible to extend this to a more complex
decoder, which would require a significant amount of engineering work.
In whichever way, we will see in Chapters 4 and 5 that we observe sig-
nificant improvements in image description and image retrieval with the
current decoder implementation. Another option for improving parsing
accuracy is to obtain more training data, which would obviously result in
a more robustly trained parsing model.
3.8 CONCLU SIONS
In this chapter we showed how to automatically predict the Visual Depen-
dency Representation of an image using a statistical dependency parser.
The basis of our approach was a state of the art graph-based parsing
model, which made it possible to extract evidence from both the visual
data, in the form of the image regions, and the corresponding linguistic
data, in the form of the descriptions.
We presented a series of experiments on the effect of extracting and com-
bining different sources of evidence into the VDR Parser. Orthogonal
improvements were found from using either visual or linguistic features.
The improvements due to visual features were due to capturing informa-
tion about the locations of regions in the image and the 2D spatial rela-
tionships between the regions in the image data. The linguistic features
captured information about the types of verbs that appeared between
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words in aligned image descriptions.
The main experimental results were supplemented by a series of ablation
experiments to understand the effect of different sources of evidence in the
parsing model. We found that parsing accuracy was significantly affected
by projective dependency parsing, the number of alignments used in the
quasi-synchronous models, and the relationship between the number of
annotated image regions and the accuracy of the predicted structure.
In Chapter 4 we will show how automatically predicted Visual Depen-
dency Representations can be used to generate significantly better descrip-
tions of what is happening in an image. And in Chapter 5, we will show
how the Visual Dependency Representation can be used to significantly
improve example-based image retrieval models.
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IMAGE DES C RI PTION
4
Describing the main event of an image involves identifying the depicted
objects and predicting the relationships between those objects. Previous
approaches have represented images as unstructured bags of regions,
which makes it difficult to accurately predict meaningful relationships
between regions. In this chapter, we show how Visual Dependency Rep-
resentations can be used to improve automatic image description. We test
this hypothesis using the data set of region-annotated images, associated
with Visual Dependency Representations and gold-standard descriptions
introduced in Chapter 2. We describe two template-based description
generation models that operate over visual dependency representations.
In an image description task, we find that these models outperform ap-
proaches that rely on object proximity or corpus information to generate
descriptions on both automatic measures and on human judgements.
4.1 INTRODUCTION
Humans are readily able to produce a description of an image that cor-
rectly identifies the objects and actions depicted. Automating this process
is useful for applications such as image retrieval, where users can go
beyond keyword-search to describe their information needs; caption gen-
eration for improving the accessibility of existing image collections; story
illustration; and in assistive technology for blind and partially sighted
people. Automatic image description presents challenges on a number of
levels: recognizing the objects in an image and their attributes are difficult
computer vision problems; while determining how the objects interact,
which relationships hold between them, and which events are depicted
requires considerable background knowledge.
Previous approaches to automatic description generation have typically
tackled the problem using an object recognition system in conjunction
with a natural language generation component based on language models
or templates (Kulkarni et al., 2011; Li et al., 2011). Some approaches have
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utilised the visual attributes of objects (Farhadi et al., 2010), generated
descriptions by retrieving the descriptions of similar images (Ordonez
et al., 2011; Kuznetsova et al., 2012), relied on an external corpus to predict
the relationships between objects (Yang et al., 2011), combined sentence
fragments using a tree-substitution grammar (Mitchell et al., 2012), or
frame the problem as ranking the descriptions that co-occur with text
(Hodosh et al., 2013).
A common aspect of existing work is that an image is represented as a
bag-of-terms. Bags-of-terms encode information about which objects co-
occur in an image, but they are unable to express how the regions relate
to each other, which makes it difficult to describe what is happening.
As an example, consider Figure 4.1 (a), which depicts a man riding a
bike. If the man was instead repairing the bike, then the bag-of-regions
representation would be the same, even though the image would depict a
different action and would have to be described differently. This type of
co-occurrence of regions indicates the need for a more structured image
representation; an image description system that has access to structured
representations would be able to correctly infer the action that is taking
place, such as the distinction between repairing or riding a bike, which
would greatly improve the descriptions it is able to generate.
In this chapter, we use the Visual Dependency Representations introduced
in Chapter 2 to encode the structure of images. This representation cap-
tures the spatial relations between regions of an image. An example can
be found in Figure 4.1 (c), which depicts the VDR for Figure 4.1 (a). This
VDR captures the notion that MAN is
−−−−→
above the BIKE, and that the BIKE
is −→on the R OAD. These relationships make it possible to infer that the man
is riding a bike down the road, which corresponds to the first sentence of
the human-generated image description in Figure 4.1 (b).
In order to test the hypothesis that structured image representations are
useful for description generation, we present a series of template-based
image description models. Two of these models are based on approaches
in the literature that represent images as bags of regions. The other two
models use Visual Dependency Representations, either on their own or in
conjunction with gold-standard image descriptions at training time.
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(a)
A man is riding a bike down the road.
A car and trees are in the background.
(b)






Figure 4.1 (a) An image of a man riding a bicycle. (b) A human-written descrip-
tion of the image. (c) A Visual Dependency Representation of the image, given
the annotated regions and the description. Reproduced from Chapter 2 for ease-of-
access.
Prior to presenting the results of the image description experiment, we es-
timate the correlation of five automatic evaluation measures with human
judgements. The automatic evaluation measures are adopted from the Ma-
chine Translation and document summarisation communities. We com-
pare unigram BLEU and Smoothed BLEU (Papineni et al., 2002), ROUGE-
SU4 (Lin and Och, 2004), TER (Snover et al., 2006), and Meteor (Denkowski
and Lavie, 2011), and find that Meteor has the best correlation with hu-
man judgements of semantic correctness, and that Smoothed BLEU and
ROUGE-SU4 are moderately correlated with judgements. In the image
description experiment we find that descriptions generated using the
VDR-based models are significantly better than those generated using
bag-of-terms models in automatic evaluations and in human judgements.
Finally, we also show that the benefit of the visual dependency represen-
tation is maintained when image descriptions are generated from auto-
matically parsed VDRs. We use the image parser introduced in Chapter
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Transfer Template Ranking
Farhadi et al. (2010) X
Yang et al. (2011) X
Kulkarni et al. (2011) X
Li et al. (2011) X
Ordonez et al. (2011) X
Mitchell et al. (2012) X
Kuznetsova et al. (2012) X
Hodosh et al. (2013) X
Table 4.1 An overview of existing approaches to image description. The literature
has been categorised into approaches that transfer a description from an existing
corpus, approaches that use some form of template to guide the language generation
process, and framing the task as ranking the descriptions that co-occur with images.
3 to predict VDRs over a set of annotated object regions. This result reaf-
firms the potential utility of this representation as a means to describe
events in images. Note that throughout this chapter we work with gold-
standard region annotations; this makes it possible to explore the effect
of structured image representations independently of automatic object
detection.
4.2 RELATED W ORK ON A UTOMATI C IMAG E DESCRIPTION
In this section, we summarise existing approaches to image description
generation in the literature. Table 4.1 provides an overview of the ap-
proaches, which we have broadly categorised approaches as based on
transferring the description from the training or test data (Farhadi et al.,
2010; Ordonez et al., 2011; Kuznetsova et al., 2012; Hodosh et al., 2013),
based on pre-defined templates - either explicit templates (Yang et al.,
2011; Kulkarni et al., 2011), n-gram phrase combination (Li et al., 2011;
Kulkarni et al., 2011), or tree substitution grammar (Mitchell et al., 2012).
Farhadi et al. (2010) generate descriptions of images by projecting im-
ages and corresponding descriptions into a shared “meaning space”. The
shared meaning space is represented by an (object, action, scene) triplet,
where each variable in the triplet is drawn from a predefined set of values.
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The most likely triplet is then calculated from an image, given a set of lin-
early weighted feature functions over data drawn from the image itself. A
description of an unseen image is generated by transfering the description
of an image that most closely matches the meaning representation tuple
predicted for the image. This approach is evaluated using a readability
analysis using two subjects on the UIUC PASCAL Sentences data set.
Yang et al. (2011) also generate descriptions of images from an abstract
meaning representation. In their work, an image is represented as a
(nouns, verb, scene-type, preposition) tuple. The nouns are determined
by running state of the art object detectors of the image (Felzenszwalb
et al., 2010); the verb is determined by predicting the most likely verb that
relates pairs of detected objects in a dependency parsed representation
of the Gigaword corpus (Napoles et al., 2012); the scene-type is deter-
mined using a gist scene-type detector (Oliva and Torralba, 2001); and the
preposition is extracted from prepositional phrases in the training corpus.
Sentences are then generated from a predicted meaning representation tu-
ple by filling in slots in a sentence template. The evaluation is performed
with ROUGE-1 and a relevance/readability analysis on Mechanical Turk
using the UIUC PASCAL Sentences data set.
Kulkarni et al. (2011) generate descriptions of images using n-gram lan-
guage models or sentence templates. Images are represented by running
parts-based object detectors and stuff detectors of the image data. At-
tributes of these detections are then detected, and pairwise spatial prepo-
sitions are calculated between detected objects and stuff. A Conditional
Random Field is used to predict the best possible labelling for an image,
given the detections. The language generation approach is based on either
combining n-grams or using “linguistically motivated” constraints on a
template-based approach. Sentences are generated by taking the labelling
predicated for an image and generating the description. This approach is
evaluated with unigram BLEU and clarity / grammaticality judgements
from two subjects using the UIUC PASCAL Sentences data set.
Li et al. (2011) generate descriptions of images by selecting and then fus-
ing phrases of text from a very large text corpus, given the set of detec-
tions for an unseen image. The phrase selection stage deliberately over
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selects phrases from the corpus and the phrase fusion stage attempts to
optimally combine these phrases to create a relevant and grammatically
correct description. Image features are extracted using a parts-based ob-
ject detector and stuff detectors. Each of the extracted image regions are
also processed to extract visual attributes and pairwise spatial relation-
ships are calculated between detections. These features are then combined
into a meaning representation as a set of ((adjective, noun), preposition,
(adjective, noun)) tuples for the detections in the image. Descriptions
were generated by extracting three phrases for each tuple in the meaning
representation from the Google Web 1T corpus: one with the first object
in the tuple, one with the second object in the tuple, and one with the
relation between the objects. These sets of phrases are then combined to
create a maximally compatible description of an image. The approach
is evaluated using unigram BLEU and creativity / fluency / relevance
judgements with two judges using the UIUC PASCAL Sentences data set.
Ordonez et al. (2011) generate descriptions of images by transferring the
description of an image from their large training data set that most closely
matches the unseen image. Images are processed to extract objects, stuff,
people, and scene types. These extracted features from the image are then
compared against images in the 1 million captioned photos data set, and
the caption for the most similar image is literally transferred to describe
the new image. The approach is evaluated with unigram BLEU using the
SBU Captioned Photo Dataset.
Mitchell et al. (2012) generate descriptions of images by combining phrase
structures in a tree-substitution grammar framework. The visual feature
extraction is based on that of Kulkarni et al. (2011). Syntactic information,
such as common modifiers, determiners, and verbs are calculated from the
captions in the SBU Captioned Photo Dataset. Evaluation is performed
using Amazon Mechanical Turk on the SBU Captioned Photo Dataset.
Kuznetsova et al. (2012) generate descriptions of images by retrieving
and combining phrases from a large corpus of images and correspond-
ing descriptions. Object detectors are used to find potentially relevant
noun phrases, the parallel collection of descriptions are used to find verb









ST RUCT UR E X X
PARALLEL X X X
Table 4.2 The data available at training time to the language generation models
compared in this Chapter.
selected phrases are then combined in an integer linear programming
framework to select the best combination of phrases and realised by ad-
hering to linguistic, discourse, and consistency constraints in language.
The approach is evaluated on a subset of the SBU Captioned Photo Dataset
for which the computer vision components are found to be relaible using
unigram BLEU and human judgements.
Hodosh et al. (2013) present an alternative approach to the problem by
arguing that the task should be framed as a cross-modal ranking prob-
lem. They address the cross-modal ranking problem by projecting image
and text representations into a shared semantic space using kernel canon-
ical correlation analysis (Bach and Jordan, 2002). The parameters of the
projection weights are estimated on training data of images paired with
descriptions. The estimated shared semantic space is used to generate a
ranked list of either the best descriptions for an image, or the best images
for a description. Images are represented as vectors of colour, texture,
shape, and Spatial Pyramid Kernel SIFT features (Lazebnik et al., 2006),
and the descriptions are represented as a trigram kernel with distribu-
tional similarity matching between tokens. The tasks evaluated are sen-
tence retrieval given an image, and image retrieval given a sentence in
the Flickr8K data set. This approach can address both the image search
and language generation problems, but it does so without addressing the
problems of “traditional” natural language generation.
4.3 IMA GE DESCRI PTION MODELS
We present four template-based models for generating image descriptions
in this section. Table 4.2 presents an overview of the information available
to each model at training time, ranging from only the annotated regions of
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an image to using Visual Dependency Representation of an image aligned
with the syntactic dependency representation of its description. At test
time, all models have access to image regions and their labels, and use
these to generate image descriptions. Two of the models also have ac-
cess to VDRs at test time, allowing us to test the hypothesis that image
structure is useful for generating good image descriptions.
The aim of each model is to determine what is happening in the image,
which regions are important for describing it, and how these regions relate
to each other. Recall that all the images in the data set from Chapter 2.4
depict actions, and that the gold-standard annotation was performed with
this in mind. A good description therefore is one that relates the main
actors depicted in the image to each other, typically through a verb; a
mere enumeration of the regions in the image will not be sufficient. All of
the models compared in this chapter attempt to generate a two-sentence
description, as per the gold standard descriptions.
In the remainder of this section, we will use Figure 4.1 (a) as a running
example to demonstrate the type of language each model is capable of
generating. All models share the set of language generation templates in
Table 4.3.
4.3.1 PROXI MITY
P ROXIMITY is based on the assumption that people describe the relation-
ships between regions that are near each other. It has access to only the
annotated image regions and their labels.
Region–region relationships that are potentially relevant for the descrip-
tion are extracted by calculating the proximity of the annotated regions.
Here, oi is the subject region, oj is the object region, and sij is the spa-
tial relationship between the regions. Let R = {(oi, sij, oj), . . .} be the set
of possible region–region relationships found by calculating the nearest
neighbour of each region in Euclidean space between the centroids of the
polygons that mark the region boundaries. The tuple with the subject clos-
est to the centre of the image is used to describe what is happening in the
image, and the remaining regions are used to describe the background.
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T1 D T oi AUX REL D T oj. T5?
A girl is reading a book.
T2 There AUX also {D T oi}
|unrelated|
i=1 in the image.
There is also a cat and a window in the image.
T3 D T oi AUX R EL D T oj REL DT ok. T5?
The girl is reading a book on a chair.
T4 R EL DT oj.
reading a book.
T5 PRP AUX {REL DT oi}
|dependents|
i=1 .
She is beside a window.
Table 4.3 The language generation templates and an example of the type of sen-
tence, or fragment, generated by each template.
The first sentence of the description is realised with template T1 from
Table 4.3. oi is the label of the subject region and oj is the label of the
object region. D T is a simple determiner chosen from {the, a}, depending
on whether the region label is a plural noun; AUX is either {is, are}, de-
pending on the number of the region label; and REL is a word to describe
the relationship between the regions. For this model, REL is the spatial
relationship between the centroids chosen from {above, below, beside},
depending on the angle formed between the region centroids, using the
definitions in Table 2.1. The second sentence of the description is realised
with template T2 over the subjects oi in R that were not used in the first
sentence. An example of the language generated is:
(1) The man is beside the bike. There is also a road, a car, and trees in
the image.
With the exception of visual attributes to describe size, colour, or texture,
this model is based on the approach described by Kulkarni et al. (2011).
4.3.2 CORPUS
The biggest limitation of PROXIMITY is that regions that are near each
other are not always in a relevant relationship for a description. For exam-
ple, in Figure 4.1, the BIKE and the CAR regions are nearest neighbours
but they are unlikely to be described as being in an relationship by a
human annotator. The model CORPUS addresses this issue by using an
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external text corpus to determine which pairs of regions are likely to be
in a describable relationship. Furthermore, CORPUS can generate verbs
instead of spatial relations between regions, leading to more human-like
descriptions. CORPUS is based on Yang et al. (2011), except we do not
use scene type (indoor, outdoor, etc.) as part of the model. At training
time, the model has access to the annotated image regions and labels,
and to the dependency-parsed version of the English Gigaword Corpus
(Napoles et al., 2012). The corpus is used to extract subject–verb–object
subtrees, which are then used to predict the best pairs of regions, as well
as the verb that relates the regions. We use the morph toolkit to lemmatise
the verbs in the corpus (Minnen et al., 2001).
The set of region–region relationships R = {(oi, vij, oj), . . .} is determined
by searching for the most likely o∗j , v
∗ given an oi over a set of verbs V
extracted from the corpus and the other regions in the image. This is
shown in Equation 4.1.
o∗j , v
∗|oi = arg max
oj,v
p(oi) · p(v|oi) · p(oj|v,oi) (4.1)
We can easily estimate p(oi), p(v|oi), and p(oj|v,oi) directly from the cor-
pus. If we cannot find an o∗j , v
∗ for a region, we back-off to the spatial
relationship calculation as defined in P ROXI MITY. When we have found
the best pairs of regions, we select the most probable pair and generate the
first sentence of the description using that pair an template T1. The sec-
ond sentence is realised with template T2 over the subjects in R not used
in generating the first sentence. An example of the language generated is:
(2) The man is riding the bike. There is also a car, a road, and trees in
the image.
In comparison to PROXIMITY, this model will only describe pairs of re-
gions that have observed relations in the external corpus. The corpus also
provides a verb that relates the regions, which produces descriptions that
are more in line with human-generated text. However, since noun co-
occurrence in the corpus controls which regions can be mentioned in the
description, this model will be prone to relating regions simply because
their labels occur together frequently in the corpus.
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4.3.3 STRUCTURE
The model STRUCTURE exploits the visual dependency representation
of an image to generate language for only the relationships that hold
between pairs of regions. It has access to the image regions, the region
labels, and the visual dependency representation of an image.
Region–region relationships are generated during a depth-first traversal
of the VDR using templates T1, T3, T4, and T5. The VDR of an image is
traversed and language fragments are generated and then combined de-
pending on the number of children of a node in the tree. If a node has only
one child then we use T1 to generate text for the head-child relationship.
If a node has more than one child, we need to decide how to order the
language generated by the model. We generate sentence fragments using
T4 for each child independently and combine them later. In STRUC TURE,
the sentence fragments are sorted by the Euclidean distance of the chil-
dren from the parent. In order to avoid problematic descriptions such
as “The woman is above the horse is above the field is beside the house”,
we include a special case for when a node has more than one child. In
these cases, the nearest region is realized in direct relation to the head
using either T3 (two children) or T1 (more than two children), and the
remaining regions form a separate sentence using T5. This sorting and
combing process would result in “The woman is above the horse. She is above
a field and beside the house” for the case mentioned above.
An example of the type of description that can be generated during a
traversal is:
(3) The man is above the bike above the road. There is also a car and
trees in the image.
In comparison to PROX IMITY, this model can exploit a representation of
an image that encodes the relationships between regions in an image (the
VDR). However, it is limited to generating spatial relations, because it
cannot predict verbs to relate regions.
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4.3.4 PA RA LLEL
The model PAR ALLEL is an extension of STRUC TURE that uses the image
descriptions available to predict verbs that relate regions in parent-child
relationships in a VDR. At training time it has access to the annotated
regions and labels, the visual dependency representations, and the gold-
standard image descriptions. Recall from Section 2.4 that the descriptions
were dependency-parsed using the parser of McDonald et al. (2005a) and
alignments were calculated between the nodes in the VDRs and the words
in the parsed image descriptions.




The second distribution is used as a backoff when we do not observe the
arc label between the regions in the training data. The generation pro-
cess is similar to that used in STRUCTURE, with two exceptions: (1) it
can generate verbs during the generation steps, and (2) when a node has
multiple dependents, the sentence fragments are sorted by the probabil-
ity of the verb associated with them. This sorting step governs which
child is in a relationship with its parent. When the model generates text,
it only generates a verb for the most probable sentence fragment. The
remaining fragments revert back to spatial relationships to avoid generat-
ing language that places the subject region in multiple relationships with
other regions. An example of the language generated is:
(4) The man is riding the bike on the road. There is also a car and trees
in the image.
In comparison to C ORPUS, this model generates descriptions in which the
relations between the regions determined by the image itself and not by
an external corpus. In comparison to PROXIMITY and STRUC TURE, this
model generates descriptions that express meaningful relations between
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the regions and not simple spatial relationships.
4.3.5 VDR Parsing
The STR UC TUR E and PARALLEL models rely on visual dependency rep-
resentations, but it is unrealistic to assume gold-standard representations
will always be available because they are expensive to construct. We use
the VD R+ IMG VDR Parser introduced in Chapter 3 to automatically pre-
dict the VDR from region-annotated images, providing the input for the
STRUCTURE-PARSED and PARA LLEL-PA RSED models at test time.
4.4 A NA LYSIS OF A UTOMATIC EVALU ATION MEA SURES
The automatic image description task has been compared to translating
an image into text (Li et al., 2011; Kulkarni et al., 2011), or summarising
an image (Yang et al., 2011) and these observations have contributed to
the adoption of the evaluation measures used in those communities to
determine the quality of generated text.
In this section we estimate the correlation of human judgements with five
automatic evaluation measures on two image description data sets. Our
work extends previous studies of evaluation measures for image descrip-
tion (Hodosh et al., 2013), which focused on unigram-based measures
and reported Cohen’s κ agreement scores between human judgements
and text-based evaluation measures, rather than correlations.
4.4.1 Methodology
We estimate Spearman’s rank correlation co-efficient of five different auto-
matic evaluation measures against human judgements for the automatic
image description task. Spearman’s rank is a non-parametric correlation
co-efficient that restricts the ability of outlier data points to skew the co-
efficient. Each of the automatic measures are calculated on the sentence
level and correlated directly against the human judgements.
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4.4.2 Data
We perform the correlation analysis on the Flickr8K data set of Hodosh
et al. (2013). The results of a correlation analysis on our data set can be
found in Chapter 4.5.
The test-portion of the Flickr8K data set contains 1,000 images paired
with five reference descriptions. The images were retrieved from Flickr,
the reference descriptions were collected from Mechanical Turk, and the
human judgements were collected from expert annotators as follows: each
image in the test data was paired with the highest scoring sentence(s)
retrieved from all possible test sentences by any of the ranking models
in Hodosh et al. (2013). Each image–description pairing in the test data
was judged for semantic correctness by three expert human judges on a
scale of 1–4. We calculate automatic measures for each image–retrieved
sentence pair against the five reference descriptions for the original image.
4.4.3 Automatic Evaluation Measures
BLEU measures the effective overlap between a reference sentence X and
a proposed translation sentence Y. It is defined as the geometric mean of
the effective n-gram precision scores, multiplied by the brevity penalty
factor. pn measures the effective overlap by calculating the proportion of
the maximum number of n-grams co-occurring between a candidate and
a reference and the total number of n-grams in the candidate text. The
brevity penalty BP penalises short translations. A formal definition:





















1 if c > r
e(1−r/c) if c 6 r
Unigram BLEU without a brevity penalty was reported by Kulkarni et al.
(2011); Li et al. (2011); Ordonez et al. (2011); Kuznetsova et al. (2012),
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and to the best of our knowledge, the only work to use higher-order n-
grams with BLEU is Elliott and Keller (2013). In this analysis we use
the smoothed BLEU implementation of Clark et al. (2011) to perform a
sentence-level analysis, setting n = 1 and no brevity penalty, or n = 4 with
the brevity penalty. Note that a higher BLEU score is better.
ROUGE measures the longest common subsequence of tokens between
a candidate Y and reference text X. There is also a variant that measures
the co-occurrence of pairs of tokens in both the candidate and reference (a
skip-bigram): ROUGE-SU*. The skip-bigram calculation is parameterised
with dskip, the maximum number of tokens between the words in the skip-
bigram. Setting dskip to 0 is equivalent to bigram overlap and setting
dskip to ∞ means tokens can be any distance apart. If α=|SKIP2(X,Y)|
is the number of matching skip-bigrams between the reference and the







Yang et al. (2011) and Hodosh et al. (2013) measure performance with
ROUGE, using a variant described as R OUGE-1. We set set dskip = 4 and
to award partial credit for unigram only matches; otherwise known as
ROUGE-SU4. We use ROUGE v.1.5.5 for the analysis, and configure the
evaluation script to return the result for the average score for matching
between the candidate and the references. A higher ROUGE score is better.
TER (Translation Error Rate) measures the number of modifications a
human would need to make to transform a candidate Y into a reference
sentence X. The types of modifications available are insertion, deletion,
substitute a single word, and shift a word an arbitrary distance. TER is
expressed as the percentage of the sentence that needs to be changed, and





TER has not yet been used in the image description literature for model
evaluation. We use v.0.8.0 of the TER evaluation tool, and a lower TER is
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better.
Meteor is the harmonic mean of unigram precision and recall that allows
for exact, synonym, and paraphrase matchings between candidates and
references. It is calculated by generating an alignment between the tokens
in the candidate and reference sentences, with the aim of a 1:1 alignment
between tokens and minimising the number of chunks ch of contiguous
and identically ordered tokens in the sentence pair. This alignment is
based on exact token matching, followed by Wordnet synonyms, and then
stemmed tokens. We can calculate precision, recall, and F-measure, where
m is the number of aligned unigrams between candidate and reference.
Meteor is defined as:















The results reported in the analysis are extracted from Meteor v.1.4.0 and
use the package-provided free parameter settings of 0.85, 0.2, 0.6, and
0.75 for the matching components. Meteor has not yet been reported to
evaluate the performance of different models on the image description
task and a higher Meteor score is better.
4.4.4 Protocol
We performed the correlation analysis as follows. The sentence-level eval-
uation measures were calculated for each image–description–reference
tuple in the test data. We used MultEval (Clark et al., 2011) to collect the
BLEU, TER, and Meteor scores, and the ROUGE-SU4 scores were collected
using the RELEASE-1.5.5.pl script. The evaluation measure scores were
merged with the human judgements for each tuple, and the correlation





n = 17, 466
METEOR 0.524




Table 4.4 Correlation co-efficient of five automatic evaluation measures against
human judgements. All correlations are significant at p < 0.001. The strength of
the correlation co-efficient depends on the data set but the pattern holds across data
sets.
4.4.5 Correlation Analysis
Table 4.4 shows the correlation co-efficients between automatic measures
and human judgements and Figure 4.2 shows the distribution of scores
for each measure against human judgements. To classify the strength of
the correlations, we followed the guidance of Dancey and Reidy (2011),
who posit that a co-efficient of 0.0–0.1 is uncorrelated, 0.11–0.4 is weak,
0.41–0.7 is moderate, 0.71–0.90 is strong, and 0.91–1.0 is perfect.
On the Flickr8k data set, all evaluation measures can be classified as either
weakly correlated or moderately correlated with human judgements and all
results are significant. TER is weakly correlated with human judgements.
However, TER could prove useful in comparing the types of differences
between models, such as the difference between the number of insertions,
substitutions, etc. Also, an analysis of the distribution of TER scores in
Figure 4.2 shows that differences in candidate and reference length are
prevalent in the image description task. Unigram BLEU is only weakly
correlated against human judgements, even though it has almost univer-
sally been used as an automatic evaluation measure for the image descrip-
tion task. Figure 4.2 shows an almost uniform distribution of unigram
BLEU scores, regardless of the human judgement. Smoothed BLEU and
ROU GE-SU4 are moderately correlated with human judgements, and the
correlation is much stronger than unigram BLEU. Finally, Meteor is most
strongly correlated measure against human judgements.
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(a) Flick8K data set, n=17,466.
Figure 4.2 Flickr8K data set correlation of automatic evaluation measures
against human judgements. ρ is the correlation between human judgements and the
automatic measure. The intensity of each point indicates the number of occurrences
that fall into that range.
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Candidate: Football play-
ers gathering to contest
something to collaborating
officials.
Reference: A football player
in red and white is holding
both hands up.
(a)
Candidate: A man is at-
tempting a stunt with a
bicycle.
Reference: Bmx biker Jumps
off of ramp.
(b)
Figure 4.3 A pair of examples in the test data which have a Meteor score 0.0 and
the maximum expert human judgement. In (a) the candidate and references origi-
nate from the same image, and highlight a difference in content selection, whereas
in (b) they come from different images and highlight a difference in vocabulary.
Qualitative Analysis
Figure 4.3 shows two images from the test collection of the Flickr8K data
set with a low Meteor score and a maximum human judgement of se-
mantic correctness. The main difference between the candidates and ref-
erences are in deciding what to describe (content selection), and how to
describe it (realisation). We can hypothesise that in both translation and
summarisation, the source text acts as a lexical and semantic framework
within which the translation or summarisation process takes place. In Fig-
ure 4.3(a), the authors of the descriptions made different decisions on what
to describe. A decision has been made to describe the role of the officials
in the candidate text, and not in the reference text. The underlying cause
of this is an active area of research in the human vision literature and
can be attributed to bottom-up effects, such as saliency (Itti et al., 1998),
top-down contextual effects (Torralba et al., 2006), or rapidly-obtained
scene properties (Oliva and Torralba, 2001). In (b), we can see the prob-
lem of deciding how to describe the selected content. The reference text




There are several differences between our analysis and that of Hodosh
et al. (2013). First, we report Spearman’s ρ correlation coefficient of text-
based automatic measures against human judgements, whereas they re-
port agreement between judgements and text-based automatic measures
in terms of Cohen’s κ. The use of κ requires the transformation of real-
valued scores into categorical values, and thus loses information; we use
the judgement and evaluation measure scores in their original forms. Sec-
ond, our use of Spearman’s ρ means we can readily use all of the avail-
able data for the correlation analysis, whereas Hodosh et al. (2013) report
agreement on thresholded subsets of the data. Third, we report the cor-
relation coefficients against five evaluation measures, some of which go
beyond unigram matchings between references and candidates, whereas
they only report unigram BLEU and unigram ROUG E. It is therefore dif-
ficult to directly compare the results of our correlation analysis against
Hodosh et al.’s agreement analysis, but they also reach the conclusion
that unigram BLEU is not an appropriate measure of image description
performance. However, we do find stronger correlations with Smoothed
BLEU, skip-bigram ROUG E, and Meteor.
In contrast to the results presented here, Reiter and Belz (2009) found
no significant correlations of automatic evaluation measures against hu-
man judgements of the accuracy of machine-generated weather forecasts.
They did, however, find significant correlations of automatic measures
against fluency judgements. There are no fluency judgements available
for the Flickr8K data set, so we cannot measure the correlation of fluency
judgements against automatic measures at this point.
In this section we performed a sentence-level correlation analysis of au-
tomatic evaluation measures against expert human judgements for the
automatic image description task. We found that sentence-level unigram
BLEU is only weakly correlated with human judgements, even though it
has extensively reported in the literature for this task. Meteor was found
to have the highest correlation with human judgements, but it requires
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Wordnet and paraphrase resources that are not available for all languages.
Our findings held when judgements were made on human-written or
computer-generated descriptions.
The variability in what and how people describe images will cause prob-
lems for all of the measures compared in this paper. Nevertheless, we
propose that unigram BLEU should no longer be used as an objective
function for automatic image description because it has a weak correla-
tion with human accuracy judgements. We recommend adopting either
Meteor, Smoothed BLEU, or ROUGE-SU4 because they show stronger cor-
relations with human judgements. We believe these suggestions are also
applicable to the ranking tasks proposed in Hodosh et al. (2013), where
automatic evaluation scores could act as features to a ranking function.
Given the result of this analysis, we will report ROUGE-SU4, Meteor, and
smoothed BLEU results in the remainder of this chapter.
4.5 LANG UA GE GENERATION EXPERI MENTS
We now evaluate the image description models with human judgements
and in an automatic setting. The human judgements were collected from
untrained works on Amazon Mechanical Turk. In the automatic setting,
we measure how close the model-generated descriptions are to the gold-
standard descriptions using BLEU, ROU GE, and Meteor metrics.
4.5.1 Methodology
The task is to produce a description of an image. The PROX IMITY and
CORPUS models have access to gold-standard region labels and region
boundaries at test time. The STRUCTURE and PARALLEL models have
additional access to the visual dependency representation of the image.
These representations are either the gold-standard, or in the case of Parsed
STRUCTURE and Parsed PARALLEL, produced by the image parser de-
scribed in Chapter 3. Table 4.2 provides a reminder of the information the
different models have access to at training time.
The experiment is performed using 10-fold cross-validation over the same
341 annotated images used for the VDR Parsing experiments (see Chapter
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3.6.1 for more details on how the data was split). The VDR Parser used
for the Parsed STR UCTUR E and Parsed PARALLEL models is trained on
the gold-standard VDRs of the training splits, and then predicts VDRs on
the development and test splits. Significant differences were measured
using a one-way ANOVA with Parsed PARALLEL as the reference1, with
differences between pairs of mean checked with a Tukey HSD test.
4.5.2 Human Judgements
We collected human judgements of the generated image descriptions us-
ing Mechanical Turk to complement the automatic evaluation. Workers
were paid $0.05 to rate the quality of an image–description pair generated
by one of the models using three criteria on a scale from 1 to 5:
Grammaticality: give high scores if the description is correct English and
doesn’t contain any grammatical mistakes.
Action: give high scores if the description correctly describes what peo-
ple are doing in the image.
Scene: give high scores if the description correctly describes the rest of
the image (background, other objects, etc).
A total of 101 images were used for this evaluation and we obtained five
judgements for each image-description pair, resulting in a total of 3,535
judgements. The 101 images were taken from the test data that corre-
sponds with the median performing Smoothed BLEU development data
on the PAR ALLEL model. We chose the median performing development
split to ensure a conservative evaluation by human judges – they were ex-
posed to image descriptions that were unlikely to have particularly high
or low Smoothed BLEU scores.
4.5.3 Results
The results of the image description experiment are presented in Table 4.5,
and Figure 4.4 shows example output for the models. PROXIMITY uses
raw euclidean distance between object regions to determine which pairs
1Recall that PA RA LLEL uses gold-standard VDRs and Parsed PA RA LLEL uses the
output of the image parser described in Section 3.
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PROXI MITY A man is beside a phone.
There is also a wall and a sign
in the image.
A beach is above a beach.
There are also horses, a
woman, and a man in the
image.
CORPUS A man is holding a sign.
There is also a wall and a
phone in the image.
A woman is outnumbering a
man. There are also horses
and beaches in the image.
STRUCTURE A wall is above a wall. A man
is beside a sign.
A man is beside a woman
above a horse. A horse is be-
side a woman beside a beach.
PARA LLEL A man is holding a phone. A
wall is beside a sign.
A man is riding a horse above
a beach. A horse is beside a
beach beside a woman.
G OLD A foreign man with sun-
glasses talking on a cell
phone. A large building and a
mountain in the background.
There is a man and women
both on horses. They are on
a beach during the day.
Figure 4.4 Some example descriptions produced by P ROXI MITY, C ORP US,
STR UCT UR E and PARALLEL.
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Human PROX IMITY CORPU S STRUCTURE PARALLEL
Meteor — 13.1 ± 0.4 14.4 ± 0.6 13.4 ± 0.5 18.2 ± 0.7⋆
ROU GE-SU4 — 27.0 ± 0.6 27.7 ± 0.6 15.9 ± 0.9 29.4 ± 0.6⋆
BLEU — 6.6 ± 0.9 8.9 ± 1.5 11.0 ± 0.7 19.8 ± 2.1⋆
Grammar 4.8 ± 0.4 3.7 ± 1.5 4.4 ± 1.1 4.1 ± 1.4 4.5 ± 1.0
Action 4.8 ± 0.6 2.1 ± 0.3 2.2 ± 1.3 2.1 ± 1.4 3.4 ± 1.6⋆
Scene 4.6 ± 0.7 3.0 ± 1.4 3.4 ± 1.3 3.0 ± 1.4 3.7 ± 1.3⋆
Table 4.5 Automatic and human judgement evaluation for the four language
generation models presented in this chapter. The results were averaged over ten
random splits. It can be seen that the model that exploits image structure and the
parallel corpus (PA RA LLEL) is significantly better than all other models on all
measures. ⋆: significantly better than all other models at p < 0.01.
of objects should be related in a description. It is the lowest performing
model as measured by the automatic measures: its Meteor and BLEU
scores are significantly worse than all other models; the ROUGE-SU4 score
is not significantly different from other models. However, the human
judgement scores are very low: the text makes the least grammatical
sense of all the models, is bad at describing the main event of the image,
and the quality of the description of the background objects is lowest of
all the models.
CORPUS uses an external corpus to determine which objects should be
related, and the verb that should be used to relate the objects. It is signif-
icantly better than PROX IMITY at generating descriptions, as measured
by Meteor and BLEU; the ROUGE-SU4 score is not significantly differ-
ent compared to PROXIMITY. This model is also significantly better at
producing grammatically correct sentences and action descriptions com-
pared to the PROXMITY model. The quality of the action descriptions
is not significantly different compared to the PROXIMITY model, which
means the Annotated Gigaword Corpus is not a reliable resource from
which to estimate the parameters for Equation 4.3.2. In Section 4.5.6 we
will examine the effect of estimating the parameters of this model from
the parallel image descriptions.
STRUCTURE relates image regions through the spatial relationships ex-







Meteor 18.2 ± 0.7 17.9 ± 0.8 13.4 ± 0.5 13.9 ± 0.9
ROU GE-SU4 29.4 ± 0.6 29.6 ± 0.5 15.9 ± 0.9 17.8 ± 0.5⋆
BLEU 19.8 ± 2.1 19.2 ± 1.7 11.0 ± 0.7 11.6 ± 0.6
Grammar 4.5 ± 1.0 4.2 ± 1.3 4.1 ± 1.4 4.0 ± 1.4
Action 3.4 ± 1.6 3.3 ± 1.7 2.1 ± 1.4 1.6 ± 1.4
Scene 3.7 ± 1.3 3.5 ± 1.3 3.0 ± 1.4 3.2 ± 1.3
Table 4.6 The effect of using automatically parsed image structures on the PA R-
A LLEL and S TR UC TUR E models. There is no significant difference in the gener-
ated descriptions when using automatically predicted image structures. There only
significant differences between using gold-standard VDR and automatically parsed
VDR were found using the R OUGE-SU4 measure for the ST RUCT URE model.
compared to CORPUS as measured using METEOR and ROUGE-SU4. It
produces descriptions that humans judge to be less grammatical than
C ORPUS, and the quality of the action and scene sentences are equivalent
to the PROXI MITY model.
PA RA LLEL exploits VDR image structure and the parallel image descrip-
tions to relate objects in an image. It is significantly and substantially
better than all other models using the Meteor and BLEU score measures,
although not the ROUGE-SU4 measure. It produces the most grammati-
cally correct sentences, significantly better descriptions of the main event
of the image, and the best scene descriptions, compared to the other auto-
matic models. Overall, this model exploits image structure and the paral-
lel descriptions corpus to support the hypothesis that image structure is
useful when describing 6images.
In this remainder of this chapter we will explore the effect of using au-
tomatically parsed image structures, of evaluating the quality of the sen-
tences separately, and how the choice of corpus to estimate the verb prob-
abilities for CORPUS or PA RA LLEL affect model performance.
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Meteor — 11.2 ± 0.5 15.2 ± 1.3 15.4 ± 0.7 21.7 ± 1.5⋆
ROU GE-SU4 — 23.4 ± 0.8 24.9 ± 0.6 19.5 ± 1.3 27.4 ± 1.1⋆
BLEU — 3.8 ± 0.3 10.1 ± 3.1 16.1 ± 1.0 29.1 ± 4.1⋆
Action 4.8 ± 0.6 2.1 ± 0.3 2.2 ± 1.3 1.6 ± 1.3 3.3 ± 1.7⋆
Table 4.7 Automatic and human judgments of only the first sentence, which
describes the main event depicted in the image. The differences between the models
is now much clearer than when we use both sentences. ⋆: significantly better than
all other models at p < 0.01.
4.5.4 Automatically Parsing Image Structures
We now study the effect of using an automatic image parser as a pre-
processing step to generating image descriptions instead of using gold-
standard Visual Dependency Representation. We use the VD R+ IMG parser
described in Chapter 3 to automatically predict the relationships between
annotated objects in an image, and use the output of this process to gen-
erate descriptions. It is not possible to use the VDR+ IMG+QDG parser
because we are trying to generate the descriptions. Table 4.6 shows the
results of this experiment. It can be seen that the only statistically signifi-
cant difference between using gold-standard and automatically produced
image structures is in the R OUGE-SU4 measure. We conclude that using
image structures automatically predicted from region annotations is suf-
ficient for the automatic image description task. Further results in this
chapter will use the Parsed versions of the STRUCTURE and PARALLEL
models.
4.5.5 Action/Scene Sentence Evaluation
The results in Chapter 4.5.3 did not suggest a distinction between the
models using the ROUGE-SU4 evaluation measure. This was unexpected
because the correlation analysis in Section 4.4 proposed a moderate cor-
relation between this measure and human judgements. One explana-
tion for this discrepancy could that skip-bigram matchings can occur
across sentence boundaries. An example of this can be seen in the can-
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Meteor — 11.0 ± 0.5 11.5 ± 0.6 7.9 ± 0.8 12.9 ± 1.1
ROU GE-SU4 — 21.2 ± 0.9 21.2 ± 1.0 9.5 ± 1.3 22.9 ± 0.9
BLEU — 5.2 ± 0.9 4.8 ± 1.2 9.4 ± 1.5 5.9 ± 1.7
Scene 4.6 ± 0.7 3.0 ± 1.4 3.4 ± 1.3 3.2 ± 1.3 3.5 ± 1.3
Table 4.8 Automatic and human judgements of only the second sentence, which
describes the background scene of the image. No model is consistently significantly
better than any other model.
didate/reference pairing in (5) and (6), which would count positively
towards ROU GE-SU4. However, this is not an example of a good descrip-
tion because the target words, man and bike are clearly not related to each
other in (5). It is possible that all models are capable of generating these
types of sentences and gaining artificial credit in automatic measures.
(5) The car is above the man. The bike is beside the tree.
(6) The man is riding a bike . There are trees beside the road.
This observation leads to evaluating each sentence seperately. Table 4.7
presents the results for the first sentence, which is intended to describe
the main event depicted in the image. It can be seen that the differences
between the models are substantial, on all automatic evaluation measures,
compared to evaluating against both sentences at the same time. Parsed
PARALLEL is now significantly better than all models on all measures,
and the magnitude of the differences is substantially increased. This is
most likely because the models are not receiving credit for matches occur-
ring across sentence boundaries. We note that the Parsed STRUCTURE
model outperforms the CORPUS model on the automatic measures be-
cause Visual Dependency Representations guides the order of generation.
This means more n-grams are in the correct in the proposed description.
However, the CORPUS model can generate verbs instead of spatial re-










Meteor 23.8 ± 1.4⋆ 20.5 ± 1.3 15.2 ± 1.3 12.4 ± 0.7
ROU GE-SU4 29.3 ± 1.1⋆ 26.6 ± 0.8 24.9 ± 0.8 24.7 ± 0.7
BLEU 30.8 ± 4.0⋆ 18.3 ± 4.0 10.1 ± 3.1 7.2 ± 3.1
Grammar 4.2 ± 1.3 4.2 ± 1.3 4.4 ± 1.1⋆ 4.1 ± 1.4
Action 3.3 ± 1.7⋆ 2.7 ± 1.6 2.2 ± 1.3 2.1 ± 1.4
Scene 3.5 ± 1.3 3.5 ± 1.3 3.4 ± 1.3 3.1 ± 1.4
Table 4.9 The effect of estimating verb probabilities from different text corpora.
We experimented with using the external Annotated Gigaword Corpus with the
Parsed PARALLEL model, and using the CORP U S model with the parallel image
descriptions in our data set.
The second sentence evaluation results are shown in Table 4.8. It can be
seen that the PROXIMITY and CORPUS models are significantly better
at generating Scene descriptions than the Parallel PARSED model. This
finding is not consistent with the human judgements for the Scene de-
scriptions. However, we saw in Table 4.7 that the proposed model Parallel
PAR SED is significantly and substantially better than the baseline models
PROXI MITY and CORPUS at describing the main event of the image.
4.5.6 Collecting Statistics from Alternative Text Corpora
We now explore the role of the text corpus used to estimate the verb prob-
abilities for the C ORP US and PARALLEL models. This is straightforward
for the CORPUS model, which estimates subject, verb, and object proba-
bilities from a dependency parsed corpus:
p(verb|ohead,ochild, relhead−child) (4.4)
p(verb|ohead,ochild) (4.5)
We hypothesise that this should improve the quality of the descriptions
because we are less likely to generate a verb that is never seen in the
images. On the other hand, the PARALLEL models rely on alignments
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between image region labels and tokens in the description to estimate
the parameters of the probability distributions that govern verb selection,
given a subject and object. To use an external corpus to obtain a distribu-
tion over verbs, we need to relax the requirement of having alignments,
and just assume that if the tokens are lexically identical, then they refer to
the same objects.
We experiment with generating descriptions using the CORPUS model
trained on the parallel descriptions, and on the Parsed PAR ALLEL model
using the Annotated Gigaword Corpus to estimate verbs. Table 4.9 shows
the results of this experiment.
There is no benefit to using the parallel descriptions to estimate the pa-
rameters for the C ORPUS model. This suggests that relating objects using
an external corpus is not a reliable approach to description generation.
The human judgements support the findings of the automatic measures.
If we use the Annotated Gigaword Corpus to predict the verb that relates
a pair of objects in a Visual Dependency Representation, we observe a sig-
nificant decrease in all automatic measures, and in the human judgement
of the Action description. These descriptions are still significantly better
than the PROXMI TY and CORPUS models.
The implications of this experiment are that we don’t need to obtain a
parallel corpus of image descriptions if we want to generate descriptions.
The descriptions generated using automatically predicted image struc-
tures and an external text corpus for verb estimation (Parsed PA RA LLEL
Gigaword) are significantly better than not using image structures on the
same text corpus (CORPUS).
4.5.7 Revisiting Human Judgement Correlations
Earlier in this chapter we estimated the correlation of automatic evalua-
tion measures against human judgements on the Flickr8K data set. Now
that we have collected human judgements for our data set, we can per-
form an identical correlation analysis. Table 4.10 shows the results of this
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Table 4.10 Correlation co-efficient of five automatic evaluation measures against
human judgements. All correlations are significant at p < 0.001. The strength of
the correlation co-efficient depends on the data set but the pattern holds across data
sets.
It can be seen that the correlation co-efficients are lower than on the
Flickr8K data set. Regardless of the decrease in the co-efficient values, the
pattern of correlation strength remains the same as on the Flickr8K data.
This could be because the data set is smaller and is a less representative
sample of the distribution of possible good and bad image descriptions.
Alternatively, this could be because the descriptions were automatically
generated by a computer and not retrieved from a list of human-written
descriptions.
It was not possible to estimate the correlation of fluency judgements
against automatic measures for the Flickr8K data set but we collected
grammaticality judgements for our data set, which are comparable to
fluency ratings. We failed to find significant correlations between gram-
maticality judgements and any of the automatic measures on our data set.
This discrepancy could be explained in terms of the differences between
the weather forecast generation and image description tasks, or because
the image description data sets contain thousands of texts and a few hu-
man judgements per text, whereas the data sets of Reiter and Belz (2009)
included hundreds of texts with 30 human judges.
4.6 CONCLU SIONS
In this chapter we demonstrated that Visual Dependency Representations
of images can be useful in the automatic image description process. We
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(a) VLT data set, n=2,040.
Figure 4.5 Data points for the automatic evaluation measures against human
judgements on the Visual and Linguistic Treebank data set. ρ is the correlation
between human judgements and the automatic measure. The intensity of each
point indicates the number of occurrences that fall into that range.
84
performed an image description generation experiment using our corpus
of images annotated with regions, Visual Dependency Representations,
and human-written text. The main finding was that using our proposed
structured image representation leads to significant improvements in the
quality of generated descriptions compared to two competitive baseline
models. This improvement remained even if we used an unrelated text
corpus to estimate the verbs that should be used when realising the text,
which suggests the approach will scale to different image collections. We
found that using automatically predicted image structures were as reliable
as using gold-standard structures, which suggests the approach can scale
to larger image collections.
We also presented a correlation analysis of automatic evaluation measures
against human judgements. The main finding of this analysis was that
unigram BLEU, which has been almost universally used for evaluating au-
tomatic image description models, is not as strongly correlated as Meteor
or R OUGE-SU4. Future research in this area should focus on using a more
strongly correlated automatic measure to ensure model development is
likely to be consistent with human judgements.
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IMAGE R ETR IEVAL
5
Image retrieval models typically represent images as bags-of-terms, a rep-
resentation that is well-suited to matching images based on the presence
or absence of terms. For some information needs, such as searching for
images of people performing actions, it may be useful to retain data about
how parts of an image relate to each other. If the underlying represen-
tation of an image can distinguish between images where objects only
co-occur from images where people are interacting with objects, then it
should be possible to improve retrieval performance. In this chapter we
model the spatial relationships between image regions using Visual De-
pendency Representations, a structured image representation that makes
it possible to distinguish between object co-occurrence and interaction.
In a query-by-example image retrieval experiment on data set of people
performing actions, we find an 8.8% relative increase in MAP and an 8.6%
relative increase in Precision@10 when images are represented using the
Visual Dependency Representation compared to a bag-of-terms baseline.
5.1 INTRODUCTION
Every day millions of people search for images on the web, both profes-
sionally and for personal amusement. The majority of image searches are
aimed at finding a particular named entity, such as Justin Bieber or super-
nova, and a typical image retrieval system is well-suited to this type of
information need because it represents an image as a bag-of-terms drawn
from data surrounding the image, such as text, manual tags, and anchor
text (Datta et al., 2008). It is not always possible to find useful terms in
the surrounding data; the last decade has seen advances in automatic
methods for assigning terms to images that have neither user-assigned
tags, nor a textual description (Duygulu et al., 2002; Lavrenko et al., 2003;
Guillaumin and Mensink, 2009). These automatic methods learn to asso-
ciate the presence and absence of labels with the visual characteristics of
an image, such as colour and texture distributions, shape, and points of
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interest, and can automatically generate a bag of terms for an unlabelled
image.
It is important to remember that not all information needs are entity-
based: people also search for images reflecting a mood, such as people
having fun at a party, or an action, such as using a computer. The bag-of-
terms representation is limited to matching images based on the presence
or absence of terms, and not the relation of the terms to each other. Figures
5.1(a) and (b) highlight the problem with using unstructured representa-
tions for image retrieval: there is a person and a computer in both images
but only (a) depicts a person actually using the computer. To address this
problem with unstructured representations we propose to represent the
structure of an image using the Visual Dependency Representation. The
Visual Dependency Representation is a directed labelled graph over the re-
gions of an image that captures the spatial relationships between regions.
The representation is inspired by evidence from the psychology literature
that people are better at recognising and searching for objects when the
spatial relationships between the objects in the image are consistent with
our expectations of the world (Biederman, 1972; Bar and Ullman, 1996).
In Chapter 4 we showed that encoding the spatial relationships between
objects in the Visual Dependency Representation helped to generate sig-
nificantly better descriptions than approaches based on the spatial prox-
imity of objects (Farhadi et al., 2010) or corpus-based models (Yang et al.,
2011). In this chapter we study whether the Visual Dependency Repre-
sentation of images can improve the performance of query-by-example
image retrieval models.
5.2 RELATED W ORK
5.2.1 Representing Images
A central problem in image retrieval is how to abstractly represent images
(Datta et al., 2008). A bag-of-terms representation of an image is created
by grouping visual features, such as color, shape (Shi and Malik, 2000),
texture, and interest points (Lowe, 1999), in a vector or as a probability
distribution over the features. Image retrieval can then be performed by
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Figure 5.1 Three examples of images depicting a person and a computer, along-
side a respective Visual Dependency Representation for each image. The bag-of-
terms representation can be observed in the annotated regions of the Visual Depen-
dency Representations. In (a) and (c) there is a person using a laptop, whereas in
(b) the man is actually using the trumpet. The gold-standard action annotation is
shown in the yellow bounding box.
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trying to find the best matchings of terms across an image collection. Spa-
tial Pyramid Matching is an approach to constructing low-level image
representations that capture the relationships between features at differ-
ently sized partitions of the image (Lazebnik et al., 2006). This approach
has proven successful for scene categorisation tasks. An alternative ap-
proach to representing images is to learn a mapping (Duygulu et al., 2002;
Lavrenko et al., 2003; Guillaumin and Mensink, 2009) between the bags-of-
terms and object tags. An image can then be represented as a bag-of-terms
and image retrieval is similar to text retrieval (Wu et al., 2012).
In this chapter, we represent an image as a directed acyclic graph over
a set of labeled object region annotations. This representation captures
the important spatial relationships between the image regions and makes
it possible to distinguish between co-occurring regions and interacting
regions.
5.2.2 Still-Image Action Recognition
One approach to recognizing actions is to learn appearance models for vi-
sual phrases and use these models to predict actions (Sadeghi and Farhadi,
2011). A visual phrase is defined as the people and the objects they inter-
act with in an action. In this approach, a fixed number of visual phrase
models are trained using the deformable parts object detector (Felzen-
szwalb et al., 2010) and used to perform action recognition.
An alternative approach is to model the relationships between objects in
an image, and hence the visible actions, as a Conditional Random Field
(CRF), where each node in the field is an object and the factors between
nodes correspond to features that capture the relationships between the
objects (Zitnick et al., 2013). The factors between object nodes in the CRF
include object occurrence, absolute position, person attributes, and the
relative location of pairs of objects. This model has been used to gener-
ate novel images of people performing actions and to retrieve images of
people performing actions.
Most recently, actions have been predicted in images by selecting the most
likely verb and object pair given a set of candidate objects detected in an
89
image (Le et al., 2013a). The verb and object is selected amongst those that
maximize the distributional similarity of the pair in a large and diverse
collection of documents. This approach is most similar to ours but it relies
on an external corpus and, depending on the text collections used to train
the distributional model, will compound the problem of co-occurrence of
objects instead of the relationships between the objects.
The work presented in this chapter uses ground-truth annotation for re-
gion labels, an assumption similar to Zitnick et al. (2013), but requires
no external data to make predictions of the relationships between objects,
unlike the approach of Le et al. (2013a). The directed acyclic graph repre-
sentation we propose for images can be seen as a latent representation of
the depicted action in the image, where the spatial relationships between
the regions capture the different types of actions.
5.3 TASK A ND BASELINE
In this chapter we study the task of query-by-example image retrieval
within the restricted domain of images depicting actions. More specifi-
cally, given an image that depicts a given action, such as using a computer,
the aim of the retrieval model is to find all other images in the image
collection that depict the same action. We define an action as an event
involving one or more entities in an image, e.g., a woman running or boy
using a computer, and assume all images have been manually annotated
for objects. This assumption means we can explore the utility of the Visual
Dependency Representation without the noise introduced by automatic
computer vision methods. The data available to the retrieval models can
be seen in Figure 5.1, and Section 5.5 provides further details about the
different sources of data. The action label - which is only used for evalua-
tion - is shown in the labelled bounding box, and the Visual Dependency
Representation - not used by the baseline model - is shown as a tree at the
bottom of the figure.
The main hypothesis explored in this chapter is that the accuracy of an im-
age retrieval model will increase if the representation encodes information
about the relationships between the objects in images. This hypothesis
is tested by encoding images as either an unstructured bag-of-terms rep-
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resentation or as the structured Visual Dependency Representation. The
Bag-of-Terms baseline represents the query image and the image collec-
tion as an unstructured bags-of-terms vector. All of the models used to
test the main hypothesis use the cosine similarity function is to determine
the similarity of the query image to other images in the collection, and
thus to generate a ranked list from the similarity values.
5.4 COMPA RING VI SUAL DEPENDENCY REPRESENTATI ONS
How can we compare the Visual Dependency Representations of a pair
of images. The most obvious approach is to use the labelled directed
accuracy measurement used for the VDR prediction evaluation in the
previous section, but we did not find significant improvements in retrieval
accuracy using this method. We hypothesise that the lack of weight given
to the edges between nodes in the Visual Dependency Representation
results in this comparison function not distinguishing between object–
object relationships that matter, such as P ERSON
−−−−→
beside BIKE, compared
to ROOT −→ TREES. The former is a potential person–object relationship
that explains the depicted event, whereas the latter is only a background
object.
The approach we have adopted is to compare Visual Dependency Repre-
sentations of images by decomposing the structure into a set of labelled
and a unlabelled parent–child subtrees in a depth-first traversal of the
VDR, alongside the unigram region labels from the Bag-of-Terms represen-
tation. The decomposition process allows use to use the same similarity
function as the Bag-of-Terms baseline model, removing the confound of
choosing different similarity functions. The subtrees can be transformed
into tokens and these tokens can be used as weighted terms in a vector
representation. An example of a labelled transformation is shown below:
Girl Bed → Girl above Bed
above
The decomposed VDR representation of an image is an N-dimensional
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vector1. The elements of this vector are the labelled and unlabelled parent-
child subtrees and the unigram region labels. The weight of an element in
the vector is zero if it does not occur in the image, or as its tf * idf value. No
frequency cut-offs are applied when constructing the vectors. The tf-value
is the number of times this element appears in the image. The idf-value of
a term is calculated in an external Corpus (we use the plus-one smoothing





A pair of images, i and j, can then be compared by calculating the cosine





We now demonstrate the outcome of comparing images represented us-
ing either a vector that concatenates the decomposed transformed VDR
and bag-of-terms, or a vector that contains only the bag-of-terms. In this
demonstration, each term has a tf-idf weight of 1. The first illustration
(Similar) compares images that depict the same underlying action: Fig-
ure 5.1 (a) and (c). The second illustration (Dissimilar) compares images
that depict different actions: Figure 5.1 (a) and (b).
Similar : cos(VDRa, VDRc) = 0.56 > cos(Baga, Bagc) = 0.52
Dissimilar : cos(VDRb, VDRa) = 0.201 ≪ cos(Bagb, Baga) = 0.4
It can be seen that when the images represent the same action, the de-
composed VDR increases the similarity of the pair of images compared to
the bag-of-terms representation; and when images do not represent the
same action, the decomposed VDR yields a lower similarity than the bag-
of-terms representation. These illustrations confirm that Visual Depen-
dency Representations can be used to distinguish the difference between
1The size of N varies as a function of the specific data split
2In this chapter, the idf values are calculated in the training data.
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presence or absence of objects, and the prominent relationships between
objects.
5.5 DATA
We use the data set of VDR-annotated images from Chapter 2 to study
whether modelling the structure of an image can improve image retrieval
in the domain of action depictions. The data set contains 341 images anno-
tated with region annotations, three visual dependency representations
per image (making a total of 1,023 instances), and a ground-truth action
label for each image. An example of the annotations can be seen in Fig-
ure 5.1. The image collection is drawn from the PASCAL Visual Object
Classification Challenge 2011 action recognition taster and covers a set of
10 actions (Everingham et al., 2011): riding a bike, riding a horse, read-
ing, running, jumping, walking, playing an instrument, using a computer,
taking a photo, and talking on the phone.
Image Descriptions
Recall that each image is associated with three human-written descrip-
tions collected from untrained annotators on Amazon Mechanical Turk.
The descriptions do not form any part of the models presented in the
current paper; they were used in the automatic image description task in
Chapter 4. Each description contains two sentences: the first sentence de-
scribes the action depicted in the image, and the second sentence describes
other objects not involved in the action. A two sentence description of
an image helps distinguish objects that are central to depicting the action
from objects that may be distractors.
Region Annotations
The images contain human-drawn labelled region annotations. The anno-
tations were drawn using the LabelMe toolkit, which allows for arbitrary
labelled polygons to be created over an image (Russell et al., 2008). The
annotated regions were restricted to those present in at least one of three
human-written descriptions. To reduce the effects of label sparsity, fre-
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quently occurring equivalent labels were conflated, i.e., man, child, and
boy → person; bike, bicycle, motorbike → bike; this reduced the object
label vocabulary from 496 labels to 362 labels. The data set contains a
total of 5,034 region annotations, with a mean of 4.19 ± 1.94 annotations
per image.
Visual Dependency Representations
Recall that each image is associated with three descriptions, and that peo-
ple were free to decide how to describe the action and background of the
image. The differences between how people describe images leads to the
creation of one Visual Dependency Representation per image–description
pair in the data set, resulting in a total of 1,023 instances. The process for
creating a visual dependency representation of an image is described in
Chapter 2.3.1. The annotated dataset comprises a total of 5,748 spatial
relations, corresponding to a mean of 4.79 ± 3.51 relations per image.
Action Labels
The original PASCAL action recognition dataset contains ground truth
action class annotations for each image. These annotations are in the form
of labelled bounding boxes around the person performing the action in
the image. The action labels are only used as the gold-standard relevance
judgements for the query-by-example image retrieval experiments.
5.6 EXPERI MENTS
In this section we present the results of a query-by-example image re-
trieval experiment to determine the utility of the Visual Dependency Rep-
resentation compared to a bag-of-terms representation. In this experiment,
a single image (the query image) is used to rank the images in the test
collection, where the goal is to construct a ranking where the top images
depict the same action as the query image.
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Figure 5.2 Average 11-point precision/recall curves show that the VDR-based
retrieval models are consistently better than the Bag-of-Terms model.
5.6.1 Protocol
The image retrieval experiment is performed using 10-fold cross-validation
in the following manner. The 341 images in the dataset are randomly parti-
tioned into 80%/10%/10% splits, resulting in 1011 test queries3. For each
query we compute average precision and Precision@10 of the ranked list,
and use the resulting values to test the statistical significance of the results.
The training set is used to train the VDR prediction model and to estimate
inverse document frequency statistics. During the training phase, the
VDR-based models have access to region boundaries, region labels and
three manually-created VDRs for each training image. In the test set, all
models have access to the region boundaries and labels for each image.
Each image in the test set forms a query and the models produce a ranked
list of the remaining images in the test collection. Images are marked for
relevance as follows: a image at rank r is considered relevant if it has the
same action label as the query image; otherwise it is non-relevant. The
dev set was used to experiment with different matching functions and to
3See Chapter 3.6.1 for more details on exactly how the data was split.
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MAP P@10
Manual VDR 0.514⋆† 0.454⋆
Automatic VDR 0.508⋆ 0.451⋆
Bag-of-Terms 0.467 0.415
Table 5.1 Overall Mean Average Precision and Precision@10 images. The VDR-
based models are significantly better than the Bag-of-Terms model, supporting the
hypothesis that modelling the structure of an image using the Visual Dependency
Representation is useful for image retrieval. ⋆: significantly different than Bag-of-
Terms at p < 0.01; †: significantly different than Automatic VDR at p < 0.01.
optimise the feature functions used in the VDR prediction model.
5.6.2 Models
We compare the retrieval accuracy of three approaches: Bag-of-Terms
uses an unstructured representation for each image. A tf-idf weight is
assigned to each region label in an image, and the cosine measure is used
to calculate the similarity of images. This model allows us to compare
the usefulness of a structured vs. unstructured image representation. Au-
tomatic VDR is a model using the VDR+IMG prediction method from
Chapter 3, and Manual VDR uses the gold-standard data described in
Section 5.5. Both of the VDR-based models have a tf-idf weight assigned
to the transformed decomposed terms and the cosine similarity measure
is used to calculate the similarity of images.
5.6.3 Results
Figure 5.2(a) shows the interpolated precision/recall curve and Table 5.2
shows the Mean Average Precision (MAP) and Precision at 10 retrieved
images (P@10). The MAP of the Automatic VDR model increases by 8.8%
relative to the Bag-of-Terms model, and a relative improvement up to
10.1% would possible if we had a better structure prediction model, as
evidenced by Manual VDR. Furthermore, if we assume a user will only
view the top results returned by the retrieval model, then P@10 increases
by 8.6% when we model the structure of an image, relative to using an
unstructured representation; a relative improvement of up to 9.4% would
be possible if we had a better image parser.
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MAP P@10
VDR Bag VDR Bag
Ride bike 0.721⋆ 0.601 0.596⋆ 0.513
Ride horse 0.833⋆ 0.768 0.787⋆ 0.726
Talk on phone 0.762⋆ 0.679 0.666⋆ 0.582
Play instrument 0.774⋆ 0.705 0.634⋆ 0.586
Read 0.483 0.454 0.498 0.475
Walk 0.198 0.186 0.184 0.174
Run 0.193 0.165 0.151 0.132
Jump 0.211 0.189 0.142 0.136
Use computer 0.814⋆ 0.761 0.694⋆ 0.648
Take photo 0.241 0.223 0.212 0.198
Table 5.2 Mean Average Precision and Precision@10 for each action in the data
set, grouped into transitive (top), intransitive (middle), and light (bottom) verbs.
VDR is the Automatic VDR model and Bag is the Bag-of-Terms model. It can be
seen that the Automatic VDR retrieval model is consistently better than the Bag-
of-Terms model on both MAP and Precision@10. ⋆: the Automatic VDR model is
significantly different than Bag-of-Terms at p < 0.01.
To determine whether the differences are statistically significant, we per-
form the Wilcoxon Signed Ranks Test on the average precision and P@10
values over the 1011 queries in our cross-validation data set. The results
support the main hypothesis of this chapter: structured image representa-
tions allow us to find images depicting actions more accurately than the
standard bag-of-terms representation. We find significant differences in
average precision and P@10 between the Bag-of-Terms baseline and both
Automatic VDR (p < 0.01) and Manual VDR (p < 0.01). This suggests
that structure is very useful in the query-by-example scenario. We find a
significant difference in average precision between Automatic VDR and
Manual VDR (p < 0.01), but no difference in P@10 between Automatic
VDR and Manual VDR (p = 0.442).
5.6.4 Retrieval Performance by Type of Action and Verb
We now analyse whether image structure is useful when the action does
not require a direct object. The analysis presented here compares the Bag-
of-Terms model against the Automatic VDR model because there was no
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Figure 5.3 Precision/recall curves grouped by the type of verb. The solid lines
represent the Automatic VDR model; the dashed lines represent the Bag-of-Terms
model; y-axis is Precision, and the x-axis is Recall. (a) Images depicting transitive
verbs benefit the most from the Visual Dependency Representation and are easiest
to retrieve. (b) Intransitive verbs are difficult to retrieve and there is is a negligible
improvement in performance when using Visual Dependency Representation.
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significant difference in P@10 between the Automatic and Manual VDR
models. Table 5.2 shows the MAP and Precision@10 per type of action.
Figure 5.3 shows the precision/recall curves for (a) transitive verbs and
(b) intransitive verbs.
In Figure 5.3(a), it can be seen that the actions that can be classified as
transitive verbs benefit from exploiting the structure encoded in the Visual
Dependency Representation. The only exception is for the action to read,
which frequently behaves as an intransitive verb: the man reads on a train.
The consistent improvement in both the entirety of the ranked list and
at the top of the ranked list can be seen in the MAP and P@10 results in
Table 5.2.
Figure 5.3(b) shows that there is a small increase in retrieval performance
for intransitive verbs compared to the transitive verbs. We conjecture this
is because there are fewer objects to annotate in an image when the verb
does not require a direct object. The summary results for the intransitive
verbs in Table 5.2 confirm the small but insignificant increase in MAP and
P@10.
Finally, the light verbs, shown at the bottom of Table 5.2(c), exhibit vari-
able behaviour in retrieval performance. One reason for this could be that
if the light verb encodes information about the object, as in using a com-
puter, then the computer can be annotated in the image, and thus it acts
as a transitive verb. Conversely, when the light verb conveys information
about the outcome of the event, as in the action take a photograph, the out-
come is rarely possible to annotate in an image, and so no improvements
can be gained from structured image representations.
5.6.5 Discussion
In our experiments we observed that all models can achieve high precision
at very low levels of recall. We found that this happens for testing images
that are almost identical to the query image. For such images, objects that
are unrelated to the target action form an effective context, which allows
this image to be placed at the top of the ranking. However, near-identical
images are relatively rare, and performance degrades for higher levels of
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recall.
It is surprising that image retrieval using automatically predicted VDR
model is statistically indistinguishable from the manually crafted VDR
model, given the relatively low accuracy of our VDR prediction model:
61.3% by the labelled dependency attachment accuracy measure. One
possible explanation could be that not all parts of the VDR structure are
useful for retrieval purposes, and our VDR prediction model does well
on the useful ones. This observation also suggests that we are unlikely to
achieve better retrieval performance by continuing to improve the accu-
racy of VDR prediction. We believe a more promising direction is refining
the current formulation of the VDR, and exploring more sophisticated
ways to measure the similarity of two structured representations.
5.7 CONCLU SION
In this chapter we argued that a limiting factor of retrieving images depict-
ing actions is the unstructured bag-of-terms representation typically used
for images. In a bag-of-terms representation, images that share similar
sets of regions are deemed to be related even when the depicted actions
are different. We proposed that representing an image using the Visual
Dependency Representation (VDR) can prevent this type of misclassifica-
tion in image retrieval. The VDR of an image captures the region–region
relationships that explain what is happening in an image, and it can be
automatically predicted from a region-annotated image.
In a query-by-example image retrieval task, we found that representing
images as automatically predicted VDRs resulted in statistically signifi-
cant 8.8% relative improvement in MAP and 8.6% relative improvement
in Precision@10 compared to a Bag-of-Terms model. There was a signifi-
cant difference in MAP when using manually or automatically predicted
image structures, but no difference in the Precision@10, suggesting that
the proposed automatic prediction model is accurate enough for retrieval
purposes. Future work will focus on using automatically generated visual
input, such as the output of the image tagger (Guillaumin and Mensink,
2009), or an automatic object detector (Felzenszwalb et al., 2010), which
will make it possible to tackle image ranking tasks (Hodosh et al., 2013). It
100
would also be interesting to explore alternative structure prediction meth-
ods, such as predicting the relationships using a conditional random field





The central claim of this thesis was that it would be useful to capture the
relationships between image regions for tasks that involved understand-
ing the action depicted in an image. We proposed to model the spatial
relationships between image regions using the Visual Dependency Rep-
resentation of images , which was introduced in Chapter 2. The central
claim was tested in an automatic image description experiment in Chap-
ter 4, and a query-by-example image retrieval experiment in Chapter 5.
We found statistically significant improvements on these extrinsic tasks
over unstructured baselines, and these improvements held when we used
automatically predicted Visual Dependency Representations using the
image parser from Chapter 3.
The main contribution of this thesis was the novel Visual Dependency
Representation of images introduced in Chapter 2. This structured repre-
sentation encodes the spatial relationships between regions of an image;
it draws heavily from dependency syntax for natural language, and from
studies showing that humans are better at recognising objects in images
when the object is placed in a spatially consistent context (Biederman,
1972; Bar and Ullman, 1996). The Visual Dependency Representation
makes it possible to distinguish between co-occurring image regions, and
image regions that occur together to depict an action, by encoding the
relationships between the regions using eight possible spatial relation-
ships. In Chapter 3 we showed how to automatically predict the Visual
Dependency Representation of an image using a statistical dependency
parser (McDonald et al., 2005a) modified to exploit features from the im-
age regions and parallel image descriptions. We found the best Visual
Dependency Representation prediction performance when the parser ex-
tracted features from both the visual and linguistic modalities. However,
we were unable to use this variant in our extrinsic evaluations because
we either wanted to generate the linguistic modality (Chapter 4), or avoid
it entirely (Chapter 5).
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The first test of the central thesis claim was presented in an image de-
scription experiment in Chapter 4. We found significant improvements
for both automatic evaluation measures and human judgements in the
descriptions generated from a Visual Dependency Representation of an
image compared to unstructured baselines. An important finding in this
chapter was that Visual Dependency Representations also outperformed
the baselines when relying on an external corpus to govern the generation
the verb that relates a pair of objects. In this experiment we observed sig-
nificant decreases in automatic measures and human judgements when
replacing the parallel corpus with the external corpus. However, the
decreased results were still significantly better than the state-of-the-art
models that relied on the external corpus or spatial proximity.
The second test of the central claim can be found in Chapter 5, where we
showed that the Visual Dependency Representation also improved the
performance of query-by-example image retrieval. We compared our ap-
proach to a bag-of-terms baseline and found improvements in the quality
of the entire ranked list, and in the top 10 images in the ranked list. In
a post-hoc analysis, we found that Visual Dependency Representations
were especially useful for finding images depicting transitive verbs, but
there was no significant improvement for intransitive verbs.
The main limitation of this thesis was the use of gold-standard image
region annotations. We decided to work with gold-standard data because
automatic image annotation models are too noisy to study the potential
value of a structured representation of an image. Several groups working
in this area have used automatic object detectors based on the deformable
parts model of Felzenszwalb et al. (2010), or learned correlations between
visual features and image descriptions (Hodosh et al., 2013). In some
cases, those contributions have used twenty pre-trained detection models
(Yang et al., 2011), or have been restricted to evaluating on images where
the object detector performance was deemed to be tolerable (Kuznetsova
et al., 2012). Neither of these options seemed reasonable because we have
more than 400 different types of objects in our data set (Chapter 2).
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Object Detector Image Parser
- -
- -
A man is riding a
horse in a field.
Extrinsic
Task
Figure 6.1 An overview of the proposed future work. The nodes inside the dashed
rectangle highlight future work on using an automatic object detector to predict
the visual input, which is piped into a pre-trained image parser, and the predicted
Visual Dependency Representation over the automatically predicted visual input is
piped into the extrinsic tasks. The nodes inside the solid rectangle highlight work
on using an image description to constrain an object detector to create training data
from external images to train the image parser.
6.1 FUTURE W ORK
The annotation process described in Chapter 2 contains three steps: (a)
collecting image descriptions, (b) image region anntotation, and (c) gold-
standard Visual Dependency Representations. It is relatively cheap to
obtain multiple descriptions of an image from Amazon Mechanical Turk,
but expensive to train annotators for (b) and (c). Our future work will be
focused on reducing the costs associated with human annotation.
The first point for future work is to reduce the reliance on gold-standard
image region annotations. The deformable parts object detector (Felzen-
szwalb et al., 2010) would be the best fit for our overall framework of
encoding the spatial relationships between labelled regions of an image.
The most significant challenge is training a sufficient number of detection
models to cover the range of objects annotated in our data set: we have
over 400 types of annotated objects and there is only 20 pre-trained de-
tection models. It may be possible to train additional detection models
using the bounding-box annotated data in the ImageNet Large Scale Vi-
sual Recognition Challenge, or from the wider range of annotated data in
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ImageNet. It will require a significant investment in time and expertise to
optimise the parameters of visual detection models, but would provide a
crucial understanding of how the Visual Dependency Representation can
tolerate noisy computer vision models. An alternative approach would be
to label the images with nouns from automatic image taggers (Lavrenko
et al., 2003; Guillaumin and Mensink, 2009), which are generally more ac-
curate than object detectors. Recall from Chapter 3 that our image parser
is still a good predictor of image structure if we only have the labels of
objects in the images.
If we can successfully integrate automatically extracted visual input into
the process of predicting Visual Dependency Representation, then we can
think about reducing the reliance on gold-standard Visual Dependency
Representations to train the image parser. This would be especially useful
if we are to evaluate on the Flickr8K (Hodosh et al., 2013) or SBU Cap-
tioned Photo Dataset (Ordonez et al., 2011). At training time, the image
descriptions can be used to restrict the application of the pre-trained ob-
ject detectors. The output of the object detectors are labelled bounding
boxes, from which we can automatically predict the dependencies in the
Visual Dependency Representation, and thus produce semi-supervised
training data. The semi-supervised training data could either be used
to supplement the gold-standard data, or to train an image parser from
scratch. The trained image parser could then be used on the automati-
cally predicted objects, as described above. In essence, this would create
an (almost) fully automatic approach to the tasks studied in this thesis.
An additional avenue for future work is whether the useful spatial rela-
tionships captured in the Visual Dependency Representation generalise to
images that do not depict actions. This could be in the form of scene type
classification (Choi et al., 2010), which is well-studied and has some very
competitive unsupervised results using the Spatial Pyramid Matching
(Lazebnik et al., 2006) or scene gist (Oliva and Torralba, 2001).
Finally, it would be interesting to determine whether the salient object–
object relationships encoded in the Visual Dependency Representation
are actually useful beyond encoding the entire object–object relationship
graph. Throughout this thesis, we have assumed that it will be useful to
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construct Visual Dependency Representations that are, in essence, tree-
like structures. However, it is obvious that a fully-connected graph can
be trivially constructed by simply enumerating all possible object–object
relationships. A candidate for exploring this avenue of future research




IMAGE ANNOTATION G UIDELINES
A
CHEAT SHEET
The cheat sheet is to be used for reference for experienced annotators and
is not a substitute for reading the entire document.
• Always start from the first image description. The importance of
this cannot be stressed enough due to its importance in evaluating
consistency between annotators.
• Label an object with the first word used to refer to it.
– An exception to this rule is when the initial reference to an
object is completely incorrect. An example of a completely
incorrect reference is describing a car as a bike, as compared to
describing a car as a vehicle.
• If it is not clear which object is being referred to, don’t guess, just
skip it out and make a note of your decision.
• Don’t spend too much time annotating an image. We do not expect
it will take more than five minutes to annotate an image.
• Remember to reduce plural nouns to singular nouns when you de-
cide to annotate individual objects. If a description refers to trees




Image annotation is the task of drawing labelled polygons on an image.
Annotation is often done with a fixed vocabulary of labels in mind, such
as the twenty object classes in the PASCAL Visual Object Classification
Challenge, or even is isolation of linguistic stimulus.
In this task, you will annotate images with the guidance of an image
description. The description contains information about the type of action
being performed, the actor and the object, and information about the
context in which the action is taking place. An example of an image that
has been annotated with the guidance of an image description can be seen
in Figure B.1. This annotation process is briefly outlined below, with each
step explained in more detail in the remainder of this document:
1. Find and verify the existence of the objects referred to in the image
description.
2. Draw an accurate polygon on the image for each object in the de-
scription and label it.
A.2 NOUNS AND OBJECTS
Each image is presented alongside a pair of sentences which describe the
image, as shown in Figure B.1. The first sentence describes the action
taking place and the actor and the object involved in the action. The
action is almost always a transitive verb, which means it requires both an
actor and an object. The second sentence describes the context and any
other interesting objects in the image. The first step is to read the image
description, identify which objects occur in both the description and the
image, and to earmark this objects for annotation.
The description in Figure A.1(b) refers to the following objects: man,
bench, newspaper, papers, documents, bench, stainless steel waste can,
bench, panelled wall, and scone light. The same bench is referred to three
times and the bin, wall, and light are referred to using compound nouns.
Where possible, compound nouns should be reduced to the head of the
noun: panelled wall → wall, for example. Figure A.1(c) shows the list of
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(a) An annotated image of a man reading a newspaper.
(b) A corresponding image description.
(c) The nouns extracted from the description.
Figure A.1 An image (a) has been annotated with the guidance of a description
(b). Accurate, although not perfect, polygons have been drawn around each noun
or compound noun appearing in the description. The polygon labels are shown (c);
the labels are simplified/generalised version of the original nouns/compound nouns
in the description.
nouns extracted from the image description.
You might come across a few corner cases:
• I cannot find an object from the description in the image...
– Sometimes objects were hallucinated into existence by the peo-
ple who wrote the image descriptions. See Figure A.2 for an
example of a table that has been inferred but is not visible.
• A noun in the description is given in its plural form but I can clearly
110
see multiple instances of the noun in its singular form...
– If it is going to be easy to draw a polygon around each instance
of the object, then reduce the noun to its singular form. See
Figure A.4(a) for an example.
– If it is difficult to draw a polygon around individual instances
of an object, then maintain the plural form. See Figure A.4(b)
for an example.
Figure A.2 The few tables in this image description have been inferred but they
are not actually visible in the image. They are said to have been hallucinated and
you do not need to annotate them.
Figure A.3 The bench is occluded by the man. If you were to follow the outline
of the man, you would split the bench polygon in half, even though the bench is
a single object. Instead, imagine the man was not there and draw the outline as
shown in Figure A.1.
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(a) The description contains the word “trees” but it would be difficult to annotate each
tree individually.
(b) The description contains the word “trees” but it is relatively easy to annotate each tree
individually. The noun “trees” is reduced to “tree”.
Figure A.4 An example of when to reduce a plural noun to a singular noun
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A.3 POLY GONS A ND LABELLING
Polygons are drawn on the image using the LabelMe tool. LabelMe is a
web-based tool for image annotation that will allow you to draw polygons
an image using your mouse. It is as easy as pointing and clicking to create
the outline of the polygon. When you have finished drawing the polygon,
you will be prompted for a label, which you extracted from the description
in the previous step. You might come across a few corner cases:
• A target object is occluded by another object.
– If you can draw a complete polygon around the target object
while following the line of the occlusion, then follow the occlu-
sion line.
– If the occluding object splits the target object into multiple poly-
gons, just imagine the occluding object is not there. Figure A.3
shows an example of splitting a single object into two parts.
Avoid this!
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VDR ANNOTATION G UI DELI NES
B
CHEAT SHEET
The cheat sheet is to be used for reference for experienced annotators and
is not a substitute for reading the entire document.
• Do not attempt to create a visual dependency tree for an image
where multiple people are performing an action. We will cover
these types of trees after the guidelines have been revised.
• Pay special attention to indirect references such as he, her, they, and
them when creating the tree.
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B.1 INTRODUCTION
Image parsing is the task of producing a structured representation of an
image. This structured representation, referred to as a dependency graph,
is created with the guidance of a set of labelled polygons and an image
description. The dependency graph is defined by labelling the geometric
dependencies between the polygons. The image description was collected
during a previous study, and the image has already been annotated with
the set of labelled polygons.
In this task, you will create a dependency graph to represent the relation-
ships between the annotated objects in an image. You will have access
to the original image, the annotations, and the pair of sentences used to
describe the image. An example of a parsed image can be seen in Fig-
ure B.1(a), given the annotated image in Figure B.1(b), and the pair of
sentences in Figure A.1(b).
The remainder of this document outlines the geometric dependency gram-
mar, how to use dotty to produce a dependency graph, and a step-by-step
example of how Figure B.1(a) was produced.
B.2 GEOMETRI C DEPENDENCY GRAMMA R
The Geometric Dependency Grammar, shown in Table B.1, defines the
set of geometric relationships between pairs of objects in an image. Each
relation is defined with some representative examples.
B.3 PROCESS
An image dependency graph is constructed in a series of steps, which
define the geometric relationships between pairs of labelled polygons
in an image. You will be presented with: the image; the set of labelled
polygons; and the original image description.
All of the arcs are labelled with the guidance of the image description and
the Geometric Dependency Grammar in Table B.1. It is important to note
that the direction of an arc must be from the head to the complement. The
head is the node that already exists in the graph, the complement is the
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(a) The image dependency graph.
(b) An annotated image of a woman riding a bike.
A girl is riding a bike in a parking lot . Behind her
are parked cars and palm trees .
(c) The image description with the annotated object labels high-
lighted.
Figure B.1 An image (b) has been annotated with the guidance of a description
(c). These labelled polygons have been used to create an image dependency graph
(a), with respect to the annotations and the description.
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Relation Description & Example
X −→on Y Most of the pixels of polygon X overlap with polygon
Y. In Figure B.1(b), the bike is on the parking lot.
X
−−−−−−−−→
surrounds Y Most of the pixels of polygon X overlap with polygon
Y but X is much larger than Y. In Figure B.3(b), the
couch surrounds the cat.
X
−−−−→
beside Y If the angle between the centre of mass of X and the
centre of mass of Y lies between 315◦ and 45◦ or 135◦
and 225◦ then X is beside Y. In Figure B.3(a), the man
is beside the keyboard.
X
−−−−→
above Y If the angle between X and Y lies between 45◦ and




below Y If the angle between X and Y lies between 225◦ and
315◦ then X is below Y. In Figure B.1(b), the hedge
(not annotated) is below the palm tree.
X
−−−−−→
infront Y The Z-axis relationship between the objects is domi-
nant. In Figure B.1(b), the girl is infront of the cars.
X
−−−−−→
behind Y The Z-axis relationship between the objects is domi-
nant. In Figure B.1(b), the car is behind the girl.
X
−−−−−−→
opposite Y Similar to beside, but used when there is a substantial
distance between X and Y. In Figure B.1(b), the boy on
the bike (not annotated) is opposite the cars.
Table B.1 The Geometric Dependency Grammar defines seven relations between
pairs of annotated polygons. Figure B.2 shows how the angles are defined. All
relations are considered with respect to the centre of a polygon.
Figure B.2 Geometric relationships inside the grey areas are beside, relationships
outside the grey areas are above or below. 0◦ is shown on the right-side of the circle.
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(a) A man is beside a keyboard. (b) The couch surrounds the cat.
Figure B.3 Supplementary examples to motivate the relations in the GDG.
(a) An image with multiple subjects. (b) The corresponding dependency graph.
Figure B.4 If there are multiple subjects in an image, and multiple labelled poly-
gons, then connect multiple nodes to the root node.
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node you have just added to the graph.
1. Always start by drawing a ROOT node. It should be attached to the
subject of an image with an unlabelled arc. An example of this can
be seen in Figure B.6(b).
• The subject of an image can usually be found near the centre
of the image. This is an artefact of how people compose pho-
tographs. In most of your work, the subject of an image will be
the person (or people) performing the action(s).
• An image might have multiple subjects, as shown in Figure B.4.
In this instance, draw as many nodes as there are subjects.
2. If the subject is engaged in a transitive action (an action that requires
an object), draw a new labelled node on the graph and draw a la-
belled arc between the subject node and the new node. Figure B.6(c)
is an example of expressing the relationship between the woman
and the bike.
• The arc is labelled with the geometric relationship between the
centre of the subject and the centre of the object.
3. Work through the remaining polygons, that relate to the current
description, and add them to the graph.
• The next object in the description is the parking lot. A new
node is added to the graph for this object and an arc labelled
on is drawn from the bike to the parking lot.
• The second sentence refers to parked cars, which the annotator
has reduced to car, car, and truck. Three new nodes have been
added to the graph and labelled arcs have been drawn between
the woman node and these new nodes.
• Finally, a node labelled palm tree is added to the graph and a
labelled arc is drawn between the woman and this new node.
Note that you should attach objects in the second sentence to the ROOT
node unless there is an explicit relationship expressed between those ob-
jects and the objects already ih the graph. A common sentence construc-
tion is “In the background, there are flags and a building”. The flag and
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building nodes should be attached to ROOT and not to any other node
since no relationship is expressed in the sentence.
Finally, you should try to not represent the relationships between all pairs
of objects, as shown in Figure B.5; but you should represent the relation-
ships between the objects, with respect to the description, as shown in
Figure B.1(a). In general, we are not interested in graphs; however, you
might find it impossible to avoid drawing a graph when there are multiple
subjects in an image (see Figure B.4).
B.4 DOTTY
dotty is a simple graph editor. Type dotty in a terminal to open the ap-
plication. Note that you will need to disable Num Lock on the keyboard
to use the application. dotty presents itself a small white screen, which is
where you will draw the dependency graph.
B.4.1 Drawing and labelling a node
Note that most of the work in drawing and labelling nodes can be done
with the xml2dot script. A left-click places a node in the graph. Left-click
on dotty to place a new node. A node can be given a label by right clicking on
the node, selecting set attr, and typing label=xyz, where xyz is the label
you to assign to the node. Right-click on the node you just placed, select set
Figure B.5 Try to avoid creating a fully-connected graph. We want to obtain
graphs that use image descriptions to guide their configuration.
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(a) A single, la-
belled, node in
dotty.
(b) Two nodes in
dotty, with an arc
between them.
(c) Three nodes in
dotty, with an arc
and a labelled arc.
Figure B.6 How to use dotty to create a dependency graph
attr, type label=ROOT and press Return.
The result of your interactions with dotty are not immediately visible.
You need to right-click on an empty area of the dotty window and select
do layout. Move your mouse away from the node, right-click, and select bf do
layout.
You should see something similar to Figure B.6(a).
B.4.2 Drawing an arc between two nodes
To draw an arc, there needs to be at least two nodes in a graph. Left-click
in a blank part of dotty to add a second node to the graph, right-click on the new
node, select set attr, type label=woman and press Return. Remember that
you won’t see woman as the label for this newly created node until you
select do layout from the right-click context menu.
Move the mouse to the node labelled ROOT, middle-click and drag from ROOT
to the new node and release the middle mouse button. If you redo the graph
layout, you should see something similar to Figure B.6(b).
B.4.3 Drawing a labelled arc between nodes
An arc between two nodes can be labelled or unlabelled. The previous
section showed how to create an unlabelled arc. Left-click to add a node to
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the graph, right-click on the new node, select set attr, type label=bike and press
Return, and then redo the layout. Move the mouse to the node labelled woman,
middle-click and drag from woman to bike and release the middle mouse button.
Redo the layout. Right-click on the small circle on the arc between the woman
and bike nodes, select set attr and type label=above. If you redo the graph
layout, you should see something similar to Figure B.6(c).
B.4.4 Saving a graph
Right-click on an empty space of dotty and select save as. Type in a name
for the graph you are creating and press Return.
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