Abstract: This paper describes a study to evaluate the capability of a photochemical grid modeling system to predict changes in ozone concentrations in response to emission changes over a period of several years. The development of regulatory emission control plans to meet air quality standards primarily relies on modeled projections of future-year air quality, although a weight of evidence approach (which takes into account a number of factors including modeling results, model evaluation and other pertinent information such as ambient trends) is recommended and is also typically used as part of the attainment demonstration. Thus, it is important to determine if the modeling system used to project future-year quality can correctly simulate ozone responses to the projected emissions reductions. Uncertainties and errors in modeled projections can lead to erroneous estimates of emissions controls required to attain the standards. We use two existing regulatory modeling databases, employed for forecasting future-year air quality in the South Coast Air Basin (SoCAB) of California, for a number of historical years to evaluate the ability of the system to accurately simulate the observed changes in air quality over a multi-year period. The evaluation results with the older (2012) database show that the modeling system consistently under-predicts the reductions in ozone in response to emission reductions over the years. Model response improves with the newer (2016) database with good agreement at some locations, but the system still tends to under-predict ozone responses by as much as a factor of 2 in recent years for the Basin maximum ozone design value. This suggests that future-year estimates of ozone design values may be overly conservative, resulting in emission controls that are technologically challenging or very expensive to implement. The development of better emission inventories and model inputs is recommended to develop a modeling system that more accurately responds to emission changes. Future regulatory planning should include dynamic evaluation in addition to the traditional operational evaluation of the model to provide more confidence to all stakeholders that the resulting policy decisions are necessary to attain the air quality standards and to protect public health.
Introduction
Photochemical grid models (PGMs) are commonly used to predict future-year air quality in regulatory planning to develop emission control strategies for attaining ozone and PM 2.5 air quality standards in a future year. In such applications, the model is applied for a current year and a future year and relative changes in modeled values between the current and future year are used to project current-year measured air quality to future-year air quality under different emission scenarios. Modeling studies have shown that this approach of using relative changes between air quality model simulations of a current year and a future year with observed current-year values provides better estimates of future ozone design values than using the absolute values from a future year simulation [1] .
Most regulatory applications of PGMs only evaluate model performance in an operational sense, i.e., they compare model estimates of ozone concentrations for the base year with measurements. They normally do not include a full dynamic evaluation, i.e., an evaluation of the ability of the modeling system (the model inputs and the model itself) to respond correctly to historical and recent changes in precursor emissions, due to time constraints, or due to difficulties in performing such an evaluation because of complications introduced by uncertainties in emission changes and meteorological variability [2, 3] . As noted by Hogrefe et al. [4] , an operational model performance evaluation does not necessarily provide information on how well the modeling system will perform in the regulatory setting of determining responses to emission changes. Hogrefe et al. [4] recommend placing more emphasis on diagnostic and retrospective dynamic evaluation approaches than on operational performance alone.
The South Coast Air Basin (SoCAB) of California experiences some of the highest ozone concentrations in the U.S. with many exceedances of the National Ambient Air Quality Standards (NAAQS) for ozone [5] . The high concentrations are a result of large precursor emissions from the greater Los Angeles urban area, trapping of pollutants by the marine inversion and mountains on three sides, and high temperatures and abundant sunlight to promote ozone formation photochemically from precursor emissions [6] . The South Coast Air Quality Management District (SCAQMD) has the responsibility for implementing control measures to bring the region into compliance with the NAAQS. Stringent controls on VOC and NO x emissions over the last 5 decades have resulted in a dramatic improvement in ozone levels in the SoCAB [7, 8] . Although the 2008 NAAQS is still exceeded in the Basin on many summer days, the year-to-year ozone reductions have been significant. However, attainment of the more stringent 2015 NAAQS in the future (beyond 2032) presents yet another challenge [8, 9] .
As part of its efforts to bring the SoCAB region into compliance, the SCAQMD prepares an Air Quality Management Plan (AQMP) approximately every 4 years. The AQMP relies on photochemical grid modeling to determine the effectiveness of emission control measures. Inaccuracies in predicted model responses to emission controls are likely to lead to controls that are either ineffective (if the model over-estimates the response to emission changes) or too stringent (if the model under-estimates the response). Although an operational model performance evaluation for the base modeling year is conducted as part of the AQMP development, there is no assessment of the responsiveness of the model to emission changes over a long time period (i.e., several years). This paper describes a dynamic evaluation of the AQMP modeling system to determine how well the system responds to emissions changes in the SoCAB over a period of 20 to 25 years. A number of dynamic evaluation studies in other contexts have been conducted and those are discussed briefly in the following section.
Previous Dynamic Evaluation Studies
A recommended model evaluation framework [10] consists of four components:
•
Operational evaluation: generate statistics of the deviations between model estimates for a simulation year and corresponding observations, and compare the magnitudes of those deviations to selected criteria • Diagnostic evaluation: test the ability of the model to simulate each of the interacting processes that govern the system • Dynamic evaluation: test the model's ability to predict changes in air quality concentrations in response to changes in either source emissions or meteorological conditions • Probabilistic evaluation: focus on the modeled distributions of selected variables rather than individual model estimates at specific times and locations Dynamic evaluation looks at retrospective cases to evaluate whether the model has properly predicted air quality responses to known emission and/or meteorological changes [10] . The change in concentration is evaluated instead of the "base" concentration itself, unlike operational and diagnostic aspects of model evaluation. The ability of the model to reproduce historical pollution trends provides confidence in its use for making future year projections.
The U.S. EPA ozone and PM 2.5 modeling guidance [11, 12] also discusses this model evaluation framework. For various reasons, including time and resource constraints, most performance assessments of the modeling that underlies regulatory decision-making focus primarily on the first evaluation component, i.e., the operational evaluation that tests how well the model reproduces concurrent observed air quality concentrations for the base year. However, that testing does not evaluate the model in the way it is used in regulatory planning to predict changes in future air quality based on estimates of changes in future emissions [13] .
In addition to resource constraints, challenges to conducting a true dynamic evaluation include the influence of year-to-year meteorological variability on the observed trends [10] and the difficulties in developing modeling emission inventories for historical years [14] . Alternative approaches to a multi-year dynamic evaluation include conducting an assessment of model performance for weekday/weekend concentration differences, where mobile source emissions are known to change significantly [10] , or assessing the model's ability to capture the main time variations [14] within the simulated period (e.g., weekly, day-night and/or seasonal). While those approaches provide useful information, they are less appropriate for evaluating a model's accuracy for multi-year air pollution control planning. Recognizing the importance of dynamic evaluation in making projections of future-year ozone, a number of dynamic evaluation studies with the U.S. EPA Community Multiscale Air Quality (CMAQ) modeling system [15] have been conducted over the last decade, particularly in the eastern U.S. Those studies are discussed briefly here.
Gilliland et al. [16] 99) ), although the CB05 mechanism was incrementally better than the other two mechanisms [16] . The comparisons between 2002 and 2004 also showed under-predictions of the ozone reductions from 2002 to 2004, but a significant part of the ozone decrease was due to the differences in meteorology between the two years and the SAPRC mechanism captured the O 3 differences better than the CB4 mechanism. Gilliland et al. [16] suggest that a number of factors may have contributed to the slower response of the model to emission changes, including errors in the NO x emission inputs or under-prediction of long-range transport of ozone and its precursors.
Pierce et al. [17] conducted a dynamic evaluation of CMAQ using weekend-weekday (WEWD) differences in ozone precursor emissions and 18 years of modeled and observed ozone concentrations. They found that the modeled response of ozone to WEWD differences in emissions was less than the observed response. They attributed the lower response to uncertainties in mobile source NO x emissions and boundary conditions, as well as to grid resolution. Napelenok et al. [2] extended the analysis of Gilliland et al. [16] by conducting a dynamic evaluation of CMAQ v4.7.1-predicted ozone changes due to the NO x SIP Call in the eastern U.S. between 2002 and 2005, and explicitly accounting for known uncertainties in the NO x emissions inventories. They considered uncertainty in three NO x emission sectors: area sources, mobile sources, and point sources. Assuming moderate (50%) uncertainty in area and mobile source NO x emissions and a small uncertainty (3%) in the utility sector, they found that the model was able to reproduce the observed changes in MDA8 O 3 concentrations at more than two-thirds of the monitoring locations. Assuming larger uncertainties (100%) in area and mobile source NO x emissions, the observed change in the ozone distribution was captured at more than 90% of the sites. Other sources of uncertainty (boundary conditions, VOC emissions, chemistry) were also found to have an impact on model response.
Similarly, Zhou et al. [18] conducted an evaluation of CMAQ 4.7-predicted ozone changes for the NO x SIP Call region between 2002 and 2006. As in the previous studies [16, 17] , it was found that observed downward changes in mean NO x (−11.6 to −2.5 ppb) and 8-h O 3 (−10.4 to −4.7 ppb) concentrations in metropolitan areas in the NO x SIP Call region were under-predicted by the CMAQ model by 31% to 64% and 26% to 66%, respectively. Sensitivity studies showed that the under-prediction in O 3 improvements could be alleviated by 5% to 31% by constraining NO x emissions in each year based on observed NO x concentrations, while adjusting for temperature biases in the meteorological input [18] . Focusing on uncertainties in the chemical reaction rate constants had a smaller influence on the predicted responses.
All of the foregoing dynamic evaluation studies, based on CMAQ versions 4.x, concluded that the modeling system underestimated the observed ozone reductions after the implementation of the NO x SIP Call, and that modeled ozone responses could be improved by adjusting ground-level NO x emission inputs, but, even then, observed ozone reductions were still under-estimated. More recently, Foley et al. [1, 19] assessed the impacts of the model updates included in CMAQ v5.01 on the dynamic evaluation of ozone predictions for the 2002-2005 NO x SIP Call period. While the median bias for high summertime ozone decreased in both years compared to previous simulations with CMAQ v4.x, the observed decrease in ozone from 2002 to 2005 in the eastern US continued to be underestimated by the model [1, 19] . Sensitivity studies showed that emission controls led to a decrease in modeled high summertime ozone that was nearly twice as large as the decrease attributable to changes in meteorology alone, indicating that the model response to emission reductions during the NO x SIP Call period continued to be lower than the observed response, even with the updates to the model [1, 19] .
The dynamic evaluation studies cited above involved regional-scale modeling with grid resolutions of the order of a few kilometers. CMAQ was also used in a hemispheric simulation [20] with a grid resolution of 108 km to model air quality trends across the Northern Hemisphere over a period of 20 years (1990-2010) . The air quality simulations were driven by year- were based on the most recent available projections for those years, while emissions for other areas were kept at 2008 levels. The modeled decrease in the annual maxima of daily maximum 8-h average ozone in the eastern U.S. was about 0.5 ppb/year, while the observed decrease was nearly a factor of two higher at about 0.9 ppb/year [20] .
The most recent public release of CMAQ (v5.1) incorporates a large number of scientific updates and extended capabilities over the previous release version of the model (v5.0.2). While dynamic evaluation studies with this updated version of CMAQ are not yet published, Appel et al. [21] conducted sensitivity studies for several hypothetical emission reduction scenarios, and found that CMAQ v5.1 tends to be more responsive to reductions in NO x emissions in predicting ozone reductions than v5.0.2. Appel et al. [21] suggest that this represents an improvement over previous versions of CMAQ, which underestimated O 3 reductions in response to large, widespread emission reductions, as discussed in the studies cited above.
Experiments
The dynamic evaluation conducted in this work focused on the two most recent modeling databases available from the regulatory modeling conducted in preparing AQMPs for the SoCAB. Those include the databases for the final 2012 AQMP [22] , and the final 2016 AQMP [23] . The latter database became available in August 2016. The modeling conducted with those two databases and their results are described in detail in the corresponding AQMP documents [22, 23] and are summarized briefly in the following section.
The 2012 AQMP and 2016 AQMP Modeling
The 2012 AQMP used CMAQ v4.7.1 for the photochemical modeling, while the 2016 AQMP used CMAQ v5.0.2. Both AQMPs used the same modeling domain (approximately 600 km by 400 km at 4 km resolution in the horizontal, and 18 layers in the vertical) for the SoCAB based on a Lambert Conformal grid projection. Figure 1 shows the modeling domain, the SoCAB, and ozone monitoring stations in the SoCAB. The boundary conditions for this domain were obtained from an outer 12 km resolution CMAQ domain, while the boundary conditions for the outer domain were obtained from the Model for Ozone and Related chemical Tracers (MOZART) global chemical transport model [24] . In the modeling conducted by SCAQMD for the AQMPs, the initial conditions for the CMAQ simulations were based on default clean homogeneous profiles provided in the CMAQ distribution with a five-day spin-up period to offset the homogeneity in initial values [23] .
Some of the important differences between the modeling conducted for the 2012 and 2016 AQMPs are:
• CMAQ model versions: v4. • RRF calculations for 8-h ozone attainment demonstrations: the 2012 AQMP modeling followed the EPA (2007) guidance [11] , while the 2016 AQMP modeling followed the EPA (2014) guidance [12] . In the 2012 AQMP, all days that met the selection criteria were included in the analysis, while in the 2016 AQMP, the top ten days were selected. Due to the high frequency of ozone episodes in the Basin, the number of days used for the attainment calculations in the 2012 AQMP was significantly higher than ten. For example, the Crestline site, which often determines the Basin design value, typically experiences 50 or more days that would satisfy the selection criteria [23] and all such days were used in the 8-h ozone attainment demonstrations in the 2012 AQMP. The focus on the top ten days in the 2016 AQMP was expected to produce future-year design values that are more responsive to emission reductions [23] .
The SCAQMD conducted operational model performance evaluations as part of the development of the final 2012 AQMP and the final 2016 AQMP, and the detailed results of the evaluations can be found in the respective AQMP documents [22, 23] . In the 2012 AQMP model performance evaluation, the performance in Zone 4, which includes the Eastern San Gabriel, Riverside and San Bernardino Valleys and represents the Basin maximum ozone concentrations and the primary downwind impact area, showed the best unpaired peak performance with 54 out of 58 days meeting the 20 percent criteria for peak prediction accuracy [22] . Model performance at the Crestline monitor indicated a slight bias towards under-prediction but several peak days were well characterized. Similarly, in the 2016 AQMP model performance evaluation, model estimates of ozone concentrations in the "UrbanReceptor" region, which represents the Basin maximum ozone concentrations and the primary downwind impact zone, were found to agree reasonably well with measured values [23] , with a small bias towards under-prediction. While the overall operational evaluation showed reasonable model performance, the ability of the modeling system to accurately predict responses to changes in emissions was not tested.
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Dynamic Evaluation Approach
As discussed in Section 1, ozone predictions from both versions of CMAQ have been found to be less responsive to NOx reductions in the eastern U.S., possibly due to uncertainties in a number of variables, such as NOx emissions, boundary conditions, or model formulation. The objective of this study was to determine whether the two AQMP CMAQ modeling databases could reproduce the ozone reductions in the SoCAB in response to emission reductions over a period of several years. The AQMP modeling databases were provided by the SCAQMD, the regulatory agency responsible for developing the AQMP. Because SCAQMD had already conducted an operational model performance evaluation as part of the AQMP development, we did not conduct a separate operational evaluation of model performance in our study.
The dynamic evaluation conducted in this study compares the changes in modeled ozone design values over a period of several years at monitors in the SoCAB with changes in reported design values based on measurements. The approach to calculate design values in historical years for the evaluation follows the general approach to calculate future-year ozone design values in 
As discussed in Section 1, ozone predictions from both versions of CMAQ have been found to be less responsive to NO x reductions in the eastern U.S., possibly due to uncertainties in a number of variables, such as NO x emissions, boundary conditions, or model formulation. The objective of this study was to determine whether the two AQMP CMAQ modeling databases could reproduce the ozone reductions in the SoCAB in response to emission reductions over a period of several years. The AQMP modeling databases were provided by the SCAQMD, the regulatory agency responsible for developing the AQMP. Because SCAQMD had already conducted an operational model performance evaluation as part of the AQMP development, we did not conduct a separate operational evaluation of model performance in our study.
The dynamic evaluation conducted in this study compares the changes in modeled ozone design values over a period of several years at monitors in the SoCAB with changes in reported design values based on measurements. The approach to calculate design values in historical years for the evaluation follows the general approach to calculate future-year ozone design values in regulatory modeling and in the 2012 and 2016 AQMPs. That approach is based on guidelines established by the U.S. EPA [11, 12] and codified in EPA's Modeled Attainment Test Software (MATS) tool [28] .
In a traditional regulatory application, the base-year measured concentrations at each monitoring site are the anchor point for future-year projected concentrations [11] . The baseline design values are projected into the future using Relative Response Factors (RRFs), i.e., the ratio of the modeled future to current (baseline) predictions at monitors. The future-year predictions are based on projections of future-year emissions. However, the base-year meteorology and boundary conditions are used even for the future year, because it is difficult to predict those variables for a future year. Future-year ozone design values are then estimated at existing monitoring sites by multiplying the RRFs for maximum concentrations in a 3 × 3 matrix of grid cells around each monitor by the observation-based, monitor-specific, base-year design values. Because measurements are not available to evaluate the calculated future-year design values, the approach relies on the implicit assumption that the modeling system correctly calculates the response to changes between the base-year and future-year emissions.
The dynamic evaluation described here followed a similar approach to calculate historical-year and recent future-year (i.e., with available measurements) ozone design values using the 2012 AQMP and 2016 AQMP base years as anchor points. CMAQ simulations were conducted for the historical and recent years (1990, 2000, 2005, 2014 for the 2012 AQMP and 1995 AQMP and , 2000 AQMP and , 2005 AQMP and , 2008 and 2015 for the 2016 AQMP) and the changes between the base year and historical/recent year ozone concentrations at the SoCAB monitors were used to project base-year design values to the corresponding forecast -year design values using the MATS tool. Note that, due to time and resource constraints, the base-year meteorology and boundary conditions were used for all simulations. Thus, the only differences among the various CMAQ simulations were in the emissions specific to each year modeled. To determine the effects of those limitations in our dynamic evaluation approach, we conducted sensitivity studies with alternative meteorological fields and boundary conditions and the results from these studies are also described in this paper.
Two alternative definitions of ozone design values were used in the dynamic evaluation. The first definition is based on the 3-year average of the fourth-highest daily maximum 8-h average ozone (MDA8) concentrations measured at a given monitoring station for the most recent three years. For example, the design value for 2008 is the average of the fourth-highest MDA8 ozone for 2006, 2007, and 2008 . This statistic is used to designate areas that are in attainment or non-attainment with the NAAQS for 8-h average ozone. Thus, it is also referred to as the "designation" design value by EPA [11] . Reported design values for the SoCAB are based on that statistic and can be found in the Air Quality Trend Summaries page on the California Air Resources Board website [29] .
The second design value definition follows the EPA [11, 12] The following section provides a brief description of the approach used to develop emission files for the specific years modeled for the dynamic evaluation.
Historical-Year Emissions
Because of the large number of historical years simulated for the dynamic evaluation of the modeling system, we used a relatively simple approach to develop historical-year emissions. In a typical modeling exercise, emission inputs are developed using a detailed source-level emission inventory, spatial surrogates based on geographical data that are representative of the modeling year, and speciation and temporal profiles based on information representative of the modeling year. Such data were not available for this study and developing that information would require significant resources that were beyond the scope of our study. Thus, we developed historical-year emissions by applying scaling factors to adjust model-ready base-year emissions. The ratios of basin-wide criteria pollutant emission totals for each historical year to base-year emission totals were used to determine the scaling factors.
The [30] . The Almanac inventories include both anthropogenic and biogenic emissions and the total emissions were used for scaling. Source-sector specific emissions were not available in the provided AQMP modeling inputs, so the emissions could not be adjusted individually for each sector. The temporal and spatial distributions of emissions were assumed to be unchanged from the base year. Additionally, we took changes in the composition of volatile organic gas (VOC) emissions over the years into account in developing the historical-year emissions. The composition (and thus, the reactivity) of VOC emissions in the SoCAB has changed over the years. Examples are changes in the VOC composition of motor vehicle exhaust over time due to emissions control devices such as catalytic converters and the changes due to reformulated gasoline. To account for those changes, speciation profiles were applied to each Source Category Code (SCC) or Emission Inventory Code (EIC) in the inventory to calculate the total basin-wide speciated emissions for each VOC species in the model chemical mechanisms (SAPRC-99 for the 2012 AQMP and SAPRC-07 for the 2016 AQMP) summed over all source categories for the base year and each historical year. Scaling factors were then developed for each model mechanism VOC species by calculating the ratio of the total basin-wide speciated base-year and historical-year emissions and applying these scaling factors to the gridded emission inputs. Speciation data used by CARB in its various emissions modeling programs were obtained from the CARB speciation profiles website [32] . A cross-reference file that indicates which Organic Gas profile is assigned to each source category in the inventory for different time periods was also obtained from the same website, and the appropriate cross-reference information was used for each historical year of interest for this study. Tables 1 and 2 summarize the average emission rates over the modeling domain in Figure 1 for the different years simulated with the 2012 and 2016 AQMP modeling databases, respectively, using the simplified approach. 
Results and Discussion

Dynamic Evaluation Using 2012 AQMP Database
The The results for the other monitoring locations show similar differences between the observed and modeled ozone trends. At the Glendora monitor (Figure 3 Figure 4 .
In general, for all the selected monitors, the overall downward trends in ozone design values over long-term periods tend to be underestimated by the model. This is seen in Figures 5 and 6 , which summarize the changes in 3-year and 5-year ozone design values, respectively, as a reduction rate (ppb/year) over 3 long-term (~10 years or more) time periods and the most recent time period (2008-2014) for the basin design value as well as at the Crestline, Glendora and Redlands monitors, and at three other downwind monitors that experience high ozone concentrations. The reduction rates are determined by the best fit lines for the observed and modeled trends. The error bars in the observed values provide a measure of the standard error associated with the calculation of the slope of the best fit line for the observations. The results for the other monitoring locations show similar differences between the observed and modeled ozone trends. At the Glendora monitor (Figure 3 Figure 4 .
In general, for all the selected monitors, the overall downward trends in ozone design values over long-term periods tend to be underestimated by the model. This is seen in Figures 5 and 6 , which summarize the changes in 3-year and 5-year ozone design values, respectively, as a reduction rate (ppb/year) over 3 long-term (~10 years or more) time periods and the most recent time period (2008-2014) for the basin design value as well as at the Crestline, Glendora and Redlands monitors, and at three other downwind monitors that experience high ozone concentrations. The reduction rates are determined by the best fit lines for the observed and modeled trends. The error bars in the observed values provide a measure of the standard error associated with the calculation of the slope of the best fit line for the observations. For the 25 year period, the observed rates of reduction in the 3-year and 5-year ozone design values at the Crestline monitor are 50% higher than the modeled rates. Similar differences are noted in the basin design values. For the more recent 6 year period from 2008-2014, the observed reduction rates in the 3-year ozone and 5-year design values are 2.5 times and 1.8 times higher than the modeled rates, respectively, at the Crestline monitor. The observed rates of reduction in the 3-year and 5-year ozone Basin maximum design values for the recent 6-year period from 2008 to 2014 are more than a factor of 2 and 1.6 times higher than the modeled rates of reduction, respectively. Note that the errors in the calculated observed ozone reduction rates for the recent 6-year period are generally larger than the errors for the longer term periods. For example, the measured ozone reduction rates at the Riverside and Redlands monitors have errors of 40 to 50%, resulting in a possible range of values from 0.94 to 2.14 ppb/year and from 0.76 to 2.24 ppb/year, respectively. The For the 25 year period, the observed rates of reduction in the 3-year and 5-year ozone design values at the Crestline monitor are 50% higher than the modeled rates. Similar differences are noted in the basin design values. For the more recent 6 year period from 2008-2014, the observed reduction rates in the 3-year ozone and 5-year design values are 2.5 times and 1.8 times higher than the modeled rates, respectively, at the Crestline monitor. The observed rates of reduction in the 3-year and 5-year ozone Basin maximum design values for the recent 6-year period from 2008 to 2014 are more than a factor of 2 and 1.6 times higher than the modeled rates of reduction, respectively. Note that the errors in the calculated observed ozone reduction rates for the recent 6-year period are generally larger than the errors for the longer term periods. For example, the measured ozone reduction rates at the Riverside and Redlands monitors have errors of 40 to 50%, resulting in a possible range of values from 0.94 to 2.14 ppb/year and from 0.76 to 2.24 ppb/year, respectively. The modeled reduction rates at these two monitors are 0.93 ppb/year and 1.18 ppb/year, respectively, and are within the ranges of the measured rates. However, for the Crestline monitor design value and for the maximum Basin design value, the errors are smaller (10 to 15%) and the modeled values are much smaller than the low end of the observed range of values. 
Dynamic Evaluation Using 2016 AQMP Database
The 2016 AQMP database was used to conduct CMAQ 5.02 simulations for 1995, 2005, 2008, 2012, and 2015, using the 2012 baseline year meteorology. Emissions for the historical years (1995, 2005, 2008 ) and 2015 were developed as described in Section 2.3. The results are presented for the same set of monitors that were discussed in Section 3.1, since those monitors typically experience the highest ozone levels in the SoCAB.
Figures 7-9 compare the observed and 2016 AQMP modeled ozone trends for the 3-year and 5-year ozone design values at Crestline, Glendora, and Redlands, respectively. As mentioned previously, there is an increase in observed 5-year ozone design values at most monitors in 2014 due to increases in measured 4th highest MDA8 ozone levels in 2014, 2015 and 2016. Those increases are not reproduced in the modeled results, which use a single meteorological year for the ozone projections and do not include the wildfire events and other conditions contributing to the measured high ozone levels in these recent years.
The modeled trends for Crestline (Figure 7 ) using the 2016 AQMP database show that the modeling system is more responsive than the 2012 AQMP system. The increase in responsiveness is also seen for the Glendora (Figure 8 ) and Redlands ( Figure 9 ) monitors, particularly the Redlands monitor. The modeled and measured reduction rates in 3-year and 5-year ozone design values are compared in Figures 10 and 11 , respectively. Those comparisons show that the newer modeling database shows increased responsiveness over the long-term period . At some monitors, such as Redlands and Upland, there is good agreement between the observed and modeled ozone reduction rates over this period, illustrating the improvement in model response with the newer database. However, the modeling system still tends to underestimate the observed ozone multi-year 
The 2016 AQMP database was used to conduct CMAQ 5.02 simulations for 1995, 2005, 2008, 2012 , and 2015, using the 2012 baseline year meteorology. Emissions for the historical years (1995, 2005, 2008) and 2015 were developed as described in Section 2.3. The results are presented for the same set of monitors that were discussed in Section 3.1, since those monitors typically experience the highest ozone levels in the SoCAB.
The modeled trends for Crestline (Figure 7 ) using the 2016 AQMP database show that the modeling system is more responsive than the 2012 AQMP system. The increase in responsiveness is also seen for the Glendora (Figure 8 ) and Redlands ( Figure 9 ) monitors, particularly the Redlands monitor. The modeled and measured reduction rates in 3-year and 5-year ozone design values are compared in Figures 10 and 11 , respectively. Those comparisons show that the newer modeling database shows increased responsiveness over the long-term period . At some monitors, such as Redlands and Upland, there is good agreement between the observed and modeled ozone reduction rates over this period, illustrating the improvement in model response with the newer database. However, the modeling system still tends to underestimate the observed ozone multi-year reductions at Crestline and for the Basin maximum design values. For the Basin maximum design value, the difference between long-term observed and modeled reduction rates of about 0.5 ppb/year translates to a difference of about 10 ppb over 20 years. Some of the improvement in model performance in predicting long-term ozone trends, as compared to the 2012 AQMP database, is likely due to increased model responsiveness and also due to the uptick in the measured ozone design values during 2014 to 2016, as mentioned previously. At some stations, such as Riverside and Redlands, the modeled reduction rates in 3-year and 5-year ozone design values are actually higher than the observed rates during some periods. However, it should be noted that the recent observed ozone trends at Riverside and Redlands generally have a shallower slope than at the other monitoring locations, suggesting that these areas are less NO x -limited than other remote areas, such as Crestline. The reduction rates in the basin-wide maximum ozone design values, which are predominantly determined by the Crestline monitor, and which determine if the region is in violation of the NAAQS, are still consistently underestimated, although to a lesser extent than with the 2012 AQMP modeling database. For the most recent period (2008 to 2015) , the observed reduction rates in both the 3-year and 5-year ozone design values at Crestline are still more than a factor of 2 higher than the modeled rates. For this same period, the observed reduction rates in the 3-year and 5-year basin design values are more than a factor of 2 and 1.4 times higher than the modeled rates, respectively.
Figures 12 and 13 compare the responsiveness of the two AQMP modeling databases for the 3-year and 5-year ozone design values, respectively. Those comparisons confirm that, for the most part, the 2016 AQMP modeling database is more responsive to multiyear emission changes than the 2012 AQMP database. At the Crestline monitor, the two AQMP responses are comparable for a 20 to 25 year period (1990s to 2015) and for the most recent period (2008 to 2015) . This is also true of the basin-wide design value, which is often the same as the Crestline design value.
Some of the improvement in model performance in predicting long-term ozone trends, as compared to the 2012 AQMP database, is likely due to increased model responsiveness and also due to the uptick in the measured ozone design values during 2014 to 2016, as mentioned previously. At some stations, such as Riverside and Redlands, the modeled reduction rates in 3-year and 5-year ozone design values are actually higher than the observed rates during some periods. However, it should be noted that the recent observed ozone trends at Riverside and Redlands generally have a shallower slope than at the other monitoring locations, suggesting that these areas are less NOx-limited than other remote areas, such as Crestline. The reduction rates in the basin-wide maximum ozone design values, which are predominantly determined by the Crestline monitor, and which determine if the region is in violation of the NAAQS, are still consistently underestimated, although to a lesser extent than with the 2012 AQMP modeling database. For the most recent period (2008 to 2015) , the observed reduction rates in both the 3-year and 5-year ozone design values at Crestline are still more than a factor of 2 higher than the modeled rates. For this same period, the observed reduction rates in the 3-year and 5-year basin design values are more than a factor of 2 and 1.4 times higher than the modeled rates, respectively.
Figures 12 and 13 compare the responsiveness of the two AQMP modeling databases for the 3-year and 5-year ozone design values, respectively. Those comparisons confirm that, for the most part, the 2016 AQMP modeling database is more responsive to multiyear emission changes than the 2012 AQMP database. At the Crestline monitor, the two AQMP responses are comparable for a 20 to 25 year period (1990s to 2015) and for the most recent period (2008 to 2015) . This is also true of the basin-wide design value, which is often the same as the Crestline design value. The above results indicate that the 2016 AQMP modeling system appears to be more responsive than the modeling system used in the previous 2012 AQMP. While this is encouraging, the system still under-predicts ozone reduction rates for the basin design values and at the monitor which has predominantly determined the basin design values over the last 25 years. As discussed in Sections 2.2 and 2.3, there are some limitations in the approach adopted in our study to perform the dynamic evaluation, particularly in the specification of base-year meteorology and boundary conditions for historical years, and in the relatively simplified approach used to develop model-ready emission inputs for the historical years. While those simplifications were adopted due to the limited scope of this study, we conducted some sensitivity studies with the 2016 AQMP modeling system to determine how uncertainties in our modeling approach might impact the dynamic evaluation results, and to determine how the responsiveness of the modeling system would be influenced by these uncertainties. The following sections provide additional details on the sensitivity studies and their results.
Meteorology and Boundary Condition Sensitivity Studies
For testing the influence of meteorology on the dynamic evaluation results, we used the 2008 meteorology that was available from the 2012 AQMP to conduct base year (2012) and projected year (2008 and 2015) simulations using the 2016 AQMP modeling database. The emission files for the projected years were scaled from the 2012 emissions as described in Section 2.3 and used in the dynamic evaluation described in Section 3.2. For testing the influence of boundary conditions, we reduced ozone boundary conditions by 20% to create a scenario where the influence of emission changes would be larger than in the baseline dynamic evaluation discussed previously.
The results for the 3-year design values at selected monitors and the basin design value are summarized in Table 3 for the meteorology and boundary conditions sensitivity studies. The results from this meteorology sensitivity study show a small impact on ozone design values in the projected years for all monitoring stations, with the 2008 meteorology resulting in a slightly less responsive system. As expected, reducing the ozone boundary conditions by 20% results in a slightly more The above results indicate that the 2016 AQMP modeling system appears to be more responsive than the modeling system used in the previous 2012 AQMP. While this is encouraging, the system still under-predicts ozone reduction rates for the basin design values and at the monitor which has predominantly determined the basin design values over the last 25 years. As discussed in Sections 2.2 and 2.3, there are some limitations in the approach adopted in our study to perform the dynamic evaluation, particularly in the specification of base-year meteorology and boundary conditions for historical years, and in the relatively simplified approach used to develop model-ready emission inputs for the historical years. While those simplifications were adopted due to the limited scope of this study, we conducted some sensitivity studies with the 2016 AQMP modeling system to determine how uncertainties in our modeling approach might impact the dynamic evaluation results, and to determine how the responsiveness of the modeling system would be influenced by these uncertainties. The following sections provide additional details on the sensitivity studies and their results.
The results for the 3-year design values at selected monitors and the basin design value are summarized in Table 3 for the meteorology and boundary conditions sensitivity studies. The results from this meteorology sensitivity study show a small impact on ozone design values in the projected years for all monitoring stations, with the 2008 meteorology resulting in a slightly less responsive system. As expected, reducing the ozone boundary conditions by 20% results in a slightly more responsive system, indicating that uncertainties in boundary conditions can influence future-year model projections to some extent. The Redlands monitor shows the least sensitivity to both changes in meteorology and boundary conditions. As shown in Table 3 , the reduction rates of modeled basin 3-year ozone design values are about a factor of 2 lower than the observed reduction rates for the baseline case as well as the two sensitivity studies. While these sensitivity studies provide useful information on the effects of meteorology and boundary conditions on model response, they do not account for year-to-year changes in these variables that will also have an effect on model response. For example, Porter et al. [33] report that meteorology accounts for 39-92% of year-to-year ozone variability in the western U.S. For the 20 to 25 year periods considered in our analysis, the large reductions in emissions are likely to have played a more dominant role than meteorological or boundary condition variations on the large ozone reductions over this period. Nevertheless, using year-specific meteorology and boundary conditions would provide additional insight into the dynamic performance of the modeling system, but was outside the scope of our current study.
Emissions Sensitivity Study
To support the development of a scenario for emissions sensitivity modeling, we performed emissions reconciliation analyses that compared molar pollutant ratios (e.g., VOC/NO x and CO/NO x ) derived from ambient monitoring data, emissions inputs used for the baseline AQMP 2016 photochemical modeling, and CMAQ model outputs. Emissions reconciliation techniques have previously been applied to evaluate emissions inventories in the SoCAB, and have generally indicated that VOC/NO x ratios derived from ambient measurements are higher than corresponding ratios derived from emissions data or photochemical modeling results [5] .
The analysis performed on the 2012 AQMP modeling platform focused on 6 monitoring sites around the SoCAB that measured ozone, VOC, and NO x concentrations in 2012. Results showed that ambient measurement-derived VOC/NO x ratios were 1.7 to 3.1 times higher than corresponding ratios derived from gridded emissions data for the area around each monitoring site. VOC/NO x ratios derived from CMAQ outputs showed closer agreement with ratios derived from ambient measurements; however, discrepancies were still found at some sites. For example, the ambient measurement-derived VOC/NO x ratio at the Los Angeles North Main site, which has a high density of local emissions dominated by motor vehicles, was 2.4 times higher than the ratio derived from CMAQ outputs. CMAQ also significantly under-predicted VOC concentrations at this site with a normalized mean bias of −75%, while the predicted NO x was in closer agreement with observations with a normalized mean bias of less than 10%. Based on those results, we conducted a sensitivity dynamic evaluation of the 2016 AQMP modeling database by increasing basin-wide VOC emissions by a factor of 2 for the base year (2012) and two projected years (2008 and 2015) . Although the VOC under-prediction in 2012 does not necessarily mean that VOC is under-predicted by the same amount in the two projected years, doubling the VOC emissions for all 3 years preserves the emission scaling ratios between the base year and the projected years.
The results from that analysis are summarized in Table 4 , which shows that doubling VOC emissions has a dramatic effect on the responsiveness of the 2016 AQMP modeling system for the 2008-2015 period. The predicted ozone reduction rates increase by a factor of 2 or more. The modeled reductions in the basin design value and the design values at the Crestline and Glendora monitors are quite comparable to the observed values. At the Redlands monitor, where the modeled reduction rates were previously comparable to the observed rates for the baseline case, the increase in responsiveness of the modeling system now results in more rapid modeled reductions than the observed reductions. As discussed previously, observed ozone design value reductions at this location during the 2008-2015 period are smaller than at Crestline, which is in a remote NO x -limited area. 
Conclusions
The dynamic evaluation results show that recent modeling databases used for regulatory modeling in the South Coast Air Basin generally underestimate the changes in basin ozone design values in response to precursor emission changes. At the Crestline monitor, the predicted rate of ozone reduction in recent years is about a factor of two lower than the measured decline in ozone levels. Since that monitor often determines the basin-wide design value, this suggests that reductions in future-year ozone concentrations for attainment demonstrations in the SoCAB could be underestimated. A modeling system that responds more accurately to emission changes would provide more confidence to all stakeholders that policy decisions resulting from the modeling are necessary to attain the air quality standards and to protect public health.
The 2016 AQMP modeling database appears to be somewhat more responsive to emission changes than the 2012 AQMP database, but is still less responsive when compared to the observed basin design value trends. The improved responsiveness of the 2016 modeling system is likely due to model improvements (CMAQ v5.0.2 in the 2016 AQMP versus CMAQ v4.7.1 in the 2012 AQMP) and more accurate emission inventories. Nevertheless, the dynamic evaluation results with the 2016 AQMP database suggest that additional improvements are necessary to obtain more accurate responses to future emission changes. While the simplified approach to dynamic evaluation in this study introduces some limitations and uncertainties in the results, the sensitivity studies conducted with the 2016 AQMP database to determine the influence of those approximations indicate that the overall modeling system is still "stiff" in responding to emission changes as compared to the observed responses. The sensitivity studies with alternative meteorology and reduced boundary conditions showed an impact of less than 10% on modeled basin design value ozone trends. As noted in the dynamic evaluation studies conducted by Foley et al. [1, 19] , large emission reductions lead to larger decreases in ozone than variability in meteorology. Similarly, the work of Gilliland et al. [16] showed that modeled ozone decreases due to emission changes between two similar meteorological years were lower than observed ozone decreases. On the other hand, our sensitivity study in which VOC emissions were increased to make modeled VOC/NO x ratios more consistent with ambient measurements at urban locations resulted in a dramatic improvement in model responsiveness.
The dynamic evaluation study conducted by Napelenok et al. (2011) [2] clearly illustrates that ozone changes predicted by the model in response to emission reductions are sensitive to a large number of variables. The sensitivity studies conducted by Appel et al. [21] suggest that CMAQ v5.1 tends to be more responsive to reductions in NO x emissions in predicting ozone reductions than CMAQ v5.0.2. The sensitivity studies conducted as part of this study also show that more realistic boundary conditions and more accurate emission inventories are another area of improvement for future regulatory planning. A detailed dynamic evaluation of future regulatory modeling databases also would provide additional confidence to stakeholders regarding the reliability of future-year model predictions. As a result, those types of additional dynamic evaluations are recommended.
