Consider an arbitrary n-dimensional lattice Λ such that Z n ⊂ Λ ⊂ Q n . Such lattices are called rational and can always be obtained by adding m n rational vectors to Z n . Defect d(E, Λ) of the standard basis E of Z n (n unit vectors going in the directions of the coordinate axes) is defined as the smallest integer d such that certain (n − d) vectors from E together with some d vectors from the lattice Λ form a basis of Λ.
Definitions, notation and formulation of result
Let Γ ⊂ R n be an arbitrary lattice in an n-dimensional Euclidean space, and let O = (0, 0, . . . , 0) ∈ Γ be the point of origin. If Γ is a sublattice of a lattice Λ, then Λ is called a centering of the lattice Γ. We are going to investigate the difference between the basis of a lattice and the basis of its centering.
Let us consider a basis e 1 , . . . , e n of Γ. The set of vectors E = {e 1 , . . . , e n } will be called a frame. The defect of the frame E with respect to the lattice Λ is defined as the smallest integer d such that certain (n − d) vectors from E together with some d vectors from the lattice Λ form a basis of Λ. It is denoted as d(E, Λ) = d.
An octahedron corresponding to the frame E is defined as the set O n E = {x ∈ R n : x = λ 1 e 1 + . . . + λ n e n ; |λ 1 | + . . . + |λ n | 1} .
The octahedron O
n E is called admissible with respect to the lattice Λ if its interior contains no points of the lattice Λ, except for O and ±e i :
O n E ∩ Λ = {O, e 1 , −e 1 , . . . , e n , −e n }.
If the octahedron O
Note that without loss of generality we can take Γ to be Z n and the frame E to represent the standard basis (n unit vectors going in the directions of the coordinate axes).
In [6] N.G. Moshchevitin introduced the quantity
where Λ a runs through lattices that can be obtained by adding one rational vector to Z n , and proved that there exists a positive constant C such that
Then, in the article [7] (see also [8] , [10] , [11] ) A.M Raigorodskii proved that there exists a positive constant C such that C n ln n (ln ln n)
where A m is the set of all centerings of the integer lattice Z n that can be obtained by adding m rational vectors:
In [1] , [2] the following bound was claimed. for any m < n.
However, the proof contained several substantial inaccuracies. Eliminating those inaccuracies turned out to be quite challenging. In this article we are going to show the correct proof of this bound and mark substantial inaccuracies in [1] , [2] . In order to do it we define the following quantity:
where A * m is the set of all centerings of the integer lattice Z n that can be obtained by adding m rational vectors whose coordinates' denominators are square-free: Λ = Z n , a 1 , . . . , a m Z ; a 1 , . . . , a m ∈ Q n , there exists a square-free positive integer q such that q · a 1 , . . . , q · a m ∈ Z n . 
Proof of Theorem 3
Let a 1 , . . . , a m ∈ Q n be given vectors. Suppose O n E is admissible with respect to Λ = Z n , a 1 , . . . , a m Z . Define A * as the matrix formed by writing vectors a 1 , . . . , a m as its rows.
. . , c n A * Z , where for each i, c i is a row of m integers.
C is a submodule of free module Z m of rank m over principle ring Z. Thus C is a free module over Z of rank m, which means that there exist c
2) denominators of coordinates of all vectors of
. . , n} coordinate vectors e i 1 , . . . , e i k can not be completed to a basis of Λ, which means that there exists x = x I ∈ Λ such that (*) x ∈ e i 1 , . . . , e i k R , but x / ∈ e i 1 , . . . , e i k Z .
Let q I be the least common multiple of the denominators of the coordinates of x I and let p I be the smallest prime divisor of q I , u I = q I p I . Then u I x I also satisfies (*) and its coordinates' denominators are square-free.
Let Λ ′ = Z n , {u I j x I j } Z , where I j runs through all k-element subsets of {1, . . . , n}. Obviously, Λ ′ satisfies 1) and 2). Since for each I = {i 1 , . . . , i k } ⊂ {1, . . . , n} there exists y I = u I x I ∈ Λ ′ which satisfies (*), e i 1 , . . . , e i k can not be completed to a basis of
Theorem 3 directly follows from Lemma 1 and Lemma 2.
Auxiliary combinatorial constructions
3.1 A system of families of sets M Let a 1 , . . . , a m ∈ Q n be given vectors. Let us reduce their coordinates to a least possible common denominator q. Due to Theorem 3 we may assume that q is square-free, m < n (since it suffices to prove Theorem 2). Let
be the prime factorization of q. Define A as the matrix formed by writing vectors q · a 1 , . . . , q · a m as its rows. For each j, the rank of the matrix A over the field Z p j will be denoted as rank j .
Let C n = {1, . . . , n} be the set of all coordinate indexes. For each j ∈ {1, . . . , s} let M i j denote rank jelement subsets of C n such that for an arbitrary i the columns of the matrix A with numbers from M i j are linearly independent over the field Z p j . For a fixed j, the family of sets M i j will be denoted as M j . Finally, the system of families of sets M is defined as M = {M 1 , . . . , M s }.
Remark. In [1] , [2] there was no reduction to the square-free case (Theorem 3). Instead, matrix A was considered over rings Z p k j and most statements were formulated in terms of rings (with the usage of an undefined rank over ring). However, in those terms Theorem 4 as well as auxiliary lemmas afterwards and final constructions in the proof turned out to be wrong. Since even in the square-free case in [1] and [2] there were substantial inaccuracies, in most following remarks we are only going to describe inaccuracies in that case even though all statements in [1] , [2] were formulated in the general case.
3.2 The relation between the defect and the system M Let M be a subset of C n such that for any j ∈ {1, . . . , s} there exists i ∈ {1, . . . , |M j |} for which
Proof. Any point of the lattice Λ can be represented as
is a row of m integer numbers, A is the matrix defined in the previous section and b is a vector in Z n . Consider a subspace of R n spanned by the coordinate axes with indexes that do not belong to M. Assume that a point x = . Then all other columns of A can be expressed over the field Z p j as linear combinations of these rank j columns. Therefore, all coordinates of the vector kA are divisible by p j . Since this applies for any j ∈ {1, . . . , s}, all coordinates of the vector kA are therefore divisible by q. Thus x ∈ Z n , meaning (see [3] ) that vectors of the frame E with numbers from C n \ M can be completed to form a basis of the lattice Λ, and thus we have d(E, Λ) |M|.
Remark. In [1] , [2] M was defined as a set which for every j contains some maximum set of indexes of columns which are linear independent over the ring Z p k j . The same inequality was claimed. One can easily construct a contrexample to this version of the theorem by considering n = 2, a 1 = (
Theorem 4 holds for any M, allowing us to write d(E, Λ) θ(M), where θ(M) is the cardinality of the smallest set M. In the next subsection we are going to recall a problem similar to approximation of θ.
A covering problem
Let L = {L 1 , . . . , L t } be an arbitrary family of subsets of the set C n . Its system of common representatives (SCR) is defined as a set S ⊆ C n that includes at least one element from each L i . The minimum size of an SCR for L is denoted as τ (L). Clearly, the setting in the previous subsection is more general:
instead of a family of sets we consider the system of families of sets M. If we assume that the size of all sets in every family from M equals one, then the set M defined in the previous subsection is, as a matter of fact, an SCR. Theorem 5 below provides an upper bound on the size of a minimal SCR which will later help us to obtain a bound for θ(M). A proof and a discussion of this theorem can be found in [5] , [9] , [12] .
Theorem 5. Assume that |L i | k for each i ∈ {1, . . . , t}. Then there exists a constant c such that
4 Proof of Theorem 2
Outline of the proof
Consider vectors a 1 , . . . , a m ∈ Q n . Let us construct a system of families of sets M = {M 1 , . . . , M s } using the method from Subsection 3. 
Auxiliary Lemmas
Lemma 3. det Λ = p
Define a number q k in the following way. Let q · a k not lie in q · a 1 , . . . , q · a k−1 Zp j for p j |q k and lie for all other p j .
Let r be integer such that 0 < r < q k . Suppose that r · a k ∈ Λ k−1 . There exists i such that
By Chinese Remainder Theorem and definition of q k there exist integers
Since q · a k cannot be expressed as a linear combination of q · a 1 , . . . , q · a k−1 over Z p j for p j |q k and can be expressed as a linear [2] in the formulation of the lemma in the inequality there was m instead of rank j . However, this version of the lemma obviously does not hold: for instance, with fixed p j and limitlessly increasing m, the right-hand side is limitlessly increasing while the left-hand side can be constant. We introduced Lemma 3 in order to show a correct proof of the correct version of the lemma.
Proof. It suffices to prove the lemma in the case m = rank j , q = p j . Let Λ ′ be a lattice obtained by the intersection of Λ with subspace spanned by the coordinate axes numbered by elements ofM j . We define family of vectors a i k (i = 0, . . . , l; k = 1, . . . , m) using the following algorithm.
• 
Let n * = |M j | and let Z n * be the subspace of Z n spanned by the coordinate axes with indexes from M j . Applying Lemma 1 for lattice Γ = Z n * , x 1 , . . . , x m Z we obtain p l−rank j det Γ det Λ ′ . Since unit octahedron O n * E is admissible in Λ ′ we can apply Minkowski's Theorem (see [3] ):
The final inequality follows from the condition p j 5. The lemma is proved.
Lemma 5. The following inequality holds: s n.
Proof. The octahedron O n E is admissible with respect to the lattice Λ, det Λ 1 q (follows from Lemma 3). Thus, from Minkowski's Theorem, we have:
and q = p 1 . . . p s s!, which proves the lemma.
A bound for θ(M)
Consider the system of families of sets M 0 = {M 1 , . . . , M t }, where t is the maximum index such that p t n m . We can assume that n is sufficiently large. We can also assume that m ≪ e (ln n) 1/3 (otherwise the desired bound is trivial).
Let us start by defining L j (for each j such that |M From Lemma 5 we have r t s n, and thus Theorem 5 yields
, and let us denote the elements of the corresponding SCR as v on each turn of this algorithm and thus the bound for |M| becomes much weaker than required to prove Theorem 2.
