Abstract. We construct and study some finite dimensional modules for rational Cherednik algebras for the groups G(r, p, n) by using intertwining operators and a commutative family of operators introduced by Dunkl and Opdam. The coinvariant ring and an analog of the ring constructed by Gordon in the course of proving Haiman's conjectures on diagonal coinvariants are special cases. We study a certain hyperplane arrangement that determines a weight basis for the irreducible modules in an explicit fashion. Using the same methods we also construct a basis of eigenfunctions for the coinvariant ring for G(r, p, n) whose leading terms are, in the case of G (1, 1, n) , the descent monomials studied by Garsia and Stanton.
Introduction.
The rational Cherednik algebra for a complex reflection group W is an interesting family of algebras attached to W . The study of the finite dimensional representations of rational Cherednik algebras for real reflection groups was undertaken in [3] and [4] . Some particular finite dimensional modules were used in [17] to prove Haiman's conjectures on the ring of diagonal coinvariants for a Coxeter group. In this paper we study some examples of finite dimensional modules for the rational Cherednik algebra of the infinite family of groups G(r, p, n). The method is inspired by Cherednik's use of intertwining operators to construct finite dimensional double affine Hecke algebra modules in [6] , and relies on the commutative family of operators introduced in [11] .
In section 2 we begin with more generality than will be needed for our main results. We work with a finite group W of linear transformations of a vector space V over an arbitrary field, and prove a "Poincaré-Birkhoff-Witt" (PBW) theorem for the Drinfeld Hecke algebra associated to W . Special cases of this theorem are the presentation theorems for graded affine Hecke algebras and rational Cherednik algebras. The theorem itself it not new, though we state it in slightly more general terms than usual. The first result of this type was announced in [10] , and it was subsequently proved in [12] and [24] . Our proof is an adaptation of the proof of the presentation theorem for Kac-Moody algebras given in [20] .
In section 3 we define the rational Cherednik algebra H and study its basic properties. H is really a family of algebra depending on parameters κ and c. In this section we make an explicit commutator calculation that relates the rational Cherednik algebra to Dunkl operators.
In section 4 we define for each W -module V a Verma module M (V ) for H and a contravariant pairing between M (V ) and M * (V * ) (the Verma module for the dual rational Cherednik algebra H * ). The right radical of this pairing is the unique maximal graded submodule of M (V ) and the quotient L(V ) by the radical is simple. When V = 1 is the trivial representation of W , the module M (1) may be identified with the vector space of polynomial functions on the reflection representation of W . A corollary of this construction is that for complex reflection groups and a certain choice of the parameters in the definition of H the coinvariant ring is a simple H-module.
In section 5 we specialize to the complex numbers and the infinite family of complex reflection groups G(r, p, n). We review the construction, first given in [11] , of a commutative subalgebra t ⊆ H. The algebra t will turn out to be diagonalizable with simple spectrum on the modules we will study.
In section 6 we define the intertwining operators and outline the program we will follow for constructing and studying finite dimensional H-modules. We define the calibration graph and explain its relevance to the problem of describing L(1) via its t-weight space decomposition.
In section 7 we assume that the parameters defining H are generic and construct an eigenbasis for M (1) using the intertwining operators. The eigenbasis consists of non-symmetric Jack polynomials. We will use the explicit formulas for the eigenvalues that we obtain in this section to detect finite dimensional quotients of M (1) in the next section.
Section 8 contains our main results. We study the calibration graph of L(1) in two cases: (a) When κ = 0 we obtain the coinvariant ring for G(r, p, n), and the eigenbasis of L(1) consists of polynomials f λw whose leading terms x λw are the descent monomials studied in [1] , [13] , and [14] . (b) When κ = 1 we introduce a hyperplane arrangement that controls the behavior of M (1).
In particular, we describe the weight basis of L(1) explicitly in terms of this hyperplane arrangement. In case (b) and with constant parameters coprime to the "Coxeter" number of G(r, p, n) we obtain a BGG-type resolution of L(1) by Verma modules. The results of part (b) are closely related to Theorems 4.2 and 4.3 from [7] , and to some of the results from [25] and [26] .
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The Poincaré-Birkhoff-Witt theorem for Drinfeld Hecke algebras.
Let V be a finite dimensional vector space over a field k, and let W ⊆ GL(V ) be a finite subgroup. Let T V be the tensor algebra of V and let kW be the group algebra of W over k, with basis t w for w ∈ W and multiplication t w t v = t wv . Define multiplication on T V ⊗ k kW by (2.1) (f ⊗ t w )(g ⊗ t v ) = f (wg) ⊗ t wv .
From now on we will drop the tensor signs when it will not cause confusion. Fix a collection of skew-symmetric forms indexed by the elements of W :
The Drinfeld Hecke algebra H corresponding to this data is the quotient of the algebra T V ⊗ k kW by the relations (2.3) xy − yx = w∈W x, y w t w for x, y ∈ V .
Example 2.1. The simplest example is the case when the forms ·, · w are all 0. Then H = S(V ) ⊗ k kW is the twisted group ring of W over S(V ).
Example 2.2.
A slightly more interesting example is the case when ·, · is a non-degenerate skew symmetric form on V and we set ·, · 1 = ·, · and ·, · w = 0 for all w = 1. Then H is the algebra generated by the Weyl algebra of the symplectic vector space V and the group W . If V = h * ⊕ h with h and h * maximal isotropic subspaces of V which are also W -stable, then H may be regarded as the algebra of operators on S(h * ) generated by of all polynomial coefficient differential operators together with the group W .
In the next section we will see that the rational Cherednik algebra is a special case of this construction. In [24] it is proved that Lusztig's graded affine Hecke algebra is another special case.
We say that the PBW theorem holds for H if for any basis x 1 , . . . , x n of V , the collection
is a basis for H. Equivalently, the PBW theorem holds for H if the associated graded algebra of H with respect to the filtration with V in degree 1 and CW in degree 0 is the twisted group ring S(V ) ⊗ C CW . Theorem 2.3 (The Poincaré-Birkhoff-Witt theorem for Drinfeld Hecke algebras, [10] , [12] , [24] ). The PBW theorem holds for H if and only if the following two conditions hold: (a) vx, vy vwv −1 = x, y w for all x, y ∈ V and v, w ∈ W , and (b) x, y w (wz − z) + y, z w (wx − x) + z, x w (wy − y) = 0 for all x, y, z ∈ V and w ∈ W .
Proof. First assume the PBW theorem holds for H. Let x, y ∈ V and v ∈ W . Equating coefficients on both sides of (2.4)
implies that (a) holds. Let x, y, z ∈ V . By the Jacobi identity,
Now equating coefficients of t w on both sides implies that (b) holds.
Conversely, assume that (a) and (b) hold. The defining relations for H evidently imply that given any basis x 1 , x 2 , . . . , x n of V , the set {x
We will show that these elements are also linearly independent by mimicking the standard proof of the PBW theorem for universal enveloping algebras of Lie algebras: we construct the module that ought to be the left regular representation of H. Let M be the vector space with basis consisting of the words {x i 1 x i 2 . . . x ip t w |1 ≤ i 1 ≤ i 2 ≤ · · · ≤ i p ≤ n, w ∈ W }. Define operators l x and l v on M for x ∈ V and v ∈ W inductively as follows:
and for p ≥ 1,
We will repeatedly use the facts that the operators l w for w ∈ W do not increase degree and the operators l x for x ∈ V increase degree by one. Now we show by induction on p that
for all u, v, w ∈ W , x, y ∈ V , p ∈ Z ≥0 , and
Observe that by linearity it is enough to establish this last equation with l x and l y replaced by l x i and l x j with n ≥ i > j ≥ 1. The base case:
and assuming n ≥ i > j ≥ 1,
Now assuming that p ≥ 1 and that (2.8) and (2.9) hold for all q < p, we prove that they hold for p. We compute
where we have used the definition of the operator l v in the first equality, the inductive hypothesis in the second, third, and fourth equalities, and the definition of the operator l x i 1 in the last equality. This proves the first relation in (2.8) . For the second we work also by induction on i. First assume i ≤ i 1 and calculate
where we used the definition of the operator l x i in the first equality and the definition of the operator l v in the second. If i > i 1 then
where we used the definition of l x i in the first equality, induction in the second, fourth and fifth equalities, and property (a) above in the third equality. This establishes the second relation in (2.8). Now we prove (2.9). Assume that n ≥ i > j ≥ 1 and work by induction on j. First we suppose that j ≤ i 1 and compute
where we used the definition of the operator l x j in the first equality and the definition of the operator l x i in the second. If j > i 1 , then
where we used the definition of the operators l x i and l x j in the first equality, induction in the second, third, and fifth equalities, and equation (b) in the fourth equality.
We have established that the operators l x and l w satisfy the defining relations for H. It follows that M is an H-module, with x acting by l x and t w acting by l w . Suppose that there is a relation in H of the form
with a i 1 ...ip,w ∈ k. Applying both sides of this relation to the element 1 = t 1 ∈ M implies that all the coefficients a i 1 ...ip,w are zero, and the proof is complete.
Corollary 2.4. The PBW theorem holds for H if (i) vx, vy vwv −1 = x, y w for all x, y ∈ V and v, w ∈ W , and (ii) ·, · w = 0 unless w = 1 or codim(fix(w)) = 2, and if codim(fix(w)) = 2 then fix(w) ⊆ Rad( ·, · w ). Furthermore, if the characteristic of k is 0 and the PBW theorem holds for H, then conditions (i) and (ii) hold.
Proof. We will repeatedly use the fact that the radical of a skew symmetric form has even codimension. Of course, condition (i) is the same as condition (a). Assume that (i) and (ii) hold. We prove that property (b) from theorem 2.3 holds. If w = 1 or ·, · w = 0 then (b) holds trivially. So by (ii) we may assume that codim(fix(w)) = 2 and Rad( ·, · w ) = fix(w). If x, y ∈ V are linearly dependent modulo fix(w) = Rad( ·, · w ) then x, y w = 0. Thus if x, y, z ∈ V and no two are linearly independent modulo fix(w) the identity (b) holds trivially. Assume that x, y are linearly independent modulo fix(w) so that x, y w = 0. For any z ∈ V there are a, b ∈ C with (2.12) z = ax + by modulo Rad( ·, · w ) whence a = z, y w x, y w and b = z, x w y, x w .
By substituting these values for a and b into (2.12) and applying w − 1 to both sides we obtain condition (b) in theorem 2.3. Now assume that the characteristic of k is 0 and that (a) and (b) hold. Since the characteristic of k is 0 and W is a finite group, for any w ∈ W the vector space V is the direct sum of fix(w) and (1 − w)V . If wx = x, then x, (1 − w)y w = x, y w − x, wy w = x, y w − w −1 x, y w = x, y w − x, y w = 0 where we have used (a) in the second equality. Thus the spaces fix(w) and (1 − w)V are orthogonal with respect to ·, · w . On the other hand, if x, y ∈ fix(w) then by (b),
x, y w (wz − z) = 0 for all z ∈ V .
Thus fix(w) ⊆ Rad( ·, · ). Suppose ·, · w = 0 and fix x, y ∈ V with x, y w = 1. Then by (b)
wz − z = y, z w (x − wx) + z, x w (y − wy) for all z ∈ V so that the dimension of (1 − w)V is at most 2. Hence the codimension of fix(w) is at most 2. But since fix(w) ⊆ Rad( ·, · ) we see that ·, · w = 0 if the codimension of fix(w) is 1, and (ii) follows.
Rational Cherednik algebras.
In this section we define the rational Cherednik algebra in slightly more generality than usual: we assume only that we are given a finite subgroup W ⊆ GL(h) of the general linear group of a vector space. The most important case is when W is generated by the reflections it contains. The material of this section should be considered standard.
Let k be a field. Let h be a finite dimensional k-vector space, and let W ⊆ GL(h) be a finite subgroup of the general linear group of h. A reflection is a linear transformation s ∈ GL(h) such that (3.1) codim(fix h (s)) = 1.
Let T be the set of reflections in W . In this section we will assume that we have fixed W , a parameter κ ∈ k, and a collection c s ∈ k for s ∈ T of parameters indexed by the reflections in W satisfying
Let h * be the dual space of h, and let ·, · : h * ⊗ k h → k be the pairing between h and h * given by (3.3) x, y = x(y) for x ∈ h * and y ∈ h.
be the direct sum of h * and h, and let W act on V by
Let ·, · 1 be the skew symmetric form on V determined by (3.7)
x, y 1 = −κ x, y for x ∈ h * , y ∈ h, and z, w 1 = 0 if z, w ∈ h or z, w ∈ h * .
For each s ∈ T , fix vectors α s ∈ h * and α ∨ s ∈ h such that (3.8)
and let ·, · s be the skew symmetric form on V determined by (3.9) x, y s = c s α s , y x, α ∨ s for x ∈ h * , y ∈ h, and z, w s = 0 if z, w ∈ h or z, w ∈ h * .
Let H be the Drinfeld-Hecke algebra corresponding to W ⊆ GL(V ) and this collection of skew symmetric forms. Thus
where I is the ideal generated by the relations
and (3.12) zw = wz for z, w ∈ h or z, w ∈ h * . Corollary 3.1. As a vector space,
Proof. We must verify that the collection of forms ·, · w defined above satisfies conditions (i) and (ii) of corollary 2.4. Condition (ii) is satisfied by definition of ·, · w . For condition (i), we observe that This shows that the forms ·, · w satisfy condition (i).
Our next proposition is a fundamental computation. It expresses some commutators in H as linear combinations of derivatives and divided differences of elements of S(h * ) and S(h). For y ∈ h, we write ∂ y for the derivation of S(h * ) determined by (3.14)
∂ y (x) = x, y for x ∈ h * , and we define a derivation ∂ x of S(h) analogously.
Proposition 3.2. Let y ∈ h and f ∈ S(h * ). Then
Similarly, for x ∈ h * and g ∈ S(h), we have
Remark 3.3. Note the placement of t s in the second formula. In practice, it is sometimes convenient to rewrite it as
Proof. Observe if f = x ∈ h * , the first formula to be proved is
and the right hand side may be rewritten as
so that the formula to be proved is one of the defining relations for H. We proceed by induction on the degree of f . Assume we have proved the result for h ∈ S d (h * ) and all d ≤ m. For f, g ∈ S ≤m (h * ), and y ∈ h, we have
by using the inductive hypothesis in the second equality, and the Leibniz rule for ∂ y and a skew Leibniz rule for the divided differences in the fourth equality. This proves the first commutator formula, and the proof of the second one is exactly analogous.
Observe that H is graded by setting
and filtered by setting (3.19) deg(x) = 1, deg(y) = 1, and deg(t w ) = 0, for x ∈ h * , y ∈ h, w ∈ W.
It follows from the PBW theorem for H (see section 2) that the associated graded algebra gr(H) of H with respect to this filtration is the algebra
Verma modules and duality.
In this section we construct the Verma modules for H and study their basic structure. Most of this material is standard; we have included it in order to keep the paper self-contained. See [4], [12] , and [15] .
Assume that we have fixed a reflection group W ⊆ GL(h) and parameters κ and c s such that c wsw −1 = c s for all s ∈ T and w ∈ W . Let H be the corresponding rational Cherednik algebra. Let H * be the rational Cherednik algebra corresponding to W ⊆ GL(h * ) and the parameters κ and c s −1 for s ∈ T . Thus (4.1)
where I * is the ideal generated by the relations
and (4.3) zw = wz for z, w ∈ h or z, w ∈ h * .
The anti-automorphism * of T V ⊗ k kW determined by x * = x, y * = y, and t * w = t −1 w for x ∈ h * , y ∈ h, and w ∈ W satisfies
and hence induces an anti-isomorphism, also denoted * , of H onto H * .
Let V be a kW -module and define a S(h) ⊗ k kW action on V by
The Verma module corresponding to V is
The PBW theorem shows that as a vector space
and in particular when V = 1 is the trivial kW -module we obtain from Proposition 3.2
for y ∈ h and f ∈ S(h * ). These are the famous Dunkl operators. From our point of view, the fact that they commute is a consequence of the PBW theorem, though it is possible to prove the commutativity independently ( [11] , for instance). Let V * be the dual vector space to V , with the canonical kW -module structure, and let ·, · V be the canonical pairing between V and V * . Let M * (V * ) be the corresponding Verma module for H * . As a vector space,
Extend the pairing ·, · V between V and V * to a k-bilinear pairing
Proof. It is enough to verify the proposition for a equal to t w , x, or y for w ∈ W , x ∈ h * , and y ∈ h. If a = t w then we may also assume f = f 1 u and g = f 2 v with f 1 ∈ S(h), f 2 ∈ S(h * ), u ∈ V * , and v ∈ V , where deg(f 1 ) = deg(f 2 ). Then
Corollary 4.2. Let V be an irreducible kW -module. Then the right radical R (respectively, the left radical) of the pairing ·, · V between M * (V * ) and M (V ) is the unique maximal graded submodule of M (V ) (respectively, of M * (V * )), and is a maximal submodule.
Proof. Since the form respects the grading, R is a graded subspace of M (V ). By proposition 4.1, if g ∈ R, a ∈ H, and f ∈ M * (V * ),
and it follows from proposition 4.1 that for all u ∈ V * and g ∈ S(h),
Let N ⊆ L be a non-zero submodule, and choose 0 = f ∈ N . Write
where f d is the highest degree graded component of f . Choose a homogeneous representative
so N ∩ V = 0 and N = L. The analogous assertions for the left radical follow by symmetry.
We define
The set V ⊆ M of primitive vectors in M is a kW -submodule, and by definition of M (V ) there is a unique map of H-modules
extending the given embedding of V in M . An H-module M is a lowest weight module with lowest weight V if there is an irreducible kW -module V such that V is a kW -submodule of the set of primitive vectors in M and so that M is generated as an H-module by V . The Verma modules M (V ) are the universal lowest weight modules, and the modules L(V ) are irreducible lowest weight modules. The following lemma provides a criterion for irreducibility of lowest weight modules that we will use in section 8.
Lemma 4.3. Let M be a graded lowest weight module with lowest weight V and let P be the set of primitive vectors in M . Then M is irreducible exactly if P = V .
Proof. Suppose that M is irreducible and let f ∈ P − V be a primitive vector with deg(f ) > 0.
contradiction. Conversely, suppose that P = V and that N < M is a proper submodule of M . Since V is an irreducible kW -module and generates M ,
Suppose towards a contradiction that N = 0 and choose non-zero f ∈ N with deg(f ) minimal. Then by minimality y.f = 0 for all y ∈ h, so f is primitive, contradiction.
There is a useful Casimir element h in the algebra H that helps to distinguish between different lowest weight modules. This element is the analogue for H of the Euler vector field
in the Weyl algebra. Fix dual bases x 1 , . . . , x n of h * and y 1 , . . . , y n of h. It is straightforward to check that the sum
does not depend on the choice of dual bases. For x ∈ h * , we compute
and it follows that
We have introduced the shift by c s in order to simply some formulas that occur later on. By the calculation above,
and similarly
It is straightforward to check that (4.18) ht w = t w h for w ∈ W,
It follows from (4.16) by induction on degree that
where H n is the set of degree n elements in H ((3.18)). Let V be an irreducible kW module and assume for the rest of this section that k is algebraically closed. In order to compute the action of h on the Verma module M (V ) with lowest weight V , we need to compute the action of the element
Since η c is a k-linear combination of class sums, it is central in kW , and by Schur's lemma must act on V by a scalar. Let Z(kW ) be the center of the group algebra kW of W . The central character of an irreducible kW -module V is the homomorphism ω : Z(kW ) → k determined by
Thus the action of h on the Verma module M (V ) is given by
where ω is the central character of the kW -module V . Now assume that κ = 0 and c s = −1 for all s ∈ T . In this case L(1) is a quotient of the coinvariant ring. Assuming that the field is the complex numbers and that the group W is generated by the reflections it contains we will show that in fact L(1) is the coinvariant ring. First we need a bit more notation. For each reflecting hyperplane H ⊆ h for W , let s H be a generator for the cyclic group W H stabilizing H setwise. Let e H be the order of s H , let H be the set of all reflecting hyperplanes for W in h, and let N = |T | be the number of reflections in W .
Lemma 4.4. Let V be a simple CW -module with central character ω. For each reflection s H , let dim(fix V s H ) be the dimension of the space of s H -fixed points in V . Then
Proof. Let χ be the character afforded by the module V . Then for all f ∈ Z(CW ) (the center of the group algebra CW ), we have 
Using this we can compute the value of ω we want by summing over the maximal cyclic reflection subgroup W H for all H ∈ H:
Remark 4.5. Observe that by the lemma, the central characters of the Galois conjugates of a simple module V all take the same value at s∈T 1 − t s . So these values of the central character are not enough to distinguish between all simple CW -modules. However, we can say something in the case when the value is zero. See the following corollary.
Corollary 4.6. Let V be a simple CW -module with central character ω. Let
Then k V is an integer satisfying 0 ≤ k V ≤ N + |H|, and if W is generated by reflections then k V = 0 if and only if V is the trivial module.
with equality if and only if V is the trivial module, the previous lemma shows that k V is a nonnegative rational number satisfying the given inequalities, and that k V = 0 if and only if V is the trivial module. On the other hand, it is a standard fact (see [19] ) that central characters of finite groups take algebraic integer values on class sums, so k V is an integer.
The next proposition might be regarded as an illustration of more general results of Etingof and Ginzburg on representations of symplectic reflection algebras at κ = 0 in section 3 of [12] . It motivated us to study L(1) at κ = 0 in more detail for the groups G(r, p, n).
Proposition 4.7. Suppose that W is generated by reflections. Let I = S(h * ) W + S(h * ) be the ideal generated by the positive degree W -invariant polynomials. Then the coinvariant ring S/I is an irreducible H-module.
Proof. Suppose R is the right radical of the pairing between M * (1) and M (1). We must show that R ⊆ I. It suffices to prove that for all irreducible CW -modules V and all integers n that (R n ) V (the V -isotypic component of R n ) is contained in I. Suppose towards a contradiction that this is false, and choose n minimal so that it fails. Let f ∈ (R n ) V and suppose f / ∈ I. Note that n > 0 since R 0 = 0. Calculate
By minimality of n,
But since f / ∈ I, the previous corollary shows k V = 0, contradiction.
Remark 4.8. In [12] , it is shown that when W = S n and κ = 0, every module L(V ) has dimension n! and is isomorphic to the left regular representation CW as a CW module. In [16] the graded CW characters of these modules are computed in terms of specializations of the q, t Kostka polynomials.
5. The rational Cherednik algebra for G(r, p, n).
Let G(r, 1, n) be the group of n × n monomial matrices whose entries are rth roots of 1. Let
is the transposition interchanging i and j. There are r conjugacy classes of reflections in G(r, 1, n): (a) The reflections of order two:
t and x i = (0, . . . , 1, . . . , 0), so that y 1 , . . . , y n is the standard basis of h = C n and x 1 , . . . , x n is the dual basis in h * . If
, and Proposition 5.1. The rational Cherednik algebra for W = G(r, 1, n) with parameters κ, c 0 , c 1 , . . . , c r−1 is the algebra generated by C[x 1 , . . . , x n ], C[y 1 , . . . , y n ], and t w for w ∈ W with relations t w t v = t wv , t w x = (wx)t w , and t w y = (wy)t w , for w, v ∈ W , x ∈ h * C , and y ∈ h C , (5.8)
for 1 ≤ i = j ≤ n, and
Proof. This is just a matter of rewriting formula (3.11) using our G(r, 1, n)-specific notation. For 1 ≤ i < j ≤ n,
The calculation for 1 ≤ j < i ≤ n is similar. For i = j,
The complex reflection group G(r, p, n) is the subgroup of G(r, 1, n) consisting of those matrices so that the product of the non-zero entries is an r/pth root of 1. The reflections in G(r, p, n) are (a) ζ l i s ij ζ −l i for 1 ≤ i < j ≤ n and 0 ≤ l ≤ r − 1, and (b) ζ lp i for 1 ≤ i ≤ n and 0 ≤ l ≤ r/p − 1. The rational Cherednik algebra for G(r, p, n) with equal parameters c is the subalgebra of the rational Cherednik algebra H for G(r, 1, n) with parameters c l = c, if p divides l and c l = 0, if p does not divide l, generated by C[x 1 , . . . , x n ], C[y 1 , . . . , y n ], and CG(r, p, n). This observation will allow us to apply the main results proved for G(r, 1, n) to G(r, p, n).
Next we identify a certain commutative subalgebra t = C[z 1 , . . . , z n , t ζ 1 , . . . , t ζn ] of H. Later on we will use the subalgebra t to diagonalize the Verma module M (1). For 1 ≤ i ≤ n define (5.10)
The following proposition is proved in [11] . We include a proof here for the convenience of the reader.
Proposition 5.2. The elements z 1 , . . . , z n of H are pairwise commutative:
Proof. We begin by computing
Let
Then ψ i is a conjugacy class sum and therefore a central element of the group algebra of G(r, 1, i). It follows that ψ i commutes with ψ 1 , . . . , ψ i . Therefore ψ 1 , ψ 2 , . . . , ψ n are pairwise commutative and hence φ 1 , . . . , φ n are pairwise commutative. Using the commutativity of the φ i , the commutator formula (5.11), and the fact that y j x j commutes with φ i for i < j, we assume i < j and compute
As observed in [9] , Proposition 1.1, the relations in the following lemma imply that the subalgebra of H generated by G(r, 1, n) and z 1 , . . . , z n is isomorphic to the graded Hecke algebra for G(r, 1, n) defined in [24] Section 5 (the elements z 1 , . . . , z n are algebraically independent over C by the PBW theorem). 
for 1 ≤ i ≤ n, and (5.14) z i t s j = t s j z i for 1 ≤ i ≤ n and j = i, i + 1.
Proof. First we observe that the elements t ζ i and φ j commute for all 1 ≤ i, j ≤ n. This is clear if i > j; if i = j then
a similar computation handles the case i < j. Then (5.12) follows from
For (5.13),
.
Finally, we observe that if j = i, i + 1 then t s j commutes with φ i and with y i x i , and hence with
be the subalgebra of H generated by z 1 , . . . , z n and t ζ 1 , . . . , t ζn . By Proposition 5.2 and Lemma 5.3, the subalgebra t is a commutative subalgebra of H.
Intertwiners.
The following lemma is a generalization of (5.13) and (5.14). Let (6.1)
. Lemma 6.1. Let f be a rational function of z 1 , . . . , z n . Then
Proof. Observe that if f is z i , z i+1 , or z j for j = i, i + 1, then the relation to be proved is (5.13) and (5.14). Assume the relation (6.2) is true for rational functions f and g. Then it is evidently true for f + g and af for all a ∈ C, and we compute
2) is true for f g. Assuming it is true for the rational function f , we compute
and dividing by f (s i f ) proves that the relation holds for 1/f . Since it holds for z 1 , . . . , z n , it is true for all rational functions in z 1 , . . . , z n .
The intertwining operators σ i for 1 ≤ i ≤ n − 1 are
, where
The σ i 's are well-defined provided z i − z i+1 = 0 since z i commutes with π j for all 1 ≤ i, j ≤ n. They are important because, as the following lemma shows, they permute the z i 's from (5.10).
Lemma 6.2. For 1 ≤ i ≤ n and j = i, i + 1,
Proof. The commutation relation (5.13) for z i and t s i gives
The proof that z i+1 σ i = σ i z i is exactly analogous, and the fact that σ i and z j commute if j = i, i+1 is obvious. Using the relation t ζ i π i = π i t ζ i+1 ,
The proof that t ζ i+1 σ i = σ i t ζ i is the same, and the fact that σ i and t ζ j commute if j = i, i + 1 is obvious.
Next we compute the squares σ 2 i of the intertwiners. We will use this calculation later to detect submodules of the polynomial representation. Lemma 6.3.
Proof. Using Lemma 6.1,
Define the intertwiners Φ and Ψ by (6.4) Φ = x n t s n−1 s n−2 ...s 1 and Ψ = y 1 t s 1 s 2 ...s n−1 .
They satisfy (6.5) ΨΦ = y 1 x 1 = z 1 .
The intertwiner Φ was first defined in Section 4 of [21] where it is used for the symmetric group case. The following proposition shows that the same element works as an intertwiner for all the groups G(r, 1, n).
Proposition 6.4. For 1 ≤ i ≤ n − 1, we have
and
Proof. Using the commutation formula (5.9) for y n and x n ,
Hence
it follows that
Finally, Corollary 6.5. For 1 ≤ i ≤ n − 1, we have
Proof. Using the equations ΦΨ = x n y n and ΨΦ = y 1 x 1 = z 1
we obtain from (6.4)
By the PBW theorem x n y n is a non-zero divisor in H, and we have proved
The remaining assertions are proved similarly by using the corresponding equations for Φ.
The intertwining operators Φ, Ψ, and σ 1 , . . . , σ n−1 are useful for creating new eigenvectors from old eigenvectors. Recall that t is the commutative subalgebra of H generated by z 1 , . . . , z n and t ζ 1 , . . . , t ζn . Identify a homomorphism γ : t → C with
Let ψ = φ −1 , so that (6.9) ψ. ((a 1 , . . . , a n ), (b 1 , . . . , b n )) = ((a n − ǫ(ζb n ), a 1 , . . . , a n−1 ), (ζb n , b 1 , . . . , b n−1 )). 
then, by Lemma 6.3,
and σ
The second equation implies that σ i is a bijection if a i = a i+1 ± rc 0 .
Lemma 6.7. Suppose that M is an H c -module that is the direct sum of its weight spaces, and so that the intertwiners σ 1 , . . . , σ n−1 are defined everywhere on M . Then if N ⊆ M is a t-submodule that is stable under the intertwiners:
Proof. Since N is a t-submodule, it is stable under t ζ 1 , . . . , t ζn . Next we show that N is stable under t s 1 , . . . , t s n−1 . Since N is the direct sum of its weight spaces, it suffices to show that if f ∈ N λ for some weight λ, then t s i .f ∈ N for 1 ≤ i ≤ n − 1. But
Finally, we show that N is stable under x 1 , . . . , x n and y 1 , . . . , y n . Observe that
so that
and since N is stable under Φ and t s i for 1 ≤ i ≤ n, it is stable under x i for 1 ≤ i ≤ n. The proof that it is stable under y 1 , . . . , y n is analogous. Since H c is generated by x 1 , . . . , x n , y 1 , . . . , y n , and t w for w ∈ G(r, 1, n), we're done.
Remark 6.8. We will always work with the rational Cherednik algebra for G(r, 1, n); however, the intertwiners σ i , Φ, and Ψ, and the elements z 1 , . . . , z n all live in the subalgebra generated by G(r, p, n), x 1 , . . . , x n , and y 1 , . . . , y n . This subalgebra is the rational Cherednik algebra for G(r, p, n) when the parameters satisfy c l = 0 for l not divisible by p.
Spectrum of M (1).
Let C[x 1 , x 2 , . . . , x n ] be the polynomial representation of H, and recall that t is the subalgebra of H generated by z 1 , . . . , z n and t ζ 1 , . . . , t ζn . We will show that for generic choices of the parameters κ and c i , the ring C[x 1 , . . . , x n ] has an eigenbasis indexed by the set Z n ≥0 and we will describe how the intertwining operators act on this basis. Much of the material in this section also appears in [11] . Our approach relies on the intertwining operators.
The next proposition is the analogue of [22] 2.6 in our setting. It shows that the z i 's are upper triangular as operators on C[x 1 , . . . , x n ] with respect to the order on Z n ≥0 defined by (7.1)
where λ + is the non-increasing rearrangement of λ and < d is dominance order on Z n ≥0 ,
Let w + (λ) be the minimal length permutation such that
The partial order may also be described as
where we use the Bruhat order on S n .
Proposition 7.1. The action of y i , t ζ i and z i on the polynomial representation for the rational Cherednik algebra for G(r, 1, n) are given by
Proof. The second statement follows from the commutation relation in the definition of the rational Cherednik algebra and the definition of the polynomial representation C[x 1 , . . . , x n ]. Using the commutation formula 3.15 for f ∈ S(h * C ) and y ∈ h C , we obtain
Using this equation and the geometric series formula to evaluate the divided differences,
The third and eighth terms cancel giving
Now the fourth and fifth terms cancel giving
where
The non-symmetric Jack polynomials are the eigenfunctions f λ for the action of z 1 , . . . , z n and t ζ 1 , . . . , t ζn on the polynomial representation of the rational Cherednik algebra that appear in the following theorem. 
Proof. By (7.1) in Proposition 7.1 the spectrum of the commutative algebra
is simple, so we can simultaneously diagonalize these operators. The result now follows from Proposition 7.1.
Corollary 7.3. The intertwiners σ i are well-defined on f λ for 1 ≤ i ≤ n and λ ∈ Z ≥0 if (a) κ = 0 and c 0 = 0, (b) κ = 1, and c 0 = x/y with x, y ∈ Z >0 , (x, y) = 1, and y > n − 1, or (c) κ = 1 and c 0 ∈ C − Q >0 .
Furthermore, in cases (b) and (c) the spectrum of M (1) is simple (that is, the weights of the f λ 's are pairwise distinct).
Proof. Recall from Proposition 6.6 that σ i is well defined on a weight vector of weight (a, b) if b i = b i+1 or a i = a i+1 . By using Theorem 7.2, σ i is well-defined on f λ unless λ i = λ i+1 mod r and
Since λ i = λ i+1 mod r, this is equivalent to
which is impossible if κ = 0 and c 0 = 0, or if κ = 1 and c 0 is not a positive rational number. If κ = 1 and c 0 = (x/y) with x, y ∈ Z >0 , (x, y) = 1, and y > n − 1, we obtain
which is impossible since the left hand side is an integer and
Suppose that the t-weights of f λ and f µ are equal for λ, µ ∈ Z ≥0 . By Theorem 7.2, µ i = λ i mod r and
This is equivalent to λ i = µ i mod r and
and by our assumptions we must have λ i = µ i for 1 ≤ i ≤ n. Thus the spectrum of M (1) is simple.
Generally, the polynomial f λ can be constructed by applying a sequence of the intertwiners Φ and σ 1 , . . . , σ n−1 to 1. Then f λ exists for a particular choice of κ, c 0 , . . . , c l ∈ C provided the intertwiners in this sequence do not have poles. The calibration graph is the directed graph whose vertices are all λ ∈ Z n ≥0 for which the Jack polynomials f λ exist and edges . . , λ n ) = (λ 2 , . . . , λ n , λ 1 + 1), and (7.9) ψ.(λ 1 , . . . , λ n ) = (λ n − 1, λ 1 , . . . , λ n−1 ). (7.10) Provided the intertwiners are well defined, for λ ∈ Z n ≥0 and 1 ≤ i ≤ n − 1, (7.11) σ i .f λ ∈ Cf s i λ , Φ.f λ ∈ Cf φλ , and Ψf λ ∈ Cf ψλ , explaining the origin of the calibration graph.
Proposition 7.4. Suppose that the spectrum of M (1) is simple and the intertwiners σ i are everywhere well-defined. Let λ ∈ Z ≥0 . Then (a) Φf λ = f φλ , where φ(λ 1 , . . . , λ n ) = (λ 2 , . . . , λ n , λ 1 + 1).
Proof. If λ i < λ i+1 then s i λ > λ and we will prove that if µ < λ then s i µ < s i λ.
Assume µ < λ. Case 1: if µ + < λ + , then
whence s i µ < s i λ. Case 2: if µ + = λ + then w + (µ) > w + (λ), and w + (s i λ) < w + (λ) < w + (µ) and w + (s i µ) = s i w + (µ) or w + (s i µ) = w + (µ).
It follows by Property "Z" of Deodhar ([8] ) that w + (s i λ) < w + (s i µ). Thus using Theorem 7.2 and the definition of σ i in (6.3) there is a constant ξ ∈ C such that
By Proposition 6.6 σ i f λ is an eigenvector for the z i 's and t ζ i 's, and since its leading term is x s i λ , we must have
and by Proposition 6.6 Φ.f λ has the same weight as f φλ so that Φ.f λ = f φλ .
Proposition 7.5. Fix κ, c 0 , c 1 , . . . , c r−1 ∈ C. Suppose the intertwiners are well-defined on all f λ 's, and let Γ be the connected component of the calibration graph containing (0, 0, . . . , 0). If the t-spectrum of
is simple, then this set is a basis for L(1).
Proof. By Proposition 7.4, there is a path from (0, . . . , 0) to λ for all λ ∈ Z n ≥0 . Let λ / ∈ Γ and suppose that s i .λ ∈ Γ. If σ i f λ = 0 then there is also a path from λ back to 0, contradiction. Similarly if ψ.λ ∈ Γ or φ.λ ∈ Γ. Thus the set of f λ 's for λ outside the connected component of (0, . . . , 0) spans a graded H c -submodule of C[x 1 , . . . , x n ] by Lemma 6.7. The quotient by this submodule is simple since it has simple t-spectrum and the intertwiners allow us to move between any two f λ 's in the connected component of (0, . . . , 0). Now it follows from Proposition 4.2 that L(1) is the span of the f λ 's for λ in the connected component of (0, . . . , 0).
Spectra of some finite dimensional H-modules.
We continue to assume that W = G(r, 1, n), although some choices of parameters will make the rational Cherednik algebra behave as if we were working with G(r, p, n). In this section we study the spectrum of L(1) with respect to t at some special values of the parameters, and obtain detailed information about the calibration graph of M (1) in the case in which all the Jack polynomials are well-defined. There are two cases:
(a) When κ = 0 and
the module L(1) is isomorphic to the coinvariant ring S/I for the group G(r, p, n), and the leading terms of the weight basis f λ are precisely the descent monomials that have been studied recently for the group G(2, 1, n) in [1] . (b) When κ = 1 and r > 1 we introduce a certain hyperplane arrangement that controls the structure of the calibration graph for M (1). In particular, we specify the index set for the weight basis of L(1) in terms of this hyperplane arrangement. We begin by studying case (b) in more detail. The following proposition gives conditions under which the spectrum of M (1) is simple and the intertwiners σ i are all invertible. Proposition 8.1. Suppose that κ = 1, and that (a) c 0 = x with x ∈ C − Q >0 , or (b) c 0 = (x/y) with x, y ∈ Z >0 , (x, y) = 1, and y > n.
Then the spectrum of M (1) is simple and the intertwiners σ i are well defined and invertible on f λ for all λ ∈ Z n ≥0 . Proof. By Corollary 7.3 the intertwiners are defined on M (1) and M (1) has simple spectrum. Now assume λ i = λ i+1 and σ i f λ = 0. Then, by Theorem 7.2 and Proposition 6.6 part (b), λ i = λ i+1 mod r and
and therefore
Our conditions on c 0 imply that λ i = λ i+1 , contradiction.
The parameter c 0 is simple if it satisfies either of the conditions of the preceding proposition. For 1 ≤ k ≤ n and j ∈ Z >0 define (affine) hyperplanes
and subsets
| λ has at most k − 1 parts of size at least j. The hyperplane H j,1 was introduced (modulo different conventions for the parameters) in [7] , where it was called E j . Note that the collection H j,k is locally finite, and in particular, that a given parameter (c 0 , . . . , c r−1 ) is on only finitely many of the H j,k 's. Also note that if j = 0 mod r and c 0 is simple, then (c 0 , . . . , c r−1 ) / ∈ H j,k for any 1 ≤ k ≤ n. Chmutova and Etingof have proved (Theorems 4.2 and 4.3 from [7] ) that there is a finite dimensional quotient of M (1) when the parameter lies on H j,1 for j = 0 mod r, and that this quotient is irreducible for generic choices of the parameters. The following theorem gives more precise information in case c 0 is simple. It is not very interesting if r = 1 when it asserts that when c 0 is simple the module M (1) is irreducible. 
is not on H j,1 for any j then L(1) is infinite dimensional, and if H j,1 is the unique hyperplane of the form H j,k on which (c 0 , . . . , c r−1 ) lies, then L(1) has basis
Proof. Let {H j 1 ,k 1 , . . . , H jq,kq } be the set (possibly empty) of hyperplanes H j,k containing (c 0 , . . . , c r−1 ). By Theorem 7.2 and Proposition 6.6, ΨΦf λ = 0 exactly if
or exactly if (8.6) (c 0 , . . . , c r−1 ) ∈ H λ 1 +1,w + (λ) −1 (1) .
Thus
ΨΦf λ = 0 ⇐⇒ λ 1 + 1 = j p and w + (λ) −1 (1) = k p ⇐⇒ λ 1 = j p − 1 and λ has precisely k p − 1 parts of size at least j p ⇐⇒ λ ∈ Λ jp,kp and φ.λ / ∈ Λ jp,kp for some 1 ≤ p ≤ q.
Therefore the calibration graph has edges λ n ↔ φ.λ unless λ ∈ Λ jp,kp and φ.λ / ∈ Λ jp,kp for some 1 ≤ p ≤ q, and λ i ↔ s i λ whenever 1 ≤ i ≤ n and λ = s i λ. Finally, note that ψ.Λ jp,kp ∩ Z n ≥0 ⊆ Λ jp,kp . Thus the connected component of the calibration graph containing (0, . . . , 0) is 1≤p≤q Λ jp,kp , and it follows from Proposition 7.5 that this set indexes the eigenbasis for L(1). The remaining assertions of the theorem follow immediately.
By section 3.4 from [11] , one knows that M (1) is reducible when c 0 is not simple, but the intertwining operators will not be as useful for studying M (1) in that case. However, it does follow by semicontinuity that the dimension of L(1) decreases upon specialization, so that our result implies a bound for the dimension of L(1) even in case c 0 is not simple. See [7] for more on this.
The Coxeter number of G(r, p, n) is
This agrees with the usual definition of Coxeter number (the largest degree of a basic invariant) when r > 1 and p = 1 or p = r. The following corollary constructs an analog for the groups G(r, p, n) of the module used by Gordon in [17] to prove Haiman's conjectures on the diagonal coinvariant ring. For p < r and m = 1 mod h, this module is constructed in [26] .
Corollary 8.3. Let h be the Coxeter number for G(r, p, n) and suppose r > 1 and if r = p = 2 then n > 2. Suppose κ = 1, m ∈ Z >0 , and (m, h) = 1 and let
Then L(1) has basis
Proof. First note that under our assumptions h > n so that c 0 is simple. It is routine to check that H m,1 is the unique H j,k containing our parameters, and the result follows from Theorem 8.2. 
The next corollary is a consequence of Theorem 2.3 from [7] . We include the proof here for the reader's convenience. Corollary 8.5. Suppose the assumptions are as in Corollary 8.3. There is an exact sequence
of H modules, where V is the C-span of f λ 1 , . . . , f λn and
has an m in the ith position and 0's elsewhere. As a CG(r, 1, n)-module, V is isomorphic to C-span{x m 1 , . . . , x m n }. Remark 8.6. It is in general not true that the span of f λ 1 , . . . , f λn is the same as that of x m 1 , . . . , x m n . Proof. It follows from Corollary 8.3 that f λ 1 , . . . , f λn span the lowest degree subspace of the irreducible H-module C-span{f λ | λ / ∈ [0, m − 1] n }. They are therefore primitive vectors, and it follows that there is an exact sequence of H modules
. . , f λn is a homogeneous system of parameters and hence a regular sequence in S(h * ). Therefore the Koszul complex gives a resolution of L(1) ≃ S(h * )/ f λ 1 , . . . , f λn as an S(h * )-module. We have seen that the first map in the Koszul complex is a map of H-modules. Therefore its kernel is an H-submodule of M (V ) = S(h * ) ⊗ V . On the other hand the kernel is generated as an S(h * ) module by its lowest degree piece, which is Λ 2 V as a CG(r, 1, n)-module. This implies that the second map in the Koszul complex is also an H-module homomorphism. Inductively, all the maps in the Koszul complex are maps of H-modules. Now since (m, h) = 1, we have (8.9) m = 0 mod r, and it follows that (8.10)
The last assertion of the corollary follows from this.
Corollary 8.7. Suppose the assumptions are as in Corollary 8.3. The module L(1) remains simple upon restriction to the subalgebra H of H generated by S(h), S(h * ), and G(r, p, n).
Proof. By our choice of parameters the algebra H is isomorphic to the rational Cherednik algebra for the group G(r, p, n). L(1) is a lowest weight module for H with lowest weight 1, and the set of primitive vectors in L(1) is 1 by Lemma 4.3. Therefore L(1) is an irreducible H module by Lemma 4.3.
By using the results in [23] to compute graded multiplicities in the BGG resolution given in Corollary 8.5, one should be able to generalize the results of [17] on diagonal coinvariants to the groups G(r, p, n), but it seems that the resulting quotient ring is "much" smaller than the diagonal coinvariant ring in this case. We now pose some questions raised by these results:
Question 1 Have we constructed all the finite dimensional irreducible H-modules for the groups G(r, p, n) and with constant parameters c l ? It seems possible that the methods used in [4] might succeed in proving this.
For an arbitrary irreducible complex reflection group W we define the "Coxeter" number of W to be (8.11) h = N + |H| n where n is the dimension of the reflection reprentation of W , N is the number of reflections in W and H is the set of reflecting hyperplanes for W . By a straighforward modification of [4] Proposition 2.3, when c = 1/h there is a one dimensional H-module with a BGG resolution.
Question 2 Is it possible that for every complex reflection group W and every integer m coprime to the "Coxeter" number h, when c = (m/h) the H-module L(1) is m n dimensional with BGG resolution (8.12) 0
where V is an irreducible CW -module of dimension n? In the case of a complex reflection group generated by n reflections, is V a Galois conjugate of the reflection representation? This question is related to Conjecture 4.3 of Bessis and Reiner [5] : they conjecture that for an irreducible complex reflection group of dimension n that can be generated by n reflections, there is a homogeneous system of parameters in each degree ±1 mod h that carries either the reflection representation or its dual. The existence of such an h.s.o.p. implies an interpretation of the q-Fuss/Catalan numbers as Hilbert series. See [2] for a survey of "Catalan phenomena" and non-crossing partitions.
Question 3 Can the methods used to prove Theorem 8.2 be used to calculate the multiplicities [M (1) : L(V )] for all irreducible G(r, 1, n)-modules V ?
We will now study the case κ = 0 and obtain an eigenbasis for the coinvariant ring S/I for G(r, p, n) indexed by a certain subset of G(r, 1, n). First we need some definitions. An element of G(r, 1, n) is The x λv generalize the descent monomials from [14] and [13] . Then L(1) is the coinvariant ring for G(r, p, n) and has basis {f λv | v ∈ G(r, 1, n) p }, where (8.18) G(r, 1, n) p = ζ k 1 w(1), . . . , ζ kn w(n) ∈ G(r, 1, n) | 0 ≤ k n ≤ r/p − 1 .
Proof. If λ ∈ Z n ≥0 then, by Proposition 6.6 and Theorem 7.2, there is an edge λ ↔ s i λ when λ i = λ i+1 mod r or λ i = λ i+1 mod r and Then, for v ∈ G(r, 1, n) p , λ v ↔ φλ v ⇐⇒ w −1 (1) = n or w −1 (1) = n and k w −1 (1) + 1 = r/p ⇐⇒ φλ v = λ φv and φv ∈ G(r, 1, n) p .
We have proved that if v ∈ G(r, 1, n) p and λ v ↔ s i λ v then s i λ v = λ s i v and s i v ∈ G(r, 1, n) p . Also, if v ∈ G(r, 1, n) p and λ v ↔ φλ v then φλ v = λ φv and φv ∈ G(r, 1, n) p . Thus the connected component of the calibration graph containing λ 1 = (0, . . . , 0) is contained in {λ v | v ∈ G(r, 1, n) p }.
To prove the opposite containment, let v ∈ G(r, 1, n) p .
Case 1: there is an edge λ φ −1 v ↔ λ v . Then deg(x λ φ −1 v ) < deg(x λv ).
