Economists and environmental policymakers have recently begun advocating a bottom-up approach to climate change mitigation, focusing on reduction targets for groups of nations, rather than large scale global policies. We advance this discussion by taking a quantitative perspective, focusing on econometric identification of groups of countries that have statistically similar distributions of carbon emissions using a broad range of finite mixture models. Nearly all of our results yield a consistent pattern: after 1980, there are two distinct emissions distributions, and that these distributions continue to evolve over time. We provide a rigorous analysis of these distributional differences along several important dimensions: polarization, mobility, and volatility. We discuss how this robust quantitative evidence may aid policymakers in forging a heterogeneous carbon abatement policy.
Introduction
Recent years have seen a shift in the focus of climate change mitigation proposals away from single global policies and towards policies that allow for heterogeneous abatement targets across individual or groups of countries (Asheim, Froyn, Hovi & Menz 2006 , Pizer 2006 , or to allow for heterogeneity in the marginal costs or benefits from abatement (Barrett 1997 , Botteon & Carraro 2001 , McGinty 2007 , Kolstad 2010 . This literature generally uses game-theoretic models to study participation, commitment, and self-enforcement of international environmental agreements. This changing focus has developed for two reasons. First, to determine if theoretical pessimism underlying the effectiveness of self-enforcing international environmental agreements is driven by assumptions of cross-country homogeneity in marginal benefits and costs of abatement that are clearly violated in reality (Barrett 1997) . Second, disaggregated proposals have been developed in response to a growing consensus that a singular global policy is destined to fail -often citing failures of the Kyoto Protocol as a primary example -the classic irreconcilable disagreement being conflicted interests between developed and developing countries (Asheim et al. 2006 , Pizer 2006 . Recent studies have shown that heterogeneity in marginal damages can lead to participation from a larger number of countries (e.g., McGinty 2007) , and heterogeneity in abatement targets can Pareto dominate a single agreement (Asheim et al. 2006) . 1 Alternatively, Barrett (2013) details how a threshold in climate change which produces catastrophic losses can work as a self-enforcing mechanism for an international environmental agreement with heterogeneous countries.
To maintain analytic tractability, such theoretical models typically incorporate heterogeneity in the form of heterogenous marginal benefits (or costs) from abatement. While generally unavoidable, there are two apparent shortcomings of this restriction. First, marginal benefits from abatement are not observable within or across countries, posing substantial challenges for any empirical analysis strictly derived from theory. Second, there are myriad other differences across countries that are not captured by differences in marginal benefits of abatement -e.g., resource endowments, income levels, energy use, etc. -that are likely to influence the decision to participate in any international agreement. Therefore, while theory may point towards potential improvements to single global policies (e.g., Asheim et al. 2006) , it is difficult to guess which countries may choose to join a particular sub-global agreement. One is left to wonder: what might these sub-global groups (coalitions) look like?
Our goal is to contribute to the growing literature in support of heterogeneous abatement targets by providing a comprehensive econometric analysis of distributional differences in carbon emissions across countries and over time, to identify groups of countries that are statistically similar on measurable dimensions. We build on the discussions of Asheim et al. (2006) and Pizer (2006) by providing empirical insight into the characterization of the groups of countries that might underlie a heterogeneous mitigation agreement. In particular, we focus on cross-sectional, repeated cross- 1 In this article, we adopt the definition of a heterogeneous proposal (regime) following Asheim et al. (2006) : ". . . a regime consisting of two separate agreements, one for each region." Note, however, that we allow for an arbitrary number of groups, and we refrain from adopting the terminology 'region' to denote heterogeneous groups, as this seems to imply geographical heterogeneity, a restriction on heterogeneity that we do not impose.
sectional, and bivariate (with total emissions and GDP) emissions distributions of per capita carbon dioxide across countries, as well as explore the effects of concomitant variables on the composition of these distributions. If we allow for an arbitrary number of groups, and further allow each group to have different distributional moments (i.e., means and variances), how many groups appear in the overall distribution of carbon emissions and, importantly, would a disaggregated policy for the determined number of groups be sustainable? In particular, which countries belong to each group, and what characterizes one group from another? If we further focus on repeated cross-sectional measurements, might the composition or distributional moments of these groups evolve over time?
Do temporal changes in means and variances, such as divergence in group means yet simultaneous reduction in within group variance, indicate group stability? These questions are ever more prescient in a world characterized by increased international interaction. McAusland & Millimet (2012) , for example, develop a theoretical model that shows that international trade intensity bears important implications for the decision to adopt stricter environmental regulations within a country.
Empirical answers to these questions provide important insights into the potential for heterogeneous proposals and their viability as alternatives to a single global proposal. For instance, evidence of relatively few groupings might suggest that the coordination of the heterogeneous model might be feasible, whereas identification of numerous groups suggests that coordination of a heterogeneous policy may not be productive. 2 A large number of groups might make it difficult to coordinate heterogeneous targets as part of a heterogeneous global mitigation agreement, and countries may find participation and commitment less attractive if there were too many separate goals, as this is more likely to be perceived as unfair. Fewer groups, on the other hand, may give countries the reassurance that their share of abatement is more individually tailored to their domestic situation compared to a single global agreement, while providing assurance that their burden is not substantially larger than that of their peers. There is a greater potential for trust within smaller groups through which such proposals are more likely to garner participation and commitment (Asheim et al. 2006 ).
For our empirical analysis, we propose a variety of finite mixture models to identify and characterize the potential groupings of countries based on their per capita carbon emissions. We stress that, to our knowledge, few if any studies have rigorously modeled the entire distributional evolution of carbon emissions as we do here, paying careful attention to interactive effects with other important variables. 3 Finite mixture models define the density of a random variable (here, per capita emissions) to be the weighted sum of multiple component densities of smaller groupings of the variable. For example, the worldwide density of per capita carbon emissions can be constructed by the weighted summation of the densities of per capita carbon emissions for a set of groupings of countries. Hence, countries within each component density can be considered to be a part of 2 Further, the dynamic stability of international commitment in the theoretical model proposed by Asheim et al. (2006) requires a minimum number of committed countries in order to provide enough of a threat of retaliation for countries that choose to free-ride.
3 Duro & Padilla (2008 , 2013 and Duro (2010) provide analyses of polarization in per capita carbon emissions, however their focus is solely on polarization. Van (2005) provides evidence of heterogeneity in the distribution of carbon dioxide across countries. Our focus is substantially more broad, focusing on characterization of the entire distribution of per capita carbon emissions across countries, over time, and in conjunction with other important interactive variables. a particular group, and distinct from countries that belong to a different group. The weights on the component densities have the interpretation of being the probability of each realization of the random variable belonging to each particular component density. Finite mixture models have been widely applied to study income groupings by Paap & van Dijk (1998 ), Tsionas (2000 , Pittau (2005) , Pittau & Zelli (2006) , Pittau, Zelli & Johnson (2010) and Battisti & Parmeter (2012) , but have yet to be deployed in an emissions context. An important advantage of mixture models is that the number of component densities (i.e., country groupings), the mean and variance of each component density, and the component weights (i.e., the probability of being in each group) are all parameters to be estimated in the model. Hence, finite mixture models are a natural and robust way of modeling the global distribution of carbon emissions, given that we suspect a priori the existence of heterogeneous groups of countries, as the number of groups and members within each group are determined entirely by the data. This allows us to avoid any biases in our results that may arise if we impose any particular characteristics or requirements on any of the component densities (groups). Further, one need not assume immobility across groups to maintain confidence in the number of statistically identified groups. Analysis of the probability that each observation lies within each component (group) provides identification of the degree of mobility, across groups. While univariate mixture models allow us to focus only on one particular random variable and its component densities at a time (e.g., per capita carbon emissions), a bivariate mixture model allows us to determine country groups via component densities for the bivariate distribution of two random variables (e.g., per capita carbon emissions and per capita output). Indeed, there is a rich literature identifying heterogeneous interactions between emissions and income. For example, studying the growth of pollution in a panel of EU countries, Ordás Criado, Valente & Stengos (2011) uncover strong evidence that a common 'defensive effect' (the growth rate of emissions is negatively related to the level of per capita emissions) is rejected by the data, suggesting that different EU countries have different reactions of growth rate emissions to changes in per capita emissions. Additionally, Millimet, List & Stengos (2003) display further evidence that the relationship between emissions and income is heavily nonlinear, suggesting the absence of a common effect.
Apart from estimating the univariate and bivariate mixture models to determine component densities (i.e., country groups), it is important for environmental policy to analyze polarization, mobility, and volatility of countries across component densities over time. Specifically, polarization refers to increasing distance between the central tendencies of different groups, mobility refers to the frequency that a particular country switches between groups in different years, and volatility refers to the variance within each group over time. Evidence of strong polarization would suggest substantial differences in countries across groups in terms of average group emissions. Hence, evidence of polarization would provide quantitative evidence that a heterogeneous proposal may be more appropriate than a single global arrangement: the larger the differences between groups, the less likely a single global policy will be effective, and the more appropriate would be a heterogeneous policy. Lack of mobility would suggest that countries with similar levels of emissions tend to remain together, which may facilitate a more trusting relationship within the group and foster commitment. Evidence of high volatility within a particular group would suggest instability of that particular group, whereas low volatility would indicate group stability. Evidence of low mobility and volatility, indicating stability, would suggest that a heterogeneous policy based on the different groups may garner support. Additionally, we exploit concomitant variables to assist in identifying groups. Concomitant variables allow one to model the probability of component membership as a function (as opposed to a fixed parameter). Thus, if one followed McAusland & Millimet (2012) , then international trade could be used to assess the number of components in the emissions distribution and as an important factor that influences the probability of membership in a particular group.
Using cross-sectional, panel data, bivariate and concomitant variable finite mixture methods we find that after 1980, there are two distinct emissions groups. These groups take on features very similar to the groups determined in an income setting. We have a group of high emissions countries and a group of low emissions countries. However, unlike the income setting where there is little mobility, here we see moderate levels of mobility across the two emissions groups. Further, the relative positioning of the groups (based on the average) has been increasing over time, with a higher degree of volatility of emissions in the low emissions group relative to the high emissions group. These results lend support for heterogeneous bottom-up climate policies: a large group of low emissions countries with a high variance of group emissions is evidence that a single global agreement is not likely to succeed. A fixed long term emissions target is unlikely to be successful in light of our news here. Rather, a more appropriate strategy is to develop a short to medium term proposal that can continually be reassessed to take light of the fact that countries face differing emissions profiles over relatively short periods of time. However, our results suggest that a coalition of high emissions countries is likely to be relatively stable, as volatility is decreasing in this group over time.
Empirical Strategy

Finite mixture models
The finite mixture model constructs the density of a random variable as the weighted average of multiple component densities. Hence, the standard finite mixture model is constructed as follows.
Denote the number of distributional components in the model by G. Then, define the probability density of a random variable x to be
in which Φ G = (φ 1 , φ 2 , . . . , φ G ) are the distributional parameters for each of the G distributional components, f g (x; φ g ) is a probability density function that depends on the parameters φ g for each
. . , γ G ) are the weights for each component distribution which satisfy the conditions γ g > 0 ∀g and g γ g = 1. The weight parameter γ g describes the unconditional probability that any realization of x lies within the gth 'basin of attraction' (Pittau et al. 2010) .
Given a specific functional form for the component densities, f g (x; φ g ), and the number of components, G, we can estimate the parameters φ g and γ g using maximum likelihood. We assume that the component densities are normally distributed, f g (x; φ g ) = N (x; µ g , σ 2 g ) in which µ g and σ 2
g are the mean and variance parameters that are allowed to vary across the G components. This assumption is innocuous as Marron & Wand (1992) show that an infinite mixture of normal densities can approximate any continuous probability density, which implies that the results we obtain from our model will not be sensitive to our choice of probability density for the component densities. The mean and variance parameters of the normal distribution are not without intuitive interpretation: µ g is the mean of emissions for component g while σ 2
g is the variance of emissions within each component. In other words, we can use our estimates of µ g and σ 2
g to describe the distance in means across groups (polarization) and the variance within each group (volatility).
Multivariate cross-sectional mixture modeling
We also focus directly on bivariate mixtures between per capita emissions and either per capita GDP or total emissions. Determining if components in the joint density arise amongst these variables is important since policy debates have focused on rich countries also polluting more and the fact that many countries focus on the absolute versus per capita disparity when discussing global abatement To describe implementation of a multivariate mixture analysis, consider multivariate data X, which in our example could represent per capita carbon emissions and per capita GDP. Following Symons (1981) , the density of each of the n p-variate observations, x i , is:
where N p (·) is the p-variate normal density given as
Again, Γ G is a G vector of the component weights, but Φ G = (φ 1 , φ 2 , . . . , φ G ) in which each φ g is composed of a p-vector of means, µ g and a p × p covariance matrix, Σ g , for the g th component of the mixture. Each component is ellipsoidal, centered about its mean. As with the univariate mixture model, the parameters of the mixture density can be found by minimizing the log-likelihood function.
The covariances Σ g determine additional geometric features of each of the groups, which do not exist in a univariate framework. Each covariance matrix is parameterized by an eigenvalue decomposition of the form
where D g is the orthogonal matrix of eigenvectors, A g is a diagonal matrix whose elements are proportional to the eigenvalues of Σ g , and λ g is a scalar (Fraley & Raftery 2002 , Fraley & Raftery 2007 . D g gives the orientation of the g th group, while λ g measures the volume occupied by the g th group and A g marks the shape of the g th group.
Understanding the volume (wide/narrow), shape (ellipsoidal/spheric), and orientation (increasing/decreasing) of the groups of countries offers an array of possibilities to explore differences across the components. For instance, if we have two groups with different levels and different orientation among the variables across them, it indicates that not only the means of the variables may differ among them, but also the covariance matrices. Imagine the (x, y) plane with covariances between variables for two groups (for instance low x, low y and high x, high y). If the orientation is always positive with the same slope across groups this implies that the only difference amongst the groups is their position. That is, the groups differ due to differences in the mean levels of the variables and not from differences arising from the covariance matrix. 
Mixture modeling over repeated cross-sections
While the finite mixture modeling approach just described can decompose any univariate density into its components, when applied to repeated cross-sections (as is our data here) no context is given to country specific observations. In empirical work it is common to examine the mixture density at distinct points in time (as cross-sections) and then to look at mobility from period to period. 
This setup for Σ has a very natural interpretation from least squares prediction theory. The least squares predictor of x t given x t−1 ,. . . ,x 1 is
where ε t ∼ N (0, 1). The ϑ ts are the sub-diagonal elements of T , while the d t 's are the diagonal elements of D and µ s is the s th period mean. Taken together this format for constructing Σ allows for previous observations to influence current observations, something that is missing from static mixture analysis methods.
There are eight possible covariance structures for Σ, arising over choices concerning the parameters in (6). The across component variance coefficients in each time period can be equal (d 
Concomitant variables models
An alternative to the fixed component weighting in our baseline finite mixture model is the introduction of secondary variables, known as concomitant variables, which allow the component probabilities to change as these variables change (Dayton & Macready 1988) . The importance of concomitant variables in our setting can be seen by thinking of investigating hypotheses concerned with the relationship between the concomitant variables and the probabilities of the latent class model. For our example, we can ask: is the proportion of countries in the high emissions group decreasing as a function of total forest rents accrued by a country? Hence, the concomitant variables analysis allows us to uncover important interactions between emissions per capita and these additional variables. Another example, following the work of McAusland & Millimet (2012) , would be to introduce total trade volume as a variable which determines a countries membership into a specific emissions club.
To arrive at the concomitant variable approach for our finite mixture model we modify (1) as:
where z is the set of concomitant variables which determine component membership, ϕ is the parameter vector of the weighting function and
To construct a proper probability density function we require
It is common to specify the weighting function as logit (with G = 2) or multinomial logit (G > 2):
Interpreting the coefficient estimates from the concomitant variable setup is key to understanding the implications of the model. Given the logistic setup, the coefficient estimates must be taken with respect to a 'base' group. In the setup of (8), the coefficient estimates for the g th group,φ g , would be interpreted relative to group G. In our empirical results, all estimates are presented with respect to the group with the smallest component mean. Thus, we could interpret a negative estimate on ϕ g as implying that an increase in z suggests it is less likely that an observation falls in group g relative to the smallest mean group.
Key issues when estimating finite mixture models
Two key issues arise when estimating any of these finite mixture models: choosing the appropriate estimation method and the number of components of the mixture. The most common method to estimate mixture models is the Expectations-Maximization (EM) algorithm (Dempster, Laird & Rubin 1977) , which is what we deploy here. The EM algorithm works in two stages. First, the algorithm acts as if the probability of membership for each observation for each component were known (called the E-step). These known probabilities then allow estimation of the unknown parameters of the component densities (called the M-step). Once these parameters are estimated, the probabilities are updated using the conditional probability of membership (taking the estimated parameters as known). The routine is iterated until a convergence criterion is satisfied. It is also common to use a variety of starting values for the membership probabilities to ensure that the algorithm does not direct itself towards a local minima.
Regarding the choice of the number of components, an array of methods have been proposed.
A majority of the methods have one common feature, they determine the number of components sequentially, essentially comparing some metric for G groups against the same metric for G+1 groups and stopping when they can no longer rule out G as the optimal number of groups. An alternative approach is to use a simple fitting criterion and to select the optimal number of components based on the setup with the best value of the criterion. Given the array of finite mixture methods we deploy, and the fact that the both the bivariate and the panel mixture methods can have eight different variance-covariance setups, we elect to use a simple fitting criterion, the Schwarz Information Criterion (commonly known as BIC), as this will provide a sound basis across all methods, is computationally tractable in higher dimensions, and generally performs well in simulated settings regarding estimating the number of components across the methods discussed here.
Mobility between components
Having estimated the finite mixture model we can use our estimates of φ g to understand and describe our component densities (country groups), and our estimates of γ g to describe the degree of mobility and polarization across groups. As stated previously, γ g is the unconditional probability that any particular realization of the random variable x belongs in the gth component density. Thus, in an emissions panel data context, γ g represents the unconditional probability that any particular country belongs in a particular group in a given year. Pittau et al. (2010) show that the conditional probability that observation j belongs in component density g is
So, we use Ω jg to classify each observation into its corresponding conditional component, and can track the position of each country over time to determine the degree of mobility and hence polarization in carbon emissions. We classify each observation to a component density based on the highest conditional probability of being in a component density for each observation.
Data
Our primary data come from Marland, Boden & Andres (2003) and represent fossil fuel-based CO 2 emissions. Our preferred measure of emissions is per capita carbon emissions, however we also consider total emissions in our bivariate mixture models to account for any differences or interactions between relative and absolute emissions. We constructed a balanced panel of 145 countries covering the period 1960-2005 and we deploy the mixture methods on the data at five year intervals. 4 We elect to construct a balanced panel for several reasons. First, the longitudinal mixture methods have currently been developed for a balanced sample. Hence, to maintain consistency between our cross-sectional and longitudinal mixture analyses, we restrict our focus to the balanced panel setup.
Second, a balanced panel allows us to make meaningful statements regarding mobility across groups with both methods. Moreover, a majority of the studies focused on carbon emissions convergence have also used a balanced panel. For these reasons we feel justified in our choice to only consider a balanced sample.
We augment our primary dataset with a set of concomitant variables for our analysis of factors that may influence the probability of membership in a particular emissions group. Each of these variables come from the 2012 World Development Indicators published by the World Bank.
We of oil equivalent (i.e., the quantity of oil prior to refinement into alternative energy sources); and total energy production, measured in kilotonnes of equivalent oil. These variables provide measures of cross-country energy use, oil and fossil fuel energy dependence, natural resource endowments, and energy intensity (energy use and population density). Each of these important measures potentially induce heterogeneity in the worldwide distribution of carbon emissions, and may influence the probability of membership in the carbon distribution components identified by our mixture models.
Results
To demonstrate the impact of our results we focus first on the univariate cross-sectional and panel data mixture methods. We then present bivariate results using either per capita GDP or total emissions as our second variable, followed by an analysis of individual and multiple concomitant variables and their effects on group membership. For all of our mixture analyses (univariate, bivariate, panel, concomitant) we first determine the appropriate number of components of the distribution. We then look at the relative positions of the components over time, as well as movement and variability that may occur amongst the components.
Univariate findings
Cross-sectional insights
The optimal number of groups. Start with the determination of the optimal number of groups using the BIC. We report these results in Table 1 , which shows the BIC value for the number of groups tested in each year, with the lowest BIC value highlighted in bold. We see that prior to 1985
there was no mixing in emissions. That is, we find evidence of a single component in the distribution of emissions. From 1985 onwards however, our results suggest the presence of two emissions groups.
These results imply that the worldwide distribution of per capita carbon emissions has been evolving over time, perhaps suggesting the emergence of two steady state levels of per capita emissions in more recent years in our sample. At the very least, these results are indicative of a temporal divergence in per capita carbon emissions across the two groups.
[ Table 1 about here.]
Features of the groups. We turn to Table 2 to look at the relative polarization across groups to obtain a more detailed analysis of the divergence in emissions after 1980. For each emissions group identified beginning in 1985, Table 2 reports for each year the number of countries, the mean level of per capita carbon emissions, the relative distance of the group mean to the total sample mean (in percent), and the change in group variation. The number of countries in each group in each year provides insight into the relative composition and mobility of each group over time: high temporal variability in the number of countries in the group indicates a high degree of mobility.
The relative position of each group to the total sample mean provides a metric of polarization:
temporal increases in the distance from each group mean to the total sample mean, coupled with low (or nonexistent) mobility, suggests increasing polarization, or greater divergence in emissions across the two groups. Changes in the variance of each group suggest a measure of volatility: a reduction in variation suggests possible group convergence or stabilization, or, at least, a tightening of the group.
[ Per capita carbon emissions are increasing substantially in the low emissions group, which primarily drives the increase in overall sample mean.
At the same time, we see that from 1985 to 2005 the central tendency of the high emissions distribution moves further from the overall sample mean, increasing from nearly twice the sample mean to two and a half times the sample mean. Similarly, the central tendency of the low emissions distribution moves farther in the opposite direction from the overall sample mean. Hence, while we find that both the high and low distributions of emissions have slowly shifted towards higher per capita emissions, we find increasing polarization of the emissions groups over the 1985-2005 period in which there are two statistically significant groups. This is a clear result that the location of the means, which might be thought of as the average steady state emissions of member countries, are
simultaneously increasing yet diverging from one another over the sample period.
In terms of the within group variances, we see ( of 'homogeneity' amongst member countries than in the low emissions component.
Panel mixture insights
Turning our attention to the longitudinal mixing results, we see a similar outcome: two groups. Notice here that because of the longitudinal aspect of the data the mixture analysis is not done period by period but over the entire time frame. This naturally has its advantages and disadvantages. The primary disadvantage is that there is no mobility allowed in the longitudinal context. 5 The main advantage is that countries in different time periods are recognized as being identical.
While we have tested for the presence of two, three, and four groups, considering each of the eight different covariance structures, we find that the preferred specification is two components (as with the cross-sectional mixing methods), with the variance-covariance matrix specified such that the across component variances are equal in each time period, but the across component autoregressive and within component variances are variable (EVA). These results imply that the two groups are modeled to have the same variance of emissions for each time period, but that the variances of the components differ given that there is correlation across time that differs across the components, and that the autoregressive shocks are different across groups. Taken in sum this specification of the variance-covariance matrix across the two components suggests that while the general grouping of countries within each group around their respective group means may be statistically similar, there are significant temporal differences in the factors that shift the distributions.
[ Table 3 about here.]
We turn to Our results are consistent with our polarization analysis based on the cross-sectional mixture model. We see that both group means have been increasing over time, driving the increase in the overall sample mean. The mean of the high emissions group increased by 87 percent (-1.341 to -0.177), while the mean for the low emissions group increased by 55 percent (-2.331 to -1.027).
This does not necessarily imply, however, that the high emissions group is driving the increase in the overall sample mean because in absolute increases, the low emissions group increased by 1.304 (log scale) while the high emissions group only increased by 1.164. Hence, our longitudinal analysis suggests that the increase in group means for both groups is jointly driving the increase in overall sample mean. The general story, however, remains the same. Even though both group means have been increasing over time, reflecting the general trend of rising emissions over the last several decades, the relative placement of the groups has widened. Therefore, our longitudinal analysis confirms the increasing polarization of the emissions groups over time found in the pure cross-sectional case.
We further see that the variance of emissions for members in the the high emissions group decreases in each period, while the variance of emissions for members in the low emissions group generally increases. Given the EVA specification suggest by the BIC criterion, this suggests that there are strong past effects on emissions for both components, with the low emissions component displaying a more chaotic set of dynamics over time (given the within group volatility). These Several interesting insights can be gleaned from the figure. First, it is clear that the relative dispersion of the individual country trajectories is similar for each group. This provides visual confirmation that the first component of our covariance structure -the across group variance in a given year -is not statistically different across groups. Notice, however, the differences in temporal variability across groups. Countries classified into the high emissions group all follow a relatively similar and stable trajectory, with the only obvious difference being in the level of per capita emissions. Conversely, the individual country trajectories for the low emissions group are sporadic, with no obvious trends common to the group. Viewing these two plots jointly, focusing on the temporal differences across groups, it is clear why the optimal covariance specification failed to impose statistical equality across groups for the autoregressive shocks and within-group temporal variance.
There are obvious apparent short-run fluctuations in the low income group trajectories that appear idiosyncratic across countries (at least visually from the figure), and that these fluctuations are not significantly impacting the high income group trajectories.
The apparent stability of trajectories for the high emissions group, yet equally apparent instability of the low emissions trajectories indicates that there are fundamental differences in the emissions profiles of countries within each group. One possible explanation, which we explore later using a bivariate mixture analysis, is that countries in the low emissions group are also low income countries. Economic output in low emissions countries is unstable for a variety of macroeconomic factors. Hence, instability of economic output could imply instability of emissions. In other words, poor countries are more susceptible to macroeconomic shocks, which ultimately leads to temporal instability of per capita carbon emissions. One might also hypothesize that institutional shocks or dramatic changes in population that may be particular to individual countries or relatively small regions might also lead to significant instability in the trajectory of emissions.
Robustness checks
An alternative time frame. For a slightly smaller sample of 122 countries, we can construct a balanced panel from 1952 to 2008, using 4-year time intervals instead of 5-year intervals. We repeat the testing procedures in order to check the robustness of our findings regarding the mixing process with changes to the sample and the period. The 23 countries that we lose were almost completely confined to the low emissions group in our earlier cross-sectional analysis. Table 4 shows some interesting results.
[ After 1980, we again have two components, consistent with our earlier analysis using 5-year intervals.
Looking at mobility and polarization for this model, reported in Table 5 , we see evidence of mobility across groups, with the general trend being an exodus from the high emissions group from 1980-2008. We further see that the mean of the high emissions group remains relatively unchanged over the same period, while the mean of the low emissions group increases by nearly 60 percent, from -1.606 to -0.665, possibly reflecting both a general increase in emissions for all countries, as well as the inclusion of countries leaving the high emissions group. These results clearly suggest that the overall increase in sample mean is driven primarily by countries in the low emissions group.
[ Table 5 about here.]
Interestingly, we see a large increase in the disparity between the overall sample mean and the high emissions group mean from 1980-2008, however the relative disparity for the low emissions group decreases. This latter fact is likely due to the increasing number of countries classified into the low emissions group: as the low emissions group contains a larger fraction of countries in the sample, the group mean converges to the overall sample mean. Notice that as the sample of countries belonging to the high emissions group changes over time, as well as the continuing evolution of emissions profiles of countries, we observe an increase in polarization for the high emissions group.
Over the same time period, the longitudinal mixture method documents two groups, consistent with our earlier findings (these results are available upon request). While this sample of countries provides some additional interesting insights into the composition and evolution of the emissions groups, these results are generally consistent with our initial cross-sectional and longitudinal mixture results. Regardless of the time period, it appears that there is robust evidence, especially after 1980, that there are two distinct emissions groups, and an increasing degree of polarization.
Summary of univariate findings
Before expanding our analysis into a bivariate distributional model, it is useful to summarize some of the important insights gleaned from the wide range of univariate mixture models thus far deployed.
We have considered both cross-sectional and longitudinal mixture models, and two separate samples of per capita carbon emissions data. For each combination, we have explored mobility (where applicable), polarization, and temporal emissions trajectories. Our findings have largely remained consistent across each of these univariate specifications.
First, our results indicate that there are two distinct emissions distributions post-1980. This is readily apparent from the cross-sectional mixture models. The longitudinal models identify two groups for the entire sample period, but we reiterate that membership is fixed over time in these models, and that only the dominant specification is identified and assumed to hold across all years.
Taken as a whole, our results all point towards two groups of emissions: high per capita emissions, and low per capita emissions.
Second, we find a substantial degree of mobility in each of the cross-sectional mixture models.
While identification of two groups of emissions parallels analogous findings in an aggregate income context, our findings of mobility across groups constitutes an important difference in the evolution of the emissions distribution, relative to an income distribution. Further analysis of the relative differences of the emissions and income distributions is taken up in the following bivariate mixture analysis.
Third, we find conclusive evidence that the two emissions groups are becoming increasingly polarized over time. In particular, our models agree that the mean level of per capita emissions in both groups, and hence the overall sample mean, is increasing over time. However, our results also show that the relative distance from each group to the overall sample mean is generally increasing as well, suggesting that the differences between groups are also increasing. There is also a sense that the members of the high emissions component are becoming more 'homogeneous' over time as the variance of this component is collapsing over time (across all three setups).
Our evidence of increasing polarization might indicate a growing disparity of the long run steady state level of per capita emissions across groups. Or, as shown by our emissions group trajectories, it appears that emissions in the low emissions group countries are highly sensitive to shocks, and are generally unstable over time. Both of these explanations are intuitive, may not be mutually exclusive, and have important implications for global climate change policy. We return to these policy implications in Section 5 following our bivariate and concomitant variables analyses.
Bivariate findings
While our results thus far have been shown to be generally robust and conclusive, two important criticisms include our focus solely on relative (per capita) emissions instead of absolute (total) emissions, and that we have ignored important interactions that emissions may have with GDP. We now turn to a bivariate mixture analysis to address these important issues.
Mixture between absolute and relative emissions
To investigate the issue of relative versus absolute emissions we look at the number of components This bivariate evolution can be seen in Figure 2 . We clearly see two distinct groups: high absolute, high relative emissions, and low absolute, low relative emissions. The lower group (the dots) goes from a circular to an elliptical shape from 1960 to 2005, and the upper group (the squares) becomes heavily elliptical. Further, the central location of both groups has increased, and it is clear that the number of countries in the high absolute, high relative emissions group has increased.
[ Figure 2 about here.]
Three important implications arise from these bivariate results. First, even after considering interactive effects of relative and absolute emissions, we continue to identify two groups. As before, these groups are based on low and high emissions countries, in this case high absolute and relative (per capita) emissions. Second, the reduction in the variance of the high group is evident comparing the size of the ellipse in 1960 to that in 2005, consistent with our univariate findings. The third implication is that these results suggest that the question of whether to base climate policy on relative or absolute emissions may not be as important as previously thought since our groupings suggest high relative emissions countries are also high absolute emissions countries.
Mixtures between income and emissions
We next consider a bivariate analysis of per capita emissions and per capita GDP. There is a welldocumented correlation between emissions and income, an issue that has no doubt been at the forefront of global carbon abatement policy for a host of reasons (Azomahou, Laisney & Van 2006) .
These results quantify the evolution of this important bivariate distribution.
We use real GDP per capita from the Penn World Focusing on the parameters of our components we have a high GDP-high emissions component and a low GDP-low emissions component. Table 6 reports mobility and polarization results for this mixture. Focusing first on mobility, we see a relatively large number of countries classified into the low group, and we do not find much evidence of mobility across groups. This result seems to mirror the typical results from an income setting in which two groups emerge from the mixture analysis, but few countries move across groups over time. We do not see this as contradictory to our univariate results, movement between components now requires substantial changes in both GDP and emissions.
We see the group means increasing for both groups -hence the overall sample mean of GDP increases as well. In contrast to our previous emissions results, we do not find much change in component means for GDP across time. From 1965 to 2005, the distance of the mean level of per capita GDP for the high emissions group increases from 15.9 percent to 16.5 percent above the sample mean. Similarly, the mean level of GDP for the low group only increases its distance from the sample mean from 4.9 percent below the mean to 6.6 percent below.
The same is not true for emissions per capita, as shown in the lower half of Table 6 . In particular, we see the mean of per capita emissions increase from 0.671 to 0.892, increasing its distance above the sample mean from one and a half times to nearly three times. The sample mean for the low group increases its distance below the sample mean from approximately 50% to over 100%. Hence, we see increased polarization in emissions profiles. This result is consistent with our univariate findings, but is in contrast to the relatively constant degree of polarization of per capita GDP.
Turning to the variance for both GDP and carbon emissions, we find that the variance for both variables in the high emissions group generally decreases over time. Conversely, the variances increase in the low emissions group. These results are consistent with our previous findings for emissions in our univariate mixture models, as well as the income results reported in Battisti & Parmeter (2013) . Hence, we conclude that the tightening of the emissions distribution for the high emissions group is not affected by considering interactive effects between emissions and income.
Jointly, these results suggest a high degree of stability in the emissions profiles of high emissions countries.
[ Table 6 about here.] Figure 3 shows the bivariate classification of GDP and emissions. As expected, we see that the central tendencies of each group are increasing over time, and that the size, shape, and orientation of the distributions have also evolved between 1960 and 2005. In particular, notice that the dispersion of each group has substantially decreased over the sample period and that the orientations have also changed. Consistent with prior results for emissions, this indicates that the bivariate distribution is becoming increasingly polarized over time.
[ Figure 3 about here.]
Summary of bivariate findings.
Our bivariate results reinforce our cross-sectional and longitudinal mixing result that there is consistently two emissions components over time. With our bivariate emissions analysis we see two groups, dividing the countries in our sample into a group of high relative and high absolute emissions, and a group of low relative and low absolute emissions. For the bivariate GDP mixture, we find a high income, high emitter group and a low income, low emitter group. Further, we see that in each case, the 'high' component displays a decreasing variance of emissions over time, which mimics what we uncovered in the univariate setting. Thus, we continue to see evidence of 'homogenous' emissions patterns for 'high' emitting countries.
Incorporating concomitant variables
We now turn to our concomitant variables analysis through which we can determine which factors likely influence the probability of membership within each group. Recall that in this model, we allow the component weighting parameter -the probability that a country falls into a particular group -to be a function of a set of additional variables. Like the bivariate mixture analysis, these models allow us to uncover interactive effects of emissions with several important variables that are not identified using the univariate mixture analysis. This type of analysis is useful for understanding the evolution of the distribution of carbon emissions as it is influenced by other factors.
We expect emissions mixing is dictated by specific components, such as income, trade, energy use and energy production, energy intensity, and resource constraints and availability (i.e., endowments or stocks). In particular, we expect increases in income, both absolute and per capita, to increase the probability that a country is positioned in the high emissions group. We further expect that countries with higher energy use or higher energy intensity (e.g., through a higher population density) are more likely to be positioned in the high emissions group (Soytas et al. 2007 ), while countries with higher resource endowments or rents are more likely to be in the low emissions group.
Using individual concomitant variables
We first consider several concomitant variables individually, through a univariate concomitant mixture analysis. Specifically, we consider as our primary concomitant variables, the log of GDP, forest rents, the log of energy use, and the log of energy production. 6 For each of the four models in each year, we report the logit coefficient estimate for the high emissions group and its standard error, the sample size, an indicator of whether or not the mixture model selected more than two mixture components, and the distance of the high group mean to the overall sample mean. These results are reported in Table 7 .
[ Table 7 about here.]
We find that each of our concomitant variables are statistically significant in each year. Recall that these coefficients have the interpretation of governing the effect of an increase in each concomitant variable on the probability that each country is placed in the high emissions group, relative to being placed in the low emissions group. Hence, we find that in every year, increases in GDP, energy use, and energy production increase the probability that a country is placed in the higher emissions
group. An increase in forest rents, on the other hand, decreases the probability that a country is placed in the high emissions group. These results are consistent with conventional wisdom that high income and high energy users have higher emissions, while countries rich in natural resources have lower emissions.
These results do differ across years in magnitude. The coefficient on GDP remains relatively stable across time, gradually increasing, with the exception being the large increase from 1.899 to 5.317 between 2000 and 2005. We see a similar pattern for the energy use coefficient, with large increases in its magnitude only after 1995. The coefficients on forest rents and energy production vary substantially in magnitude across years, however, this is not concerning given the logit form of the group probability. These large (in magnitude) parameter estimates suggest that for countries with even sizable amounts of energy production or forest rents, the probability of being in the high(est) emission component is 1 and 0, respectively. Only in 1995 would there be some uncertainty regarding group membership based off of high energy production.
In terms of grouping and polarization, we find that there are generally two different groups of emissions, except for the forest rents model beginning in 1985. We further find that the GDP and energy use models are relatively stable in terms of polarization, with the distance between the high emissions group mean and the overall sample mean staying relatively constant over time. We do notice, however, that there are fluctuations in this distance from year to year, suggesting a moderate amount of mobility over time. We find evidence of increasing polarization in the forest rents model, as well as in the energy production model. Taken as a whole, these results are largely consistent with our univariate and bivariate mixture results reported previously that identified two distinct emissions groups, with a moderate degree of mobility and polarization over time.
Using multiple concomitant variables
We next turn to a multivariate concomitant variables analysis, in which we simultaneously consider the effects of several concomitant variables on the distribution components of carbon emissions.
Specifically, we consider two different models: the first considers GDP, forest rents, and energy use simultaneously; the second considers forest rents and energy use jointly. We report these results in Table 8 .
We find that, with the exception of energy use in Model 1, each coefficient takes the expected sign, with magnitudes similar to those estimated in Table 7 . However in a given year, we no longer see that all the coefficients are statistically significant. This lack of significance for some variables in some years may simply reflect the high degree of correlation between emissions, GDP, energy use and production, and natural resource endowments.
In Model 1, we see evidence of two groups up until 1990, after which we identify three distinct groups of emissions. At the same time, the distance between the mean of the high emissions group and the overall sample mean increases substantially, and continues to increase through the rest of our time frame. Hence, this suggests increasing polarization, especially following the 1990 division of the emissions distribution into three groups.
We find evidence of multiple groups in Model 2 in all years, finding that there are initially four groups, which ultimately settles on three groups after 1990. The finding of four groups could be a true feature of the data, however we believe it is most likely an artifact of the data given the small sample size. Further, from 1985 we see two groups with the groups possessing a more stable balance of countries, suggesting that a few countries with relatively large emissions levels in the 1970s were acting as a component. Table 8 further shows increasing polarization in emissions for Model 2. Hence, while we identify a larger number of groups than previously identified in the array of mixture models considered thus far, we continue to find evidence of increasing polarization in the distribution of emissions.
[ Taken jointly, these results largely confirm the findings identified previously, perhaps with the exception that in the multivariate concomitant analysis we find evidence of more than two groups.
This suggests that using additional variables to further account for heterogeneity across countries assists in parsimoniously grouping countries together which may be seen as 'similar' from the point of view of emissions. Even with the finding of more groups than our earlier results, we do not see a substantial increase in the number of emissions components, providing evidence that a heterogeneous emissions policy may be a feasible goal.
Policy Insights
We now turn to a discussion of our results with respect to global environmental policy. In general, theoretical models on international environmental agreements focus heavily on participation, commitment, a catastrophic threshold in temperature, and/or self-enforcing mechanisms within the proposal (Barrett 1997 , Asheim et al. 2006 , Kolstad 2010 , Barrett 2013 . As a result, much of the related literature is purely theoretical, and heterogeneity is typically modeled as differences in the marginal cost or marginal benefit of abatement. In reality, neither of these are generally observed, nor do either of these sources of heterogeneity completely describe many of the important differences that exist across countries. Yet, the general consensus in this theoretical literature has been that allowing for heterogeneity in the marginal costs and benefits of abatement can increase the effectiveness from international agreements (McGinty 2007) , or that having multiple heterogeneous abatement regimes can lead to higher welfare (Asheim et al. 2006) .
From the perspective of each individual country, in a heterogeneous abatement agreement it is important to be reassured that other members of the group have similar current and historical emissions levels. One source of the disagreement between developed and developing countries with regards to emissions abatement involves the allocation of global abatement given current and historical emissions levels, and the differences between per capita and total emissions. For instance, developing countries with a relatively short history of (a large amount of) carbon emissions argue that ambient emissions levels are the result of emissions from the developed world, and so the burden of abatement should be placed more heavily on the developed world. Others argue that emissions should be allocated per capita, which would imply that countries such as China or India are entitled to substantially larger total levels of emissions than the United States or Europe. 7 An interesting point here is that our bivariate results from per capita and absolute emissions mixing was suggestive that the groups displayed positive correlation amongst both variables, both high and low per capita and absolute emissions.
The many variants of the mixture models we deploy here are aimed at providing a comprehensive analysis of the evolution of the global distribution of carbon emissions, bearing in mind these complex issues related to fairness, responsibility for abatement, and economic development. Across the wide range of models we consider, we continue to identify two distinct groups of emissions.
This finding is robust to consideration of relative or absolute emissions, or the potential interaction with economic output. Further, we also uncovered an interesting pattern regarding the variance of emissions: those countries found to be in the high emissions group had diminishing variation of emissions over time, suggesting a movement towards homogeneity that was lacking in the low emissions group. Taken as a whole, this constitutes robust quantitative evidence that the number of fundamentally distinct groups of countries, in terms of statistically measurable emissions profiles, is relatively small. In terms of the implication of these findings for global policy, our results suggest that a policy aimed heterogeneously across high emitters and low emitters (or, similarly, high income, low income) may garner substantial support. Further, given the relative instability of emissions for a given country within the low emission group and the mobility we observed, it may appear that more focus is put on getting high emitters to reach consensus in any heterogeneous policy.
These results are consistent with the theoretical analysis of Asheim et al. (2006) , who show that a heterogeneous proposal based on two different groupings of countries is Pareto preferred to a single policy, and is capable of generating higher levels of commitment and support. In particular, such a policy is likely to be perceived as considerably more fair than a single policy. Countries with low levels of relative and absolute emissions, which coincidently are countries with relatively low income, would be responsible for a relatively smaller burden of carbon abatement. Hence, abatement responsibility is commensurate with current and historical contributions, as well as level of economic development. While Kruger, Oates & Pizer (2007) document both strengths and challenges associated with a heterogeneous abatement policy, our results provide general quantitative support for further proposals of this type, perhaps on a global level. Our results are encouraging in that we identify only two distinct groups of emissions over a wide array of mixture models.
An important implication of our results relates to the flexibility of carbon abatement proposals.
Our models indicate a substantial degree of mobility and polarization in the distribution of emissions.
Hence, we find robust evidence of continual short run evolution in carbon emissions. In light of this finding and its apparent robustness, it is important for any climate change proposal to maintain enough flexibility as to evolve in tandem with the evolution in the emissions distribution. These findings constitute statistical support for the notion that global environmental policy must recognize short run domestic pressures facing heterogeneous countries (Pizer 2006 Tobago are not domestically owned and a majority of the products are exported. Given the small size of Trinidad and Tobago coupled with these features of their economy it is clear why they were found to belong to the high emissions component. 8
Conclusion
Using methods specifically designed to detect the presence of numerous components of a density, we rigorously analyze the evolution of the global distribution of carbon emissions over the last half century. Mixture modeling is ideally suited to studying this distribution given that previous research has documented patterns consistent with mixing. Further, if homogeneous subgroups of countries exist, this information is important for construction of optimal international environmental agreements or cross-country abatement targets. We consider a wide range of models aimed at determining the robustness of our results to differences in samples, mixture modeling method, consideration of univariate or bivariate distributions, or the incorporation of several concomitant variables.
We find robust evidence that there exists (at least) two distinct groupings of emissions, based on high and low per capita emissions. We further find robust evidence that there exists a relatively moderate degree of mobility across groups over time relative to the degree of mobility often found in a cross-country income mixture analysis. Our results are robust to the consideration of bivariate interactions of per capita emissions with total emissions and per capita GDP, as well as the interactive effects of GDP, energy use, energy production, and forest rents on influencing the composition of the univariate mixtures of emissions. One important implication of these results is that a heterogeneous global policy need not be based on a large number of groups.
Our most interesting result is that regardless of the sample and methods used for analysis, we find a high emissions component, the members of which display a decreasing variation over time. This result is important because it signals that emissions patterns across these countries are becoming homogeneous and there is optimism that coordination or cooperation through emissions abatement may be fruitful. We also find that there is substantially more volatility in emissions for countries with low levels of emissions, suggesting that efforts be made with high emitters first.
We focus extensively on mobility and polarization, and conclude that the distribution of carbon emissions is continually evolving over relatively short periods of time. Hence, it is important for global environmental policies to maintain enough short-run flexibility to accommodate such shortrun fluctuations and evolution. Further, the robust finding of polarization underscores the necessity of movement towards a heterogeneous carbon abatement policy, as a single global policy may not be consistent when dealing with a distribution characterized by mixing. 
