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ABSTRACT
In this paper, we present a new algorithm to estimate a signal from
its short-time Fourier transform modulus (STFTM). This algorithm
is computationally simple and is obtained by an acceleration of
the well-known Griffin-Lim algorithm (GLA). Before deriving
the algorithm, we will give a new interpretation of the GLA
and formulate the phase recovery problem in an optimization
form. We then present some experimental results where the new
algorithm is tested on various signals. It shows not only significant
improvement in speed of convergence but it does as well recover
the signals with a smaller error than the traditional GLA.
Index Terms— Magnitude-only reconstruction, Short-time
Fourier transform, Phase reconstruction, time-scale modification
(TSM), signal estimation, spectrogram inversion
I. INTRODUCTION
Time-frequency representations, in particular Gabor transforms
[1], i.e. the sampled Short-Time Fourier transforms (STFT), are
ubiquitous in signal processing. Gabor transforms describe a signal
in time and frequency simultaneously. This transformation is fast
(thanks to the Fast Fourier transform (FFT)) and provides a good
tool for signal modification. If the magnitude squared of the STFT
is understood to be the "localized time-frequency power spectrum",
the phase remains a complicated object which is difficult to modify
appropriately. As a consequence, most of the transformations on
the STFT work with the magnitude or the magnitude squared
(the spectrogram), leaving the phase unchanged or sometime
completely dropped. Since the STFT is a redundant construction,
the obtained coefficients usually does not form a valid spectrogram
(ie: there exists no signal having exactly this spectrogram.)
For instance, in the case of adaptive filtering like denoising, the
magnitude of the STFT is often modified without any modification
of the phase [2].
Furthermore, accurate reconstruction of a signal from its spec-
trogram is also important. This is known as the phase recovery
problem: recovering a signal from the amplitude of some mea-
surements, only. In the influential paper [3], it was proven that
for frames with sufficiently high redundancy, a signal can be
reconstructed from the magnitude of its frame coefficients only
(up to a global phase factor). Recent results [4] put the necessary
redundancy at 4L−4
4
for a frame for CL.
The notion of valid spectrogram plays a very important role
in the problem: the STFT has to verify a so-called "consistency
criterion" [5], [6]. In fact, the set of complex STFT coefficients
is a proper subset of the coefficient space i.e. taking an array of
complex coefficients usually does not correspond to the STFT of
a signal. As a result, modifying the magnitude of the STFT does
not in general lead to a valid spectrogram.
From this difference, we consider two different problems re-
spectively called:
• Phase recovery: constructing a signal from a valid spectro-
gram and no phase information.
• STFT magnitude approximation: constructing a signal from
a non-valid STFT magnitude and eventually some starting
phase.
Both of those problems can be solved using our algorithm which
is highly inspired by the Griffin-Lim algorithm (GLA) [7]. This last
method (see section IV) performs iteratively two projections. We
propose to consider the difference between two iterations. Doing
so, we lose all theoretical guarantees of convergence. However, this
new structure allows a more accurate and faster convergence. We
also expect it to be compatible with GLA modification presented
in [5], [8], [9].
After presenting briefly the Gabor transform, we will give a
new interpretation of the problem and the GLA. This will lead to
a new proposition of algorithm which we call the fast Griffin-Lim
algorithm (FGLA). We will then present simulation results.
It should be noted that both the GLA and the algorithm
presented in this paper can be applied to any frame, and not just
to Gabor frames. However, for clarity and simplicity, we shall
consider only the Gabor case in this paper.
II. GABOR THEORY
In this contribution, we consider Gabor systems G(g, a,M)
in CL. All signals and windows on CL are considered to have
periodic boundary conditions. For g ∈ CL, and integer a,M > 0,
we define the Gabor system
G(g, a,M) :=
(
gm,n = g[· − na]e2piim·/M
)
n, m
, (1)
where m = 0, . . . ,M − 1 is the index of the frequency-channel
and n = 0, . . . , N − 1 is the index of the time-position. If G is
also a frame [10], we refer to the system as a Gabor frame. For
x ∈ CL, the corresponding Gabor transform is given by
(Gx)[m+ nM ] = 〈x, gm,n〉 =
L−1∑
l=0
x[l]gm,n[l], (2)
with the analysis operator G that is given by the matrix
G[m+ nM, l] := Gg,a,M [m+ nM, l] := gm,n[l].
Gabor synthesis is performed by applying the conjugate trans-
pose of G to a coefficient sequence c ∈ CMN . The action of the
synthesis operator can be equivalently described as
xsyn[l] = (G
∗c)[l] =
∑
m,n
c[m+ nM ]g[l − na]e2piiml/M . (3)
The concatenation S = G∗G of analysis and synthesis opera-
tors is called the frame operator.
Reconstruction can be realized using the so-called canonical
dual system, obtained by inverting S and defined as
γm,n = S
−1gm,n. (4)
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In the particular case of Gabor frames, the canonical dual system
is again a Gabor frame, i.e. it equals G(γ0,0, a,M). Thus we refer
to γ0,0 = S−1g as the canonical dual window.
In this case the synthesis operator of γ0,0 coincides
with the pseudo-inverse of the original analysis operator, i.e.
G∗γ,a,M = G
†. So the inversion formula reads
x[l] =
∑
m,n
〈x, gm,n〉γm,n[l] = G†Gx[l]. (5)
A particular way to modify the coefficients is by multiplication
by a fixed symbol s.
Mf =
∑
m,n
sm,n 〈x, gm,n〉 γm,n.
Such operators, called multipliers can be defined for all kind of
frames [11], and find applications in acoustics, see e.g. [12].
III. THE PROBLEM
The problem can be expressed as finding a signal x∗ ∈ RL (or
more generally in CL ) from given a given set of non-negative
coefficients s , such that the magnitude of the STFT of x∗: |Gx|,
is as close as possible to s. The `2-norm will be used as measure
of closeness. Mathematically, we formulate the problem in the
following form:
Given a frame G and real positive coefficients s = |s|, x∗ is
the solution of
minimizex∈RL‖|Gx| − s‖2 (6)
We will call s a valid STFT magnitude if there exists an x such
that |Gx| = s.
For convenience, we define an equivalent problem with the
optimization variable on the coefficient side.
minimizec∈CMN ‖|c| − s‖2 s. t. ∃x ∈ RL | c = Gx (7)
Those definitions lead naturally to a measure of error:
E(x) =
‖|Gx| − s‖2
‖s‖2 (8)
For convenience, instead of (8), we use the signal to noise ratio
of the STFT magnitude. This can be expressed
SSNR(x) = −10 log10(E(x)) (9)
IV. THE GRIFFIN-LIM ALGORITHM (GLA)
The GLA (named after their authors) was presented in 1984
in [7]. It aims at estimating a signal from its modified short time
Fourier transform. The GLA is a version of the double-projection
algorithm originally suggested by Gerchberg and Saxton [13] for
solving the phase recovery problem in terms of the Fourier trans-
form. The Gerchberg-Saxton works for a non-redundant system
(the Fourier transform) by considering additional side-constraints
to make the solution unique. The GLA algorithm on the other hand
works for redundant systems without any side constraints, where
the uniqueness of the solution comes via the redundancy.
The GLA proceeds by projecting a signal iteratively onto two
different sets in C
L
a
×M denoted by C1 and C2.
C1 is the set of admissible points for problem (7). It is also the
set of coefficients c that can be reached from x ∈ RL through the
frame G, i.e. the range of G:
C1 = {c | ∃x ∈ RL s. t. c = Gx} (10)
This meets the hard constraint of problem (7). Note that C1 is the
set that satisfies the consistency criterion [14]. By [10] we can
express the projection in the following way:
PC1(c) = GG
†c (11)
Let C2 to be the set of coefficients minimizing (7) without
necessary satisfying the hard constraint. It is simply given by
C2 =
{
c ∈ CMN
∣∣∣ |c| = s} .
The projection onto C2 is simply equivalent to forcing the magni-
tude of s to be c elementwise:
PC2(c) = s · e·i∠c. (12)
The GLA can now be formulated (cf algo 1).
Algorithm 1 Griffin-Lim algorithm (GLA)
Fix the initial phase ∠c0
Initialize c0 = s · e·i∠c0
Iterate for n = 1, 2, ...
cn = PC1 (PC2(cn−1))
Until convergence
x∗ = G†cn
Improvements of the GLA can be found in the literature. In [5],
an approximate way to perform the projection PC1 is proposed. As
the projection operator is highly structured, it is normally applied
using a fast algorithm, and this structure cannot be exploited
in the approximation. We have therefore chosen not to use this
approximation in this paper.
In [15], [8] the Real-Time Spectrogram Inversion RTISI algo-
rithm, which is an extension of the GLA was proposed. Recon-
struction is performed piece by piece by using again GLA and a
clever starting point. A further improvement is presented in [9].
In the next section, we propose a different modification for the
GLA. It should be possible to combine both modifications into
one algorithm, however the detailed analysis of this is beyond the
scope of this contribution.
V. THE FAST GRIFFIN LIM ALGORITHM (FGLA)
Equations (6) and (7) define the problem in an optimization
form. However, classic optimization algorithms cannot easily reach
a solution since both (7) and (6) are not convex. Phase recovery
was recently expressed as a convex optimization problem in [16],
[17]. However, nowadays, the heavy computation cost of the
method makes it unsuitable for long signal (i.e. L > 128). In this
contribution, we rather propose to search for the solution of the
non convex problem (7). In fact, we need to find the intersection
of the two sets C1 and C2. Iterative projections would converge
to an optimal solution if both sets would be convex. Our idea is
to make larger steps at each iteration. To do so, we will use the
information available in the previous iterations.
More precisely, we will replace the update rule of the Griffin-
Lim
cn = PC1 (PC2(cn−1)) (13)
by
cn = PC1 (PC2(cn−1 + αn∆cn−1)) (14)
where ∆cn = cn−cn−1. At convergence, (14) and (13) are equiv-
alent. However, (14) is a faster way to converge to the solution.
Indeed the parameter αn∆cn−1 increases the steps depending on
the current iterations values.
The similar trick is used in the algorithm called "FISTA" (fast
iterative shrinkage thresholding algorithm) [18] that speeds up
the algorithm "ISTA". In this method, they provide the optimal
sequence of αn that optimizes the convergence. In our case, the
computation of such sequence remains still an open question, due
to the non convexity of our problem. Thus, in the following, we
have considered the simple case: α being a constant.
Using (14), we define the algorithm 2 called the Fast Griffin-
Lim algorithm (FGLA). We observe that the heavy part of the
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computation takes place into the projection PC1 which happens
only once per iteration in both algorithms. Hence we assume the
computation cost per iteration to be equivalent in both algorithms.
Since the projection only involves pure Gabor analysis and syn-
thesis, efficient algorithms [19] for these operators can be used.
Note that changing the update rule suppresses all theoretical
guarantees of convergence. This is another open issue of this
contribution.
Algorithm 2 Fast Griffin-Lim algorithm (FGLA)
Fix the initial phase ∠c0
Initialize c0 = s · e·i∠c0 , t0 = PC2 (PC1(c0))
Iterate for n = 1, 2, ...
tn = PC1 (PC2(cn−1))
cn = tn + αn(tn − tn−1)
Update αn
Until convergence
x∗ = G†cn
VI. NUMERICAL RESULTS
In this section we present three different experiments of phase
reconstruction. We remind the reader that as the problem is
not convex, the algorithms will converge most likely to a local
minimum depending on the starting point.
Experiments were done using classical windows. Those pre-
sented in this paper use a Nuttall (figure 1), a Gaussian (figures
2) and a Hann window (figure 3). We choose as frame parameters
a = 32, M = 256. This makes a redundancy of 8 that assures all
the information to lie in the spectrogram [3].
Using different parameters or windows lead to similar results.
A reproducible research addendum can be downloaded at http:
//unlocbox.sourceforge.net/rr/fgla/. From this archive, parameters
can be easily changed and other configuration tested.
In the first example, we aim at finding a signal from its
spectrogram (phase reconstruction). In this specific case we do
know that such a signal exists. The initial phase is simply set
to zero and the number of iterations for both algorithm is fixed
to 10′000. In figure 1, we observe that the FGLA does not only
converge faster (better average slopes), but also to points with
smaller error. Note that for the signal ’bat’, the new algorithm
was able to perform perfect reconstruction. This signal is very
short, only 400 samples. We also observe that, using the FGLA,
the SSNR is not strictly increasing from one iteration to another.
However in average, the SSNR is increasing.
In the second example, we start from a signal, compute the
Gabor coefficients, apply a spectrogram multiplier and reconstruct
a new signal as good as we can. In that case, signals fitting exactly
the modified STFTM usually do not exist. As a consequence, we
are looking for the signal with the best spectrogram approximation.
The applied multiplier is random. This multiplier is chosen because
it modifies the spectrogram in a significant way and, in that
case, algorithm usually need more iterations to converge. Other
multipliers gives similar results. The initial phase, this time, is not
set to zero like in the previous experiment, but we keep the original
phase of the STFT. We fixed the maximum number of iterations
to 1′000 as well. Generally, the new algorithm converges faster.
The SSNR is sometime improved, but not in a very significant
manner.
In the third and last experiment, we analyze the effect of α
onto the FGLA. Figure 3 displays tests for various constants α.
α = 1 seems to be the limit of stability of the algorithm. α = 0
correspond to the Griffin-Lim algorithm. Increasing α leads to
better results with some optimal value near 1 but not bigger. As a
consequence, 0.99 has been chosen for the other experiments.
Figure 1. Phase recovery problem: SSNR through iterations for the GLA
and the FGLA.
Figure 2. STFT magnitude optimization problem: SSNR through iterations
for the GLA and the FGLA.
The algorithm presented in this paper has been incorporated as
an option for the frsynabs function in the the LTFAT toolbox,
[20].
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Figure 3. Influence of the parameter alpha onto the FGLA.
VII. CONCLUSION
In this paper, we have presented the phase recovery problem
in the form of an optimization problem. This approach allows us
to give a new interpretation of the GLA in order to be able to
speed it up. We proposed an algorithm (FGLA) that was indeed
faster but seems also to converge to better points. However, any
theoretical guarantee of convergence has been lost in the process.
Practically, our algorithm can replace the GLA at a very low cost
of implementation and computation. In our further research ,we
will look for a convergence proof and an optimal sequence of αn
and possible merge our algorithm with the RTISI real-time GLA
algorithm.
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