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ABSTRACT
The ATLAS3D Survey has reported evidence for a non-universal stellar initial mass function
(IMF) for early-type galaxies (ETGs). The IMF was constrained by comparing stellar mass
measurements from kinematic data with those from spectral energy distribution (SED) fitting.
Here, we investigate possible effects of scatter in the reported stellar mass measurements
and their potential impact on the IMF determination. We find that a trend of the IMF mis-
match parameter with the kinematic mass-to-light ratio, comparable to the trend observed by
Cappellari et al., could arise if the Gaussian errors of the kinematic mass determination are
typically 30 per cent. Without additional data, it is hard to separate between the option that
the IMF has a true large intrinsic variation or the option that the errors in the determination
are larger than anticipated. A correlation of the IMF with other properties would help to make
this distinction, but no strong correlation has been found yet. The strongest correlation is with
velocity dispersion. However, it has a large scatter and the correlation depends on sample
selection and distance measurements. The correlation with velocity dispersion could be partly
caused by the colour-dependent calibration of the surface brightness fluctuation distances of
Tonry et al. We find that the K-band luminosity-limited ATLAS3D Survey is incomplete for the
highest M/L galaxies below 1010.3 M. There is a significant IMF–velocity dispersion trend
for galaxies with SED masses above this limit, but no trend for galaxies with kinematic masses
above this limit. We also find an IMF trend with distance, but no correlation between nearest
neighbour ETGs, which excludes a large environmental dependence. Our findings do not rule
out the reported IMF variations, but they suggest that further study is needed.
Key words: galaxies: elliptical and lenticular, cD – galaxies: fundamental parameters –
galaxies: ISM – galaxies: kinematics and dynamics – galaxies: luminosity function, mass func-
tion – galaxies: stellar content.
1 IN T RO D U C T I O N
The stellar initial mass function (IMF) has historically been as-
sumed to be universal, in the sense that it does not depend on envi-
ronment. The IMF was assumed to be independent of galaxy age,
galaxy type, metallicity or any other astrophysical variable, with
the possible exception of Population III stars and stars forming near
the galactic centre e.g. (Kroupa et al. 2013). Since the exact mech-
anisms that cause the formation of stars of varying masses from an
initial cloud of gas and dust are not well understood, the assumption
of the universality of the IMF is partially motivated by a desire for
simplicity, but it is also supported by direct measurements of stellar
mass distributions in our immediate vicinity e.g. (Chabrier 2003;
 E-mail: clauwens@strw.leidenuniv.nl
Bastian, Covey & Meyer 2011; Kirk & Myers 2011; Kroupa et al.
2013). It is reasonable to assume that the IMF does differ in more
extreme environments, but this is hard to measure directly.
On a galactic scale, evidence has recently been found in favour
of a non-universal IMF for early-type galaxies (ETGs), typically
depending on the velocity dispersion of the galaxy. The evidence
comes partly from differing spectral features of low- and high-
mass stars (Conroy & van Dokkum 2012; van Dokkum & Conroy
2012; La Barbera et al. 2013; Pastorello et al. 2014) and partly
from mass measurements of stellar systems via strong gravitational
lensing (Treu et al. 2010; Brewer et al. 2012; Barnabe` et al. 2013;
Oguri, Rusu & Falco 2014) or the modelling of stellar kinematics
(Cappellari et al. 2012, 2013a,b; Conroy et al. 2013; Dutton et al.
2013; Tortora, Romanowsky & Napolitano 2013). However, the
nearest known strong lens provides conflicting evidence (Smith
& Lucey 2013) and a recent study of the low-mass X-ray binary
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population in eight ETGs also points towards a universal IMF (Pea-
cock et al. 2014). Conroy et al. (2013) find good agreement between
IMF variations from spectral features and from kinematics for stacks
of galaxies. On the other hand, a recent comparison between dy-
namical and spectroscopic results by Smith (2014) shows that the
IMF measurements of Conroy & van Dokkum (2012) and those of
Cappellari et al. (2013b) agree only superficially and not on a galaxy
by galaxy basis. Also, a recent detailed spectral analysis of three
nearby ETGs by Martı´n-Navarro et al. (2015) found at least one
massive galaxy (NGC4552) for which the IMF varies strongly with
radius from the centre.
Estimating the IMF via a mass measurement independent of the
spectral features has the obvious disadvantage that it is only sensi-
tive to the overall missing mass, which could be a superposition of
low-mass stars, stellar remnants and dark matter. The advantage is,
however, that the measurement is independent of broad-band spec-
tral energy distribution (SED) fitting or the fitting of specific gravity
sensitive spectral lines and therefore it can either confirm or refute
IMF trends that might be deduced from the intricacies of integrated
spectra of galaxies. Gravitational lensing has the disadvantage that
it is a mass measurement along a cylinder and therefore is relatively
sensitive to dark matter or any other matter along the line of sight.
A potentially cleaner way to obtain a mass estimate of only the
baryonic matter is to analyse the kinematics of the central parts of
ETGs, whose mass is believed to be dominated by baryons.
An attempt to observe and explain the stellar kinematics in the
central regions of ETGs has been undertaken by the ATLAS3D Sur-
vey (Cappellari et al. 2011a). The aim of this survey has been to
obtain integral field spectroscopy with SAURON (Bacon et al. 2001)
of all 260 ETGs with mass approximately greater than 6 × 109 M
that are within 42 Mpc distance from us in the Northern hemisphere.
This volume-limited sample yields a large collection of kinematic
data, which has been used, among other things, to estimate the
stellar masses of these galaxies. Comparing these kinematic mea-
surements with the stellar masses measured by fitting the SEDs
with stellar population synthesis models provides a direct probe
of the IMF normalization in these galaxies. A clear trend of IMF
normalization with velocity dispersion or with mass-to-light ratio
has been reported by Cappellari et al. (2012, 2013a,b), resulting in:
(I) a Chabrier-like normalization at low mass-to-light ratios, which
agrees with the one inferred for spiral galaxies; (II) a Salpeter nor-
malization at larger (M/L) consistent, on average, with some results
from strong lensing; and (III) a normalization more massive than
Salpeter for some of the galaxies with high (M/L) broadly consis-
tent with measurements of spectral features in massive galaxies that
indicate a substantial population of dwarf stars (Cappellari et al.
2012).
This paper consists of a critical review of some of the meth-
ods and results from the ATLAS3D Survey. Section 2 introduces
the ATLAS3D Survey and the Jeans Anisotropic Multi-Gaussian
Expansion (JAM) method used to fit the kinematical data. In Sec-
tion 3, the evidence from Cappellari et al. (2012) for a non-universal
IMF is investigated. Specifically it is shown that the large reported
trend between the kinematic mass-to-light ratio and the IMF mis-
match parameter, interpreted as an effect of IMF variations, could
also be caused by measurement errors in the kinematic mass of the
order 30 per cent. Section 4 presents correlations of the IMF nor-
malization with astrophysical variables. Section 5 shows that the
effect of the non-universal IMF implied by the original ATLAS3D
analysis on observations of the galaxy stellar mass function (GSMF)
at higher redshift is small. Also the stellar mass-completeness limit
of the ATLAS3D Survey is shown to be 1010.3 M. In Section 6, we
demonstrate that the inferred systematic IMF trend with velocity
dispersion is dependent on the precise selection cut that is made at
the low-mass end. In particular, we show that this trend is virtually
absent for the mass-complete sample of galaxies with kinematic
stellar masses larger than 1010.3 M. In Section 7, we show that
the systematic variation of the IMF with velocity dispersion is ac-
companied by a systematic variation with distance. This could be
interpreted as a genuine effect of the cosmic environment on the
IMF, but more probably it points towards biases in the used dis-
tance catalogue which, as a side-effect, show up as a dependence
of the IMF on the velocity dispersion of an ETG. Part of the IMF
trend can be attributed to colour-dependent calibration issues of
the surface brightness fluctuation (SBF) distance measurements,
and we show that the IMF trend is absent for galaxies at a dis-
tance larger than 25 Mpc. Finally, we summarize our conclusions in
Section 8.
2 TH E AT L A S 3D SURV EY
The ATLAS3D project improves on previous studies in two ways.
On the one hand, the number of observed objects, 260, is much
larger than before. On the other hand, progress has been made
in modelling the observed stellar dynamics. The ATLAS3D team’s
JAM modelling method is introduced in Cappellari (2008, 2012).
The JAM method uses the minimum number of free parameters that
are needed to fit the integral field observations. It assumes axisym-
metry for all galaxies, with the inclination i as a free parameter.
The mass-to-light ratio ϒ is assumed to be the same throughout the
whole observed region, but it can vary from galaxy to galaxy. The
conversion of the observed luminosity density to a matter density
depends on i and ϒ and is done with the multi-Gaussian expansion
(MGE) parametrization of Emsellem, Monnet & Bacon (1994).
The JAM method consists of solving the Jeans equations, with the
extension (with respect to the isotropic case) of an orbital anisotropy
parameter βz. The velocity ellipsoid is assumed to be aligned at
every position in the galaxy with the cylindrical coordinates (R, z)
and the ratio between the two axes of this ellipsoid is assumed to be
the same within the central part of the galaxy, leaving one extra free
parameter, βz = 1 − vz2/vR2. Although the velocity ellipsoid will
in reality be more complicated, this simple βz parameter suffices
to connect the model to the observations. Apart from the three
parameters i, ϒ and βz, six different parameterizations of the dark
matter halo are used, but the main conclusions are found to be
insensitive to dark matter, because for all six halo parameterizations
the kinematics of the central part of the ETGs are dominated by
baryonic matter.
As shown in Cappellari et al. (2012), this model not only suffices
to fit the integral field spectroscopic observations, it also puts very
tight constraints on the ϒ parameter. It is this feature that makes it
possible to measure the IMF normalization, but let us first take a
quick look at the other two free parameters.
The main argument in favour of the model is the fact that it is
able to reproduce the integral field spectroscopy of a complete
and very diverse set of galaxies using only a small number of
free parameters. However, this same argument also works against
it, because Cappellari (2008) note that for galaxies observed at
low inclination, the lowest χ -squared fit is often obtained for an
unrealistic set of parameter values, because of a degeneracy between
i and βz. The model prefers too high values for i and too low values
for βz. Restricting the anisotropy to a flat ellipsoid, βz > 0.05 as
observed for edge-on galaxies, does remove the degeneracy, but this
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Figure 1. Distribution of the JAM model inclinations of all the
ATLAS3D ETGs compared to an isotropic distribution of inclinations. The
Kolmogorov–Smirnov statistic for this comparison is 0.22 with a corre-
sponding probability p < 10−11.
example shows that a good fit does not necessarily prove that the
model corresponds to physical reality.
Because of the large size of the survey, we can look at the distri-
bution of inclinations. Fig. 1 compares the observed distribution of
inclinations with that expected for randomly oriented galaxies. The
Kolmogorov–Smirnov statistic for this comparison is 0.22 with a
corresponding probability p < 10−11. With respect to the isotropic
case, there is a shortage of ∼20 per cent of galaxies with inclinations
smaller than 45◦ and an excess of ∼20 per cent of galaxies with in-
clinations larger than 85◦. This either indicates that the model still
has a tendency to overestimate the inclination or that the ETGs in
our local neighbourhood are preferably aligned with our line of
sight. In principle, a measurement error in the inclination could re-
sult in an error in the determined IMF mismatch parameter. A priori
there is no clear reason to assume that this would not bias the de-
termination of the IMF. However, there is no significant correlation
(Pearson R2 = 0.01) between inclination and the IMF mismatch
parameter, lending an a posteriori credibility to the retrieved IMF
normalization.1 In the following section, we will take a detailed look
at the predictions for the mass-to-light ratio ϒ and the implications
for the IMF normalization.
3 TH E AT L A S 3D E V I D E N C E F O R A
N O N - U N I V E R S A L I M F
The precision with which deviations from universality in the IMF
can be measured, depends on the errors in the two independent mea-
1 However, the fact that the five galaxies with the lowest IMF mismatch
parameter all have an inclination larger than 85◦ suggests that at least for
these galaxies the true inclination might be smaller, or the IMF mismatch
parameter dependent on the assumed inclination.
surements of (M/L)2 from respectively SED fitting and the stellar
kinematics via the JAM method. (M/L)SED3 is obtained by using
the spectral-fitting models of Vazdekis et al. (2012), with standard
lower and upper mass cut-offs for the Salpeter IMF of 0.1 and
100 M. A comparison has been made with the (M/L) values from
Conroy & van Dokkum (2012), who use an independent set of spec-
tra spanning a longer wavelength range and a different stellar pop-
ulation synthesis model. For the set of 35 galaxies that are present
in both studies, the differences between the two (M/L) measure-
ments are consistent with an error per galaxy per measurement of
6 per cent, which suggests that (M/L)SED is quite robust (Cappellari
et al. 2013b).
By comparing predictions from models with different dark mat-
ter haloes, Cappellari et al. (2013a) estimate the JAM modelling
errors in (M/L)kin to be 6 per cent. We will use (M/L)kin4 to denote
the stellar mass-to-light ratio of the best-fitting JAM model with a
NFW (Navarro, Frank & White) dark matter halo with a fitted virial
mass M200, also referred to as model B by Cappellari et al. (2012),
where M200 denotes the mass of a 200 times overdensity dark matter
halo. Galaxies with a clear bar structure give lower quality fits than
galaxies with no bars. Apart from this, there may be errors from
distance measurements and from photometry.
Fig. 2 (top panels) compares the two types of (M/L) determina-
tions from the ATLAS3D Survey. Clearly, (M/L)SED and (M/L)kin do
not agree within the 6 per cent error associated with the (M/L)SED
determination and the 6 per cent JAM model error. The difference
could be due to a systematic IMF trend, random variations in the
IMF, distance measurement errors and photometry errors. Our aim
is to better understand these effects.
Cappellari et al. (2012) present the ATLAS3D results in a way
analogous to Fig. 2 (top-right panel), without the open diamond
symbols. One should be cautious drawing conclusions about the
IMF from the correlation in this graph between (M/L)kin and the
‘IMF mismatch parameter’ α ≡ [(M/L)kin]/[(M/L)SED] for three
reasons. First, galaxies with still ongoing star formation (selected
by having Hβ absorption with an equivalent width larger than 2.3 Å)
generally have a strong radial gradient in their stellar population.
This makes both (M/L) determinations uncertain, which is the rea-
son why they are excluded from the analysis by Cappellari et al.
(2012). This does, however, induce an unavoidable bias. Fig. 2
(top-left panel) shows that this Hβ selection is almost equivalent to
removing all galaxies with (M/L)SED < 3. Fig. 2 (top-right panel)
shows that this creates an ‘upper zone of avoidance’ which strength-
ens the correlation between α and (M/L)kin.
Secondly, (M/L)SED is not a pure measurement. It is a fit of mea-
surements to a Salpeter stellar synthesis model and hence it does
not have Gaussian random error behaviour. More specifically, there
is a clear theoretical maximum value of (M/L)SED ≈ 7 which cor-
responds to a simple stellar population of the age of the Universe
with a Salpeter IMF. Regardless of any errors in SED fitting, JAM
modelling, distance measurements and photometry, this maximum
will always be respected. As can be seen in Fig. 2 (top-right panel),
this constitutes a ‘lower zone of avoidance’ which is actually re-
sponsible for most of the correlation.
2 The (M/L) and luminosity measurements in this paper refer to the r band,
as is the case for the ATLAS3D papers.
3 The ATLAS3D papers denote this variable as (M/L)Salp. We will refer to it
as (M/L)SED in this paper.
4 The ATLAS3D papers denote this variable as (M/L)stars. We will refer to
it as (M/L)kin in this paper.
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Figure 2. Top-left panel: comparison of the JAM model stellar mass-to-light ratio, (M/L)kin, with the ratio inferred from stellar population synthesis SED
fits assuming a Salpeter IMF, (M/L)SED, for the ATLAS3D data set. Open diamonds indicate galaxies with a young stellar population, selected by having
Hβ absorption with an equivalent width larger than 2.3 Å. These galaxies tend to have strong radial gradients in their population which makes both (M/L)
determinations uncertain (Cappellari et al. 2012). This selection is almost identical to selecting all galaxies with (M/L)SED < 3 (horizontal solid line). Grey
squares indicate the remaining galaxies with a (quality = 0) label, meaning: ‘either inferior data quality (low S/N) or a problematic model (e.g. due to the
presence of a strong bar or dust, or genuine kinematic twists).’ Black circles are the remaining high-quality galaxies. The horizontal dashed line at (M/L)SED
≈ 7 denotes the theoretical maximum for a simple stellar population of the age of the Universe with a Salpeter IMF; Top-right panel: the ‘IMF mismatch
parameter’, i.e. the ratio (M/L)kin/(M/L)SED, as a function of (M/L)kin. This plot is similar to the upper-middle panel of Fig. 2 from Cappellari et al. (2012)
apart from the selection of galaxies and a logarithmic axis; The bottom panels show the same plots for simulated data for which it is assumed that there are no
intrinsic IMF variations (within the black and grey data points), but for which the perceived variations are caused by a random Gaussian errors of 6 per cent in
(M/L)SED and 29.9 per cent in (M/L)kin. The black and grey data points are also renormalized by a factor of 0.785, see Table 1. The error of 29.9 per cent is
chosen such that the standard deviation in the mismatch parameter in the error simulation is exactly the same as in the ATLAS3D data. Both the qualitative as
the quantitative behaviour are reproduced pretty well. The Pearson R2 for the black and grey points of the right-hand panels is 0.674 for the data and 0.605 ±
0.040 for 10 000 runs of the Gaussian error simulation (for the specific run that is shown here it is 0.630). The white diamonds require a larger normalization
of 1.192 and error of 51.2 per cent.
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Table 1. Average IMF mismatch parameter α, the standard deviation σ (α), the relative standard
deviation σ (α)/α and the number of galaxies in the selection for the galaxy samples corresponding to
different selection methods as used in Fig. 2 and other figures throughout this paper.
galaxy selection α σ (α) σ (α)/α Number of galaxies
Hβ + quality selection (black circles) 0.808 0.226 28.0 per cent 171
Hβ removed (white diamonds) 1.192 0.615 51.6 per cent 35
Remainder quality removed (grey squares) 0.710 0.265 37.3 per cent 52
(Black circles + grey squares) 0.785 0.239 30.5 per cent 223
Thirdly, and not completely independent of the previous two
points: any error in the kinematic (M/L) determination will show
up as a radial scatter which emanates from the origin in Fig. 2
(top-right panel) and may thus induce a spurious correlation.
In order to assess to what extent the upper-right panel of
Fig. 2 alone, or equivalently the upper-middle panel of fig. 2 from
Cappellari et al. (2012), constitutes convincing evidence for IMF
variations, we simulate the effect of Gaussian random errors in both
the determination of (M/L)SED and (M/L)kin on this figure. Assum-
ing no intrinsic IMF variations, these errors will lead to an expected
scatter in the perceived IMF mismatch parameter. We fix the Gaus-
sian errors in (M/L)SED to the reported value of 6 per cent, but use
a Gaussian error of 29.9 per cent in (M/L)kin, which represents the
total error in the kinematic mass-to-light determination, including
a JAM modelling error (reported at 6 per cent), errors from pho-
tometry and errors from the distance determination, which will be
discussed at length in Section 7. The value of 29.9 per cent is chosen
such that the kinematic and SED errors together combine to give the
30.5 per cent scatter found in the data for all galaxies that have not
been rejected because of Hβ absorption, see Table 1. The question
now is whether these random errors can produce at the same time a
relation between (M/L)kin and α similar to that in Fig. 2 upper-right
panel.
Fig. 2 (lower panels) shows the results of the error simulation
for data with no intrinsic IMF variations. For all the galaxies that
have not been rejected on basis of Hβ absorption, we simulate a
random value for (M/L)kin based on the observed value of (M/L)SED
from ATLAS3D multiplied by the average normalization of 0.785
(see Table 1) and we add a random Gaussian error of 29.9 per cent.
Hereafter, we add a 6 per cent random Gaussian error to (M/L)SED.
For the Hβ removed galaxies, we use a normalization of 1.192 and
respective errors of 51.2 and 6 per cent. As can be seen in the lower
panels of Fig. 2, the data from simulated errors look very similar to
that from the real ATLAS3D measurements. Especially, we retrieve
the strong trend of the IMF mismatch parameter with (M/L)kin.
However, the correlation of this trend in the real data (Pearson
R2 = 0.674 for the combined black circles and grey squares) is
higher than that in most of the error simulations (Pearson R2 =
0.605 ± 0.040). This 1.7σ deviation could indicate that Gaussian
errors alone are not enough to explain the observed trend between
(M/L)kin and α, although the significance of this is limited and non-
Gaussianities in the errors are likely to increase this correlation.
Fig. 3 shows that also the relation between (M/L)SED and α is well
reproduced by the error simulation. These data have a Pearson R2
of 0.02 versus 0.00 in the simulation. A negative correlation could
have been the result of hypothetical large measurement errors in
(M/L)SED.
These issues do not definitely imply that the observed trend is
caused by errors. For the sake of the argument, true Gaussian IMF
variations would look exactly the same as Gaussian measurement
errors in (M/L)kin. It does show however that it is hard to draw
conclusions based solely on the correlation between α and (M/L)kin.
Figure 3. For the same data as Fig. 2, this shows the dependence of the IMF mismatch parameter on (M/L)SED. Both the ATLAS3D data and the error
simulation show a negligible correlation for the black and grey data points, with a Pearson R2 of 0.02 for the data and 0.00 for the simulation.
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It is important to look for accompanying correlations of the IMF
mismatch parameter α with different variables, not only to find the
physical processes that might explain the trend, but also to rule out
that the trend is a result of the complicated interplay between the
selection effects and the different measurement and model errors.
Even in the extreme case when the variations of the IMF mismatch
parameter α within the ATLAS3D Survey would be completely
due to errors, the average value of α from Table 1 can still be
compared with determinations of the IMF by different studies, as
alluded to in the introduction. This average normalization for the
ATLAS3D ETGs is different from the Chabrier IMF which holds for
our galaxy. However, when comparing to other studies one has to
take into account the unknown systematics of comparing different
IMF determination methods. This is beyond the scope of this work.
We will focus solely on the evidence for IMF variations present
within the ATLAS3D Survey.
4 C O R R E L AT I O N S W I T H TH E I M F
MISM ATC H PA R AMETER
In the previous section, we confirmed that at face value the
ATLAS3D data suggest a non-universal IMF. The robustness of
this outcome however critically depends on the size of the assumed
modelling and measurement errors in the kinematic mass determi-
nation. For this reason, it would be good to find some independent
correlation of the IMF mismatch parameter with some other ob-
servable in order to convince ourselves of the robustness of this
result. Moreover, correlations are to be expected within any the-
oretical model for IMF variations. The IMF could for example
correlate with the age of the galaxy through a dependence on red-
shift, it could be related to the mass of the galaxy via gas recycling,
the pressure of the interstellar matter or the intensity of star for-
mation, it could depend on the galaxy metallicity or it could be
influenced by the cosmic environment etc. Any correlation could
also point the way to an understanding of the underlying physical
mechanisms.
These data show a clear correlation of the mismatch parameter
with the effective velocity dispersion σ e (Cappellari et al. 2013a).
Surprisingly, it does not show a correlation with (M/L)SED, SDSS
colour, luminosity or even MSED (even though σ e and MSED, and
σ e and (M/L)SED are tightly correlated). Fig. 4 (left-hand panel)
shows the clear trend between the IMF mismatch parameter and
the effective velocity dispersion for the high-quality data points
(with a Pearson R2 of 0.11). The variables σ e and MSED are tightly
correlated (Pearson R2 of 0.63) so naively one would expect to find
a correlation between the IMF mismatch parameter and MSED as
well, but Fig. 4 (right-hand panel) shows that this is not the case
(Pearson R2 of 0.001). We also see from Fig. 4 (left-hand panel) that
the trend with σ e is affected by the exclusion of galaxies with strong
Hβ absorption. The excluded galaxies on average have a small σ e
and a large α. Including all galaxies in the fit of α versus σ e would
reduce the best-fitting slope from 1.6 × 10−3 to 0.4 × 10−3 and the
Pearson R2 from 0.112 to 0.003.
Although the trend of α with σ e is very clear, it is much smaller
than the scatter. Accounting for the trend for all galaxies that have
not been rejected on basis of Hβ absorption only reduces the scatter
in α from 30.6 to 28.7 per cent. We note that since velocity disper-
sion is the main input of the JAM model, we expect it to be more
prone to systematics. A very recent analysis of the ATLAS3D results
by McDermid et al. (2014) has found no significant dependence of
the IMF on single stellar population equivalent ages or abundance
ratios. In the following, we will investigate further the IMF mis-
match parameter dependence on velocity dispersion, especially in
relation to the survey mass completeness and distance measurement
effects, but first we take a short look at the implications of the IMF
trend on the measurement of GSMFs.
Figure 4. ATLAS3D data for the IMF mismatch parameter α = (M/L)kin/(M/L)SED as a function of the effective velocity dispersion (left-hand panel) and the
mass measured from SED fitting assuming a Salpeter IMF (right-hand panel). The three different data selections are the same as in Fig. 2. Three open diamond
data points with a mismatch parameter greater than 2 are not visible. For each selection, the average is indicated in blue. The Pearson R2 coefficients for the
fits to the black filled circles are 0.11 for the left-hand panel and 0.001 for the right-hand panel (on a logarithmic mass scale).
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5 G SMF AND MASS COMPLETENESS
A non-universal IMF could affect the shape of the GSMF inferred
from fitting stellar population synthesis models to the SEDs mea-
sured in galaxy surveys.
A recent attempt to quantify this effect is reported by McGee,
Goto & Balogh (2014), who take different model assumptions for
the dependence of the slope of the IMF on galaxy velocity disper-
sion and show that the implications for the high-mass end of the
GSMF can be quite significant. For such an analysis it makes a
difference what observations are taken as the starting point. Also,
Fig. 4 suggests that translating an IMF trend with σ e into a trend
with MSED can be quite tricky. Here, we want to address what
would be the effect based solely on the ATLAS3D Survey. The ad-
vantage of this approach is that we know that the galaxy sample
is representative, because it is aimed to be complete down to ap-
proximately 6 × 109 M within the given volume (Cappellari et al.
2011a).
As can be verified from Fig. 4 (right-hand panel) correcting the
observed MSED from any GSMF study to a Mkin value, results in
the same correction by a factor 0.8 independent of the mass. This
just shifts the GSMF of quiescent galaxies to lower masses without
changing its shape. Accounting for the scatter in the mismatch
parameter (assuming that the scatter is intrinsic and not caused
by the observational analysis) would correspond to smoothing the
GSMF with a kernel of about 0.2 dex. At the steep high-mass end,
this smoothing kernel effectively shifts the GSMF to lower masses
by an additional 0.05 dex. Hence, apart from a possible slight shift
of the quiescent GSMF with respect to the star-forming GSMF,
the ATLAS3D results do not imply any changes in the shape of the
GSMF.
We can also look directly at the GSMF for the 260 ETGs in
the ATLAS3D Survey. For this number of galaxies, the statistical
and cosmic variation will be quite large, but it is the most di-
rect approach. Fig. 5 shows the GSMF separately for MSED and
Mkin and compares these with the GSMF for quiescent galax-
ies from Moustakas et al. (2013). Apart from the overall shift
in mass by a factor 0.81, the two ATLAS3D mass determinations
give very similar GSMFs. The high-mass fall off from ATLAS3D
is the same as that from Moustakas et al. (2013). The overall
normalization is approximately 30 per cent lower, which could be
due to cosmic variance or a difference in selection criteria for
quiescence. At the low-mass end, the ATLAS3D GSMF falls off
rapidly, which most likely indicates that the galaxy sample is
incomplete.5
In order to assess the mass completeness of the survey, Fig. 6
(top row) shows the mass-to-light ratio in the K band as a function
of MSED (left) and Mkin (right). The galaxy selection is based on
K-band luminosity (MK < −21.5 mag). The selection is made in the
K band because (M/L) variations in the K band are smaller than in
the r band. For masses smaller than 2 × 1010 M, the survey is not
mass complete. Galaxies with masses below this limit are bound
by a progressively smaller upper limit on the K band (M/L). Fig. 6
(bottom row) shows that the r band (M/L) follows the same mass-
completeness trend. The mass-completeness limit of 2 × 1010 M
that we estimate is higher than the survey limit of M ≈ 6 × 109 M
reported by Cappellari et al. (2011a).
5 Alternatively, this could be caused by a divergence of the selection criteria
on quiescence from Moustakas et al. (2013) with respect to the ETG sample
of ATLAS3D, which occurs abruptly at masses M 1010.3 M.
Figure 5. The GSMF for all ATLAS3D ETGs as a function of respectively
MSED from SED fitting (solid curve) or Mkin from JAM model fitting (dashed
curve). The JAM model GSMF is shifted to lower masses by a factor of about
0.8, but apart from that there are no major differences. The ATLAS3D sample
can be compared with the quiescent GSMF from Moustakas et al. (2013,
which has been shifted by 0.22 dex in order to correct to a Salpeter IMF). One
difference is the overall normalization. On top of that the ATLAS3D sample
seems to become incomplete already for M < 2 × 1010M ≈ 1010.3 M
(see Fig. 6, blue dash-dotted line). The high-mass fall off is similar. The red-
dashed vertical line represents the approximate mass-completeness limit of
6 × 109M reported by Cappellari et al. (2011a).
One should be cautious about the biases that these completeness
effects might introduce. For instance, the mass plane (MP) projec-
tion of σ versus M of Cappellari et al. (2013b) has selected against
red, high M/L galaxies with masses below 2 × 1010 M. Inclusion
of such galaxies might change the M/L dependence on M and σ
significantly at the low-mass end.
6 MASS-COMPLETENESS EFFECTS O N TH E
I MF D I SPERSI ON TREND
In the previous section, we showed that the ATLAS3D Survey is
probably incomplete for galaxy masses below 1010.3 M. This in-
troduces a complex bias. Most of the problematic galaxies, espe-
cially those with non-homogenous (M/L) ratios caused by recent
star formation, also have masses below this limit. It therefore makes
sense to look at the mass-complete sample of galaxies with masses
higher than 1010.3 M. There are two possible ways to implement
this. We can either impose a cut in MSED or in Mkin. Fig. 7 shows the
IMF trends obtained by imposing either of these constraints. Using
a MSED cut gives a very clear IMF trend with σ e, whereas using a
Mkin cut gives no trend at all. It is straightforward to understand what
is the cause of this difference. Around galaxy masses of 1010.3 M,
the first selection will favour high (M/L)SED galaxies and hence low
α, while the second selection will favour high (M/L)kin galaxies and
hence high α. The region where this selection effect shows up in a
(σ e, α) plot is at low σ e, because of the tight correlation between
velocity dispersion and mass.
It seems that the IMF trend with velocity dispersion depends
on the mass selection criterion. For a mass-complete sample of
MNRAS 449, 4091–4104 (2015)
4098 B. Clauwens, J. Schaye and M. Franx
Figure 6. (M/L) versus M for both mass determinations. The data sets are the same as in previous figures. The left-hand panels indicate the mass from SED
fitting, the right-hand panels indicate the kinetic mass determination by ATLAS3D. The top row corresponds to K-band luminosities, with the solid red line
indicating the selection limit of MK = −21.5 mag. The bottom row corresponds to the r-band luminosities used throughout the rest of this paper and in the
definition of the IMF mismatch parameter α. The upper row clearly demonstrates that the selection is not complete for masses (either MSED or Mkin) below
2 × 1010 M. Under this limit, galaxies with high K band (M/L) are not selected. The blue dash-dotted line represents this conservative mass limit. The
red-dashed vertical lines denotes the approximate ATLAS3D survey limit of 6 × 109 M reported by Cappellari et al. (2011a). The lower row shows the same
completeness behaviour in the r band. For reference, the red solid curve in the bottom panels indicates a constant luminosity of 6 × 109 L. Also in the r band
the selection edge runs roughly parallel to this constant luminosity curve.
galaxies with Mkin > 2 × 1010 M, one would conclude that there
is no IMF trend with velocity dispersion over a large range of
velocities. At the moment, the conclusions that we draw about
the IMF dependence on velocity dispersion are dominated by
the precise selection criterion at the low-mass or low-luminosity
end of the galaxy sample. Therefore, in the future it would be
very useful to push this limit towards lower masses and lower
luminosities.
7 D I STANCE EFFECTS AND SBF
C A L I B R AT I O N
A source of error or bias in the determination of the IMF mismatch
parameter lies in the distance determination. ATLAS3D looks at
nearby galaxies. For these galaxies, the relative error in redshift
distances can be large. The distances used in the JAM method
come from various sources: SBF distances from Tonry et al. (2001)
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Figure 7. Trend of the IMF mismatch parameter α = (M/L)kin/(M/L)SED
with velocity dispersion for all ETGs with MSED > 1010.3 M (top panel),
or Mkin > 1010.3 M (bottom panel). the top sample gives a slope of 0.0020,
Pearson R2 = 0.12, Spearman R2 = 0.13. The bottom sample gives a slope
of 0.0001, Pearson R2 = 0.0003, Spearman R2 = 0.02. Data points in blue
indicate galaxies that are only present in one of the two panels.
and Mei et al. (2007), distances from the NED-D (NASA/IPAC
Extragalactic Database) Catalogue and distances from the redshift,
via the local flow field model of Mould et al. (2000, using only the
Virgo attractor).
The inferred value of (M/L)SED is independent of the distance
determination, but (M/L)kin does depend on the distance. Sup-
pose that the distance is overestimated by a factor η. This would
mean that the luminosity of the galaxy is overestimated by a factor
η2 and that the size of the galaxy is overestimated by a factor η.
Since the JAM-fitting method is in effect a sophisticated way of
determining a dynamical mass, the mass will follow M ∝ σ 2r and
will be overestimated by a factor η. This means that (M/L)kin and
hence the IMF mismatch parameter, will be a factor η too small.
Thus, if a galaxy in reality is closer than determined, it will have
a higher (M/L)kin than determined and vice versa. Any errors and
biases in the distance determination will therefore show up as errors
and biases in the IMF determination.6
Fig. 8 (top panel) shows the dependence of the IMF mismatch pa-
rameter on distance. For the high-quality galaxies, there is a trend of
increasing IMF mismatch parameter with distance. One possibility
is that this reflects a genuine systematic variation in the IMF on Mpc
scales. If this were due to a dependence of the IMF on environment,
then one would expect a stronger correlation between the IMF mis-
match parameter of neighbouring galaxies. For example, Cappellari
et al. (2011b) have used the ATLAS3D data to show that the mor-
phology of the galaxies depends on their immediate environment
(the galaxy density defined by the closest three galaxies). How-
ever, we find no appreciable correlation between the IMF mismatch
parameter of nearest neighbours (Pearson R2 = 0.02, Spearman
R2 = 0.03).
Another possibility would be that the distance trend of the IMF
mismatch parameter is related to the mass-completeness issues from
the previous section. This could be the case if the survey would have
missed galaxies with low masses at larger distances. This is however
not the case. There is no trend with distance for either velocity
dispersion, kinematic mass or SED-fitting mass (respective Pearson
R2 of 0.0008, 0.0005 and 0.0005).
This leaves the possibility that the IMF trend with distance is
possibly caused by a bias in the distance determination. Fig. 8
(bottom panel) shows the different sources for the distances that
are used as input in the JAM-fitting method. A relative distance
error eventually translates into a relative error in the IMF mismatch
parameter. Table 2 gives the mean and standard deviation of the IMF
mismatch parameter for each set of distances. The ratio σ (α)/α is
smallest for the samples using the SBF distances from Mei et al.
(2007) and the distances from the redshift via the local flow field
model of Mould et al. (2000), suggesting that these methods give
the highest relative accuracy. The other three sets are considerably
worse.
There is no clear cut way to unambiguously prove which distance
method is causing the bias. Part of the overall correlation between
α and distance is caused by the offset of the SBF distance determi-
nations at small distances with the redshift distance determination
at larger distances and part of it is caused by correlations within
each data set. These correlations within each data set are biased
by the selection effect of which galaxy belongs to which data set.
Especially in the region around 25 Mpc, the choice between ‘Tonry’
and ‘Vhel’ can itself cause a correlation between the IMF mismatch
parameter and distance of the corresponding subsets of galaxies.
It is therefore better to look at a selection criterion based on dis-
tance (D < 25 Mpc versus D > 25 Mpc), which overlaps with the
regions where both distance methods are used. Table 3 shows that
6 For galaxies around the completeness limit of Sections 5 and 6, the selec-
tion on K-band intrinsic luminosity will contain some galaxies that should
fail the selection criterion, but are included due to an overestimate of the
distance. This distance error propagates quadratically into the intrinsic lu-
minosity. For these galaxies, the perceived IMF mismatch parameter will be
too small. Vice versa some galaxies with underestimated distances will be
missed.
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Figure 8. The IMF mismatch parameter α = (M/L)kin/(M/L)SED versus
distance. Top panel: for the high-quality galaxies, there is a clear trend with
distance (Pearson R2 = 0.08, Spearman R2 = 0.12). Three open diamonds
with a mismatch parameter larger than 2 are situated beyond the plotted
range in the upper right. Bottom panel: only the galaxies selected on quality
and Hβ absorption. The different symbols indicate the source of the dis-
tance measure that is used as input in the JAM-fitting procedure. Blue open
circles correspond to distances from Tonry et al. (2001), blue filled circles
correspond to distances from Mei et al. (2007), black triangles are from the
NED-D catalogue, black crosses indicate galaxies for which the distance is
set at the distance of the Virgo Cluster, red open diamonds correspond to
distances via the heliocentric redshift velocity. The solid line in both panels
is the same fit to the high-quality galaxies.
the trend of the IMF mismatch parameter with distance originates
from the galaxies closer than 25 Mpc that are not a member of the
Virgo Cluster. This might point towards a bias in the SBF distance
determination from Tonry et al. (2001).
Table 2. Average IMF mismatch parame-
ter α and the standard deviation σ (α) for
the galaxy samples corresponding to differ-
ent methods to measure their distances: ‘SBF
Mei’ refers to galaxies with a distance deter-
mination by Mei et al. (2007), ‘SBF Tonry’
refers to distances by Tonry et al. (2001),
‘NED-D’ are galaxies for which the distance
is taken as the average of NED-D catalogue
values, ‘Virgo’ are galaxies whose distance is
set equal to the distance of the Virgo Clus-
ter, ‘Vhel’ are galaxies for which the distance
is determined from their heliocentric redshift
velocity.
Distance method α σ (α) σ (α)/α
SBF Mei 0.69 0.14 0.20
SBF Tonry 0.79 0.26 0.33
NED-D 0.96 0.30 0.31
Virgo 0.89 0.32 0.36
Vhel 0.85 0.17 0.20
The question arises whether this possible bias with distance is in
any way related to a possible bias with velocity dispersion, since
these appear to be the only two variables that show a systematic
trend with the IMF mismatch parameter. Table 3 and Fig. 9 show
that this indeed seems to be the case. Exactly the same data set
is responsible for most of the correlation of the IMF mismatch
parameter α with velocity dispersion as was responsible for most
of the correlation between α and distance. For galaxies at distances
larger than 25 Mpc, there is no clear indication of a systematic IMF
variation, nor is there for Virgo galaxies. The systematic trend with
velocity dispersion is almost entirely due to the non-Virgo galaxies
closer than 25 Mpc. The same trends appear if we select on the three
corresponding main distance methods.
There is a striking difference in the IMF trends with velocity
dispersion between the two SBF distance sources that are used as
input, Tonry et al. (2001) and Mei et al. (2007). The SBF method
is believed to be the most accurate distance measure for close-by
ETGs. The method is based on the assumption that in the observed
region the stars sample a homogeneous distribution in space. Fluc-
tuations in brightness are then caused by shot noise. The relative
size of these fluctuations contains information about the average
number of stars per point spread function. For ETGs that are further
away, this number of stars will be larger and the relative fluctuations
in brightness will be smaller. Although the SBF method can be quite
precise, it is an indirect way of measuring distance and may there-
fore be prone to unknown biases. If all stars would be equally bright
then the method would be theoretically simple, but in reality differ-
ent galaxies consist of different populations of stars, be it because
of differences in age, metallicity or possibly the IMF of the galaxy.
For this reason, the SBF method is calibrated observationally as a
function of colour.
The Tonry distance scale is calibrated as a function of (V − I)
colour, by comparing with different distance estimates for groups.
The Mei distance scale is calibrated as a function of (g475 − z850)
colour. Since the Mei sample consists of galaxies that belong to
the Virgo Cluster, the SBF distance is calibrated as a function of
colour requiring that different colour galaxies are homogeneously
distributed in distance. Table 4 shows the R2 correlation coefficients
for the correlations between the spatial distribution of galaxies (in
distance, right ascension, declination) and g475 − z850 colour as
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Table 3. Trend of the IMF mismatch parameter with both distance D (columns 3–5) and effective velocity dispersion σ e (columns 6–8). Both
trends are quantified by the Pearson R2 coefficient, by the corresponding two-tailed p-value for the null hypothesis of no correlation and by
the slope of the best linear fit. The Spearman R2 and corresponding two-tailed p-value are also given. Note that at a fixed slope, R2 increases if
the scatter decreases, thus ‘SBF Mei’ and ‘Vhel’ naturally have a higher R2 coefficient. The first row corresponds to all high-quality galaxies,
selected by having a non-zero ‘quality’ label in Cappellari et al. (2013a) and an Hβ absorption with an equivalent width smaller than 2.3 Å.
The next three rows are subsets of these high-quality galaxies based on distance, where the galaxies with distances smaller than 25 Mpc have
been split into Virgo galaxies and non-Virgo galaxies. The last three rows correspond to subsets defined by different distance determination
methods: ‘Vhel’are galaxies for which the distance is determined from their heliocentric redshift velocity, ‘SBF Mei’ refers to galaxies with
a distance determination by Mei et al. (2007), ‘SBF Tonry’ refers to distances by Tonry et al. (2001). The other two distance methods from
Table 2 are not included, because both contain only 12 galaxies, too few to give meaningful statistics. Both the trend with D and the trend
with σ e are mostly due to the non-Virgo, D < 25 Mpc set or, equivalently, the sample of galaxies with a distance determination from Tonry
et al. (2001). The trends with σ e are also plotted in Fig. 9.
(α versus D) (α versus σ e)
galaxy selection Number of galaxies Pearson R2 p-value Slope Pearson R2 p-value Slope
Spearman R2 p-value Spearman R2 p-value
Hβ + quality selection 171 0.08 0.0002 0.0075 0.11 0.000 008 0.0016
0.12 0.000 003 0.12 0.000 005
D > 25 Mpc 70 0.006 0.54 0.0031 0.05 0.05 0.0009
0.008 0.46 0.08 0.02
Virgo 47 0.0005 0.88 − 0.0062 0.05 0.13 0.0009
0.001 0.82 0.06 0.10
D < 25 Mpc, non-Virgo 52 0.11 0.01 0.0185 0.29 0.00 003 0.0033
0.12 0.01 0.30 0.00 003
Vhel 59 0.07 0.04 0.0080 0.12 0.006 0.0014
0.06 0.06 0.14 0.004
SBF Mei 34 0.04 0.28 − 0.0145 0.17 0.01 0.0010
0.01 0.57 0.16 0.02
SBF Tonry 54 0.08 0.04 0.0112 0.21 0.0004 0.0027
0.11 0.02 0.27 0.00 007
well as between spatial distribution and the ATLAS3D velocity dis-
persion. The colour–distance correlation was made to disappear by
calibrating the colour-dependent SBF distance, such that the dis-
tribution in this direction is as uniform as it is in the transverse
directions. Colour and velocity dispersion are highly correlated.
Table 4 shows that removing the colour–distance dependence for
the Virgo galaxies has also automatically removed the σ e-distance
dependence.
This SBF distance calibration with colour is different for the
Tonry data set. Fig. 10 shows the difference in distance modulus for
the 26 galaxies that are part of both the Tonry et al. (2001) SBF cata-
logue and the Mei et al. (2007) SBF catalogue. Although one should
be cautious in overinterpreting this data due to small number statis-
tics, there are clear trends in the distance difference between the
two data sets with both colour and effective velocity dispersion (as
determined by ATLAS3D). For high velocity dispersion, the Tonry
distance is systematically smaller than the Mei distance and vice
versa. This means that for high σ e the JAM method will systemati-
cally give a higher IMF mismatch parameter for the Tonry distance
than for the Mei distance. This effect is about half of what is needed
to fully explain the difference in (σ e,α) slope in the middle-right
and bottom-right panels of Fig. 9, assuming the same correlation
holds for the non-Virgo galaxies that do not have a Mei distance
determination.
If we adjust the IMF mismatch parameter with simple scaling
relations from Mei to Tonry for the set of galaxies that have a dis-
tance determination by both, the best-fitting slope of this subset for
the (σ e,α) relation increases from 0.00090 to 0.00140, while the
value of R2 increases from 0.221 to 0.338. If we do the opposite for
the high-quality Tonry galaxies, Fig. 9 (bottom-right panel), using
αnew = αold × (1.156 − 7.591 × 10−4 × σ e), the best-fitting slope
decreases from 0.0027 to 0.0022, while the value of R2 decreases
from 0.215 to 0.148. The calibration effect is significant, but not suf-
ficient to completely explain the difference in (σ e, α) trend between
the two sets. Qualitatively the conclusion that there is an IMF trend
seems to hold. However, one should keep in mind that this con-
clusion also depends on the Hβ selection effects discussed earlier.
For example, the strongest trend of Fig. 9 (bottom-right panel) can
be made to completely disappear by both recalibrating the Tonry
SBF distance and including the ‘lower quality JAM fit’ galaxies, see
Fig. 11. Moreover, in Section 6 we showed that the effect of mass
completeness of the galaxy sample on the inferred (σ e,α) relation
can be large.
8 C O N C L U S I O N S
We have asserted the evidence for a non-universal IMF by the
ATLAS3D Survey and the systematic trend of these IMF variations
with the effective velocity dispersion of the ETGs.
(i) We analysed the correlation between the kinematic mass-to-
light ratio and the IMF mismatch parameter from Cappellari et al.
(2012). We show that a similar correlation could arise from Gaussian
measurement errors on the kinematic mass-to-light ratio of the order
30 per cent, i.e. larger than anticipated (Figs 2 and 3). However,
the observed correlation is somewhat larger than expected from
this Gaussian error simulation. The inferred IMF variation hence
depends crucially on the precise understanding of the modelling
and measurement errors. For this reason, secondary evidence in the
form of a large trend of the inferred IMF with another astrophysical
variable would be very helpful. The largest trend (at Pearson R2 =
0.11) is found for velocity dispersion within an effective radius.
(ii) Part of the trend of the IMF with velocity dispersion depends
on a galaxy selection on Hβ absorption, meant to exclude galaxies
MNRAS 449, 4091–4104 (2015)
4102 B. Clauwens, J. Schaye and M. Franx
Figure 9. The trend of the IMF mismatch parameter α =
(M/L)kin/(M/L)SED with effective velocity dispersion for different subsam-
ples of galaxies. The left- and right-hand column show samples selected
based on distance and distance measurement method, respectively. The
distance selection criterion of 25 Mpc corresponds approximately to the
transition from SBF distances to Vhel distances, avoiding the bias that is
introduced by the availability of SBF distance measurements at this dis-
tance. The two panels in each row correspond to roughly the same galaxy
selections. Top row: most galaxies at D > 25 Mpc have a redshift distance
determination; middle row: most Virgo galaxies have an SBF distance from
Mei et al. (2007); bottom row: most non-Virgo galaxies closer than 25 Mpc
have an SBF distance from Tonry et al. (2001). Most of the IMF trend with
velocity dispersion comes from the set of non-Virgo galaxies at D < 25 Mpc
or, equivalently, from the set of galaxies with Tonry SBF distances. This is
the same set that shows a distance dependence of the IMF mismatch param-
eter. Solid lines represent the best-fitting linear relation for all panels with
a Pearson R2 correlation of at least 0.12. The remaining two panels have a
Pearson R2 of 0.05. See Table 3 for all corresponding statistics.
with a strong radial gradient in stellar populations (Figs 2 and 4).
Although this selection might be unavoidable due to the larger errors
in the determinations of MSED and Mkin, one should keep in mind the
bias that it produces, especially since these are mostly low velocity
galaxies with a high IMF mismatch parameter, opposing the trend
of the other galaxies.
(iii) The IMF trend with velocity dispersion is not accompanied
by an IMF trend with mass inferred from SED fitting (Fig. 4). Thus,
contrary to what one might expect (McGee et al. 2014), taken at
face value, the ATLAS3D results imply no significant changes in the
shape of the observed GSMF (Fig. 5).
Table 4. Pearson R2 correlation coefficients between
3D spatial variables of the Virgo galaxies and colour
as given by Mei et al. (2007) or velocity dispersion as
given by Cappellari et al. (2013a). Galaxy colours do
not correlate significantly with right ascension or decli-
nation. The colour–SBF magnitude relation is calibrated
by requiring that the same holds in the radial direction.
Because colour and σ e are highly correlated, this re-
moves the σ e trend with distance as well.
Distance RA Dec.
g(475)-z(850) colour 0.008 0.00 007 0.03
σ e (ATLAS3D) 0.01 0.0009 0.003
(iv) The ATLAS3D Survey is selected to an absolute K-band mag-
nitude MK of −21.5. We estimate that this results in incompleteness
for masses below 2 × 1010 M (Fig. 6) (higher than the low-end
mass of ∼6 × 109 M; Cappellari et al. 2011a). Below this com-
pleteness limit, the MP as defined by Cappellari et al. (2013a,b) is
expected to be affected by completeness effects. The inferred trend
between IMF and velocity dispersion is dependent on the precise
selection cut-off at the low-mass end used in the fit. Specifically,
restricting the galaxy sample to the domain Mkin > 2 × 1010 M
removes the IMF trend with velocity dispersion, whereas the trend is
relatively unaffected for a similar sample selection on MSED (Fig. 7).
(v) Apart from a trend of the IMF mismatch parameter
α = (M/L)kin/(M/L)SED with velocity dispersion, we also find a
trend with distance (Fig. 8). If the correlation between IMF and
distance were genuine, then it would presumably be due to environ-
ment. However, we find no correlation between the IMF of nearest
neighbours.
(vi) Selecting galaxies based on the method that was used to
measure their distance (distance is used as input in the kinematical-
fitting procedure) shows that both the IMF trend with distance and
the IMF trend with velocity dispersion are concentrated in the subset
of galaxies that have a distance determination from Tonry et al.
(2001); see Fig. 9. Equivalently, both trends are concentrated in
the subset of galaxies that are closer than 25 Mpc and that do not
belong to the Virgo Cluster.7 Most galaxies in the Virgo Cluster
have a distance determination from Mei et al. (2007). The subset
of galaxies more distant than 25 Mpc shows no IMF trend with
velocity dispersion.8
(vii) Part of the difference in the IMF trend with velocity disper-
sion between the ETGs with a distance determination from Tonry
et al. (2001) and those with a distance determination from Mei et al.
(2007) can be traced back to calibration differences of the SBF dis-
tance scale with colour (Fig. 10). The empirical colour calibration
from Mei et al. (2007) automatically removes any correlation be-
tween distance and velocity dispersion for Virgo galaxies (Table 4).
It also reduces the kinematically deduced IMF trend with velocity
dispersion with respect to Tonry et al. (2001). Since this conclusion
is reached by comparing the 26 galaxies that have a distance mea-
surement by both Tonry et al. (2001) and Mei et al. (2007), it might
be affected by small number statistics.
7 The probability of an IMF–velocity dispersion correlation at least as large
as that observed for the (non-Virgo, closer than 25 Mpc) galaxy subsample,
from a random subsample of galaxies is 1.5 per cent.
8 The probability of an IMF–velocity dispersion correlation at least as small
as that observed for the subsample of galaxies further than 25 Mpc, from a
random subsample of galaxies is 12 per cent.
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Figure 10. For the galaxies that have an SBF distance determination from both Tonry et al. (2001) and Mei et al. (2007), the difference in distance modulus is
plotted as a function of V − I colour from Tonry (left-hand panel) and the effective velocity dispersion from ATLAS3D (right-hand panel). A trend in distance
calibration is visible in both panels, with respective R2 correlations of 0.14 and 0.20. The dashed line in the right-hand panel represents the systematic bias that
would be needed to completely explain the difference in (σ e, α) trend between Tonry and Mei. The observed bias is roughly half of what is needed.
Figure 11. Trend of the IMF mismatch parameter α = (M/L)kin/(M/L)SED
with effective velocity dispersion for all galaxies that have a Tonry et al.
(2001) SBF distance in ATLAS3D. Data points have been recalibrated to
account for the σ e dependent difference with Mei et al. (2007) SBF distances.
The fit to all data points has an R2 of 0.00002 and slope of 0.00003.
The dependence of the IMF–σ relation on the mass cut-off suggests
that it would be valuable to extend the data set to a lower mass
completeness limit (currently at 2 × 1010 M). This can rule out the
possibility that selection effects contribute to the IMF dependence
on velocity dispersion.
This study does not rule out the existence of IMF variations or the
correlation of these with velocity dispersion, but it does point out
several independent effects that can mimic IMF variations within the
framework of the ATLAS3D analysis. We need a better understand-
ing and control over random and systematic errors in ATLAS3D-like
analyses, and ultimately we need precision agreement between the
different experimental probes of the galactic scale IMF.
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