Abstract-In this paper, we consider a generic model of space-time bit-interleaved coded modulation (ST-BICM) on a multiple-input multiple-output (MIMO) Rayleigh fading multipath channel. A practical low-complexity receiver structure performing iteratively MIMO data detection, channel decoding and channel estimation, is presented. The MIMO data detection, employing a reduced-state list-type soft output Viterbi algorithm enables to cope with severe channel intersymbol interference (ISI) without MIMO prefiltering. Among other results, simulations show that our approach can dramatically improve the downlink performance of time-division multiple access (TDMA) systems with high order modulation, keeping a reasonable complexity at the receiver side.
I. INTRODUCTION AND MOTIVATIONS

A. Research Context
Based on Ungerboeck's paradigm of signal-set expansion and joint design of coding and signal-mapping functions, trelliscoded modulation (TCM) has evolved over the past two decades as the most efficient combined coding and modulation technique for digital transmissions over band-limited channels. Through an exhaustive maximization of the minimum Euclidean distance between coded signal sequences, Ungerboeck succeeded in exhibiting powerful TCM for the additive white Gaussian noise (AWGN) channel [1] . Later, because of a growing interest in mobile-radio applications, TCM was naturally transposed on flat Rayleigh fading channels, and a symbol-based interleaving of depth greater than the channel coherence time was introduced to exploit the intrinsic time-diversity of the fading process [2] , [3] . The code diversity order was proved to be the smallest number of different channel symbols between any two possible coded signal sequences. Ten years after Ungerboeck's TCM breakthrough, Zehavi demonstrated that the code diversity order over a flat Rayleigh fading channel could be improved up to the Hamming distance by replacing the conventional symbol interleaving at the TCM output with an interleaver operating on bit level at the channel encoder output, and by using an appropriate bitwise soft-decision metric as an input to the maximum a posteriori (MAP) decoder [4] . Recognizing Zehavi's idea, referred to as bit-interleaved coded modulation (BICM) comes down to admitting that breaking the Ungerboeck's fundamental concept of modulation and coding coupling can lead to much better results for transmissions over time-varying wireless channels. Potential gain of BICM over TCM, as well as information-theoretical background, have been recently expounded in [5] . In particular, Gray signal-mapping function was proved to give the best performance under conventional Viterbi decoding assumption. More recently, it has been observed that, by treating coding and modulation as two serially concatenated entities, BICM not only provides a greater system design flexibility, but naturally lends itself to iterative decoding [6] , [7] . The corresponding soft-in soft-out demodulation and decoding modules can be distinguished and activated sequentially at the receiver side. An iterative exchange of bitwise soft information between them alleviates part of the sub-optimality which would normally result from their separation. Interestingly, iterative decoding in conjunction with new optimized signal-mapping functions was shown to increase the naturally poor minimum Euclidean distance of BICM and make its asymptotic performance comparable to TCM on the AWGN channel [7] , [8] .
In parallel, promising performance of radio interfaces based on multiple-input multiple-output (MIMO) wireless channel has motivated a huge amount of both theoretical and practical implementation studies. From an information-theoretic point of view, introducing space dimension in systems through the use of antenna arrays appears as a way of dramatically boosting their capacity. Recent works [9] , [10] , (and the references therein) have explored the ultimate performance limits of systems with MIMOs in a fading environment under various delay constraints and channel state information (CSI) assumptions. In all cases, these suggest the potential for considerable improvement of spectral efficiencies, to a level that can not be achieved by any other technique with present-day technology [11] . The design of codes that are specifically dedicated to multiple-antenna systems is also attracting a considerable attention. Since, for single-antenna systems, the high diversity order it provides makes BICM very robust on wireless channel, at least more than TCM, an attractive idea is to investigate how it behaves in an equivalent, but MIMO context [12] , and, as an extension, to compare its performance with the performance of the best found space-time trellis codes.
Partial answers have already been given on that challenging issue. In [13] , [14] , a binary time encoder is concatenated through a bit-interleaver with several memoryless modulators connected with distinct transmit antennas. The produced coded modulated streams are sent onto quasistatic Rayleigh flat fading channels. No CSI at the transmitter and perfect CSI at the receiver are assumed. It is clearly demonstrated that a BICM employing powerful turbo-codes and various constellations alphabets can significantly outperform the best found space-time trellis codes [15] even for short to moderate (equivalent) block lengths. For a similar communication model, [16] describes an improved iterative strategy for decoding BICM. In addition, the problem of imperfect CSI at the receiver is addressed using the expectation-maximization (EM) algorithm embedded in the iterative structure. The successful results that have been obtained in those aforementioned contributions strongly encourage us to pursue that direction.
Still, the most recent ST coding architectures (see, for example, [15] , [17] ) have been essentially designed for a flat fading process, i.e., considering a delay spread small compared to the symbol period. When the delay spread becomes larger on the channel link connecting any two elements of the considered antenna network, intersymbol interference (ISI) appears. From a theoretical point of view, unavoidable ISI modifies the expected diversity order of the communication model and should constitute a new mathematical constraint to introduce in the design of space-time codes, as first pointed out in [18] . From a practical point of view, a severe degradation in terms of performance is observed if no ISI cancellation is performed.
B. Paper Outline
In this paper, we investigate BICM performance over MIMO block fading multipath AWGN channel with no CSI at the transmitter and imperfect CSI at the receiver (see [11] , [19] for a comprehensive review of information-theoretic issues on fading channels). Fading blocks are thought as separated both in time and frequency (e.g., slow ideal time-frequency hopping [20] , [21] ). This communication model (Section II) complements previous works on BICM over MIMO frequency-selective wireless channels [22] , [23] . At the receiver side, the problem we are faced with consists in canceling both interference generated by the use of multiple transmit antennas and unavoidable ISI on each particular channel link. As a fundamental application of the turbo-principle, this task will be activated iteratively together with channel decoding, as described in Section III. Of course, optimal joint MIMO data detection [22] is far preferable to any sub-optimal subtractive interference suppression technique performing ISI cancellation within layers [23] . Unfortunately, the complexity of MAP MIMO data detection based on the BCJR algorithm [22] , [24] (Section IV) increases exponentially with the number of transmit antennas and the channel memory. As a main contribution of this paper, a near-optimal reduced complexity trellis-search algorithm is derived in Section V. Another significant contribution of this paper concerns the problem of solving imperfect CSI. In Section VI, we present here a very simple least-square decision-feedback (LS-DF) algorithm, which, being naturally embedded in the recursive receiver structure, uses channel decoder outputs to refine channel coefficient estimates at each new iteration. Numerical results are discussed in Section VII, while Section VIII concludes the paper by summarizing our findings.
Notation:
• Let be a matrix. , , and (or equivalently ) denote the th column, the th row and the th element of . If is the th matrix in a sequence, (or equivalently ) denotes its th element by a slight abuse of notation.
• The superscripts and indicate transpose and transpose conjugate operators, respectively. • and denote expectation, diagonal and trace operators on square matrices, respectively.
• Probability density functions (pdf) are denoted and probability mass functions (pmf) are denoted .
• denotes the real field, the complex field, and the Galois ground field of characteristic .
II. COMMUNICATION MODEL
A. Channel Model
We consider a MIMO -block fading multipath (FM) AWGN channel with transmit and receive antennas. For block and symbol index , the discrete-time base-band equivalent vector channel output can be written as (1) where is the vector constellation symbol transmitted at time , is the matrix tap number of the channel impulse response (comprising transmit and receive filter convolutions) and is the vector of additive complex noise. The set is also referred to as "matrix channel output"
. The vectors of additive complex noise samples are assumed complex circularly symmetric Gaussian independent identically distributed (i.i.d), and thus follow the pdf . Channel , constant along the corresponding block duration, has a finite-impulse response (FIR) of length , whose symbol-spaced taps are complex random matrices with zero-mean and mean power satisfying the normalization constraints: (2) in the case of an equal power system or (3) in the case of an unbalanced transmit power system. As pointed out in [25] , equal channel memory for all possible links is a reasonable assumption since the number of individual multipath components is predominantly dictated by large structures and reflecting objects. Although statistical independence between radio channels is impossible, numerical evidence shows that it is well approximated from the moment that transmit antennas (at the base station) are separated by at least 10 wavelengths and receive antennas (at the mobile) by half the wavelength. A more sophisticated model for better characterizing the spatial and temporal mobile radio propagation between multiple antenna arrays with a limited number of scatterers is presented in [26] .
B. Space-Time Bit-Interleaved Coded Modulation(ST-BICM)
Consider a linear code of length and rate over accepting a data vector and producing a codeword . We assume that rate includes possible tail bits if convolutional codes are employed. Any code word enters a random interleaver operating on bit level, whose output is a matrix , segmented into matrices , . Columns of matrices are vectors , , referred to as "vector symbol digit", containing sub-vectors , (one per channel input), with binary components where denotes row index . Within each matrix , all sub-vectors are mapped by a -dimensional memoryless modulator over a signal set of cardinality through the binary labeling map . Without loss of generality, we will consider complex constellations whose average energy is normalized to unity and complex modulation symbols (i.e., ) in the rest of the paper. After mapping, this coding-modulation process can be equivalently regarded as a coding scheme where every code word contains complex symbols divided into matrices , , whose columns , are referred to as "vector constellation symbol". The vector symbol digit can be recovered from by simple reverse mapping . A block builder module further inserts in each matrix additional vectors constellation symbol (training sequences of length ) for channel estimation and synchronization purposes. Those column vectors are preferably placed in the middle of to guarantee a channel estimation more robust to time variation.
Falling into the general class of space-time codes, we call this coding architecture ST-BICM [22] . Under ideal Nyquist band-limited filtering assumption, the spectral efficiency (in bits per channel use) is A block diagram related to this communication model is shown in Fig. 1 .
III. ITERATIVE MIMO DATA DETECTION AND CHANNEL DECODING
One of the main idea of the proposed receiver consists in performing MIMO data detection and channel decoding in a disjoint but iterative fashion, greatly inspired from [6] , [27] , [28] . Indeed, this iterative treatment enables the MIMO data detector to exploit both time and space diversities of the radio channels via the prior knowledge on data symbol digits that the channel decoder feeds back. At each iteration, the MIMO data detector is activated first and processes each block separately. The treatment being identical for all blocks, we omit index whenever it is possible for the sake of notation simplicity. Given the matrix channel symbol , the matrix of logarithmic a priori probability ratios on symbol digits and an estimate of the MIMO FM AWGN channel , the MIMO data detector computes the matrix of logarithmic extrinsic probability ratios formally defined as (4) with the matrix of logarithmic APP ratios whose exact or approximated expression are detailed in the two next sections. Let us denote and the vectors of logarithmic a priori probability ratios and extrinsic probability ratios associated with vector symbol digit . The matrices enter the space-time de-interleaver , which converts them into a single vector of logarithmic intrinsic probability ratios on coded bits, used as a "meta-channel" for the channel decoder. Based on this observation, the latter produces a vector of logarithmic extrinsic probability ratios on coded bits. After space-time re-interleaving , this vector is split into matrices of new logarithmic a priori probability ratios on symbol digits. This complete one iteration of the turbo MIMO detector. An additional procedure for channel re-estimation will be described hereafter. Fig. 2 gives a recapitulating block diagram of the proposed receiver.
IV. MAP MIMO DATA DETECTION
The underlying Markov structure of the MIMO FM channel enables to express APP's on symbol digits as functions of transition probabilities using the well known BCJR approach [24]. The BCJR algorithm (or MAP or Sum-Product) is applied on a global multiple-input ISI trellis constructed as the Cartesian product of compound ISI trellises. Let denote that trellis. Also, let and denote the state and transition spaces at epoch of respective cardinalities and with , and ( , ) possible realizations. Logarithmic APP ratios on symbol digits of matrix are formally defined as (5) where with the vector symbol digit associated with transition . Following [24] , the pmf for can be split into a product of three pdfs (6) where (7) (8)
The likelihood function for MAP MIMO data detection is (10) where is the vector constellation symbol associated with transition and where are the vectors constellation symbol composing state . The prior probability on transition can be expressed as (11) The computation and storage requirements of the BCJR algorithm are roughly in which makes this approach usually too complex to implement.
V. REDUCED-STATE TRELLIS-BASED MIMO DATA DETECTION
One possible way to alleviate the complexity burden consists in restricting all compound ISI trellises to sub-trellises, by truncating the overall channel memory to an arbitrary value and by recovering the resulting sub-optimality via per survivor processing (PSP) [29] - [36] . Since the reduction factors on state complexities of compound ISI trellises multiply, the state complexity of the multiple-input ISI trellis can be considerably lowered by such a truncating process. In order to limit the well known resulting error propagation effect, the PSP technique normally requires the channels from all transmit antennas to all receive antennas be minimum-phased [31] . Unfortunately, in general, it is impossible to design a MIMO prefilter able to meet the minimum-phase property exactly [25] . Alternatively, the generalized Viterbi algorithm (GVA) [37] compensates the error-propagation induced performance degradation by retaining more than one (say ) survivor paths per state. Earlier works have explored the performance provided by the GVA in the context of single-input single-output detection [37] , and joint detection and decoding [38] and demonstrated its robustness to error propagation. We witnessed that in most cases, the GVA provides near-optimal performance without resort to a cumbersome MIMO prefiltering.
Let denote the regular reduced-state multiple-input ISI trellis (restricted to one single section) with reduced state and transition spaces and at epoch of respective cardinalities and . In the following derivation, , Greek letters (employed to mimic above BCJR formalism) now refer to as approximated pdfs converted into the logarithmic domain. The reduced-state list-type SOVA algorithm we derive in this section is mainly inspired by [39] , [40] 
where the competitor rank is defined as
The updating function in (20) is obtained as [40] :
(23) and may be approximated by ( 
24)
End Loop 3 c) Sifting step and permanent storage
• Store the ranked list for next step.
End Loop 2 d) Soft deciding step
• If , deliver soft reliability values on vector symbol digit defined as (25) by reading the matrix attached to the reduced state defined as (26) Useful logarithmic extrinsic probability ratios on vector symbol digit are computed by subtracting logarithmic a priori probability ratios to soft values (27) End Loop 1 Concluding Remarks: 1) The computational complexity of the reduced-state list-type SOVA algorithm depends on the maximum number of retained paths per section, i.e., . 2) Simulations suggest that the decision delay should be chosen equal to five times the MIMO channel memory for optimal results. parameter represents the actual depth on which soft reliability values are updated. 3) We cannot avoid to recall the great amount of work that has been done around the subject of processing soft out-puts from a list produced by a (generalized) Viterbi algorithm (see [41] and the references therein for details on earlier works). The serial and parallel algorithms in [42] and their low-complexity soft-output extensions in [41] could all be collected under the generic designation of "post-process augmented" list decoding [43] . The novelty of the proposed algorithm lies in at least two aspects. First, none of the previous quoted works have been derived in the context of MIMO data detection. Second, the soft output processing here is directly embedded in the forward recursion loop.
VI. ITERATIVE CHANNEL ESTIMATION
Until now, the turbo MIMO detector has been presented assuming that the channel coefficients were known. Here, a simple algorithm for practical channel (re)estimation is introduced. It is applied both for the initial (mismatched) channel estimation using training sequences and for subsequent channel re-estimations which take benefit from the logarithmic APP on coded bits delivered by the channel decoder. Again, since the following treatments are identical for all blocks , we omit index for the sake of notation simplicity.
A. Initial Least-Square (LS) Channel Estimation
Classically, the first channel estimation relies on the training sequences embedded in the transmitted data block. Let denote the matrix of training sequences inserted in the middle of . Under our formalism, vectors training sequence are read as the rows of . Each vector training sequence is made of preamble symbols and midamble symbols with and . Note that the preamble is chosen to be the repetition of the last symbols of the midamble. The channel output matrix restricted to known training sequence symbols can be expressed as (28) where is the matrix of unknown channel impulse responses whose columns are , is the matrix of additive noise, and is a block-Toeplitz matrix, whose complex coefficients are made of training symbols. Matrix , has entries (29) The least-square (LS) channel estimate is then given by (30) Optimal training sequences minimizing mean square error (MSE) satisfy (31) The degradation in terms of the MSE (i.e., ) compared to ideal sequences (for which ) is shown to be [44] (32)
Restricting ourselves to binary phase shift keying (BPSK) modulation and , we found by exhaustive computer search that the following three sequences of length symbols ( and ):
were only 0.427 dB away from ideal sequences in order to estimate 18 (3 6) channel coefficients.
B. Iterative Least-Square Decision-Feedback (LS-DF) Channel Estimation
This simple approach is directly inspired by the well-known bootstrap technique and falls into the large category of decision-feedback (DF) algorithms. Instead of considering the estimated symbols after the MIMO data detector, as usually done, decisions are taken at the output of the channel decoder. The iterated channel estimation thus benefits from additional time and spatial diversities brought by channel coding and interleaving. After any iteration of the turbo MIMO detector, the proposed algorithm performs the following tasks a) Hard decisions on coded bits Hard decisions on bits of the codeword are derived from the logarithmic APP ratios available at the output of the decoder. After space-time re-interleaving , the estimated codeword is split into matrices of symbol digit estimates , from which modulated blocks can be reconstituted (including training sequences). b) Matrix system for current iteration For each block (index omitted), the matrix system is formed as (33) where is a block-Toeplitz matrix whose complex coefficients are made of estimated complex data symbols at current iteration. More precisely, assuming that guard symbols are inserted at the end of each data block, matrix , has entries: (34) c) Matrix system resolution A solution minimizing the error probability (or equivalently the Euclidean distance) corresponds to the LS estimate already described in Section VI-A (35) Fig. 3 . Sub-optimal MIMO data detection-influence of parameter at fixed m = 1.
In practice, matrix system (35) can be solved by Choleski decomposition. An adaptive algorithm is alternatively presented in [45] (in the context of Single-Input Single-Output channels). It is worth mentioning that (35) can be well approximated by if is large enough.
VII. MONTE-CARLO SIMULATION RESULTS
Our generic communication model has been derived for any number of transmit and receive antennas. Most of our Monte Carlo simulations have been realized for and . Although increasing parameter would dramatically improve the performance, it is deliberately constrained to 1. This conveys the pessimistic assumption that the mobile handset cannot carry more than one receive antenna. From an information theoretic point of view, however, we would better equate and [9] , [10] .
A. Comparison of Optimal and Sub-Optimal MIMO Data Detection
As a first step, we evaluate the performance of the proposed reduced complexity MIMO data detector and compare it with the performance of MAP MIMO data detection in the case of perfect CSI at the receiver. We consider a pure space-time modulation scheme (i.e., no channel coding) with BPSK modulators connected to distinct transmit antennas. Emitted words contain complex symbols with , and . Under ideal Nyquist band-limited filtering assumption, the spectral efficiency (in bits per channel use) is . Transmission occurs on a 1-block fading multipath channel with inputs, output, memory and AWGN noise. The channel taps are four identical 1 3 matrices with zero-mean and identical mean power (equal to 1/4) complex Gaussian random entries. We refer this model to as MIMO 1-block EQ-4 FM AWGN channel. Fig. 3 illustrates the influence of parameter on the Bit Error Rate (BER) performance for a given trellis state complexity (Note that ohm stands for in the figure legends). Monte-Carlo simulations are carried out with (8-state multiple-input ISI trellis), and . We observe that the BER performance of the reduced-state MIMO data detector is dramatically improved as increases, up to the point of asymptotically approaching optimal MAP MIMO data detection at 0.5 dB for . Since the optimal MAP MIMO data detector operates on a 512-state multiple-input ISI trellis, we conclude that near-optimal performance can be achieved with a computational complexity 8 times smaller. With the same choice of parameters, i.e., , and , similar conclusions could be drawn for , highlighting potentially greater complexity reduction factors. As a complement, the influence of the trellis state complexity on the BER performance at fixed is examined on Fig. 4 . Monte Carlo simulations are carried out with , , and (1,8,64-state multiple-input ISI trellises). The dramatic improvements of the BER performance are paid by an exponential increase of the trellis state complexity. Finally, the BER performance of the reduced complexity MIMO data detector is plotted in Fig. 5 for various combinations , (1, 8) , (2, 1) leading to the same complexity (64 retained paths per section). Combinations (0,64) and (1, 8) provide almost the same BER performance, whereas combination (2,1) is asymptotically more than 2 dB worse. We conclude that not all the combinations ( , ) have the same BER performance at fixed computational complexity. Surprisingly, the additional degree of freedom introduced by keeping more than one survivor path per state seems to play an essential role for better approaching the optimal performance.
B. Iterative Decoding and Channel Estimation of ST-BICM
As a second step, the BER performance of the turbo MIMO detector is investigated. We consider a space-time BICM with the following system parameters. The channel code is a 16-state recursive systematic convolutional code of rate and generator polynomials ( , ) (in octal form) generating a code word of length bits (including tail). The space-time interleaver scatters binary code words into . Transmission occurs on a 4-block fading multipath channel with inputs, output, memory and AWGN noise. The channel taps are 3 identical 1 3 matrices with zero-mean and same mean power (equal to 1/3) complex Gaussian random entries. We refer this model to as MIMO 4-block EQ-3 FM AWGN channel . Fig. 6 shows the iteration per iteration BER performance (denoted #1,#2,#3 ) of this communication model when MAP MIMO data detection is employed, assuming perfect or imperfect CSI at the receiver side and no channel reestimation. The degradation due to imperfect channel estimation amounts to 2.7 dB at third iteration. No significant gain can be expected from additional iterations. In the same simulation context, Fig. 7 illustrates the 1.0 dB benefit brought by iterative LS-DF channel reestimation. This mediocre result motivates further investigations on more sophisticated iterative semi-blind channel estimation methods (e.g. Expectation-Maximization algorithm [46] ). Finally, BER performance of the turbo MIMO data detector with LS-DF channel reestimation is analyzed in Fig. 8 when sub-optimal data detection is employed. The reduced-state trellis-based MIMO data detector operates with parameters , and . For comparison purpose, the third iteration BER performance of the turbo MIMO detector using the optimal MAP MIMO data detection algorithm described in Section IV and LS-DF channel reestimation is also plotted.
C. A New Concept of Transmit Diversity Modulation With Application to GERAN
The GSM EDGE Radio Access Network (GERAN) is ongoing standardization effort, and aims at evolving the GSM and IS-136 system toward 3G in their respective allocated frequency bands. The EGPRS will supply the GERAN radio bearers for Non Real Time services. It defines 9 Modulation and Coding Schemes (MCS) [47] . The MCS from 5 to 9 are based on a new modulation, namely the 8-phase-shift keying (8-PSK). This new modulation precludes an optimal receiver, and thus some low complexity receivers, employing sub-optimal data detectors, and their "turbo" extension have been recently investigated [45] , [48] . Here, we propose a new concept of transmit diversity modulation scheme based on the idea of replacing the 8-PSK modulation of the EGPRS standard by three BPSK modulations in parallel keeping all other system parameters unchanged. In order to point out the advantages of such an approach, we describe below the two different schemes A and B to compare. Scheme A is exhaustively described in [48] , the coding and modulation as well as the transmit filter follow closely the MCS5 detailed in the EGPRS standard [47] . The receive filter is a root raised cosine (RRC) with roll-off 0.5 and bandwidth 180 kHz (specified during the standardization process). Transmission occurs on a 4-block fading TU-3 (for Typical Urban at 3 km/h) multipath AWGN channel. The TU-3 multipath intensity profile can be found in [49] . The channel estimation and sample synchronization (prior symbol synchronization is assumed) is based on a LS estimator (using the 26-symbol training sequence placed in each block) which feeds to the turbo-detector six channel coefficients. The receiver (excluding first channel estimation and synchronization) performs iterative detection and decoding together with LS-DF channel reestimation [45] , [48] . Sub-optimal data detection involves a delayed-decision feedback sequence estimator (DDFSE) processing on a 64-state ISI trellis and preceded by a minimum-phase filtering (computational complexity of 64 retained paths per section) [45] , [46] , [50] .
The outer coding of scheme B is again inherited from MCS5 of the EGPRS standard, but the encoded sequence, instead of being 8-PSK modulated, divided into blocks of dimension 3
116. The block builder further inserts in the middle of each block the 3 training sequences exhibited in Section VI-A. Each GSM block is then modulated in BPSK, oversampled (an oversampling factor of 8 was chosen) and filtered by a RRC filter with roll-off 0.22. Transmission occurs on a MIMO 4-block TU-3 FM AWGN channel with inputs and output. The receive filter is matched to the transmit filter. The channel estimation and sample synchronization (prior symbol synchronization is assumed) is based on a LS estimator which feeds to the MIMO data detector 18 channel coefficients (each channel link has memory ). The receiver (excluding first channel estimation and synchronization) is a reduced-complexity turbo MIMO detector with LS-DF channel re-estimation. The reduced-state trellis-based MIMO data detector operates with parameters and (computational complexity of 16 retained paths per section). The final choice for scheme B was determined by exhaustive computer simulations. It is sufficient for achieving near-optimal performance in that particular context.
Figs. 9 and 10 illustrate the comparison between scheme A to scheme B in terms of BLER performance versus co-channel interference (C/Ico). They show that scheme B outperforms scheme A of nearly 5 dB at fourth iteration and BLER with a computational complexity 4 times smaller. Those impressive results can be explained by the fact that scheme B uses a much more robust modulation and has a diversity order three times higher than scheme A. It is also worth noting that the sophisticated re-transmission scheme retained for EGPRS (i.e., incremental redundancy) can favorably benefit from such iterative receivers as described in [45] , [48] .
VIII. CONCLUSION
In this paper, a generic model of ST-BICM transmitted over MIMO block fading multipath AWGN channel is investigated. A practical low complexity receiver structure performing iteratively MIMO data detection, channel decoding and channel estimation has been presented. The receiver employs an efficient reduced-state trellis-search algorithm to perform MIMO data detection. This approach enables to cope with severe ISI without MIMO pre-filtering. As a promising application, we pointed out the equivalence in terms of data rate and receiver complexity between one -order modulation and 2-order modulations transmitted in parallel. Assuming one single receive antenna and perfect independence between channel links, a performance improvement of 5 dB at BLER was measured in favor of the latter modulation scheme for in the context of third generation TDMA system GERAN with existing channel coding.
