Abstract-The goal of combining beamforming and spacetime coding is to obtain full-diversity order and to provide additional received power (array gain) compared to conventional space-time codes. In this work, a class of code constellations is proposed, called generalized partly orthogonal designs (PODs) and both high-rate and low-rate feedback information is incorporated with possible feedback errors. A binary symmetric channel (BSC) model characterizes feedback errors. Two cases are studied: first, when the BSC bit error probability is known a priori to the transmission ends, and second, when it is not known exactly. Based on a minimum pairwise error probability (PEP) design criterion, we design a channel optimized vector quantizer (COVQ) for feedback information and a precoder matrix codebook to adjust the transmission codewords. The attractive property of our combining scheme is that it converges to conventional space-time coding with low-rate and erroneous feedback and to directional beamforming with high-rate and error-free feedback. This scheme also shows desirable robustness against feedback channel modeling mismatch.
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I. INTRODUCTION
O VER quasi-static fading channels, when channel state information (CSI) at the transmitter (CSIT) is available, either fully or partially, directional beamforming can increase the average received signal-to-noise ratio (SNR). This benefit of beamforming is called array gain. It improves the capacity of wireless communication systems [1] , [2] , reduces the outage probability [3] , and enhances the error performance. Partial CSIT is widely used in the literature for combining spacetime coding (STC) and beamforming (BF) using precoded space-time block codes (PSTBCs), such as in [4] , [5] . The application that we consider in this work is a practical coding and beamforming scheme with fixed transmission rate and instantaneous power constraint that takes place over a multiple input single output (MISO) channel. The performance measure of interest is the pairwise error probability (PEP) of transmission over a finite length data frame. In this context, the diversity order is defined as the decay rate of the PEP with respect to the signal-to-noise ratio (SNR).
In a quasi-static environment, feedback information must be updated in every fading block. Noting that usually feedback channels are severely bandwidth and power limited, it is preferable to reduce the feedback rate, using resolutionconstrained (quantized) CSI [6] - [8] . Moreover, it is more desirable to reduce the overhead of channel coding on feedback bits to limit the feedback information carried over the whole network, thereby minimizing the interference imposed on the unintended links. Furthermore, we note that conveying feedback information must take place in a quick fashion to reduce the transmitter idle time before the feedback link is established. Consequently, in a practical system, feedback information is distorted due to low-rate and erroneous feedback links. This issue has recently attracted careful attention in the literature [9] - [12] . As feedback error is an additional source of error in the system, it can degrade the performance of conventional designs. Our main objective is to show that by combining STC and BF, it is possible to utilize low-rate and erroneous (low-quality) feedback and always outperform the no-CSIT (open-loop) schemes. The rest of this letter is organized as follows: In Section II, the system model is sketched and our combining scheme is introduced, where we also derive the minimum PEP design criterion based on the proposed code structures. In Section III, we design a COVQ scheme for the feedback channel and a precoder structure with generalized PODs. Section IV provides the numerical results of the work, and finally, Section V draws our major conclusions.
Notations: In the following sections, p(i), p(j|i), and p(j; i) denote the marginal probability of the event i, the conditional probability of the event j given i, and the joint probability of events j and i, respectively. The operators · F , (·) T , and (·) † represent Frobenius norm, transpose, and conjugate transpose, respectively. Tr(·) denotes the trace operation. Finally, f(x|i) denotes the probability density function (pdf) of the random vector x given event i.
II. SYSTEM COMPONENTS AND DESIGN CRITERIA
The block diagram of our system is shown in Fig. 1 . The receiver is equipped with perfect channel estimation and maximum-likelihood (ML) decoding.
A. Forward and Feedback Channel Parameters
Suppose that the MISO quasi-static fading channel is represented by an M t -dimensional complex Gaussian vector H. We first decompose this vector into two parts:
where h is the N -dimensional quantized part and h is the (M t − N )-dimensional part which remains unknown to the transmitter. We deal with a short-term (instantaneous) power constraint at the transmitter and the transmission rate is constant. Therefore, the magnitude of the quantized channel vector is irrelevant to the design process, as the transmitter always utilizes its full-scale power. The source of quantization is the direction of the channel sub-vector h, i.e., h d = h/ h F . The quantizer tiles the space of
, whose union spans the whole unit-norm complex sphere C N , which is the domain of h d . The objective of the quantizer at the receiver is to find the index of V i that h d belongs to. The goal at the transmitter is to choose a precoder matrix P j from the pre-designed precoder matrix codebook P = {P 1 , · · · , P K }. The transmitter's feedback index j may be different from i due to the feedback errors.
The feedback bits go through log 2 K BSCs with crossover error probabilities ρ f for every bit 1 . Therefore, the feedback channel converts its input i to j ∈ {1, · · · , K}, with the conditional index transition probability matrix
where d i,j is the Hamming distance between the binary representations of j and i. Note that the matrix p f (j|i) defines a discrete memoryless channel (DMC) model of the feedback link.
B. Modulation and Combining Scheme
In Fig. 1 , the transmitter uses a coded modulation scheme called generalized partly orthogonal designs (PODs). PODs were originally introduced in [5] . Using PODs, we can utilize feedback information from any number of channel coefficients N for combining coding and beamforming across M t transmit antennas, where M t ≥ N . Generalized PODs have two parts: the inner space-time block code (STBC) that uses an M t × T orthogonal design and the precoding part, which uses an N × N (N -dimensional) precoder matrix, chosen based on the feedback information. The precoder matrices within generalized PODs are designed based on minimizing the average PEP of decoding. Each modulation matrix in the constellation set is limited to a short-term power constraint
For example, with N = 2, the following structure is a generalized POD:
where z κ : κ ∈ {1, · · · , T } denote the data symbols chosen from a real symbol constellation. Also, using a 4-dimensional precoder, we can use the following code:
which is also a PSTBC. In these code structures, P j denotes an N × N precoder matrix with power N . In other words, the power constraint at the transmitter is Tr P j P † j = N . We will show that to obtain full-diversity order and the minimum PEP using the above code structures, with K feedback indices, we must choose a precoder matrix codebook with row and column dimensions N = min{K, M t } and leave M t − N rows of the code matrix without precoding.
C. Pairwise Error Probability Analysis
Using generalized PODs, the equivalent base-band signal model at the receiver can be expressed as
where Z † j is the transmit signal matrix (as the conjugate transpose of a generalized POD modulation matrix) and n is the T -dimensional noise vector. For simplicity, we have removed the superscript of Z j . If the regulated average SNR at the receiver is η 0 , n is a complex circularly symmetric additive white Gaussian noise (AWGN) vector with variance σ 2 n = 1/(M t η 0 ) per complex element. To decode the matrix Z j , we assume that the index of the constellation set, j, which represents the modulation scheme at the transmitter is known at the receiver using the control information within the forward link data frame 2 . By this assumption, the conditional PEP of decoding in favor of an erroneous codeword Z j when Z j is transmitted can be tightly upper bounded by the following Chernoff bound
where
. Now, suppose that the receiver chooses V i from the set of Voronoi regions V. The average probability of pairwise error given the feedback index i at the receiver can be expressed as
where Dom(H|i) is the domain of the random variable H, conditioned on the receiver's feedback index. The variable H can be expressed as a one-to-one function of the three variables, h, h d , and [14] . Also, for independent and identically distributed (i.i.d.) channel realizations, the latter three variables are independent. Therefore,
, and we can rewrite (7) as
Here, R + = [0, ∞) is the domain of γ and Dom( h) is the domain of the un-quantized portion of the channel vector. For generalized POD structures, using (6), the above PEP expression can be upper bounded by
where To proceed, we use the following relations:
Then, the PEP of the worst-case error event, conditioned on the receiver index i can be written as
(12) where with unit-norm symbols such as BPSK, in a worst-case error event, we have η z = M t η 0 /(4T ).
D. PEP Expansion and the Design Criterion
Our goal is to minimize the average PEP over all feedback realizations, i.e.,
In the above equations, the first equality shows the summation of the probabilities that index i is transmitted over the feedback channel, index j is received at the transmitter, and a pairwise error occurs. The second equality is the application of the Bayes' rule. Finally, the third one results from the fact that the constellation index j is known to the transmission ends. Hence, the event Z j → Z j |j; i is equivalent to Z j → Z j |j, without any loss of generality. According to the average PEP expression in (15), the minimum PEP precoder set P = {P 1 , · · · , P K } can be obtained by solving the following optimization problem:
shows that the Hermitian matrix P j P † j is positive semi-definite. We have also removed the constant term (1 + η z ) −(Mt−N ) from the objective function.
III. QUANTIZER AND PRECODER CODEBOOK DESIGN
In this section, we design a COVQ to quantize the CSI with noisy feedback, following the methodologies in the literature [15] - [17] . The goal is to find the pair of Voronoi regions and precoder matrices (V, P) that solve the optimization problem (16) . We use a two-step iterative Lloyd algorithm to proceed [18] .
First, we note that given a fixed set of Voronoi regions V, the joint optimization in (16) can be decoupled into a series of individual optimizations for each P j as
This property simplifies the design procedure significantly 3 . In (17) , both the objective function and the constraints are convex functions of P j . Furthermore, the objective function is differentiable throughout the whole domain of P j . Therefore, we can use a steepest descent type of algorithm, such as the gradient algorithm to solve this problem [19] . We successively find the Voronoi regions associated to each index i from (16) and the precoder matrices from separate implementations of (17) for every j. This algorithm is explained in the following sub-section.
A. Training-Based Gradient Algorithm 1) Generate a sequence of training samples of h d by normalizing a sequence of N -dimensional complex Gaussian random vectors. Then, assume an initial set of precoder matrices P = {P 1 , · · · , P K } with positive semi-definite squares, i.e., P j Pj † 0, with power Tr P j P † j = N, ∀ j. 2) Assign index i to each training vector h d based on the following quantization (encoding) rule:
The set of training vectors with assigned index i statistically represent V i . Note that the above formula will be used later in the encoding process of the quantization after the codebook P is designed.
3) To optimize the precoder matrix from (17), first define an optimization objective function for each index j, as follows:
The gradient of J(P j ) can be expressed as
In numerical implementation of (20) , the random vector h d is uniformly distributed on the region V i and its pdf is proportional to the volume of V i , or the marginal probability p(i). For any function Ψ, to find
can add the values of Ψ(h d ) throughout the partition of the training space that is represented by index i (approximation of V i ) and divide the result by the size of the training sequence.
4) To proceed with the gradient algorithm, update each matrix in the precoder codebook P, based on
where P j (t) denotes the precoder matrix P j in the t-th iteration of the algorithm. Similar to [19] , we use the decreasing step size function α(t) = (1 + m)/(1 + t) with an arbitrary positive real number m. Furthermore, the operation [ X ] + N shows that X X † is projected onto the space of positive semidefinite matrices with power N . We use the Euclidean distance as the projection measure. With this measure, the above operation is simply removing all the negative eigenvalues of the matrix inside the brackets and normalizing the matrix to the power level N [20] . 5) Use the output of the above algorithm and improve it by successively implementing steps (2) and (3-4) until convergence. Since the resulting sequence of objective functions from (16) is decreasing and PEP is bounded bellow, the convergence of this algorithm is guaranteed.
B. Feedback Channel Modeling Mismatch
The design techniques established in the previous section can be extended to the case where the knowledge of ρ f is not accurate. Suppose that we know a coarse range of feedback bit error probability ρ f at the transmitter/receiver sides. The uncertainty about the feedback channel model can be taken into account assuming that
This type of channel modeling mismatch results from the uncertainty about the feedback channel conditions in a wireless environment.
If only the boundaries of the error range are known, the COVQ design problem can be conducted through a worst-case assumption that leads to desirable robustness against modeling mismatch [17] . In this case, the precoder design criterion can be expressed as
is the conditional index transition probability between i and j assuming that the BSC crossover probability is ρ d . It is straightforward to show that the objective function in (22) is an increasing function of the design crossover probability parameter ρ d . Therefore, the min max value of ρ d coincides with the maximum point of the crossover probability range, which is ρ d = f b . Then, the rest of the COVQ design procedure from Section III-A can be readily applied.
If besides the boundaries of the error range, the feedback error distribution is also known a priori, the optimal design method is to use the average conditional index transition probabilities, p d (i|j), in the COVQ design procedure [17] . For example, if ρ f is uniformly distributed over [f a , f b ], the average conditional probabilities can be expressed as
which should be used to design the COVQ and the precoder matrices, and also to implement the encoder of the quantizer.
In the numerical results, we study different mismatch cases and illustrate the system performance under the aforementioned conditions. 
IV. NUMERICAL RESULTS

1) Precoder Characteristics:
To clarify the structure of the optimal precoder matrices, we study the precoder structure of a M t = 4-antenna system with K = 16 feedback indices or log 2 K = 4 feedback bits. The precoder codebook is designed for different crossover probabilities ρ f . The solutions are obtained by solving (16), using the training based gradient algorithm explained in Section III-A. Fig. 2 depicts the eigenvalues of the first member of the precoder codebook, P 1 , i.e., [δ 1 , · · · , δ 4 ]. Other codebook members also have similar properties. Here, When the feedback link is error-free, i.e., ρ f = 0, all the transmission power is assigned to the first eigenmode, denoted by the largest eigenvalue, δ 1 . To achieve minimum PEP, transmission power is projected onto the direction of the major eigenvector of the precoder matrix, i.e., a column of U 1 (beamforming direction). In other words, the system degenerates to directional beamforming. As the crossover probability of the feedback link increases, the eigenvalues of the minimal PEP precoder matrix converge to equal values. The minimum error can be obtained by spreading the power among different directions in space. In this case, generalized PODs also converge to matrices with equal eigenvalue squares, similar to open-loop orthogonal space-time block codes.
2) BER Computations: Fig. 3 shows the Bit Error Rate (BER) of combining STC and BF over a 4 × 1 MISO channel using Monte Carlo simulations. The feedback link carries 4 bits with different crossover probabilities. This situation resembles a high-rate feedback assumption, i.e., K ≥ M t . By increasing the crossover probability ρ f from 0.00 to 0.50, the BER of the system ranges between those of a directional beamforming system and an open-loop scheme. This figure shows that even with feedback errors, combining preserves full-diversity order and it also provides additional array gain compared to an open-loop STBC. The BER performance of our scheme with low-rate and also erroneous feedback is illustrated in Fig. 4 , where we consider a 6 × 1 MISO channel with 2 feedback bits or 4 feedback regions. This situation resembles a low-rate feedback scenario, i.e., K < M t . Directional beamforming in this case cannot achieve full-diversity order. Our combining system also shows the same property if we use 6-dimensional precoder matrices. In order to obtain full-diversity order, PSTBCs in the literature, e.g., the one in [8] , use 6×2 precoder matrices from unitary constellations, applied to 2 × T orthogonal STBCs. We use generalized POD constellation matrices similar to the one introduced in (3), based on a 6 × 8 orthogonal design code structure with 4 × 4 precoder matrices. For N ≤ K, full diversity order can be obtained. Moreover, when K < M t , minimum BER performance is attributed to the POD structure with K-dimensional precoders. With a non-zero feedback error probability, PSTBCs with unitary precoders fail to obtain full-diversity order. Our combining scheme with 4-dimensional precoder matrices, however, preserves fulldiversity order, even with low-rate and erroneous feedback.
3) Effect of Mismatch: In Fig. 5 , we assume certain feedback crossover probabilities for designing the COVQbased combining system and use different ones for Monte Carlo simulations. First, the precoder codebook is designed assuming feedback is noiseless. This is a VQ-based design, since COVQ becomes a VQ when ρ d = 0.00. Also, the combining scheme degenerates to directional beamforming. The resulting system is examined using a feedback link, where the actual crossover probability is ρ f = 0.04. The performance results are very close to the performance of Grassmannian beamforming, when operating over an erroneous feedback channel with ρ f = 0.04. Note that VQ-based design mismatch results in severe performance degradation. In this case, since the number of feedback regions is more than the number of transmit antennas, different beamforming directions have different cross (Chordal) distances [7] , [8] . Hence, we can improve the performance of the system by modifying the feedback index mapping without any additional cost. To show this property, we first define the average Chordal distance of the beamforming vectors at the transmitter, conditioned on the feedback indices at the receiver, when the feedback crossover probability is given. Then, we minimize this average distance over the space of possible index mapping solutions using simulated annealing (SA) [15] . The resulting VQ-based system outperforms the same system with identity mapping. However, the gain of index mapping optimization is not significant compared to the gain of COVQ-based design. Second, we assume the design crossover probability ρ d = 0.04 and examine the system performance over an error-free feedback link, where ρ f = 0.00. This situation is called COVQ-based design mismatch. This type of mismatch does not degrade system performance severely and full-diversity order is still preserved. Third, we consider a feedback channel where the crossover probability changes uniformly in the range 0.00 ≤ ρ f ≤ 0.04 and we assume that we don't know the feedback error distribution in the design process. We can just measure the boundaries of the error range. In this scenario, as we explained in Section III-B, we use a worst-case design strategy to obtain robustness against feedback channel modeling mismatch. The precoder codebook is designed assuming that the crossover probability is ρ d = 0.04. By this choice, full-diversity order is preserved and also the array-gain of the system is superior to an open-loop system 4 . Fourth, we consider the same feedback channel model with the same range of crossover probabilities, however, this time, we assume an alternative design parameter, where ρ d is the average value of feedback errors, i.e., ρ d = (f a + f b )/2 = 0.02. By this assumption, the transmission scheme does not achieve full-diversity order. The latter observation confirms that the worst case design assumption, ρ d = max [fa,f b ] ρ f , is a better candidate compared to the design based on the average feedback error probability. Fifth, we assume that we know the error distribution a priori. Then, the optimal design method is to use the average conditional index transition probabilities, p d (i|j). The performance of the system with this design method is depicted in Fig. 5 , which shows that knowing the error distribution can improve the array gain of the system compared to the worst-case design.
V. CONCLUSIONS
In this paper, we studied high-rate and low-rate feedback (closed-loop) communication systems with possible feedback errors. We showed that our combining schemes obtain fulldiversity order with additional array gain compared to openloop systems. The design criterion of this scheme was derived based on a pairwise error probability measure and the system was optimized using a training-based optimization algorithm. As the feedback crossover probability approaches zero, our combining scheme converges to a directional beamforming system. On the other hand, as the feedback error increases, our scheme converges to a no-CSIT or open-loop system. We presented combining strategies for both high-rate and very low-rate feedback scenarios, which is simply extendable to the cases where the feedback link is noisy. With very lowrate feedback, the dimension of the precoder matrix in our scheme reduces and it converges to an open-loop scheme. The design strategies and solution algorithms presented in this paper are robust against feedback channel modeling mismatch. Even if the exact value of the feedback channel error is unknown to the transmitter/receiver sides a priori, we showed that our transmission scheme preserves full-diversity order and provides additional array gain compared to open-loop systems.
