In order to obtain a more accurate finite element model of a constructed structure, a new frequency response function-based modelupdating approach is proposed. A general viscous damping model is assumed in this approach for better simulating the actual structure. The approach is formulated as an optimization problem which intends to minimize the difference between analytical and experimental frequency response functions. Neither dynamic expansion nor model reduction is needed when not all degrees of freedom are measured. State-of-the-art optimization algorithms are utilized for solving the non-convex optimization problem. The effectiveness of the presented frequency response function model-updating approach is validated through a laboratory experiment on a four-story shear-frame structure. To obtain the experimental frequency response functions, a shake table test was conducted. The proposed frequency response function model-updating approach is shown to successfully update the stiffness, mass, and damping parameters in matching the analytical frequency response functions with the experimental frequency response functions. In addition, the updating results are also verified by comparing time-domain experimental responses with the simulated responses from the updated model.
Introduction
With rapid development in numerical simulations, finite element (FE) analysis has become a more and more powerful tool in structural engineering. Although significant improvements have been made towards accurate FE modeling, in general, there are still distinct differences between behaviors of a constructed structure and these FE models built according to the same design drawings. It is well known that analytical results from FE model often differ from performance of an actual structure in the field. The mismatch is mainly caused by nominal material property values, idealized boundary conditions, difficulties in modeling of damping, and so on. To achieve an FE model that more accurately represents the actual structure, FE modelupdating can be performed through calibration with high-fidelity experimental test data. An accurate FE model can also be used later for structural safety monitoring and damage detection.
A number of FE model-updating approaches have been proposed and practically applied during the past few decades, as reviewed by Imregun and Visser (1991) . Friswell and Mottershead (1995) discussed detailed model-updating techniques in their book. Most modelupdating approaches can be broadly categorized into time-domain approaches and frequency-domain approaches. Time-domain approaches usually use vibration data to directly update the FE model (Hernandez and Bernal, 2013; Yang et al., 2009 ). Although they have merits, the computational efforts are usually a concern. However, in frequency domain, most approaches need to use the experimental modal properties of a structure to construct an optimization problem for model-updating (De Brito et al., 2014; Jaishi and Ren, 2005; Tshilidzi and Sibusiso, 2005; Zhu et al., 2016) . The optimization problem generally attempts to minimize an objective function that contains the difference between experimental and simulated natural frequencies, mode shapes, modal flexibilities, and so on. In these model-updating approaches, extraction of modal properties from experimental data is first required, which can add uncertainties and inaccuracies to the updating. In addition, in most cases, only limited amount of modal information can be obtained from modal analysis. As summarized by Jaishi and Ren (2005) , an accurate model can be achieved only when the number of extracted experimental modal properties is greater than or equal to the number of interested updating variables.
This research focuses on another category in frequency domain model-updating approaches, which is based on frequency response functions (FRF) . From experimental data, FRFs can be easily calculated using excitation record and corresponding structural responses. This avoids the need for extracting modal properties and the associated extraction errors. Furthermore, high-quality FRFs can be obtained using FRF estimators to minimize the influence of noise in the calculation (Antoni et al., 2004; Schoukens and Pintelon, 1990) . Another advantage of FRF-based approaches is that an experimental test can provide abundant FRF data in a large frequency range. Due to these advantages, FRF-based approaches constitute a highly valuable category in FE model-updating.
The most widely known FRF-based modelupdating approach was proposed by Lin and Ewins (1994) , which avoids the inverse of the system dynamic stiffness matrix using the analytical FRF sensitivity matrix. This approach usually can perform accurately and efficiently on numerical simulation cases, because of the assumptions of noise-free and complete measurements on all degrees of freedom (DOFs). However, such assumptions, particularly the sensor instrumentation on all DOFs, are usually unrealistic in practice. Through model reduction technique, Asma and Bouazzouni (2005) later extended Lin and Ewins' work to update a truss structure with incomplete measurement. Alternatively, Avitabile and O'Callahan (2001) presented the dynamic expansion approach to get a full column or row of an FRF matrix. Nevertheless, it is well known that neither reduction nor expansion can fully describe the actual dynamic behavior of a structure. To overcome this limitation, Sipple and Sanayei (2014) proposed a numerically evaluated FRF sensitivity-based model-updating approach. Optimization techniques are utilized to iteratively change the analytical FRFs to match the experimental counterparts. The modal-decomposed analytical FRF is in scalar form which can be directly used in updating process. The model reduction or dynamic expansion is not necessary in this case.
Due to the existence of damping, the experimental FRFs are usually complex-valued functions. Despite the large amount of literature on damping modeling, damping still remains the least known aspect compared with stiffness and mass. In order to avoid the difficulties in damping updating, Pradhan and Modak (2012) proposed to use the real-valued normal FRF matrix ðÀv 2 M + KÞ in model-updating. However, when formulating the estimation of the normal FRFs, the method requires the full complex-valued FRF matrix which has to be estimated through the identified modal properties. The estimation may still require modal identification and add inaccuracies. Since damping cannot be ignored in practical modeling, especially with complex FRFs, a proper selection of damping model may improve the model-updating accuracy. Among all damping models, viscous damping is the most commonly used due to its convenience in structural design. Another model, hysteretic damping, can more accurately describe the energy dissipation in structure vibration; the difficulty of translating this damping mechanism into time-domain prevents an easy adoption. In addition, Lin and Zhu (2009) demonstrated that the difference caused by arbitrarily choosing hysteretic damping and viscous damping in system identification is small. Therefore, most researchers prefer to assume proportional viscous damping (i.e. Rayleigh damping or Caughey damping) for FRFbased model-updating. For example, Imregun et al. (1995) and Hong et al. (2016) updated the Rayleigh damping coefficients through an extended FRF-based model-updating approach. Lu and Tu (2004) and Sipple and Sanayei (2014) updated the damping ratios (corresponding to Caughey damping) in their FRFbased model-updating. Nevertheless, proportional damping may rarely exist in reality, and most structures possess non-proportional damping. From this point of view, the use of proportional damping will more or less affect the updating accuracy. A general viscous damping model (which includes both proportional damping and non-proportional damping) can render more accurate model-updating.
This research departs from the authors' preliminary study (Hong et al., 2016) . We focus on a modelupdating approach that can minimize the difference between analytical and experimental FRFs directly at measured DOFs. This differs from most FRF-based model-updating approaches in literature that need reduction or expansion techniques. In comparison with Sipple and Sanayei (2014) and Hong et al. (2016) , a general viscous damping assumption is provided for better simulating actual structures in reality. The FRF formulation is derived for a base excitation setup when ground vibration occurs to a shear-frame building structure (which effectively applies excitation simultaneously at all DOFs). To validate the proposed FRFbased model-updating, shake table tests are performed on a four-story laboratory structure in this study, although the authors are currently extending the formulation for future application to a space frame bridge. The rest of the article is organized as follows. First, section ''Formulations of the FRFs'' presents the analytical FRF formulation for a structure undergoing ground excitation and the experimental FRF calculation. In section ''FRF-based model-updating approach and optimization procedures,'' the vector form of the analytical FRF to be used in model-updating is introduced, and then the optimization procedure is discussed. Section ''Experimental validation'' describes the shake table test on a four-story aluminum structure for validating the performance of the proposed formulations for FRF-based model-updating. We compare the experimentally measured frequency domain FRFs and time-domain response histories with their counterparts simulated using the updated model. Finally, conclusions and future work are provided in section ''Summary and future work.''
Formulations of the FRFs

Analytical formulation of the FRFs considering general viscous damping
Consider the dynamic equation of motion of an n-DOF structure with viscous damping at time t
where M; K; C 2 R n 3 n are mass, stiffness, and damping matrices, respectively; q 2 R n is the displacement vector; and F 2 R n is the force vector. To decompose structural response with nonproportional damping, a strategy is to rewrite equation (1) in state space, so that the n number of second-order differential equations can be converted to 2n number of first-order differential equations
where x 2 R 2n is the state vector. In order to make equations (1) and (2) equivalent, x, A, B, and P are defined as follows
Complex eigenvalues s i 2 C and eigenvectors c i 2 C 2n ði = 1; 2; . . . ; 2nÞ can be obtained by solving the generalized eigenvalue problem of the state-space system
where c i ði = 1; 2; . . . ; 2nÞ are the eigenvectors normalized with respect to A matrix, that is, C T AC = I 2n 3 2n with the eigenvector matrix defined as
. The superscript ''T''' represents matrix transpose. As a result, denoting the diagonal eigenvalue matrix S = diag ðs 1 ; s 2 ; . . . ; s 2n Þ 2 C 2n 3 2n , we have C T BC = À S. It is also well known that the complex-valued eigenvector c i can be expressed as
where f i is an n 3 1 complex vector, which represents the modal displacements. Defining zðtÞ 2 C n as the modal coordinate vector, the relationship between the state vector and modal coordinate vector is shown below
Substituting equation (7) into equation (2), we get
Pre-multiplying equation (8) by C T results in
Because S is a diagonal matrix, equation (9) in vector form can be easily decoupled into 2n number of scalar differential equations. Recalling
Furthermore, through Fourier transform, equation (10) can be expressed in frequency domain as
where j = ffiffiffiffiffiffi ffi À1 p is the imaginary unit, and v represents frequency. F fÁg is used to represent Fourier transform, z i = F fz i g is the ith modal coordinate, andF = F fFg is the force vector in frequency domain.
Then, collect the terms in equation (11) and express the modal coordinate aŝ
In order to find the relationship between the input force and output displacement, we transform equation (7) into frequency domain and then substitute equation (12) into it
As shown in equation (3), the upper half of the state vector corresponds to displacement. So, the frequency domain displacementq can be expressed as beloŵ
Based on the derivation, H = P 2n
the receptance (displacement) FRF matrix, which represents the mapping from force input to displacement output. Equation (15) shows the ðr; eÞ entry in the receptance matrix, which represents the input-output relationship from excitation at the eth DOF to the response at the rth DOF
where f r;i and f e;i are the rth and eth entry of the ith complex modal displacement vector f i , respectively. To derive the FRFs from ground excitation to structural response, a similar approach is adopted as used by Hong et al. (2016) . For an n-DOF shear-frame structure, the displacement at DOF-r caused by ground acceleration ðA g Þ is calculated as the summation of all contributions to displacement at DOF-r caused by the equivalent earthquake forces at all DOFs. Therefore, the analytical form of the FRFs with ground excitation can be extended from equation (15). Let X r;e ðvÞ represent displacements at DOF-r due to F e ðvÞ, the excitation at DOF-e in frequency domain, and m e be the lumped mass at DOF-e
The receptance for response at location r due to ground excitation can be derived from equation (16) 
Àf r;i P n e = 1 m e f e;i jv À s i
For other types of measurement data besides displacement, FRF formulation for ground excitation can be easily changed to other forms. These include the mobility, Y r;g ðvÞ, which represents the velocity response, and accelerance, A r;g ðvÞ, which represents the acceleration response
Calculation of FRF from experimental data (Schoukens and Pintelon, 1990) , considered as one of the most commonly used, is adopted here
where S xy is the cross-spectral density between the excitation force and response signal; S xx is the auto-spectral density of the response signal.
FRF-based model-updating approach and optimization procedures
Analytical vector form of FRFs for model-updating
Because of the damping effect, the FRF formulations in equations (17) The expression in equation (21) 
FRF-based model-updating
For a linear structure, the stiffness and mass matrices can be expressed as matrix functions of the updating variables a 2 R n a and 2 R n b , respectively. Notation n a and n Ò represent the total number of updating variables associated with stiffness and mass, respectively; the rth entry of a and b, a r and b r , respectively, are the relative change percentage associated with physical parameters to be updated, such as Young's modulus, support spring stiffness, and mass density
where K 0 and M 0 are the constant nominal stiffness and mass matrices, respectively, as the starting point of the modeling; K 0,r and M 0,r are the constant influence matrices which correspond to a r and b r , respectively. In this research, general viscous damping is assumed for simulating more practical structural system. As mentioned by Chopra (2001) , it is impractical to build the damping matrix in the form of building stiffness matrix. Therefore, every entry in the damping matrix can be defined as an optimization variable. In order to reduce the number of the damping updating variables, the damping matrix is constrained to be symmetric positive definite (denoted as C.0).
The complete optimization problem is provided as follows
subject to
Àf r;i P n e = 1 m e f e;i jv À s i ð25dÞ
where kk can be any norm function; a, b, and C are the selected optimization variables. Lower bound (superscript l) and upper bound (superscript u) are set for those updating variables corresponding to physical parameters. m is the total number of analytical modes used in model-updating.
Optimization procedures
The FRF-based model-updating approach is formulated as a constrained optimization problem in equation (25). There are several optimization algorithms that can be utilized for finding the optimum value for the variables, such as nonlinear least square, particle swarm, and Newton method. In this research, a constrained nonlinear multivariable function solver ''fmincon'' in MATLAB optimization toolbox (The MathWorks, Inc., 2015) is adopted for solving the problem. In general, the optimization problem in equation (25) is non-convex and no optimization algorithm can guarantee the global optimality of the solution. In order to increase the possibility of finding the global optimal value for the problem, ''Global Search'' in MATLAB is recommended to use together with ''fmincon.'' ''fmincon'' in MATLAB. The solver ''fmincon'' seeks a minimum of the objective function value to match the analytical FRFs with the experimental FRFs. One of the many advantages is that both equality and inequality constraints are allowed in this solver. In addition, the lower and upper bounds for optimization variables are allowed. Four algorithms are implemented in ''fmincon'' optimization solver, including the trust region reflective algorithm, active set algorithm, sequential quadratic programming (SQP) algorithm, and interiorpoint algorithm. Among them, the trust region reflective algorithm needs to provide gradient information of the objective function by the user. From this point of view, the algorithm is not suitable for those objective functions whose gradients are difficult to explicitly write in closed form. Other than this limitation, the trust region reflective algorithm allows user to set either bounds or linear equality constraints. Active set algorithm and SQP algorithm are not suitable for large scale problem. Since the interior-point algorithm does not have obvious drawbacks, it is adopted as the first trial. The interior-point algorithm is essentially a quasi-Newton method, which calculates the Hessian approximation by the Broyden-Fletcher-GoldfarbShanno (BFGS) algorithm. The interior-point algorithm will first attempt a direct-step to solve the Karush-Kuhn-Tucker (KKT) conditions; if unsuccessful, a conjugate-gradient search will be adopted instead. When numerically evaluating the gradient, based on the author's experience, the minimum change of updating variables (''DiffMinChange'' option) can be set comparatively larger for a highly nonlinear optimization problem. Allowing larger minimum change makes the gradient calculation more robust against inaccurate objective function evaluations due to numerical noises.
''Global Search'' in MATLAB. Because of the non-convexity of the objective function, the ''fmincon'' solver may easily get trapped into a local minimum or even stop near the initial starting point. In order to increase the chance to find a more optimal solution for the objective function, the optimization procedure can be started from many initial points. ''Global Search'' in MATLAB as a global optimization toolbox can help generate many initial points for local solvers using a scatter-search algorithm. It analyzes the initial points and only accepts those points which can improve the optimization results. The drawback of ''Global Search'' in MATLAB is that it can only run together with local solver ''fmincon.'' The number of starting points can be set by experience. The more the starting points one uses, the higher the chance in finding a better solution with a smaller objective function value. However, more starting points usually consume more computing time.
Experimental validation
In this section, the performance of the FRF-based model-updating approach is validated through a fourstory shear-frame laboratory structure. How to select the frequency points for matching the FRFs is also discussed.
Shake table (ground excitation) test
The test structure shown in Figure 1 is mounted on a small shake table. All the column bars and floor plates are made of the same aluminum material. Every floor plate has the same mass of 4.64 kg. As initial starting point for mass variables, this number does not include the mass of sensor instrumentation on each floor; the model-updating is expected to update the total mass so that equivalently, the instrumentation mass is identified through updating. Every story has eight thin column bars riveted to the plate. The rectangular section is 0.0254 m 3 0.00159 m. Young's modulus of the material is 63 GPa. The total height of the structure is 1.182 m (0.305 m 3 3 + 0.267 m). Fixed connections are applied at the bottom of the every column. This structure can be idealized as a 4-DOF system since every floor can be taken as a rigid mass, and the lateral stiffness is mainly provided by bending of the columns. The model-updating is expected to identify the inter-story shear stiffness provided by the columns. There are in total five accelerometers and five linear variable differential transformers (LVDT) installed on the structure for measuring the vibration. The accelerometer and LVDT on the same floor are interfaced with one wireless sensing system, Martlet (Kane et al., 2014) . More detailed descriptions of the structure and sensors can be found in Hong et al. (2016) . During the shake table test, the ground earthquake is simulated by a chirp excitation which changes from 0 to 10 Hz within 60 s. The sampling frequency of the Martlet is set to be 200 Hz. Figure 2 shows the measured ground excitation time history. To get enough FRF data for model-updating, the experimental accelerances and receptances are calculated using the measured acceleration and displacement response on every floor with the ground excitation, respectively. Figure 3 shows acceleration and displacement responses of the fourth floor. 
Frequency points selection
Figures 4 and 5 show the overlay plots of accelerances and receptances in frequency domain, respectively. In order to illustrate the resonance areas more clearly, all FRFs are plotted in dB form. There are four obvious peaks which correspond to four resonant frequencies. Although a large number of FRF points can be obtained from these curves, it is not recommended to use all frequency points for model-updating. First, we note the regions away from resonances are not as clean as the resonant areas, because the influence of sensor noise is more predominant at the regions with low energy near anti-resonances. FRF data in such regions with low signal-to-noise ratio (SNR) negatively affect the model-updating accuracy, and thus should not be used for matching with the analytical FRFs towards model-updating. Since damping parameters in this structure are important optimization variables and damping effect mainly manifests around the resonances, the peak areas of each FRF curve are chosen as the target for matching the analytical FRFs. From our experience, half-power bandwidth method is recommended to identify the target frequency points around each resonance. Esfandiari et al. (2016) mentioned the importance of using FRF data in highfrequency range for model-updating, because high frequency corresponds to local structural vibration patterns. Therefore, it would be better to include the fourth peak (although they have relatively low amplitude) for model-updating. In this study, the FRF calculated from responses on all floors will be used for updating, although the updating can still be performed using data from only some floors.
Model-updating result
For this four-story structure, the optimization variables include the inter-story shear stiffness of each floor, the mass of each floor, and each entry of the damping matrix. Mainly contributed by shear stiffness from the fixed-end columns, the initial story stiffness values are calculated based on nominal Young's modulus of the material and the fix-end assumptions. The initial mass value is the 4.64-kg plate mass. The reason to choose the mass of each floor as updating variables is that the mass of sensor instrumentation cannot be neglected on this laboratory-scale structure. It is easy to find that mass and stiffness information cannot be all updated through most modal property-based updating approaches, because of the scaling effect to stiffness and mass in the eigenvalue equation. Unlike these modal property-based updating approaches, the use of eigenvectors normalized with respect to A matrix (equation (5)) prevents the scaling effect, allowing us to update all mass and stiffness values simultaneously. The lower bounds and upper bounds for mass and stiffness allow the variables to change in a reasonable range. Table 1 summarizes the model-updating results for the variables related to mass and stiffness. Analytical receptances and accelerances are updated through equation (25), respectively. In the last row of Table 1 , the average updated values of mass and stiffness variables are calculated. Since damping updating is most difficult, we set the initial starting damping matrix as a Rayleigh damping matrix. The Rayleigh damping coefficients are chosen based on experience. In addition, during the updating process, the lower bounds and upper bounds for damping updating variables are set to be relatively large. Figure 6 shows an example of the updating FRF plots using the proposed model-updating approach. Figure 6 (a) compares the initial, the experimental, and updated accelerance A 3;g . Figure 6 (b) shows the comparison for receptance H 3;g . The comparison plots demonstrate that the proposed approach is able to well match analytical FRFs with experimental ones. In particular, the peak areas for these updated FRF curves can match well with the peak areas of experimental FRF curves. Because damping controls the amplitude of the FRF at frequency points close to resonances, this result shows that damping of the structure is updated with good accuracy. The frequency domain assurance criterion (FDAC; Pascual et al., 1997) value can be utilized to compare the similarity of the peak areas between the updated and experimental FRFs. A value 1 means perfect correlation, and 0 means no correlation at all. The FDAC value in Figure 6 (a) is 0.987, and the FDAC value in Figure 6 (b) is 0.991.
In order to further verify the model-updating results, a time-domain comparison is also conducted. The average value of each optimization variable is used for building a new analytical model; the measured ground acceleration is fed into the model for simulating dynamic responses. Figure 7(a) shows an overall comparison between the simulated acceleration (from 
Performance of the optimization toolbox
As discussed in section ''Optimization procedures,'' ''fmincon'' and ''Global Search'' in MATLAB toolbox are shown to be suitable for solving the optimization problem in this study. One of the biggest advantages is the simplicity for implementation. For this research, the convergence limits for objective function value and each optimization variable are set as 10 26 and 10 28 , respectively. In order to achieve more optimal updating results, a comparatively large number (10,000) of trial starting points are adopted for ''Global Search.'' Although more trial points mean higher time consumption, the inherent scatter-search algorithm automatically eliminates the less promising starting points, effectively reducing the computation. The results shown in section ''Model updating result'' indicate good performance of the optimization toolbox for updating the four-story structure. However, for more complex structures, the non-convexity of the objective function may be more significant, thus the optimization difficulty can increase accordingly. 
Summary and future work
A summary of this work is first provided as follows:
1. The proposed FRF-based model-updating approach has been investigated through a laboratory structure. In order to consider general viscous damping, the analytical formulation of FRF was derived in state space. Unlike other FRF-based model-updating approaches, the proposed approach does not require the analytical FRF sensitivity matrix (which is impossible or difficult to get in most cases) for each updating variable. No model reduction or modal expansion is needed. 2. The proposed model-updating approach can be easily implemented using state-of-the-art optimization toolboxes. MATLAB optimization solvers ''fmincon'' and ''Global Search'' have been carefully discussed. Leveraging these optimization techniques, it is more likely to find an objective function value closer to the global minimal for the non-convex problem. 3. The proposed approach was successfully applied on the model-updating of a four-story structure. Two different types of measured FRFs (accelerance and receptance) from a shake table test are used in the updating process. The criterion for choosing appropriate frequency ranges has been discussed through this study. The results show that the FRFs of the updated model very closely match with the experimentally measured FRFs of the actual structure. Furthermore, a time-domain comparison between the simulated response and experimental response was conducted to verify the effectiveness of the model-updating.
In the future, the FRF-based FE model-updating will be performed on an actual space frame bridge, using field measurement data. More optimization algorithms will be studied for achieving better updating result.
