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Abstract
Engineering design problems always require enormous amount of real-time experiments and computational sim-
ulations in order to assess and ensure the design objectives of the problems subject to various constraints. In most
of the cases, the computational resources and time required per simulation are large. In certain cases like sensitivity
analysis, design optimisation etc. where thousands and millions of simulations have to be carried out, it leads to have
a life time of diﬃculty for designers. Nowadays approximation models, otherwise called as Surrogate Models (SM),
are more widely employed in order to reduce the requirement of computational resources and time in analysing var-
ious engineering systems. Various approaches such as Kriging, Neural Networks, Polynomials, Gaussian processes
etc. are used to construct the approximation models. The primary intention of this work is to employ the k-fold cross
validation approach to study and evaluate the inﬂuence of various theoretical variogram models on the accuracy of the
surrogate model construction. Ordinary Kriging and Design of Experiments (DOE) approaches are used to construct
the surrogate models by approximating panel and viscous solution algorithms which are primarily used to solve the
ﬂow around airfoils and aircraft wings. The method of coupling the surrogate models with a suitable optimisation
scheme to carryout an aerodynamic design optimisation process for aircraft wings is also discussed.
c© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer]
Keywords: Macro models, Machine learning, Ordinary Kriging, Cross-validation, Variograms, Aerodynamic shape
optimisation
1. Introduction
The primary intention of constructing a surrogate model is to get an accurate prediction of the function which
has to be approximated. In surrogate-based optimisation, it is always desired to have the prediction of the surrogate
model to be more accurate in the region of optimum. In this context, it becomes very important to estimate and
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improve the prediction capability of a constructed surrogate model before it is actually used as a surrogate for an actual
solution algorithm. The k-fold cross-validation strategy is one of the most widely used error estimation approaches
in geostatistics. It enables us to compare the predicted response value(s) with the true response value(s) based on
the information available in a given data set. In the recent years, it has been applied in various areas for diﬀerent
purposes. The key applications of the k-fold cross-validation strategy are model performance estimation, comparing
diﬀerent surrogate models for a given data set and, tuning learning model parameters. In addition, it also enables
us to assess various choices such as the search strategies, variogram models and, surrogate modeling strategies. In
Kriging surrogate modeling approach, it is used to assess the ability of various theoretical variogram models in ﬁtting
the experimental variogram model which is usually constructed from the available data set. It enables us to ﬁnd the
right variogram model which can enhance the prediction capability of the surrogate model. This paper presents the
application of k-fold cross-validation in performance estimation of a surrogate model. It is also shown that its ability
in assessing various theoretical variogram models for the Kriging approach. It has also been discussed that the process
of coupling the surrogate models with suitable optimisation schemes to carryout design activities.
In this work, Parametric Section (PARSEC) approach is used to parameterise the airfoil geometry (NACA 2411 in
our case). Hammersley Sequence Sampling (HSS) strategy is used to generate sample points within the deﬁned design
space. FORTRAN programs are developed to implement the PARSEC and HSS approaches. The CFD simulations are
conducted at the generated sample points to get the required data set to construct the surrogate models. Two MATLAB
codes are generated to implement the ordinary Kriging and k-fold cross-validation approaches.
2. Geometry Parameterisation
PARSEC is a parameterisation scheme which uses the unknown linear combination of base functions to express
the shape of the airfoil. It uses twelve diﬀerent geometrical characteristics of the airfoil to solve a system of linear
equations by which it can express the airfoil geometry. The twelve geometrical characteristics of the airfoil serve as
the design variables for the PARSEC approach. The following twelve design variables are indicated in Figure 1: [1]
[2] upper leading edge radius (Rleu), lower leading edge radius (Rlel), upper crest point (yup), x-location of the upper
crest point (xup), lower crest point (ylo), x-location of the lower crest point (xlo), upper crest curvature (yxxup), lower
crest curvature (yxxlo), distance between the upper and lower surface at the trailing edge (Tte), distance between the
trailing edge and horizontal axis (To f f ), trailing edge angle between upper and lower surface (βte), trailing edge angle
with the horizontal axis (αte). [3]
Figure 1: Parametric Section
Once the design variables are speciﬁed, the unknown coeﬃcients aiu and ail i = 1, ..., 6 can be obtained. Then the
upper and lower surfaces of the airfoil can be expressed by the six-order polynomial Equations 1 and 2 respectively.[3]
[4]
yu =
6∑
i=1
aiu x
i−(0.5) (1)
yl =
6∑
i=1
bil xi−(0.5) (2)
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Along with the speciﬁed design variables, the following geometrical conditions are applied to solve the Equations
1 and 2 in order to get the unknown coeﬃcients:
1. At x(u,l) = maximum, y(u,l) = maximum,
2. At x(u,l) = maximum, dy(u,l)dx = 0.
3. At x(u,l) = maximum, d
2y(u,l)
dx2 = maximum,
4. At xu = 1, yu = To f f + TT E2
5. At xl = 1, yl = To f f − TT E2
6. At xu = 1, dyudx = tan(αT E − βT E2 )
7. At xl = 1, dyldx = tan(αT E + βT E2 )
A FORTRAN code is developed for the PARSEC approach and various airfoil sections are reproduced from the
developed code using the PARSEC parameters extracted from the actual airfoil geometries. Once such problem is
provided in ref [5] by the corresponding author. In that problem, the NACA 2411 airfoil geometry was reproduced by
the PARSEC code and was compared with the actual geometry. The percentage of error which was calculated in least
square sense is 6.683E − 05. The same problem is considered for the current work.
3. Data Mining with Design of Experiments Technique
Data mining is one of the most inﬂuencing steps in constructing approximation models. The amount of data and
the way the data is spread throughout out the design space are the most inﬂuencing parameters on the accuracy of the
surrogate model. Design of experiments techniques are more widely employed in data mining by the researchers in
the recent years. The importance of design of experiments in data mining is that they have a deﬁnite methodology
by which they can generate data points (sample points) in an optimised manner which will increase the prediction
capability of the surrogate models. Hammersley Sequence Sampling (HSS) approach is employed in the current work
to generate the sample points within the deﬁned design space.
3.1. Hammersley Sequence Sampling Algorithm
Hammersley Sequence Sampling approach is one of the modern design of experiments techniques which generates
sample points in an unstructured uniform manner. The variation of the distribution of the sample points, which are
generated by the HSS scheme, from the ideal uniform distribution is considered to be less. Hence it is considered as
one of the low-discrepancy DOE techniques. This approach was initially proposed by Kalagnanam and Diwekar [6]
and is a Hammersley sequence variant of quasi-Monte Carlo Sampling.
The algorithm makes use of radix-R notation of an integer to generate N Hammersley sample points in a hypercube
of dimension k. [7]
p ≡ pm pm−1 · · · p2 p1 p0 (3)
p = p0 + p1R + p2R2 + · · · + nmRm (4)
where m = [logR p] = [ ln nln R ] denotes the integer part of the number inside the [] brackets. The inverse radix number
function, which is given by the following relations, generates a unique number between 0 and 1. The unique number
is generated by reversing the order of digits of p around the decimal point. Once the unique number is generated, then
the Hammersley sequence of k-dimensional sample points are generated with the Equation 7.
φR(p) = .p0 p1 p2 · · · pm (5)
φR(p) = p0R−1 + p1R−2 + · · · + pmR−m−1 (6)
xk(p) =
( p
N
, φR1(p), φR2(p), · · · , φRk−1(p)
)
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p = 0, 1, 2, · · · ,N − 1 (7)
where R1,R2, · · ·Rk−1 are the ﬁrst k − 1 prime numbers. The algorithm is implemented in FORTRAN and a 5-
dimensional problem of generating 8 sample points in a design space of [0, 1]5 is solved to validate the code. The
percentage of error was zero in reproducing the results published by Giunta et al. in ref [7]. The validation problem is
provided in ref [5] by the corresponding author.
For the case of constructing surrogate model for the low-ﬁdelity coeﬃcient of lift (cllow), 10 PARSEC parameters
(except TT E and To f f ) serve as the design variables (n). Both TT E and To f f are ﬁxed together with angle of attack
(α) due to structural and geometrical conditions. In addition to the 10 PARSEC parameters, Mach number (M) is also
considered as one of the design variables for the construction of surrogate models for diﬀerence in coeﬃcient of lift
between the high- and low-ﬁdelity data (Δcl) and high-ﬁdelity coeﬃcient of drag (cdhigh ). In all the three cases, the
range of values of the design variables deﬁne the design space. The range of values of the design variables are same
for all the three cases with the exception that the M is not included in the ﬁrst case. The M value ranges from 0.1 to 0.6
for the second and third cases. A ﬁnite value for each design variable deﬁnes a sample point within the corresponding
design space. Each sample point describes an airfoil geometry (since both TT E and To f f are ﬁxed) in the ﬁrst case and
airfoil geometry and ﬂow in the remaining two cases. 50 such sample points are generated for all the three cases.
3.2. Panel and Viscous Simulations
Computer based numerical simulations are conducted at the generated 50 sample points. In order to demonstrate
the application of predicting high-ﬁdelity data from the available low- and high-ﬁdelity data, both the low-ﬁdelity
panel and high-ﬁdelity viscous simulations are conducted at the generated 50 sample points. The cllow is obtained by
solving the ﬂow around the NACA 2411 airfoil using the linear vorticity surface panel method for α = 5.0 deg. Here,
the airfoil geometry is divided into various straight line segments and the ﬂow equations are solved at each segment
to get the pressure distribution around the airfoil geometry. The pressure distribution is further used to calculate the
cllow . Two dimensional Navier-Stokes equations are solved to obtain both clhigh and cdhigh for the generated 50 airfoil
geometries at α = 5.0 deg and their corresponding M. ICEM CFD and FLUENT are used to generate computational
geometries and to perform CFD simulations respectively.
4. Surrogate Model Construction
The computational data, which are generated from the expensive computer based numerical simulations, are used
to construct surrogate models. Surrogate models are used to explore more about a design problem. The primary
objective of constructing surrogate models is to use all available data pertaining to a given problem, and evolve a
simple yet powerful and usable model which can be used to backup design decisions.[8] The underlying idea is to use
the surrogate model as a curve ﬁt to the available data so that data at any new design or sample point can be predicted
without expensive computer simulations.[8] In this work, three surrogate models are constructed to predict cllow , Δcl
and cdhigh respectively. Δcl is calculated from Equation 8. Ordinary Kriging (OK) approach is employed to construct
the surrogate models.
Δcl = (cl)low − (cl)high (8)
4.1. Ordinary Kriging
Kriging is a statistical procedure to predict response(s) at unobserved locations based on the data obtained at
various other locations. The data obtained from the computer-based numerical simulations at the sample points which
are generated by the HSS algorithm serve as the initial sample data to predict the response value at an unexplored
sample point within the design space. The mathematical expression for the ordinary Kriging approach to estimate the
response(s) at an unexplored sample point within the design space S is given by the Equation 9.
ˆF(xp) =
N∑
i=1
Wi(xp)F(xi) ∀xp ∈ S (9)
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where ˆF(xp) is the estimator function, F(xi) is the sample data at the sample points within the design space S and
Wi(xp) is the weighting parameter. The Kriging approach consists of calculating the weighting functions and using
them to interpolate the response(s) at an unknown sample point by the weighted summation of the sample data. One
of the assumptions of the OK approach is that the covariance of the function F(xi) between two sample points or
locations is calculated only based on the distance between the two sample points or locations. This assumption is
often referred as A1 assumption and is mathematically expressed as below.
C[ f (xi), f (x j)] = C(|xi − x j|) (10)
The covariance matrix is often used to express the covariances of the surface function F(xi) in a matrix form. [9]
C =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
σ2 C(‖x1 − x2‖) . . . C(‖x1 − xN‖)
C(‖x2 − x1‖) σ2 . . . C(‖x2 − xN‖)
...
...
. . .
...
C(‖xN − x1‖) C(‖xN − x2‖) . . . σ2 = C(0)
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(11)
A covariance vector is also introduced to ease the calculation of weighted functions. It can be mathematically
expressed as given by the equation 12.
−→c (xp) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
C(‖xp − x1‖)
C(‖xp − x2‖)
...
C(‖xp − xN‖)
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(12)
In the OK approach, the sum of the weighted functions is assumed to be unity at any sample point or location
within the design space S in order to enforce the isotropic stationary model assumption. It can be shown in the
Equation 13. In addition, this assumption is further enforced by introducing a Lagrange multiplier (λ(xp)) as given in
the Equation 14.
N∑
i=1
Wi(xp) = 1 ∀xp ∈ S (13)
Wi(xp) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
W1(xp)
W2(xp)
...
WN(xp)
λxp
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(14)
The weighting functions are calculated using the covariance matrix and covariance vector using the Equation 15.
Once the weighting functions are found, then they can be used in the Equation 9 to estimate the response(s) at an
unexplored sample point within the design space.
Wi(xp) = C−1c(xp) (15)
4.2. Surrogate Models for (cl)low, Δcl and (cd)high
As discussed above, the surrogate models for cllow , Δcl and cdhigh are constructed using the ordinary Kriging ap-
proach. The constructed surrogate models can be used to predict the cllow , Δcl and cdhigh at an unexplored sample point
within their corresponding design space. As mentioned earlier, the surrogate models are constructed to predict the
aerodynamic coeﬃcients (cllow , Δcl and cdhigh) at α = 5.0 deg with M ranging from 0.1 to 0.6. Once the aerodynamic
coeﬃcients are predicted from the surrogate models which are constructed from the largely available low-ﬁdelity data
and limited high-ﬁdelity data, then the high-ﬁdelity aerodynamic eﬃciency (E) at a particular M within the range 0.1
to 0.6 and α = 5.0 deg can be calculated using the Equation 16.
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E =
(cl)low − Δcl
(cd)high (16)
5. Construction of Experimental Semivariogram Model
The accuracy of the constructed surrogate models using OK approach is highly inﬂuenced by the accuracy of
the theoretical semivariogram model in modeling the constructed experimental semivariogram model. As discussed
earlier, the experimental semivariogram model is constructed by the OK approach from the available sample data. In
the current work, ﬁve diﬀerent theoretical semivariogram models are used to model the experimental semivariogram
model. The mathematical expression for these theoretical semivariogram models are given in the Equations 17 - 21.
Gaussian model with actual range:
C(h) = s
(
1 − exp
(
−h2
r2
))
(17)
Gaussian model with practical range:
C(h) = s
(
1 − exp
(
−3h2
pr2
))
(18)
Spherical model with actual range:
C(h) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩s
((
3.0
2.0
) (
h
r
)
− 0.5
(
h
r
)3)
if lag ≤ r
s if lag > r
(19)
Exponential model with actual range:
C(h) = s
(
1 − exp
(
−h
r
))
(20)
Exponential model with practical range:
C(h) = s
(
1 − exp
(
−3h
pr
))
(21)
Where C(h), which is given in Equation 24, is the semivariance, h is the lag, r is the range, pr is the practical range
and s is the sill. The stabilised value of the semivariance is known as sill and the lag at which it attains the stabilised
value is known as range. When the value of semivariance attains the value of 0.94 × s, the corresponding lag value
is called as practical range. The lag is the separation distance which is to be considered during the semivariogram
modeling. It is always better to have small lag values as they are very important in determining an appropriate
theoretical semivariogram model based on a experimental semivariogram model. The anisotropy of the data set is
modelled by transferring the n dimensional lag vector into a single isotropic lag (h) vector using the relation 22.
h =
√((
p1
a1
)
b
−
(
p1
a1
)
a
)2
+
((
p2
a2
)
b
−
(
p2
a2
)
a
)2
+ · · · +
((
pn
an
)
b
−
(
pn
an
)
a
)2
(22)
Where n is the number of dimensions (or design variables) of the problem, p is the value of a design variable, ap
is the maximum value in the range of values of each design variable and, a and b correspond to two diﬀerent sample
points. The above relation is applied for all the possible data pairs within the 50 sample points. The possible number
of pairs (Nh) for a given ′N′ number of sample points can be obtained using the following relation.
Nh =
N(N − 1)
2
(23)
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N such isotropic lag values are obtained. Once the isotropic lag values are calculated, then they are grouped into
diﬀerent lag folds with diﬀerent ranges of lag. For each lag fold, the semivariance is calculated using the following
relation.
C(h) = 1
2Nf old
Nf old∑
i=1
( ((Cl)ai − (Cl)bi)2
2
)
(24)
where Nf old is the number of data pairs whose distance falls within a particular isotropic lag range. Once the
semivariance is calculated, it is plotted against all the lag values. This plot is more popularly known as experimental
semivariogram. This plot is modelled by the above mentioned theoretical semivariogram models.
6. Inﬂuence of Theoretical Semivariogram Models on Surrogate Model Accuracy
Once the surrogate models are constructed, they have to be validated before actually used as an approximation
to the computationally intensive solution algorithms. Various approaches are employed to validate the prediction
capability of the surrogate models. Cross-validation strategy is more widely used to validate the accuracy of the
surrogate models in approximating the true function within the deﬁned design space. This approach is also capable
of estimating the inﬂuence of theoretical semivariogram models on the accuracy of the surrogate model. Various
cross-validation methods such as k-fold cross-validation, Hold-out cross-validation, Leave-one-out cross-validation,
Repeated cross-validation etc. are frequently employed. The k-fold cross-validation approach is employed in this
work since this approach is considered to be more accurate among the other cross-validation approaches.
6.1. k-fold Cross-Validation
K-fold cross-validation approach is used to estimate the performance of the constructed surrogate models. In this
approach, the N generated sample points are divided into k diﬀerent data folds. In each data fold,
(
N
k
)
sample points
are placed. The sample points which are placed in each data fold are stratiﬁed in order to properly explore and describe
the design space. The process of stratiﬁcation is very important at this stage of cross-validation. Otherwise, since the
training data folds are failed to give proper information about the design space, the predictions may go wrong though
the surrogate models are accurate. Among the k data folds, k − 1 data folds are used to train the surrogate models
while the remaining one data fold is used to validate the surrogate models. Subsequently the processes of training and
validation are performed for k times with each time a diﬀerent data fold is used for the validation.
In this work, the available data set with N = 50 is divided into k = 5 diﬀerent data subsets. In each data subset,(
N
k
)
= 10 number of sample points are placed. The processes of training and validation of the surrogate models are
performed for k = 5 times. At each iteration, 10 predictions ( ˆF(x1), ˆF(x2), ..., ˆF(x Nk )) of 10 observed sample points(F(x1), F(x2), ..., F(x N
k
)) are made. Subsequently, the cross-validation error of the predictions can be calculated using
the following expression.[10]
cv =
1
(N/k)
(N/k)∑
i=1
(
ˆF(i) − F(i)
)2 (25)
6.2. Results and Analysis
Figure 2 shows the comparison between the ability of various theoretical semivariogram models in modeling the
experimental semivariogram for the cllow surrogate model at one of the ﬁve folds (fold= 5). It can be observed from this
ﬁgure that the Gaussian model with practical range, Spherical model with actual range and Exponential model with
practical range are quite close in ﬁtting the experimental semivariogram model as compared to the Gaussian model
with actual range and Exponential model with actual range. Since the ﬁgure shows the capability of the theoretical
semivariogram models at just one instant, it is important to be aware that it is demonstrating the overall accuracy of
the theoretical semivariogram models.
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Figure 2: Exp. and theoretical semivariogram for cllow surrogate model
Figure 3 shows the comparison of cross validation error (cv) of cllow surrogate model which is constructed using
diﬀerent theoretical semivariogram models. This ﬁgure presents the cv for all the 5 data folds. It can be clearly
observed that all the theoretical semivariogram models are good in modeling the experimental semivariogram. The
cv varies in the order of 10−2 − 10−6. But it is worth to note that the surrogate model, which is constructed by
employing the Gaussian model with actual range to model the experimental semivariogram, is more accurate than
the other surrogate models which are constructed by employing other discussed semivariogram models. The second
accurate one is the surrogate model with Gaussian model of practical range. Figure 4 shows the variation between the
actual and predicted response values for cllow surrogate model. The predicted response values vary as the method of
theoretical semivariogram varies. As predicted, it can be observed that the surrogate model with Gaussian model of
actual range is more accurate. Hence it can be clearly understood that the the ability of the theoretical semivariogram
model in ﬁtting the experimental semivariogram highly inﬂuences the accuracy of resultant surrogate model.
Figure 5 and 6 show the comparison between various theoretical semivariogram models in modeling the experi-
mental semivariogram for Δcl and cdhigh surrogate models at fold = 5 respectively. It can be observed from these ﬁgures
that except Gaussian model with actual range and Exponential model with actual range, all the other theoretical semi-
variogram models are pretty good in following the experimental semivariogram pattern. And again, these two ﬁgures
demonstrate the behavior at one of the data folds of the sample. These are further depicted in ﬁgures 7 and 8. It can
be observed from these ﬁgures that the cv for the Δcl and cdhigh surrogate models vary in the order of 10−2 − 10−7 and
10−3 − 10−9 respectively. The Δcl and cdhigh surrogate models which are constructed using Exponential model with
practical range has lesser cv in overall. These results are further backed by the information which can be extracted
from the ﬁgures 9 and 10. From these two ﬁgures, it can be once again witnessed that the most eﬃcient theoreti-
cal semivariogram model in modeling the experimental semivariogram model leads to more accurate approximation
model.
The constructed surrogate models can be coupled with an optimiser to carryout an Aerodynamic Shape Optimi-
sation (ASO) activity. Since the ASO activity needs more number of computationally expensive simulations, the
required computational resources and time become important factors. Since the constructed surrogate models are
computationally cheap, they can be used in the place of actual solution algorithms (in the place of panel and viscous
solution algorithms in this case) to calculate the aerodynamic coeﬃcients. Here the construction of the surrogate mod-
els can be updated at each generation as more data can be generated during the evolution of the optimiser. This whole
process will be more time and resources eﬀective without sacriﬁcing the ﬁdelity of the analysis when the accuracy of
the constructed surrogate models are good.
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Figure 3: cv for cllow surrogate model
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Figure 4: Actual and predicted response for cllow surrogate model
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Figure 5: Exp. and theoretical semivariogram for Δcl surrogate model
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Figure 6: Exp. and theoretical semivariogram for cdhigh surrogate model
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Figure 7: cv for Δcl surrogate model
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Figure 8: cv for cdhigh surrogate model
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Figure 9: Actual and predicted response for Δcl surrogate model
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Figure 10: Actual and predicted response for cdhigh surrogate model
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7. Conclusions
The construction of surrogate models with the help of Ordinary Kriging and Design of Experiments approaches
for complex CFD functions is demonstrated. Three surrogate models are constructed for predicting aerodynamic co-
eﬃcients (cl)low, Δcl and (cd)high for NACA 2411 airfoil (at α = 5.0 deg and diﬀerent M) from the available low- and
high-ﬁdelity data. The constructed surrogate models are further used to estimate the high-ﬁdelity aerodynamic eﬃ-
ciency for the airfoil at the above discussed ﬂow conditions. The geometry of the airfoil is mathematically expressed
using PARSEC approach. Panel and viscous solution methods are used to generate the sample data along with the aid of
Hammersley Sequence Sampling DOE approach. The ability of various theoretical variogram models in modeling the
experimental variogram models is analysed. The estimation of the inﬂuence of various theoretical variogram models
on the accuracy of the constructed surrogate models is also carried out. The widely employed k-fold cross-validation
approach with k = 5 is used to estimate the accuracy of the surrogate models. It is witnessed that the k-fold cross-
validation approach is quite good in estimating the inﬂuence of variogram modeling on surrogate model construction
in addition to the estimation of accuracy of the surrogate models. The surrogate models are constructed in such a
way that they can be coupled with optimisation schemes in order to carry out an aerodynamic design activity. The
results obtained from the cross-validation suggested that the performance of the constructed surrogate models is quite
good and satisfactory for all the theoretical semivariogram models employed. It is also observed that the Exponential
model with practical range enhances the performance of the all the three surrogate models by more accurately ﬁtting
the trend of the actual black-box function. It has more consistency among all the other variogram models. From these
observations, it is concluded that the performance of the k-fold cross-validation approach with k = 5 is reasonably
good for the given data set and can be employed in like-characterised data set. It is also concluded that the selection of
theoretical variogram models in variogram modeling is highly based on the particular function to be approximated. It
is understood that there is no universal theoretical variogram model which would be suitable for all kind of functions.
A suitable theoretical variogram model for the given problem should be chosen by conducting an error estimation ac-
tivity as demonstrated in this work. It is also understood that the number of sample points (sample data set) should be
large enough so that the surrogate model can explore more about the function to be approximated. This will strongly
inﬂuences the accuracy of the surrogate models. It is also more important to conduct more research on variogram
modeling as still there are some uncertainties exist in understanding the behavior of the theoretical variogram models
such as universal adaptability, required lag range etc.
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