Controller Indirect Learning Algorithm Using Experimental Implantation Technique by 박종호
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물리 기반 애니매이션이란 가상의 캐릭터들이 물리 법칙의               
지배 하에서 움직이도록 하는 것으로, 움직임에 현실성을             
부여함으로써 보는 사람들로 하여금 자연스러운 느낌이 들게             
해주는 기법이다. 현재 가상 캐릭터의 동작을 생성하기 위해               
가장 보편적으로 이용되고 있는 방법은 모션 캡쳐 기법인데,               
이 방법은 현실의 사람이나 동물이 배우가 되어 직접               
촬영한다는 점에서 필연적으로 몇 가지 물리적 한계를             
갖는다. 본 논문은 두 가지 알고리즘을 제안한다. 먼저 첫                 
번째는 원하는 물리 환경과 가상 캐릭터가 있을 때, 얻고자                 
하는 동작의 종류에 따라 캐릭터의 움직임에 대한             
보상(reward) 시스템만 정해주면 강화학습을 통해 주어진           
조건에 맞는 동작을 자동으로 생성할 수 있는 제어기를               
학습시키는 방법이다. 두 번째 제안 알고리즘은 첫 번째에               
이어지는 내용으로, 주어진 환경에서 잘 학습된 동작             
제어기를 갖고 있을 때, 형태 및 구조는 동일하지만 다른                 
방식으로 환경을 인식하는 가상 캐릭터의 제어기를 빠르게             
학습시킴으로써 환경 인식 센서를 일반화하는 방법이다.           
실험으로는 장애물을 피해 목표물로 비행하는 가상 캐릭터를             
이용하여 이미 학습된 제어기의 경험을 통해 간접적으로             
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물리 기반 애니매이션은 컴퓨터 애니매이션 및 그래픽스               
분야에서 주요한 위치를 차지하고 있으며, 활발하게 연구가             
진행되고 있는 분야이다. 물리 기반 애니매이션이란 가상의             
캐릭터들이 물리 법칙의 지배 하에서 움직이도록 하는             
것으로, 움직임에 현실성을 부여함으로써 보는 사람들로           
하여금 자연스러운 느낌이 들게 해주는 기법이다. 실제로             
물리 기반 애니매이션 기술은 영화의 특수효과 제작이나             
컴퓨터 게임이나 의공학을 비롯한 다양한 분야에서의           
시뮬레이션 작업에 적용되어 큰 효용을 가져오고 있다.             
하지만 3차원 공간에서 높은 자유도로 제작된 가상 캐릭터의               
물리 기반 동작을 생성하는 일은 여전히 어렵고 잘 풀리지                 
않은 문제로 남아있다. 본 논문에서는 3차원에서 임의의             
구조를 가진 고차원 자유도의 가상 캐릭터가 환경에 맞춰               
자동으로 움직임을 생성할 수 있도록 학습시키는 강화학습             
알고리즘을 제안하고, 나아가 학습된 제어기의 경험 이식을             
통해 보다 일반화된 제어기를 학습시키는 방법에 대해             
다룬다. 
현재 가상 캐릭터의 동작을 생성하기 위해 가장 보편적으로                 
이용되고 있는 방법은 모션 캡쳐 기법이다. 모션 캡쳐란               
사람이나 동물이 배우가 되어 몸에 센서를 부착한 상태에서               
원하는 동작대로 움직이고 특수한 카메라로 이를 촬영하여             
1 
동작 정보를 얻어내는 기법으로, 이렇게 얻어진 동작 정보를               
가상 캐릭터에 입혀 애니매이션을 만들어낸다. 이때 배우들은             
실제 물리 환경에서 동작을 하기 때문에 유사한 가상               
캐릭터에 동작을 입히면 어느 정도 자연스러운 애니매이션을             
제작할 수 있다. 하지만 모션 캡쳐 기법을 이용한 방법은 몇                   
가지 문제로 인해 한계를 갖는다. 먼저 애니매이션 안의 가상                 
캐릭터가 움직이는 환경이 모션 캡쳐를 수행하는 환경과             
물리적으로 상이하면 적합한 동작을 만들기가 어렵게 된다.             
예를 들어 수영을 하는 애니매이션을 만들기 위해서는 모션               
캡쳐 배우가 움직이는 환경도 수중과 같이 부력이 작용하는               
조건을 갖추어야 자연스러운 동작을 만들 수 있다. 두 번째로                 
모션 캡쳐는 배우가 직접 촬영하는 방식이기 때문에 제작한               
가상 캐릭터의 형태가 모션 캡쳐를 수행하는 배우와 다른               
경우 적합한 움직임을 생성하기에 어려움이 있다. 신체 구성               
요소의 길이에 차이가 있는 경우에는 후보정을 통해 캐릭터               
모델에 적합시킬 수도 있지만 이 방법도 차이가 나는 정도에                 
따라 한계를 갖는다. 이러한 문제는 용이나 공룡처럼 현실에               
존재하지 않는 구조의 캐릭터를 다루는 경우 더욱 큰 문제가                 
된다. 마지막으로 모션 캡쳐를 이용하면 한 동작을 생성할 때                 
전문 배우나 기술자들의 많은 노력이 들며 이미 만들어진               
동작의  재사용성도  좋지  않다. 
본 논문은 두 가지 알고리즘을 제안한다. 먼저 첫 번째는                   
원하는 물리 환경과 가상 캐릭터가 있을 때, 얻고자 하는                 
동작의 종류에 따라 캐릭터의 움직임에 대한 보상(reward)             
시스템만 정해주면 강화학습을 통해 주어진 조건에 맞는             
2 
 
동작을 자동으로 생성할 수 있는 제어기를 학습시키는             
방법이다. 여기서 물리 환경을 선택할 때에는 현실적인             
제약을 받지 않기 때문에 중력이 작용하는 일반적인 대기               
중으로 설정할 수도 있고, 우주와 같은 무중력 상태, 또는                 
중력을 상쇄하는 부력이 존재하는 반중력 상태 등 여러 가지                 
조건으로 자유롭게 설정할 수 있다. 또한 가상 캐릭터도 그                 
생김새나 구조에 제약을 받지 않는다. 단, 물리 기반               
애니매이션을 생성하는 것이 목적이기 때문에 물리적으로           
유의미한 동작을 수행하기 힘든 모양으로 설정하는 것은             
적절하지 않다. 예컨대 캐릭터가 앞으로 달려나가기를           
의도한다면 합리적인 크기의 다리를 만들어주는 등 가속을 할               
수 있을법한 부분을 만들어줘야 할 것이다. 보상 시스템이란               
캐릭터가 시뮬레이션 상에서 취하는 매 동작마다 얼마나 좋은               
동작이었는지에 대해 점수를 부여하는 일종의 함수로 생각할             
수 있다. 다시 앞으로 달려나가는 동작을 만드는 상황의 예를                 
들면, 캐릭터의 현재 속도에서 전방의 성분값에 비례하는             
크기의 점수를 부여해줄 수 있다. 본 논문의 실험에서는 실제                 
공중에서와 유사한 유체 환경으로 설정하였고, 날개를 2개,             
4개, 6개 가진 가상의 캐릭터를 모델을 이용해서 장애물을               
피하면서  주어진  목표점을  따라가는  동작을  학습시켰다. 
 
두 번째 제안 알고리즘은 첫 번째에 이어지는 내용으로,                 
주어진 환경에서 잘 학습된 동작 제어기를 갖고 있을 때, 형태                   
및 구조는 동일하지만 다른 방식으로 환경을 인식하는 가상               
캐릭터의 제어기를 빠르게 학습시킴으로써 환경 인식 센서를             
일반화하는 방법이다. 가상 캐릭터는 주어진 센서를 이용하여             
3 
 
시뮬레이션 상에서 주변 환경에 대한 정보를 인식하는데,             
이러한 인식 방식을 상황에 따라 다르게 부여해줄 수 있다. 본                   
논문의 실험과 같이 장애물을 피해 목표물을 따라다니는             
동작의 경우에는 가상 캐릭터가 장애물에 대한 정보와             
목표물에 대한 정보를 인식할 수 있어야 하는데, 이때 인식                 
방법을 3차원 상에서 캐릭터에 대한 장애물이나 목표물의             
상대 좌표를 제공하는 좌표 방식을 이용할 수도 있지만               
캐릭터가 바라보는 방향의 시각 정보를 이미지로 제공하는             
시각 방식 등 다른 다양한 방식을 이용할 수도 있다. 본                   
논문의 실험에서는 위에서 언급한 좌표 방식의 제어기가 미리               
학습된 상태로 주어졌을 때, 이 제어기에 시각 방식의 센서를                 
동시에 탑재하고 동작을 진행하면서 시간에 따른 시각 정보와               
보상 정보를 수집하였고, 이 정보를 이용하여 초기화 상태의               
시각 정보 제어기를 간접적으로 학습시켰고, 그 결과             
간접적으로 학습된 시각 방식의 제어기가 직접 학습할 때에               
비해 훨씬 적은 시간 동안에 의도한 움직임을 잘 만들어낼 수                   
있는 상태가 되었고, 이후에는 미리 주어진 좌표 방식의               




제  2장.  관련  연구 
 
 
애니매이션에서 가상 캐릭터의 물리 기반 제어기를 만드는               
문제는 컴퓨터 애니매이션 분야에서 굉장히 오래           
연구되어왔다. 뿐만 아니라 이는 기계학습, 로봇공학 그리고             
생물기계학에서도 많은 관심을 받아온 문제이기도 하다. 특히             
최근에는 기계학습 분야에서 딥러닝 기술의 발전에 힘입어             
강화학습을 이용해 제어기를 학습시키는 방법이 괄목할만한           
성과를 보였다. 따라서 컴퓨터 애니매이션 분야에서의 물리             
기반 애니매이션에 대한 연구와 강화학습 분야에서의 제어기             
학습  관련  논문을  정리하였다. 
 
2.1  물리  기반  애니매이션 
물리 기반 애니매이션의 기법은 몇 가지 주요한 갈래로 나눌                   
수 있다. 먼저 관절 공간 추적(Joint-space tracking)은 가장               
잘 연구되어있는 방법으로 매우 많은 종류의 세부 알고리즘이               
개발되어있는 방법이다. 운동학적 목표 궤적(Kinematic         
target trajectory)으로부터 시간에 따라 주어지는 참조           
자세(Reference pose)를 지역적 피드백 제어기(Local         
feedback controller)를 이용하여 따라간다는 것이 공통이           
되는 원리이다. 지역적 피드백 제어기는 로봇공학 분야에서도             
가장 보편적으로 이용되는 방법으로 운동학적 목표 궤적과             
현재 상태와의 차이를 인식하고 이를 최소화하는 방향으로             
5 
 
관절에 힘을 발생시키는 식으로 작동하며 PD/PID 제어기가             
대표적이다 [1, 2, 3]. 목표 궤적으로는 인간이 직접 제작한                 
동작 데이터를 이용하기도 하고 [4], 모션 캡쳐를 통해 얻은                 
동작  데이터를  이용하기도  한다  [5,  6]. 
 
다음으로 자극-반응 네트워크 제어(Stimulus-response         
network control) 방법이 있다. 이 방법은 생체 감각-운동               
시스템의 작동 방식에 착안하여 고안된 것으로 감각계와             
운동계를 뇌신경계가 연결하고 있는 것과 같이 센서             
정보(자극)를 받아 행동 정보(반응)로 연결시키는 네트워크를           
만들어 이용한다. 이 네트워크는 수많은 파라미터들로           
구성되어 있는데, 이 파라미터들을 조정하기 위해 적합             
함수(Fitness function)를 설정하고 다양한 최적화 방법을           
이용해서 이를 최적화한다. 이때 네트워크는 인공신경망으로           
구성할 수도 있고 [7, 8, 9, 10, 11, 12, 13], 유전                     
프로그래밍(Genetic programming)이나 [14, 15], 또는 순환           
패턴  생성기를  이용하기도  한다  [16,  17,  18,  19]. 
 
마지막으로 제약적 역학 최적화 제어(Constrained           
dynamics optimization control) 방법이 있다. 이는 최적             
제어 이론(Optimal control theory)와 최적화         
이론(Optimization theory)를 기반으로 하여 발달한         
방법으로 의도하는 동작을 만들어내기 위해 취해야하는           
행동(Action)에 대해 온라인(On-line)으로 최적화를       
수행한다. 이때 캐릭터나 환경의 역학적 속성은 최적화             
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문제에서의 제약 조건이, 그리고 의도하는 캐릭터의 동작은             
목표 함수가 되어 최적화 문제로 옮겨지게 된다. 이 방법을                 
이용할 때 가장 어려움이 되는 부분은 최적화가 실시간으로               
진행되어야 하며 캐릭터의 동작이 끝나기 전까지는 궤적             
전체에 대한 참조가 불가능하다는 점이다. 이를 해결하기             
위해서는 최적화 문제의 목적 함수의 설계에서 현시점 이전의               
정보만을 이용하는 접근 방법이 있고 [20] 실시간이 아닌               
오프라인(Off-line)으로 최적화를 수행한 뒤에 그 결과로           
실시간  최적화를  보조하는  방법이  있다  [21,  22]. 
 
2.2  강화학습을  이용한  제어기  학습 
컴퓨터 비전 분야에서 큰 발전을 가져온 딥러닝은 이후                 
강화학습 알고리즘과 결합하여 제어기를 학습하는         
문제에서도 뛰어난 성능을 보여주었다. 지도학습(Supervised         
learning)에서와 같이 인공신경망을 구성하고 이를         
학습시키는 방법에 따라 다양한 알고리즘이 존재한다. 직접적             
정책 근사(Direct policy approximation) 방법은 현재           
상태(State)를 입력받아 취해야 할 행동(Action)을         
출력값으로 내보내는 정책(Policy)을 신경망을 이용하여         
직접적으로 근사한다. 궤적 최적화(Trajectory       
optimization)를 이용해 얻은 궤적을 학습 데이터로 삼아             
지도학습을 하는 방식이 대표적인데 이러한 방법은 캐릭터가             
제어 중에 학습 데이터에 없는 상태로 빠지는 경우 학습된                 
바가 없기 때문에 부적절한 행동을 취하게 된다는 문제점이               
있다 [23, 24]. 딥 큐 학습(Deep Q Learning)은 컴퓨터                 
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게임을 하는 데에 있어 사람의 실력을 뛰어넘는 제어기를               
학습하는 결과를 보여주어 제어기 학습의 수준을 한 단계               
높이는데 기여하였으며 [25], 이어서 탐색한 경험 정보를             
보다 효율적으로 이용하는 방법 [26], 그리고 딥 큐 학습의                 
과추산(Overestimation) 문제를 보완하는 방법도 등장하였다         
[27]. 이후 연속적인 공간에서도 제어기를 학습할 수 있는               
CACLA(Continuous actor-critic learning automation)       
[28]를 이용하여 몇 가지 형태의 가상의 동물 캐릭터가               
2차원 환경에서 지형에 맞는 동작을 자동으로 발생시켜             
앞으로 달려가도록 하는 연구도 진행되었다 [29]. 정책             
기울기(Policy gradient)를 추정하여 기울기 하강(Gradient         
descent) 방법을 수행하는 정책 기울기 방법의 고안은             
연속적인 행동을 취하는 문제에서 캐릭터 제어기 학습에             
새로운 알고리즘군으로 등장하였고 현재까지 최고 성능의           




제  3장.  알고리즘  개요 
 
 
시스템의 전체적인 개요는 [그림 1]과 같다. 입력으로는               
의도하는 동작의 형태를 대략적인 키프레임으로 제작하여           
넣어준다. 시스템은 제공된 키프레임을 기반으로 궤적           
최적화를 수행하여 물리적으로 발생이 가능하면서 앞으로           
최대한 빠르게 날아가는 동작을 생성하고 이를 훈련시키고자             
하는 제어기의 재생 메모리에 입력해준다. 이때 재생             
메모리는 축적된 데이터가 없는 초기화 상태로, 이렇게             
최적화된 궤적 데이터가 입력된 상태로 학습을 시작함으로써             
임의 탐색으로는 찾아내는 데에 많은 시간이 걸리는 동작을               
빠르게 학습할 수 있게 된다. 이어서 기존 강화학습               
알고리즘에서 일반적인 임의 탐색(Random exploration)에         
CMA-ES(Covariance matrix adaptation evolution       
strategy)최적화 기법을 이용한 탐색을 추가한 진화적           
탐색(Evolutionary exploration)을 이용한 CACLA를       
수행하여 직진성 동작에서 보다 일반화된 방향의 비행을             








제어기 학습이 충분히 수렴하면 다른 종류의 센서를 탑재한                 
제어기를 간접적으로 학습시킨다. 학습된 제어기에서         
이용(Exploitation)만을 수행하여 궤적을 생성하면 주어진         
목적을 최대한 잘 수행하는 동작을 생성한다. 예를 들어 본                 
논문의 실험에서는 물리 환경에 장애물과 목표물을 임의로             
생성하고 캐릭터가 목표물을 추적하며 따라다니되         
장애물과의 충돌을 피하는 것이 우선시되도록 목적을           
설정하였는데, 잘 학습된 제어기는 장애물의 배치가           
극단적이지 않은 일반적인 상황에서 대부분의 경우 목적을             
결함 없이 잘 수행하는 상태에 이르렀다. 이종 센서를 탑재한                 
새로운 제어기는 기존에 학습된 제어기와 환경을 인식하는             
방법이 다르기 때문에 얻어진 궤적 데이터를 간접적인 학습에               
바로 이용할 수는 없다. 때문에 궤적을 생성하면서 동시에               
이종 센서가 인식하는 방식의 데이터를 저장해두어야 한다.             
이를 위해서 학습된 제어기는 궤적을 생성할 때에 자신의               
센서와 함께 이종 센서를 이중으로 탑재한다. 자신의 센서는               
정책(Policy)의 입력으로 넣어 적절한 행동(Action)을         
얻어내어 궤적을 만들어나가는 데에 이용하고, 동시에 이종             
센서로부터 얻은 데이터와 보상 데이터를 저장한다. 이렇게             
저장된 경험 데이터는 간접적으로 얻어진 것이기 때문에 간접               
경험(Indirect experience)이라고 할 수 있으며 이종 센서             
제어기의 학습에 이용할 재생 메모리에는 초기화 상태에서             
간접 경험 데이터를 채워넣어준다. 이종 센서 제어기는             
추가적인 탐색이 없이 재생 메모리에 있는 간접 경험으로만               
학습을 시켜도 충분한 성능으로 동작을 생성할 수 있게 된다.                 
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이렇게 간접 경험을 통해 학습된 제어기는 상황에 따라               
기존의  제어기를  뛰어넘는  성능을  보이기도  한다.   
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제  4장.  초기  최적화  궤적  생성 
 
 
본 논문의 학습 시스템은 이용자가 제공한 키프레임               
애니매이션으로부터 시작된다고 할 수 있다. 이용자가           
제공하는 키프레임 애니매이션은 최종적으로 생성하고자         
하는 애니매이션 동작의 대략적인 모습을 안내해주는 역할을             
한다. 그렇기 때문에 키프레임 애니매이션은 물리 법칙에             
대한 고려가 되지 않은 운동학적(Kinematic) 동작으로, 이를             
그대로 모방하여 움직이면 제어기가 조종하는 가상 캐릭터는             
이용자의 기대와는 달리 균형을 잡지 못하고 추락하는 등의               
실패적인 결과를 보일 것이다. CMA-ES 최적화 기법을             
이용한 궤적 최적화는 이 키프레임 애니매이션을 본래의             
물리적으로 가능한 동작이면서 본래의 목적을 잘 수행하는             
동작으로 변경해주는 역할을 한다. 이러한 메카니즘을           
따름으로써 본 알고리즘은 이용자가 운동학적으로 원하는           
애니매이션의 모습을 어느 정도 반영을 하면서도 물리적으로             
가능한  물리  기반  애니매이션을  생성할  수  있다. 
 
이용자가 제공한 키프레임 애니매이션은           q , ... , q{ 1     n}
으로 나타낼 수 있다. 여기서 는 한 프레임에 캐릭터가          q        
취하고 있는 자세(Pose)로 캐릭터의 운동 자유도            N
dof
만큼의 관절 각(Joint angle) 값으로 구성된다. 즉, 키프레임               
애니매이션은 차원의 벡터가 되어 CMA-ES의  n×N
dof
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  여기서  각  항들은  다시  아래와  같이  표현된다. 





w  (d ) or 0 (d )  rcollision =   collision × d
2 > 0 ≤ 0
 reffort =  −weffort × ∣τ ∣
2
 rbalance =  −wbalance1 × ∣ω∣
2 −wbalance2 × ∣1 ∣− v · u
2








은 캐릭터가 목표물로부터 얼마나 멀리  r
target
         
떨어져있는지를 나타내는 항으로 상대 위치 벡터의 크기 제곱               




             
방향으로 유도하는 역할을 한다. 은 충돌에 대한        r
collision
     
항으로 장애물과 충돌이 발생하면 투과한 깊이 가 0 이상의           d      
값을 갖게 되어 장애물에 접촉하는 것을 억제하는 역할을               
한다. 는 각 관절에 걸리는 돌림힘 의 제곱에  r
effort
           τ    
비례하는 음수 값으로 되어 각 관절에 과도한 돌림힘을               
발생시키지 않는 쪽으로 유도한다. 다음으로 는          r
balance
 
균형을 잡도록 하기 위한 항으로 는 캐릭터의 가장 중심이           ω        
되는 구성체의 각속도이고, 와 는 각각 캐릭터의 윗 방향     v  u          
벡터와 물리 환경의 윗 방향 벡터를 나타내어 캐릭터가               
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심하게 흔들리거나 기울어지는 것을 방지한다. 마지막으로           
은 캐릭터의 자세 와 사용자가 제공한 키프레임r
regularization
    a        
애니매이션에서의 자세 의 차이에 패널티를 적용하여    q        
주어진 키프레임 애니매이션과 지나치게 달라지지 않도록           
유도하는  역할을  한다. 
 
위와 같은 함수를 이용하여 해를 평가할 때에 주의해야할                 
것이 바로 임의의 흔들림(Random perturbation)에 대한           
강건함을 반영해야 한다는 점이다. 만일 단순한 접근으로             
평가하고자 하는 해를 따라 궤적을 생성하면서 위에서 설정한               
함수 값을 통해 해에 대한 평가를 실시한다면, 최적화 결과로                 
특정 해가 도출되겠지만 이렇게 얻어진 해는 노이즈가 조금만               
섞여도 쉽게 망가지는 동작일 가능성이 있다. 하지만 학습               
시스템은 궤적 최적화로 얻은 동작을 기반으로 하여 그               
근처로 조금씩 임의의 탐색을 수행하면서 추가적인 학습을             
수행하여야 한다. 이때 기반이 되는 동작이 노이즈에 취약한               
동작이라면 임의 탐색을 수행할 때 행동 공간(Action space)               
상에서 기준 행동 근처의 공간을 탐색하여 향상된 제어기를               
얻어내기가 힘들어질 것이다. 때문에 본 알고리즘에서는           
CMA-ES 해 평가를 할 때에도 임의로 노이즈를 섞어서               
궤적을 생성하며 이렇게 여러 번 반복하였을 때의 평균값을               
해에 대한 점수로 책정하는 방법을 이용하여 노이즈가             
발생하는 상황에서 성능 변화가 크게 없는 안정적인 동작을               




[그림  2]  평균값  평가를  적용하여  궤적  최적화를  수행한 
경우(위)와  적용하지  않은  경우(아래)  노이즈에  대한  궤적 
변경  범위.  왼쪽부터  오른쪽으로  가면서  노이즈의  강도가 





제  5장.  진화적  CACLA 
 
 
궤적 최적화를 통해 얻어진 정보를 통해 제어기의 초기                 
학습을 수행한다. 이를 충분히 마치고 나면 캐릭터는 어느               
정도 외부로부터 임의 흔들림이 발생하더라도 중심을 잃지             
않으면서 앞으로 나아가는 정도의 성능을 갖추게 된다.             
하지만 이 단계에서는 항상 전방으로만 나아가고 목표물의             
위치를 전방이 아닌 다른 곳으로 변화시키거나 경로에             
장애물을 배치하더라도 그에 반응해서 움직이지는 않는다.           
초기 학습 단계에 이어 수행하는 진화적 CACLA 알고리즘은               
전방 비행만 하는 상태의 제어기를 보다 일반적인 상황에               
대해 학습시켜서 장애물을 피해면서 변화하는 목표물의           
위치를  따라  움직일  수  있도록  만들어주는  역할을  한다. 
 
학습은 배우-비평가(Actor-critic) 학습 방법으로 진행된다.           
배우와 비평가 네트워크는 인공신경망으로 구성되어있고         
각각의 구조는 [그림 3]과 같다. 상태(State)란 캐릭터가             
행동에 대한 판단을 내리는 데에 이용하는 모든 정보를               
나타내는 것으로 현재 캐릭터의 자세, 목표물의 위치 그리고               
장애물의 위치 등의 정보가 모두 포함되어 있다. 캐릭터의               
자세에 대한 정보는 캐릭터의 동작을 만들어내는 자유도             
만큼의 관절 각 값들로 구성되어 있고, 목표물에 대한 정보는                 
캐릭터의 지역 좌표계에서 본 목표물의 상대 위치로             
주어진다. 마지막으로 장애물에 대한 인식은 두 가지             
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방법으로 나누었는데, 목표물에 대한 정보와 같이 상대             
좌표를 이용하는 단순한 방법과 캐릭터의 전방 시야를 이미지               
그대로 인식하는 방법이다. 전자는 상대적으로 네트워크를           
구성하는 파라미터의 수가 적고 학습도 빠르게 되는 편인               
데에 비해 후자는 내부적으로 이미지에서 반응해야할           
장애물의 상대적 위치를 유추해야하는 상황인만큼 학습이           
보다 까다로운 문제가 된다. 행동(Action)이란 다음           
시뮬레이션 시각(Simulation time)에 캐릭터가 취할 자세가           
된다. 행동으로 캐릭터의 관절에서 발생시킬 돌림힘 값을             
이용하는 방법이 더 직관적으로 다가올 수 있는데,             
일반적으로 캐릭터가 물리 기반 애니매이션 동작을 취하며             
움직일 때, 관절 각에 비해 돌림힘의 크기는 급격하게 변하며                 
연속성이 떨어지는 경향을 갖기 때문에 학습을 통해             
근사하기가 더 까다롭다는 문제가 있다. 실제로 돌림힘을             
행동으로 설정했을 때에는 제어기 학습이 원활하게 되지 않는               
것으로 보아 이는 학습에 결정적인 영향을 주는 것으로               
보인다. 이에 본 논문에서는 관절 각의 집합인 자세를               
행동으로 설정하였다. 내부적으로는 제어기가 특정 자세를           
행동으로 생성하면 하층부에 내장된 PD 제어기를 통해 그               
자세를 취하기 위한 돌림힘 값이 계산되어 캐릭터의 관절에               
적용시키는 방식으로 작동한다. 배우-비평가 네트워크의         
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진화적 CACLA를 통해 충분히 학습된 제어기는 임의의               
상태(State)에서 주어진 일반적인 형태의 목적을 잘           
수행한다. 본 논문의 실험에서는 학습시킬 제어기의 종류로             
두 가지를 설계하였다. 두 제어기의 차이점은 장애물을             
인식하는 센서의 방식이 다르다는 것으로 먼저 좌표 방식의               
센서를 탑재한 제어기는 캐릭터의 지역 좌표계를 기준으로 한               
장애물의 좌표를 직접 알아낼 수 있도록 설계되었다. 두               
번째로는 시각 센서 방식의 제어기이다. 시각 센서는 같이               
캐릭터가 향하고 있는 방향을 중심으로 시야각 270도 반경의               
물체들을 원근 카메라(Perspective camera)로 촬영한         
이미지를 가공되지 않은 상태 그대로 이용하는 방식이다.             
카메라의 한계 거리 이내에 아무 것도 없을 때를 픽셀값                 
0으로 하고, 장애물이 카메라에 가까울 수록 255의 값을               
가지며 따라서 모든 픽셀은 0 이상 255 이하의 정수값을                 
갖는다. 이미지는 가로 64, 세로 64 픽셀의 정밀도로               
구성되어있으며 실제 촬영된 모습은 [그림 4]과 같다. 전자의               
제어기의 경우 배우 네트워크가 약 10K의 파라미터로             
구성되어 있는 데에 비해 후자의 제어기의 경우 50K로 약                 
5배 정도 많은 파라미터로 구성되어 있다. 따라서 직접               
학습을 하는 데에 훨씬 더 많은 시간이 소요되며 실제로                 
실험에서는 학습 과정에서 안정적으로 수렴하지 못하는           
결과를 확인할 수 있었다. 전자의 경우 네트워크의 구성은               
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[그림 3]에서 제시되었고 후자의 경우 네트워크의 구성은             
[그림  5]과  같다. 
 
[그림  4]  시각  센서에서  촬영한  이미지.  가로  64,  세로  64 
픽셀로  구성되어있으며  각  픽셀은  0~255  구간의  정수  값을 
갖는다. 
 
[그림  5]  시각  센서를  이용하는  제어기의  네트워크  구조.  
 
본 논문에서는 이에 대한 대안으로 좌표 방식의 제어기를                 
먼저 학습시킨 뒤에 이미 학습된 상태의 좌표 방식 제어기의                 
동작 경험을 이용하여 시각 방식의 제어기를 간접적으로             
학습시키는 방법을 고안하였고 이렇게 학습시킨 결과           
장애물을 회피하며 목표물을 향해 비행하는 문제에서 간접             
학습된 시각 방식의 제어기가 기존의 좌표 방식 제어기를               
뛰어넘는 성능을 보이는 것을 확인하기도 하였다. 간접             
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학습을 하기 위해서는 먼저 이미 학습되어있는 기존의             
제어기에 간접적으로 학습시키고자 하는 제어기의 센서를           
중첩해서 탑재한다. 그리고 두 가지 종류의 센서가 모두               
탑재된 제어기는 임의의 탐색(Exploration)이 없이         
이용(Exploitation)만을 하여 궤적을 생성하도록 한다. 이때           
충분히 다양한 상황에서의 데이터가 수집되어야 하기 때문에             
장애물과 목표물 모두 완전한 임의의 상태(State)에서           
시작하여 데이터가 일반성을 확보할 수 있도록 하는 것이               
중요하다. 실험에서는 약 500K의 시뮬레이션 시각에 대한             
데이터를 발생시켰다. 궤적을 생성하는 동안 탑재되어있는 두             
가지 센서의 역할은 각각 다른데, 먼저 기존의 센서는 학습된                 
제어기가 갖고 있는 정책(Policy)에서 다음 행동(Action)을           
계산하기 위해 입력값으로 넣어줄 상태(State)를 얻는 데에             
이용된다. 그리고 추가로 탑재된 센서의 데이터는 궤적 생성               
중에는 이용되지 않으며, 센서에서 인식한 환경에 대한             
정보와 그 시뮬레이션 시각에 발생시킨 행동 및 보상에 대한                 
정보와 함께 저장을 한다. 이는 이후에 학습시킬 제어기의               
입장에서 직접 경험한 것이 아니라 학습된 다른 제어기가               
발생시킨  경험이기  때문에  간접  경험  데이터라고  말한다. 
 
간접적으로 학습시킬 제어기의 학습 메커니즘은 이전             
제어기를 학습시킬 때와 같이 재생 메모리를 초기화하는             
것으로부터 시작된다. 단, 기존의 학습 방법에서는 이용자가             
제공한 키프레임 애니매이션을 CMA-ES로 최적화한 궤적           
데이터를 이용해 초기화를 한 것과 달리, 간접 학습               
방법에서는 저장해둔 간접 경험 데이터를 이용하여 재생             
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메모리를 초기화한다. 이후 간접 학습되는 제어기는 학습             
도중에 임의 탐색 및 진화적 탐색을 수행하지 않는다. 다시                 
말해 학습을 수행하는 중에 재생 메모리에 새로 저장되는               
데이터가 없이 주입되었던 간접 경험 데이터만을 이용해서             
배우와 비평가 네트워크를 업데이트 하는 것이다. 이때             
업데이트 방식 자체는 기존의 제어기를 학습할 때와 같이               
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본 실험에서 캐릭터에게 주어진 목적은 목표물 추적이다. 단,                 
목표물을 추적하는 과정에서 임의로 장애물을 도입할 수             
있으며 날아가는 경로에 장애물이 있으면 목표물을 향한 최단               
시간 경로에서 우회하여 회피하는 경로로 추적을 계속해야             
한다. 이는 보상 함수를 구성하는 항에서 아래의 두 항에                 
곱해지는 상수를 조정함으로써 구현하였다. 먼저 목표물과의           
거리를  좁히도록  유도하는  항은  아래와  같다. 





  그리고  장애물과의  충돌을  피하도록  하는  항은  아래와  같다. 
w  (d ) or 0 (d )  rcollision =   collision × d
2 > 0 ≤ 0





것이 장애물을 얼마나 잘 피해가는지를 결정하는 결정적인             
요소로 작용한다. 본 실험에서는        w .0e05  w
collision/ target > 1
정도 범위에서 성공적인 결과를 보였으나 이는 캐릭터의             
구조나 물리 환경으 특징 등 기타 요소들의 영향을 받기                 
때문에 초기 학습 과정에 대한 관찰을 통해 조정해줄 필요가                 
있다. 
 
간접 경험을 통해 시각 센서 제어기를 학습하는 실험에서는               
데이터 분포의 일반성 및 임의성을 충분히 확보하기 위하여               
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500K 이상의 간접 경험 데이터를 발생시켜서 매번 임의               
추출로 배우 및 비평가 네트워크 업데이트를 수행했다. 이때               
한 번에 32개 데이터로 구성된 배치 데이터에 대하여 10K                 
이상 학습이 진행되면 기존의 제어기와 비슷한 수준의             
제어기가 학습되는 것을 확인하였다. 이후 충분히 수렴할             
정도로 학습한 뒤 제어기의 성능을 비교 시험해보기 위해               
장애물의 수를 증가시켜가며 목표물을 찾아가는 실험을           
수행하였다. [그림 6]를 보면 “coord”로 표기된 좌표 센서               
방식의 제어기와 “vision”으로 표기된 시각 센서 방식의             
제어기의 성능 차이를 확인할 수 있다. 세로축은 보상 합을                 
나타내며 두 제어기 모두에 대해 같은 초기 상태를 주고                 
주어진 상태에서 목표물로 충분히 근접하기까지의 평균적인           
보상 합을 비교하였다. 두 제어기 모두 장애물의 개수가               
많아질 수록 충돌이 잦아지고 많이 우회해서 목표물로             
이동하기 때문에 평균적인 보상 합이 낮아지는 것을 볼 수                 
있는데, 장애물이 많아질 수록 좌표 방식의 제어기의 성능이               




[그림  6]  시각  센서와  좌표  센서를  이용하는  제어기의  성능 
비교.  가로  축은  장애물의  개수,  세로  축은  평균적인  보상의 
총합을  나타낸다.  시각  센서를  이용하는  제어기는  좌표 
센서를  이용하는  제어기의  경험을  통해  간접적으로 
학습되었음에도  장애물의  개수가  많아짐에  따라  보상  총합의 
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Physics-based animation is a technique that allows             
virtual characters to move under the rule of physics,                 
which makes people feel natural by giving reality to                 
motion. Currently, the most commonly used method for               
generating the motion of a virtual character is the                 
motion capture technique. However, this method           
necessarily has some physical limitations in that a               
human being or an animal is photographed directly as an                   
actor. This paper proposes two algorithms. First, if               
there is a desired physical environment and a virtual                 
character, and if only the reward system for the                 
movement of the character is determined according to               
32 
 
the kind of the motion to be obtained, the motion                   
corresponding to the given condition can be             
automatically generated through the reinforcement         
learning This is a method of learning the controller. The                   
second proposal algorithm follows the first one. When               
we have a well-learned motion controller in a given                 
environment, we quickly learn the controller of a virtual                 
character that has the same type and structure but                 
recognizes the environment in a different way. It is a                   
generalization method. In the experiment, the           
performance of the controller learned indirectly through             
the experience of the already learned controller was               
verified by using the virtual character flying from the                 
obstacle  to  the  target. 
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