Estructura diferenciable de las clases de equivalencia de un par controlable by Compta Creus, Albert et al.
XX Congreso de Ecuaciones Diferenciales y Aplicaciones
X Congreso de Matema´tica Aplicada
Sevilla, 24-28 septiembre 2007
(pp. 1–8)
Estructura diferenciable de las clases de equivalencia de un
par controlable
A. Compta1, J. Ferrer1, M. Pen˜a1
1 Dpto. de Matema´tica Aplicada I, Universidad Polite´cnica de Catalunya, Diagonal 647, E-08028
Barcelona. E-mail: albert.compta@upc.edu, josep.ferrer@upc.edu, marta.penya@upc.edu.
Palabras clave: pares controlables, o´rbitas por realimentacio´n y cambio de variables, deformaciones
versales
Resumen
Dado un par de matrices que representa un sistema lineal controlable, estudiamos
las clases de equivalencia por la accio´n individual o combinada de realimentaciones y
cambio de variables de estado y de entrada, as´ı como sus intersecciones. En particular,
demostramos que son variedades diferenciables y calculamos sus dimensiones.
1. Introduccio´n
Es conocida, en condiciones bastante generales, la estructura geome´trica de las o´rbi-
tas generadas por la accio´n de un grupo en una variedad diferenciable. Resulta natural
por lo tanto preguntarse por las relaciones geome´tricas en el caso de considerar diver-
sos subgrupos, es decir, la estructura geome´trica de las diferentes subo´rbitas, as´ı como
sus intersecciones (que en general no sera´n una o´rbita). Aqu´ı tratamos esta situacio´n en
el caso de pares de matrices que representan sistemas lineales, considerando diferentes
transformaciones: cambios de base en el espacio de estados y en el espacio de entrada, y
realimentaciones.
De forma natural consideramos las clases de equivalencia asociadas a cada una de
estas transformaciones o a varias de ellas y nos preguntamos por las relaciones geome´tri-
cas entre ellas, tales como la codimensio´n relativa en cada caso o sus intersecciones. En
particular, esta estructura geome´trica nos proporciona diferentes niveles de clasificacio´n
de los sistemas lineales asociados. As´ı, una clase de equivalencia abierta densa (con res-
pecto a la semejanza por bloques, por ejemplo) se puede particionar si no se permiten
realimentaciones, o incluso ma´s si so´lo se consideran cambios en el espacio de estados.
1
A. Compta, J. Ferrer, M. Pen˜a
El punto de partida es la estructura diferenciable de cada clase de equivalencia, que
se deriva del Lema de la O´rbita Cerrada. El ca´lculo de sus dimensiones se basa en las
te´cnicas de Arnold de deformaciones versales, es decir, variedades transversas a las clases
(o o´rbitas) consideradas en alguna otra menos fina. De hecho, utilizamos los resultados
de [2] y [3] para obtener deformaciones ’adaptadas’ con patrones similares, de tal modo
que diferentes familias de para´metros son responsables de la correspondiente deforma-
cio´n. Adema´s, proporciona una parametrizacio´n adaptada local de las diferentes clases de
equivalencia.
Con respecto a las intersecciones, en general e´stas no tienen porque ser una o´rbita, ni
siquiera una variedad diferenciable. En nuestro caso, lo son gracias a que se cumplen las
condiciones de transversalidad y adema´s es posible en cada caso una descripcio´n particular
como o´rbita con respecto a subgrupos apropiados.
2. Preliminares
Sea M = Cn2 × Cn×m la variedad diferenciable de pares de matrices M = {(A,B) :
A ∈ Cn2 , B ∈ Cn×m} y M∗ el subconjunto abierto denso de M formado por los pares
controlables con rangoB = m, es decir, los pares controlables de rango ma´ximo.
La semejanza por bloques habitual (o equivalencia BK) viene inducida por la accio´n





: S ∈ Gln, T ∈ Glm, R ∈ Cm×n}.





= (S−1AS + S−1BR,S−1BT ),
de manera que la clase de equivalencia BK de un par (A,B) es la o´rbita
OBK(A,B) = {g ∗ (A,B) : g ∈ G}.
Las acciones de S, T,R se llaman respectivamente cambio de las variables de estado,
cambio de las variables de entrada y realimentacio´n. De forma natural, podemos considerar
los subgrupos relativos a so´lo alguna de estas acciones y sus correspondientes o´rbitas.
Definicio´n 2.1 Sea (A,B) ∈M. Se consideran las siguientes subo´rbitas de OBK(A,B):
1. OST (A,B) = {(S−1AS, S−1BT ) : S ∈ Gln, T ∈ Glm} cuando R = 0.
2. OSR(A,B) = {(S−1AS +BR,S−1B) : S ∈ Gln, R ∈ Cm×n} cuando T = Im.
3. OTR = (A+BR,BT ) cuando S = In.
4. OS(A,B) = {(S−1AS, S−1B) : S ∈ Gln} cuando R = 0 y T = Im.
5. OT (A,B) = {(A,BT ) : T ∈ Glm} cuando R = 0 y S = In.
6. OR(A,B) = {(A+BR,B) : R ∈ Cm×n} cuando S = In y T = Im.
Nuestro objetivo es el estudio de estas o´rbitas y sus intersecciones. Se deduce direc-
tamente del Lema de la O´rbita Cerrada que todas las o´rbitas anteriores son variedades
diferenciables.
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Tal y como ya hemos comentado, nos restringiremos al caso gene´rico de pares controla-
bles de rango ma´ximo. Es conocido que estos pares se pueden reducir a la siguiente forma
cano´nica BK. Introducimos previamente algunas notaciones.
Notacio´n 2.2 1. Eq = (0 . . . 010 . . . 0)t, donde el coeficiente de valor 1 esta´ en la po-
sicio´n p, y cuyo taman˜o corresponde al contexto.
2. Np = (0, E1, . . . , Ep−1) es el bloque nilpotente superior de taman˜o p.
Definicio´n 2.3 Dado un par controlable de rango ma´ximo (A,B) ∈ M∗ y k1 ≥ k2 ≥
· · · ≥ km > 0 sus ı´ndices de controlabilidad, existe otro par (Ac, Bc) en su o´rbita BK tal
que




(Ac, Bc) se denomina forma cano´nica de Brunovsky de (A,B).
Dividiremos tambie´n en bloques de la misma forma los pares (C,D) ∈M ligados a un
par controlable de rango ma´ximo (A,B) con ı´ndices de controlabilidad k1 ≥ k2 ≥ · · · ≥
km ≥ 0:
C = (Ci,j)1≤i,j≤m, Ci,j ∈ Cki×kj , D = (D1, D2, . . . , Dm), Di ∈ Cn.
Cuando aparezca 0 en un bloque de una matriz, sera´ un bloque nulo del taman˜o
correspondiente (puede ser nulo).
Las siguientes familias de matrices parametrizadas divididas en los bloques anteriores
se utilizara´n posteriormente:
Definicio´n 2.4 1. Dado Aα, Aβ ∈ Cn×n y Bγ , Bδ ∈ Cn×m con αi,j,p, βi,j,p, γi,j , δi,j,l ∈
C tal que
Aαi,j = Eki · (αi,j,1, αi,j,2, . . . , αi,j,mı´n{ki,kj}, 0).









1≤l≤ki,j δi,j,lEki−l, donde ki,j = max{0, ki − kj − 1}.








i,j=1ma´x{0, ki − kj}.
nγ =
∑m
i,j=1 Γi,j , donde Γi,j = 1 si ki > kj , y 0 en caso contrario.
nδ =
∑m
i,j=1max{0, ki − kj − 1}.
Observacio´n 2.5 Es fa´cil comprobar que nα+nβ = nm, nγ+nδ = nβ, nα+nγ+nδ =
nm.
Ejemplo 2.6 Si k1 = 6, k2 = 3, k3 = k4 = 2, y el par (Ac, Bc) es la forma cano´nica de
Brunovsky correspondiente, entonces Ac+Aα+Aβ y Bc+Bγ +Bδ son, respectivamente,
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0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
α1,1,1 α1,1,2 α1,1,3 α1,1,4 α1,1,5 α1,1,6 α1,2,1 α1,2,2 α1,2,3 α1,3,1 α1,3,2 α1,4,1 α1,4,2
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
α2,1,1 α2,1,2 α2,1,3 β2,1,4 β2,1,5 β2,1,6 α2,2,1 α2,2,2 α2,2,3 α2,3,1 α2,3,2 α2,4,1 α2,4,2
0 0 0 0 0 0 0 0 0 0 1 0 0
α3,1,1 α3,1,2 β3,1,3 β3,1,4 β3,1,5 β3,1,6 α3,2,1 α3,2,2 β3,2,3 α3,3,1 α3,3,2 α3,4,1 α3,4,2
0 0 0 0 0 0 0 0 0 0 0 0 1
α4,1,1 α4,1,2 β4,1,3 β4,1,4 β4,1,5 β4,1,6 α4,2,1 α4,2,2 β4,2,3 α4,3,1 α4,3,2 α4,4,1 α4,4,2
0 0 0 0
0 0 0 0
0 0 δ1,3,3 δ1,4,3
0 δ1,2,2 δ1,3,2 δ1,4,2
0 δ1,2,1 δ1,3,1 δ1,4,1
1 γ1,2 γ1,3 γ1,4
0 0 0 0
0 0 0 0
0 1 γ2,3 γ2,4
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 1
3. Las o´rbitas OS, OT y OR
En primer lugar observamos que, para pares controlables de rango ma´ximo, la accio´n
individual de las matrices de la forma S, T y R es simple, generando o´rbitas de dimensio´n
constante.
Proposicio´n 3.1 Sea (A,B) ∈M; entonces
1. Si (A,B) es controlable, dimOS(A,B) = n2.
2. Si B tiene rango ma´ximo, dimOR(A,B) = nm.
3. Si B tiene rango ma´ximo, dimOT (A,B) = m2.
Estamos interesados en las intersecciones de las o´rbitas anteriores y en la accio´n com-
binada de las matrices de la forma S, T y R. De hecho, centramos nuestra atencio´n en los
casos en que la accio´n por S esta´ involucrada debido al hecho trivial que:
Proposicio´n 3.2 Sea (A,B) ∈M∗ un par controlable de rango ma´ximo; entonces
1. OT (A,B) ∩OR(A,B) = {(A,B)}.
2. dimOTR(A,B) = dimOT (A,B) + dimOR(A,B) = m2 + nm.
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4. La o´rbita OBK
Recordamos que la accio´n triple de S, T y R corresponde a la semajanza por blo-
ques habitual. La estructura geome´trica de las o´rbitas BK ha sido estudiada en [2]. En
particular, para un par controlable de rango ma´ximo, se cumple:
Teorema 4.1 [2] Dado un par controlable de rango ma´ximo (A,B) ∈M∗ con ı´ndices de
controlabilidad k1 ≥ k2 ≥ · · · ≥ km > 0, entonces
dimOBK(A,B) = n2 + nm− nδ.
Si (Ac, Bc) es su forma cano´nica de Brunovsky, una deformacio´n miniversal respecto a
BK de (Ac, Bc) en M∗ es la variedad lineal de dimensio´n nδ:
(Ac, Bc) + {(0, Bδ)}δ.
5. Las o´rbitas OST y OSR
Basaremos el estudio de las o´rbitas OST y OSR en el siguiente resultado, que es una
consecuencia directa de los teoremas (2.2) y (2.3) de [3]:
Teorema 5.1 [3] Sea (A,B) ∈ M∗ un par controlable de rango ma´ximo con ı´ndices de
controlabilidad k1 ≥ k2 ≥ · · · ≥ km > 0, y (Ac, Bc) su forma reducida BK. Entonces:
1. (A,B) es S equivalente a
(A0, B0) = (Ac, Bc) + (Aα0 , Bγ0)
para adecuados valores α0, γ0 de los para´metros en (2.4) y tal vez una permatucio´n
de las columnas de B0.
2. Una deformacio´n miniversal respecto a S de (A0, B0) en su o´rbita BK viene dada
por la variedad lineal de dimensio´n (nα + nγ):
(A0, B0) + {(Aα, Bγ)}α,γ .
Esta deformacio´n miniversal presenta la siguiente peculiar propiedad: los para´metros
γ, y so´lo ellos, pueden ser eliminados por la accio´n de T; y ana´logamente, los para´metros
α, y so´lo ellos, por la accio´n de R. Por lo tanto:
Proposicio´n 5.2 Dado un par controlable de rango ma´ximo (A,B) ∈M∗, se cumple
dimOST (A,B) = n2 + nγ , dimOSR(A,B) = n2 + nα.
En particular, obse´rvese que son constantes en cada o´rbita BK.
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6. Las intersecciones OS ∩OT y OR ∩OS
A continuacio´n estudiamos la interseccio´n de las o´rbitas de la seccio´n 3. En general,
una interseccio´n de o´rbitas no tiene porque ser una o´rbita, ni tan siquiera una variedad
diferenciable. Veamos en primer lugar que este hecho se cumple en nuestro caso debido a
que las condiciones de transversalidad se verifican.
Proposicio´n 6.1 Sea (A,B) ∈ M∗ un par controlable de rango ma´ximo con ı´ndices de
controlabilidad k1 ≥ · · · ≥ km > 0. Entonces las siguientes intersecciones son subvarieda-
des diferenciables de OBK(A,B) y:
dim(OS(A,B) ∩OT (A,B)) = m2 − nγ , dim(OR(A,B) ∩OS(A,B)) = nβ.
Claramente, dados dos subgrupos generales G1 y G2, la interseccio´n de sus o´rbitas
no es la o´rbita con respecto a G1 ∩ G2. Por ejemplo, la interseccio´n del subgrupo S y el
subgrupo T es simplemente la matriz identidad. De hecho, no tiene porque ser una o´rbita.
Sin embargo, veamos que las intersecciones de (6.1) son o´rbitas con respecto a la accio´n de
subgrupos apropiados que dependera´n del par (A,B): vamos a describirlos expl´ıcitamente
en el caso de pares (Ac, Bc) en forma de Brunovsky.
Proposicio´n 6.2 Sea (A,B) ∈M∗ un par controlable de rango ma´ximo.
(1) La subvariedad OS(A,B)∩OT (A,B) es la o´rbita de (A,B) con respecto a la accio´n
de GST (A,B) formado por las S ∈ Gln tales que:
(i) AS = SA,
(ii) existe T ∈ Glm tal que: SB = BT .
(2) En particular, si (Ac, Bc) ∈ M∗ es un par BK con ı´ndices de controlabilidad k1 ≥
· · · ≥ km > 0, entonces:
GST (Ac, Bc) = {S ∈ Gln : Si,j = 0 si ki > kj , y Si,j = (0, si,jIki) si ki ≤ kj}.
Proposicio´n 6.3 Sea (A,B) ∈M∗ un par controlable de rango ma´ximo.
(1) La subvariedad OS(A,B)∩OR(A,B) es la o´rbita de (A,B) con respecto a la accio´n
de GSR(A,B) formado por las S ∈ Gln tales que:
(i) existe R ∈ Cm×n tal que: S−1AS = A+BR,
(ii) S−1B = B.
(2) En particular, si (Ac, Bc) ∈ M∗ es un par BK con ı´ndices de controlabilidad k1 ≥
· · · ≥ km > 0, es una variedad lineal de dimensio´n nβ:
OS(Ac, Bc) ∩OR(Ac, Bc) = (Ac, Bc) + {(Aβ, 0)}β.
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Observacio´n 6.4 La demostracio´n de la proposicio´n anterior se basa en que, para cada
realimentacio´n β existe un cambio de base Sβ ∈ Gln tal que
S−1β AcSβ = Ac +Aβ = Ac +BcRβ, S
−1
β Bc = Bc.
Ello nos proporciona una descripcio´n expl´ıcita alternativa de OS ∩OR:
OS(Ac, Bc) ∩OR(Ac, Bc) = (Ac, Bc) + {(Aβ, 0)}β = {(S−1β AcSβ, Bc)}β.





ki < kj .
As´ı, para β como en el ejemplo anterior ser´ıa
1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
β2,1,4 β2,1,5 β2,1,6 0 0 0 1 0 0 0 0 0 0
0 β2,1,4 β2,1,5 β2,1,6 0 0 0 1 0 0 0 0 0
0 0 β2,1,4 β2,1,5 β2,1,6 0 0 0 1 0 0 0 0
β3,1,3 β3,1,4 β3,1,5 β3,1,6 0 0 β3,2,3 0 0 1 0 0 0
0 β3,1,3 β3,1,4 β3,1,5 β3,1,6 0 0 β3,2,3 0 0 1 0 0
β4,1,3 β4,1,4 β4,1,5 β4,1,6 0 0 β4,2,3 0 0 0 0 1 0
0 β4,1,3 β4,1,4 β4,1,5 β4,1,6 0 0 β4,2,3 0 0 0 0 1
7. La interseccio´n OSR ∩OST
Como en las secciones anteriores, vamos a ver que OSR ∩ OST es una variedad di-
ferenciable de OBK , y a obtener una descripcio´n expl´ıcita cuando el par esta´ en forma
BK.
Proposicio´n 7.1 Sea (A,B) ∈M∗ un par controlable de rango ma´ximo.
(1) La siguiente interseccio´n es una subvariedad diferenciable de OBK(A,B), con:
dim(OSR(A,B) ∩OST (A,B)) = n2.
(2) En particular, si (Ac, Bc) ∈M∗ es un par BK, entonces
OSR(Ac, Bc) ∩OST (Ac, Bc) = OS(Ac, Bc).
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8. Diagrama resumen











M∗ n2 + nm = n2 + nα + nγ + nδ
nδ
OBK n
2 + nα + nγ = n
2 + nm− nδ
nγ nα
OSRn2 + nα OST n
2 + nγ
n2−nβ nα nγ n2−m2+nγ
ORnm = nα + nβ OS n2 m2OT
nα n2−nβ n2−m2+nγ nγ
nβ m2 − nγOR ∩OS OS ∩OT
donde las cantidades enmarcadas son las dimensiones de las variedades y las cantidades
en las flechas sus codimensiones correspondientes.
De hecho, en un entorno de un par BK (Ac, Bc), tenemos un sistema de coordenadas
adaptado (S, α, γ, δ) de M∗, donde S ∈ Gln y α, γ, δ son los para´metros (2.4), de tal
manera que:
OBK = {δ = 0}, OST = {δ = α = 0}, OSR = {δ = γ = 0}, OS = {δ = α = γ = 0}.
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