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CONSTRUCTING BOUNDED REMAINDER SETS AND
CUT-AND-PROJECT SETS WHICH ARE BOUNDED
DISTANCE TO LATTICES
ALAN HAYNES AND HENNA KOIVUSALO
Abstract. For any irrational cut-and-project setup, we demonstrate a natu-
ral infinite family of windows which gives rise to separated nets that are each
bounded distance to a lattice. Our proof provides a new construction, using
a sufficient condition of Rauzy, of an infinite family of non-trivial bounded
remainder sets for any totally irrational toral rotation in any dimension.
1. Introduction
In this paper we consider the following two problems:
(i) Given a cut-and-project setup corresponding to an Rd action on Rk, con-
struct a (non-trivial) infinite collection of (k − d)-dimensional windows
which each give rise to a cut-and-project set that is bounded distance
from a lattice.
(ii) Given a minimal rotation of Ts := Rs/Zs, explicitly construct a (non-
trivial) infinite collection of regions in Ts, for which the differences be-
tween the time and space averages of the system over each of the regions
achieve the minimum possible asymptotic bound.
As we will see in what follows, problems (i) and (ii) are closely related. A region
which satisfies the condition in problem (ii) is called a bounded remainder set
(BRS) for the corresponding rotation. For s = 1 the problem is satisfactorily
dealt with by works of Hecke [9], Ostrowski [14], and Kesten [11] (and also related
results of Oren [13]), which together show that for an irrational rotation of T by
α, the necessary and sufficient condition for an interval I to be a BRS is that
|I| ∈ αZ+ Z. This translates easily into a solution of problem (i) for the special
case when k = d− 1. The first author has recently explored and improved upon
this connection in [7], using detailed arguments involving the theory of continued
fractions. Several papers [10, 20, 23, 24, 25] have investigated problem (ii) when
s > 1. Of particular note are the works of Szu¨sz [20], who demonstrated a
construction of parallelogram BRS’s when s = 2, and Liardet [10, Theorem 4],
who used a dynamical cocycles argument to extend Szu¨sz’s result to arbitrary
s > 1.
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Our goal in this paper is to provide a new constructive solution of both prob-
lems above, which works for all choices of dimensions and parameters involved.
With respect to problem (ii), the collection of BRS’s which we construct is differ-
ent than the collection which can be constructed using Liardet’s above mentioned
result. Our proofs rely on a beautiful result of Rauzy [15], which provides a suf-
ficient condition for a set in the s-torus to be a BRS.
To understand the connection between the above problems, first note that
taking d = 1 in problem (i) essentially gives a reformulation of problem (ii) (i.e.
with s = k− 1). Therefore solutions to problem (i) when d = 1 immediately give
solutions to problem (ii), for the corresponding toral rotations. It will become
clear in the course of our proofs that this implication also goes the other way, so
that solving problem (ii) gives solutions to problem (i). In brief, by using a BRS
associated to just one direction in our d-dimensional physical space, we obtain
enough structure to ensure that we can move the entire cut and project set to a
lattice, moving each point by at most a bounded amount.
To state our results more precisely, we first make some definitions. Let V be a
d-dimensional subspace of Rk, and let pi : Rk → Tk be the canonical projection.
Suppose that S ⊆ Tk is the image under pi of a bounded subset of a (k − d)-
dimensional plane in Rk which is everywhere transverse to V (S is what we will
call a section or a window), and for each x ∈ Rk define Y = YS,x ⊆ V by
YS,x = {v ∈ V : pi(v + x) ∈ S}.
We refer to YS,x as the cut-and-project set associated to k, V,S, and x. In much of
what follows we will assume that V is a totally irrational subspace of Rk (equiv-
alently, that pi(V ) is dense in Tk). To see that this incurs no loss of generality,
notice that every subspace of Rk has a dense orbit in some ‘sub-torus’ of Tk, so
by re-parameterizing when necessary our problems can always be brought into
such a situation.
Generically, a cut-and-project set as above is an aperiodic separated net (i.e.
Delone set) in V . Several authors [1, 2, 7, 8, 12, 19] have recently addressed the
question of determining how far away such sets can be from lattices in V . One
way of measuring this is to say that two sets in Rk are bounded distance (BD)
to one another if there is a bijection between them which moves each point by
at most some fixed constant amount. This agrees exactly with the definition in
other papers of bounded displacement equivalence. It was proved in [8] that for
any k > d ≥ 2, for almost every d-dimensional subspace V of Rk (in the sense
of the natural measure on the Grassmannian manifold), and for every section
S which is a (k − d)-dimensional aligned box (a box with all sides parallel to
coordinate planes in Rk), the set Y is BD to a lattice in V . On the other hand
it was also shown in the same paper that for almost every section S which is a
parallelotope (or ball, ellipsoid, or suitably nice shape), there is a residual set
of subspaces V for which the corresponding sets Y are not BD to any lattice.
BOUNDED REMAINDER SETS AND CUT-AND-PROJECT SETS 3
This shows that the problem of determining which cut-and-project sets are BD
to a lattice is not trivial. It is also worth pointing out that the above mentioned
results all rely on the Diophantine approximation properties of the subspace V .
For subspaces V which are extremely well approximable by rational subspaces,
the above results give no information about cut-and-project sets coming from V .
With this as a backdrop, we present our first result.
Theorem 1.1. For any d, k, and V as above, there is an infinite collection of
(k − d)-dimensional sections with the property that, for any section S from the
collection, and for any x ∈ Rk, the set YS,x is BD to a lattice.
In our proof of this theorem we will construct an infinite family of sections
(which necessarily depends on V ) which satisfy the conclusion. Our aim is in
fact to prove that these sections are examples of bounded remainder sets, of
which Theorem 1.1 is a corollary. There is a related construction, due to Duneau
and Oguey [5, Theorem 3.1], which can be used to give an alternative proof of this
theorem, however it does not illustrate the connection to the bounded remainder
set problem.
Let us now formally define bounded remainder sets. For a Lebesgue measure
preserving transformation T : Ts → Ts, we will say that a measurable set A ⊆ Ts
is a bounded remainder set for T if
sup
x∈Rs
sup
N∈N
∣∣∣∣∣
N−1∑
n=0
χA(T
n(x))−N |A|
∣∣∣∣∣ <∞,
where χA is the indicator function of A and |A| denotes its measure. We are
interested primarily in the case when T is a rotation, given by T (x) = x+ α, for
some α ∈ Rs. Therefore, we may refer to a BRS for T as a BRS for α, or simply
a BRS, if the context is clear. As in our discussion above, there is little loss of
generality in assuming that α is a totally irrational rotation (i.e. that {nα}n∈N
is dense in Ts).
To fit the definition of bounded remainder sets into a larger framework, we
digress for a moment. It is important in many contexts to quantify how evenly
distributed a sequence of numbers is, modulo 1. One way of doing this is to
define, for N ∈ N, the discrepancy DN of a sequence {xn}∞n=1 ⊆ Ts by
DN({xn}) = sup
B∈B
∣∣∣∣∣
N∑
n=1
χB(xn)−N |B|
∣∣∣∣∣ ,
where the supremum is taken over all sets in some suitable family B of subsets of
Ts. It is common to take B to be the collection of all aligned boxes, which then
leads to many important applications, for example the Koksma-Hlawka Inequality
in numerical integration [4, Theorem 1.14]. For aligned boxes (and some other
classes of special shapes) a useful estimate for DN can be obtained by using the
Erdo˝s-Tura´n-Koksma Inequality [4, Theorem 1.21]. Bounding the discrepancy in
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this way involves estimating certain exponential sums. For the case when xn = nα
these sums grow large when α is well approximable by rational numbers, which
is a limitation in many problems. Unfortunately the discrepancy estimates which
are obtained in this way are not far from the truth. Results of van Aardenne-
Ehrenfest [21, 22], and later of Roth [16] and W. M. Schmidt [17] imply that,
for any sequence, the discrepancy can never remain bounded as N → ∞. This
highlights the special place in this theory occupied by bounded remainder sets.
In addition to the aforementioned work, bounded remainder sets have been
studied by a number of authors. W. M. Schmidt [18] showed that, for any se-
quence {xn}∞n=0 ⊆ Ts, there are at most a countably infinite number of possible
volumes |A| for measurable sets A ⊆ Ts satisfying
sup
N∈N
∣∣∣∣∣
N−1∑
n=0
χA(xn)−N |A|
∣∣∣∣∣ <∞.
For the special case when xn = x + nα, for some x ∈ Rs and totally irrational
α ∈ Rs, Liardet [10] proved that the only examples of aligned boxes A which are
BRS’s are the trivial ones which are derived from the s = 1 problem. In other
words, they consist only of products of intervals of the form
A =
s∏
r=1
Ir,
for which there exists an r′ such that |Ir′| ∈ αr′Z+Z, and |Ir| = 1 for all r 6= r′.
These examples constitute what we refer to as the ‘trivial’ solutions to problems
(i) and (ii) above.
Non-trivial examples of BRS’s for s = 2 were given in [3, 20], and for s ≥ 2 in
[10, 23, 24, 25] (see also [6] for more discussion of what is known). As indicated
above, combining Szu¨sz and Liaret’s results ([20] and [10, Theorem 4]), one can
obtain a nice algorithm for constructing examples of parallelotope BRS’s in any
dimension.
In this paper we are going to provide a simple construction, using a sufficient
condition due to Rauzy [15], which produces infinitely many examples of BRS’s,
for any s and for any irrational rotation of Ts. The BRS’s which we construct in
this way are what we will call special regions, and they are obtained by projections
to the torus of parallelotopes coming from a lattice in Rs+1 defined by the rotation.
Theorem 1.2. For any totally irrational rotation α of Ts, every special region
for α is a BRS.
For comparison with Szu¨sz and Liardet’s BRS’s, we note that the parallelo-
topes obtained from Liardet’s algorithm always have a face parallel to one of the
coordinate hyperplanes in Rs. Our special regions, on the other hand, typically
do not have this property. It would be nice to understand the exact intersection
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of the two collections of regions constructed by our different algorithms, but this
seems to be a technically difficult problem.
We will define special regions in Section 2, and show using Rauzy’s criteria
that they are BRS’s. Then we will explain a method for explicitly constructing
an infinite collection of special regions, for any irrational rotation. In Section 3
we will conclude by completing the proof of Theorem 1.1.
Acknowledgments: We would like to thank John Hunton for inspiring us to
think about projections of higher dimensional lattices, and Robert Tichy and
Barak Weiss for pointing out several valuable references. We would also like
to mention that Michael Kelly and Lorenzo Sadun have informed us that they
have obtained results similar to our Theorem 1.1, which should be forthcoming.
Finally, we would like to thank the referee for his or her suggestions, which helped
us to make several significant improvements in the paper.
2. Special regions and Rauzy’s criteria
Suppose that α ∈ Ts is totally irrational and let T : Ts → Ts be defined by
T (x) = x + α. Let α′ := (α, 1) ∈ Rs+1, and define Λ to be the lattice in Rs+1
generated by α′ together with the first s standard basis vectors, e1, . . . , es. Note
that Λ consists precisely of all vectors of the form
(nα1 + a1, · · · , nαs + as, n),
where n, a1, . . . , as ∈ Z. For 1 ≤ i1 < · · · < ij ≤ s+ 1, we define ϕi1...ij to be the
projection map from Rs+1 to the (ei1 , . . . , eij)-plane in Rs+1, and for simplicity
of notation we set ϕ := ϕ1...s and identify Rs with ϕ(Rs+1). Finally, for any
linearly independent vectors u1, . . . , um in Rs+1, we denote by P (u1, . . . , um) the
parallelotope which the vectors generate, in the linear subspace they span. We
assume that the boundary of the parallelotope is chosen so that P (u1, . . . , um)
is a fundamental domain for the lattice generated by u1, . . . , um, in the subspace
which they span.
We say that a set A in Rs is a special region for α if there exist vectors
v1, . . . , vs+1 ∈ Λ satisfying the following conditions:
(S1) A = ϕ(P (v1, . . . , vs)),
(S2) ϕ(vs+1) ∈ A,
(S3) v1, . . . , vs+1 form a Z-basis for Λ, and
(S4) For any subset I ⊂ {1, . . . , s} we have that
ϕs+1(vs+1)−
∑
i∈I
ϕs+1(vi) > 0.
We will explain how to construct such regions at the end of this section. First
we focus on the proof of Theorem 1.2.
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Suppose that T is a totally irrational rotation as above and that A ⊆ Ts is any
set. Let S : A → A be the map induced by T on A (i.e. the first return map to
A). In [15] it is shown that for A to be a BRS for T , it is sufficient that there
exists a lattice M ⊆ Rs and a point β ∈ Rs, such that
(R1) If a, b ∈ A satisfy a = b mod M , then a = b, and
(R2) For all x ∈ A, we have that S(x) = x+ β mod M .
Now we will show that every special region for α satisfies these conditions.
Proof of Theorem 1.2. Suppose that A satisfies conditions (S1)-(S4), define M to
be the lattice in Rs generated by ϕ(v1), . . . , ϕ(vs), and let β = ϕ(vs+1).
It is obvious from the definitions that condition (R1) is satisfied. In order
to check (R2) we begin with some observations. First notice that the (forward
and backward) orbit of 0 under S is encoded in the points of Λ which lie in the
cylinder ϕ−1(A). The last coordinate of each such point encodes its return time,
with respect to T . In other words,
Λ ∩ ϕ−1(A) = {(Sn(0), `n) : n ∈ Z, Sn(0) = T `n(0)} .
Next, denote by H0 the hyperplane in Rs+1 spanned by v1, . . . , vs, and for each
k ∈ Z define Hk := H0 + kvs+1. It follows from (S3) that the lattice Λ can be
written as the disjoint union
Λ =
∞⋃
k=−∞
(Λ ∩Hk).
For each k, the set (Hk∩ϕ−1(A))−kvs+1 is a fundamental domain for H0/(H0∩Λ).
Therefore each set (Λ ∩Hk) ∩ ϕ−1(A) contains exactly one point.
Now for each k let xk be the unique element of (Λ∩Hk)∩ϕ−1(A). If xk + vs+1
lies in ϕ−1(A), then it must be xk+1. In any case (see Figure 1), it follows from
(S2) that there is a subset Ik ⊆ {1, . . . , s} with the property that
ϕ(xk) + ϕ(vs+1)−
∑
i∈Ik
ϕ(vi) ∈ A,
and we therefore have that
xk+1 = xk + vs+1 −
∑
i∈Ik
vi. (2.1)
Then by (S4) we have that
ϕs+1(xk+1) > ϕs+1(xk),
and this implies that, for all k,
S(ϕ(xk)) = ϕ(xk+1) = ϕ(xk) + β mod M.
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Figure 1. The red dots show the orbit of 0 as it moves up through
the hyperplanes Hk. When the point leaves the cylinder above A,
it moves to a neighboring copy of A in Hk, and must be translated
back by an appropriate element of M .
This verifies condition (R2) for all x ∈ A∩ (αZ+Zs). To finish the proof simply
observe that, for any x ∈ A, we can find a sequence {(ni, a(i))}∞i=1 ⊆ Z× Zs such
that
niα− a(i) → x and S(niα− a(i))→ S(x), as i→∞.
From this it follows that S(x) = x+ β mod M . 
Now we explain a method for constructing infinitely many special regions.
Denote the positive cone generated by a collection of points x1, . . . , xm ∈ Rs by
C+(x1, . . . , xm) := {t1x1 + · · ·+ tmxm : t1, . . . , tm ≥ 0} .
Suppose that α ∈ Rs is totally irrational, and without loss of generality suppose
that α is chosen so that it lies in the cube [0, 1)s. Begin with the obvious basis
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for Λ, obtained by taking vi = ei for 1 ≤ i ≤ s, and vs+1 = α′. The region
A = ϕ(P (v1, . . . vs)) is all of Ts, and it is clearly a special region satisfying (S1)-
(S4) above.
Now consider what happens when we replace one of the vectors vj, for some
1 ≤ j ≤ s, with the vector v′j := vj − vs+1. The new collection of vectors will still
be a fundamental domain for Λ, and we claim that
ϕ(vs+1) ∈ C+(ϕ(v1), . . . , ϕ(v′j), . . . , ϕ(vs)). (2.2)
To verify this, note that by (S2) we can write
ϕ(vs+1) =
s∑
i=1
tiϕ(vi),
with 0 < ti < 1 for each i. Then we have that
ϕ(vs+1) =
(
tj
1− tj
)
ϕ(v′j) +
s∑
i=1
i 6=j
(
ti +
tjti
1− tj
)
ϕ(vi),
and since all of the coefficients are positive, we have established (2.2).
It follows that we can choose non-negative integers b1, . . . , bs with the property
that the vector
v′s+1 := vs+1 − bjv′j −
s∑
i=1
i 6=j
bivi
satisfies
ϕ(v′s+1) ∈ A′ := ϕ(P (v1, . . . , v′j, . . . , vs)).
In order to verify (S4) for our new region, notice that
ϕs+1(v1), . . . , ϕs+1(vs) ≤ 0 while ϕs+1(vs+1) > 0,
which implies that
ϕs+1(v
′
s+1) ≥ ϕs+1(vs+1) and ϕs+1(v′j) < ϕs+1(vj).
It therefore follows that A′ together with v1, . . . , v′j, . . . vs, v
′
s+1 satisfy conditions
(S1)-(S4) above. By iteratively relabelling and repeating this argument, we can
construct as many new examples of non-trivial special regions as we wish.
For comparison, the reader may wish to note that, in the case s = 1 the
procedure we have described here is exactly analogous to the simple continued
fraction algorithm.
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3. Proof of Theorem 1.1
As in the introduction, by re-parameterizing in a sub-torus if necessary, we
may assume throughout this section that V is a totally irrational d-dimensional
subspace of Rk. We parameterize V by choosing real numbers α(j)i , for 1 ≤ i ≤ d
and 1 ≤ j ≤ k − d, such that
V =
{(
y1, . . . , yd,
d∑
i=1
α
(1)
i yi, . . . ,
d∑
i=1
α
(k−d)
i yi
)
: y1, . . . , yd ∈ R
}
.
Let s = k − d and set α = (α(1)1 , . . . , α(s)1 ) ∈ Rs. Since V is a totally irrational
subspace of Rk, it follows that α is totally irrational in Rs.
Let A be any special region for the irrational rotation of Rs by α, and let S be
the canonical embedding of A into the subspace generated by ed+1, . . . , ek in Rk.
We will refer to any section S constructed in this way as a special section for V ,
and we may identify S with A when there is no ambiguity in doing so.
Proof of Theorem 1.1. We wish to show that, for any special section S, and for
any x ∈ Rk, the set YS,x is BD to a lattice. An equivalent problem is to show
that, for any set S which is a translate of a special section by an element of the
subspace generated by ed+1, . . . , ek, the set YS,0 is BD to a lattice. Therefore
suppose that S is a section of the latter form.
Using the notation described above, observe that
YS,0 =
{(
n1, . . . , nd,
d∑
i=1
α
(1)
i ni, . . . ,
d∑
i=1
α
(k−d)
i ni
)
: n1, . . . , nd ∈ Z,
n1α ∈ A− γ(n2, . . . , nd) mod Zs
}
,
where A is a special region for α, and γ(n2, . . . , nd) ∈ Rs. There is a linear map
from Y to the set Y ′ ⊆ Rs defined by
Y ′ = {(n1, . . . , nd) ∈ Zs : n1α ∈ A− γ(n2, . . . , nd) mod Zs} ,
therefore it is sufficient for us to show that Y ′ is BD to a lattice. We remark that
this part of the argument necessarily introduces an additional rescaling constant,
which depends only on V , in the final BD map for Y itself.
For each (d− 1)−tuple of integers (n2, . . . , nd) write
{n1 ∈ Z : n1α ∈ A− γ(n2, . . . , nd) mod Zs} = {`i(n2, . . . , nd)}i∈Z,
with `i < `i+1 and `−1 < 0 ≤ `0. Consider the map from Y ′ to
|A|−1Z× Zd−1
defined by
(`i(n2, . . . , nd), n2, . . . , nd) 7→
(
i|A|−1, n2, . . . , nd
)
.
10 ALAN HAYNES AND HENNA KOIVUSALO
By Theorem 1.2, there exists a constant C, which only depends on A, such
that for any n2, . . . , nd and for any i ∈ N,∣∣`i(n2, . . . , nd)− i|A|−1∣∣ ≤ C|A|−1.
It is easy to see from the definition of a BRS (e.g. see the comment at the end
of the proof of [7, Theorem 3.6]) that this inequality also holds for all i ≤ 0, and
this proves that the map defined above is a BD map from Y ′ to a lattice. 
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