Abstract. A general-purpose and useful mobility model must be able to describe complex movement dynamics, correlate movement dynamics with the nodes geographic position and be sufficiently generic to map the characteristics of the movement dynamics to general geographic regions. Moreover, it should also be possible to infer the mobility model parameters from empirical data and predict the location of any node based on known positions. Having the ability to model movement and predict future positioning of mobile nodes in complex environments can be very important to several operational and management tasks. Existing mobility modeling approaches are based on simple and limited models, specifically designed for particular application scenarios or requiring the complete knowledge of the mobility environment. These features make them unusable in complex scenarios with no (or partial) knowledge of the environment. This paper presents a discrete time Markov Modulated Bi-variate Gaussian Process that is able to characterize the position and mobility of any mobile node, assuming that the position within a generic sub-region can be described by a bi-variate Gaussian distribution and the transition between sub-regions can be described by an underlying (homogeneous) Markov chain. With this approach, it is possible to describe the mobile node movement within and between a set of geographic regions determined by the model itself and, due to the Markovian nature of the model, it is also possible to capture complex dynamics and calculate the future probabilistic position of a mobile node. The proposed approach can be applied to scenarios where the possible pathways are unknown or too complex to consider in a real model that must make a prediction in a very short time. The results obtained by applying the proposed model to real and publicly available data demonstrate the accuracy and utility of this approach: the model was able to efficiently describe the movement patterns of mobile nodes and predict their future position. Besides, the model has also revealed higher performances when compared to other modeling approaches.
Introduction
Being able to describe the movement and predict future positioning of mobile nodes in complex environments can be very important to different operational and management tasks: evaluation of different system design alternatives and implementation costs, simulation and study of new routing protocols for Mobile and Delay Tolerant Networks, knowledge of the nodes distribution for performance evaluation and message delivery optimization, prediction of the nodes preferred locations for connectivity issues, etc. Other research topics, like mobile computing, can also greatly benefit from the ability to track and predict the location of mobile devices: an accurate location predictor can significantly improve the performance or reliability of many applications in pervasive computing.
There are two different strands of the mobile modeling problem: the ability to describe or track the movement of mobile nodes, which is mainly used for simulation purposes, and the ability to predict the mobile nodes position, which can be useful to several management tasks. An efficient mobility model must be able to describe complex movement dynamics, correlate the movement dynamics with the nodes position and be sufficiently generic to map movement's dynamics characteristics to general geographic regions where the road/path topology is unknown or imprecise. The parameters of the mobility model should be easily inferred from real mobility data and the model should provide an almost realtime prediction of the nodes position.
This paper proposes a discrete time Markov Modulated Bi-variate Gaussian Process to characterize the position and mobility of any mobile node, assuming that the position can be described by a bi-variate Gaussian distribution and the transition between regions can be described by an underlying (homogeneous) Markov chain. This model is able to describe the mobile node movement within and between a set of geographic regions determined by the model itself. Due to the Markov nature of the model, it is possible to determine the future probabilistic position of a mobile node.
The results obtained by applying this model to real mobility data prove that this approach can accurately predict the future position of mobile nodes presenting, at the same time, higher performance than other prediction models that were selected for comparison.
The paper is organized as follows: section 2 presents some of the most relevant works related to the proposed model; section 3 presents the mathematical background on the multidimensional discrete time Markov Modulated Bi-variate Gaussian Process (dMMBVGP) and the description of the proposed model; section 4 presents the algorithmic details of the inference procedure; section 5 presents the results obtained in a proof of concept and a discussion of those results; finally, section 6 presents the main conclusions.
Related work
Multiple proposals for modeling movement of mobile nodes have already been published [5] . The proposed models can be mapped into four categories: (i) purely random; (ii) with temporal dependency, when the movement of a mobile node is likely to be affected by its movement history; (iii) with spatial dependency between subjects, when mobile nodes tend to travel in a correlated manner, and (iv) with geographical dependency/restriction, when the movement of nodes is bounded by streets, freeways or obstacles.
In purely random mobility models, mobile nodes move randomly and freely without restrictions, that is, the destination, speed and direction are all chosen randomly and independently of other nodes. The Random Waypoint model [4] and two of its variants, named Random Walk model [5] and Random Direction model [18] , are the most important examples of this type of models. Obviously, these models fail to represent some mobility characteristics that are likely to exist in mobile ad hoc networks: the temporal and spatial dependency of velocity and the geographic restrictions of movement. Since, in general, the velocities of a single node at different time slots are "correlated", other models were proposed to capture this temporal dependency behavior: the Gauss-Markov mobility model [11] , where the velocity of a mobile node is assumed to be correlated over time and modeled as a Gauss-Markov stochastic process and the Smooth Random Mobility Model [2] , where the speed and direction of the node movement is incrementally and smoothly changed in order to generate more realistic movement behaviors. In [7] , the authors proposed a time-variant community mobility model that realistically captures spatial and temporal correlations. Synthetic traces that match the characteristics of different mobility traces, including wireless LAN traces, vehicular mobility traces and human encounter traces, were generated, demonstrating the flexibility of the proposed model. Several Markovian approaches have also been proposed to address the mobility problem: reference [8] proposed the Markovian Waypoint model, where mobile nodes move along a straight line segment from one waypoint to another at a certain speed. In this approach, waypoints are obtained from a discrete time Markov process having a subset of IR 2 as the state space. Other mobility models, such as [2] , are able to produce more smoothly turning trajectories.
In most real life applications, a node's movement is subject to the environment. Therefore, nodes may move in a pseudo-random way on predefined pathways in the environment field. Mobility models with geographical restrictions have been proposed to describe this kind of environments: in the Pathway Mobility Model [22] the node movement is restricted to pathways in a map, while in the Obstacle Mobility Model [9] the effects of obstacles on node mobility and radio propagation are taken into account. All these classes of models are unable to constrain/define the movement dynamics as a function of the mobile node positioning.
There has also been a significant interest in mobility models specially designed for partitioned networks, where end-to-end connectivity rarely or never exists. In [3] , authors proposed the Area Graph Based Mobility Model that considers the inhomogeneity of spatial node distribution by using a directed graph with areas of different densities; in [6] similar approaches, called Weighted Waypoint Mobility and Clustered Mobility Models, respectively, were proposed to capture node preferences in choosing possible destinations; the Community Based Mobility Model, proposed in [21] , was designed to recreate the characteristics of mobility in sparse networks. All these models exhibit a skewed distribution of location visits, which could result in forming islands of connectivity at popular locations and being unable to stabilize. The Heterogeneous Random Walk model, proposed in [17] , is a very parsimonious model where clusters emerge because of low node speed in popular areas. Musolesi et al. [13] presented a mobility model that incorporates sociological relationships between mobile nodes, resulting in a quite complex model. Recently, some studies have been devoted to model the realistic social dimension of human mobility. A human mobility model based on heterogeneous centrality and overlapping community structure in social networks was proposed in [23] , being able to match characteristics observed from real human motion traces, especially heterogeneous human mobility popularity. This type of models requires pre-established division of the network geographic environment and are not able to adapt themselves to unknown generic scenarios.
Several approaches have been proposed to predict the future location of mobile entities. In [12] , authors proposed a method recording a sequence of cell identifiers to predict future location of users in wireless ATM networks, while [1] use logical information for location prediction. Other approaches use road topology information to predict user location [19] . In [10] , a semi-Markov model is used to describe the state transitions between stationary behavior and movement in a WLAN cell, where all model parameters can be obtained from movement monitoring. Most of the existing methods are restricted to a specific purpose, leading to straightforward implementation but limited effectiveness in generic network management tasks. Designing a robust flexible mobility and location model that can be used in generic environments is the motivation for this paper.
Model and Positioning Prediction

Markov Modulated Bi-variate Gaussian Processes Model
The proposed discrete time Markov Modulated Bi-variate Gaussian Process (dMMBVGP) model characterizes position and mobility of a subject based on the following assumptions: (i) within a restricted generic geographic region the position may be described by a bi-variate Gaussian distribution, (ii) the geographical space can be divided in N distinct regions (non-determined a priori ) and (iii) the transition between regions can be described by an underlying (homogeneous) Markov chain, where each state maps the movement characteristics of a specific region. The dMMBVGP can then be described as a random process (Z) with a bi-variate Gaussian distribution, which determines a position in a two-dimensional environment, whose parameters are a function of the state (J) of the modulator Markov chain (Z, J) with N states. More precisely, the (homogeneous) Markov chain (Z, J) = {(Z k , J k ), k = 0, 1, . . .} with state space IR 2 × U , with U = {1, 2, . . . , N }, is a dMMBVGP if and only if for k = 0, 1, . . .,
where p mn represents the probability of a transition from state m to state n of the underlying Markov chain in time interval [k, k + 1], and Γ n (z) = 1 2π|Σn|
is the bi-variate Gaussian distribution in region n centered in Λ n and having covariance matrix Σ n .
The dMMBVGP may be also regarded as a Markov random walk [14] where the two-dimensional positions increments (∆) in each instant k have a distribution given by the difference of two bi-variate Gaussian distributions whose parameters are a function of the state of the modulator Markov chain
Whenever (1) holds, we say that (Z, J) is a dMMBVGP with a set of modulating states with size N and parameter matrices P, S, and L. The matrix P is the transition probability matrix of the modulating Markov chain J,
matrix L defines the centers of each region,
and matrix S contains the covariance (sub-)matrices of each region:
Moreover, we denote by Π = [π 1 , π 2 , . . . , π N ] the stationary distribution of the underlying Markov chain. Specifying z = x y T , where x and y represent longitude and latitude, respectively, and defining the general (not weighted) bi-variate Gaussian distribution within a region n by
, the stationary probability density map of position (x, y) can be determined by a weighted sum of N bi-variate Gaussian distributions:
obtaining a position probability density map.
Positioning prediction
Defining q k = {q k,1 , q k,2 , . . . , q k,N }, k = 0, 1, . . . , K, where q k,n is the probability that, at time interval k (within a total of K observations), the mobile node is in region n (i.e. the probability of the underlying Markov chain of the mobility model is in state n at time instant k) and based on equation (6) we can define the predicted position probability map at time instant k as:
with
where q 0 represents the probability vector of the last known position (x 0 , y 0 ) belonging to the different regions, and can be inferred as
dMMBVGP Inference Procedure
Hereafter, we will refer to the empirical position probability density map as f e (x, y) and n−1 (x, y) = f e (x, y)−f n (x, y) will represent the difference function between the empirical and fitted position probability maps with n bi-variate Gaussian distributions (f n ). The inference procedure can be divided in two steps: (i) inference of matrices L and S and vector Π by adjusting f e (x, y) by a weighted sum of bi-variate Gaussian distributions and (ii) inference of matrix P by analyzing the transitions between the underlying Markov chain inferred in step (i).
The first step of the inference procedure relies on the minimization process defined by min |f n (x, y) − f e (x, y)| where f n (x, y), as defined in (6), is a weighted sum of n bi-variate Gaussian distributions and n is determined as part of the inference process and does not need to be defined a priori.
The iterative fitting procedure starts with n = 1, finds the global maximum of 0 (x, y) = f e (x, y) and defines that point as the center of the first mobility region. Each mobility region (n) will have associated a bi-variate Gaussian distribution with parameters λ
n , ρ n and weight π n . The n-th mobility region center (i.e. the bi-variate Gaussian distribution mean) is determined by:
The inference of the remaining parameters of the bi-variate Gaussian distributions are estimated by analyzing the bi-dimensional local decay behavior of f e (x, y) in the vicinity of the local maximum points along an orthogonal plane. Therefore, based on the bi-variate Gaussian distribution function (5), it is possible to determine the ratio between the partial derivative of π n Γ n (x, y) with respect to the variable x in the plane defined by y = λ (y) n and π n Γ n (x, λ (y)
and the ratio between the partial derivative of π n Γ n (x, y) with respect to the variable y in the plane defined by x = λ (x)
n and π n Γ n (λ
n ,y) ∂y
where
Based on definitions (5) and (13) it is possible to redefine the n-th weighted bi-variate Gaussian distribution function
¿From equation (14) , it is possible to define the n-th bi-variate Gaussian distribution correlation:
where r n (x, y) = ln
, and the n-th bi-variate Gaussian distribution weight (i.e. the stationary probability of the underlying Markov chain n-th state) is given by:
It is assumed that within a square region with width 2∆
n , height 2∆
(y) n and center at the n-th local maximum of f e (x, y) (equation (10)), the position is modeled exclusively by the n-th weighted bi-variate Gaussian distribution, i.e.,
Therefore, it is possible to find estimators for parameters γ (x) n and γ (y) n based on the average value of equations (13) calculated in the vicinities of the f e (x, y) local maximums:
The estimator for the n-th bi-variate Gaussian distribution correlation is defined as the average value of (15) calculated over a square region in the vicinity of the f e (x, y) local maximums:
wherer n (x, y) = ln n−1 (x,y)
The weight of the n-th bi-variate Gaussian distribution can be calculated using the estimators obtained with equations (17), (18) and (19) :
The n-th bi-variate Gaussian distribution variances can be obtained based on equations (11), (12), (17), (18) and (19):
and (σ
The final iteration step is to re-calculate the difference function and update n = n + 1:
The iterative process finishes after a predefined number of iterations or when min |f n (x, y) − f e (x, y)| reaches a predefined fitting error; if that goal is not achieved, the value n is increased by one and the iterative process continues recomputing equations (10) to (22) . At the end of the iteration process it is possible to determine the model matrices L and S.
The final step of the inference procedure is to infer matrix P, i.e. the transition probabilities between the regions/states defined in the first step. The task is achieved by probabilistically mapping each known position (x k , y k ), k = 0, 1, . . . , K to one region and then average the probabilistic transitions between states.
The position in time interval k (x k , y k ) will be probabilistically mapped to one of the N regions according to a probability vector q k = {q k,1 , q k,2 , . . . , q k,N }, k = 0, 1, . . . , K defined by:
Since the underlying Markov chain at instant k is in state m with probability P (J k = m), it is possible to define a partial estimator for p mn at all k time instants as (taking equations 1 and 2 into account):
Therefore, the overall estimator for p mn can then be inferred by averaging over k the partial estimators defined in (24),
Rewriting (25) in matrix form, it is possible to obtain matrix P:
Results
As proof of concept, we applied the proposed model to mobility data of taxicabs in San Francisco, USA. Data was provided by Exploratorium, the San Francisco museum of science, art and human perception, through the cabspotting project (http://cabspotting.org). A pre-processed data set is freely available [16] and contains GPS coordinates, sampled at approximately 1 per minute, of 500 taxis collected over 30 days of May 2008 in the San Francisco Bay Area. Fig. 1 depicts a sample trajectory of one taxi in the San Francisco Bay area. In this paper, in order to infer and test the proposed model we have only considered the movements within a rectangular region in the San Francisco downtown, which is depicted in Fig. 1 o . The data subset was randomly divided in two sub-sets (of 250 cars each), one to infer the model parameters and the other to test the model. Applying the proposed mobility model to the test data sub-set, a model with 64 states (sub-regions) was obtained. The model inference time interval was less than 30 minutes with an octave/Matlab implementation in a generic PC. Fig. 2 shows the position probability distribution map for a taxi in San Francisco downtown and Fig. 3 shows the stationary position probability distribution map of the dMMBVGP inferred model. It is possible to observe that the dMMBVGP model was able to incorporate and model the complexity of the cars movement/location in San Francisco Downtown. With a more detailed analysis, it is possible to observe that the inference algorithm centered the sub-regions in the more visited/crowded San Francisco's landmarks.
In order to evaluate the location prediction performance of the model, we used the test sub-set to predict the node future position based on a known position, using different time-lags (1 to 20 timeslots, approximately 1 to 20 minutes). The performance metric was the (average) distance (in meters) between the predicted and real future node position. After inferring the model parameters, position prediction using the dMMBVGP, equation (7), is performed in hundreds of microseconds (average value ∼ 921µs), using also an octave/Matlab implementation in a generic PC. Note that the prediction time interval depends on the number of future time slots for which the prediction is made.
As a complementary evaluation of the proposed model performance, we also evaluate other four mobility and location prediction models in the same scenario: -Complete random model, where node location follows a uniform distribution over the complete geographic region under study. -Grid random model, where node location is probabilistically determined in two phases; firstly, the location sub-region is determined according to the empirical location distribution map inferred over a uniform grid and, secondly, the exact position within the chosen sub-region is determined according to a uniform distribution. -Random walk model [5] with reflection at the region borders [15] , where the node direction of movement is uniformly distributed in [0, 2π] and the speed has a Gaussian distribution with mean and standard deviation inferred from empirical data. -Markov grid model, which is a sub-region based Markov family model [20] where location is determined by an underlying Markov chain that determines the transition between sub-regions. We choose to define the sub-regions as an uniform grid. Within a sub-region, node location has an uniform distribution.
The complete random model has no geographic dependency and has no information of the node movement history. The model location prediction does not depend on the current node position. This model is used as the worst case reference value. The grid random model prediction does not depend also on the current node position, however it incorporates some geographic dependency inferred from empirical historic data. A 8x8 grid (64 equal sub-regions) was used to infer the empirical location distribution map. The random walk model has no geographic dependency but the prediction process utilizes the current node position and extrapolates the future position based on a known constant speed and direction. The model speed was modeled by a Gaussian distribution with mean 302.1m/minute (≈ 18.1Km/h or ≈ 11.2mph) and standard deviation of 346.7m/minute. For the inference of the Markov grid model, a 8x8 grid (64 equal sub-regions) was used in order to obtain a model with the same level of complexity as the dMMBVGP. Note that the Markov grid model differs from the dMMBGP model in the way regions are defined and position is modeled within each region; the time dependability (based on an underlying Markov chain) is modeled and inferred in a similar way in both models. Figure 4 depicts the models prediction performance. It is possible to observe that the dMMBGP outperforms all the other models and it is possible to obtain relatively small prediction errors, in a region so large and complex as the one under study, even in long range predictions (20 timeslots ∼ 20 minutes). As expected, the worst performing models are the ones that do not receive any real-time input at the time of the prediction, and therefore the prediction error is independent of the time-lag. The random walk model is able to surpass the others in very short time-lag predictions (≤ 2 minutes); however the model is not able to capture the complex dynamics of the taxis movements and the prediction error greatly increases when the prediction range is larger than 1 slot and rapidly approximates the error of a completely random location choice. The Markov grid model, due to its nature, is able to capture the complexity and dynamism of the movements; however, the definition of generic regions restricts the model performance. Therefore, the dMMBVGP model is able to model the complexity of the movements due to its Markovian nature, while its adaptable definition of sub-regions allows it to maintain the model complexity at low levels and achieve very good location prediction results. Being able to model movement and predict future positioning of mobile nodes in complex environments can be very important to several operational and management tasks, like evaluation of different system design alternatives, simulation and study of new routing protocols, message delivery and nodes connectivity optimization or mobile computing. Since existing mobility modeling approaches are based on simple and limited models that were specifically designed for particular application scenarios or require the complete knowledge of the mobility environment, this paper presented a discrete time Markov Modulated Bi-variate Gaussian Process that is able to characterize the position and mobility of any mobile node by assuming that the position within a generic sub-region can be described by a bi-variate Gaussian distribution and the transition between subregions can be described by an underlying (homogeneous) Markov chain. This approach can be applied to scenarios where the possible pathways are unknown or too complex to consider in a real model that must make a prediction in a very short time. The results obtained by applying the proposed model to real and publicly available mobility data of San Francisco taxi-cabs demonstrate the accuracy and utility of this approach: the model was able to efficiently describe the movement patterns of the mobile nodes and predict their future position. Besides, the model has also revealed higher performances when compared to other modeling approaches.
