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a b s t r a c t
This paper studies the problem of simultaneous minimization of the two criteria of
maximum earliness and number of tardy jobs on a single machine. The goal is to generate
the set of efficient sequences with respect to the two criteria. A heuristic algorithm named
as H1 is developed for this problem and its efficiency is evaluated against a heuristic
algorithm reported in the literature. The two algorithms are executed and applied to a set of
instance problems. The computational results for instanceswith problem sizes of up to 150
jobs show that the H1 heuristic works far more efficiently than the competing heuristic.
An exact procedure based on the branch-and-bound approach is also presented for the
problem, in which the H1 heuristic is used as the upper bound. A lower bound and some
dominance rules proposed in this paper cause the branch-and-bound algorithm to become
even more efficient. Computational results of instances with sizes of up to 35 jobs prove
the efficiency of the branch-and-bound approach in the optimal solution of the instances.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Just-In-Time (JIT) philosophy requires goods to be produced only when they are needed; thus, in today’s manufacturing
environments, both earliness and tardiness of jobs are costly. Maximum earliness and number of tardy jobs are of great
importance in a number of ways. For instance, maximum earliness is associated with the finished goods inventory cost,
while the number of tardy jobs can reflect the number of orders not satisfied. Hence, simultaneous consideration of both
measures is a reasonable and interesting target for production management.
Two-criterion problems can be generally divided into a secondary criterion and simultaneous problems. In secondary
criterion problems, one of the criteria, called the primary, is initially optimized while the other criterion is ignored. The
other measure, called the secondary criterion, is then optimized such that the performance of the primary criterion is
not worsened. In simultaneous problems, also known as Pareto optimality, the objective is to optimize both criteria
simultaneously, resulting in a set of efficient solutions.
Hoogeveen [1] provided a comprehensive survey of the multiple criteria scheduling problems, specially the two-
criterion ones. Also, Lei [2] reviewed some published papers which have been considered multi-objective production
scheduling problems after 1995. For the secondary criterion problems, Chang and Su [3] developed an exact branch-and-
bound procedure to optimally solve the two-criterion single-machine problem with ready times and with the objective of
minimizing the number of tardy jobs subject to maximum lateness. The procedure was capable of solving problems with
sizes of up to 50 jobs. Huo et al. [4] studied singlemachine problemswith the twomeasures ofmaximumweighted tardiness
and number of tardy jobs. Each of these measures was once assigned the status of the primary criterion. They proved that
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these problems are NP-hard and proposed three heuristic algorithms to solve them. Chen and Sheen [5] considered the
problem of minimizing the summation of the weighted earliness and tardiness, subject to the number of tardy jobs on a
single machine, in a given common due date. They presented an optimal algorithm for this problem, which can produce
optimal efficient solutions for each feasible number of tardy jobs. Lee and Vairaktarakis [6] showed that the single machine
problem with the primary criterion of number of tardy jobs and the secondary criterion of maximum earliness, that is
1|NT = N∗T |Emax, is strongly NP-hard. Guner et al. [7] proposed a branch-and-bound algorithm for this problem that was
capable of solving problems of up to 30 jobs. Azizoglu et al. [8] presented some dominance properties for this problem and
then developed two heuristic algorithms to solve it. Wan and Yen [9] studied the single machine problem with the aim of
minimizing total weighted earliness subject to the minimum number of tardy jobs, i.e. 1|NT = N∗T |
∑
wiEi. They developed
a heuristic algorithm and an exact branch-and-bound approach that could optimally solve problems with up to 30 jobs in
at most 17410.3 s.
As for simultaneous problems, Nelson et al. [10] presented branch-and-bound procedures for each of the bi-criteria
problems of minimizing mean flow time and number of tardy jobs, number of tardy jobs and maximum tardiness, and
finally, mean flow time and maximum tardiness. These BB procedures were capable of optimally solving problems with
sizes of up to 30, 20, and 30 jobs, respectively. They also proposed two heuristics for the first problem and one for the
second problem. They finally developed a branch-and-bound approach for the three-criterion problem of minimizing mean
flow time, number of tardy jobs, and maximum tardiness that could optimally solve problems with up to 20 jobs. Kondacki
and Bekiroglu [11] considered the single machine bi-criteria problem of minimizing total flow time and number of tardy
jobs. They proved some properties of efficient solutions and presented an exact branch-and-bound approach based on these
properties to solve the problem optimally. It was capable of solving problems with up to 30 jobs. Koksalan and Keha [12]
proposed a heuristic approach for the single machine problem with the aim of minimizing flow time and number of tardy
jobs. They then proposed a Genetic Algorithm (GA) for this problem that improved the heuristic. They also presented a
GA for the single machine with the target of minimizing flow time and maximum earliness. Azizoglu et al. [8] studied
the single machine bi-criteria problem with maximum earliness and number of tardy jobs, i.e. 1| |Emax,NT . They showed
that this problem is strongly NP-hard and developed a heuristic algorithm to achieve efficient solutions. Jolai et al. [13]
presented a GA for the same problem, in which a heuristic approach is used to generate the initial population. Also, Azizoglu
et al. [14] considered the problem of minimizingmaximum earliness and number of tardy jobs where themachine idle time
is allowed. They present polynomial time algorithms for the maximum earliness problem subject to no tardy jobs and the
maximumearliness problem for a given set of tardy jobs. Theydiscuss theuse of the latter algorithm in generating all efficient
schedules.
In this paper, the single machine scheduling problem with the bi-criteria target of maximum earliness and number of
tardy jobs, that is 1| |Emax,NT , will be studied, where no idle time is allowed. The aim is to find efficient sequences or an
efficient solution according to these measures. The rest of this paper is organized as follows: In Section 2, a definition of the
problem is presented alongwith the notations and assumptions used. In Section 3, a heuristic algorithm is developed to solve
the problemquickly. A branch-and-boundprocedure is presented in Section 4 to solve the problemoptimally. Computational
results to evaluate the heuristic and BB algorithms are proposed in Section 5. The conclusion and some suggestions for future
work will come in the final section.
2. Problem definition
The problem 1| |Emax,NT consists of scheduling n jobs in the set I = {J1, J2, . . . , Jn} on a single machine. The target is
defined as minimizing maximum earliness and the number of tardy jobs simultaneously. Each job has a known processing
time and a due date and all the jobs are available at time zero. It is assumed that the machine is available continually and
can only process one job at a time. All the data are integers. In this problem, there is no idle insert, nor any preemption, and
the target is to find all the efficient solutions, i.e., the optimal efficient solutions for the problem 1| |Emax,NT . The following
notations are used for this problem:
n: Number of jobs.
I: The set of jobs to be scheduled, I = {J1, J2, . . . , Jn}.
pi: Processing time of job Ji, i = 1, 2, . . . , n.
di: Due date of job Ji, i = 1, 2, . . . , n.
Ci: Completion time of job Ji, i = 1, 2, . . . , n.
si: Slack time of job Ji, i = 1, 2, . . . , n, that is defined as follows:
si = di − pi (1)
Ei: The earliness value of job Ji, i = 1, 2, . . . , n, calculated as follows:
Ei = max{0, di − Ci}, i = 1, 2, . . . , n (2)
Emax(S): The value of maximum earliness in the complete schedule S, which is defined as:
Emax(S) = max
1≤i≤n
{Ei} (3)
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Fig. 1. Lower and upper bound of each objective.
NT (S): The number of tardy jobs in the complete schedule S that is calculated as:
NT (S) =
n−
i=1
Ui (4)
in which, if Ci > di (i = 1, 2, . . . , n), then Ui = 1; otherwise, Ui = 0.
Emax: The lower bound of maximum earliness.
Emax: The upper bound of maximum earliness.
NT : The lower bound of the number of tardy jobs.
NT : The upper bound of the number of tardy jobs.
The measures NT and Emax in the single machine problem with the above assumptions are minimized by the Moore [15]
algorithm and the non-decreasing order of slack times (si), i.e.MST [16], respectively.
In the literature, an efficient sequence is defined as a feasible sequence S with values Emax(S) and NT (S) if there does not
exist a feasible sequence S ′ such that Emax(S ′) ≤ Emax(S) and NT (S ′) ≤ NT (S)where at least one strict inequality holds.
The lower bound of maximum earliness, i.e., Emax, in the problem 1| |Emax,NT is equal to the value of Emax_MST , i.e. the
maximumearliness of theMST order; becauseMST order has theminimumamount ofmaximumearliness. The upper bound
of maximum earliness, i.e., Emax, is equal to Emax_Moore, i.e. the maximum earliness in the Moore algorithm. Additionally, the
lower bound of the number of tardy jobs (NT ) is equal to the value of NT_Moore, that is the number of tardy jobs in the Moore
algorithmwhich has theminimum amount of NT , and the upper bound of the number of tardy jobs (NT ) is equal to the value
of NT_MST , i.e. the number of tardy jobs in the MST order [4]. Fig. 1 shows these values. In this figure the Pareto frontier is
shown and the lower bound and upper bound of each objective are specified. In this paper, the objective is finding optimal
solutions in this frontier.
3. Heuristic algorithm (H1)
In this section, a heuristic algorithm named as H1 is proposed for solving the problem 1| |Emax,NT . This algorithm
attempts to find an efficient solution between theMoore sequence and theMST sequence, in the Pareto frontier. It considers
an upper bound for Emax, which is named as E, and attempts to solve the problem of minimizing NT subject to Emax ≤ E¯.
Then E is decreased by one unit and the procedure continues until the value of E will be lower than Emax(MST ).
The steps of this algorithm are as follows:
Step 1: Define the active list of efficient solutions as ALA.
Obtain Moore andMST sequences, calculate their Emax and NT values, put them in the ALA and update ALA.
If there is only one member in the ALA, go to Step 5.
Step 2: Set E = Emax(Moore).
Step 3: If the inequality E ≥ Emax(MST ) does not hold, go to Step 5; otherwise, implement heuristic procedure H2.
Step 4: Put E = E − 1.
Find the maximum value of Emax in the ALA. If this value is less than E, set E equal to it and go to Step 3.
Step 5: Consider ALA as output: Stop.
Heuristic procedure H2: This procedure is proposed to solve the problem of finding the sequence S, in order to minimize
NT (S), subject to Emax(S) ≤ E¯. The main concept of this procedure is based on a beam search strategy in which the size
of the active list is assumed to be fixed and equal to 5. Different experiments were performed and this value was selected
according to the lower computational time and better performance. In this greedy procedure the objective is to find a feasible
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sequence which has a maximum earliness lower than E with the minimum NT value. To find this sequence in each iteration
unscheduled jobs are considered and if by setting them in a specific place in the sequence their earliness would be lower
than E, then the other jobs are scheduled as per theMoore algorithm and the number of tardy jobs in the obtained sequence
is calculated. So, a job with the minimum calculated NT value for its related sequence is selected and it is fixed in place.
Below is a list of the notations and their definitions to be used in this heuristic procedure and in the BB approach.
σ : A partial sequence consisting of the set of scheduled jobs
σ ′: The set of unscheduled jobs which is complementary to σ
σi: Partial schedule in which job Ji immediately follows schedule σ at the end of this schedule
σik: Partial schedule in which job Ji immediately follows schedule σ and job Jk is sequenced after it.
C(σ ): Completion time of schedule σ , or completion time of last job in schedule σ
Emax(σ ): The value of maximum earliness in schedule σ
NT (σ ): The number of tardy jobs in schedule σ
|A|: Number of members in an arbitrary set such as A
Emax_MST (σ ′): Maximum earliness value of jobs in set σ ′, if they are sequenced in the MST order at the end of partial
schedule σ
NT_Moore(σ ′): Number of tardy jobs in set σ ′, if its jobs are sequenced according to the Moore algorithm at the end of
partial schedule σ
lbNT (σ ): The lower bound of the number of tardy jobs in a node corresponding to the partial schedule σ
In each node of the tree, the lower bound of the number of tardy jobs is calculated as follows:
lbNT (σ ) = NT (σ )+ NT_Moore(σ ′). (5)
The steps of the heuristic procedure H2 are as follows:
Step 1: Initial setting.
Set ALN = φ, σ = φ, count = 0.
Put the partial schedule σ in ALN . Since the partial sequence σ is empty in this stage, define this stage as ‘start’.
Step 2: If at least one of the inequalities |ALN| > 0 or count ≤ n2 does not hold, go to step 8; otherwise, remove the node at
the beginning of ALN from it and define this node as current node.
Step 3: For the current node, if the condition |σ ′| = 1 holds, add the only remaining job in the set σ ′ to the end of partial
sequence σ and put the resulting complete schedule and its Emax and NT in ALA, update ALA and go to step 2.
Step 4: In the current node, if by sequencing the jobs in set σ ′ according to the Moore algorithm, the value of maximum
earliness in the resulting schedule is less than or equal to E, add the resulting complete schedule and its Emax and NT to ALA,
update ALA and go to step 2; otherwise, go to step 5.
Step 5: In the current node, remove a job from σ ′ temporarily (call this job Ji). If by putting this job immediately after σ , the
condition Ei ≤ E holds, calculate the value of NT_Moore(σ ′). Now put Ji in σ ′ again and repeat this procedure for all the other
jobs in set σ ′.
Step 6: Branching.
Among all the jobs in set σ ′, consider the job or jobs whose value (s) of NT_Moore(σ ′) calculated in step 5 is/are the least as
the candidate for sequencing at the position immediately after σ and generate a new node for each of these jobs such that
in every new node, the corresponding job is added to the end of schedule σ . If the inequality lbNT (σ ) ≤ NT (MST ) holds for
each of these new nodes, then increase count by one unit and add that node to ALN .
Step 7: Update ALN .
ALN is always arranged based on the non-decreasing order of the lower bound of the number of tardy jobs, and its update
method is so that by entering a new node into the list, the node is first inserted in the relevant position according to the
stated order. If then the members’ number of ALN gets greater than 5, nodes are then removed from the end of it until their
number reduces to 5.
Go to step 2.
Step 8: Stop.
In step 2 of the heuristic procedure H2, there is a condition that limits the value of count to n2. In fact, this condition
limits the number of nodes that have been added to ALN , and then it is a termination condition for this heuristic.
As mentioned in the heuristic H1, ALA is the active list of efficient solutions. For updating ALA when a new solution is
a candidate to enter it, if at least one of the ALA solutions dominates the candidate solution then this solution is rejected,
otherwise it is added to ALA and each of the solutions in ALA that is dominated by this new solution, is eliminated from it.
Consider the following example as an illustration of the heuristic H1.
Example 1. Consider a single machine scheduling problem with five jobs, as given in Table 1.
Table 2 shows the stages of H1 algorithm for this example. According to this table, the phrase {a, b} : (s1, s2, s3, s4, s5)
denotes a solution in which the maximum earliness and the number of tardy jobs are equal to a and b, respectively and
(s1, s2, s3, s4, s5) denotes the related sequence. The column ALN shows partial sequences, for example (5, 4, 2) represents a
partial sequence where jobs 5, 4 and 2 are placed in it respectively.
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Table 1
Data of Example 1.
Ji 1 2 3 4 5
pi 6 9 3 2 2
di 15 11 15 8 6
Table 2
Implementation steps of heuristic H1.
Iteration E ALA Heuristic procedure H2
size count Establishment of step 4 condition ALN
1 5 {2, 4} : (2, 5, 4, 1, 3)–{5, 1} : (5, 4, 1, 3, 2) 1 1 ✓ Start
0 ϕ
2 4 {2, 4} : (2, 5, 4, 1, 3)–{5, 1} : (5, 4, 1, 3, 2) 1 1 Start
1 2 (5)
1 3 (5, 4)
1 4 ✓ (5, 4, 2)
{2, 4} : (2, 5, 4, 1, 3)–{4, 3} : (5, 4, 2, 3, 1)–{5, 1} : (5, 4, 1, 3, 2) 0 ϕ
3 3 {2, 4} : (2, 5, 4, 1, 3)–{4, 3} : (5, 4, 2, 3, 1)–{5, 1} : (5, 4, 1, 3, 2) 1 1 Start
1 2 ✓ (2)
{2, 4} : (2, 5, 4, 1, 3)–{3, 3} : (2, 3, 5, 4, 1) – {5, 1} : (5, 4, 1, 3, 2) 0 ϕ
4 2 {2, 4} : (2, 5, 4, 1, 3)–{3, 3} : (2, 3, 5, 4, 1)–{5, 1} : (5, 4, 1, 3, 2) 1 1 Start
1 2 (2)
3 3 ✓ (2, 5)–(2, 4)–(2, 1)
{2, 3} : (2, 4, 3, 1, 5)–{5, 1} : (5, 4, 1, 3, 2) 2 4 ✓ (2, 4)–(2, 1)
1 5 ✓ (2, 1)
{2, 3} : (2, 4, 3, 1, 5)–{5, 1} : (5, 4, 1, 3, 2) 0 ϕ
4. Branch and bound approach
In this section, a branch-and-bound (BB) approach will be proposed to solve the problem 1| |Emax,NT exactly. According
to this approach, it is assumed that jobs are indexed by the MST order and enter into the BB tree accordingly. The
search strategy in this procedure is backtracking. The BB procedure components for the problem 1| |Emax,NT are as
follows:
Start: The valuesNT ,NT , Emax, Emax, and the upper bound of the BB algorithm are calculated. The first position of the sequence
is considered for assigning the entering job.
Branching: For the partial sequence σ , the branching process is performed as follows. Assume that Ji is the eligible job to
be assigned to the end of σ and that its completion time by sequencing in this position would be Ci. First, the condition
di − Ci ≤ Emax is checked. If this inequality does not hold, it will be concluded that job Ji cannot be added to the end of σ ; in
other words, node σi is fathomed . But if the inequality di − Ci ≤ Emax holds, given that the inequality Ci − di ≤ 0 holds, job
Ji is assigned to the end of σ ; in case the inequality Ci − di > 0 holds, job Ji would be a tardy job by being assigned to the
end of σ . Therefore, the condition NT (σ ) + 1 ≤ NT should be checked to see if it holds true; if so, then job Ji is assigned to
the considered position; otherwise, the node corresponding to sequence σi is fathomed.
Bounding: If job Ji can be added to the end of partial sequence σ , a new node is generated and the values for maximum
earliness and the number of tardy jobs of this new node are obtained. The lower bound for this partial sequence is
subsequently calculated; if both values for maximum earliness and the number of tardy jobs of this node are greater than
or equal to the corresponding Emax and NT in at least one of the feasible solutions achieved in previous stages, then this new
node will be fathomed.
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Active list: This list consists of efficient solutions achieved in each stage of the BB algorithm. Each time in the BB process a
feasible complete schedule such as S is achieved, its solution is compared to the active list members and the list is updated
if necessary.
4.1. Upper bound
According to the proposed BB approach, the heuristic algorithmH1 is executed first and the solutions obtained are placed
into the active list as the upper bound.
4.2. Lower bound
The following lemma expresses the method of calculating the lower bound in each node of the BB approach:
Lemma 1. In the problem 1| |Emax,NT , the lower bound of a node such as σ is equal to LBσ which is calculated as follows:
LBσ = {max{Emax(σ ), Emax_MST (σ ′)},NT (σ )+ NT_Moore(σ ′)}. (6)
Proof. Given the fact that the Moore algorithm and the MST order are optimal for the problems 1| |NT and 1| |Emax,
respectively, the maximum earliness of jobs in the set σ ′ will in no way be smaller than Emax_MST (σ ′) and their number
of tardy jobs will not be smaller than NT_Moore(σ ′), no matter how they are scheduled. So, by completing the partial schedule
σ according to any procedure, the target function value of the complete schedule achieved will not be smaller than LBσ . 
4.3. Dominance rules
In this Subsection, dominance rules will be presented that will be used for fathoming the nodes in the BB algorithm.
Lemma 2 (Dominance Rule 1). If in the problem 1| |Emax,NT , for two partial sequences σik and σki, the following inequalities
hold:
di ≥ C(σki) (7)
dk ≥ C(σik) (8)
di − pi ≤ dk − pk. (9)
Then, the schedule σikwill dominate σki.
Proof. In case the inequalities (7) and (8) hold, both jobs Ji and Jk in both sequences σik and σki will be early. Therefore, given
that equal numbers of tardy jobs exist in both partial sequences, if the inequality (9) holds, the maximum earliness in σik
will not be greater than one in σki. 
Lemma 3 (Dominance Rule 2). If in the problem 1| |Emax,NT , these conditions are true for the two partial sequences σik and σki:
di < C(σi) (10)
dk < C(σk). (11)
Then, we can ignore one of these sequences.
Proof. If the inequalities (10) and (11) hold, both jobs Ji and Jk will be tardy by being inserted immediately at the end of the
partial schedule σ . Thus, these jobs are tardy in both sequences σik and σki. Therefore, the values for maximum earliness and
number of tardy jobs will be equal in both partial sequences σik and σki, so that only one of these two partial sequences can
affect efficient solutions to the problem 1| |Emax,NT . 
Lemma 4 (Dominance Rule 3). If in the problem 1| |Emax,NT , the following condition holds in the partial sequence σ :
max
Jj∈σ ′
{dj} < C(σ )+min
Jj∈σ ′
{pj}. (12)
Then, the complete schedule S is achieved by sequencing the jobs in the set σ ′ by an optional ordering at the end of σ , such
that Emax(S) = Emax(σ ) and NT (S) = NT (σ )+ |σ ′|.
Proof. By accomplishing the inequality (12), all the jobs in set σ ′ will be tardy by being assigned to the end of the partial
schedule σ . Thus, the jobs in the set σ ′ will be tardy regardless of the ordering. It follows then that by sequencing this job
at the end of σ according to an optional ordering, we will achieve a complete schedule in which the maximum earliness
value is equal to Emax(σ ) and the number of tardy jobs is equal to the number of tardy jobs in the partial schedule σ plus
the number of members in the set σ ′, that is the value for NT (σ )+ |σ ′|. 
Lemma 5 (Dominance Rule 4). In the problem 1| |Emax,NT , if the following inequality holds:
min
Jj∈σ ′
{dj} ≥
n−
i=1
pi. (13)
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Fig. 2. Branch and bound tree of Example 1.
Then, the complete schedule S is achieved by putting the jobs in the set σ ′ at the end of σ based on theMST order, such that
Emax(S) = max{Emax(σ ), Emax(σ ′)} and NT (S) = NT (σ ).
Proof. When the inequality (13) holds, the jobs in the set σ ′ will be early regardless of the sequencing manner. Therefore,
by putting these jobs at the end of σ based on the MST order, the best complete schedule with the minimum value for
maximum earliness of the jobs in σ ′ will be obtained for the partial sequence σ . 
Lemma 6. If in the problem 1| |Emax,NT , the equations Emax(S) = Emax and NT (S) = NT are true in the complete schedule S, this
solution will be considered as the only efficient solution of the problem and the solution process will stop.
Proof. If the conditions in Lemma 6 hold true for the problem 1||Emax,NT , there will be no other solution with a value
less than Emax(S) for maximum earliness, nor a value less than NT (S) for the number of tardy jobs. So, we can consider the
solution thus obtained as the only efficient solution to the problem and stop the procedure. 
It should be mentioned that dominance rules 1, 2, 3 and 4 are executed respectively after calculating the lower bound in the
branch and bound approach.
4.4. Numerical example
A numerical example is presented to illustrate the BB approach. Consider the data of Example 1. The values for the lower
and upper bounds of each criterion are as follows: Emax = 2, Emax = 5, NT = 1, and NT = 4. The way jobs enter into the tree
is based on theMST order, as (J2 − J5 − J4 − J1 − J3). As shown in Example 1, by performing the heuristic algorithm H1, the
solutions {2, 3} and {5, 1} are obtained and they are considered as the initial upper bound for BB. The BB tree corresponds
to Example 1 shown in Fig. 2. In this Figure, the nodes of the tree are numbered based on their occurrence. According to this
Figure, the nodes numbered 1, 4, and 5 are fathomed because of the lower bound of their partial sequence which are greater
than or equal to upper bound. Similarly, the nodes numbered 8, 9, 10, 11, and 12 are fathomed due to the lower bound of
maximum earliness. Node number 7 is achieved directly from node number 6 based on dominance rule (3). In this node,
a complete sequence with a maximum earliness equal to 4 and the number of tardy jobs equal to 2 is added to the active
list and this list is updated. Finally, the set of efficient solutions to this problem are obtained as {2, 3}, {4, 2}, and {5, 1}. As
shown in this example, the two solutions obtained from heuristic algorithm H1 are optimal solutions and only one different
solution was obtained from BB. So, considering these solutions as initial upper bound of BB helps the BB approach to fathom
more nodes in compare with the case of not using initial upper bound.
5. Computational results
In this Section, a set of instances will be analyzed in order to evaluate the performance of the H1 and BB procedures.
According to Azizoglu et al. [8], processing times in these instances are randomly generated using the discrete uniform
distribution in the range [1,10] and due dates are generated from the discrete uniform distribution in the range
[0, ρ∑ni=1 pi]. Azizoglu et al. [8] considered three values 0.4, 0.6, and 0.8 for the parameter ρ. However, as 1 also seems
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to be proper for generating the instances, the values 0.4, 0.6, 0.8, and 1 are adopted for parameter ρ in this paper. The H1
heuristic and the BB procedure are coded in C++ programming language and used to solve the instances on a PIV PC with 3.4
GHz CPU and 1 GB RAM in the WINDOWS XP environment.
By searching in the literature of the problem 1| |Emax,NT , it seems that only Azizoglu et al. [8] proposed a heuristic al-
gorithm for solving this problem. So, the results of heuristics H1 and the Azizoglu et al. [8] algorithm (hereafter denoted by
HAZ), are compared by optimal solutions of BB for small instances and because in large instances optimal solutions are not
available, therefore, another criterion is needed. Zitzler and Thiele [17] proposed the ‘‘set covering metric index’’ for com-
paring two efficient solution sets in a problem. This index is calculated as follows for the two efficient solution sets A and B:
C(A, B) = |{b ∈ B : ∃a ∈ A, a ≻ b}||B| (14)
inwhich, the symbol a ≻ b denotes that a covers b, i.e. a dominates b or is equal to it. The value C(A, B) = 1 shows that all the
members in set B are covered by set A and the value C(A, B) = 0 shows the state, inwhich nomember in set B is covered by A.
It should be mentioned that this function has no transformation property and C(A, B) is not necessarily equal to C(B, A). So,
both of these values should be calculated for comparing A and B. Thus, a comparison between the algorithms H1 and HAZ is
initially carried out based on the average number of efficient solutions achieved, the average set covering metric index, and
average computation time. For this propose, the values 10, 20, 30, 50, 70, 100, 150, 200, 300, 400, 500 and 600 are considered
for the number of jobs, n, and for each combination of ρ and n, the number of 20 instances is generated (np = 20). So, a total
number of 960 (4× 12× 20) instances is generated and solved. Table 3 shows the results of this comparison.
As shown in Table 3, for small (lower than 20 jobs) and medium sizes (lower than 150 jobs) of problem instances the
H1 heuristic has a considerable supremacy over the HAZ algorithm in all the series of instances solved with respect to the
average set covering the metric index in 20 instances of each n. For larger problems (greater than 150 jobs) this supremacy
is weaker. According to this table, by increasing the problem size for each ρ, the dominance of each algorithm relative to
the other one decreased. Also the average numbers of efficient solutions generated by the H1 heuristic are greater than
those generated by Heuristic HAZ, in approximately all instances. The last two columns in Table 3 indicate the averages of
computation times for 20 instances in each n. According to these columns, the solution time of algorithm H1 is greater than
the time for the algorithm HAZ and on average is 3.74 times of the algorithm HAZ’s solution time. Also, as ρ increases, the
average computation times of both H1 and HAZ decrease. It is evident from Table 3 that the average number of solutions
generated and the average solution time increase with increasing problem size in each series of ρ.
In this section three versions of branch and bound are considered. These versions show the performance of the described
lower bound and dominance rules in Section 4. They are named as follow:
• BB: described branch and bound in Section 4 with lower bound and four dominance rules 1, 2, 3 and 4.
• BBLD: described branch and bound in Section 4 with lower bound and dominance rule 1.
• BBL: described branch and bound in Section 4 with lower bound and without any dominance rule.
To evaluate the performance of the above branch and bound versions and to compare the heuristics H1 and HAZ with it,
instances with sizes of 5, 10, 15, 20, 25, 30, and 35 jobs are considered and 20 instances are generated for each problem size.
Thus, a total number of 560 (4× 7× 20) instances is generated and solved. For solving each problem through the BB, BBLD
and BBL versions, a time constraint of 4000 s is considered such that if the problem cannot be solved optimally within this
time limit, these versionswill be stopped for it. Table 4 illustrates the results of solving the instances via the threementioned
branch and bound versions. According to the table, columns ‘‘BB’’, ‘‘BBLD’’ and ‘‘BBL’’ show the number of instances that are
optimally solved by the BB, BBLD and BBL approaches within the time constraint, respectively. Also the columns designated
by ‘‘H1’’ and ‘‘HAZ’’ show the optimal number of instances achieved via the heuristics H1 and HAZ, respectively. From these
columns, we can observe that the BB version was capable of solving optimally 97.32% of all the instances within the given
time constraint, while the BBLD and BBL versions solved 92.5% and 93.39% of instances, respectively. These values show
the performance of proposed dominance rules, which without them the capability of branch and bound will decrease.
Additionally, the H1 heuristic was able to solve 42.02% of the problems optimally, while heuristic HAZ was able to solve
none of the instances optimally. This confirms again the efficiency of heuristic H1.
The columns designated by ‘‘Optimal efficient sol.’’ show the number of optimal efficient solutions obtained through each
of the algorithms BB, H1, and HAZ. As observed here, in all the series, the number of optimal efficient solutions achieved by
heuristicH1 is greater than that achieved byheuristicHAZ, such that the optimal efficient solutions achieved byheuristicsH1
and HAZ are 58.12% and 29.79% of all the optimal efficient solutions, respectively. This proves the efficiency of heuristic H1.
The columns ‘‘Comp. time’’ represents the minimum, average, median and maximum time required by the BB, BBLD and
BBL approaches to solve the instances. These columns values show that the BB version is less time-consuming than the other
ones in solving instances. It should be mentioned that because the computation time of the H1 heuristic was very small for
all instances, the time required for applying the heuristic algorithm is not shown separately in this Table, but is included in
the time for the branch and bound approaches.
Comparisons of number of optimal instances and computation times of the branch and bound versions for all instances
reveal that by increasing the value for parameter ρ from 0.4 to 0.8, the instances become harder, such that the hardest
instances belong to the series with ρ = 0.8. This is because it seems that according to parameter ρ, the scattering of due
dates in these problems is quite high and that there are more tardy jobs in the instances of this series, on one hand, and
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Table 3
Comparison of the H1 heuristic with that by Azizoglu et al. [8].
ρ size Ave. of solution number C (H1, HAZ) C (HAZ, H1) Ave. of solving time (s)
H1 HAZ H1 HAZ
0.4
10 3.0 2.0 1.000 0.561 0.00 0.00
20 4.5 3.7 0.948 0.418 0.01 0.00
30 6.1 5.8 0.954 0.354 0.05 0.01
50 7.6 6.7 0.896 0.454 0.28 0.05
70 9.3 9.5 0.914 0.396 1.17 0.25
100 11.0 11.0 0.846 0.398 4.58 1.00
150 13.8 14.2 0.867 0.414 24.40 6.04
200 16.3 16.1 0.796 0.423 80.79 21.22
300 18.4 18.8 0.789 0.393 414.75 112.84
400 20.6 20.4 0.781 0.409 1262.30 410.71
500 23.2 23.8 0.622 0.530 3916.08 1114.54
600 26.1 25.6 0.615 0.512 8771.33 2562.17
0.6
10 4.0 3.0 1.000 0.586 0.00 0.00
20 5.5 4.9 0.933 0.410 0.01 0.00
30 6.4 6.2 0.910 0.385 0.04 0.01
50 9.1 8.6 0.882 0.452 0.28 0.05
70 11.7 11.9 0.886 0.442 1.05 0.19
100 14.3 13.8 0.844 0.409 4.11 0.89
150 16.0 16.0 0.866 0.340 17.30 4.36
200 19.3 19.3 0.829 0.360 56.432 14.62
300 23.3 23.1 0.750 0.443 297.80 79.67
400 24.4 24.9 0.658 0.460 1003.26 276.32
500 27.8 27.3 0.545 0.576 2846.16 720.80
600 32.4 31.8 0.594 0.541 6743.98 1693.49
0.8
10 3.3 2.5 1.000 0.480 0.00 0.00
20 5.3 4.3 0.925 0.461 0.01 0.00
30 7.1 6.4 0.865 0.461 0.03 0.01
50 9.3 8.9 0.876 0.408 0.17 0.03
70 13.1 12.7 0.820 0.468 0.68 0.14
100 11.7 11.8 0.879 0.392 1.68 0.36
150 16.8 16.5 0.766 0.490 7.77 1.95
200 17.9 17.6 0.735 0.583 22.29 5.83
300 23.5 22.9 0.648 0.527 124.81 33.60
400 26.7 26.3 0.648 0.488 446.66 112.23
500 29.0 30.7 0.551 0.581 1390.17 277.46
600 31.1 30.9 0.588 0.579 2657.97 582.25
1.0
10 3.2 2.1 1.000 0.437 0.00 0.00
20 3.4 2.3 0.954 0.433 0.01 0.00
30 2.9 2.0 0.990 0.357 0.01 0.00
50 4.4 3.5 0.768 0.363 0.06 0.01
70 4.7 3.9 0.852 0.465 0.18 0.03
100 5.3 4.8 0.601 0.485 0.48 0.10
150 7.0 5.9 0.720 0.522 1.61 0.34
200 7.6 6.4 0.572 0.425 3.28 0.85
300 7.0 5.4 0.595 0.419 8.42 2.38
400 8.4 6.5 0.561 0.459 24.49 7.11
500 10.4 8.8 0.725 0.328 41.33 13.59
600 10.2 7.7 0.574 0.338 68.31 24.31
that the earliness values of jobs are greater, on the other. This state of affairs results in a greater number of nodes in these
problems being traversed in the branch-and-bound tree. The instances with ρ = 1.0 are solvedmore easily than those with
ρ = 0.6, 0.8, while it is harder to solve instances with ρ = 0.4. The reason for this may be that in this series the number of
early jobs increases by increasing the upper bond of due dates’ range despite the increased scattering of due dates, so that
the problems are solved slightly more easily.
Since the studied problem is strongly NP-hard [8], the difficulty of solving problem instances increases exponentially
with the size of the problem. Therefore, as it can be seen from Table 4, for problem instances with a size greater than 25, the
BB approach could not solve all instances for all ρ values and for greater sizes some instances could not be solved. So, it can
be claimed that for large problem sizes like 100, 150 jobs the proposed BB could not solve problem instances in a reasonable
time. In Table 5 one of the unsolved problem instances data is presented, which has 30 jobs and ρ = 0.6. The proposed BB
versionswere adopted on this problem instancewith a time constraint of 15000 s, but it did not solve in this time constraint.
As the size of the problem increases, the difficulty of the problem appears and the larger problem instances could not be
solved by the BB approach in a reasonable time. These problem instances could be used to evaluate the performance of new
solution methods for the problem in the future.
2918 E. Molaee et al. / Computers and Mathematics with Applications 60 (2010) 2909–2919
Ta
bl
e
4
Re
su
lts
of
so
lv
in
g
BB
an
d
he
ur
is
tic
s
H
1
an
d
H
AZ
.
ρ
n
N
um
be
ro
fo
pt
im
al
in
st
an
ce
s
Co
m
p.
tim
e
of
BB
(s
)
Co
m
p.
tim
e
of
BB
LD
(s
)
Co
m
p.
tim
e
of
BB
L
(s
)
Av
e.
Pe
rc
en
to
ff
at
ho
m
ed
no
de
s
in
BB
O
pt
im
al
ef
fic
ie
nt
so
l.
BB
BB
LD
BB
L
PH
H
AZ
M
in
Av
e.
M
ed
.
M
ax
M
in
Av
e.
M
ed
.
M
ax
M
in
Av
e.
M
ed
.
M
ax
LB
D
1
D
2
D
3
D
4
BB
PH
H
AZ
5
20
20
20
20
0
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
94
.2
9
0.
00
0.
00
0.
00
0.
00
39
39
16
10
20
20
20
14
0
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
87
.5
2
0.
00
0.
00
0.
48
0.
00
59
53
32
15
20
20
20
5
0
0.
00
0.
01
0.
02
0.
02
0.
00
0.
02
0.
02
0.
03
0.
00
0.
01
0.
02
0.
03
87
.6
4
0.
07
0.
06
0.
21
0.
00
82
59
40
0.
4
20
20
20
20
1
0
0.
02
0.
11
0.
04
0.
74
0.
02
0.
72
0.
08
2.
13
0.
02
0.
31
0.
08
2.
13
90
.6
1
0.
04
0.
00
0.
07
0.
00
98
60
28
25
20
20
20
0
0
0.
05
1.
39
0.
98
4.
14
0.
05
15
7.
03
2.
77
36
.9
7
0.
05
5.
77
2.
53
37
.8
0
91
.0
3
0.
06
0.
10
0.
02
0.
00
10
0
52
31
30
20
16
20
0
0
0.
42
32
.2
12
.7
6
31
9.
95
0.
42
46
9.
03
37
.3
4
10
18
.6
3
0.
47
11
6.
99
37
.5
5
10
18
.5
3
92
.1
9
0.
01
0.
04
0.
00
0.
00
12
1
53
22
35
20
12
15
0
0
0.
49
61
3.
3
12
6.
25
35
47
.4
2
0.
70
95
2.
72
23
2.
77
15
57
.2
2
0.
69
40
1.
21
23
4.
90
15
54
.3
8
93
.3
4
0.
01
0.
07
0.
00
0.
00
12
6
47
21
5
20
20
20
18
0
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
86
.0
4
0.
00
0.
00
0.
64
0.
00
42
40
17
10
20
20
20
8
0
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
80
.4
5
0.
05
0.
14
0.
99
0.
00
74
54
36
15
20
20
20
5
0
0.
00
0.
01
0.
02
0.
03
0.
00
0.
02
0.
02
0.
05
0.
00
0.
02
0.
02
0.
05
83
.5
0
0.
14
0.
38
0.
27
0.
00
97
67
39
0.
6
20
20
20
20
4
0
0.
02
0.
20
0.
15
0.
78
0.
02
0.
72
0.
26
3.
89
0.
00
0.
72
0.
26
3.
77
87
.3
9
0.
04
0.
07
0.
11
0.
00
11
1
60
26
25
20
20
20
3
0
0.
02
8.
15
2.
13
66
.3
4
0.
02
15
7.
03
11
.4
4
15
41
.1
7
0.
02
15
6.
90
11
.2
2
15
41
.4
8
88
.2
4
0.
05
0.
09
0.
10
0.
00
12
1
55
32
30
19
16
16
1
0
0.
13
18
8.
03
41
.2
2
15
19
.2
2
0.
06
46
9.
03
14
8.
23
28
03
.0
5
0.
08
46
9.
36
14
7.
94
28
03
.9
5
89
.9
0
0.
12
0.
07
0.
02
0.
00
12
2
52
17
35
16
12
12
1
0
0.
05
33
1.
73
14
6.
80
11
35
.7
0
0.
02
95
2.
72
64
9.
64
32
69
.7
3
0.
02
10
11
.8
7
58
9.
75
32
65
.7
4
92
.0
1
0.
01
0.
13
0.
03
0.
00
11
7
38
26
5
20
20
20
20
0
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
72
.9
2
0.
00
0.
00
1.
50
0.
00
44
44
21
10
20
20
20
12
0
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
75
.4
2
0.
62
0.
00
0.
95
0.
00
68
59
31
15
20
20
20
10
0
0.
00
0.
01
0.
00
0.
13
0.
00
0.
03
0.
00
0.
30
0.
00
0.
03
0.
02
0.
30
82
.8
3
1.
33
0.
00
0.
37
0.
00
79
56
31
0.
8
20
20
20
20
7
0
0.
00
0.
80
0.
35
5.
02
0.
00
8.
76
2.
68
86
.9
2
0.
00
8.
77
2.
62
87
.0
5
81
.9
4
1.
56
0.
00
0.
12
0.
00
10
4
46
22
25
20
20
20
7
0
0.
00
3.
06
0.
62
17
.3
3
0.
00
11
0.
53
0.
73
17
75
.3
3
0.
00
11
1.
63
1.
04
17
78
.0
3
84
.8
4
0.
70
0.
00
0.
40
0.
00
98
51
14
30
19
14
14
4
0
0.
02
28
6.
36
12
.9
5
23
06
.2
5
0.
02
59
9.
91
11
3.
26
35
84
.4
9
0.
02
60
9.
51
11
3.
33
35
83
.0
6
84
.2
2
0.
36
0.
06
0.
16
0.
00
13
5
50
29
35
13
10
10
3
0
0.
02
28
3.
53
1.
18
21
06
.8
6
0.
00
36
5.
73
0.
78
36
32
.2
2
0.
02
38
5.
31
15
.4
1
36
49
.1
1
79
.1
6
2.
74
0.
00
0.
07
0.
00
65
17
13
5
20
20
20
19
0
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
71
.5
6
0.
00
0.
00
0.
91
0.
00
45
44
20
10
20
20
20
15
0
0.
00
0.
00
0.
00
0.
02
0.
00
0.
01
0.
00
0.
02
0.
00
0.
00
0.
00
0.
02
73
.0
5
0.
46
1.
80
0.
39
0.
02
64
58
34
15
20
20
20
12
0
0.
00
0.
01
0.
02
0.
09
0.
00
0.
03
0.
02
0.
28
0.
00
0.
03
0.
00
0.
30
66
.6
3
2.
08
0.
02
0.
90
0.
22
57
37
15
1.
0
20
20
20
20
11
0
0.
00
0.
17
0.
02
1.
33
0.
00
6.
70
0.
02
12
3.
63
0.
00
6.
69
0.
03
12
2.
94
72
.9
0
1.
72
0.
00
0.
22
0.
01
67
42
24
25
20
20
20
9
0
0.
00
8.
02
0.
17
95
.1
4
0.
00
25
8.
69
0.
27
28
07
.9
2
0.
00
25
9.
03
0.
54
28
02
.6
7
78
.1
0
3.
02
0.
00
0.
12
0.
00
90
53
26
30
20
20
20
13
0
0.
00
33
.4
4
0.
03
53
5.
28
0.
00
18
7.
21
0.
03
36
22
.5
5
0.
00
24
9.
50
0.
70
36
92
.0
9
72
.2
8
6.
25
0.
00
0.
40
0.
00
59
45
22
35
18
18
16
7
0
0.
00
82
.9
9
0.
05
95
9.
58
0.
00
15
6.
84
0.
04
17
43
.7
5
0.
00
22
8.
41
14
.4
8
17
39
.2
8
71
.0
6
8.
33
0.
02
0.
13
0.
02
56
29
12
E. Molaee et al. / Computers and Mathematics with Applications 60 (2010) 2909–2919 2919
Table 5
Data of unsolved hard problem instances with 30 jobs and ρ = 0.6.
Ji 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
pi 9 5 10 2 9 5 7 5 3 4 2 3 9 9 9 6 2 9 6 10 9 7 2 5 4 1 2 6 10 8
di 10 39 100 4 55 11 107 27 99 4 0 7 20 38 99 97 11 54 2 30 24 69 34 45 99 52 34 18 77 24
Columns ‘‘Ave. Percent of fathomed nodes in BB’’ in Table 4 show the average number of nodes fathomed by the BB
version because of the lower bound or the dominance rules in each problemwith respect to the number of nodes traversed.
In these columns, the terms LB,D1,D2,D3 andD4 refer to the lower bound and the dominance rules 1, 2, 3 and 4, respectively.
As shown in these columns, the lower bound works properly in most series and by fathoming the high number of traversed
nodes resulted to the better solving of instances. By increasing the value for ρ, the efficiency of the lower bound slightly
decreases, probably because of increasing the scattering of due dates. Also the efficiency of dominance rule 1 increases by
increasing the value for ρ. The reason for this may be that increasing the value for ρ increases the upper bound of the
due date range so that the number of early jobs will also increase. Hence, dominance rule 1 will have more applications in
fathoming nodes.
6. Conclusion
In this paper, the problem 1| |Emax,NT was investigated. In this problem, the aim is to minimize simultaneously the
maximum earliness and the number of tardy jobs on a single machine; in other words, the aim is to identify the Pareto
frontier for this problem. The assumptions of the problem were first studied. Then, a heuristic procedure named H1 was
proposed for the problemwhich is based on the beam search strategy. A branch-and-bound algorithmalongwith dominance
rules and a lower bound were subsequently developed for this problem in which heuristic H1 is used as the upper bound.
In order to evaluate the heuristic procedure H1 and the branch-and-bound approach, a set of instance problems was
generated in 4 series and solved via these procedures. Heuristic H1 was compared with the heuristic algorithm in Azizoglu
et al. [8] on a number of 560 instances with problem sizes of up to 150 jobs. It was observed that heuristic H1 worked far
more efficiently. The branch-and-bound approach, the heuristic H1, and HAZ algorithmwere evaluated using 560 instances
with small and medium sizes of up to a size of 35 jobs. It was shown that the branch-and-bound approach with a lower
bound and all dominance rules was capable of solving 97.32% of all the problems optimally and that the lower bound and
the dominance rulesworked efficiently in fathoming nodes. The results also showed that heuristic H1was capable of solving
42.02% of the instances optimally and of generating 58.12% of all the optimal efficient solutions. These findings confirmed
the superior efficiency of the heuristic H1 as compared to the HAZ heuristic.
For future studies, it is suggested that more general conditions such as states with more than one machine should be
studied. Considering such assumptions as ready times and the machine availability constraint for the problem may also
be recommended. In addition, new heuristic algorithms with a lower solution time and better quality of results could be
proposed.
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