Introduction 1
Statistical analyses of the health effects of air pollution have increasingly used GIS-based 2 covariates for prediction of ambient air quality in "land-use" regression models. More recently 3 these regression models have accounted for spatial correlation structure in combining monitoring 4 data with land-use covariates. The current paper builds on these concepts to address spatio-5 temporal prediction of ambient concentrations of particulate matter with aerodynamic diameter 6 less than 2.5 μm (PM 2.5 ) on the basis of a model representing spatially varying seasonal trends 7 and nonstatonary spatial correlation structures. Our hierarchical methodology provides a 8 pragmatic approach that fully exploits regulatory and other supplemental monitoring data which 9
jointly define a complex spatio-temporal monitoring design. 10 The specification of a modeling approach depends on a number of factors that vary with the 11 details and scientific purpose of the study in which the predicted exposures will be computed. 12 Among these are: 13  The spatial resolution and scale of the monitoring data, including the number and spacing of 14 monitors and the spatial extent of the modeling domain. Different strategies may be 15 appropriate depending on whether one is addressing an urban area, "mesoscale" regions, or 16 larger scale regions such as the United States east of the Mississippi River. 17 sampled as two-week averages based on an unbalanced design that results in significant amounts 23 of missing data at many measurement locations (Cohen et al. 2009 ). In each region, the 24 monitoring through 2006 includes: (a) from two to five fixed site monitors providing up to 1. 5 25 years of 2-week observations, and (b) rotating sets of 2-week observations at (typically) 4 subject 26 homes, with monitors moved every two weeks to cover a total of about 50 subject homes, each 27
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The MESA Air supplementary monitoring for PM 2.5 in each of the six study areas collects 1 two-week average concentrations under two different spatio-temporal sampling plans: one for 2 "fixed sites" and one for "home outdoor" sites. All of the locations at which data had been 
---16
For this analysis all AQS data are summarized at the 2-week time scale of the MESA Air 17 monitoring campaigns. One practical feature of this data structure is that 2-week mean pollutant 18 concentrations have far simpler temporal structure than daily data, which demonstrate high 19 temporal autocorrelation, even after removing temporal trends. Figure 3 shows four example 20 time series on the 2-week time scale. We computed overlapping 2-week averages of PM 2.5 21
concentrations from AQS monitoring sites because the MESA Air monitoring periods in the 22
Riverside area to the east were offset one week from the monitoring periods for central and 23 coastal Los Angeles. These 2-week averages are centered on the Wednesday midpoints of the 24 MESA Air 2-week sampling periods. We required at least 4 valid daily AQS observations for 25 computation of a 2-week mean (actually a mean over 15 days). For this preliminary analysis we 26 do not account for differences between monitor types or temporal sampling density (i.e. daily vs. 27
Hosted by The Berkeley Electronic Press 8 every 3 rd day). Monitoring sites sampling only every 6 th day did not provide enough data to 1 estimate valid 2-week averages. 2 --- Figure 3 . ---3
The four PM 2.5 series in Figure 3 present log transformations of two-week averages. The 4 three AQS monitoring sites are located: in the Riverside area to the east (060658001), in the 5 north central area of the Los Angeles concentration of MESA Air subjects (060372005), and to 6 the northwest near the coast in Ventura County (061113001). We note similar, but slightly 7 varying temporal trends as depicted by the smooth curves (explained in section 4) and variation 8 in the long-term mean concentration which is highest in Riverside and lowest along the coast in 9 Ventura County. 10
The final short time series in Figure 3 presents one of the MESA AIR fixed sites in the 11 coastal area of Los Angeles County. The black time trend drawn on this plot is largely 12 determined by an average of the trends from the AQS sites nearest this MESA AIR fixed site. 
GIS-based geographical covariates 18
Our strategy for predicting concentrations at locations and times without measurements 19 includes the use of regression models with geographic covariates. This is often termed "land use" 20 LUR is embedded in a hierarchical spatio-temporal model that incorporates flexible correlation 22 structures. We consider a variety of geographic covariates, including: (i) indirect measures of 23 traffic influences provided by distances to major roads (major roads identified by census feature 24 class codes A1-A3), together with lengths of such roads in seven circular buffers from 50 to 750 25 meters around sites of interest, (ii) average population density (number of people per square kmin the block group where the monitor or participant is located), and (iii) percentages of land in 1 circular buffers described by various land use categories such as commercial property, cropland, 2 industrial property, and residential property. These are all derived using the ArcGIS (ESRI,  3 Redlands, CA) software package. The population density is calculated from publicly available 4 U.S. Census Bureau data, and the roadway variables are derived from the proprietary TeleAtlas 5
Dynamap 2000 roadway network. In total we considered approximately 200 possible covariates 6 accounting for the road and land use variables measured in seven nested circular buffers. 7
Covariates were screened prior to analysis and those with essentially no variability in a given 8 study region (e.g. percent of forest in Los Angeles) were omitted. The number of covariates 9 remaining for analysis ranged from 41 for Southern California to 66 for the Northeast region 10 (including geographic coordinates derived from latitude and longitude).  represents the long-term temporal mean. We will demonstrate that a 8 linear combination of a small number of these SEOFs is sufficient to characterize the variation in 9 temporal trends, resulting in residuals with negligible temporal correlation. 10
The coefficients of this model are the amplitudes of the temporal basis function patterns. Basis functions (SEOFs), (2) the fitting of smooth temporal trends at each of the monitoring sites 7 using these SEOFs, (3) analysis of spatial variation in the fitted smooth temporal trends by a 8
Partial Least Squares approach to land use regression, (4) modeling of the spatial covariance 9 structure of the residuals from the fitted spatio-temporal trends, and (5) cross-validated 10 assessment of spatio-temporal predictions of PM 2.5 using a spatio-temporal universal kriging 11 procedure (sometimes called "kriging with external drift"). 12
Smoothed Empirical Orthogonal basis Functions 13
The first step in fitting our hierarchical model to data is to derive the smoothed empirical 14 orthogonal basis functions (SEOFs), f j (t) , that we use to fit spatially varying temporal trend. 
The most parsimonious set of basis functions for a least squares minimization of E is 2 obtained by taking F to be the matrix of the first m left singular vectors of the singular value
That is, using the superscript (m) to denote sub-matrices with m columns, write
This suggests that we take the matrix of empirical orthogonal functions, F , to be the matrix 8 of left singular vectors U ( m) . However we wish our temporal basis functions to be defined as 9 smooth functions of time, and the usual left singular vectors will not vary smoothly over the row 10 (time) index. In addition, in practice every data matrix Y that we consider will have some 11 missing data so that we cannot simply compute the usual singular value decomposition. We 12 therefore embed the following "EM-like" procedure (algorithm SVD.em) for computation of an observations compared to the AQS sites. For this reason the specification of the temporal trend 7 functions just described was computed using only the AQS monitoring sites. 8
Trend fits at MESA Air monitoring sites 9
Once the SEOFs are determined, the next step in our pragmatic procedure is to estimate 10 values for the corresponding trend coefficients 01 , , , estimate the coefficients at these locations by linear regression of the data on the corresponding 13
SEOFs. 14
As the data at MESA Air sites are more limited, we fit trends at these locations using 15 information provided by AQS sites in a spatial neighborhood. In principal we might use a model 16 like that of Banerjee and Johnson (2006,), which we would call a "spatial random effects" model. 17 However, the fitting of that model as currently implemented is computationally impractical for 18 the size of our spatio-temporal datasets. We choose instead to use local random effects modeling 19 strategy so that the fitted trend at a MESA AIR site is a simple empirical Bayes fit with 20 shrinkage of trend model coefficients to the average trend of those AQS sites in a local 21 neighborhood. We chose neighborhood sizes of 25 to 40 km in different regions in order to 22 assure that at least three neighboring AQS sites were used in this fitting at each of the MESA Air 23 sites. The random effects regression models were computed by REML using the lmer function 24 of the lme4 package for the R system (http://cran.r-project.org/web/packages/lme4/).
The shape of the temporal trends determined by the coefficients 01ˆ, , , regularization, perhaps including variable selection as in a "lasso" approach (Tibshirani, 1996) , 2 or (c) regression on a smaller number of composite covariate scores. While our fundamental 3
concern is the quality of predictions, we prefer not to choose a method that would select one 4 particular buffer size for inclusion in a model ignoring neighboring buffer sizes, or one particular 5 land use categorization at the expense of a correlated land use categorization. We choose, 6 instead, to regress on a small number of composite covariate scores using the method of PLS 7 regression to define the composite scores (see, for example, Garthwaite, 1994 or Abdi, 2010). 8
The description of the composite scores in terms of individual variable loadings can be useful as 9 it facilitates comparison of regression models across the four geographic modeling regions. PLS 10 regressions were computed using the pls package for the R system (http://cran.r-11
project.org/web/packages/pls).
12
Almost all the numeric land use covariates considered here have skewed distributions and 13 are log-transformed for analysis. Most of the spatial covariates fall into one of three groups: (1) 14 shortest distances to roads and commercial properties, (2) lengths of roads of different classes 15 (A1, A2, A3) within buffers, and (3) percentage of property in difference land use categories in 16 buffers. We have chosen to log-transform all of the numerical scores except for the "angle" to 17 A1/A2/A3 road variables and the "residential" land use variables, which span the entire 0-100 18 percent range. Log-transformations were computed after selection of an empirically determined 19 constant to add in order to deal with zero scores. To be considered for analysis we require a 20 covariate to have more than 5 non-zero observations. 21
The code in the pls package for the R system computes conventional leave-one-out cross-22 validatory assessments of predictions of these regression models. However, these cross-23 validations assume a modeling framework with spatially independent errors. Since our 24 hierarchical model includes spatial correlation, we choose the dimension of the PLS regression 25 by cross-validation with a universal kriging prediction involving component scores defined by 26 the PLS algorithm and a model for the spatial covariance structure of the residuals from those 27 regressions as indicated in equation (2). We computed spatial covariance matrices () ej   in 1 terms of exponential variogram models fitted to the residuals of the PLS regressions using the 2 likfit function in the geoR package for the R system (http://cran.r-3 project.org/web/packages/geoR). 4
Residual covariance modeling

5
The hierarchical model of equations (1) Sampson-Guttorp deformation model for nonstationary spatial covariance fitted to an empirical 8 spatial covariance matrix computed from the spatio-temporal matrix of residuals from the site-9 specific trend models for the AQS monitoring sites. That is, we compute residuals 10 
Cross-validated spatio-temporal predictions 1
We predict concentrations at subject homes using the hierarchical model described above. Salem. 25 The detailed results that follow, illustrated in Figures 4-8 , concern only the Los Angeles 1 modeling region. Figure 4 presents the results of the calculation of the SEOFs by the algorithm 2 of section 4.1. The unsmoothed EOFs include a lot of short temporal scale variation and there is 3 a considerable loss of explanatory power as a result of the smoothing. This short temporal scale 4 variation is accounted for separately in the spatio-temporal residuals, allowing us to focus the 5 modeling of the effects of spatial covariates (below) on smooth temporal trend patterns. The 6 unsmoothed first singular vector explains over 70% of the variation in the 24 log-transformed 7 AQS time series while the SEOF explains only 27.5%. This first component reflects a long-term 8 decrease in PM 2.5 levels across most of the sites over these six years and seasonal structure that is 9
quite variable from year-to-year. The second SEOF, explaining only 9.4% of the variation in the 10 original time series, turns out to describe a relatively simple seasonal structure. The nature of 11 these SEOFs varies across the four modeling regions. In North Carolina, for example, the 12 dominant SEOF is a simple seasonal pattern like that of the second SEOF here (data not shown). 13 In all cases, fitted trends based on these SEOFs, such as those illustrated in Figure 3 generally track the observations quite well with modest levels of over-or under-estimation of the 2 long-term means. We note that the magnitude of the error in these cross-validated predictions is 3 probably greater than the error of prediction expected at most MESA subject homes as, for 4 example, prediction of concentrations at locations near site 060372005 will benefit from the 5 monitoring data at that site, data which were excluded in its own prediction. Conventional "plug-in" estimates of the standard errors of predictions of long-term averages 23 could be computed for the final step of our prediction strategy (section 4.5). However, we 24 refrain from computing these estimates as the current model has some recognized deficiencies 25 and because such standard errors do not account for prediction uncertainty that derives from the 26 multi-step pragmatic model-fitting procedure we have employed. We report instead the 27 accuracy of these pragmatic ambient concentration predictions in terms of descriptive statistics 1 on the cross-validated (leave-one-out) errors of prediction of long-term mean concentrations for 2 6 MESA Air study areas. 3 Table 2 reports first (in rows one and two) means and standard deviations for the fitted long-4 term mean concentrations across all the AQS and MESA Air monitoring sites in each of the 5 study regions. We then report in row three the root-mean-square error of the cross-validated 6 predictions at these sites. The maps in Figures 1 and 9-11 show that these descriptive statistics 7 pertain to monitoring sites over geographic areas substantially exceeding the spatial domain of 8 the MESA Air subjects. We therefore computed these same summary statistics also on just the 9 MESA Air fixed sites, which were located within the domains of the MESA Air subjects. These 10 sites provide more relevant characterizations of the accuracy of our model predictions, albeit for 11 a relatively small number of sites in each region. 12 We see that the uncertainty of long-term estimates is similar across regions, about 3% to 5% reported here for MESA Air sites are influenced by seasonality and unbalanced temporal 7 sampling (see Fig 2) that is not accounted for and the values for the MESA Air Home sites, in 8 particular, are based on very small numbers of observations. "Med dist to A1,A2,A3" is the 9 median over sites of the minimum distance to a major road of class A1, A2, or A3. "Med dist to 10
Commerce" is the median over sites of the distance to the nearest commercial land use property. 11 "Med Pop dens" is the median over sites of the block group population density. 12 for the Los Angeles study region. The a1, a2, and a3 variables refer to major road census 3 feature class codes; they include the angle to the nearest such roadway, the lengths of 4 roadway segments in circular buffers of varying radii, and the distances in meters to the 5 nearest roadway. The variables beginning COMM, CROP, INDUSTRI, and RESI refer to 6 fractions of the property in circular buffers designated as Commercial, Cropland, Industrial, 7
and Residential using the ArcGIS software system (ESRI). 8
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