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Procura-se verificar neste trabalho a aplicabilida-
de de técnicas de Controle Ôtimo a modelos dinâmicos desiste-
mas de produção. Éaz-se uso do princípio do máximo de Pontry-
agin. São apresentadas algumas interpretações do pricÍpio do 
máximm e são feitas aplicações a modelos de Dinâmica Indus-
trial. Verifica-se a complexidade das computações necessárias 
para encontrar o controle Ótimo de sistemas de produção. Pa-
ra os casos lineares é apresentado um método que transforma 
o problema de controle num problema de programação matemáti-
ca. O método é baseado na Programação Linear Generalizada. 
Consegue-se então um algoritmo hierarquizado de dois níveis 
que torna mais fácil a solução de problemas de controle Óti-
mo de sistemas lineares. 
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ABSTRACT 
It is intended in this work to verify the applica-
bility of optimal control techniques to dynamic models of 
production systems. Pontryagin's maximum principle is used. 
Some interpretatios are given and some applications OIB the 
maximum principle to Industrial Dynamics models are made. 
It is verified the great amount of difficulties one has in 
applying optimal control techniques to production systems. 
For linear models a method is presented that transforms a 
aontrol problem into a mathematical programming problem. This 
method is based on Generalized Linear Programming. A two le~el 
vels hierarchized algorithm is obtained that makes easier the 
application of optimal control to linear systems. 
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Seção 1 - Introdução. 
Sistemas de produção geralmente possuem um grande 
número de variáveis e um número grande de relações entre elas. 
O controle de um sistema real deste tipo, na prática quase sem-
pre tem levado à sua decomposi~ão em sub-sistemas, cada um com 
menor número de variáveis e relações. Geralmente essa decompo-
sição se faz de forma a resultar uma estrutura hierarquizada, 
que permite melhor aproveitamento dos recursos disponíveis. Os 
sub-sistemas resultantes da decomposição possuem um número bem 
menor de variáveis e relações, de forma que se torna viável a 
aplicação de métodos matemáticos para melhorar suas performan-
ces. O problema daí por diante reside na coordenação das per-
formances dos vários sub-sistemas de maneira que seja melhora-
da a performance global. A resolução deste problema geralmente 
implica num número grande de cálculos, pois muitas vezes o pro-
cesso de coordenação é iterative. Mas o número de cálculos po-
de não constituir problema quando é possível a utilização de 
computador digital. Essas mesmas características que acabamos 
de dizer que possuem os sistemas de produção, também as possuem 
os chamados sistemas de grande porte. Neste trabalho vamos tra-
tar sistemas de produção como sistemas de grande porte. 
Se um sistema possui um número muito grande de variá-
veis, e é tal que não permite uma decomposição de fOrma are-
sultar uma estrutura hierarquizada, muitas vezes não é viável 
a utilização de computador porque surgem problemas de escassez 
de memória. A decomposição do sistema em diversos sub-sistemas 
menores pode muitas vezes resolver este problema. Por isso, 
quando nos referirmos a um sistema como sendo de grande porte 
queremos também dizer que ele é tal que permite a sua decom-
posição numa estrutura hierarquizada. 
Após o desenvolvimento dos computadores digitais a si-
mulação foi a técnica mais utilizada para tratamento desiste-
mas de grande porte. Nos Últimos anos muito esforço tem sido 
feito em pesquisa de métodos de programação matemâtica para a-
plicação neste tipo de problema. 
Nesta tese vamos procurar verificar a aplicabilidade 
de métodos matemáticos para otimização de sistemas dinâmicos. 
eomo vimos, nossos sistemas de grande porte têm uma estrutura 
hierarquizada. E como um problema típico de sub-sistemas dessas 
estruturas é: 11 executar uma determinada tarefa, durante um de-
terminado tempo, otimizando uma performance 11 ; atacaremos o 
problema utilizando métodos de controle Ótimo. Em particular, 
a condição de máximo de Pontryagin. Os modelos que vamos usar 
são de Dinâmica Industrial, que é um método de simulação de 
sistemas dinâmicos. Faremos um estudo da aplicação da condi-
ção de Pontryagin a modelos de Dinâmica Industrial. Êste es-
tudo, embora de alguma extensidade, de maneira alguma preten-
de ser completo. 
Neste primeiro capítulo falaremos brevemente ares-
peito da aplicação de princípios de controle a sistemas de 
produção, da Dinâmica Industrial e de modelos. No capítulo II 
trataremos da aplicação da condição de Pontryagin a modelos 
de Dinâmica Industrial. No capítulo III trataremos da apli-
cação da programação linear generalizada a problemas deste 
tipo. 
Seção 2 - Aplicação de princípios de controle a sistemas de 
produção. 
Os conceitos de controle que em primeiro lugar apare-
cem na aplicação a sistemas de grande porte são os de servome-




decomposto em sub-sistemas que têm um número menor de variá-
veis e relações, e aos quais não é difícil aplicar métodos ma-
temáticos para melhor controlá-los. No entanto, não deixa de 
haver interações entre esses sub-sistemas. E, em sistemas de 
grande porte o controle dessas interações pode ser mais impor-
tante que o controle de cada sub-sistema isoladamente. Nessas 
interações estão envolvidos conceitosnde servomecanismos, pois 
um sub-sistema atua sobre outro, que devolve informação ao pri-
meiro, que usa esta informação para decidir novas atuações so-
bre o segundo, e assim por diante. Isto é, existe uma malha 
fechada de realimentação de informações. O primeiro sistema 
decide a atuação sobre o segundo baseado nas informações que 




19 sub-sistema 29 sub-sistema 
informação 
Em sistemas sócio- econômicos qualquer atividade, fa-
bricação, transporte, comunicação, etc., exige um certo tempo 
para ser realizada. Por exemplo, a comunicação entre dois seto-
res de uma organização pode ser feito por meio de cartas, que 
gasta bastante tempo. Decisão também toma tempo e a execuçao 
da ação decidida também leva tempo. Existe pois, uma seqüência 
no tempo, das ações dentro de um sistema~.Esta seqüência de 
açoes no tempo pode ser relacionada com os atrasos de tempo de 
um servo mecanismo. 
Quando as vendas de um produto aumentam a direção da 
companhia toma a decisão de aumentar a produção. Se as vendas 
aumentaram de 1000 unidades semanais na Última semana, a pro-
dução também deverá ser aumentada de 1000 unidades semanais? 
Não seria melhor aumentar inicialmente só de 500 unidades se-
manais? Ou seria melhor aumentar logo de 2000 unidades sema-
nais prevendo novos aumentos de vendas? A decisão de aumentar 
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a produção vem acompanhada de uma amplificação que define 
quantitativamente esse aumento. As amplificações e os atrasos 
de tempo podem causar oscilações e instabilidades tanto em sis-
temas sócio-econômicos como em servomecanismos. 
Seção 3 - A Dinâmica Industrial 
A notícia mais antiga que temos sobre aplicação de 
princípios de controle a sistemas sócio-econômicos data de 
19 5 2 [lZ] , é um trabalho de Herbert A. Simon: 11 Sobre a Aplica-
ção da Teoria dos Servomecanismos ao Estudo do Controle da 
Produçãoº. A partir dessa época apareceram vários trabalhos e 
artigos em revistas, mas o assunto nunca chegou a receber mui-
ta importância. Em 1961 Jay Forrester publicou um livro sobre 
a dinâmica de sistemas sócio-econômicos:"Industrial Dynamics 11 • 
Mais especificamente este livro trata do comportamento dinâmi-
co de organizações industriais. Forrester aliou a aplicação da 
teoria do Controle Automático e estudos sobre processos de de-
cisão ao desenvolvimento havido em simulação por meio de com-
putadores digitais. E conseguiu desenvolver um método bastan-
te adequado ao tratamento de sistemas de grande porte. A inte-
ração dos diversos setores de uma organização industrial - marke-
ting, produção, distribuição, compras, etc., em cujas ativida-
des existem atrasos de tempo, amplificações, realimentações e 
outras características próprias de controle - são estudadas 
por meio de simulação e aplicação de conceitos de controle au-
tomático. Forrester mostra que as oscilações que muitas vezes 
ocorrem nos sistemas sócio-econômicos podem ser causadas por 
fatores internos do sistema, como a estrutura ou os meios de 
operação, por atrasos de tempo e amplificaçoes, da mesma forma 
como ocorre nos sistemas físicos. O método da Dinâmica Indus-
trial consiste essencialmente na construção e simulação de um 
modelo onde são evidenciados os fatores relacionados com as 
interações entre os sub-sistemas. No modelo são muito bem re-
presentadas as malhas de realimentação de informações, ou ma-
lhas causa-efeito ou ainda malhas de decisão-ação-informação-
decisão, que mostram como as decisões dependem das informações, 
como os efeitos dependem da ação e como as informações sobre 
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os efeitos da ação chegam outra vez ao ponto de decisão. Forres-
ter desenvolveu uma rotina de simulação, para uso em computa-
do digital, que simula muito bem amplificações e atrasos de 
tempo e transporte, de modo a obter uma representação muito 
boa do comportamento dinâmico de um sistema. 
Em 1968, Forrester, fazendo uma análise de seu méto-
do, afirmou que antes de ser uma técnica de simulação, a Dinâ-
mica Industrial é uma aplicação dos conceitos da teoria do 
Controle Automático. Pois o uso da Dinâmica Industrial requer 
por parte do usuário um conhecimento adequado dessa teoria. 
Confirmou também que o campo de pesquisa da Dinâmica Industrial 
consiste no estabelecimento de pontes de ligação entre ateo-
ria do Controle e os sistemas industriais. 
Essas são algumas idéias que fundamentaram nossa de-
cisão de aplicar métmdos de controle Ótimo a sistemas de pro-
dução. 
Neste trabalho sempre usaremos modelos contínuos, 
mesmo quando operações do sistema real forem ou parecerem ser 
discretas. Vamos ver que não é tão grande a diferença ao se 
tratar sistemas reais como contínuos. Pois dentro de um sis-
tema sócio-econômico existe mais continuidade do que se costu-
ma supôr. A assinatura de um contrato, poE exemplo, pode pare-
cer um fenômeno discreto na atividade de uma empresa. Mas cer-
tamente essa assinatura foi precedida de negociações, acordos, 
estudos, mudanças e preparaçoes dentro da empresa para cumprir 
com as novas obrigações. A assinatura também é seguida de ou-
tras ações como ajustes e consolidação de planos. Quando se 
inaugura uma nova linha de montagem numa fábrica, ela não come-
ça produzindo a plena capacidade, começa produzindo pouco e 
vai aumentando gradativamente a produção. Fatos como estes, 
que ocorrem num sistema de grande porte, podem parecer dis-
cretos, mas na verdade são precedidos e seguidos de um conjun-
to de açoes que lhe dão características de continuidade. 
Muitas vezes se pretende modelar um sistema como dis-
creto justificando que as informações são obtidas discretamen-
te. Geralmente informações são entradas de um sistema. A in-
formação sobre a quantidade de unidades vendidas nomes ante-
rior é usada pela diretoria da fábrica para decidir a produção 
domes seguinte. A decisão neste caso é um fenômeno discreto 
que ocorre uma vez por mes, mas as variações de produção den-
tro da linha de fabricação já não se dão de forma tão discre-
ta. por isso não será tão grande a diferença se supusermos a 
decisão como um fenômeno contínuo. Não pretendemos dizer que 
devemoa ignorar que a troca de informações entre sub-sistemas 
é discreta, queremos dizer que as ações dentro dos sub-siste-
mas se dão de forma bem mais contínuas, embora as informações 
cheguem a eles de forma discreta. 
Mesmo quando há fenômenos realmente discretoa, um 
primeiro estudo sobre um modelo contínuo do sistema é sempre 
Útil, pois concentra a atenção sobre características verda-
deiramente importantes da operação do sistema, como os obje-
tivos, as inércias, os atrasos de tempo e as amplificações. 
Desviar a atenção para o caráter discreto dos fenômenos ten-
de a obscurecer essas características. A discretização das 
variáveis pode ser feita aos poucos, tornando gradativamente 
o modelo mais complicado e mais fiel ao sistema real. 
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Seção 4 - Modelos 
Geralmente sistemas de grande porte são caros e é an-
tieconômica a sua utilização para fazer experiências. O uso de 
modelos é mais barato. Segundo Eikoff [ Z] , "modelo é uma re-
presentação dos aspectos essenciais de um sistema ou processo, 
susceptÍvel de fornecer informações deste sistema ou processo 
de uma forma utilizável 11 • Noutras palavras, é uma maneira al-
ternativa de descrever o fenômeno real que permite, sob o pon-
to de vista do tempo, custo e conveniência, entender a natureza 
dos resultados a serem esperados do equipamento ou atividade 
modelada. A construção do modelo tem por objetivo o conheci-
mento de um sistema sem necessidade de construí-lo ou operá-
lo. 
Neste estudo estaremos sempre interessados nos mode-
los matemáticos dinâmicos, adequados ao uso de simulação (Di-
nâmica Industrial) e à aplicação de princípios de contrÔle. 
Os modelos dinâmicos sao capazes de representar situações que 
mudam com o tempo e permitir que se determine as decisões que 
se deve tomar no decorrer do tempo. Nosso objetivo na cons-
trução do modelo será o de permitir essa determinação de atuar 
sobre o sistema. Isto ê, de controlar o sistema. E iremos um 
pouco adiante, pois pretendemos controlá-lo otimamente. 
Os métodos matemáticos que se tem aplicado a siste-
mas sócio-econômicos visam quase que exclusivamente melhorar 
a performance de operação em regime permanente. A performance 
de pequenos sistemas durante os transitórios pode nao ser um 
problema importante, mas quando se trata de sistemas de gran-
de porte qua11uer transitório ou oscilação merece ser analisa-
da. Por isso, os modelos matemáticos que usaremos aqui serão 
sempre dinâmicos, capazes de representar tanto os comportamen-
tos transitórios como os de regime permanente. 
O primeiro objetivo de um modelo matemático de um sis-
tema é ajudar a entender este sistema. Também tem por objetivo 
a descrição da organização, das causas e dos fatores que deter-
minam o desenvolvimento do sistema no decorrer do tempo. por-
tanto, dev~ haver muita correspondência dotmedelo com a estru-
tura e com as características operacionais do sistema. O mode-
lo tem menos propósito de fazer predições de determinados even-
tos em determinados instantes futuros do que de servir de fer-
ramenta básica na tomada de decisões e na determinação da polí-
tica de controle. Por isso os modelos que usaremos sao os de 
Dinâmica Industrial, porém muito simplificados. 
Os modelos serão simplificados porque nao podemos 
pretender mais do que dar uma idéia da maneira de atuar sobre 
o sistema para controlá-lo otimamente. Quando se trata de sis-
temas físicos é fácil supôr que as condições do meio em que es 
está o sistema não variam enquanto o controlamos. Assim, uma 
vez cafu~uilil<ldooncontrole Ótimo para um determinado período, 
podemos aplicá-lo durante todo esse período. M 
Mas esta suposição, que as condições do meio não 
mudam,se torna difícil quando se trata de sistemas sócio-eco-
nômicos. Por exemplo, uma empresa que tem uma quantidade limi-
tada de recursos estuda um plano para sua aplicação durante 
dois anos. É formulado um problema de controle Ótimo que leva 
em conta aslimitação dos recursos. Se a aplicação, Ótima, des-
ses recursos começa a dar bons resultados,é bem possível que 
pessoas estranhas mostrem interesse em aplicar recursos nesta 
empresa. Naturalmente essas aplicações vao ser aceitas e a 
quantidade de recursos disponíveis aumenta. O caso contrário 
pode ocorrer quando o investimento não se revela bom. Então, 
em qualquer caso,é muito provável que antes de terminado o 
prazo de dois anos o programa de investimento tenha que ser 
reformulado. O que se verificou foi uma influência da empresa 
sobre o meio. E essa mn~luência provocou uma mudança do meio 
em relação àoemprema e conseqüentemente uma mudança nas restri-
ções do problema. 
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Por razoes desse tipo que a aplicação de controle ô-
timo a sistemas sócio-econômicos deve pretender ser nada mais 
do que uma orientação do controle a ser aplicado. 
Seção 5 - Notação 
A notação que usaremos procura seguir a notação comu-
mente encontrada em trabalhos das áreas de Controle e de Oti-
mização. Os símbolos de notação e as grandezas que eles repre-
sentam irão sendo introduzidos durante o texto. 
Os vetores serão sempre vetores colunas, a nao ser 
quando transpostos. 
Os problemas de otimização de que trataremos serão em 
quase todos os casos, problemas de minimização. Este fato não 
tem importância, porque encontrar x(t), té[0,T], tal que 
f(x(t)) seja maximizada é o mesmo problema que encontrar x(t) 




Seção 1 - Introdução 
Um sistema dinâmico pode ser descrito por um sis-
tema de equações de estado: 
.x.(t) = f.(x
1
, ... ,x ;u
1
, ... ,u ;t) (1) 
1 1 n r 
i=l,2, ... ,n 
onde x. sao as variáveis de estado 
l 
n é a dimensão do espaço de estados 
u. sao os controles, j=l,2, ... ,r 
rJ é a dimensão do espaço de controles 
-t e o tempo. 
Digamos que este sistema faz parte de um sistema 
maior, do qual é então um sub-sistema. Digamos ainda que o 
sistema maior tem uma estrutura hierarquizada. Então não é 
estranho se esperar que o sub-sistema <leque estamos tratando 
receba "ordens 11 de outro, superior hierarquicamente, da se-
guinte maneira: 11realize uma dada tarefa, durante um tempo de-
terminado, otimizando uma performancen; ou então,nrealize 
uma certa tarefa no menor prazo possível, ~•tai~qn~~mizando 
o tempo requerido para executá-la 11 • Para cumprir uma tarefa 
assim especificada o sub-sistema procura o conjunto de con-
troles (u1 (t), ... ,ur(t)) que melhor se ajuste ao cumprimento 
da tarefa. Durante todo este capítulo nosso objetivo será 
... 
mostrar como se procura um conjunto de controles adequados a 
realização de certas tarefas exigidas de um sub-sistema. 
Um sistema será sempre descrito em termos de espa-
ço, variáveis e equações de estado. Às entradas de um siste-
ma chamaremos de controles. Esses controles formam um espaço 
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cuja dimensão designaremos por r. Em forma vetorial os con-
troles podem ser expressos por 
Nos casos práticos as variáveis de controle sao recursos, ma-
teriais, mão de obra, etc., variáveis que em geral são limi-
tadas tanto inferior como superiormente. Nos problemas de que 
trataremos também as consideraremos limitadas, ou seja, con-
sideraremos que pertencem a uma região fechada, convexa, e 
limitada do espaço das variáveis de controle. Essas regiões 
U serão definidas por desigualdades: 
</> • ( u
1 
, ••• , u ) ~ O 
J r j=l,2, ... ,m 
(2) 
As variáveis de controle u.(t) devem ser funções do tempo, 
J .. -
contínuas, ou pelo menos, continuas por partes. Isto e, ad-
mitem um número finito de descontinuidades no intervalo de 
tempo determinado para execuçao da tarefa, O,T . Todo con-
trole que satisfizer estas duas condições, pertencer a U e 
continuidade por partes, ê chamado controle admissível. 
Nos casos mais simple~i!Ja1~;t!f critério poderá 
ser uma das variáveis de estado~Por exemplo, num sistema 
de produção deseja-se minimizar o estoque, que ê uma das va-
riáveis de estado do sistema. Uma combinação linear das va-
riáveis de estado também pode ser uma função objetivo. Em 








ou, em forma vetorial: 
S = c'x 
onde 
-e um vetor constante. 
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Porém, pode ocorrer que a função critério não seja uma das 
variáveis de estado ou uma combinação delas. Neste caso mais 
geral a funçio?c°ritério é representada por 
onde 
S = foTL(x,u,t)dt 
L é uma função qualquer, 
x = ( x 1 , - - - , xn) ' 
u = ( ul ' • - - 'un) , 
t é o tempo 
(4) 
Nos casos deste tipo acrescentamos ao sistema mais uma variá-
vel de estado 
ou seja 
xn+l (t) =fotL(x,u,t)dt 
x +l = L(x,u,t) n 
(5) 
De modo que a função objetivo pode tomar outra vez a forma (3): 
n+l 
onde 
S = L cixi 
i=l 
c.=O para i=l,2, ... ,n 
l 
cn+l=l 
Daqui para diante sempre apresentaremos a função 
objetivo como uma combinação linear das n variáveis de esta-
do 
n 
S =.Lc .x. . l l l 1= ( 6) 
porque no número n de variáveis está incluída aquela defini-
da pela função objetivo. Também daqui para diante só serao 
considerados controles admissíveis. 
rão sempre derivadas contínuas até a segunda ordem. 
•s funç6es L e f. te-
1 
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Quando falamos do tipo de problema de um sub-sistema 
dentro de uma estrutura hierarquizada deixamos transparecer 
que nas tarefas o sub-sistema é transportado de um ponto a 
outro de seu espaço de estados num período fixo de tempo, ou 
num período mínimo de tempo. Neste Último caso, o prazo pa-
ra execuçao da tarefa não é fixo. Queremos falar aqui que e-
xiste mais uma situação em que este prazo não é fixo. É aque-
le em que o tempo gasto no percurso entre o ponto inicial e 
o ponto final da trajetória não tem a menor importância; é 
inteiramente livre. 
Podem ocorrer casos em que o período de tempo é 
fixo, mas o ponto final da trajetória não é ~ixo. Também dois 
casos podem ocorrer. O primeiro seria aquele em que o ponto 
final é inteiramente livre, não tendo a menor importância a 
sua localização. O segundo caso seria aquele em que o ponto 
final deve estar numa região determinada, G, do espaço de es-
tados. Esta região estaria definida por uma relação do tipo: 
F ( x
1
, ••• , xn) ~ O 
X2. 
'-"------------------··-l,> .e, 
E finalmente pode acontecer o caso em que seja neee 
cessário atingir um ponto qualquer da região, com tempo li-
vre. O que é uma combinação de dois dos casos acima. 
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Muitas vezes a função objetivo representa um custo 
ou uma quantidade de recursos a ser alocada que, como geral-
mente oco~re na prática, tem um 
de funçio'7objetivo é: 
S = 1\(x, u,t)dt <f K 
o 
onde K ê uma constante 
limite superior. Em termos 
Como essa função objetivo se transforma numa varíâvel de es-
tado, temos aí um exemplo onde o pomto final da trajetória de-
ve estar numa região determinada do espaço de estados. Ou 
se J a , xn + 1 ( T ) ~ K . 
Agora apresentamos uma tabela dos tipos de proble-
mas que estudaremos neste capítulo. Os tipos de problemas são 
divididos quanto ao tempo requerido para execução da tarefa, 
fixo ou livre, e quanto àe obndições finais do sistema no 
final da tarefa, condições fixas ou livres. 
•··--------...---------.--------------, 
Caso Seção Tempo Condições Finais 
1 2 fixo livres 
2 3 fixo fixas 
-l-----l----+-------+-----------1 




O que apresentamos na tabela são alguns tipos de 
problemas que podem surgir ao se tratar de um sub-sistema 
dentro de uma estrutura hierarquizada. Nas seçoes que seguem 
apresentaremos métodos para sua solução. 
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Seção - 2 - Realização de uma tarefa com prazo fixo e se~ 
restrições quanto ao valor final das variáveis do 
sistema. 
No caso que estudaremos agora o prazo para execuçao 
da tarefa ê fixo e sua execução deve ser tal que uma função 
critério seja otimizada, mas não importam os valores finais 
alcançados pelas variáveis do sistema. Noutras palavras, tra-
taremos de um problema de controle Ótimo com tempo fixo e con-
diçoes finais livres. 
Oestudo deste tipo de problema ~ode ser motivado pe-
la importância que assume quando se pretende conhecer as pos-
sibilidades de um sistema. Por exemplo, conhecer a produção 
de uma linha de montagem que opera de uma maneira Ótima duran-
te um intervalo [0,T]. O conhecimento dessas possibilidades 
pode ser importante na determinação do padrão de performance 
de um sistema. 
Sendo nos sistemas reais as variáveis de estado limi-
tadas, e no presente caso ilimitadas, uma comparação dos va-
lores assumidos por essas variáveis nos dois casos é sempre 
interessante no estudo de gargalos de produção ou no estudo 
de investimentos em bens de produção. Estes estudos são os de 
sensibilidade. 
... 
O problema a ser estudado e apresentado formalmente 
da seguinte forma: 
dado o sistema • x. = f.(x
1
, ... ,x ;u
1
, ... ,u ;t) 
1 1 · n r 




sao as variáveis de estado 
u. sao as variáveis de controle 
J 
t -e o tempo 
encontrar o vetor controle 
[
u 1 (t)l 
u(t)= : 
ur(t) 
i=l,2, ... ,n 
i=l,2, ... ,n 
, u(t)€U J 
( 8 ) 
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tal que minimize a função 
n 
S =~c.x.(T) 
i=l l l 
( 9 ) 
Na resolução deste problema de controle Ótimo lança-
se mão de um conjunto de variáveis auxiliares, funções do tem-




e que ficam definidas por meio do sistema de equaçoes diferen-
ciais: 
(10) 
i=l,2, ... ,n 
que tem como condições de contorno: 
p.(T) = -kc. 
l l 
i=l,2, ... ,n 
(11) onde k é uma constante 
c. são os mesmos da equaçao (9) 
l 
O significado das variáveis p. ficará claro à medida 
l 
que avançarmos neste estudo. Da mesma forma se esclarecerão 
os motivos das condições de contorno pi(T), que t~m interes-
sante interpretação geométrica. 
Se os controles u.(t), j=l, ... ,r, fossem conhecidos, 
J 
o sistema (8) poderia ser resolvido e conheceríamos cada x.(t). 
l 
Inserindo estas variáveis x.(t) no sistema (10), este seria 
l 
um sistema de equações diferenciais com coeficientes variá-
veis, e que poderia ser resolvido encontrando-se uma solução 
Única p.(t), i=l,2, ... ,n. Por outro lado, o comhecimento de 
l 
p(t) é necessário para a determinação do u(t) que procuramos. 
Dessa maneira entramos num ciclo vicioso. Então, vamos ver a-
gora como podemos sair dele. 
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Seja o produto escalar dos vetores p(t) e x(t) 
n 
.Lp. <t)x. (t) 
. l l l i= 
(12) 
onde x(t) pode ser encarado como uma velocidade e p(t) como 
um impulso. 
Agora apresentamos a expressao (12) como uma função 
de 2n+r+l variáveis que é chamada hamiltoniana: 
n n 
H(x,p,u,t) =~p.x. =~p.f.(x1 , ... ,x ;u1
, ... ,un;t) 
· l l 1 . l 1 1 n n 1= i= 
E agora as equaçoes (8) e (10) podem ser reescritas 
na forma: 
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com condições iniciais x.(O) 
l 
(13) 
i=l,2, ... ,n 
( 14-) 
com as condi~ões de contorno p.(T)=kc. 
-s l l 
i=l,2, ... ,n 
Continuando, seja u(t) um controle viável e sejam 
xu(t) e pu(t) a posição e ottimpulso" para o controle u(t). 
Coloquemos os valores xt(t) e pt(t) na função H(x,p,u,t) de 
modo a termos 
K(u,t) = H(xu(t),pu(t),u(t),t) 
que é função de apenas r variáveis para cada instante t. O 
controle u(t) satisfaz a condicão de máximo de Pontryagin se 
K(u,t) alcança um máximo para qua11uer tf[O,'rj e para os va-
lores das variáveis correspondentes aos valores do controle no 
mesmo instante. 
Esse é o princípio do máximo de Pontryagin, e nos 
diz que se o controle u(t) é tal que S=fc.x.(T) é minimizada, 
l l 
então u(t) satisfaz a condição de máximo. Noutras palavras a 
condição de máximo é uma condição necessária para a minimiza-
ção àà função critério. Ou ainda, o controle u(t) deve seres-
colhido de modo que a cada momento a hamiltoniana H(x,p,u,t) 
seja maximizada. 
A hamiltoniana H(x,p,u,t) é o produto escalar do ve-
tor p(t) com o vetor velocidade k(t). Então, a interpretaçã0 
geométrica que pode ser dada à condição do máximo é que o con-
trole Ótimo tenta movimentar os pontosdàefinidos pelas variá-
veis de estado com velocidade máxima numa direção determinada. 
Ou seja, tenta movimentar otimamente os pontos em cada instan-
te. Particularmente no instante final, quando p.(T)=-kc. 
l l 
i=l,2, ... ,n, o vetor x(T) tem mesma direção que p(T), porém 





Agora apresentaremos um exemplo para ilustrar a ápli-
cação do princípio do máximo. Trata-se de um sistema de produ-
ção costituÍdo de dois sub-sistemas onde as variações de pro-
dução dependem apenas dos recursos fornecidos a cada um. A pro-
dução do sistema gera um lucro que vamos procurar maximizar. 
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portanto 
Q(t) representa a taxa de produção 
R(t) representa recurso fornecido por unidade de 
tempo 
• 
G.1(t) = k 1R1 (t) condição inicial Ql(O) 
62 (t) 
2 condição inicial Q2(0) = k 2R2 (t) 
R1 (t) E. [o ,í\1 Rl -e constante 
R
2
(t) E [o ,R
2
] R2 - constante e 
u é um retângulo: 
Rz 





(t) + k 4R2 (t) 
Aplicar recursos no sub-sistema 2 sempre gera lucro, mas apli-
car recursos no sub-sistema 1 gera prejuízo. 






que será a nova função objetivo a ser minimizada, e onde 
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A hamiltoniana será dada por 
3 
H(Q,p,R,t) =~p.Q. = . 
1























pl(t) = - ô) H o pl(T) = -c =O p 1 (t) = ~l= 1 
p
2
<t) = - d H = o p 2 (T) = -c 2 =0 p 2 (t) = -d Q 
2 
i> 3 <t) = -
'aH 
= o p 3 (T) = -c 3=-l p/t) = ó) Q3 
Voltando à hamiltoniana: 
Para maximizar esta hamiltoniana em cada tE[O,'rj, R
1
(t) tem 
que assumir sempre o máximo valor, e R2 (t) deve assumir o seu 
valor mínimo. Portanto 
R
1 






t G. [O, T] 




No início do problema havíamos dito que quaquer apli-
cação de recursos R
1 
gerava lucros, e qualquer aplicação de 
recursos R2 gerava prejuízos. Portanto já era Óbvio se esperar 
uma maximização de aplicação dos recursos R1 , e uma minimiza-
ção da aplicação de R
2
. Este exemplo foi muito elementar, mas 
justificamos sua apresentação porque o nosso intuito era ape-
nas de ilustrar a aplicação do princípio do máximo de Pontry-
agin. 
A maximização da hamiltoniana H(x,p,u,t) nos permite 
expressar u(t) como função de x(t) e p(t), ou seja: 
u. ( t) = G. ( x
1
, ... , x ; p
1
, ... , p ; t) 
J J n n 
j=l,2, ... ,n 
(15) 
Substituindo as variáveis u. pelas expressões (15) em (13) e 
J 
(14), obtemos um sistema de 2n equações diferenciais com 2n 
condições de contorno, cuja solução nos dá a trajetória Óti-
ma e o 11 impulso 11 p(t) em cada instante. Então, utilizando 
x(t) e p(t) , conhecidos, na equação (15) podemos determinar 
u(t). 
Estes controles encontrados satisfazem urna condição 
necessária para o controle Ótimo. Para garantir u(t) corno 
controle Ótimo seria necessário que satisfizesse uma comdição 
de suficiência. Infelizmente, sô para poucos casos se conhe-
ce essa condição de suficiência. Para o caso em que as res-







+ h. ( u
1 
, ... , u ) 
l r i=l,2, ... ,n 
onde h. sao funções quaisquer, com derivada de se-
i 
gunda ordem contínuas. 
pode ser dernons trado que a condição do máximo de ~ontryagin 
é necessária e suficiente para u(t) ser controle Ôtimo.[16\] 
Vale a pena notar que nos casos em que a condição 
de máximo não é suficiente, mesmo assim se pode encontrar o 
controle Ótimo na maioria dos casos práticos. Quando a exis-
tência de um controle Ótimo é sabida de considerações físi-
cas, e o controle que satisfaz a condição de máximo é Único, 
então este controle é Ótimo. vide ref.06] 
o caso linear 
Conforme acabamos de ver, quando as equaçoes que 
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definem o sistema são lineares em x(t), a condição de máximo 
é suficiente para o controle ser Ótimo. Veremos agora como 
se resolve o caso em que o sistema é definido por funções li-
neares em relação às variáveis de estado e também em re·lação 
às variáveis de controle. A função objetivo, da mesma forma, 
é linear. 
Seja o sistema linear definido por: 
n-1 r 
x. = La.k(t)xk(t) +:;;-b .. (t)uj (t) + h(t) (16) 
1. k=l l j =l l] J 
i=l,2, ... ,n-1 
e deseja-se minimizar a função critério: 
i T n-1 r ] I = l~s.(t)x.(t) + Z:w.(t)u.(t) dt o Li:::l l 1. j=l J J (17) 
Resolução: 
Introduzimps no sistema uma nova variável definida a 
partir de (17) 
n-1 
= ~s. (t)x. (t) 
. 1 l 1. J.::: 
r 
+2 w • e t ) u . e t ) 
j =l J J 
X (O)=O 
n 
de modo que nosso novo objetivo é minimizar x (T). E o novo n 
sistema, agora com n variáveis, pode ser apresentado em for-
ma vetorial: 
onde 






O sistema de equaçoes que define as variáveis auxi-
liares, poderia ser obtido pelo procedimento normal, a partir 
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da hamiltoniana. Porém este trabalho pode ser poupado pois o 
novo sistema será sempre dado pela transposta da matriz A(t). 
Isto pode ser demonstrado sem dificuldade usando as equaçoes 
(10). Assim, 
onde 
p = -A'p 
c.=O para i=l,2, ... ,n.l 
i 
c =l n 
p(T) = -c (18) 
Como a matriz A é conhecida, este sistema possui solução bem 
determinada. 
A expressão vetorial da hamiltoniana é dada por: 
H(x,p,u,t) =ppx = p'Ax + p 1 Bu + p 1 D (19) 
onde 
~ 
Um exame da equaçao (19) mostra que soo termo p'Bu 
depende de u(t). Portanto, basta maximizar este termo para 
maximizar toda a equaçao. 
Agora, seja a matiz l~r 
q = ( ql' ... 'qr) = p' B (20) 
de modo que temos 
r 
p 1 Bu = qu =L_q. (t)u. (t) 
j =l J J 
(21) 
cuja maximização, que implica na maximização da hamiltoniana, 





~ máximo de u.(t) 
= b) m!nimo ~e. u~ (t) 
0 nao definido se 
se q. (t)>O 
J 










Este procedimento leva à maximização da hamiltoniana. 
Como vimos, o sistema de equações (18) tem solução bem deter-
minada quando A(t) fôr não singular, o que nos garante a uni-
cidade dos controles dados pelas equaçoes (2S), que são en-
tão os controles Ótimos. 
Pode-se ver que os controles ótimos podem ser obti-
dos conhecendo-se apenas as matrizes A(t) e B(t) e as condi-
ções de contorno das variáveis auxiliares. Quer dizer, não 
é preciso expressar u em termoà de x e p, substituir nas e-
quações de estado, resolvê-las e tornar a de~erminar u em 
função de x e de p, cujos valores jâ foram encontrados. Exis-
te aqui uma enorme simplificação computacional. Também se 
pode ver da equação (22) que no caso de sistemas lineares o 
controle estará sempre na fronteira da região de controles 
admissíveis, U. O que nos permite concluir que os controles 
utilizados sao sempre do tipo 11 full-contro1n ou bang-bang. 
f interessante notar aqui o paralelismo entre o con-
trole ótimo na fronteira da região de controles admissíveis 
e, no caso estático, o ponto de Ótimo na fronteira da região 
viável em programação linear. 
Quando ocorre o caso c) das expressões (22), o con-
trole nao fica definido pela maximização da hamiltoniana. fe-
lizmente, no caso linear, o controle fica indefinido apenas 
num ponto (na maioria dos casos). Quando essa indefinição não 
ocorre em apenas um ponto, ocontrole a ser encontrado chama-se 
controle singular. Não existe um procedimento formalizado 
para se encontrar um controle singular, mas não é sempre im-
possível fazê-lo.[1G] 
Veremos agora um exemplo para ilustrar a aplicação 
do que foi até a4ui apresentado. Trata-se da aplicação de 
controle Ótimo a um modélo de sistema produção-ditribuição 
construido para estudo com utilização dos métodos de Dinâ-
mica Industrial. Este estudo pode ser encontrado na referên-
2 4-
cia[8] . O exemplo que apresentamos é uma pequena parte do 
sistema, a parte da produção. 
O sistema produção-distribuição de urna companhia é 
constituido de uma fábrica com um depósito anexo, um conjun-
to de distribuidores atacadistas e, finalmente, um conjunto 
de retalhistas que vendem o produto ao consumidor. 
f0-h,.i:c.q_ depósil<? 
cÍ..isi:.n, h LLi. clone 5 
~eia_ 1 hJ<;, fo.s 
Em nosso exemplo trataremos apenas da parte da fá-
brica com seu depósito, com modelo muito simplificado. A fá-
brica e seu depósito, na referência acima citada tem um dia-
grama típico de Dinâmica Industrial para representá~lo. Este 
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AIF : constante de proporcionalidade para cálculo do nível 
desejado de estoque (semanas). 
ALF constante que especifica o limite da taxa de produção 
(unidades/semana). 
CPF ordens de produção já expediàas pelo escritório, mas 
ainda não produzidas (unidades). 
DCF constante de tempo do processam~nto dos pedidos no es-
critório (semanas). 
DFF constante de tempo (variável) para atendimento dos pedidos à fá-
brica (semanas). 
DHF constante de tempo mínima para atendimento dos pedidoa 
à fábrica (semanas). 








• ~ constante de tempo para execiçao de uma ordem de pro-
dução (semanas). 
constante de tempo para a computação da média de pedi-
dos (semanas). 
intervalo de tempo (semanas) 
constante de tempo média para atendimento de pedidos 
quando existe falta do produto no depósito (semanas). 
nível do estoque no depósito (unidades). 
nível desejado do estoque no depósito (unidades). 
LAF Nível real de ordens de fabricação em trânsito (unidades) 
LDF nível desejado de ordens de fabricação em trânsito (u-
nidades). 
MDF ~axa de produção decidida (unidades/semana). 
MOF fluxo de ordens de fabricação para o setor de produção 
(unidades/semana) 
MWF taxa de produção desejada (unidades por seman~). 
NIF limite da diferença saída-entrada no depósito (unida-
des/semana. 
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OPF ordens de produção sendo executadas (unidades). 
RRF fluxo de pedidos que a fábrica recebe (unidades por se 
mana). 
RSF média de pedidos semanais (unidades/semana). 
SRF fluxo de entrada de unidades fabricadas no depósito (u-
nidades/semana). 
SSF fluxo de atendimento dos pedidos (unidades/semana). 
STF fluxo ideal de entrada dos produtos fabricados no depó-
sito (unidades/semana). 
UNF nível normal de pedidos nao atendidos (unidades). 
UOF nível real de pedidos não atendidos (unidades). 
Todos esses parâmetros e variáveis estão relaciona-
dos entre si ae uma forma dinâmica. Otempo neste caso de Di-
nâmica Industrial é discretizado. Nas relaç6es dadas a seguir, 
J, K, L são instantes de tempo e JK, KL são intervalos de 









= UOF(J) + (DT)(RRF(JK)-SSF(JK)) 





STF(K) se NIF(K) 
= 
NIF ('K) se NIF(K) 
a DHF + DUF IDF(K) 
IAF(K) 
= (AIF) (RSF(K)) 
STF(K) 
STF(K) 
= RSF(J) + (DT)(D~F)(RRR(JK)-RSF(J)) 




MWF (K) se ALF 
MDF(KL) = 
ALF se ALF 
LDF(K) = (RSF(K))(DCF+DPF) 
LAF(K) ~ CPF(K) + OPF(K) 
MWF(K) 
MWF(K) 
UNF(K) = (RSF(K))(DHF + DUF) 
CPF(K) = CPF(J) + (DT)(MDF(JK)-MOF(JK)) 
MOF(KL) = DELAY3(MDF(JK),DCF) 
OPF(K) = OPF(J) + (DT)(MOF(JK)-SRF(JK)) 
SRF(KL) = DELAY3(MOF(JK),DPF) 
Este~ um modelo bem realista da parte da fábrica do 
sistema produção distribuição. Usando este modelo o sistemaéê 
simulado em computador digital. Um estudo muito interessante 
dessas simulações pode ser visto na referência jâ citada. 
Nosso objetivo é ilustrar a aplicação de controle 
ótimo a sistemas de produção, para isso utilizaremos um mode-
lo muito simplificado obtido a partir desse de Dinâmica In-
dustrial. 
lflF 
«..n.i Ja. 4'1 S 
pJLoJ."'z;i,J.11-s 
~----., 










As simplificações principais introdmzidas sao: 
- a eliminação de atrasos de tempo entre a decisão de variar 
a produção, MDF, e a variação do fluxo de entrada de produ~ 
tos no depósi:to; 
- a decisão de variar o fluxo de atendimento dos pedidos ago-
rara depende apenas do nível de pedidos não atendidos, por-
que eliminamos todas as equações intermediárias. 
No entanto, a alteração fundamental no modelo está 
na maneira de controlar o fluxo de produção, MDF. No modelo 
original, MDF dependia direta ou indiretamente de vários ní-
veis, fluxos e parâmetros do sistema. No modelo simplificado 
MDF não depende de nada disso, podemos atribuir-lhe qualquer 
valor ou comportamento, ou então ligá-lo damaneira que qui-
sermos às variáveis que acharmos conveniente. Vamos aprovei-
tar a liberdade de podermos usar MDF à nossa vontade para 
controlar a produção de tal maneira que seja minimizado o 
custo de operação do sistema. 
O custo de operação do sistema ê dado pela seguinte 
equaçao integral: 
+ C (tMDF(t)dt + 
P)o e lt [ RRF Ct )-s o 
-MDF(t)] dt 
Esta equaçao será a função critêrio do problema de 
controle Ótimo. Um pouco acima dissemos que poderíamos ligar 
MDF da maneira que qisêssemos às variáveis convenientes. Foi 
o que fizemos, Através dessa Última equação ligamos as deci-
sões sôbre a taxa de fabricação ao preço de manter estoque, 
ao preço de produzir e ao preço de deixar de atender deman-
da. .. 
Em tempo, c1 e o preço, ou custo, de manter uma uni-
dade produzida em estoque. C ê o custo de produção de uma p 
unidade. Cs ê o custo de não atender a demandà de uma unidade. 
Antes de continuar vamos apresentar melhor o sistema 
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simpl;ificado. 
O nível de estoque IAF(t) está ligado ao fluxo de 
entrada, MDF(t), e ao fluxo de saída, SSF(t), por meio da re-
lação: 
IÀF(t) = IAF(O) + J:t[MDF(t)-SSF(t)]dt 
ou, em forma de equaçao diferencial, 
IAF(t) ~MDF(t) - SSF(t) 
com a condição inicial IAF (O). 
O nível de pedidos não atendidos UOF(t) está ligado 
ao fluxo de entrada de pedidos, RR.F(t), e ao fluxo_de atendi-
mento dos pedidos, SSF(t), por meio da relação: 
UOF(t) = UOF(O) + lat [!i.RF(t)-SSF(tl] dt 
ou, em forma de equaçao diferencial: 
' UOF(t) = ~F(t) - SSF(t) 
com a condição inicial UOF( O). 
Na simulação do sistema original verificou-se um 
comportamento de S§F ( t) para uma variação degra_u de ~RF ( t) 
como o mostrado nafigura: 
31 
Como se pode ver, pode ser considerado que SSF(t) 
comporta-se como um sistema de segunda ordem em relação a 
BRF(t). Como existe apenas um "overshoot 11 e ele é mmito pe-
queno, não chega ser irrazoável que no modelo simplificado 
se considere que SSF(t) comporte-se como um sistema de pri-
meira ordem em relação a UOF(t). Suposto isso, a relação que 
liga essas duas variáveis será: 
la t fK SSF(t) = SSF(0) + kl UOF(t-&)é d~ . o 
Usando transformada de Laplace obtemos a seguinte 
expressao: 
SSF(s) k = UOF ( s) l %o< 
~sSSF(s) + SSF(s) = kUOF(s) 
sSSF ( s) = k UOF(s) - ! SSF(t) 
e voltando ao domínio do tempo: 
SSF(t) = ! UOF(t) - 1 SSF(t) 
com condição inicial SSF(0) 
Agora já podemos enunciar o nosso problema de contro-
le Ótimo: 
Encontrar uma programaçao da produção MDF (t) , tE [o, T] , tal 
que minimize 





IAF(t) = MDF(t) - SSF(t) 
SSF(t) = ~OF(t) - ~SSF(t) 
UÓF(t) = RRF(t) - SSF(t) 
com as condições iniciais SSF(O) 
IAF(O) 
UOF(O) 
Para resolver este problema iniciamos por fazer 
Z(t) g CIIAF(t) + CPMDF(t) + CsRRF(t) - MDF(t) 
A MDF(t) é imposta uma restrição, limites máximo e míni-
mo de produção, MDF e MDF, respectivamente. 
Na forma vetorial o problema toma a seguinte forma: 
. 
IAF o -1 o o IAF 1 o . 1 k MDF SSF o -õt õ( o SSF o o 
-= -\-. 
UOF o -1 o o UOF o 1 RRF 
z CI o o o z e -e e p s s 




e = -:e 
C3 o 
c4 1 
porque queremos minimizar apenas uma das variáveis de es-
tado, Z. 
As matrizes A e B sao: 
o -1 o o 
o 1 k o -Õ( « 
A = o -1 o o 




B o 1 
-e e p s s 
o sistema auxiliar -sera dado por: 
o o o -e P1 
1 I 1 7[ 1 o P2 • -A'p ~ k p = o -~ o o P3 
o o o o P4 
com a condição de contorno p(T) = -c 
P1 (T) o 
P2 (T) o 




deste sistema p=-A'p será urna combinação linear de 
tipo e;\t V. , i=l, 2, ... ,n , onde V fi•é um autovetor 
l l 
de A' e À. é o 
l 
respectivo autovalor. 
Vamos agora encontrar os autovalores e autovetores 
-À o o CI 
1 
det [-A'- r] 1 
--À 1 o 
= de ªk = o -À o a 
o o o -¾ 
2 1 k 
=-À À C-cr- À ) --;\ = a 
±/i_ 7 1 4k tr = 2 
+v ( = 1- l-4ka. 
2a. 
1 1-L~M 1 + 
À 1 = >-~-2a. 
l-4JJ 1 - V 




Os auto vetores v
1 
e v 2 terão a forma 
i=l,2, .. 
No caso dos autovalores repetidos \ e Â4 , os auto vaiares 
correspondentes serao dados por 
a e0'-- ª3 3 
b e0t b3 
v3 
3 = c e0t = 
3 c3 
d3eof- d3 
(a +b t)i:i.t 
4 4 
( c +d t) ef3~ 
v4 
4 4 = ( e 4 + f 4 t ) el, t = 





As constantes a·, b., c., d., i=l,2l3,4; e e., f., g., h., i=3,4 
l l l l l l l l 
são obtidas por meio da equação: 
ou 
(-A'-Â.I)V. = O 
l l 
quando À.# 1 1 l 1-
(-A'-).. I)V. = V. 1 quando l. =l 1 l l 1- l 1-
( 2 3) 
Neste exemplo vamos supor que k >½ , o que faz com que ::\.1 e À2 
sejam complexos conjugados. Toda vez que isto acontece calcula-
se o autovetor correspondente a um deles e ignora-se o outro. 
O autovetor complexo é desdobrado em dois, um constituído da 
parte real e outro constituído da parte imaginária. 
l __ l+i~ 
Portanto, vamos escolher A1 2 
para gerar dois 
autovetores. Substituindo o v
1 
na equação (23) obtemos: 
35 
(-A 1 -1 I)V = 1 1 
que nos leva ater 
À1ª1 Cidl 
1 
ª1 - ( )1-Õ<°)bl + 
-~bl-Jlcl 
- \d1 
d =O 1 











Desse modo e obtido V, de onde tiraremos v1 e v2 
o 
V= 
1--+ i \} 4-ko( - 17 
@ 215( =t 
l+ i~t e 2« 
o 
(a+ib)t at 
Neste ponto usamos a relação e = e (cos bt + i sen bt), 
e então V pode ser escrito na forma seguinte: 
o 
V :1:1 
í V~ 1~ ,~ 
2e (cosWt-Y4-k~-1 senWt)+ i(senWt + V4-k:tx.-1 cosWt) 
-e112~(cosWt + i senWt) 
o 
onde w = 
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De V podemos tirar entijo os dois autovetores v1 e v2 
o 
½e 1120(, (cosWt - \tfi.kDL-1 1 senWt) 
1/ 20{. Wt -e cos 
o 
o 
½e 112ol..(senWt + V4-ktx.-11 cosWt) 
-e1120lsenWt 
o 
Para } 3=0 o procedimento é normal, e usando (24-) encontramos: 
v3 







( a 4 + b 4 t ) - ( '\~-à) ( c 4 + d 4- t ) + e 4 + f 4- :: O 
-~(c4+d 4t)-À4 (e 4+f4t) -il 
-\~ (g 4+h 4 t) 
1 g =--
4- CI 













A matriz fun am~ili al para a resolução do sistema au-
xiliar (18) p=A'p é dada Pº; 
P= cv1,v2,v3,v4) 
e a solução de (18) é 
-onde K e um vetor constante que fica determinado a partir das 





+½e:t/ 20{.(senWt + 
+ ~ cosWt)k 2+k 4f 
l/2'( i/2~ 




Das condições de contorno de (18): 







-Como veremos daqui a pouco, no presente caso so te-
mos necessidade de conhecer p1 (t) e p 4(t). Os valores de p 2 (t) 
e p 3 (t), ou melhor, suas expressões, se necessário, podem ser 
determinadas sem maiores dificuldades. 





, l l l 
1= 
que neste exemplo toma a forma: 
. . . 
H(IAF,SSF,UOF,Z;p;MDF;t) = p
1
IAF + p 2SSF + p 3UOF + p 4Z 
Essa hamiltoniana deve ser maximizada em relação a MDF. Por-
tanto só nos interessam os termos que contêm MDF, e que no 
caso sao p 1 IÁF e p 4
Z. Noutras palavras, precisamos maximizar 
. . 
H''' = p 1 IAF + p 4Z 





(t) em (25). 
Continuando 
H~'c = p 1 (t) [MDF(t)-SSF(t)] +p 4 (t) [c1 IAF(t)+(Cp-ts)MDF(t)+ 
+C RRF(t)] 
s 
H''' = c1 (t.T)[MDF(t)-SSF(t)]- [c1 IAF(t)+CsRRF(t)+ 
+(C -C )MDF(t)] p s 
H1c = f c1 (t-T)+Cs--cJ MDF(t)-(t.:_T)ô1 SSF(t)-C1 IAF(t)-
-6 RRF(t) 
s 











H* = G(t)MDF(t) - J(t) 
~ ... Esta expressao sera maximizada quando: 
lMDF se G(t)) O MDF(t) = MDF se G(t) < O indefinido se G(t)=O (26) 
Como G(t) é linear, pode-se perceber que só assumirá 
o valor zero num Único ponto, e portanto, nao existe aí a 
possibilidade de um controle singular. 
Vamos examinar com mais cuidadoaa expressao: 
H~'n': deve 
G (t) = 
H .••.•• '"' ,,,. = G(t)MDF(t) 
ser maximizada em cada instante te [o ,T] . 
c1 (t-T)+C -C s p 
G(t) é uma função linear do tempo e tem derivada 
positiva. Pode-se perceber então que G(t) tem uma das for-









E conseqüentemente, conforme (26), MDF(t) terá uma 




,, MDF - - - - - - - --.------ i-ff_v_i:: _______ _ 










A ocorrência dos casos a, b, ou c depende dos valo-
res dos parâmetros c1 , C , C e T. A inclinação da reta de-s p 
pende do custo àe estoque. Não é difícil interpretar a incli-
nação positiva da curva G(t), que no caso b, por exemplo, faz 
comque haja uma troca da taxa de produção de MDF para MDF. 
A produção desejada para o intervalo [o,T] está entre os valo-
res MDF.T e MDF.T. Então é necessário que durante certo tempo 
se produza a uma taxa MDF e no restante do tempo a uma taxa 
MDF. Se no período inicial produzíssemos MDF, boa parte dessa 
produção iria para o estoque, o que implicaria em custos de 
armazenamento. No caso contrário, quando no período inicial 
se produz à taxa MDF, não existe tanta produção para seres-
tocada, e conseqüentemente diminue o custo de estoque.É pre-
ciso ficar bem claro que estamos falando do estoque de pro-
dutos acabados e não de estoque de material necessário à pro-
dução. Nes~e Último caso o resultado já seria um pouco dife-
rente, pois as despesas com armazenamento de material neces-
sario à produção levaria a uma maior taxa de produção no pe-
ríodo inicial. 
Quando o custo de produção, C , é muito grande em p 
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-é 
relação aos demais é de se esperar que ocorra o caso a), isto 
é, que se produza o mínimo possível. 
Quando o custo de não atender à demanda é relativa-
mente grande, é de se esperar que a produção seja grande pa-
ra diminuir o risco de não atendimento de pedidos. Assim, po-
dera ocorrer o caso c). 
Seção 3 - Realização de uma tarefa com prazo fixo e com res-
trições quanto ao valor final das variáveis do sistema. 
Em sistemas hierarquizados os períodos de realização 
de tarefas e os períodos necessários a tomadas de decisões 
são menores nos níveis inferiores. A realização de uma tarefa 
por parte de um sub-sistema de um nível superior implica na 
realização de várias tarefas por parte de um sub-sistema de 
um nível inferior. Cada uma dessas tarefas que um sub-siste-
ma de um nível inferior tem que realizar em geral é do tipo: 
alcançar um objetivo durante um tempo bem determinado, sem-
pre otimizando uma performance. É desses problemas que tra-
taremos agora. Em termos de controle, trataremos de proble-
mas de controle Ótimo com tempo fixo e com condições finais 
fixas. 
Seja G um conjunto fechado e convexo de pontos do 
espaço de estados de um sistema, tal que o interior desse 
conjunto, G, seja não vazio. Exijmplos de conjuntos com in-
terior vazio sao um ponto ou uma linha no espaço de duas di-
mensões. Um plano é um conjunto com interior vazio no espaço 
de três dimensões. 
Nosso problema agora é transferir o sistema do esta-
O 1 1 do x para o estado x, x ~G. No problema com condições fi-
nais livres o conjunto Gera todo o espaço. Agora esse con-
junto está mais restrito. Essa é a diferença entre o proble-
ma anterior e o atual. Dessas cosiderações já se pode perce-
ber que a con~mgio do máximo de Pontryagin deve continuar 
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sendo necessária para o controle ser Ótimo. O conjunto dos 
possíveis pontos finais da trajetória das variáveis no espa-
ço de estados é que está mais restrito. E isto, por sua vez, 
restringe ainda mais o conjunto de controles capazes de serem 
Ótimos fornecidos pela condição do máximo. 
Vimos também no problema anterior, com condições fi-
nais livres, que o sistema 
1 
P· = l i=l,2, ... ,n 






i=l,2, ... ,n-1 
Neste ponto adiantamos que a condição qme restringe 
ainda mais o conjunto de controles capazes de serem Ótimos, 
restrição devida às condições finais do problema de controle, 
será dada pelas condições de contorno desse sistema auxiliar. 
Portanto, devemos procurar a relação entre as condições de co 
contorno e as condições finais do problema de controle. 
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Antes de estabelecer essa relação vamos esclarecer 
mais alguns pontos. 
Consideremos a funcional a ser minimizada: 
definida no conjunto G, isto é, x=(x1 , ... ,xn)tG. Seja G* o 
sub-conjunto dos pontos, x*=(xf, ... ,x~), de G onde S atinge 






~ .,.L..~ =L-c,x•i~c.x. 
. l i i . l l i i= i= 
x* e um ponto qualquer de G* 
-x e um ponto qualquer de G 
Um controle capaz de levar o sistema a um estado 
x*GG*, dentro do intervalo [o,TJ, é Ótimo porque minimiza a 
funcional S. Mas neste caso o problema é degenerado. Se o in-
tervalo [O, Tj é tal que o sistema passa de uma maneira Ótima 
a um estado x€G, e se ainda é possível, dentro deste mesmo 
intervalo, passar a um estado x*EG*, então o problema se cha-
ma degenerado. Nos problemas degenerados pode-se trocar are-
gião ~ pela região G* sem afetar o resultado final do proble-
ma. Noutras palavras, existe tempo suficiente para x atingir 
G e ainda sobra tempo para minimizar S dentro de G. Na práti-
ca para verificar se um 
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ca, para verificar se um problema é degenerado ou não, compa-
ra-se o tempo T com o tempo mínimo necessário para transferir 
o sistema do ponto inicial a um ponto x*eG*. Se este tempo 
mínimo é maior do que T, certamente o problema não é degene-
rado. 
Pode-se garantir[16] que num problema nao degenera-
do, se um controle u(t) é Ótimo com respeito a S=dx(T), então 
existe uma função vetorial pu(t) tal que u(t) satisfaz a con-
dição de máximo com respeito a pu(t). 
pr(t) é o valor que assume a variável auxiliar pi(t) 
no instante t, quando se aplica o controle u(t). 
No caso anterior, condições finais livres,o vetor 
pu(t) estava sujeito à condição de contorno pu(T)=-c. Pre-
cisamos formular agora uma condição análoga para pu(T) no 
caso do problema com condições finais fixas. É o que vamos 
fazer agora. 
S . 1 ( 1 1) eJa x = x 1 , ... ,xn o 
Ótima. A parte de G para a qual 
....n.,...,.. n 
""Ç". ~ ,ç;:;- 1 
L._c.x. L-.c.x. 
• l l l • l l l 1= 1= 
ponto final de uma trajetória 
denotaremos por G-; e a parte de G para a qual 
n n 
L_c.x.>,~c.x~ 
• l l l • l l l 1= 1= 
+ + denotaremos por@. G e G sao então convexos e fechados. E 
existe um hiperplano O definido por 
n 
~õ-(x.-x~) = O 
i=l l l l 
- . - + o 1 que e fronteira comum de G e G . ponto x que tanto per-
tence a G+ como a G , pertence também a este hiperplano. 
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Se um conyrole u(t) é Ótimo, nao existe controle 
admissível capaz de levar o sistema a um ponto interior de 
G no tempo T. Pois em qualquer ponto interior de G a fun-
cional S assume um valor menor do que o obtido na otimiza-
ção. A partir disso e da interpretação geométrica da condi-~ 
~ - . • 116] (tr.!) • çao do maximo pode-se concluir que o vetor p L , no instante 
T, é ortogonal a um hiperplano CX. que é suporte do conjunto 
1 ~ 
G no ponto x, e deve estar orientado no sentido de G-. Hi-
perplano suporte de um conjunto é um hiperpl~no que contém 
-pelo menos um ponto do conjunto, e e tal que o conjunto fique 
-todo de um solado do hiperplano. 
Neste ponto é importan~e recordar que no caso ante-
rior, condições finais livres, p(T) tinha a mesma direção que 
i(T) e tinha sentido oposto ao do vetorcc. No presente caso, 
a condição do máximo no ponto final da trajetória pode ter 
a seguinte interpretação: para S ser minimizada, no instante 
final da trajetória de x, x deve ter a melhor direção possí-
vel, deve estar orientado na direção em que S mais decresce, 
portanto, para o interior de G e com direção ortogonal a um 
1 -hiperplano suporte de G no ponto x (lembre-se que G e con-
vexo). 
'+6 
Se o hiperplano suporte ex, for definido por uma equa-
çao do tipo 
n 
>O'-. (x. -x~) = O 
-:--1 l l l i= 
onde os coeficientes~. são escolhidos de tal maneira que o 
l 
conjunto G fique do lado do hiperplano em que 
então 
n 
Loc. <x. -x~) ~ º 
i=l l l l 
p . ( T ) CI -O< • 
l l 
ou em forma vetorial, 
p(T) CI -ôC 
onde O( 1 
CX:2 
lXn 
i=l,2, ... ,n 
O ponto final Ótimo pode estar no interior de G ou 
na fronteira de G. Nos dois casos a determinação dos coefi-
cientes~- se faz de 
l 
o primeiro caso seja 
No primeiro 
maneira diferente; 
caso particular do 
1 . 
caso, em que x t G, 
... 
se confundem, isto e, coincidem. 
X;z 
~o 
embora, na verdade, 
segundo. 
os hiperplanos ex e O 
c.._----------------------:Px, 
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Disso se pode concluir que <Xi=Oi e que portanto 
P· (T) = -y. 
J. u J. i=l,2~ ... ,n 
ou, em forma vetorial, 
p(T) :e- 0 
onde 
No segundo caso, em que x 1 pertence à fronteira de 
G, o hiperplano tangente a G não fica perfeitamente deter~ 
minado, pois x1 ficarâ situado numa aresta. 
Consideremos que passa pelo ponto x1 um hiperplano 




i=l 1 1 1 
4-8 
,. 
Pode-se notar que o hiperplano ()l. que e suporte de G 
deve ficar entre os hiperplanos Õ e [3 . 
'0, 
---------------------v:::r.1 
Como@ fica do lado do hiperplano ex. em que 
n 
~(X. (x. -x~) ~ O 
i=l l l l 
- . 
obtemos a seguinte expressão para os valores dos coeficientes 
ex.. : 
l 
onde e,e ~ o 
e +e = 1 
i=l,2, ... ,n 
Seja, por exemplo, o conjunto G definido por 
de modo que os pontos de fronteira são dados por 
Se lt' (x1 ,x2 , ... ,xn) é diferenciável, então os coeficientes f3 i 
são dados vor 
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sao dados por 
i = 1,2, ... ,n 
Com procedimentos desse tipo podem ficar determina-
das as 2n condições de contorno para o sistema: 
x. = g_Ji__ 
l a x. 
l i=l,2, ... ,n (27) 
P· = -ª--ª l é)x. 
l 
Portanto, resumindo as condições de contorno do sis-
tema ( 2 7): 
n condições iniciais x.(O) 
l 







são dadas por: 
= - Oi quando x(T) ~ 
=D( .=0Y.+0A. 
l Ui r1. 
E desse ponto em diante o princípio do máximo de 
Pontryagin é aplicado da maneira usual, conforme vimos na se-
ção anterior. 
Agora vamos apresentar alguns casos particulares de 
determinação das condições de contorno. 
O conjunto G geralmente é definido por uma desigual-
dade do tipo 
F(x
1
, ••• ,xn) -:::i-0 
Se alguma coordenada x
8 
não participa desta desigualdade, en-
tão o coeficiente correspondente~ 
8 
do hiperplano suporte de 
50 
... 
G tem valor zero. Neste caso o conjunto G sera gerado por uma 
geratriz paralela ao eixo de coordenada x. 
s 
Em muitos casos de importância prática o conjunto 
G é contituido de uma linha ou superfície do espaço de esta-
do e conseqüentemente não possui pontos interiores. Em par-
ticular, este caso ocorre quando algumas coordenadas são fi-
xadas para o instante t=T. Por exemplo, quando 
X (T) = 
s 
s=l,2, ... ,q q<n (28) 
Casos deste tipo sao resolvidos admitindo-se, na prática, 
uma pequena violação da condição de G possuir interior não 
vazio. Ou seja: 
q 
'>e 1z- e: ' X -x )-::::, e, .::__ s s 
s=l 
(29) 
ondef70 é suficientemente pequeno. Essa desigualdade define 
um conjunto fechado e convexo que possui pontos interiores. 
Satisfazendo-se então a condição de G possuir interior não 
vazio. Mas, para ê suficientemente pequeno, o erro introdu-
zido ao utilizarmos a condição (29) em vez da condição (28) 
serâ desprezível. Já que fizemos uma concessão que a prâti-
ca admite, podemos ir um pouco adiante e usar as condições de 
contorno (28) nas equações (27) para as q variâveis corres-
pondentes. Se a equação que determina G não depende das n-q 
variáveis restantes, então,8q+l=···=f3n=0. E neste caso terí-
amos o seguinte conjunto de condições de contorno para o sis-









i=l,2, ... ,n 
s=l,2, ... ,q 
i=q+l, ... ,n 
51 
Um problema que também surge com freqüência é aque-
le em que se quer determinar os controles que otimizam uma 
integral 
S J/ L(x,u,t)dt 
onde os valores das coordenadas sao fixos para os instantes 





o = x. 
l 
1 = x. 
l 
i=l,2, ... ,n 
(30) 
i=l,2, ... ,n 
A nova variável que costumávamos definir usando a função ob-
jetivo 
não entra agora na definição do conjunto G ou do ponto final 
x 1 em (30). Não entra também no conjunto de equações dife-
renciais que definem o sistema 
:x. = f.(x,u,t) 
l l 
i=l,2, ... ,n 
e no caso do sistema auxiliar vamos ter o seguinte: 
Pn+l (t) = O 
e portanto 
Pn+l (t) = -1 
Daí se conclue que o sistema de equaçoes (27) toma 
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a seguinte forma: 
x. = 
l 
• ó) H 
p.=--




H = .E.,p.f.(x,u,t) - L(x,u,t) 
. l l l i= 
pois Pn+l (t) = -1 
*n+l= L(x,u,t) 




i=l, 2, ... ,n 





1 i=l,2, ... ,n = x. 
l 
Agora vamos apresentar um exemplo para ilustrar a 
resolução de problemas de controle Ótimo com condições finais 
fixas. Trata-se de um problema de investimento em publicida-
de do mesmo sistema produção-distribuição do exemplo anterioP. 
Maiores detalhes sobre a construção do modelo e simulação des-
te sistema podem ser encontrados na referência [8] 
Por meio de propaganda uma empresa pode exercer in-
fluência sobre o numero de pedidos de compras aos retalhis-
tas. Isto é que se pretendeu estudar quando, usando métodos 
de Dinâmica Industrial, se construiu um modelo do setor de 
publicidade do sistema produção7distribuição já mencionado. 
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Vamos dar breves explicações sobre o diagrama e as 
variáveis que nele aparecem. Acompanhe pelo diagrama. 
VDF é o fluxo de recursos que é decidido aplicar em publici-
dade. É medido em dinheiro/semana. A decisão sobre a quantia 
a ser investida em publicidade depende de duas constantes, 
UPF e AVS, e de uma variável MAF. UPF é o preço de cada u-
nidade fabricada (dinheiro por unidade). AVS é a constante 
de proporcionalidade entre publicidade e vendas (adimensional). 
MAF é o fluxo médio de produção da fábrica.(unidades/semana). 
MAF é obtido computando-se o fluxo de ordens de produção, 
MOF, e fazendo-se a média de cada período. A elaboração da 
. média demora um certo tempo, que é caracterizado pela cons-
tante de tempo DMS.(semanas). 
Uma vez feita a decisão de investimento, a aplicação do di-
nhei~o, VCF, é autorizada com um certo atraso de tempo, de 
terce1ra ordem. VCF é medida em dinheiro/semana; e o atraso 
-e caracterizado pela constante de tempo DVF (semanas). 
A aplicação do mmnheiro gera um fluxo de propaganda apresen-
tada ao consumidor, VMC. VMC é medida em dinheiro por semana 
e está sempre atrasada da dinheiro aplicado por um atraso de 
terceira ordem de constante de tempo DVA (semanas). 
O consumidor demora um certo tempo para tomar conhecimento da 
propaganda apresetada. Essa demora é caracterizada pela cons-
tante de tempo DVC (semanas). A propaganda daqual o consumi-
dor toma conhecimento também é medida em dinheiro/semana. 
A tomada de conhecimento da propaganda vai influir, com um 
certo atraso, no fluxo de pedmdos de compra aosretalhistas, 
RRR (unidades/semana). O atraso de tempo é caracterizado pe-
la constante DPC (semanas). DPC depende de tres contantes, 
ASL, DSV e DZV. ASL é o limite de saturação da propaganda (di-
nheiro/semana). DSV é a contante de tempo de compra com satu-
ração de propaganda, e DZV é a constante de tempo para com-
pra na ausência de propaganda. 
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O fluxo de pedidos de compra recebidos pelos retalhistas de-
pende da atenção dada à propaganda, com o atraso já menciona-
do, depende também do número de compradores potenciais, PPC, 
e depende dos pedidos de compra completamente indepebdentes 
da influência da propaganda, NPR. RRR é medido em unidades/ 
semana, PPC é medido em unidades, e NPR é medido em unidades/ 
semana. 
A seguir damos as expressoes formais das relações 
entre as variáveis do sistema que tentamos explicar acima. 
Nas expressões que seguem, ª'K e L são instantes de tempo, 
JK é o intervalo de tempo entre os instantes JeK, e KL é o 
intervalo de tempo entre os instantes K e L. 
VDF(KL)=(MAF(K))(UPF)(AVS) 
MAF(K)i!MAF(J) + (DT/DMS) (MOF(JK)-MAF(J)) 
VCF(KL)=DELAY3(VDF(JK),DVF) 
VMC(KL)=DELAY3(VCF(JK),DVA) 
VAC(K)=VAC(J) + (DT/DVC)(VMC(JK)-VAC(J)) 
DPC(K)=DSV + (DZV-DSV)e ~ VAC(K)/Asy 
RRR(KL)=(PPC(K)/DPC(K))(l+NPR(K)) 
PPC(K)=PPC(J) + (DT)(CMP-RRR(JK)) 
- -Em tempo, CMP e uma constante que indica o numero 
médio de pessoas que durante um período passam a fazer parte 
do mercado potencial. 
O que apresentamos foi um modelo bem realista da par-
te relacionada coma publicidade do sistema produção-distribui-
ção. Os resultados da simulação deste modelo podem ser vistos 
na referência[8] . Para ilustrar a aplicação de controle Ó-
timo, nosso exemplo será uma a~fu~lificação deste modelo. O 
modelo simplificado que usaremos, em termos de Dinâmica In-























Como se vê, a simplificação feita é grande. Foram 
eliminadas as variáveis auxiliares e o processo intermediá-
rio VCF. Porém a alte~ação fundamental está em VDF, a deci-
são sobre o investimento, que no momento ainda não está de-
pendendo de p~nhum parâmetro ou variável, fluxo ou nível. 
Justamente VDF será n0ssa variável de controle, que poderás 
ser escolhida arbitráriamente dentro de um conjuntomde con-
troles viáveis. Vamos aproveitar esta liberdade para escolher 
VDF de tal maneira que seja otimizada uma função critério. 
Noutras palavras poderíamos dizer que vamos aproveitar o fato 
de VDF não estar ligado a nenhum fluxo ou nível para, nós 
mesmos~Jigâ-lo de tal maneira que seja otimizada uma função 
critério. 
Antes qe continuar vamos apresentar melhor nosso sis-
tema. 
A propaganda apresentada ao consumidor no instante 
t, VMC(t), está relacionada com o investimento que se decide 
fazer, VDF(t), por meio de uma relação que leva em conta um 
atraso exponencial de constante de tempo~ 
Convém comparar essa relação com aquela que liga estas mes-
mas varáveis no modelo original para se notar a extensão da 
simplificação. O atraso lá era de terceira ordem, enquanto 
aqui foi simplificado para primeira ordem. O modelo aqui 
é expresso de forma contínua, enquanto lá era de forma dis-
creta, para ser tratado em computador digital. 
A relação que acabamos de apresentar pode ser trans-
formada em equaçao diferencial. Usando transformada de La-
place: 
VMC(s) k = VDF ( s) l + . 
onde k = k o<. 1 
sVMC(s) k = o< VDF(s) 
• VMC~t) = ~ VDF(t) 
~ VMC(s) 
~ VMC(t) 
com a condição inicial VMC(O) 
A atenção do consumidor à propaganda no instante t, 
VAC(t), varia segundo uma função da diferença entre a propag 
ganda apresentada e a atenção que o consumidor está dando à 
propaganda. No modelo original esta relação era dada por: 
VAC(K)=VAC(J)+(DT/DVC)(VMC(JK)-VAC(J)) 
*Chamamos a atenção para que se note o termo fl~/DVC, que jus-
tifica a forma integral da expressão do nosso modelo. O nosso 
-atraso exponencial sera caracterizado por uma constante de 
tempo (3 • 
Da mesma forma que na equação anterior, esta também pode ser 
transformada em equação diferencial. 
onde 
vAc(t) = ~, IvMc(t)-VAC(t)] 
Jt'=k2f3 
~VAC(t) 
O número de pedidos dos consumidores aos retalhis-
tas, RRR(t), está relacionado com a atenção à propaganda por 
meio de uma equação diferencial com um atraso de constante 
de tempo unitária. Aqui, comparando com o modelo original, a 
simplificação foi bem grande, pois eliminamos entre VAC e 
RRR várias equações auxiliares. Também não consideramos as 
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as vendas que nao sao devidas à influência da propaganda. 
que na forma de equaçao diferencial é 
• RRR(t) = k 1 t VAC(t) - RRR(t) 
onde k"=k 3 
Des a-se, no intervalo de tempo [O ,'.f] levar as ven-
das a atingir um determinado valor, RRRl, mâximizando um lu-
cro que é dado pela equação: 
S =fo\RRR(t)-VMC(t)~dt 
Como já vimos, a nossa variável de controle será 
VDF(t). Este controle tem limites inferior e superior: 
VDF ~ '\JflF ( t) =:: VDF 
Agora podemos agrupar as equaçoes: 
. 
VHC(t) k k = lXVDF(t) - Õ(VMC(t) 





RRR ( t ) = k II V AC ( t ) - RRR ( t) 




1t l k f 
j:VAC(t) + TVMC(t) 















RRR(t) = k 6VACl(t) - k 7RRR(t) 




e com a condição final RRR(T)=RRRl 
e onde k k =k = 1 2 --a:-
k =k = k' 3 5 T 
k = 1 
4 (?J 
k =k =ku 
6 7 
Em forma vetorial temos: 
VMC -k 2 o o o VMC 
VÂCl o o 1 o VAC = 
VÂC2 k5 -k 4 -k 3 o VAC2 
' RRR o k6 o -k 7 RRR 
kl 





A hamiltoniana neste caso é dada pela fórmula (31) 
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n 
H(x,p,u,t) =Lp f (x,u,t) - L(x,u,t) 
s=l s s 
L(x,u,t) = RRR(t) - VMC(t) 
-Usando a equaçao • 8H p=-ax. 
l 














com as condições finais 
Em forma vetorial temos: 
P1 k2 o -k 5 
P2 o o k4 -
P3 o -1 k3 
P4 o o o 
ou seJ a, 
p = Ap + B 
onde 
k2 o -k 5 
o o k4 
A = o -1 k3 
o o o 
k5P3 5 1 
k6p4 
k3P3 
pl(T) = o 
P2 (T) = o 
P3 (T) :a o 
o P1 -1 
-k 6 P2 + o 
o P3 o 
k7 P4 1 
o -1 
-k 6 








A solução deste sistema é dada por 
t 
p(t) = eAt}-A'(;Bd'é + eAtD 
\) 
onde D é um vetor constante determinado pelas condições 
de contorno. 
Para resolver este sistema de equaçoes diferenciais comece-
1 1 At. mos porca cu ar e 
k -). 
2 o 
o - /' 
det [A-)r] =O=det 
o -1 
o o 







-)) = O 
.:l 2-k Â+k =O 
3 4 
+\~ À _k 3-yk3-4k 4 
- 2 
-k 5 o 





o k -) 
7 
Das equações que definem o sistema (32) pode-se ver 
que k 3=k 4
k 1 , e dos estudos feitos para construção do modelo 
chegou-se ao resultado k 3 ,k4<4, portanto, vamos ter autova-
lores complexos conjugados. Conforme já vimos, para o cálcu-
lo de eAt vamos utilizar apenas um desses autovalores com-
plexos: 
63 
cálculo dos autovetores: 
o 





-k C =O 
5 
-k2 B+k4C-k6D =O 






A = 1 
B = O 
e = o 





k 3-k 2 
O 
O k 7-k2 








o o o o 
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2
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ek7t 
































k4 -k 6 
k3 
k ---iM o 3 2 
o 
k3 













e portanto k3 
+iM) k5(k2-2 
k 
+ M2 (k --ª.) 2 
2 2 
k3 




1 k3 M2) 
k6 








2 senMt - M cosMt 
sen Mt 
k4 k2 M2 3 sen Mt k6 - 4-k -
-) 
6 k6 
At - . [ 1 e sera dada pela matriz v1 ,v 2 ,v 3 ,v 4 
-At -Agora vamos calcular e . A maneira de calcular e 
a mesma, a Única diferença ocorre no cálculo dos autovalores 


















+v 2 7 -k - k -4k 
3 3 4 
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o -k -À 
7 














w4- = e 7 
1 
k4 k7 
k6 k!J(k 3-k7 ) 





2 cosMt - M senMt 
cosMt 
k3 
- 2 sen Mt - M cos Mt 
-sen Mt 
e-At será dada por Iw1 ,w2 ,w3 ,w41 
Continuando a resolução do problema, devemos calcular 
-At . 




1 -k t 









-k t e 7 
-A hamiltoniana do nosso problema e dada por 
. . 
H(x,p,u,t) = p 1VMC + p 2VAC1 + p 3VAC2 + p 4RRR - L(x,u,t) 
que, nao é difícil ver, tem somente o termo 
dependente do controle VDF. 
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(33) 
As constantes D2 ,D 3 e D4 podem ser expressas em fun-
ção de D1 porque são conhecidas tres condições de contorno do 
sistema auxiliar. As expressoes seriam da forma: 
D2 = KlDl + K2 
D3 = K3Dl + K4 
D4 = KSDl + K6 
As constantes Kl' ... 'K6 são determinadas a partir de (33). 
Para minimizar a hamiltoniana, VDF deve assumir va~ 
lores dos limites inferior eu superior do conjunto de contro-
les admissíveis, dependendo do sinal, positivo ou negativo, 
do valor de p
1
(t) a cada instante. Se p 1 (t0 é positivo, VDF(t) 
assume seu menor valor. Se p 1 (t) é negativo, VDF(t) assume 
o seu mamor valor. Ou seja: 
VDF (t) = 
VDF se p 1 (t)> O 
VDF se p 1 (t) <(O 
indeterminado se p 1 (t)=O 
Na equação (33) p 1 (t) fica determinado, a menos da 
constante D1 . D1 deve ser escolhido de tal maneira que o con-
trole VDF(t) consiga levar RRR(t) do ponto RRR(O), no instan-
te inicial, até o seu valor final RRRl no instante T. 
A expressão de p
1 
(t) é: 












1 -k t 
k (k -k ))e 7 + K5Dl + 
6 3 7 
Esta é urna equação, pelo menos aparentemente,muito 
complicada. Ou pelo menos, ainda aparentemente, complicada 
demais diante da simplicidade do problema apresentado. 
Em primeiro lugar é necessário dizer que o proble-
ma nao é tão simples como poderia fazer supor o reduzido nú-
mero de equações. Acontece que o modelo é dinâmico, e que, 
portanto, seu tratamanto e sua solução são capazes de forne-
cer o comportamento do sistema no regime permanente e nos 
trasitórios, o que são informações bem mais completas ares-
peito do sistema. Em segundo lugar, olhando com mais atenção 
podemos ver que na equação existem dois tipos de funções 
que variam com o tempo: funções exponenciais do tempo, e 
funções periódicas, senoidais, do tempo. A variável auxiliar 
p
1
(t) poderá ter, por exemplo, comportamentos conforme as 
figuras abaixo, tudo dependendo dos valores dos parâmetros. 
fí.(t) 
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Seção 4 - Execução de tarefas quando o tempo nao é especificado. 
Dois outros casos podem ocorrer quando se quer trans-
ferir o sistema para um ponto ou uma região-determinada do 
espaço de estados. Ambos possuem em comum a característica do 
tempo de percurso não ser determinada previamente. Mais espe-
cificamente, o primeiro caso seria aquele em que se deseja o-
timizar uma função critério ao se realizar uma tarefa, não 
importando o tempo necessário para sua realização. O outro 
caso seria aquele em que simplesmente se deseja executar uma 
tarefa no menor prazo possível. 
Nos concentraremos agora no primeiro caso, que toma 
importância, por exemplo, quando se deseja verificar a via-
bilidade, quanto ao tempo, de atingir uma otimização 11 perfei-
ta1t da função critério. O valor da função critério encontra-
do nesta otimização é comparado com aquele obtido da otimi-
zação com tempo determinado. A diferença entre ambos e entre 
os valores respectivos da função critério podem fornecer me-
ios para decidir se é conveniente ou não procurar melhores 
percursos em tempos maiores; ou seja, gastar mais tempo na 
execução da tarefa. Este problema também é importante quando 
sua solução é utilizada para servir de padrão de performances 
na execuçao de tarefas. 
Seja G uma região do espaço de estados que se quer 
atingir. O instante em que se alcança G minimizando a função 
objetivo é desconhecido. Vamos denominá-lo T*. 
Se pudermos determinar T*, nosso problema se torna-
rá o mesmo da seção anterior onde o tempo era fixo. Justamen-
-te o que faremos agora e procurar um meio de determinar T*. 
Neste ponto é preciso relembrar o vetor c usado na 
função critério (6): 
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n 
S =Lc.x. = 
. l l l i= 
1 ex 
Vamos relembrar também que maximizar a hamiltoniana implica 
que no instante final do controle x(T) tenha direção contrá-
ria a e, isto ê, no instante T, x caminha na mesma direção 




i=l l l 
está sendo minimizada. 
C, 
No presente caso, no instante final, deve ocorrer 
H(x,p,u,Tf;) 
Se a hamiltoniana fosse diferente de zero significaria ser 
possível caminhar mais um pouco no sentido contrário a e para 
se obter um valor um pouco menor da função critério. E isso é 
impossível porque o ponto alcançado em T* minimiza a função 
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objetivo. A anulação da hamiltoniana em T* significa que no 
ponto x(T*), o vetor x(T*) é ortogonal ao vetor c. 
Pode-se usar 
como mais uma equaçao de restrição do nosso sistema. E é esta 
restrição que permitirá determinar a nova incógnita, T* que 
aparece no sistema. 
;t,z 
Aplicando ao problema o princípio do máximo, temos 
o seguinte sistema a resolver: 
n 
H(x,p,u,t) =~p.x. - L(x,u,t) 
, l l l 1= 
')€-,-
1 






i=l,2, ... ,n 
i=l,2, ... ,n 
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e com a ccimdição 
n 
Lp.(T~~)x.<T~':) = o 
, l l l 
1= 
A região G pode ser dada, da mesma maneira que das vezes ante-
riores, por 
F(x1 , •.• ,x ).!SO . n 
O segundo tipo de controle Ótimo aparece quando se 
deseja realizar uma tarefa no menor prazo possível. Noutras 
palavras, agora queremos minimizar uma função critério do ti-
po: 
-Para resolver este problema o procedimento e o mes-
mo que normalmente temos seguido. 
Definimos *n+l = L(x,u,t) = 1 
com a condição inicial xn+l(O) = O 
-O vetor c e dado por 
P6R>tanto, 
c. = O 
l 
= 1 
i=l,2, ... ,n 
Da mesma forma que no problema da seçao anterior, 
Pn+l(t) cio 
com a condição de contorno Pn+l (T) = = -1 
Pn+l (t) = -1 
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A hamiltoniana toma a forma: 
n 
H(x,p,u,t) =Lp.(t)x.(t) - 1 
. l l l 1= 
x. = 
l 
• = 1 xn+l 
P· = dH 
l - é}x. 
l 
. = o 
Pn+l 
com as condições de contorno 




xn+ 1 (O) = O 
Pn+l (T) = -1 
i=l,2, ... ,n 
i=l,2, ... ,n 
i=l,2, ... ,n 
A região G fica dada, como sempre, por 
Como o problema não tem tempo final predeterminado, vale aqui 
também a condição de anulação da hamiltoniana. 
n 
2- p . ( T ) x . ( T ) - 1 = O 
. l l l 1= 
Esta é mais uma condição de restrição, que permite 
encontrar o tempo mínimo de percurso. 
Vamos exemplificar o procedimento para chegar ao 
sistema de equações diferenciais do primeiro caso. Vamos usar 
o modelo muito conhecido de Holt, Modigliani, Muth e Simon 
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Trata-se do modelo de um sistema de produção que possue um 
estoque I(t), uma taxa de produção P(t) e uma demanda do pro-
duto fabricado S(t). Existem ainda um estoque normal ou de 
regime ·I , e uma taxa normal de produção P. 
Desvios dos valores normais de estoque e da taxa de 
produção implicam num aumento de custo. Esse aumento de custo 
pode ser aproximado por uma função quadrática: 
onde c1 é uma constante relacionada com o custo de es-
toque; 
C é uma constante relacionada com o custo de pro-p 
dução. 
Numa intervalo de tempo O,T , o aumento total do 
custo vai ser dado pela seguinte expressao: 
CT(T) = (C
1
(I(t)-I) 2 + C (P(t)-P) 2 )dt Íc
T 
o p 
A variação do estoque está ligada com a taxa de pro-
dução e a demanda pela relação 
Í(t) = P(t) - S(t) 
Deseja-se verificar o tempo necessário para levar o 
estoque do nível normal, I, para um nível r1 , minimizando o 
custo. É suposto que a demanda S(t) é perfeitamente conhecida. 








(t) = P(t) - S(t) 
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eu seja 
+ e (P(t)-P) 2 
p 
+ e (PCt)-P) 2 p 
As condições de contorno sao as seguintes: 
X1 (o) = I 
X2 (o) = O 
x1 (T*) = I 1 
onde T* é o instante final do controle, ainda desconhecido. 
P2 :lõ] o 
A hamiltoniana fica sendo 
n 
H =Lp.x.-L(x,u,t) 
. l l l 1= 
. 
H = p 1X1 (t) - C(t) 
H = pl(P(t)-S(t)) - CI(Xl(t)-I) 2 - Cp(P(t)-P) 2 
mas p 2 (T*) = -1 
:. p2(t) = -1 
= pl(P(T*)-S(T*)) - C (X (T*)-i) 2 - C (P(T*)-P) 2=o I 1 p 
H(T*) = p 1 (P(T*)-S(T*)) - c1 (r1-j) 2 - Cp(P(T*)-P) 2 = O 
E finalmente vamos ter o seguinte sistema de equaçoes 
diferenciais: 
. 
X1 (t) = P~t) - S(t) 
i 2 Ct) = C1 {X1 Ct)-j) 2 + Cp(P(t)-P) 2 
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com as condições de contorno 





X2 (0) = O 
e ainda com a restrição 
C(P(T*)) 2 p plS(T*) 
e P = o p 
A solução deste sistema de equaçoes, que tem T* como 
uma das incógnitas, é que determina o tempo necessário para 
transferir o ei~0~ue do estado I para um estado r 1 , minimi-
zando a função critério. 
Seção 5 - Quando as variáveis sao discretas: comentários. 
O que vimos até agora sempre se referiu a sistemas 
contínuos. Mas tudo o que foi visto aplica-se também a siste-
mas discretos, desde que o intervalo que separa dois valores 
sucessivos do tempo discretizado tenda para zero[JG] . Essa 
é uma condição para sistemas discretos em geral, porque quando 
o sistema for linear em relação às variáveis de estado, o in-
~ tervalo nao precisa tender para zero. Os casos de interesse 
prático são justamente aqueles em que o intervalo entre dois 
valores de tempo é finito e bem definido, portanto nestes 
comentários só podemos nos interessar por sistemas lineares. 
Digamos que o sistema discretizado assume os valores 
0,,,2,, ... ,m1,••· onde, é uma constante com dimensão de tempo. 
Então apresentamos o sistema discreto da seguinte maneira: 
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m+l m 
X. s.a&X. = ( m m m m · Tf. x 1 , ... ,x ;u1 , ... ,u ;m) i=l,2, ... ,n l l i n · r 
onde m - -x. e o valor da variavel x. no instante mT; 
l l 
m - -u. e o valor da variavel u. no instante mT; 
l l 
e m assume valores inteiros não-negativos. 
No caso de sistemas lineares em x., que sao os que 
l 




m+l m ~ m m 
x. -x. = T(L_a,kxk + 
l l , l l i= 
m m 
vi ( ul ' ... 'ur) ) 
ªik pode variar com o tempo, 
( m m) ~ v. u 1 , ... ,u deve ser continua. l r 
O sistema de equações auxiliares e as variáveis auxi-
liares serão dadas por: 
n 
m m-1 ~ m 
p.-p. = -TL p a. 
l l i=l S Sl 
n ~ ( m m m m ) 
~ u f 
8 
x 1 , ... , xn; u 1 , ... , ur; m 
=-TL--P 
1 
S ') X. 
s= 0 i 
i=l,2, ... ,n 
A hamiltoniana fica sendo: 
n 
H(x,p,u,m) "'Ç"° m m m m = T L- p f ( x1 , ... , x ; u 1 , ... , u . ) s=l s s n r,m 
Pode-se notar que no caso das variáveis de estado, os 
seus valores no instante m+l são obtidos a partir do conhe-
cimento dos valores das variáveis no instante m. E no caso 
das variáveis auxiliares, as valores no instante m-1 são ob-
tidos a partir do conhecimento dos valores do instante m. 
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CAPITULO III 
CONTROLE 6TIMO DE SISTEMAS LINEARES 
Seção 1 - Introdução. 
Examinando-se os exemplos do capítulo anterior pode-
se ver que não é simples o procedimento para o cálculo do con-
trole Ótimo de um sistema. E esta parece ser a principal razão 
da pouca utilização dos métodos de controle Ótimo a problemas 
práticos de produção. 
Dantzig (6] apresenta um métodb baseado em programa-
ção linear generalizada que torna mais aplicável, em termos 
práticos, o controle Ótimo a sistemas lineares. 
Na próxima seção apresentamos a programação linear 
generalizada porque julgamos de importância o seu conhecimento 
para compreensão do método que a seguir, então, apresentaremos. 
Este método, desenvolvido por Dantzig em 1966, é apresentado 
na seção 3 juntamente com um exemplo. 
Seção 2 - Programação Linear Generalizada.• 
Um problema de programaçao linear é comumente apre-
sentado da seguinte maneira: 
minimizar 
sujeito a 
z = c'x 




j=l,2, ... ,n 
onde x é o vetor das variáveis, (nxl) 
b é um vetor constante, (mxl) 
c é um vetor constante, (nxl) 
A é a matriz dos coeficientes das funções de restri-
ção, (mxn). 
Vamos definir os vetores A. como as colunas da matriz A. 
J 
O que caracteriza a programação linear generalizada 
é que os vetores A. associados às respectivas variáveis x. nao 
J A J 
precisam ser constantes. Cada A. variavel deve pertencer a um 
J 
conjunto convexo e. , de onde pode ser escolhido convenienteme 
J 
mente. 
Os vetor.Es P. que normalmente nos textos de Progra-
J 
maçao linear são definidos como as colunas de A, aqui serão 
definidos de maneira um pouco diferente: 
j=l,2, ... ,n 
o 
E vamos definir a matriz 
e fazemos 
X :El -z o 
Ainda redefinimos x e b: 
X ·o 
X = ~1 
X n 
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O problema agora está transformado e pode ser rea-
presentado: 
minimizar XÜ 
sujeito a Px = b 




não tem restrições de sinal. 
Para resolver este problema usa-se o simplex revisa-
do. O vetor multiplicador 'lT é também definido de maneira um 
pouco diferente. 
'lT 1 .=_~ 'lT 1 , 'lT 2 , ••• , 'lT + 1 ) --- mm 
'fr' p. J. J = O se xj,-xO é urna variável da base 
'f['Po = 1 
Pode-se perceber que ffrn+l=l porque 
e 




j =1 J J 
' rn 
-E1 = m-t P. = 2,-9[. f3. . + lc. 
Q ll J i=l l l] J 
Podemos neste ponto formular o problema de progra-
rnaçao linear generalizada: 
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j=J.,2, ... ,n 
onde cada P., j!O, pode ser arbitraria~ente escolhido dentro d 
J 
de um conjunto C .. Estes conjuntos convexos são definidos por 
- . J 
relaçoes de igualdade ou de desigualdade. Quando essas rela-
ções são lineares, o conjunto é um poliedro convexo. 
Para ilustrar melhor os procedimentos para a reso-
lução de problemas de programação linear generalizada, vamos 
continuar sua apresentação usando o seguinte exemplo: 
. . . 
··-x -2x -3x +x nunimizar 
0 1 2 3 4 
sujeito a + 2x 2 + 3x 3 15 Y1X1 = 
Y2X1 + x2 + Sx 3 = 2 O 
y3XJ. + 2x 2 + x3 + x4 = 10 
onde 
Na forma padrão de programação linear generalizada teremos: 
o Y1 2 3 o 15 
o Y2 l 5 o 20 
XÜ + xl + x2 + X3 + x4 = (1) 
o Y3 2 1 l 10 
1 -1 2 1 1 o 
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Este sis~ema nao é linear por causa dos termos yix1 , 






Obteríamos assim um sistema linear que poderia ser 
resolvido usando-o simplex, por exemplo. Mas acontece que desta 
maneira poderíamos obter soluções do tipo x 1 =0 e u1 FO, que não 
são coerentes. Para evitar isso vamos utilizar mesmo a sua 
forma original, não linear. 
Vamos supor conhecida uma solução viável para o pro-
blema não linear~ da qual não faz parte a variável x1 . 
Essa solução viável~: 
e o vetor 
e ternos 
multiplicador 
J{' p Q CI 1 
1[' p 2 = o 

















1f1 P 4 = O 
16 4 
~'P1 = 7Y1 - 7Y2 -y3 -l 
Se W1 P1~ O então a atual solução viável já é Ótima. 
Se ff1 P1 < O então a solução do problema pode ser melhorada, e 
ainda, quanto menor for o valor de rf'P1 melhor será a nova so-
lução. Daí se depreende que devemos escolher y 1 , y 2 , e y 3 de 
modo a minimizar ff'P1 . y 1 , y 2 , e y 3 devem satisfazer ainda a 
condição: 
Y1 + y 2 + y 3 :c:i 4-
Como se pode notar, temos neste caso um problema de 
programação linear auxiliar. Este sub-programa linear é enun-
ciado do seguinte modo: 
minimizar 
ou seja, minimizar z = 
sujeitoma y 1 + y 2 + y 3 = 4 
Este problema é muito simples de resolver e imedia-
tamente vemos que a solução Ótima é 
Y1 = o 
Y2 = o 
Y3 = 4 
z =-4 
e f'P1 = -5 < O 
Estes valores podem ser substituidos em (1) e então 
x 1 entra na base e sai x 4 . 
Não podemos simplesmente substituir y 1 , y 2 , e y 3 pe-
los seus valores porque pode ocorrer que no desenvolver da oti-
mização do problema principal os valores Ótimos de y 1 , y 2 e y 3 
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venham a ser diferentes dos obtidos agora. Por isso, ao mesmo 
tempo que substituimos os valores de y
1
, y 2 , e y 3 , introduzimos 















2 3 o 
o y li 1 5 o 
x'+ 2 Xll+ x2+ X3+ 
4 
1 y" 1 2 1 1 3 
-1 -1 -2 -3 1 
xl = x' + x" 1 1 
y li + y li + y" = 4 1 2 3 
o y" 
1 
o x' y" xn 2 1 + 1 x'- X li y" x' XII 4 + + 1 1 3 1 1 
-1 -1 






O novo vetor multiplicador e 
= 











rf' pl = o 
rr p 2 = o 
Cff' p = o 3 
ri' P4 = 5/ 4 
Agora vamos verificar se o/ 1 P 5 pode ter valor negativo, 
Neste caso entrará na base. Portanto, vamos resolver outro pro-
blema auxiliar de programaçao linear. 
• • • 1 p = 19 li + l li + l li 1 minimizar~ 
5 
y y y 
1/ 281 72 43-
ou seja, mmnimizar 
sujeito a 
z = 19 " + l y" + lyn 
2sY1 7 2 4 3 
y" + 
l 
y" + y" = 4 
2 3 
A solução deste problema é imediata: 
Y1 = o 
Y2 = 4 
Y3 = o 




3 < o = 7 - = - 7 
Estes valores podem ser substituídos em (2) e então 
x1 entra na base e sai x1. Depois desta iteração chegamos a um 
outDo vetor multiplicador: 
rr = 





Repetindo o mesmo procedimento dos sub- problemas anteriores 
vamos encontrar o seguinte resultado: 
~'P = z - 1 = O 6 
Port~nto P6 não entra na base. E a atual solução do problema 





e x 1 , com os valores 15/4, 5/2 e 15/16 respectivamente. 
Resumindo o que acabamos de ver, podemos dizer que 
havia um problema de programação linear principal, ou proble-
ma mestre. Em cada iteração de sua otimização tínhamos que re-
solver outro problema menor, de otimização., que era o sub-pro-
grama auxiliar. Este sub-problema consistia em encontrar dentro 
de um conjunto convexo C. um vetor P. que minimizasse a expres-
J J 
são ff'Pj. Em toda iteração em que se empregava este sub-pro-
blema de otimização, era acrescido ao problema principal mais 
uma variável acompanhada de uma coluna de coeficientes variâve 
veis. Assim, durante o processo de otimização, novàs colunas 
eram geradas. Neste ponto surge a dúvida sobre o número de 
colunas ter possibilidade de aumentar indefinidamente. No pro-
grama que aeabamos de ver, os conjuntos C. podem ser conside-
J 
rados corno poliedros convexos limitados e, portanto, os sub-
problemas podiam ser resolvidos por programação linear. Nos 
casos deste tipo, se a solução do problema principal é melho-
rada a cada passo, isto ê, não há degeneração, e se o número 
de passos que damos nos Cj para melhorar a solução do proble-
ma principal também é finito, então, o número de colunas ge-
radas também é finito. Pode-se provar[5] , cap.22 que quando 
os e. são poliedros convexos e limitados, o número de colunas 
J 
geradas ~ambém é finito. 
Quando o conjunto e, formado pelos e. for limitado, 
J 
convexo mas não :[:QLiédrico, então o número de colunas que podem 
ser geradas pode ser infinito. Isto quer dizer que durante a 
solução do problema principal vamos gerando uma seqüência, K, 
infinita de novas colunas Pk e de vetores multiplicadores 1Tk' 
k K. 
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k EK. Entretanto, é possfvel provar[5] , cap.24 que se aso-
lução viâvel inicial do problema principal for não degenerada 
e se o conjunto C é limitado, então existe uma sub-seqüência 
deK, K', tal que Pk' e ff k' convergem, k 1 E K1 • Isto é 
lim Pk' = p~•, 
k'--oo 
lim f{, , = rr~•, 
k'~ ~ k 
P* é um vetor de coeficientes que entra na base fi-
nal do problema principal de programação linear. 
Seção 3 - O problema de controle Ótimo linear. 
o controle Ótimo de sistemas dinâmicos lineares pode 
ser obtido por meio da aplicação do método da programação li-




Os problemas de controle Ótimo que vimos no capitulo 
eram apresentados da forma que segue: transferir um siste-
0 1 
do estado x para o estado x , durante o intervalo de tem-
[O,T], otimizando a funçio~~Jritério 
-O sistema, quando linear, e apresentado na forma: 
x = Ax + Bu 





e o vetor controle, u EU convexo. 
A é uma matriz constante (n+l) X (n+l) 
B é uma matriz constante (n+l)X.r 
O problema consiste em encontrar o controle u(t) f U, 
t ( [O,] que satisfaz as condições acima estabelecidas. 
Quando u(t) é conhecido, a solução de um sistema do 
tipo 
x = Ax + Bu 
-e dada por 
e particularmente 
x(T) = eATx(O) + eATfoTe-AtBu(t)dt 
No nosso caso ainda nao conhecemos u(t), por isso 
precisamos procurá-lo, e que seja tal que minimize x 0 (T) e 
que x(T) = x 1 . Para isso vamos começar definindo: 
( 3) 
V é convexo porque Ué convexo e a expressao de R envolve ape-
nas relações lineares. 
Vamos supor agora que conhecemos um conjunto de q 
vetores ui É U, {ui], i=l,2, ... ,q; q~n+l. Usando este conjunto 
de controles {ui} podemos obter {RiJ' um co~junto de q veto-
res R. GV. Por causa da convexidadevde U e V, os contornos con-
l 
vexos de lui} e {Ri}estão contidos em U e V respectivamente. 
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Se dentro do poliedro formado pelo contorno de lu-} 
ºf ()yt, - l conhecemos um vetor controle uf que sat1s az 3 , entao co-
nhecemos uma solução viável do problema de controle. Por meio 
de programação linear podemos otimizar a sua solução parava-
lores de u(t) pertencentes ao poliedro. O problema de progra-
mação linear é enunciado da seguinte maneira: 
onde 
minimizar X (T) o 
q 
sujeito a eATx(O) +~.ll.R. = x(T) 
• 7 / l l 




/li y o 
( 4-) 
i=l,2, ... ,q 
Ri E V são os vetores obtidos a partir do conjunto { uJ . 
R. são vetores (n+l) X 1 
l 
Aplicando o simplex revisado a este problema podemos 
encontrar um vetor R pertencente a V que minimiza x (T). Tam-o 
bém nesta otimização determinamos o vetor multiplicador do sim-
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plex revisado associado à solução Ótima, 
Agora acrescentaremos ao problema (4) mais uma colu-
na de coeficientes Rq+l e mais uma variável Fq+l' tal que 
q+l 
~F-- = 1. 
i=l l . 
-Rq+l e um vetor nao pertencente ao poliedro convexo 
já definido. Rq+l deve ser escolhido convenientemente para 
que 
cq+l = 7f'Rq+l + rf n+l ..( O 
Se isso nao ocorrer para algum R € V então a solução encontracl 
da na programação linear que fizemos, também é Ótima para todo 
R G V. 
Para procurar o Rq+l com as características acima, 
usamos um problema de otimização: 
min1·m1·zar (i)J"'R + Qlf' 
"t tJ n+l 
sujeito a R6: V 
-ou, o que e a mesma coisa, 
sujeito a U6U 





minimizar laT 'ff, eA(T-t)Bu(t)dt 
ou ainda, podemos minimizar o integrando em cada instante, 
isto é, 
minimizar em cada t O,T. 
Fazendo 
ternos finalmente o problema de otimização: 
minimizar f (t) u(t) 
sujeito a u(t) ~ U 
para cada t€[0,T] 
(5) 
Se a solução deste problema for tal que 17"1 Rq+l + ~+l <.O, 
então a introdução da coluna 
na base do problema (4) melhora suá solução. Corno se vê, es-
tamos tratando de um problema de prograrnaçao linear generali-
zada. 
Se U for um poliedro convexo, então o problema (5) 
pode ser resolvido num número finito de passos para cada t~[o,T], 
ppis (5) é um problema de programação linear. Particularmente, 
se o conjunto U for.determinado pelos limites inferiores e su-
periores de cada componente uj(t) de u(t), então cada uma des-
sas componentes terá em cada instante to valor do limite que 
minimize f(t)u(t), noutras palavras, o controle será do tipo 
bang-bang. 
Se U for um conjunto qualquer,não poliédrico, vimos 
que sob certas condições é possível resolver o problema prin-
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cipal, pois existe uma sub-seqüência de vetores vao 
sendo gerados, que converge para um vetor 
Por isso mesmo existe uma sub--sqüência de controles u(t) f; U 
que converge para um controle u*(t). O controle Ótimo a ser a-
plicado ao sistema (3) será dado neste caso por uma combinação 
linear de n+l controles correspondentes às n+l colunas da ba-
se final do problema de programação linear (4): 
n+l 
u*(t) = Lf.u.(t) . . ,J l l 
1=.L 
Vamos ilustrar este método resolvendo o problema de 
uma oficina que produz determinadas peças em lotes. A oficina 
-produz as peças a uma velocidade que e dada pela equaçao: 
. 
f3 (t) = k 1M(t) + k 2H(t) P(O) = o 
M(t) - - - utilizadas onde e o numero de maquinas sendo no ins-
tante t. 
H(t) - ... - utilizados e o numero de operarios sendo no 
instan:t>e t. 
O prazo para produção de um lote é fixo e tem a du-
ração de 10 dias, isto é, t~ [O, 10] . 
Deseja-se produzir um lote de 1000 peças minimizando 
uma função critério: 
As condições de contorno são: 
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P(0) = O 
P(T) = P(l0) = 1000 
As variáveis de controle sôbre as quais podemos atuar são M(t) 
e H(t). 
Vamos definir . 
S(t) = P(t) - k 3M(t) - k 6H(t) 
com a condição inicial 
S(O) = O 
Podemos representar o sistema na forma vetorial: 
ou, de outra forma: 
x = Ax + Bu 
onde 
u = [:] 
~] 
A solução deste sistema é: 
o vetor controle l:1 que pode ser usado na operaçao 
do sistema deve pertencer ao conjunto de controles admissíveis 
definido por: 
2 f M(t) .S: 10 
2 :5"H(t) ~10 
Os valores das constantes sao: 
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k = 20 peças 
1 maquina.dia 
k2 = 10 - peças 
homem.dia 






Cálculo de eAt 
det r-À ol = ::t 2 = o 
L 1 -/. J 
(A-~I)V 2 = o t:l -~J:l = f: l 
[: 
º][a+bt] (A- ÀI)V 2 = V = 1 O c+dt 
a=l 
= [: 1 ' v2 b=O 
At = (V V2) [: :] e = 1 
Cálculo de e -At ·· 
A=O 
B=lll 
[a:J = [:l 
é fácil verificar que e-At - f o 1j - L1 º 
AT ( T -At 
Agora vamos calcular~= e Jo e Budt : 
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Vl = [~] 
-At e B =[º 11 [ 20 10] = [-1 -lJ 
1 O -1 -1 20 10 
-At e Bu 
= e: ::J[:1 -l2:: :HlO~ 
1/ e-AtBudt = -f (M+H)dt o 
(T(20M+TI.,0H)dt 
Jo . 
Como o sistema é linear, já sei que o controle é bang-bang. 
Para o cálculo dos R. iniciais posso considerá-los apenas bang. 
l 
Então, 





- 200M + 100H . 
1 ][-lOM-lOH l 
O 200M+l00Hj 
= f20.· OM + lOOH] 
L-lOM - l0H 




podemos obter o seguinte conjunto de pontos de V. 
ponto 1: M=2 Rl 600 Sl -4-0 = = 
H=2 
ponto 2: M=2 R2 1100 s2 -90 = = 
H=7 
ponto 3: M=5 R3 e 2000 s3 -150 = 
H=l0 










+ J.L J 2 = 1 
so~1+1103/'2+2ooy3 . = 1000 
jl + /2 + / 3 :P l 
Uma soluç~o vi~vel para este problema~: 
/'1 = O, 2 
/2 = O, 8 
/3 = o 
Aplicando-se ao problema o m~todo simplex revisado encontramos 
a seguinte soluç~o 6tima: 
Ll-1 = 5/ 7 
/ 







5017] [:: 101 = [-61/ 7 
-1 
-111/14] 
Agora ent~o vamos ter o nosso primeiro problema auxiliar de 
programação linear; Pois devemos procurar um vetor R4 para a-
crescentar ao problema principal. 
minimizar fct)u(t) 




sujeito a H ~ 10 
-H ~ -2 
M ~ 10 
-M ~ -2 
1118 14 
A solução Ótima deste sub-problema é fácil de ser en-
M = 10 
H = 10 
A essa sol~ção corresponde: ~ = 3000 4 
E uma nova coluna é acrescentada ao problema principal: 
minimizar 
sujeito a 60~{,(.,l + 110/(,(,,2+ 20073+ 30074 = 1000 
1 /1 + ;·V..2 + /1./.,, 3 + /U.,L~ = 




,lL3 = o 
/ 
/l.L~ = 1/6 
rf l = l 1~15] 
Vamos obter agora mais um problema auxiliar para procurar mais 
uma coluna para entrar na base do problema principal. 
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Pct) = ri A(T-t)B d l e U. 


















M = 10 
H = 10 
-Portanto, acrescentar nova coluna ao problema principal nao 
vai conduzmr auma solução Ótima melhor. E a solução atual do 
problema principal já é a Ótima: 




-Esta resposta e, pelo menos aparentemente,um pouco 
estranha, pois estávamos esperando um controle bang-bang e o 
resultado das computações nos dá um resultado que é média pon-
derada de dois controles extremos. A causa desta discrepância 
é o fato def(t).ser constante. E f<t) é constante porque 
-At 
e é uma matriz que neste caso particular é constante. De 
qualquer maneira, o resultado encontrado pede ser interpreta-
do do seguinte modo: 5/6 do tempo o controle deve ser M=2, H=2, 
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e 1/6 d0 tempo o controle é M=l0, H=l0. Mas existe outro deta-
lhe ainda não explicado: qual dos controles deve ser aplicado 
primeiro; (2,2) ou (10,10)? Um exame da apresentação do pro-
blema revela que não há importância no fato de qualquer um dos 
controles ser aplicado antes ou depois. Se essa importância 





A causa principal da pouca utilização da teoria do 
Conrrole Ótimo no tratamento de sistemas de produção é a com-
plexidade das computações que é preciso fazer. Veja-se os exem-
plos do capítulo II. São sistemas muito simples, com relações 
simples entre as variáveis, que são poucas. No entanto, ao pro-
curar o controle Ótimo, o número de computações que foi preci-
so fazer foi muito grande, e o tipo de cálculos nao foi muito 
simples. Quando o número de variáveis cresce, o número de com-
putações cresce muito mais. Pode-se dizer que enquanto o númer 
rode variáveis cresce como uma progressão aritmética, o núme-
ro de computações cresce como uma progressão geométrica. Um 
sistema de produção geralmente possui um número bastante gran-
de de variáveis. Então, mesmo que as relações entre as variá-
veis sejam simples, lineares por exemplo, o número e o tipo 
de computações que é preciso fazer desaconselham o uso de mé-
todos de controle Ótimo. 
A Simulação tem se revelado um método bastante efi-
ciente no tratamento de modelos de sistemas de produção. Mas 
a procura do controle Ótimo, ou pelo menos de um bom controle, 
na simulação ê feito por tentativas. E esta procura por tenta-
tivas pode levar um tempo maior do que o razoável. Mas aconte-
ce também que sistemas de produção estão muito sujeitos a per-
turbações e influências de fatores externos ao sistema. Por 
isso, não se pode pretender a aplicação prática de um contro-
le Ótimo na execução de uma tarefa. Na maioria dos casos bas-
ta ter uma idéia, até bastante qualitativa, do controle a a-
plicar. Podemos então fazer o que fizemos no capítulo II. Sim-
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plificar bastante o modelo e encontrar o controle Ótimo deste 
modelo muito simplificado. Devido às simplificações não pode-
mos dizer que o mesmo controle é Ótimo para o modelo mais fiel, 
mas, pelo menos qualitativamente, dará uma idéia do controle a 
aplicar no sistema. O que, num sistema complexo, já é de mui-
ta utilidade. Por outro lado, ·a idéia qualitativa do controle 
a ser aplicado é muito útil quando, na simulação do modelo mais 
realista, é preciso encontrar por tentativas o controle Ótimo. 
No capítulo III apresentamos um método que pode fa-
cilitar muito a computação do controle Ótimo de sistemas linea-
res. Entretanto, mesmo neste método ainda existe um ponto não 
solucionado. Ê o caso do sub-problema de programação linear 
minimizar f(t)u(t) para todo tE to, T] 
sujeito a u(t)~U 
que foi apresentado na página 95. Como se vê, há um problema 
de programação linear para cada instante tb[o,T]. Ora, não é 
possível resolver um problema desses para cada instante. Mas 
pode-se discretizar o tempo e então resolver o problema para 
cada valor do tempo discretizado. Esta continua sendo a manei-
ra mais aconselhável de resolvê-lo. Existem estudos sobre a 
solução deste tipo de problemas que se chamam de Prmgramação 
Linear Contínua V4]. 
No capítulo III o que fizemos foi transformar nosso 
problema de controle Ótimo num problema de programação mate-
mática. Obtivemos um algoritmo hierarquizado de dois níveis; 
um típico problema de programação matemática de grande porte. 
Sob o ponto de vista da programaçao matemática, poderíamos di-
zer que o que foi feito no capítulo III foi uma manipulação 
do problema original, para colocá-lo numa forma mais adequada 
à sua solução. 
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Tentamos nesta tese verificar até que ponto~ pos~Í-
vel aplicar alguns elementos da teoria de Controle Ótimo a mo-
delos dinâmicos de sistemas de produção. Demos uma certa ênfa-
se a modelos utilizados em Dinâmica Industrial. Verificamos 
que existe muita dificuldade em aplicar os métodos convencio-
nais de controle Ótimo a sistemas com um número não pequeno 
de variáveis. Uma maneira de contornar esta dificuldade é sim-
plificar bastante o modelo do sistema. Quando o pmotléili0a for 
linear existe a possibilidade de transformar o problema num 
problema de programação matemática de grande porte e então 
resolvê-lo. Quando o modelo for não linear ainda pode ser pos-
sível transformár1o problema num de programação matemática [10] . 
Mas a solução deste Último problema ainda não pode ser encon-
mrada por causa de paroblemas ainda não solucionados na teoria 
da Programação Matemática. 
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