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Studies of open quantum systems have attracted attentions in various fields of science,
and we have seen great progress in recent years. In this thesis, we apply ideas of open
quantum systems to heavy-ion fusion reactions. For theoretical description of heavy-ion
fusion reactions, two different models have been used depending on the incident energy. At
energies above the Coulomb barrier, importance of energy dissipation and fluctuation due
to complex internal excitations has been deduced from scattering experiments. To describe
them phenomenologically, the classical Langevin equation has successfully been applied
to various kinds of damped nuclear collisions including fusion reactions. Whereas, it
cannot be applied to fusion reactions at energies below the Coulomb barrier because fusion
reactions take place thorough quantum tunneling. In that energy range, the quantum
coupled-channels method with a few number of internal states has been applied, and it
has succeeded in explaining sub-barrier fusion reactions. While each method succeeds in
each energy range, a unified description of heavy-ion fusion reactions from sub-barrier
energies to above barrier energies is beyond the reach of the current models. To achieve
this, we need to incorporate dissipation and fluctuation into the formalism of quantum
mechanics. It is a subject of open quantum systems, and we propose to regard heavy-ion
fusion reactions as an example of open quantum systems to construct a unified model.
In this thesis, we first review the historical backgrounds in more details. Then we
introduce a widely used model Hamiltonian to simulate open quantum systems, called
the Caldeira-Leggett model. In this model, environment is assumed to be a collection of
harmonic oscillators. As an important property relevant to our purpose, we show that it
leads to the Langevin equation in the classical limit. Using this model, we deal with the
following two problems in this thesis.
The first is developing a new numerical method for the model Hamiltonian. This
refers to the studies of open quantum systems in the title. Following advancement of
methodology in the past couple of years, we introduce a new method based on phonon
number representation of a harmonic oscillator bath. To test this method, we apply it to
a damped harmonic oscillator, for which the exact solution can be found easily. Through
this study, we confirm the applicability of the method and show that the method can
unravel how much the bath is excited in the course of the time evolution. We also find
nontrivial new boson operators for a harmonic oscillator bath. Using them, we present a
new perspective of the model based on relevant degrees of freedom.
The second issue is an application of the model to barrier transmission problems,
including simple calculations of fusion reactions. This refers to the applications to dissi-
pative barrier transmission in heavy-ion fusion reactions in the title. The aforementioned
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method enables one to solve scattering problems with the dissipative coupling. Taking its
advantage, we consider quantum barrier transmission problems in the presence of dissipa-
tion and fluctuation. To gain an insight, we first consider scattering in a one-dimensional
space and explore effects of a frictional force and a random force on the transmission dy-
namics. We then apply the model to a fusion problem. With the surface friction model,
which has been widely used in the analysis based on the classical Langevin equation,
we find suppression of fusion cross sections at sub-barrier energies and at above barrier
energies. We investigate mechanisms leading to the suppression in the respective energy
ranges and find out importance of dissipation during the tunneling. Based on the calcu-
lation results, we discuss the need for microscopic treatments of internal excitations to
achieve a unified description of fusion reactions.
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Open quantum systems refer to quantum systems that couple to surrounding environment.
Strictly speaking, any quantum system is an open quantum system since it is impossible
in reality to achieve a complete isolation from the external world. Even if one can isolate
a hydrogen atom, for instance, it still couples to the electromagnetic field. De-excitation
processes, such as spontaneous emission of photon, take place due to this coupling. In this
thesis, we are interested in a surrounding environment which consists of a large number of
degrees of freedom. In this case, one encounters dissipation and fluctuation in the realm
of quantum mechanics. They arise as a result of complex excitations of environment and
are peculiar to open quantum systems. Their theoretical description is one of the main
themes of this thesis.
Studies of open quantum systems have attracted a great deal of attention. Any quan-
tum system is open quantum systems as mentioned above, and its openness becomes
more significant as the size of the system increases. In this connection, biological systems
are quite appealing. One of the most mind-blowing results in recent studies is a sugges-
tion that photosynthesis might make use of a quantum mechanical property to realize
its high efficiency [1]. Since this discovery, a very old field of science, called quantum
biology, has reignited [2]. Even when the system is not that large, effects of dissipation
might play a role. Recently, a molecular motor consisting of 16 atoms were built, and its
mechanical property at very low temperature implied energy dissipation in quantum tun-
neling process [3]. Another fascinating application is quantum technologies represented by
quantum computer. Loss of quantum coherence due to an environmental coupling, called
decoherence, is a major obstacle. In this context, controlling environment to preserve the
non-classical behavior has been paid attention [4]. This cannot be done without knowing
how open quantum systems work.
This thesis attempts to add heavy-ion fusion reactions to the above list. Fusion is
a type of nuclear reactions in which two or more colliding atomic nuclei are combined
into one nucleus. Before discussing a relation to open quantum systems, we first present
motivations to study fusion reactions. They are all related to the fact that fusion can
transform one nucleus to another.
The first motivation is to understand the origin of the elements in the periodic table.
According to a nucleosynthesis model, mostly hydrogen and helium were present in the
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universe soon after the big-bang, and fusion reactions among them made it possible to
realize the richness of the elements in the current universe. Broadly speaking, fusion
between equal mass nuclei is an exothermic reaction up to iron. Therefore, they can be
formed directly through fusion reactions. In the universe, this is realized inside stars. The
sun, for instance, has been making heliums out of hydrogens for about 4.6 billion years.
On the other hand, the stellar environment is not hot enough for fusion between heavier
elements than iron to take place. It is considered that they were created by capturing
surrounding neutrons. To form very heavy nuclei, such as thorium and uranium, the
neutron flux has to be strong enough so that another neutron is captured before the beta
decay occurs. This rapid neutron capture process is called the r-process. Search for a site
of the r-process has been a very hot topic recently [5, 6].
Another motivation to study nuclear fusion is to explore the limit of the periodic table.
How heavy can nuclei be ? It is one of the most fundamental question in nuclear physics.
Although the heaviest element in nature is plutonium, this does not necessarily mean that
heavier elements cannot exist. One thing that drives nuclear physicist’s curiosity is the
prediction of the island of stability, which is predicted to occur with 114 protons and 184
neutrons in the earliest estimate [7]. Nuclear physicists have synthesized elements heavier
than Fermium (the atomic number is 100) using accelerators to induce fusion reactions
between charged nuclei artificially. It is still fresh in our mind that the experimental
group at RIKEN won the naming right of the element 113, which was named Nihonium
[8]. At present, the heaviest element is Oganesson with the atomic number 118, named
after the leading physicist in this field, Yu. Ts. Oganessian [9]. The next targets are
the elements 119 and 120. In spite of many attempts [10], these elements have not been
confirmed yet. It was pointed out in Ref.[11] that the possibility of other decay channels
than the alpha-decay should be considered.
One of essential viewpoints of nuclear fusion is to regard it as a barrier transmission
problem. To understand it better, let us consider the potential energy between two
colliding nuclei. As illustrated in Fig.1.1, it is made of the repulsive long range Coulomb
potential (the red dotted line) and an attractive short range nuclear potential (the blue
dashed line). As a sum of these, the total potential energy shows an energy barrier, called
the Coulomb barrier. The nuclear potential becomes significant when the colliding nuclei
touch geometrically (the black arrow), and the total potential becomes attractive in that
region. Therefore, the touching point lies inside the Coulomb barrier. Suppose that the
initial energy is not so high compared to the Coulomb barrier and the system is not so
heavy, either. In that case, one can assume that fusion reactions take place once the
colliding nuclei reach the touching point due to the strong attractive force at the very
close configuration. Therefore, fusion cross sections can be evaluated from the probability
for the colliding nuclei to come to the touching configuration. In terms of the potential
energy, this corresponds to finding the transmission coefficient for the Coulomb barrier.
This concludes that nuclear fusion is a barrier transmission problem.
When the initial energy is very high, partial waves with very large orbital angular
momentum can reach the touching point. Then a large angular momentum is brought
to the resulting compound nucleus system, which makes it unstable against fission [12].
When a synthesis of superheavy elements is considered, on the other hand, the Coulomb
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Figure 1.1: A schematic figure of the potential between colliding nuclei.
repulsion can dominate the total potential. As a result, it re-separates in the middle of
the way to the compound nucleus. This can be taken into account by dividing the passage
to the compound nucleus into before and after the touching point [13]. Even in this case,
the transmission of the Coulomb barrier needs to be evaluated as the first stage of the
process.
Compared to a problem of a particle transmitting a one-dimensional rectangular bar-
rier, which can be found in many quantum mechanics textbooks, the Coulomb barrier
transmission problem for fusion reactions is much more complicated. This is because
of a complex and rich nuclear structure. Excitations of the colliding nuclei during the
penetration process have large impacts on its dynamics, especially for heavy-ion fusion
reactions. This fact has been repeatedly revealed in previous studies.
When the initial energy is below the Coulomb barrier, called a sub-barrier fusion in
this thesis, the transmission occurs only through quantum tunneling. While a model based
on quantum transmission of a point particle succeeded for light systems, it systematically
underestimates experimental sub-barrier fusion cross sections for heavy systems [14]. This
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enhancement of fusion cross sections at sub-barrier energies has by now been understood
as due to excitations of low-lying collective states and to transfer of nucleons before and
during the penetration [14, 15]. Because quantum tunneling rate is very sensitive to a
barrier height and a barrier shape, these structural effects can enhance sub-barrier fusion
by several orders of magnitude. On the other hand, very complex excitations of colliding
nuclei play an important role in fusion reactions at above barrier energies, or in an above
barrier fusion. In a series of scattering experiments, events with a large amount of kinetic
energy loss were found [16]. Given the energy conservation, this means that the lost kinetic
energy is converted to internal excitation energies of the scattered nuclei. Not only the
energy dissipation, a considerable amount of fluctuation has also been discovered from
double differential cross sections [16], in which outgoing nuclei are found to be distributed
widely.
At present, two different theoretical models have been developed focusing on each
character. At sub-barrier energies, on one hand, quantum tunneling with internal exci-
tations is important. This can be described with the quantum coupled-channels method,
and it has successfully been applied to sub-barrier fusion reactions [14, 15]. At above bar-
rier energies, on the other hand, dissipation and fluctuation play a role in the dynamics.
The classical Langevin equation has been applied to simulate their impacts, and it has
succeeded in describing damped nuclear collisions including fusion reactions [16, 17].
In this thesis, we aim at unifying these two models into one model. To this end,
one needs to describe dissipation and fluctuation based on quantum mechanics. This
is where the idea of open quantum systems comes in. As we have pointed out earlier,
the existence of environment defines open systems. In the present case, dissipation and
fluctuation, which act on macroscopic degrees of freedom in nuclear collision such as
the relative distance, arise as a result of complex internal excitations. Therefore, those
internal states are regarded as environment. This view is based on phenomenology, called
macroscopic model, in which macroscopic characters and internal excitations are assumed
to be separated.
Why does a unification of the two models matter ? One of the biggest motivations
is to achieve a unified description of fusion reactions from sub-barrier energies to above
barrier energies. While each model can well describe fusion reactions in each energy range,
one method cannot explain fusion reactions in the other energy range. For instance, the
classical Langevin equation cannot be applied to sub-barrier fusion reactions since it lacks
quantum tunneling. The quantum coupled-channels method with a few internal states, on
the other hand, is applicable to above barrier fusion reactions. However, it was pointed
out that the calculation results systematically disagree with experimental data. One
probable reason for this is a lack of dissipation. Based on this background, we believe
that a unified description is possible by reconciling the two successful models in each
energy range. As in particle physics, the ultimate goal of nuclear reaction theory is to
describe all types of nuclear reactions within a single framework. It is far beyond the
reach of the current theory due to complexity of nuclear reactions. Customary, a theory
is developed specifically to describe a kind of nuclear reactions, as seen in the history
of fusion researches. It is necessary in the early stage of study to understand essence
behind a phenomenon. After that theory is matured, the next important step toward
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the ultimate goal is an attempt to unify it with neighboring theory. This thesis discusses
these attempts in studies of heavy-ion fusion reactions.
We also envisage that it provides a new insight into theories of nuclear reactions
and open quantum systems. When two models are combined, one has to answer not
only a question of why one of them works but also a question of why the other is not
relevant. For instance, even though the classical Langevin equation seems to work well
at above the Coulomb barrier, one naive question is why quantum effects do not matter
even in nuclear systems. This can be answered only when the Langevin equation meets
a quantum treatment. The quantum-classical transition is one of central topics in open
quantum systems, and we can discuss it in connection to nuclear reactions. It is also an old
problem whether and how quantum tunneling is affected by dissipation and fluctuation.
While it has been investigated in various systems, nuclear reactions could provide a unique
situation where the strong interaction is involved.
We mention that quantum mechanical treatment of the Langevin equation has been
longed for decades. Then, why do we work on it now ? One important point is that quan-
tum mechanical treatment of the Langevin equation became possible only very recently
owing to advancement of methodology in open quantum systems. We have seen great
progress in practical aspects of open quantum systems [18]. This is not merely because
of the improvement of computation resources but largely because new perspectives have
been discovered in the literature. Inspired by them, we develop a new approach to open
quantum systems which makes applications to fusion reactions possible for the first time.
We should also mention that the need for such model has been increasing lately. One
reason is recent growing interests in physics of superheavy elements. To synthesize su-
perheavy elements, fusion reactions between very heavy-ions are considered. Internal
excitations of colliding nuclei become more and more complex as the number of nucleons
increases. Therefore, it is expected that dissipation and fluctuation play more significant
role in reactions for synthesis of superheavy elements. To understand fusion reactions,
studies of other reactions, such as multi-nucleon transfer or the re-separation before the
compound nucleus is formed, are also important. Their dynamics at sub-barrier ener-
gies have been intensely investigated, for instance, by the Australian National Univer-
sity. Anomalous behaviors, which are very different from the prediction of the classical
Langevin equation, were reported in Ref.[19], and a new approach has been urged.
This thesis is organized as follows. We begin with reviewing previous studies of heavy-
ion fusion reactions in Chap.2. The historical backgrounds have already been mentioned
partially in this section, but more details are given there. For above barrier fusion reac-
tions, we show the presence of dissipation and fluctuation from experimental data. We
then explain how the classical Langevin equation has been applied for their description.
For sub-barrier fusion reactions, we present qualitative interpretations of the enhance-
ment of fusion cross sections due to low-lying collective excitations and nucleon transfer.
As a theoretical tool, we then introduce the quantum coupled-channels method. Theo-
retical models for deep sub-barrier hindrance, which has been intensely discussed in the
past twenty years, are also briefly summarized. After the review, we discuss the failure
that one encounters when trying to explain sub-barrier fusion and above barrier fusion
within a single model. We conclude this chapter by pointing out the necessity of quantum
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mechanical description of dissipation and fluctuation.
In Chap.3, we give preliminary discussions of open quantum systems. After sketch-
ing ideas of describing dissipation and fluctuation quantum mechanically, we introduce
reduced density matrix and influence functional, which are essential mathematical tools
for investigations of open quantum systems. We then introduce a model Hamiltonian,
called the Caldeira-Leggett model, that we use throughout this thesis. In that model, the
environment is modeled by a collection of harmonic oscillators which linearly couple to
the system of interest. Even though its applicability may appear limited at first glance, it
can be used to simulate various open quantum systems. As an important property of the
model, we show that it reproduces the Langevin equation in the classical limit. Finally, it
is applied to a damped harmonic oscillator, for which the analytic solution can be found.
Chap.4 is devoted to numerical studies for later purposes. As a new numerical method,
we introduce phonon number representation of the Caldeira-Leggett model. Derivation of
the working equation, that is a special representation of the time-dependent Schrödinger
equation, is presented in terms of the influence functional. To test the method, we ap-
ply it to a damped harmonic oscillator and confirm that the exact solution can be well
reproduced with the new method. Afterwards, the method is explored in more details.
This study naturally leads us to introducing new boson operators for the Caldeira-Leggett
model. We discuss significance of the new bosons and present how the method works in
terms of the Hilbert space.
In Chap.5, we investigate a one-dimensional barrier transmission problem in the pres-
ence of the environment, whose initial temperature is set absolute zero. This serves as
a preliminary discussion for fusion studies. After explaining difficulties, we emphasize
the utility of our method for studies of barrier transmission problems. We carry out two
ways of calculating the transmission coefficient and confirm that they coincide with each
other. The results are interpreted in terms of a frictional force and a random force in the
Langevin equation. We find that quantum tunneling rate is suppressed due to a frictional
force or dissipation and is enhanced due to a random force or fluctuation. Comparison to
the classical limit is also presented.
In Chap.6, we apply the model to a heavy-ion fusion reaction in a three-dimensional
space. We first make general remarks on such applications, including comparisons to
other quantum dissipation approaches. After presenting the set-up of the problem, we
discuss physical quantities that can be calculated with the current framework. These are
fusion cross sections and excitation spectrum for each partial wave. Applying the model
to a fusion reaction, we find suppression of fusion cross sections at sub-barrier energies as
well as at above barrier energies. Their mechanisms are investigated by comparing with
simpler calculations, and we reveal importance of dissipation during tunneling. Based on
these results, we discuss the future direction for a unified description of fusion reactions.
Finally, the summary of this thesis and future perspectives are given in Chap. 7.
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Chapter 2
Overview of previous studies on
heavy-ion fusion reactions
Although we have outlined it briefly in the previous chapter, we present in more details
the current status of our understanding of heavy-ion fusion reactions in this chapter. We
begin with a short introduction to nuclear structure in Sec.2.1. In Sec.2.2, we explain
importance of energy dissipation and fluctuation in above barrier fusion reactions. As a
theoretical model, the classical Langevin equation is introduced. In Sec.2.3, we review
studies of fusion reactions at sub-barrier energies. We explain a role of internal motions
in the tunneling process and introduce the quantum coupled channels method for its
description. Finally in Sec.2.4, we discuss an open problem and present our strategy to
resolve it.
2.1 Notes on nuclear structure
Because internal excitations of colliding nuclei have a large impacts on the reaction dy-
namics, we begin this chapter with a brief review of nuclear structure [20, 21]. Due to
difficulty of solving the nuclear many body problem, microscopic understanding of nuclear
structure started from the mean field approximation. Disregarding complex correlations
between nucleons, it assumes that nucleons move independently under the influence of a
mean field potential generated by neighboring nucleons. The motion of each nucleon is








ϕ(1) = εϕ(1), (2.1)
where ~ is the Plank constant, m is the mass of nucleon, 1 denotes nucleon’s degrees of
freedoms such as space, spin, and isospin, Vmean is a mean field potential, and ε and ϕ
are single particle energy and wave function, respectively. As in the atomic case, this
leads to the magic numbers of proton and neutron. Within the mean field approximation,
the total wave function of a nucleus is given by a Slater determinant of occupied single
particle states. The ground state is the Fermi sea state, where states are occupied in an
order of increasing ε from the lowest. Excited states, on the other hand, are obtained by
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exciting nucleons individually. This can be done by annihilating nucleons below the Fermi
level and creating the same number of nucleons above. From the view point of the Fermi
sea, the absence of a nucleon below the Fermi sea can be regarded as the presence of a
hole. That is why an excited state in which N nucleons are promoted above the Fermi
level is called an NpNh (N -particle N -hole) configuration.
A part of Hamiltonian which is not included by the mean field approximation is often
called residual interaction. That part is responsible for correlation between nucleons.
Even when the residual interaction is taken into account, the solutions of the mean field
approximation can still be used as basis vectors. That is, the total nuclear wave function
can be expanded with various NpNh configurations since they are a complete set in the
many body Hilbert space. In practice, however, one needs to truncate the number of
configurations in the model space.
Even though the resulting nuclear wave function should in general be complicated,
one can at least imagine how it looks. Here we focus on excited states. As mentioned
above, the residual interaction mixes various configurations. As a result, the nuclear wave
function is represented by a linear combination of them. In some excited states, the wave
function may be close to a single NpNh configuration, as excited states within the mean-
field approximation. In other excited states, it may be given by a coherent superposition of
many particle-hole pairs. Here the word coherent means that the coefficients have the same
sign and various configurations contribute to the transition strength constructively. Thus,
the coupling to the ground state is strong. Such excitation modes are called collective
excitations. In contrast, the former modes are called single particle excitations. Both
modes are actually obtained with, for instance, the random phase approximation.
It is expected that the mean field approximation works well near doubly magic nuclei.
In this region, collective states have vibrational characters. These states show up at low
excitation energies as well as at high excitation energies. Doubly magic nuclei are known
to be spherical, and thus the mean field potential, which reflects the shape of a nucleus,
is also spherical.
It is known that the ground state of nuclei far from the magic numbers are deformed.
Within the mean field approximation, this is because a deformed mean field potential
leads to a lower total energy than the spherical case for a particular number of proton
and neutron. In terms of the above discussion, the ground state deformation far from the
magic numbers could be interpreted as follows. As going away from the magic numbers,
the number of nucleons in an open shell increases. Then, there should be various con-
figurations each of which has similar energies. Since those configurations can be mixed
easily, the degree of correlation for a given mean field would be large in a region far from
the magic numbers. If one can renormalize some degree to the mean field part, it would
provide a better description. This redefinition of the mean field, in some cases, leads to
transition from the spherical shape to a deformed shape.
When a nucleus is deformed, the spherical symmetry is broken and the nucleus can
rotate. This should also be called collective excitations since, as in the vibration case, it
is a motion of nucleus as a whole. A series of states, which can be interpreted as rota-
tional excitations, can be seen in excitation spectrum of deformed nuclei at low excitation
energies.
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As has been discussed so far, correlation between nucleons is responsible for collective
excitations. Thus, a fully microscopic description of collective excitations is quite demand-
ing. In studies of heavy-ion fusion reactions, phenomenological collective coordinates are














where R0 is the nuclear radius without deformation and Yλµ(Ω) is the spherical harmonics.
αλµ is the collective coordinates in this model.
For a harmonic vibration of nuclear surface around the spherical shape, the Hamilto-





with the frequency of phonon ωλ and the creation (annihilation) operator b
†
λµ (bλµ). The









with the deformation parameter βλ, which can be extracted from empirical electromag-
netic transition strengths. The eigenstate of Eq.(2.3) is given by the phonon number
representation. Note that b†λµ is a spherical tensor operator with the rank λ. From this,
one can determine the spin of excited states.
For rotational motion of a deformed rigid nucleus, the angles that designate the orien-
tation of the nucleus are the collective coordinates. In what follows, we consider the Y20
deformation for the sake of clarity. Considering the rotational band associated with the





with the rotational angular momentum ~I and the moment of inertia along the symme-
try axis J . Note that ~I contains differentiation with respect to the orientation angles.
Eq.(2.2) is a representation in the laboratory frame, which depends on the orientation
angles. To make the dependence explicit, we need to transform Eq.(2.2) to the body fixed
frame, in which the nucleus is at rest. Using the Euler angles (θ1, θ2, θ3) to designate the





(θ1, θ2, θ3)β2, (2.6)
with the Wigner D-matrix Dλµ,µ′ and the quadrupole deformation parameter β2. β2 can be
determined from empirical quadrupole moments and/or from empirical electromagnetic
transition strengths. The eigenstate of Eq.(2.5) is given by the Wigner D-matrix.
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Figure 2.1: Double differential cross sections of the 86Kr + 166Er system. The horizontal
axes are for the atomic (or the mass) number and the vertical axes are for the kinetic
energy of the outgoing nucleus. The left panel shows the experimental data, while the
right panel shows the calculation result based on the Langevin equation. The figures are
taken from Ref.[23].
In highly excited regions, it is expected that there are many NpNh states having a
similar excitation energy U . Actually, the nuclear level density, ρ, rapidly increases with
increasing excitation energy. Based on the Fermi-gas approximation, the U -dependence











with the level density parameter aLD. Throughout the nuclear chart, the level density
parameter is roughly given by aLD ∼ A/16 [22]. Thus, as is expected, ρ increases rapidly
with increasing the mass number too.
2.2 Above barrier fusion
2.2.1 Evidence of dissipation and fluctuation
As in other fields of science, studies of heavy-ion reactions have progressed with new
experimental data. Since the early 1970, it had gradually become possible to perform
heavy-ion collision experiments at above the barrier energies and to measure the energy
and the charge of outgoing nucleus. From those experiments, importance of dissipation
and fluctuation was revealed [16, 17].
An example is shown in the left panel of Fig.2.1, which shows the contour plot of the
double differential cross sections of the 86Kr + 166Er system. The initial energy in the
center of mass system is E = 464 MeV. Compared to the Coulomb barrier height, VB, it
is E/VB ' 1.9, where VB is estimated from the Aküze-Winther potential [24]. Here, we
point out two important characters extracted from these experimental data. Firstly, it is
seen that a large amount of kinetic energy is dissipated during the reaction. Compared
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to the elastic scattering peaks seen at around TKE (total kinetic energy) = 464 MeV,
scattering events with more than 200 MeV kinetic energy loss are observed. Notice that
it is comparable to the initial energy. In addition, a large width around the ridge line is
observed. Note that the ridge line in the contour plot indicates the most probable outcome
from a certain initial condition. Therefore, it is concluded that the relative energy and
the mass partition are largely fluctuated during the process.
2.2.2 Classical Langevin method
Here, let us focus on a macroscopic approach to the aforementioned damped collisions.
In this approach, one first picks up several degrees of freedom that are relevant to the
dynamics. They are called macroscopic coordinates. In nuclear collisions, for instance, a
possible set of macroscopic coordinates are the relative distance, the surface deformations,
and the mass asymmetry.
Once macroscopic coordinates are selected, equations of motion for them are con-
structed phenomenologically. In doing so, properties of the damped collisions should be
reminded. As seen in the previous subsection, the dynamics of macroscopic coordinates is
largely influenced by dissipation and fluctuation. In order to reproduce a large amount of
energy dissipation in Fig.2.1, on one hand, a damping force should appear in the equation
of motion for the relative distance. A large fluctuation in Fig.2.1, on the other hand,
cannot be reproduced only with deterministic forces. For this reason, an extension to
stochastic formulation is needed.
To take into account above considerations, nuclear physicists have employed the Langevin
equation [16, 17]. The Langevin equation was originally introduced as an alternative
method to reproduce the Einstein’s prediction about the trajectory of a Brownian par-










p(t) = − d
dq
V (q(t))− γp(t) + ξ(t).
(2.8)
In this equation, q(t), p(t), and µ are the coordinate, the momentum, and the mass of
a Brownian particle, respectively. V (q) is an external potential. The term −γp(t) is
a frictional force, which describes the energy dissipation of a Brownian particle due to
the interaction with the surrounding environment. ξ(t) is assumed to be a stochastic
process and is often called a random force. This term introduces stochastic nature to the
dynamics and thus describes the fluctuation. In an application to the Brownian motion,
ξ(t) is taken a Gaussian stochastic process satisfying the relation,
〈ξ(t)〉 = 0,
〈ξ(t)ξ(s)〉 = 2µγδ(t− s)/β,
(2.9)
with δ(t) being the delta function and β is the inverse temperature of the surrounding
environment. The second equation is often called the Einstein relation.
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A similar equation to Eq.(2.8) has been applied to the damped collisions for several
decades [16, 17, 23, 26]. In that case, q(t) is a macroscopic coordinate introduced above
and is extended to multi-dimensional in general. When simulating the collision up to the
touching point, µ is the reduced mass and V (q) is a sum of the Coulomb and a nuclear
potential (see Fig.1.1). There are several models for the friction coefficient, γ. One is the








with the nuclear potential VN [27]. The re-separation after the mono-nucleus is formed
should be considered for such a heavy system as 86Kr + 166Er, as discussed in Chap.1. In
this case, each term appeared in Eq.(2.8) should be modified. For instance, the potential
shoud take into account the shell effect of a highly deformed mono-nucleus [23, 28].
The right panel of Fig.2.1 shows the result of a Langevin simulation. The different
symbols represent different interaction times. The open circles correspond to fast events,
where the interaction time is less than 2 × 10−21 s. They are grazing collision and the
scattering before the touching point. Note that, even though the interaction time is rather
short and the mass transfer is small, a large amount of energy dissipation is observed. The
black circles correspond to slow events with the interaction time with more than 2×10−20
s, and the gray circles to intermediate events. A larger amount of energy dissipation and
mass transfer can be seen. They correspond to the re-separation after mono-nucleus is
formed and to fission after fusion.
In Ref.[23], the fastest events (the open circles) are called deep inelastic collisions
(DIC). While it was meant by scattering with a large amount of energy loss before reaching
the touching point in that paper, the definition of DIC is ambiguous from theoretical
viewpoint. In this chapter, we follow the experimental definition. That is, DIC refer to
scattering events with a large amount of energy loss (more than 20 - 30 MeV) and with
a small number of mass transfer (10 nucleons) [29]. Scattering with a smaller amount of
energy loss is in general called quasi-elastic scattering (QE).
Comparing the left and the right panels of Fig.2.1, one sees that the Langevin simu-
lation well describes the qualitative characters of the experimental data. Even quantita-
tively, the Langevin simulation provides good agreement with the experimental data [23].
As has been seen above, the Langevin equation can simulate overall nuclear reactions
at small impact parameters, including fusion reactions, in a unified way, if macroscopic
coordinates are chosen properly.
2.3 Sub-barrier fusion
2.3.1 Single barrier penetration model
Now let us look over previous studies of sub-barrier fusion reactions. At first, it should be
noted that quantum effects play a central role in this energy region since the penetration of
the Coulomb barrier takes place only through quantum tunneling as discussed in Chap.1.
Thus, a method based on classical mechanics, such as the Langevin equation discussed in
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the previous section, is inapplicable. One needs to employ a quantum mechanical model
instead.
In the simplest treatment, the colliding nuclei are assumed to be structure-less point
particles. Let us begin with formulating this simple problem. It is a three-dimensional
scattering problem and is discussed in details in Ref.[30] and in Appendix A.3.1. Denoting
the relative coordinate and the momentum by ~R and ~P , respectively, the free Hamiltonian









with the reduced mass µ, R =
√
~R2, the atomic number of the projectile and the target
nucleus ZP and ZT , and the elementary charge e. The nuclear potential is treated as the
interaction part. Assuming the spherical symmetry, the total wave function, |Ψ~k(E)〉 with
the wave number of the asymptotic plane wave ~k satisfying E = ~2~k2/2µ, is expanded




|ΨL(E)〉 |L,M〉Y ∗L,M(~̂k), (2.12)
where |L,M〉 and YL,M are spherical harmonics. In the asymptotic region where nuclear
potential vanishes, the radial wave function, uL(R,E) ≡ R 〈R|ΨL(E)〉, behaves as (see
Eq.(A.84))
uL(R,E) ∝ SL(E)ei(kR−Lπ/2−ηk ln 2kR+σL) − e−i(kR−Lπ/2−ηk ln 2kR+σL), (2.13)
with the S matrix SL(E), the Coulomb phase shift σL, and the Sommerfeld parameter
ηk = ZPZT e
















uL(R,E) = 0. (2.14)
As discussed in Chap.1, fusion reactions take place once the colliding nuclei come to the
contact point. This situation can be described with the ingoing wave boundary condition
[31]. It imposes a condition that there is only the ingoing wave inside the Coulomb barrier.
























A similar result can be obtained, down to a certain value of the penetrability, with the
Woods-Saxon form of imaginary potential whose radius and diffuseness parameters are
taken small [32].
Integrating Eq.(2.14) with the boundary condition Eq.(2.15) outward to the asymp-
totic region and matching the solution with Eq.(2.13), one obtains the S matrix. From
the S matrix so obtained, fusion cross sections, σfus(E), can be evaluated as absorption











At this point, we briefly mention the Wong formula [37], which gives an analytic
expression of fusion cross sections. In its derivation, the Coulomb barrier, whose height
is VB and position is RB, is approximated by an inverted oscillator potential with the
frequency ωB. Replacing the sum over angular momentum in Eq.(2.17) by the integral,













This expression reproduces the aforementioned calculation results especially for heavy
systems [33].
The single barrier penetration model was applied in the early stage of sub-barrier fu-
sion studies. While it reproduces experimental data in light systems well, such as the 12C
+ 10B system [34], it has turned out that the calculation result largely underestimates
experimental fusion cross sections in heavy systems, such as the 16O + 154Sm system [35].
One may think that the disagreement originates from the ambiguity of the nuclear poten-
tial. To clear this point, the authors of Ref.[36] invented the potential inversion method,
in which the potential is derived from the experimental fusion cross sections based on the
WKB approximation. For light systems, on one hand, the inverted potentials were found
to have a similar form to phenomenologically determined nuclear potentials. For heavier
systems where the underestimation of fusion cross sections is seen, on the other hand,
the inverted potentials were found to become a divalent function of R. This unphysi-
cal behavior suggested that there is something missing in the single barrier penetration
model.
2.3.2 Role of low-lying collective excitations
The failure of the single barrier penetration model is attributed to the neglect of low-
lying collective excitations [14]. They are likely to affect fusion cross sections, as is
inferred from the following qualitative discussions. Firstly, the low-lying collective states
are strongly coupled to the ground state, and thus the transition to those states is expected
to be significant. Note that a strong influence of low-lying collective excitations on direct
reactions had been investigated much earlier [38]. Secondly, it has a large impact on
the height of the Coulomb barrier since it is a motion of nucleus as a whole. This can
be nicely illustrated when a deformed nucleus is involved in the colliding nuclei. Fig.2.2
20
Figure 2.2: An illustration of the dependence of the Coulomb barrier height on the ori-
entation of a prolately deformed nucleus. The blue dashed line (the red solid line) shows
the Coulomb barrier when the major axis is perpendicular (parallel) to the relative coor-
dinate vector, while the black dashed line shows the barrier expected when deformation
is neglected. The figure of the barrier is taken from Ref.[14].
shows the dependence of the barrier height on the orientation of a deformed nucleus.
When the major axis of the deformed nucleus is parallel to the relative coordinate vector
(the red solid curve), the colliding nuclei start feeling the attractive nuclear potential
farther than the spherical case. Since the Coulomb repulsion is weaker at that point, the
Coulomb barrier is lowered in this configuration. When the major axis is perpendicular
to the relative coordinate vector (the blue solid curve), on the other hand, the nuclear
potential is felt only at smaller distances, which results in the higher Coulomb barrier.
This dynamical effects on the barrier height affect fusion cross sections considerably since
the tunneling probability is very sensitive to the barrier height at sub-barrier energies.
The same is true for vibrational excitations.
2.3.3 Quantum coupled-channels method
It is concluded in the previous subsection that one needs to incorporate low-lying collective
excitations into fusion calculations. This is a three-dimensional scattering problem with
internal states and is formulated in Appendix A.3.1. One difference from the single
barrier penetration model is that the radial wave function is now a multi-dimensional
vector. Another difference is that the conserved angular momentum is in general a sum
of the orbital and the nuclear spin, not the orbital angular momentum only.
Since correlation between nucleons play a crucial role in collective excitations, unam-
biguous microscopic description is quite demanding. For this reason, reaction calculations
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have incorporated low-lying collective excitations by means of a macroscopic model. We
here consider Eq.(2.2). For the sake of clarity, let us consider only the target nucleus
exhibits collective excitations while the projectile is inert. Denoting the radius of the pro-
jectile and the target by RP and RT , respectively, we write down the radius dependence
of the nuclear potential explicitly as VN(R)→ VN(R − RP − RT ). Collective excitations






with the collective coordinate of the target αλ,µ. The Coulomb coupling should also be
considered, but we neglect it here for simplicity.










ᾱ(E)〉 |ᾱ; J,MJ〉Y ∗L′,M ′L(
~̂k). (2.19)
In this equation, ᾱ designates the internal state as ᾱ = (α0, I,MI , L) with (I,MI) being
the internal spin of the target nucleus, α0 denoting other degrees of freedom (this is
not necessary for rotational excitations), and L being the orbital angular momentum.




CJ,MJL,ML;I,MI |L,ML〉 |α0, I,MI〉 , (2.20)
with the Clebsch-Gordan coefficient C. The radial wave function in Eq.(2.19), uJᾱ(R,E) ≡


























with εα being the excitation energy of the state ᾱ. The equation is derived based on the
conservation of the total angular momentum.
When the internal spin is involved, the dimension rapidly increases due to various
ways of angular momentum coupling in the final state. To reduce the numerical cost,
the iso-centrifugal approximation is often employed [39]. In this approximation, L in the
































αλ,0))|β0, I ′, 0〉 ūJβ0,I′(R,E).
(2.22)
While this approximation largely reduces the numerical cost, it works well in the scattering
system with a large reduced mass [39].
22
Solving Eq.(2.22) with the ingoing wave boundary condition, fusion cross sections can
be calculated as absorption cross sections using Eq.(A.96). Note that one can deal with
the coupling in Eq.(2.22) by changing the basis to the one in which αλ,0 is diagonalized
[14]. For practical calculations, the computer code CCFULL has been widely used [40].
The coupled-channels method is very powerful, but sometimes it is difficult to inter-
pret the results intuitively. Fortunately, it becomes transparent to us when the internal
excitation energies are small. The smaller excitation energies correspond to the slower
time scale of the internal state. If the time scale of the internal motion is much slower than
that of tunneling, it is reasonable to assume that the internal state is frozen during the
tunneling process. From the standpoint of the internal state, it can be said that quantum
tunneling occurs suddenly. Therefore, the limit of vanishing excitation energies are called
sudden tunneling limit. It is known that this limit works well for rotational excitations of
heavy deformed nuclei owing to their small excitation energies. In this case, the sudden




d(cos θ)σSB(E; θ), (2.23)
where σSB(E; θ) is fusion cross section from the single barrier penetration model for a
fixed orientation θ (see Fig.2.2). This expression is consistent with the above argument
about the time scale.
The left panel of Fig.2.3 shows comparison of the calculated fusion cross sections with
the experimental data for the 16O+154Sm system. It is found that the large enhancement
observed at sub-barrier energies can well be accounted for by including the low-lying
collective excitations of the target nucleus, 154Sm. The reason of the enhancement is the
dynamical lowering of the Coulomb barrier during tunneling shown in Fig.2.2.
To see the energy dependence at near-barrier energies more clearly, the fusion barrier



















In the classical limit (~ → 0), this is reduced to a delta functional distribution at the
barrier top energy, Dfus(E) = πR
2
Bδ(E − VB).
The red solid line in the right panel of Fig.2.3 shows the fusion barrier distribution
obtained with the red solid line in the left panel. Unlike the barrier distribution from the
Wong formula, Eq.(2.25), it has an asymmetric structure. The blue dashed lines indicate
contributions from various orientations of 154Sm, and one finds that the structure of the
barrier distribution reflects the structure of the target.
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Figure 2.3: (The left panel) Comparison of the calculated fusion cross sections with the
experimental data for the 16O+154Sm system. The black filled circles show experimental
data. The blue dashed line shows the result of the single barrier penetration model, while
the red solid line shows the result taking into account the rotational excitations of 154Sm
by Eq.(2.23). (The right panel) The fusion barrier distribution calculated with Eq.(2.24)
for the same system. The red solid line is obtained from the line with the same color in
the left panel. The blue dashed lines show contributions from various orientations (see
Ref.[14] for more details). Ec.m. is the incident energy in the center of mass frame (denoted
by E in this thesis) and Vb is the barrier height (denoted by VB in this thesis). The figures
are taken from Ref.[14].
2.3.4 Role of nucleon transfer reactions
It is possible for nucleons to be transferred from one nucleus to the other in the approach-
ing phase. It is another important structural effect in fusion reactions. One thing peculiar
to nucleon transfer is the positiveness of the Q-value. Since the colliding nuclei are in
the lowest energy state initially, inelastic excitations always lead to the conversion of the
kinetic energy into the internal energy. On the other hand, the Q-value of transfer can
be both negative and positive, in the latter of which the internal energy fuels the kinetic
energy. Comparing with experimental data, the authors of Ref.[42] discussed that it leads
to an enhancement of sub-barrier fusion cross sections. More systematic studies were
carried out in Ref.[43] and a strong correlation between the likelihood of neutron transfer
and the enhancement of sub-barrier fusion cross sections was found.
Theoretical description of transfer is more demanding than that of excitations. One
of the reasons is that the relative coordinates are different in the initial and in the final
states since the centers of mass of each nucleus change after nucleons being transferred.
This recoil effect results in the momentum dependence of the form factor [44]. Formal
description of reactions with transfer is called the coupled-reaction channels (CRC). In
many studies of fusion reactions, on the other hand, transfer is treated phenomenolog-
ically in the conventional framework of the coupled-channels method. Even though, it
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Figure 2.4: Fusion cross sections down to deep sub-barrier energies for the 64Ni+64Ni
system. The black circles show experimental data. The lines show calculation results,
where the dotted line is based on the single barrier penetration model, the dashed and
the dashed-dotted lines are based on the coupled-channel method with different potential,
and the red solid line is based on the adiabatic model (see the text). The arrow indicates
the energy at which the tunneling exit corresponds to the touching radius. Ec.m. is the
incident energy in the center of mass frame (denoted by E in this thesis). The figure is
taken from Ref.[56].
has repeatedly succeeded in describing sub-barrier fusion enhancement and transfer cross
sections simultaneously [45, 46].
2.3.5 Deep sub-barrier hindrance
While the quantum coupled channels method succeeded very well in capturing the dynam-
ics of the sub-barrier fusion enhancement, an anomalous behavior was observed at very
low or at deep sub-barrier energies. That is, fusion cross sections fall off more sharply
than the prediction by the conventional coupled-channels method [47]. In Fig.2.4, we
show fusion cross sections for the 64Ni+64Ni system down to deep sub-barrier energies.
The coupled-channels calculations (the dashed and the dashed-dotted lines) well describe
the experimental data slightly below the barrier energies, where fusion cross sections start
to drop exponentially. However, the experimental data show an abrupt decrease at even
lower energies. This anomalous behavior is now called deep sub-barrier hindrance.
Since its discovery, the deep sub-barrier hindrance has been observed in various sys-
tems. It has been by now recognized as one of universal characters at deep sub-barrier
energies [15, 48]. Recently, the hindrance at deep sub-barrier energies was also observed
in light systems as 12C + 24Mg [49]. Note that fusion cross sections in such light systems
at very low energies are important to understand the early stage of the stellar evolution,
and thus this unexpected behavior may have a large impact on the current astrophysical
25
model.
Theoretical understanding of the hindrance phenomenon started from Ref.[50]. It was
discussed that fusion cross sections at deep sub-barrier energies are sensitive to the inner
part of the Coulomb barrier and the shallower potential results in the sudden falloff as
seen in the experiment. The nuclear potential can be estimated by folding the effective
nucleon-nucleon interaction with the density of the projectile and the target nuclei. It is
known that the resulting nuclear potential can be well parameterized with the Woods-
Saxon potential [51]. However, this way of determining nuclear potential is based on
the frozen density approximation, and it may not be good inside the barrier where the
overlap between the colliding nuclei is large. To take into account the dynamics after
the overlap, the authors of Refs.[52, 53] added a delta functional repulsive force in the
double-folding procedure. Assuming that the density is twice as high as the saturation
density after the complete overlap, the strength of the repulsive force is determined to
reproduce the energy increase of nuclear matter due to the larger density. The resulting
total potential is shallower inside the Coulomb barrier, while it is not affected outside the
barrier. The quantum coupled-channels have been carried out with this potential and the
deep sub-barrier hindrance is well reproduced in a wide variety of systems.
The dynamics after the overlap depends on how fast the reaction proceeds. From this
viewpoint, the above model is based on the sudden picture since the density is assumed
to be doubled. On the other hand, a model based on the adiabatic picture has also suc-
cessfully been applied. In Ref.[54], the authors found the strong correlation between the
onset energy of the hindrance and the energy at which the tunneling exit corresponds to
the touching radius (the arrow in Fig.2.4). After the colliding nuclei touch and the neck
is formed, the energy levels are expected to be very different from those when they are
isolated. It was found in Ref.[55] that the coupling strength to the low-lying vibrational
state gradually damps with decreasing relative distances. This was implemented by intro-
ducing a damping factor to the non-diagonal coupling matrix and has successfully been
applied to various systems (see the red solid line in Fig.2.4) [56].
The models based on the sudden picture and the adiabatic picture both succeeded in
describing the hindrance phenomenon. Although they are based on very different phys-
ical assumptions, they both result in the thicker Coulomb barrier than the conventional
Woods-Saxon potential. At present, it has not yet been settled which model captures the
nature better.
2.4 Toward a unified description of heavy-ion fusion
reactions
2.4.1 Inconsistency in the current model
As discussed in the previous sections, the current model of fusion reactions are based on
different physics depending on the initial energy. When the initial energy is above the
Coulomb barrier, importance of dissipation and fluctuation has been found experimen-
tally. In order to describe them, the classical Langevin method has been developed and
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Figure 2.5: Comparison of calculated fusion cross sections with the experimental data for
the 16O+208Pb system. The left panel shows fusion cross sections at above barrier energies,
while the right panel shows the logarithmic derivative, d(ln(Eσfus))/dE, down to deep sub-
barrier energies. The points are experimental data, while the lines are calculation results
with various diffuseness parameters as labeled. In the horizontal axis, B = 74.5 MeV is
the barrier height (denoted by VB in this thesis). The figures are taken from Ref.[58].
has successfully been applied to fusion reactions as well as the other damped collisions.
When the initial energy is below the Coulomb barrier, on the other hand, a quantum me-
chanical approach should be considered since the penetration of the Coulomb barrier takes
place only through quantum tunneling in this energy region. Previous studies show that
couplings to low-lying collective channels and nucleon transfer channels play an important
role in sub-barrier fusion reactions. Quantum mechanical treatment with those structural
effects has successfully been achieved by means of the quantum coupled-channels method.
However, one faces a problem when trying to achieve a unified description of fusion
reactions from sub-barrier to above barrier energies. Firstly, the classical Langevin method
is based on classical mechanics and is not applicable to sub-barrier fusion reactions. The
quantum coupled-channels method, on the other hand, can be applied to above barrier
fusion reactions. However, it was pointed out in Ref.[57] that theoretical calculations
tend to overestimate experimental fusion cross sections at above barrier energies. This
tendency becomes more significant in the larger ZP × ZT systems.
An example of the overestimation of fusion cross sections at above barrier energies is
shown in the left panel of Fig.2.5. The black thin solid line shows the conventional coupled-
channels result, and it overestimates the experimental data (the black diamonds). In this
calculation, the nuclear potential is assumed to be of the Woods-Saxon form,
VN(R) = −
V0
1 + exp((R−RV )/a)
. (2.26)
In the black thin solid line, the diffuseness parameter is set a = 0.66 fm as labeled. The
Aküze-Winther nuclear potential [24] gives almost the same value, in which the value of a
is determined to reproduce the elastic scattering cross sections. Here, it should be noted
that the elastic scattering probes the outer part of the nuclear potential. In the region of
R  RV , the Woods-Saxon potential behaves as VN ∼ V0eRV /ae−R/a, which means that
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the R-dependence is determined only by a. Therefore, the elastic scattering cross sections
are sensitive to a, while V0 and RV can be chosen arbitrarily as far as the value V0e
RV /a
is fixed.
The calculation results with various a are shown in the left panel of Fig.2.5. When
varying a, V0 = 300 MeV is fixed and RV is set so that the same barrier height is obtained.
As seen in the left panel of Fig.2.5, a = 1.18 fm gives a nice description of the above
barrier fusion cross sections. This value largely deviates from the one employed in the
elastic scattering analysis. The inconsistency is known as surface diffuseness anomaly. It
should be mentioned that the double-folding approach leads to the diffuseness parameter
which is consistent with the elastic scattering analysis [51, 59].
Keeping in mind the success of the classical Langevin method at above barrier energies,
a probable reason of the discrepancy is a lack of energy dissipation [51, 57, 59]. Since the
quantum coupled-channels method has taken into account only a few low-lying states,
it does not describe the large dissipation observed in this energy range. On the other
hand, dissipation hinders the transmission rate of the Coulomb barrier. Thus, a lack of
dissipation should lead to an overestimation of experimental fusion cross sections.
This situation can be put in the following way. Conventionally, the absorption cross
sections, σabs, calculated by Eq.(A.88) are deemed fusion cross sections, σabs = σfus.
However, if an employed model does not take into account energy dissipation, that means
that the DIC components, σDIC, are also treated by absorption. Therefore, the absorption
cross sections to be calculated should be reinterpreted as a sum of fusion and DIC cross
sections, σabs = σfus +σDIC, not as fusion cross sections. The neglect of σDIC results in the
discrepancy mentioned above. It was shown in Ref.[29, 60] that the total reaction cross
sections for the 58Ni+124Sn system including the DIC components can well be described
with the same nuclear potential as the one used in the elastic scattering analysis. This
supports the above discussions.
As discussed in Sec.2.3.5, the coupled-channels method with the conventional Woods-
Saxon potential fails to describe the hindrance at deep sub-barrier energies. To see this
clearly, the right panel of Fig.2.5 shows the logarithmic derivative, d(ln(Eσfus))/dE. Be-
low E − VB ' −2 MeV, the calculation with a = 0.66 fm (the black thin solid line)
underestimates the experimental data. On the other hand, the calculation with a = 1.65
fm (the black thick solid line) is in good agreement with the experimental data. Thus,
the surface diffuseness anomaly is also seen at deep sub-barrier energies.
Successful theoretical models for fusion reactions in the deep sub-barrier region have
been presented in Sec.2.3.5. We should mention that the shallow potential leads also to
smaller fusion cross sections at above barrier energies since the potential pocket inside
the barrier vanishes at smaller angular momentum. This may explain the inconsistency
discussed above [53]. For the 16O + 208Pb system, a calculation with the shallow potential
was carried out in Ref.[61]. It resulted in underestimation of above barrier fusion cross
sections and an additional short-range imaginary potential had to be added to reproduce
the data. The authors discussed the difficulty at above barrier energies partially due to
the onset of the energy and the angular momentum dissipation, which are unlikely to not
have any effects on the fusion dynamics.
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2.4.2 Our strategy
Based on these backgrounds, our strategy to achieve a unified description of fusion reac-
tions from sub-barrier energies to above barrier energies is to incorporate dissipation and
fluctuation into the quantum coupled-channels method. On one hand, it should be able
to simulate the DIC at above barrier energies explicitly as the classical Langevin method.
Then, the breakdown of absorption cross sections into DIC cross sections and fusion cross
sections discussed in the previous subsection can be described. On the other hand, it can
describe quantum tunneling with important structural effects at sub-barrier energies as
the quantum coupled-channels method.
Note that such model helps to deepen our understanding of the current approaches.
Although the classical Langevin equation has been applied at above barrier energies, it has
not been settled whether quantum effects play a role there or not. For its investigation,
a quantum mechanical extension of the Langevin equation is necessary, which is one
of the main topic in this thesis. Concurrently, dissipation and fluctuation have been
neglected in the analysis of sub-barrier fusion reactions, while their effects have not been
well understood. It is a quantum tunneling problem in the presence of complex excitations
and has been discussed in various branches of physics (see Sec.5.1). We mention here that
the deep sub-barrier hindrance was attributed to dissipation effects in Refs.[58, 62].
Regarding the energy dissipation at sub-barrier energies, cross sections for DIC were
measured in Ref.[29] for the 58Ni+112Sn and for the 58Ni+124Sn systems from sub-barrier
energies to above barrier energies. Events with the total kinetic energy loss larger than 20
MeV and with a small mass transfer are assigned as DIC. While QE is the most dominant
reaction mode at sub-barrier energies, DIC were also found to be important. DIC cross
sections exhaust about 10% of the total reaction cross sections, which are comparable to
fusion cross sections. DIC cross sections at sub-barrier energies were also measured for the
58Ni+124Xe and for the 64Ni+136Xe systems in Ref.[63]. Similarly, the experiment showed
a non-negligible size of DIC cross sections even at sub-barrier energies. To simulate fusion
reactions of those systems, dissipative quantum tunneling should seriously be considered.
When a large amount of kinetic energy is lost, outgoing nuclei are highly excited. In
other words, densely distributed states at high excitation energies are populated. Previous
works have repeatedly shown that, at energies near the Coulomb barrier, such complex in-
ternal excitations are associated with multi-nucleon transfer. In Ref.[64], transition from
QE to DIC was analyzed for the 46,48,50Ti + 208Pb systems at slightly above barrier ener-
gies. While QE and DIC coexist, it was found that DIC components are more significant
when many nucleons are transferred. The similar conclusion was found in more recent
studies at sub-barrier energies [65, 66, 67].
While the collective states and the nucleon transfer to low-lying states can explicitly
be incorporated in the coupled-channels formalism, it is hopeless to take into account all
levels in the highly excited regions, where they are densely distributed. Facing this prob-
lem, let us concentrate on effects of those states on the reaction dynamics. As discussed in
Sec.2.3.2, the low-lying collective excitations change the barrier height dynamically due
to a macroscopic variation of the density distribution. We have discussed in Sec.2.3.4
that nucleon transfers can fuel the incident energy when the transfer Q-value is posi-
tive. In these cases, individual states have an impact on the reaction dynamics. On the
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other hand, it seems unlikely that densely distributed states at high excitation energies
individually affect the dynamics. For instance, in Ref.[63], structure dependence was not
observed in deep inelastic cross sections even at sub-barrier energies. Even though they
are insignificant individually, they have a large impact as a source of dissipation and
fluctuation according to the discussions so far. Because it is difficult to treat a bunch of
excitations, our strategy is to simulate their impacts by introducing friction and stochastic
nature in our formulation.
At this point, we emphasize that this thesis explores a macroscopic model of heavy-
ion reactions. In this model, we first extract important ingredients of a phenomenon and
then construct a theory based on them. In the conventional coupled-channels approach,
the ingredients are the relative distance, the low-lying collective states, and the nucleon
transfer to levels near the ground state. We are going to add dissipation and fluctuation
to the list in this thesis. These ingredients are normally characterized by macroscopic
quantities, as the low-lying collective states are characterized by the deformation param-
eter of a nucleus. In terms of the Langevin equation, dissipation and fluctuation are
characterized by friction coefficient and stochastic nature of a random force. They should
be determined from nuclear structure information.
In closing this section, we briefly mention microscopic models, where relevant degrees
of freedom are those of nucleons. Here we use the term model since they are still based
on some approximations. The time-dependent mean field approximation is often used
in analyses of nuclear reactions [68]. One of the major drawbacks of such approach
in studies of fusion reactions is a lack of quantum tunneling. There have been many
promising attempts toward going beyond the mean field approximation, such as inclusion
of one-body fluctuation [69], introduction of stochastic variables [70], and restoration of
quantum fluctuation by superposing various Slater determinants [71]. Even though they





In the previous chapter, we have discussed that a quantum mechanical model of dissipation
and fluctuation is necessary for a unified description of fusion reactions. In this chapter, we
introduce a desired model and explore its properties for later discussions. We outline basic
ideas and introduce a viewpoint of open quantum systems in Sec.3.1. After introducing
open quantum systems, we present convenient mathematical tools for their investigations
in Sec.3.2. Finally in Sec. 3.3, we introduce a practical model and explore its properties.
3.1 Introduction to open quantum systems
To construct a quantum mechanical model of dissipation and fluctuation, we follow the
previous works. As discussed in Sec.2.2.2, the Langevin equation has been employed to
describe the damped nuclear collisions, including fusion reactions. It is based on classical
mechanics, and thus we need to extend it to quantum mechanics for our purpose. However,
it is not as easy as it sounds. The Langevin equation is a phenomenologically introduced
equation. That is, a frictional force and a random force are added to the classical equation
of motion by hand. Quantum mechanics, on the other hand, is based on Hamiltonian or
equivalently Lagrangian, not on the equation of motion. Therefore, the same prescription
cannot be applied.
Facing this problem, let us recall physics behind the Langevin equation. It was orig-
inally introduced to simulate the Brownian motion of a small particle on a solvent. The
situation can be illustrated in Fig.3.1. The motion of the small particle is influenced
by constant collisions with the solvent molecules. These collisions cause the irreversible
energy loss and the fluctuated trajectory. In the Langevin equation, they are phenomeno-
logically described by a frictional force and a random force, respectively.
The above clarification guides us to dividing the total Hamiltonian into the following
three parts. The first part is the Hamiltonian for the system of interest, HS. It determines
the motion of the small particle in the above example. The second part is that for
the surrounding environment, HB. In the above example, it corresponds to the solvent
molecules. The third part is that for the interaction between the first two parts, HI .
In the case of the Brownian motion, it describes how the small particle and the solvent
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Figure 3.1: An illustration of the Brownian motion. The total Hamiltonian is composed
of the system of interest (HS), the bath (HB), and the interaction between them (HI).
molecules collide. Thus, let us write the total Hamiltonian as follows [72, 73].
Htot = HS +HB +HI . (3.1)
This is the starting point of our quantum mechanical model of dissipation and fluctuation.
In what follows, the environment is called the bath when it is in thermal equilibrium.
What is peculiar to Eq.(3.1) is the explicit treatment of environment. A frictional force
and a random force are not fundamental forces in nature, but they arise as a result of
complex interactions with surrounding environment. Therefore, we can no longer neglect
those degrees of freedom here. In other words, we need to regard the system of interest
as an open system or an open quantum system if quantum effects are important. In
this thesis, we propose to treat the damped nuclear collisions as a special type of open
quantum systems.
In closing this section, we briefly mention a simpler pathway to a desired model.
As discussed above, a frictional force and a random force in the Langevin equation are
phenomenologically introduced by hand, and thus extending it to quantum mechanics is
not straightforward. Here, one might suggest modifying the system Hamiltonian, HS →
H ′S, so that the equation of motion for a new Hamiltonian includes those phenomenological
forces. For instance, such modification can be done for a random force, ξ(t), merely by
adding a qξ(t) term to the original system Hamiltonian, H ′S = HS +qξ(t) with the system
coordinate q. On the other hand, it is not easy for a frictional force. Actually, it has
been known that no Hamiltonian can generate a force proportional to the momentum in
a straightforward manner [74]. Although there are some tricks to generate a frictional
force, it is done at the expense of some physical properties such as the linearity of the
Schödinger equation [75]. For this reason, we do not take this approach in this thesis
even though it is much less demanding numerically. Dissipation and fluctuation arise as
a consequence of interactions with complex environment and Eq.(3.1) reflects the very
nature of these dynamical effects.
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3.2 Methodologies
3.2.1 Reduced density operator
A suitable representation of open quantum systems is the density operator. Denoting








Here, let us introduce the density operator in the system space, ρS(t). It is defined by
ρS(t) = TrBρtot(t), (3.3)
where TrB denotes the trace operation over the bath degrees of freedom. This is called
the reduced density operator (of the system).
This is a central quantity as far as the system space is concerned, because the expec-
tation value of a system operator, OS, can be computed only with ρS(t),
〈OS〉 = Trtot[OSρtot(t)] = TrS[OSTrBρtot(t)] = TrS[OSρS(t)], (3.4)
where Trtot and TrS denote the trace operation over the total and the system degrees
of freedom, respectively. Therefore, one does not necessarily have to follow the time
evolution of the total density operator to investigate the system.










TrB {[HI , ρtot(t)]} . (3.5)
Note that the equation is not closed with respect to ρS(t) due to the system-bath interac-
tion. Nonetheless, there are several methods to explore the time evolution of ρS(t), such
as the projection method [73, 76]. One of powerful tools is the influence functional, which
is discussed in the next subsection.
3.2.2 Influence functional
For a better understanding of the time evolution of ρS(t), Eq.(3.5), here we discuss the
influence functional method. It was originally introduced in the path integral formulation
by Feynman and Vernon [77]. Although the operator formulation is also possible [78], we
follow up the path integral concerning the following two advantages. Firstly, it is easier
to handle since the path integral deals with c−numbers. Secondly, the classical limit can
be easily taken in the path integral formulation. This is important for our purposes. The
operator formulation is especially convenient in discussing the classical Liouville equation
simultaneously [76].
In what follows, we use q and x for the system and the bath coordinates, respectively.
Denoting the eigenstates of the coordinates as |q, x〉 ≡ |q〉 |x〉, we employ the following
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notation of the path integral,







The endpoints of the path integral are given by Q(0) = qc, Q(t) = qa, X(0) = xc, and
X(t) = xa. In this equation, Stot[Q,X, t] is the action of the total Hamiltonian, Eq.(3.1),
which is decomposed into each part as Stot = SS + SB + SI with the obvious notations.
We assume the factorized initial condition, ρtot(t = 0) = ρS(t = 0)⊗ ρB. Then in the
path integral formulation, the time evolution of the reduced density matrix reads
ρS(qf , q
′





dq′i J(qf , q
′




i, t = 0), (3.7)
with the propagator J ,
J(qf , q
′








D[Q′] ei(SS [Q,t]−SS [Q
′,t])/~F [Q,Q′, t]. (3.8)
In this equation, F [Q,Q′, t] is called the Feynman-Vernon influence [77]. It is defined by












D[X] ei(SB [X,t]+SI [Q,X,t])/~
∫ (x,t)
(x′i,0)




Note that the influence functional is a functional of Q and Q′, that is, it depends on the
paths Q(s) and Q′(s) for 0 5 s 5 t. Sometimes, the path corresponding to Q(s) (Q′(s))
is called the forward (the backward) path [79].
As can be seen from Eqs.(3.7) and (3.8), the whole bath dependence is contained in
the influence functional, as was emphasized in Ref.[77]. Hence, the time evolution of the
reduced density matrix of two systems coincides if their influence functionals are the same.
In closing this section, we present two properties of the influence functional, that can
be derived directly from the definition Eq.(3.9). If the bath is composed of independent
multiple modes labeled by i and if ρB is separable as ρB =
∏
i ρB,i, the influence functional
is also separable,




In addition, specifying the arguments of the interaction Hamiltonian as HI = HI(q, x),
the influence functional can be represented in the operator form























Now let us introduce a quantum mechanical model of dissipation and fluctuation. Through-
out this thesis, we consider a system linearly coupled to a harmonic oscillator bath, which
is often referred to as the Caldeira-Leggett model [80, 81]. The total Hamiltonian reads





















≡ HS +HB +HI .
(3.13)
The coordinate and the momentum for the system of interest are denoted by q and p,
respectively, and HS(q, p) is Hamiltonian for the system. xi, pi, mi, and ωi are the
coordinate, momentum, mass, and frequency of the i-th oscillator, respectively. In the
definition of HB, we have subtracted the zero point energy. The third term on the right
hand side of Eq.(3.13) is the interaction Hamiltonian, where ci is the strength of the
interaction with the i-th oscillator and h(q), which is assumed to be real in the following,
is the interaction form factor. We have here assumed that the interaction is separable
between the system and the bath degrees of freedom.






















where the dagger denotes the hermitian conjugate. These operators satisfy the boson
commutation relations, [ai, aj] = 0 and [ai, a
†
j] = δi,j with the Kronecker delta δi,j, and we
use the term phonon to call these quanta. Using these operators, the total Hamiltonian
Eq.(3.13) reads









with di = ci
√
~/2miωi.
In Eq.(3.13), we have written as if the oscillators are distributed discretely for the sake
of convenience. Yet, one can consider continuously distributed oscillators in practice. This
is important in describing irreversible energy loss [77].
3.3.2 Influence functional
Here, let us focus on the time evolution of the reduced density matrix with the Caldeira-
Legget model Hamiltonian, Eq.(3.15). As discussed in Sec.3.2.2, it can be represented with
the influence functional, given that the initial condition is separable. In what follows, we
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consider a case where the collection of harmonic oscillators is thermally equilibrated at
initial time, that is, ρB = exp(−βHB)/TrB exp(−βHB) with an inverse temperature β.
Since each oscillator mode is independent (see Eq.(3.15)), one can utilize the relation
Eq.(3.10) to evaluate the influence functional. The path integral part is nothing but a
forced harmonic oscillator which can be evaluated exactly [82]. From these considerations,
one finds the analytic form of the influence functional,













h±(t) = h(Q(t))± h(Q′(t)). (3.17)




















d2i δ(ω − ωi). (3.19)
With J(ω) being a continuous function of ω, one can consider a harmonic oscillator bath
which has a continuous distribution.
It is worth mentioning that the parameters of the oscillator bath, ωi and di, appear
only in the spectral density. As is discussed in Sec.3.2.2, the influence functional contains
all the influences of the bath to the system’s dynamics. Therefore, as far as the system is
concerned, only a combination of the bath parameters given by Eq.(3.19) is relevant, not
their every detail.
3.3.3 Cumulant expansion
To understand the generality of the influence functional Eq.(3.16), let us temporary con-
sider an arbitrary bath interacting with the system of interest. The system-bath interac-
tion is assumed to be separable as
HI = λh(q)F, (3.20)
with λ being the coupling constant and F is an hermitian bath operator. For later purpose,
we rewrite the total Hamiltonian as
Htot = (HS(q, p) + λh(q)TrB [FρB]) +HB + λh(q)(F − TrB [FρB])
≡ H ′S(q, p) +HB(x, π) + λh(q)∆F.
(3.21)
with ∆F ≡ F − TrB [FρB].
Although it is in general difficult to evaluate the influence functional exactly, one can
still find an approximate form. If the system-bath interaction is weak, for instance, one
can apply the cumulant expansion. In Ref.[83], the authors called it the weak coupling
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approximation. We first note that the operator form of the influence functional, Eq.(3.11),
is expanded with the Hamiltonian Eq.(3.21) as



























T ′[∆F I(t′1) . . .∆F
I(t′n)]T [∆F





where T ′ is the anti time-ordered operator. The cumulant expansion is an expansion
of lnF with respect to the coupling constant λ. Here, we consider the second order
expansion. With simple calculus, one finds





















































respectively. If ρB commutes with the bath Hamiltonian, [ρB, HB] = 0, this is further
simplified as,
C1(t) = C1(0) = 0,






Note that the thermal equilibrium state satisfies the condition.
What does one obtain if the aforementioned approximation is applied to the Caldeira-
Leggett model, Eq.(3.15) ? The Caldeira-Legget model reads F =
∑
i di(ai + a
†
i ) in
Eq.(3.21). With the thermal equilibrium state, one finds TrB [FρB] = 0. From the
relations F I(t) =
∑
i di(ai exp(−iωt) + a
†
i exp(iωt)), TrB [aiρB] = TrB[aiajρB] = 0, and
TrB[a
†
iajρB] = δi,j[exp(β~ωi) − 1]−1, one obtains C2(t) = ~L(t) with L(t) defined by
Eq.(3.18). This is nothing but the exact influence functional, Eq.(3.16), and thus the
second order cumulant expansion is exact for the Caldeira-Leggett model.
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To understand the reason for this, let us once again look at the operator form of the
influence functional Eq.(3.11). With a bath operator OB, TrB[OBρB] is the expectation
value ofOB. In the Caldeira-Leggett model, the interaction picture of the coordinate reads
xI(t) = xi cos(ωit) + pi/miωi sin(ωit), and thus H
I
I (t) is linear to xi and pi. Therefore,
leaving aside the time-ordered product and the quantum non-commutable nature, the
influence functional for the Caldeira-Leggett model takes, in the notation of probability
theory, the form of ∼ E[eiλX ] with E[X] being expectation value of a random variable
X. This is nothing but the characteristic function in probability theory. This allows one
to regard the influence functional for the Caldeira- Leggett model as the characteristic
function for the probability density function ρB. From this point of view, lnF is the
cumulant generating function and Eq.(3.23) is the cumulant expansion. If one assumes
the thermal equilibrium initial condition, ρB has a Gaussian form with respect to the








i /2)). As is well known, a Gaussian
distribution has only the first and the second order cumulants and all the higher order
cumulants vanish. That is exactly the reason why the second order cumulant expansion
gives the exact result for the Caldeira-Leggett model.
As is discussed in Sec.3.2.2, the influence functional determines all influences of the
bath to the system dynamics, and the time evolution of the reduced density matrix of
two systems is equivalent if the influence functionals are the same. This means that, up
to the second order cumulant expansion, any open quantum system can be mapped onto
the Caldeira-Leggett model with a distribution of oscillators satisfying L(t) = C2(t)/~.
In this subsection, the influence functional has been derived based on the weak coupling
assumption. In Ref.[83], it was shown that the adiabatic limit, where the time scale of the
bath is assumed to be much faster than that of the system, also leads to a similar form of
influence functional. These considerations point to the generality of the Calideira-Leggett
model.
3.3.4 Quasiclassical Langevin equation
In order to have a better understanding of the influence functional given by Eq.(3.16), let
us derive the classical equation of motion [72]. In this regard, the path integral formulation
is convenient. The classical limit corresponds to a stationary point of the action integral.





with the mass of the system M and the bare potential U(q).
Firstly, one should note that the phase of F contains the real and the imaginary
parts (see Eq.(3.16)). Therefore, the phase of the propagator J is complex (see Eq.(3.8))
and one cannot directly take the stationary phase approximation. To circumvent this
difficulty, we perform the Hubbard-Stratonovich transformation for the ReL part [84].
38



































with ReL−1 being the inverse of ReL satisfying
∫ t
0
ds ReL−1(t−s) ReL(s−τ) = δ(t−τ).

























where 〈〉ξ is the ensemble average with respect to the variable ξ(t), which is a real Gaussian
stochastic process satisfying
〈ξ(t)〉ξ = 0,
〈ξ(t)ξ(s)〉ξ = ~ReL(t− s).
(3.31)
Then, the propagator J reads (see Eq.(3.8))
J(qf , q
′













with the real phase Φ,












To see the classical limit from the time evolution of the density matrix, not the wave
function, we first separate the diagonal and the non-diagonal parts as ρS(qf − rf/2, qf +
rf/2, t). In this notation, the time evolution equation, Eq.(3.7), reads





×J(qf − rf/2, qf + rf/2; qi − ri/2, qi + ri/2, t)ρS(qi − ri/2, qi + ri/2, 0),
(3.34)
with, from Eq.(3.32),












where q and r are the paths of the diagonal and the non-diagonal elements of the density
matrix, respectively.
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where O±W with a function O = O(q) is defined by
O±W (t) = O(q(t) + r(t)/2)±O(q(t)− r(t)/2). (3.38)
In the classical limit, the non-diagonal elements of the density matrix should vanish.













ds ImL(t− s)h(q(s)) = d
dq
h(q(t))ξ(t). (3.39)

















with the renormalized potential
V (q) = U(q)− ∆(0)
2
h2(q), (3.41)


















which satisfies (d/dt)∆(t) = 2 ImL(t). In deriving Eq.(3.40), we have assumed that the
system-bath interaction is inactive at initial time, h(q(0)) = 0.
The equation of motion Eq.(3.40) with Eq.(3.31) is the Langevin equation. Thus, we
conclude that the Langevin equation is recovered from the Caldeira-Leggett type influence
functional in the classical limit [72, 80, 85]. Starting from the Hamiltonian Eq.(3.15),
one can show that the Heisenberg equation of motion looks similar to Eq.(3.40). It is
demonstrated in the next subsection for a linear case.
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Notice that the classical limit is taken only with respect to the path integral for
the system degrees of freedom. Since the path integral for the bath degrees of freedom
is already carried out in the evaluation of the influence functional, the bath is treated
quantum mechanically. In this sense, the resulting equation should be called quasiclassical
Langevin equation. In terms of the Caldera-Leggett model, Eq.(3.13), the Hamiltonian
is up to the second order of the bath coordinates and momenta. Therefore, the time
evolution is purely classical and quantum properties of the bath comes only from the
initial condition.
The classical limit of the bath can be easily taken. In Eq.(3.40), ~ is contained only in
the statistical properties of ξ(t), Eq.(3.31) (notice that the spectral density, Eq.(3.19), is
independent of ~ since d2i /~ = c2i /2miωi). Using the relation coth(x) = 1/x+O(x) (x→
0), one finds, from Eq.(3.18), ~ReL(t)→ ∆(t)/β (~→ 0). Thus, in this limit, Eq.(3.31)
is reduced to
〈ξ(t)〉ξ = 0,
〈ξ(t)ξ(s)〉ξ = ∆(t− s)/β.
(3.44)
Unlike the conventional Langevin equation, the frictional force contains the time inte-
gral and the time correlation of the random force is not proportional to the delta function.
The conventional Langevin equation is recovered with the ohmic spectral density,
J(ω) = Mγω/π. (3.45)



















with the classical time correlation Eq.(3.44)
〈ξ(t)〉ξ = 0,
〈ξ(t)ξ(s)〉ξ = 2Mγδ(t− s)/β.
(3.47)
With a choice h(q) = q, they are equivalent to Eqs.(2.8) and (2.9)
One can see from Eq.(3.40) that the system potential is renormalized to V due to the






i , the total Hamiltonian Eq.(3.13) is


























This means that V is the potential in the adiabatic limit of the bath [86].
3.3.5 Damped harmonic oscillator
As a practical example, we consider a quantum damped harmonic oscillator, in which V
in Eq.(3.40) is an oscillator potential, V (q) = Mω2Sq
2/2 with the frequency ωS. Thus, we













Introducing the oscillator length qS ≡
√
~/MωS, we take the interaction form factor as
h(q) = q/qS. (3.50)
It is not difficult to derive the Heisenberg equation of motion of the system with the
present Hamiltonian. Solving the equations of motion of the bath and substituting the


















the initial condition of the bath. In this equation, the Heisenberg picture of an operator
O is denoted by OH(t) = exp(iHCLt/~)O exp(−iHCLt/~).
This type of differential equation can be solved, for instance, with the Laplace trans-
form method [73], which is discussed in Appendix B. The general solution is given by









with G1(t) and G2(t) defined in Appendix B.
Notice that the expectation value of an operator O can be computed in the Heisenberg
picture as 〈O〉t = Tr[Oρ(t)] = Tr[OH(t)ρ(0)]. As in Sec.3.2.2, we assume a separable
initial condition ρ(0) = ρS(0) ⊗ ρB with the thermally equilibrated initial bath ρB =
exp(−βHB)/TrB exp(−βHB). In this case, TrB[ζ(t)ρB] = 0 and TrB[ζ(t)ζ(s)ρB] = ~L(t−
s) with L(t) defined by Eq.(3.18). Therefore, one finds


































































These results are used in Sec.4.3.3.
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Chapter 4
Phonon number representation: new
boson operators for a harmonic
oscillator bath
In the previous chapter, we have introduced the Caldeira-Leggett model as a quantum
mechanical model of dissipation and fluctuation. In applying it to heavy-ion fusion reac-
tions, one has to solve the time evolution numerically. In this chapter, we develop a new
numerical method [87]. As we see later, this is not a mere numerical technique but gives a
new insight into the model. We start our discussions with reviewing the existing numerical
methods in Sec.4.1. In Sec.4.2, we develop a new method and explain its interpretation
in terms of phonon. In Sec.4.3, to show the applicability of the method, we apply it to a
damped harmonic oscillator, for which the exact solution can be easily found. Finally in
Sec.4.4, we explore the method more deeply and show that the total wave function can
be derived with newly introduced boson operators, which provide a new perspective of
the Caldeira-Leggett model.
4.1 Numerical methods for a harmonic oscillator bath
For numerical studies of the Caldeira-Leggett model, various methods have been devel-
oped so far. To our knowledge, they can be categorized into the following three methods.
The first is a method based on a stochastic simulation [88, 89, 90, 91]. It can be for-
mulated in terms of the influence functional introduced in Sec.3.2.2. As has been shown
in Sec.3.3.4, the Hubbard-Stratonovich transformation can simplify the Caldeira-Leggett
influence functional in exchange for an introduction of stochastic variables. A suitable
transformation leads to a solvable time evolution equation with stochastic variables and
the reduced density matrix can be found by taking an ensemble average over many so-
lutions. Although the formulation itself is robust, there are several drawbacks in this
approach in practice. One of the most harmful ones is that calculation of each sample
becomes unstable in nonlinear systems [92]. This limits the applicability of the method.
The second method is the multi-configuration time dependent Hartree (MCTDH)
method [93]. It is based on the time dependent variational principle, in which the trial
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wave function is given by a superposition of several Hartree product states. It was orig-
inally designed to extend the time-dependent Hartree approximation, but it can also be
viewed as a way to enlarge the applicability of the basis expansion method by considering
time dependent basis vectors. In this way, the authors of Ref.[93] succeeded in solving
the Caldeira-Leggett model, which is not possible with the conventional basis expansion
method because of a huge number of modes involved. One of the advantages of the
MCTDH method is that one can obtain not only the reduced density matrix but also the
total wave function. However, owing to a large number of bath degrees of freedom in the
Caldeira-Leggett model, applications have been limited to cases where the dimension of
a system is small.
The third method, which has been most widely used in numerics of the Caldeira-
Legget model, is the method of the hierarchical equations of motion (HEOM) [18, 94,
95, 96, 97, 98]. It is briefly described in Appendix C. The method was extended to the
imaginary time evolution, which represents an inverse temperature, and it is now possible
to extract thermodynamic quantities based on this method [99, 100]. Comparing with
the other two methods, it is worth mentioning that the HEOM can be derived from the
stochastic method mentioned above [95, 101, 102].
Since the HEOM method follows time evolution of matrices which have the same
dimension as a system under consideration, the numerical cost becomes expensive when
the dimension of the system is large. To our knowledge, the largest system analyzed with
the HEOM is a quantum spin glass with 12 spins on triangular lattices, for which the
dimension is 4096 [103]. Although this was a great achievement, it has been demanded
to develop a method which is not so sensitive to the dimension of a system. One step
forward was made in Ref.[104], in which each element of the reduced density matrix was
calculated based on wave functions. In other words, when the dimension of a system is
N , the calculation requires to follow the time evolution of N -dimensional vectors, rather
than that of N ×N matrices. This reduction is especially important when N is large. We
point out that such reduction for the stochastic approach had been discussed by several
authors [79, 90].
In this regard, we have developed in Ref.[87] an alternative approach to solve the
HEOM for vectors. It is based on an expansion of the reduced density matrix with
respect to the number of phonon in a harmonic oscillator bath. Compared to Ref.[104],
our method includes a certain approximation. However, as shown later, a benchmark
calculation indicates that the method can well reproduce exact results. Moreover, our
method can also extract information on how much the bath degrees of freedom are excited
in the course of time evolution.
Our method can also be regarded as a new perspective of the basis expansion method
in the Caldeira-Leggett model. When the total Hamiltonian is composed of two different
degrees of freedoms (a system and a bath in this case), one way of numerical calculations
is to expand the total wave function with respect to eigenstates of either one of the
Hamiltonians. If the bath is composed only of a single harmonic oscillator, for instance,
one can expand the total wave function with the phonon number basis. The problem is
thus quite easy with a single harmonic oscillator, but what about a bath with hundreds
of harmonic oscillators or with infinite number of harmonic oscillators ? Obviously, direct
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application of the conventional basis expansion is not feasible. Our method provides a
way to deal with such problems by introducing new boson operators.
4.2 Phonon number representation
4.2.1 Basic strategy
In this chapter, we consider a situation where the initial condition of a system is a pure
state, that is,
ρS(qc, qd, t = 0) = ϕ(qc)ϕ
∗(qd), (4.1)
with an initial wave function ϕ.
Our discussion starts from rewriting the influence functional for the Caldeira-Leggett
model, Eq.(3.16), as
F [Q,Q′, t] = f [Q, t]f ∗[Q′, t]g[Q,Q′, t], (4.2)
with

























In writing Eq.(4.2), we have explicitly expressed the dependence of the influence func-
tional on the forward and the backward paths. f [Q, t] and f ∗[Q′, t] in Eq.(4.2) depend only
on the forward and the backward paths, respectively, while the g[Q,Q′, t] term describes
their entanglement.
In Ref.[79], the forward and the backward paths are disentangled by performing the
Hubbard-Stratonovich transformation including Re ln f [Q, t], Re ln f ∗[Q′, t], and ln g[Q,Q′, t]
The authors of Ref.[79] then succeeded in deriving the hierarchical stochastic Schrödinger
equations.
As is expected from the time evolution equation of the reduced density matrix Eq.(3.7)
together with the initial condition Eq.(4.1), one of advantages of this procedure is that
one can derive the time evolution of the reduced density matrix by calculating vectors,
rather than matrices. As has been discussed in Sec.4.1, this is important to construct a
method which is applicable to large dimensional systems.
Our approach is similar to that in Ref.[79] in a sense that the forward and the back-
ward paths are disentangled and that time evolution of vectors is followed. In contrast to
Ref.[79], which uses the Hubbard-Stratonovich transformation and counts on the stochas-

















The rest of this section is devoted to showing a way to calculate the time evolution of the
reduced density matrix with this expansion. In addition to the methodology, we will also
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discuss a physical interpretation of the method in Sec.4.2.5, that is, the Taylor expansion
up to the n-th order corresponds to taking into account up to the n-phonon states of the
bath degrees of freedom.
4.2.2 Expansion of L(t)
Let us first focus on the 0-th order of the expansion in Eq.(4.5). In this simplest case,
g[Q,Q′, t] = 1 and thus the influence functional is separable with respect to the forward
and the backward paths,
F [Q,Q′, t] = f [Q, t]f ∗[Q′, t]. (4.6)
Within this approximation, the time evolution of the reduced density matrix Eq.(3.7)
takes a simple form,









D[Q] eiSS [Q,t]/~f [Q, t]. (4.8)
One can follow the time evolution of this quantity by means of the HEOM. Before we
detail the HEOM, in this subsection, we first discuss expansions of L(t).












In Eq.(4.9), ηk(ω) is the expansion coefficient. Note here that one can rewrite the definition









Thus, Eq.(4.9) enables one to expand L(t) as
1
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Note that the matrix D is hermitian and positive definite.
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For later purposes (see Sec.4.2.4), we introduce a new basis which diagonalizes the

























respectively, with vk(t) =
∑K




q′,k′ . By setting







with c̄k = λkv
∗
k(0).
An expansion of the form of Eq.(4.17) together with Eq.(4.15) was proposed in Ref.[78],
to extend the applicability of the HEOM method to problems where the initial bath is
at zero temperature and to problems with various spectral densities. In addition, our
method further requires the relation Eq.(4.16).
4.2.3 Hierarchical equations of motion
This subsection is devoted to derivation of the HEOM, with which ψ0 in Eq.(4.8) can be
computed. With the expansion of L(t), Eq.(4.17), f [Q, t] in Eq.(4.3) is given by


































with jk = 0, 1, 2, . . . and n =
∑K




ds h(Q(s))vk(t− s). (4.20)
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In the definition of ψ
(n)
j1,...,jK









Using Eq.(4.15), one can derive the HEOM for ψ
(n)
j1,...,jK


































jk + 1 ~c̄k ψ(n+1)j1,...,jk+1,...,jK (qa, t).
(4.21)
This equation is hierarchical with respect to n. Since yk[Q, t = 0] = 0 (see Eq.(4.20)), the





0,...,0(qa, t = 0) = ϕ(qa) and ψ
(n)
j1,...,jK
(qa, t = 0) = 0 for
n = 1. By solving the coupled equations of motion Eq.(4.21) with these initial conditions,
one can derive the time evolution of ψ0 as ψ0(qa, t) = ψ
(0)
0,...,0(qa, t). Then, one can calculate
the lowest order contribution to the reduced density matrix with Eq.(4.7).
Such functions as Eq.(4.19) are called auxiliary functions in the conventional approach,
because they are not directly used in calculating the reduced density matrix. As we have
shown, they are auxiliary in terms of deriving ψ0 and the 0-th order contribution of the
Taylor series. However, we use the whole set of ψ
(n)
j1,...,jK
when evaluating the reduced
density matrix including the higher order contributions (see Eq.(4.27) below). Therefore,
we should rather call them expansion functions. We give detailed discussions on the
expansion functions in Sec.4.4.
4.2.4 Higher order contributions
Now, let us develop a scheme to evaluate the higher order contributions in the Taylor









ds′h(Q(s))h(Q′(s′))L((t− s)− (t− s′)). (4.22)
48















































(j1+···+jK=n) means a sum over all possible configurations of j1, . . . , jK with a
constraint j1 + · · ·+ jK = n. Then, the influence functional reads
































Finally, substituting this equation into Eq.(3.7) gives time evolution of the reduced density
matrix with the expansion functions defined by Eq.(4.19),























In practical applications, one needs to truncate the sum at n = Nmax. Then, this formula
enables one to take into account up to Nmax-th order expansions of the Taylor series of
g[Q,Q′, t] by solving the HEOM Eq.(4.21) up to n = Nmax. Such calculations include∑Nmax
n=0 (n+K − 1)!/n!(K − 1)! expansion functions. In the conventional approach, there
exist several interpretations and corresponding schemes of truncating the hierarchy, such
as the delta function limit [96] and the perturbation approximation [105, 106]. In the
next subsection, it is shown that the truncation at n = Nmax in our method corresponds
to taking into account up to Nmax-phonon states of the bath degrees of freedom.
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4.2.5 Phonon number representation
To understand the physical meaning of this method, let us first consider the initial bath
at absolute zero temperature (β = ∞). For the sake of clarity, we begin with a single
mode bath,
HB +HI = ~ω1a†1a1 + h(q)d1(a1 + a
†
1). (4.28)
Introducing the eigenstates of a†1a1 as |n〉 (n = 0, 1, . . . ), the time evolution of the
reduced density matrix can be written in the bracket form,




dqc 〈qa, n|e−iHtott/~|qc, 0〉ϕ(qc)
×
{∫




with |q, n〉 ≡ |q〉 |n〉.
The definition of the reduced density matrix includes the trace operation over the
bath degrees of freedom, TrB, which corresponds to
∑∞
n=0 in Eq.(4.29). Since we consider
the initial condition at zero temperature, there is no phonon in the bath initially, while
the number of phonon increases as the time goes on. When the interaction is not so
strong or when one observes only short time behaviors, the number of phonon in the bath
remains small. Therefore, it should be a reasonable approximation to truncate the sum
in Eq.(4.29) with a relatively small number, as is done in the coupled-channels method.
To implement the above expectation, we evaluate Eq.(4.29) at each n. We find that
the general form is given by
〈qa, n|e−iHtott/~|qc, 0〉 =∫ (qa,t)
(qc,0)















One sees that the exact form Eq. (3.7) with Eqs.(4.2), (4.3), and (4.4) is reproduced when
Eq.(4.30) is substituted into Eq.(4.29) and the sum of n is taken to n = ∞. This leads
one to an important conclusion in this chapter; the phonon number expansion Eq.(4.29)
is equivalent to the Taylor expansion of g[Q,Q′, t] (see Eq.(4.5)) at least when the bath
has only a single mode.
The above discussions can easily be extended to cases where the bath has several
modes. In such cases, Eq.(4.30) is modified to (see Eq.(3.10))
〈qa, n1, n2, . . . |e−iHtott/~|qc, 0, 0, . . .〉 =∫ (qa,t)
(qc,0)










with |n1, n2, . . .〉 = |n1〉 |n2〉 . . . , where |ni〉 is the eigenstate of a†iai. zi is defined in a









{zi[Q, t]z∗i [Q′, t]}
ni . (4.33)


































i /~2 exp(−iωit) (see Eqs.(3.18)














ds′h(Q(s))h(Q′(s′))L(s′ − s). (4.35)
Therefore, the total phonon number expansion Eq.(4.34) is equivalent to the Taylor ex-
pansion Eq.(4.5) even when the bath has more than one mode.
4.2.6 Finite temperatures
The phonon number expansion Eq.(4.29) is based on the initial bath at zero temperature,
and obviously it cannot be applied to finite temperature problems. At finite temperatures,
the initial bath already contains several phonons, and thus the phonon number expansion
may not be a reasonable approximation.
On the other hand, it is known that the finite temperature problem can be mapped
into the zero temperature problem with additional bath degrees of freedom [101]. To un-














with the Bose-Einstein distribution function nβ(ω) = (exp(β~ω)− 1)−1. Comparing with




i /~ exp(−iωit), one can see that Eq.(4.36) is repro-
duced with two kinds of independent bath at zero temperature. The first term corresponds
to a bath which couples to the system with the interaction strength di
√
nβ(ωi) + 1. The
second term, on the other hand, corresponds to a bath where the strength of interaction
is di
√
nβ(ωi). Notice that this bath has a negative energy due to the sign of the phase of
exp(iωit). From Eq.(3.10), these baths are independent to each other. Therefore, regard-
ing the reduced density matrix, the finite temperature problem is equivalent to the zero
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temperature problem with the following Hamiltonian,
H
(β)


























i and ᾱi, ᾱ
†
i are the ladder operators for the first and the second baths,
respectively. In the limit of zero temperature (β →∞), one finds nβ(ωi)→ 0. Hence, the
Hamiltonian Eq.(4.37) is reduced to the original Hamiltonian, Eq.(3.15), by regarding αi
as ai and discarding the ᾱi degrees of freedom which do not couple to the system in that
limit.
In terms of phonon for the αi and the ᾱi degrees of freedom, the phonon number
expansion is one approximate way to solve the reduced density matrix. Following exactly
the same procedure as in the previous subsection, one reaches the same conclusion, that
is, the Taylor expansion Eq.(4.5) is equivalent to an expansion with respect to the number
of phonon. However, it should be kept in mind that these are quasi-phonons related to
the αi and the ᾱi degrees of freedom.
4.3 Practical application
4.3.1 Use of the Bessel functions for {uk}
Discussions related to practical applications of the new method are presented in this
section. Let us first explore a proper choice of {uk}, which appeared in Eq.(4.9). For that









Since the condition |ω/Ω| 5 1 holds in the domain of this integral, the Jacobi-Anger
identity can be utilized for the expansion of exp(−iωt) [104, 107, 108],








with the Chebyshev polynomials Tn and the Bessel functions Jn. Setting uk(t) = ΩJk−1(Ωt),
one finds (see Eq.(4.9))








−Ω (k = 1, k′ = 2)
Ω/2 (k′ = k − 1)


















Figure 4.1: The K-th order Bessel functions, JK(x). The blue solid, the black dotted,
and the red dashed lines are for K = 10, 15, and 20, respectively.
There are certain advantages of using the Bessel functions Jk for {uk}. Firstly, since
Eq.(4.39) holds in general, one can apply the expansion to various kinds of spectral den-
sities. Another advantage, which was pointed out in Ref.[104] and is rather important in
practice, is related to a specific character of the Bessel functions as we discuss below.
In numerical calculations, it is impossible to take into account the infinite sum in
Eq.(4.39), and truncation is necessary with a cutoff (that is, K in Eq.(4.9)). Regarding
this truncation, two conditions are of concern. Firstly, the equality in the expansion
Eq.(4.9) must be well satisfied. Secondly, a set {uk} must be closed under differentiation
to satisfy Eq.(4.10). It appears impossible to satisfy these conditions with a truncation
at first glance. The second condition, for instance, appears to be violated since the chain
of the differentiation Eq.(4.41) continues infinitely.
In the original formulation of the HEOM, a sum of the exponential function of the form
exp(−γt) with a real quantity γ was used to expand L(t) (see Appendix C.1) [94, 95, 96].
A set of the exponential functions is obviously closed under differentiation. However,
those expansions are not compatible with our method, and thus it seems unavoidable to
suffer from the aforementioned problem.
Fortunately, one can make use of a property of the Bessel functions to circumvent. To
understand it, notice that the leading order of the ascending series of the Bessel functions
is given by Jk(x) ∼ xk/2kk!. From this, xε(k) which satisfies Jk(xε(k)) = ε with a small
positive number ε is given by xε(k) ∼ 2 k
√
εk!. Note that xε(k) grows almost linearly with
k. Consequently, it is expected that the Bessel functions {Jk(x)} start growing at the
larger x for the larger k. This is demonstrated in Fig.4.1
Thanks to this property, Eq.(4.9) is satisfied up to a certain time even when the sum
is truncated. To see this, let us denote the right hand side of Eq.(4.39) with a truncation
of the sum by EK(x) ≡ J0(x) + 2
∑K−1
k=1 (−i)kTk(ω/Ω)Jk(x). In Fig.4.2, we compare the
real and the imaginary parts of E10(x) and E20(x) with those of exp(−i(ω/Ω)x), that is,
cos(ωx/Ω) and − sin(ωx/Ω), respectively, for ω/Ω = 1/2. It can be seen that the larger
value of K reproduces exp(−iωt) in the wider range or for the longer time.





































Figure 4.2: Comparison between the function exp(−iωt) and the right hand side of
Eq.(4.39) truncated at n = K − 1, EK(x) ≡ J0(x) + 2
∑K−1
k=1 (−i)kTk(ω/Ω)Jk(x), for
ω/Ω = 1/2 as a function of x ≡ Ωt. The upper and the lower panels are for the real and
the imaginary parts, respectively. The black solid lines denote the function exp(−iωt),
while the blue solid lines with squares and the red solid lines with circles are for E10 and
E20, respectively.
now that JK(Ωs) ' 0 holds for 0 5 s 5 t. Then, it is reasonable to approximate the time
derivative of JK−1(Ωs) as dJK−1(Ωs)/ds ' ΩJK−2(Ωs)/2 in that range. In this way, the
two problems regarding the truncation mentioned above are cured at least for finite time
propagation, which is sufficient for practical purposes.
As K is taken to be the larger, one can choose the larger Ω or one can calculate for
the longer time. This is done at the expense of numerical cost because the number of the
expansion functions increases. Note that Ω determines the characteristic time scale of the
bath. This implies that the method is suitable for problems where the time scale of the
bath is comparable with that of the system, that is, for non-Markovian cases.
4.3.2 Choice of J(ω)
The bath is characterized by the spectral density, Eq.(3.19), in the Caldeira-Leggett
model. In Sec.3.3.4, we have seen that the ohmic spectral density, where J(ω) ∝ ω
for all ω, leads to the conventional Langevin equation. As is seen from the definition,
however, the spectral density reflects the distribution of bath oscillators, and thus it
should vanish above the characteristic frequency of bath of interest. For these reasons,
the ohmic spectral density is often employed with a cutoff at large ω.






























Figure 4.3: Panel (a): The spectral density defined by Eq.(4.42). Panel (b): ∆(t) defined
by Eq.(3.43).










with VI being the strength of the interaction. J(ω) is shown in the left panel of Fig.4.3. As
was emphasized in Ref.[104], this choice is specifically compatible with the Bessel functions
because the imaginary part of L(t) is given by ImL(t) = −πVIΩ/8 (J1(Ωt) + J3(Ωt)).
∆(t) introduced in Eq.(3.43) is shown in the right panel of Fig.4.3. One sees oscillatory
behavior at large Ωt. This is due to the sharp cutoff of the spectral density at ω = Ω.
Notice that ∆(t) determines the friction coefficient in the Langevin equation (see
Eq.(3.40)). The oscillatory behavior at large Ωt means that the memory lasts for a long
time. As mentioned above, this behavior originates from the sharp cutoff at ω = Ω and
















with the gamma function Γ. The coefficients are determined so that ∆(0) is independent
of α.
The left panel of Fig.4.4 shows the spectral density with α =0.1, 1, and 5. It is seen
that the cutoff at ω = Ω becomes more smoothed as one takes the larger value of α. This
results in the less pronounced oscillatory behavior in ∆(t) at large Ωt, as is shown in the
right panel of Fig.4.4.
4.3.3 Application to a damped harmonic oscillator
Now, let us apply our method to a quantum damped harmonic oscillator, which has been
discussed in Sec.3.3.5. This Hamiltonian provides an ideal opportunity for a benchmark
calculation since the exact solutions can easily be obtained, see Eqs.(3.53)-(3.56). Sev-
eral authors have applied different numerical methods to a damped harmonic oscillator,


































Figure 4.4: Panel (a): The spectral density defined by Eq.(4.43). Panel (b): ∆(t) defined
by Eq.(3.43). The blue dashed, the black dotted, and the red solid lines respectively show
these quantities with α = 0.5, 1, and 5, respectively, where α is defined in Eq.(4.43).
Throughout numerical studies presented below, we use the spectral density given by
Eq.(4.42) (α = 0.5) and the expansion of exp(−iωt) with the Bessel functions, Eq.(4.39).
We arbitrarily set ~ωS = 2 eV, VI = 1 eV, and ~Ω = 4 eV. As shown below, the damping
of the amplitude can be seen with this parameter set. The initial wave function for the








with q0/qS = −1, σ0/qS = 1/
√
2, and p0qS/~ = 0. To solve the HEOM Eq.(4.21),
we employ the fourth order Runge-Kutta method with the time grid ∆t/~ = 3.125 ×
10−3 eV−1 and the space grid ∆q/qS = 0.25 in −5.5 < q/qS < 5.5 (the dimension of the
system reads 44). We have confirmed that the results do not change significantly even
if we use a smaller value of ∆q and/or a wider range of q. In what follows, we show
numerical results for both zero and finite temperature cases.
Let us begin with the zero temperature case. We first set K = 10. In other words, for
the expansion of exp(−iωt), we include the Bessel functions up to J9 in Eq.(4.39). The
values of {λk} in Eq.(4.14) are tabulated in Table.4.1. Since λ1 is so small, the expansion
functions with nonzero j1 have almost no contribution to the reduced density matrix (see
Eq.(4.27)). Yet, we should keep them in the HEOM because of the C̄k,k′ term in Eq.(4.21),
that is, a set {uk} should be closed under differentiation as discussed in Sec.4.3.1.
To test the applicability of our method, we compare the expectation values computed
by Eqs.(3.53)-(3.56) to those with the HEOM with several values of Nmax. For the sake of
clarity, the following dimensionless quantities are concerned, ξq ≡ 〈q〉 /qS, ξp ≡ 〈p〉 qS/~,
ξqq ≡ 〈(q − 〈q〉)2〉 /q2S, and ξpp ≡ 〈(p− 〈p〉)
2〉 q2S/~2. The results with Nmax = 3, 4, and
5 are shown in Fig.4.5, which are compared to the exact results given by the black solid
lines. We also show J10(Ωt) in Fig.4.5(a), which is the least order among the neglected
Bessel functions. According to the discussion in Sec.4.3.1, the HEOM results are reliable
up to ωSt = 4 ∼ 5 at which J10(Ωt) starts having non-zero values. One sees in Figs.4.5(b)













Table 4.1: The eigenvalues {λk} of the matrix defined by Eq.(4.13) at zero temperature.
with the exact results. On the other hand, the results of Nmax = 3 and Nmax = 4 and 5
somewhat deviate for ωSt = 3 in Figs.4.5(d) and (e), and only Nmax = 4 and 5 reproduce
the exact results. This behavior is expected because the larger number of phonon states
are required to describe the finer structures. The second order moments, ξqq and ξpp,
require more information of the reduced density matrix than the first order moments,
ξq and ξp, and thus one needs a larger model space to reproduce. As is clear from this
discussion, it should be kept in mind that a necessary value of Nmax depends on physical
quantities to be discussed.
For ωSt = 4 ∼ 5, the results of the HEOM with K = 10 deviate from the exact
results. It is likely that this originates from the fact that J10(Ωt) is no longer negligible.
Therefore, this can be cured by taking a larger value of K, as discussed in Sec.4.3.1.
Fig.4.6(b) compares the exact result for ξpp to those with the HEOM with K = 10 and
20. Nmax = 5 is chosen for the HEOM calculations. The Bessel functions J10 and J20 are
also plotted in Fig.4.6(a). One sees that the choice of K = 20 can enlarge the applicability
of the method. Actually, up to ωSt ' 9, it can closely follow the exact result of ξpp, which
is the most difficult to describe among the expectation values under consideration.
In Fig.4.6(c), we also plot the time dependence of the norm defined by TrSρS, where
TrS is the trace operation over the degrees of freedom of the system. Comparing with
Fig.4.6(a), one finds that the norm deviates from unity when the Bessel functions neglected
in the expansion start having non-zero values. While the HEOM calculation works, the
norm should be conserved. Hence, the deviation of the norm from unity serves as a sign
that the omitted Bessel functions start being non-negligible.
In our method, in addition to the degrees of freedom of the system, we can also extract
how much the bath is excited. To see this, we calculate the norm of the reduced density
matrix for each phonon number n. That is, writing the expansion of the reduced density




S , we compute it by TrSρ
(n)
S . One can also calculate the




S /TrSρS. The result for
K = 20 and Nmax = 5 is shown in Fig.4.7. As is expected, one can see in Fig.4.7(b) that
the number of phonon in the bath gradually increases as the time goes on. On the other





















































Figure 4.5: Panel (a): The 10-th order Bessel function. Panels (b)-(e): Comparison of
the expectation values obtained with the Laplace transform method, which is supposed
to be exact, to those with the HEOM with different Nmax. The initial bath is assumed
to be at zero temperature. The Bessel functions up to J9 are included in the expansion
in the HEOM method. ξq, ξp, ξqq, and ξpp denote 〈q〉 /qS, 〈p〉 qS/~, 〈(q − 〈q〉)2〉 /q2S, and
〈(p− 〈p〉)2〉 q2S/~2, respectively. The black solid lines show the exact results, while the
solid lines with squares, triangles, and circles are for the HEOM results with Nmax = 3,
4, and 5, respectively.
in the whole time range. This ensures that Nmax = 5 is sufficient to obtain reasonable
results for the expectation values with the present parameter set. One can also see that
the contribution of each phonon reaches its equilibrium at around ωSt = 6.
Next, we apply our method to the initial bath at a finite temperature with β~Ω = 3.5.
As discussed in Sec.4.2.6, phonon involved here is not a physical one but quasi-phonon.
Yet, we call it phonon throughout this study. To see long time behavior, we setK = 12 this
time. The values of {λk} are tabulated in Table.4.2. They have larger values compared
to the zero temperature case shown in Table.4.1. Since {λk} determine the strength of
interaction, the larger values indicate that the temperature effectively strengthens the
coupling. This can also be seen from the definition of the thermo-Hamiltonian, Eq.(4.37).
Since the interaction becomes effectively stronger, a larger number of phonon compared
to the zero temperature case is expected to be necessary. The results of the HEOM
calculations with K = 12 (i.e. an expansion up to J11) and Nmax = 5, 8, and 11 are shown
in Fig.4.8. They are similar to those of Fig.4.5. This time, however, even the Nmax = 5





































Figure 4.6: Panel (a): The 10-th (the blue solid line) and the 20-th (the red dashed line)
order Bessel functions. Panel (b): Comparison of the momentum width among the exact
solution (the black solid line), the HEOM with K = 10 (the blue solid line with squares),
and the HEOM with K = 20 (the red solid line with circles). For the HEOM calculations,
Nmax = 5 is taken. Panel (c): Comparison of the norm of the reduced density matrix.
The blue solid line with squares is obtained with the HEOM calculation with K = 10,
and the red solid line with circles with K = 20.
well with the exact results within the range of time considered here. In Fig.4.9, we plot the
norm for each phonon number with Nmax = 11 and the expectation value of the phonon
number. One sees that the number of phonon is larger by a factor of almost three than
the zero temperature case with the strength of the interaction given in Table.4.2.
4.4 New boson operator and total wave function
4.4.1 Discrete bath
We have introduced the expansion functions, Eq.(4.19), which enable one to calculate
the reduced density matrix. In this section, inspired by the coupled-channels method, we
provide their link to the total wave function. This consideration leads us to introducing
new boson operators. In terms of the new boson operators, one can clearly understand
the reason why the number of the relevant bath degrees of freedom can be reduced with






























Figure 4.7: Panel(a): The norm of the reduced density matrix for each phonon number,
n. The solid line with squares, triangles, inverted triangles, diamonds, pentagons, and
circles are for n = 0, 1, 2, 3, 4, and 5, respectively. These are the results of the HEOM
calculation with K = 20 and Nmax = 5. Panel(b): The expectation value of the number
of phonon.
Let us first consider a discrete bath. Since L(t) is given by (see Eqs.(3.18) and (3.19))
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one can take vi(t) = di/~ e−iωit with λi = 1 in Eq.(4.16). Let us denote the expansion
functions, Eq.(4.19), in this case by φ
(n)
n1,n2,.... In the definition of the expansion func-
tions, {yk[Q, t]} is given by Eq.(4.20). When one substitutes vi(t) = di/~ e−iωit into
Eq.(4.20), one obtains {zi[Q, t]} defined by Eq.(4.31). Therefore, φ(n)n1,n2,... can be written
















where n1, n2, . . . satisfy n1 + n2 + · · · = n. Comparing this to Eq.(4.32), one finds
φ(n)n1,n2,...(qa, t) =
∫
dqc 〈qa, n1, n2, . . . |e−iHtott/~|qc, 0, 0, . . .〉ϕ(qc)
















Table 4.2: The eigenvalues {λk} of the matrix defined by Eq.(4.13) at temperature of
β~Ω = 3.5.
where |Ψ(t)〉 is the total wave function at time t, that is,
|Ψ(t)〉 = e−iHtott/~ |Ψ(t = 0)〉 . (4.48)
This indicates that the expansion functions are nothing but the coefficients in an






φ(n)n1,n2,...(qa, t) |n1, n2, . . .〉 . (4.49)
Actually, one can derive the HEOM, Eq.(4.21), by substituting this definition into the
Schrödinger equation. The relation to the reduced density matrix, Eq.(4.27), is also
obtained from this since λi = 1 for all i.
4.4.2 New boson operators
In the previous subsection, we have set vi(t) = di/~ e−iωit. Obviously, this is not the only
choice. In Sec.4.3.1, for instance, we have discussed the advantages of employing the Bessel
functions for {uk} in Eq.(4.9) and thus for {vk}. There may be other useful functions




. It should be noticed that expanding exp(−iωt) with those functions enables one
to establish a method whose numerical cost is independent of the number of the harmonic
oscillator modes. For instance, one can even deal with situations in which the spectral
density J(ω) defined by Eq.(3.19) is a continuous function of ω, as has been done in
Sec.4.3.3.
In the previous subsection, we have shown that φ
(n)
n1,n2,... can be interpreted as the

























































. To see it, we first rewrite the expansion of exp(−iωt), Eq.(4.9),















k′(ωi) = δk,k′λk. (4.51)












































































for k = 1, . . . , K which, from the commutation relation of {ai} and {a†i} together with
Eq.(4.51), satisfy the following commutation relations,




























k(t)vk(t) is time-independent, where the interaction picture





































Figure 4.10: Panel (a): The real part of the commutation relations λk,k′(t) ≡ [bk(t), b†k′(0)]
with the expansion of exp(−iωt) with the Bessel functions up to K = 20 (see Eqs.(4.9)
and (4.39)). The label k is in the increasing order of the values of {λk}, and we plot the
two largest values of k, that is, λ19,19(t) (the blue solid line), λ20,20(t) (the red dashed
line), and λ19,20(t) (the black dotted line). Panel (b): Similar to Panel(a), but for their
imaginary parts.
To enlarge physical intuition of the quanta associated with the {bk} and {b†k} operators,
let us examine the commutation relation between bk and b
†
k′ at different times,































As an example, in Fig.4.10, we show λk,k′(t) with three different combinations of k
and k′ with the same setup as in Sec.4.3.3. That is, we take the Ohmic spectral density
with the circular cutoff given by Eq.(4.42) with ~Ω = 4 eV and VI = 1 eV. To expand
exp(−iωt) in Eq.(4.9), we use the Bessel functions, Eq.(4.39), up to K = 20. The label
k is sorted out in the increasing order of the values of {λk} as in Tables.4.1 and 4.2, and
we focus on the two largest values of k, that is, λ19,19(t), λ20,20(t), and λ19,20(t).
For λ19,19(t) and λ20,20(t) in Fig.4.10, it can be seen that their oscillation patters are
structured in such a way that the amplitudes vary as the time goes on. Notice that this is
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in contrast to the phonons described by the {ai} and {a†i} operators since the commutation
relations oscillate with a constant amplitude, [ai(t1), a
†
j(t2)] = δi,j exp(−iωi(t1 − t2)).
One can also see in Fig.4.10 that the non-diagonal element, λ19,20(t), starts having
non-zero values at a finite value of t. Notice that the non-diagonal elements appear when
one considers the transition amplitude,
〈0|bk e−iHBt/~ b†k′ |0〉 = λk,k′(t), (4.58)
which describes the amplitude of the bk-mode at time t with the initial condition b
†
k′ |0〉.
Hence, the increase of the non-diagonal elements of λk,k′(t) indicates that the quanta
associated with the {bk} and {b†k} operators can be transformed from one mode to another.
In other words, different modes interact with each other. Therefore, the Caldeira-Leggett
model can be viewed as a system couples to a bath consisting of finite modes of interacting
bosons, even when the number of the harmonic oscillator modes is infinite.
It was shown in Appendix B of Ref.[87] that one can extend Eq.(4.54) to arbitrary




to the total wave function, not only to the reduced density matrix.
For discrete baths, it was pointed out in Ref.[110] that one can derive the total Wigner
function from auxiliary density operators in the conventional approach. On the other
hand, in our formulation, the total wave function can be obtained independent of the
number of the {ai}-modes.
4.4.3 Relevant degrees of freedom
As shown in Appendix B of Ref.[87], the time evolution of the total wave function is
obtained by solving that of ψ
(n)
j1,...,jK
. In terms of {bk}, the number of the modes is a finite
number, K, even when that of {ai}-modes is infinite. This fact implies that a large body
of degrees of freedom in the {ai} representation are actually irrelevant in the dynamics.
To understand this, one should first notice that the total wave function evolves in time
as Eq.(4.48). This indicates that only those bath states are excited which are generated
by acting Htot to the initial state. Now, let us assume that Htot is given by Eq.(3.15).
In this case, the operators applying to the bath state are HB and X ≡
∑
i di(ai + a
†
i ).
To be specific, let us consider a contribution from the fourth order Taylor expansion of
exp(−iHtott/~),
|−〉 ≡ HBXHBX |0〉 . (4.59)
Using the relation HB |0〉 = 0, one finds
|−〉 = X [HB, [HB, X]] |0〉+ {[HB, X]}2 |0〉 . (4.60)
As a simpler example, let us first investigate a case where all modes of phonon have




iai. It was pointed out in Ref. [111] and in Appendix
C of Ref.[14] that there is only one relevant mode in this case. To show this, we first
introduce a =
∑




i , which satisfies the boson commutation relation
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[a, a†] = 1. The commutation relation with HB is closed as [HB, a] = −~ωa, and one finds
that Eq.(4.60) can be written only with a and a†,
|−〉 = (~ωd)2(a+ a†)2 |0〉+ (~ωd)2(a− a†)2 |0〉 . (4.61)




)n |0〉. This conclusion can be extended to arbitrary multiple operations of
HB and X, and thus the sigle a-mode is sufficient to describe the time evolution of the
bath degrees of freedom.
When each mode is allowed to have different frequencies, on the other hand, the com-
mutation relation with HB is not closed with respect to a, that is, [HB, a] = −
∑
i ~ωidiai.
However, one can show that it is closed with respect to {bk} and {b†k}. To see this, we
first notice
[HB, X] = −~
∑
i
ωidi(ai − a†i ),
[HB, [HB, X]] = ~2
∑
i


































Combining Eqs.(4.62) and (4.63) gives

























Since {bk} and {b†k} satisfy the boson commutation relation, Eq.(4.55), all the bath states
generated by the Hamiltonian operation as in Eq.(4.59) can be described by mutual
creation of the boson associated with the {b†k} operators. One can extend this conclusion
to arbitrary multiple operations ofHB andX. This explains why the finite {bk}-modes can
be the only relevant degrees of freedom of the bath, even when the number of {ai}-modes
is infinite.
The vector |−〉 is the fourth order Taylor expansion of the time evolution operator
exp(−iHtott/~). As one considers the longer time evolution, the higher order expansions
are required and thus the higher order commutation relations are involved. This means
that the relation Eq.(4.63) must be true for higher order time derivatives. Here, note that
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Figure 4.11: An illustration of the time evolution of the representative point in the bath
space. The relevant subspace can be described by the {bk} and {b†k} operators.
it is derived from the expansion of exp(−iωt), Eq.(4.50). Although the time argument
is set to zero in Eq.(4.63), the higher order time derivatives require the longer time
information at least if the time is discrete as in the numerical simulation. Therefore, in
order for the above discussions to be true for the longer time evolution, Eq.(4.50) must
be satisfied for the larger value of t.
If one employs the Bessel functions for the expansion Eq.(4.50), it has been shown in
Sec.4.3.1 that the relation is true up to a certain value of t determined from the expansion
order K. As one sets the larger K, the relation Eq.(4.50) is satisfied for the larger value
of t. Note that K is the number of {bk}-modes. Therefore, combining with the above
discussions, it is concluded that the number of {bk}-modes which are relevant to the time
evolution grows larger as the longer time evolution is concerned. It should be stressed
that we have confirmed this behavior numerically in Sec.4.3.3.
The idea of relevant degrees of freedom is fundamental in quantum mechanics. The
symmetry consideration is a special example. If a Hamiltonian of interest has the rota-
tional symmetry, for instance, the conservation of angular momentum is ensured. This
means that only angular momentum states appeared in the initial condition are relevant
degrees of freedom, while others are irrelevant. Compared to this, what has been discussed
above is the relevant degrees of freedom expanding with time. The {bk}-modes are the
relevant degrees of freedom and their number, K, increases as the longer time evolution
is concerned. The increase of the number of {bk}-modes is understood as the expansion
of a subspace relevant to the time evolution. This behavior can be illustrated as Fig.4.11.
Although it is naively imaginable that the range of the representative point increases as
the time goes on, it is generally difficult to specify its evolution. In the bath space of the




In the previous chapter, a new approach to the Caldeira-Leggett model has been invented
based on the nontrivial boson operators. In this chapter, we apply it to a one-dimensional
barrier transmission problem in the presence of the bath. It is a scattering problem unlike
bound state problems as the damped harmonic oscillator presented in Sec.4.3.3. Due to
the difference, in the literature, barrier transmission problems have been mainly discussed
with some approximations or in a simplified situations. In this chapter, on the other hand,
we solve a one-dimensional barrier transmission problem in a numerically exact manner,
using our method combined with the time-dependent formulation of scattering. Note that
nuclear fusion problem is regarded as a barrier transmission problem. In this context, this
chapter also serves as a preliminary discussion for nuclear fusion studies.
We first make a general remark on this problem in Sec.5.1. For practical applications,
the set-up of the problem and the calculation details are presented in Sec.5.2 and in
Sec.5.3, respectively. Finally in Sec.5.4, results are presented with discussions.
5.1 Application to barrier transmission problems
In this chapter, we consider a one-dimensional barrier transmission problem in the pres-
ence of a harmonic oscillator bath, using the Caldeira-Leggett model. As discussed in
Sec.3.3.4, the model reproduces the Langevin equation in the classical limit (or in the
Heisenberg equation of motion). The Langevin equation includes a frictional force and a
random force which result in dissipation and fluctuation, respectively. One of our goals in
this chapter is to explore their effects on the barrier transmission probability in quantum
mechanics. Their importance in damped nuclear collisions at above barrier energies have
been discussed in Sec.2.2.
Note that barrier transmission at energies below the barrier occurs through quantum
tunneling, which is genuinely a quantum mechanical effect. Quantum tunneling in the
presence of a large number of degrees of freedom are called macroscopic quantum tun-
neling and has been investigated intensely in the literature. It should be noted that, in
this context, the word macroscopic does not necessarily mean a large objects surrounding
us, but it refers to the fact that many degrees of freedom are involved in the dynamics
[112]. In this sense, heavy-ion fusion reactions at sub-barrier energies are one example
68
of macroscopic quantum tunneling. One of the biggest motivations to study macroscopic
quantum tunneling is to understand whether macroscopic objects exhibit quantum fea-
tures or not, which is related to the transition from quantum to classical. This project
was raised by A. Leggett [113]. Unlike the double-slit experiment of a single electron,
one has to take into account dissipation effects due to many degrees of freedom involved.
In confirming quantum effects, one should search for purely quantum phenomenon. One
possibility is the quantum interference. It is worth mentioning here that, owing to the
advancement of experimental techniques, the interference was observed with a gigantic
molecule containing as large as 2000 atoms [114]. Another candidate is quantum tunnel-
ing. It was proposed in Refs.[81, 113, 115] that the magnetic flux confined by a SQUID
ring at very low temperatures is a promising candidate. Macroscopic quantum tunneling
in such system was actually observed experimentally [116].
For our purpose, the study of a one-dimensional barrier transmission problem in the
presence of a bath is motivated by a concrete phenomenon, that is, heavy-ion fusion
reactions. In this case, dissipation and fluctuation occur only when the colliding nuclei
come close to each other. In other words, the interaction with the bath is turned off
in the region far away from the barrier. Such problems can be solved by the quantum
coupled-channels approach discussed in Appendix.A. The free Hamiltonian H0 and the
interaction V are now given by H0 = HS + HB and V = HI . As shown there, the
transmission coefficient is obtained as a function of the initial energy. Notice that the
situation is different from usual cases in condensed matter physics where the interaction
with a bath is active in all the region. There, the transmission coefficient depends on
details of the initial wave packet.
A difficulty arises in applying the quantum coupled-channels method to the current
problem. It is based on the time-independent formulation, and the total wave function is
expanded by the eigenstates of the internal Hamiltonian. This is impossible in the current
problem since the internal Hamiltonian HB is a collection of a huge number of oscillators.
Many of the numerical methods for the Caldeira-Leggett model, including the one de-
veloped in the previous chapter, are based on the time-dependent formulation, in which
the reduced density matrix is normalizable. A straightforward way to obtain the trans-
mission coefficient is to prepare a wave packet localized on one side of the barrier at
initial time, to propagate it until the bifurcation into the reflected and the transmitted
wave packets is completed, and then to compute the probability (or the norm if normal-
ized) of the transmitted wave packet. However, it should be reminded that wave packets
are composed of various plane waves with different energies. Therefore, the transmission
coefficient computed this way is averaged based on the energy distribution of the initial
wave packet (see Eq.(A.45)). If the width of the energy distribution is narrow enough,
this averaging is not problematic. However, the narrower the width of the energy distribu-
tion is the larger the width of the spatial distribution is due to the uncertainty principle.
Therefore, one needs a large space, which makes a numerical calculation expensive.
To overcome this difficulty, we present the time-dependent formulation of the quan-
tum coupled channels method. We develop two practical ways of calculating physical
quantities, which are detailed in Appendices.A.2.2 and A.2.3. These formulations can be
implemented with our method. In the Green function method discussed in Appendix.
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A.2.3, for instance, the transmission coefficient can be calculated with the two-time re-
duced density matrix (see Eq.(A.60)). Calculating the two-time reduced density matrix
is quite demanding with the HEOM method and with the stochastic method since one
needs to consider the two-dimensional time axes. In marked contrast, our method can
easily evaluate the two-time reduced density matrix using Eq.(4.27), once the expansion
functions are obtained. Hence, the transmission coefficient can be calculated.
One might be concerned about the convergence of the calculation results. We have
seen in Sec.4.2.5 that a large number of phonon is necessary to achieve convergence when
the effective interaction is strong. In this regard, it should be reminded that the system-
bath interaction is active only in the vicinity of the barrier region. This results in the
short interaction time, and thus the number of phonon to be excited is expected to remain
small.
In closing this section, we mention that the transmission coefficient of interest is the
inclusive one. In the coupled-channels formulation, the transmission coefficient is defined
for each internal state (see Eq.(A.32)). In fusion reactions, on the other hand, one merely
needs the total rate to overcome the Coulomb barrier, in which a sum over the internal
states is taken. This is because fusion is assumed to take place, regardless of the inter-
nal state, once the touching point is reached. This should be the case in general when
a huge number of states are involved since it is hopeless to distinguish state by state
experimentally. As for the elimination of bath degrees of freedom by taking a sum over
all states, the reduced density matrix in open quantum systems is reminded. Integrat-
ing over bath degrees of freedom makes problems much simpler since the motion of the
complex bath does not have to be followed. Concerning this, one may wonder whether
the same idea is applicable to scattering problems or not. To this end, the scattering
theory must be formulated in terms of the density matrix. There have been several at-
tempts to construct the Lippmann-Schwinger-like equation for the density matrix with
the Liouvillian super-operator [117, 118]. While analytical properties can be extracted,
they are not compatible with numerical methods to our knowledge. Instead, we employ
the time-dependent approach to the quantum coupled-channels method, in which a link
to the ordinary scattering theory is clearer. In this formulation, a sum over all internal
states lead to the two-time reduced density matrix as discussed above.
5.2 Set-up of the problem
In this chapter, we apply the Caldeiral-Leggett model, Eq.(3.15), to a one-dimensional
barrier transmission problem. The Hamiltonian reads














with the mass of the system µ and the bare barrier U(q).
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As is discussed in Sec.3.3.4, the classical limit of this Hamiltonian leads to the Langevin






















where ∆(t) is defined by Eq.(3.43) and ξ(t) is a Gaussian stochastic process satisfying
Eq.(3.31). Due to the interaction with the bath, the external potential acting upon the
transmitting coordinate is V (q), instead of U(q), defined by






Since we are interested in effects of the frictional force and the random force, the results of
Eq.(5.3) should be compared with (d/dt)p(t)+(d/dq)V (q(t)) = 0, that is, with the results
obtained from the Hamiltonian, p2/2µ + V (q). This is referred to a free transmission in
the following.
The specific form of the interaction form factor, h(q), depends on a problem of interest.
In the case of binary nuclear collisions of our interest, q denotes the distance between nuclei
and the bath is introduced to simulate the complex internal excitations of the nuclei (see
Sec.6.1). The internal excitations are mainly caused by a nuclear interaction. Hence, h(q)
should be active only near the region of the barrier (V (q)) and should vanish outside.





and the barrier is set
V (q) = VBh(q), (5.6)











As for the parameters, let us simulate the transmission of the Coulomb barrier of the
16O + 208Pb system. Therefore, the mass is set µ = 931.494 × 16 × 208/(16 + 208) =
1.38393 × 104 MeV/c2, and the barrier is set VB = 74.5 MeV and α = 0.051 fm−2 to
reproduce the height and the curvature of the empirical Coulomb barrier [119]. Because
nuclear reactions start from the ground state of each nucleus, the initial bath is assumed
to be at the zero temperature. As can be seen from Eq.(3.44), the random force vanishes
in the classical limit. Therefore, we call it disspative barrier transmission even though the
random force remains in the quantum calculation due to the quantum fluctuation of the
initial bath.
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The influence functional of the Caldeira-Leggett model has been introduced in Sec.3.3.2.
It is shown there that the bath is characterized by the spectral density defined by










We arbitrarily set DI = 3.15 MeV and Ω = 15 MeV.
5.3 Calculation details
As discussed in Sec.5.1, the transmission coefficient, T (E), can be calculated by combining
the method developed in Chap.4 with the Green function method (Appendix A.2.2) or
the energy projection method (Appendix A.2.3). The calculation procedure is described
below.
In either method, one needs to derive the wave packet evolution under the Hamiltonian
Eq.(5.1) with Eq.(5.7). This can be done with the method developed in the previous










(q, t) |j1, . . . , jK〉 , (5.9)
with









The time evolution of the expansion functions, ψ
(n)
j1,...,jK







































jk + 1 ~c̄k ψ(n+1)j1,...,jk+1,...,jK (q, t).
(5.11)
As in Sec.4.3.3, it is solved with the fourth order Runge-Kutta method. The time and











with q0 = −15 fm, σ0 = 1.2 fm, and k0 =
√
2M × 80 [MeV]/~2 > 0. In other words, we
propagate the wave packet from the left side ((−∞, 0]) to the right side ([0,∞)) of the
space. With these values, the overlap of the initial wave packet with the interaction form
factor, h(q) in Eq.(5.5), is of the order of 10−7, which reasonably meets the condition that
the initial wave packet locates far away from the interaction region.
In the Green function method, we use Eq.(A.60) to obtain the transmission coefficient.
Therefore, we need the two-time reduced density matrix at two different times. From






















where qf is set qf = 10 fm. It should be emphasized that this can be obtained by single
propagation of the wave packet within the present method. Note that Eq.(A.60) contains
the time integral to∞. This is not a problem in practice since the amplitude of the wave
function at q = qf gradually damps as the wave packet moves forward. We propagate the
wave packet to v0tmax = 100 fm with the mean velocity v0 ≡ ~k0/µ. In this case, it is
confirmed that the spatial size of −30 fm < q < 60 fm is sufficient (the dimension of the
system reads 600). The hierarchy is set K = 65 and Nmax = 2.
In the energy projection method, we first obtain the reflection coefficient from Eq.(A.43)
and then calculate the transmission coefficient by subtracting the reflection coefficient
from unity. To this end, we first propagate the wave packet to the time t = tf at which
the bifurcation into the reflected, |ΨR(tf )〉, and the transmitted wave packets, |ΨT (tf )〉,
is completed. We set v0tf = 70 fm. Then, the energy distribution of |ΨR(tf )〉 is calcu-
lated. To reduce the propagation time, the energy distribution of the total Hamiltonian
is considered, not H0. Following Ref.[120, 121], it is done according to











|ΨR(tf ; s)〉 ≡ e−iHtots/~ |ΨR(tf )〉 . (5.15)
Note that the derivative with respect to s leads to the equations of motion as in Eq.(4.21),
and thus the s-dependence can be obtained in the same manner. As s grows, the overlap
〈ΨR(tf )|ΨR(tf ; s)〉 becomes smaller. Therefore, the s-integral in Eq.(5.14) is feasible in
practice. The maximum s is taken to be v0smax = 50 fm, and we confirm that the spatial
size of −55 fm < q < 35 fm is sufficient (the dimension of the system reads 600) in this
calculation. Again, the hierarchy is set K = 65 and Nmax = 2. In either method, the
transmission coefficient is calculated every ∆E = 0.1 MeV.
Let us now turn our attention to the accuracy of our calculation results. Firstly, it
























Figure 5.1: Comparison of the transmission coefficients obtained with the Green function
method (the red solid line) and the energy projection method (the black circles). The left
panel is in the linear scale, while the right panel is in the logarithmic scale.
is verified in Sec.4.3.3 by applying it to the exactly solvable case. Therefore, the wave
packet evolution can be trusted. We mention that convergences of the results in terms of
the grid size, the space size, the wave packet evolution time, and the hierarchy parameters
(K and Nmax) have all been confirmed. On the value of K, we have discussed with Fig.4.6
that the violation of the norm conservation can be used to judge if a chosen K is large
enough or not. On this point, we have confirmed that the norm conservation is well
satisfied in all the calculations.
Even after passing all the tests mentioned above, one might still be skeptical about
the energy projection procedure, which is, to our knowledge, applied for the first time in
this thesis. To confirm its applicability, we conduct the following two tests. Firstly, the
Green function method and the energy projection method calculate the same transmission
coefficient, even though they require different information of the wave function Therefore,
these results must coincide if the calculation is carried out properly. Fig.5.1 shows the
resulting transmission coefficients obtained with both of the methods. One sees that they
agree well within the energy range shown in the figure. This gives us confidence that the
calculations are done properly.
Secondly, let us confirm Eq.(A.45) that is analytically correct. The wave packet
transmission coefficient can be easily obtained from the transmitted wave packet (see
Eq.(A.44)). As is shown in Fig.5.2, Eq.(A.45) is satisfied numerically. We change the
initial conditions and a similar agreement is found. This gives us additional confidence
about the calculation procedure. Here, we stress that the detailed energy dependence is
masked without the energy projection calculation.
To have an idea of the interaction strength in the present setups, it is convenient to
see the energy loss after the scattering process. Since the lost energy of the system is
converted to the bath, the degree of energy loss can be extracted from the bath part
of the final wave function. For instance, we show in Sec.4.3.3 that the current method












Figure 5.2: Comparison of the smeared transmission coefficient (the right hand side of
Eq.(A.45), the red solid line) with the wave packet transmission coefficient (the left hand
side of Eq.(A.45), the black circles).





where A = R or T .
One might think that the energy loss of the system should directly be evaluated by
comparing the expectation value of HS, 〈HS〉, before and after the scattering. However,
care should be taken in this way because wave packets are composed of plane waves with
various energies and the transmission coefficient depends sensitively on the initial energy.
Suppose that one calculates 〈HS〉 of the reflected wave packet in the absence of the bath.
If the mean initial energy is around the barrier top, the higher energy components are
likely to be transmitted while the lower energy components are reflected. As a result, 〈HS〉
of the reflected wave packet is lower than the mean initial energy even in the absence of
the bath. As this example, if one compares 〈HS〉 before and after the scattering, the
variation is not only due to excitations of the bath but it also comes from the energy
dependence of the transmission coefficient. Eq.(5.16), on the other hand, purely reflects
the former.
Note that the mean excitation energy obtained from Eq.(5.16) is an averaged quantity
over the initial energies. Including the energy projection, the mean excitation energy at
a certain initial energy E, 〈Ex〉E, can be calculated by
〈Ex〉E ≡
〈ΨA(tf )|HB δ(Htot − E)|ΨA(tf )〉
〈ΨA(tf )|δ(Htot − E)|ΨA(tf )〉
. (5.17)
For simplicity, we instead employ Eq.(5.16) in what follows. We set a larger width of
the initial wave packet σ0 = 1.5 fm with the initial position q0 = −20 fm to reduce the
overlap with the interaction form factor at initial time. The wave packet is propagated

























Figure 5.3: Dependence of the mean excitation energy defined by Eq.(5.16) on the initial
energy. The blue solid line with circles shows that of the reflected wave packet, while the
red solid line with diamonds shows that of the transmitted wave packet.
it is confirmed that K = 40 and Nmax = 2 are sufficient. This time, the time grid is set
c∆t = 0.4 fm.
Fig.5.3 shows the initial energy dependence of the mean excitation energy. With the
present parameter set, the mean excitation energy is of the other of 1 MeV around the
barrier top. From Fig.5.3, one sees the larger excitation energies for the reflected wave
packet than that for the transmitted wave packet. We here mention that this result
depends on the form of the interaction form factor (see Sec.6.6).
5.4 Results and discussions
Now, let us discuss the transmission coefficients obtained with the aforementioned setups.
To gain an insight into dissipation effects on the transmission dynamics, we first compare
the result with the free transmission, where the interaction with the bath is turned off.
It is shown in Fig.5.4. Comparing the black solid line and the red solid line, one finds
that the interaction with the bath suppresses the transmission coefficient in all the energy
range.
As has been discussed in Sec.5.1, effects of dissipation on the barrier transmission,
specifically on quantum tunneling at sub-barrier energies, have been discussed from vari-
ous interests. Such problem was raised and discussed intensively by Caldeira and Leggett
in Refs.[81, 115]. With the instanton approximation, they solved a decay problem, where
a macroscopic system decays from a metastable state due to quantum tunneling and found
that dissipation always suppresses the quantum tunneling rate. This is consistent with
our result here.
Application to scattering problems, as is done here, was discussed in Ref.[122]. Using
the time-dependent WKB approximation to estimate the path integral of the system
degrees of freedom and the perturbation approximation to find the WKB action, the


























Figure 5.4: Comparison of transmission coefficients. The black solid line shows the free
transmission result (the barrier is V (q)) and the red solid line shows the transmission in
the presence of the bath. The purple solid line shows the quantum calculation only with
the random force (see the text) and the blue solid line is for the result of the classical limit
(Eq.(5.18)). The left panel is in the linear scale, while the right panel is in the logarithmic
scale.
they discussed that, with the zero temperature initial bath and the ohmic spectral density
(see Eq.(3.45)), the quantum tunneling rate is enhanced in the presence of the bath.
This appears to be inconsistent with our result. In this regard, it should be noted that
they compared their result to the transmission coefficient of the bare potential, that is,
that obtained with the Hamiltonian p2/2µ + U(q). As discussed in Sec.5.2, the external




i /(~ωi), which is lower than U(q).
By setting U(q) = VBh(q), we confirm that the tunneling probability is enhanced and
thus our result is consistent with Ref.[122].
As in this case, one has to use a consistent potential when comparing different results.
After the work by Caldeira and Leggett, Ref.[123] extracted the transmission coefficient
with an inverted parabolic potential and found that the tunneling rate is enhanced. As was
later clarified in Ref.[124], the apparent inconsistency was due to the fact that Ref.[123]
considered the bare barrier, while Ref.[115] used the adiabatic barrier.
In Ref.[122], it was found that the dissipation suppresses the tunneling rate, while
the fluctuation enhances it. Can we confirm this in the present calculation ? In classical
mechanics, which solves an equation of motion, one can easily turn off a frictional force
or a random force. A similar analysis can be done in the quantum calculation as well.
To see this, the derivation of the Langevin equation should be reminded. As shown in
Sec.3.3.4, ReL(t) leads to a random force, while ImL(t) to a potential renormalization
and a frictional force. Therefore, by setting ImL(t) = 0, one can turn off a frictional
force. According to Eq.(4.12), it can be done by replacing Dk,k′ with ReDk,k′ , since
uk(t) = ΩJk−1(Ωt) is real. Note that, as is expected from the form of the influence
functional, Eq.(3.16), it does not violate the unitarity and the positivity. In the same
way, one can turn off a random force by setting ReL(t) = 0. However, it violates the
positivity. This unphysical behavior is expected since it is impossible to generate only a
frictional force from any Hamiltonian as discussed in Sec.3.1.
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The transmission coefficient evaluated only with the random force is shown by the
purple solid line in Fig.5.4. Note that the potential renormalization term, the third term
in Eq.(5.7), is neglected in this calculation since it comes from ImL(t). It is clearly seen
that the tunneling rate is enhanced by the random force. Therefore, it is concluded that
the fluctuation enhances the tunneling rate. Since the tunneling rate is suppressed in the
presence of both the dissipation and the fluctuation, it is deduced that the dissipation
suppresses the tunneling rate.
It should be mentioned that calculation only with a random force is merely for the
above investigation and is not physical. As is seen from the definition of L(t), Eq.(3.18),
it is impossible that either of the real part or the imaginary part vanishes. An unphysical
case is, for instance, that the random force can give the energy to the system even though
the initial bath is at zero temperature. Still, it is worth doing to explore effects of the
frictional force and the random force separately.
In Ref.[125], the authors discussed the transmission coefficient with the Eckart barrier.
They employed the Bohmian mechanics with a complex action to solve the time-dependent
Schrödinger equation and calculated the transmission coefficient from the total probabil-
ity of the transmitted wave packet, that is, Twp in the current notation. The temperature
of the bath is finite initially. Although the adiabatic barrier is considered, they found
that the transmission coefficient is enhanced below the barrier and is suppressed above
the barrier. This apparent inconsistency should be attributed to the initial bath temper-
ature [126]. As we have seen in Sec.3.3.4, a random force is strengthened with increasing
temperatures, while a frictional force is not affected by it. According to the above dis-
cussion, therefore, increasing temperatures results in the larger tunneling rate. The same
conclusion has been reached in Ref.[127], where the analysis by Caldeira and Leggett was
extended to finite temperatures. From these considerations, it is expected that the tun-
neling rate is enhanced compared to the free transmission above a certain temperature.
The enhancement observed in Ref.[125] should correspond to this case. In other words,
the tunneling rate is suppressed at zero temperature due to the stronger influence of the
frictional force or dissipation.
So far, we have focused on the quantum barrier transmissions. Considering that the
Langevin equation is originally a classical mechanical model, comparison with the classical
barrier transmission is also worth doing. Note that we have discussed the quasiclassical
Langevin equation in Sec.3.3.4, where the system is governed by classical mechanics while
the bath is treated quantum mechanically. Here, we consider the classical Langevin
equation by taking the classical limit of the bath. The initial temperature is currently
set absolute zero which leads to the vanishing random force (see Eq.(3.44)). The working



















This equation is solved with the fourth order Runge-Kutta method with c∆t = 0.2 fm.
The initial position is set q(0) = 15 fm, which is far away from the barrier in the present
setups, and the initial momentum is determined from the given initial energy.
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The classical result is shown by the blue solid line in Fig.5.4. In the absence of a
random force, the classical result is deterministic. It is seen that the necessary energy to
overcome the barrier is higher than VB. This is a consequence of the frictional force.
To gain a deeper insight into the above results, the barrier distribution is convenient.





In classical isolated systems, for instance, the transmission coefficient is given by T (E) =
θ(E − VB), with the step function θ and the barrier height VB. Therefore, the barrier
distribution reads fBD(E) = δ(E − VB).
From its definition, the barrier distribution is normalized to unity,∫ ∞
0
dE fBD(E) = T (∞)− T (0) ' 1. (5.20)
In addition, since T (E) is normally a monotonically increasing function of E, fBD(E) ≥ 0
is true in the whole energy range. A function satisfying the above two properties can be
regarded as a probability density function in the probability theory.
One convenient way to characterize the shape of probability density functions is mo-
ments (or cumulants). An application to the fusion barrier distributions was discussed in












dE [(E − VB)/M2]3 fBD(E).
(5.21)
The first order moment, M1, is the mean barrier height measured from VB. An additional
energy is required to overcome the barrier in the presence of the energy loss and it results
in higher dynamical barrier height. Therefore, it probes effects of the energy loss. The
second order moment, M2, is the width of the distribution. As mentioned above, the
classical barrier transmission in the absence of fluctuation gives M2 = 0, and thus it
probes the degree of fluctuation. Currently, the sources of fluctuation are the quantum
fluctuation inherent in the system dynamics and the one from the random force. The third
order moment, M3, is the skewness which represents how asymmetric the distribution is.
For the free transmission, the moments can approximately be estimated in the fol-
lowing way. If a parabolic barrier, V (q) = VB − µω2Bq2/2, is concerned, the analytical
expression of the transmission coefficient is given by T (E) = [1+exp(2π(VB−E)/~ωB)]−1,
which leads to the barrier distribution fBD(E) = (π/~ωB)/ cosh2(π(VB−E)/~ωB). Then,
the moments are M1 = 0, M2 = ~ωB/2
√
3, and M3 = 0. With Eq.(5.6), the parabolic
approximation leads to V (q) ' VB − VBαq2 and thus M2 =
√
~2αVB/6µ. In the current




















Figure 5.5: Comparison of the barrier distributions. The black solid line is the free result,
the red solid line takes into account the bath, and the purple solid line is the result
obtained only with the random force. The arrow (E − VB = 1.18 MeV) indicates the
barrier position of the classical result.
Fig.5.5 shows the resulting barrier distributions, while the moments are listed in
Table.5.1. The barrier distribution is sensitively affected by a small difference in the
energy dependence of the transmission coefficient. To confirm the accuracy of the calcu-
lations, we solve the free transmission with the time-independent Schrödinger equation,
whose results are denoted by Free (TI) in Table.5.1. Note that the time-independent
method provides more stable results. Comparing Free and Free(TI), M1 and M2 agree
well, while a deviation is found in M3. The higher moments probe more detailed struc-
tures of the energy dependence. From this test, we focus only on qualitative discussions
for M3, while we discuss quantitatively M1 and M2.
M1 (MeV) M2 (MeV) M3
Free 0.01 1.3 -0.21
Free (TI) 0 1.3 0.032
Bath 1.17 2.4 1.6
Fluctuation 0.02 2.3 0.29
Classical 1.18 0 0
Table 5.1: The first, second, and the third moments of the barrier distributions defined
by Eq.(5.21).
As has been discussed above, the first moment M1 probes the energy loss. As expected,
it vanishes in the free transmission. On the other hand, the bath and the classical results
give almost the same value. Therefore, the amount of the barrier shift due to the energy
loss can be reproduced with the classical calculation. Note that M1 is almost zero when
only the random force is included. It is expected because the energy loss should come
80
from the friction term.
Regarding the second moment, it should first be noted that the free result agrees with
the above analytic estimation. Comparing the bath and the free results, it is found that
the former is larger. Qualitatively, this can be interpreted in the following way. As has
been discussed above, M2 probes the degree of fluctuation. Sources of the fluctuation in
the current problem are the quantum fluctuation of the system and the random force.
Note that the free result reflects only the former, while both are involved in the bath
result. Crudely speaking, more fluctuations are inherent in the bath result, which results
in the larger M2. Note that the fluctuation result is similar to the quantum result. This
implies that the friction term is not responsible for M2.
Finally, the third moment characterizes the degree of asymmetry of the barrier dis-
tribution around its mean. As mentioned above, this is affected even by a slight error in
numerical calculations, and we should focus our attention on qualitative discussions. As
is seen in Table.5.1, the bath result is much larger than the free result. That the sign is
positive means that the distribution leans towards the E > VB side. This is clearly seen
in Fig.5.5 and reflects the smaller slope at above barrier energies. The absolute value of
the fluctuation result is comparable to the free result. It implies that the asymmetry is
attributed to the frictional force in terms of the Langevin equation.
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Chapter 6
Effects of dissipation on near-barrier
fusion reactions
In the previous chapter, effects of a frictional force and a random force on the transmission
dynamics has been discussed by applying the Caldeira-Leggett model to a one-dimensional
scattering problem. Using the same numerical method, this chapter deals with a simple
fusion problem with a dissipative coupling. We begin with a general remark on appli-
cations of the model to fusion reactions in Sec.6.1. Then, the set-up of the problem is
presented in Sec.6.2. Making use of the fact that the Langevin equation is recovered in the
classical limit, we employ for the interaction form factor the surface friction model, which
has been widely used in previous Langevin calculations for fusion reactions. Next, in
Sec.6.3, we discuss physical quantities to which the current method can access. They are
fusion cross sections and excitation spectrum for each partial wave. Calculation results
and short discussions are then presented in Sec.6.4. As an important finding toward the
goal of this thesis, we find the supprresion of fusion cross sections at sub-barrier energies
as well as at above barrier energies. Their origins are explored in Sec.6.5 and in Sec.6.6.
Finally in Sec.6.7, we summarize findings in this chapter and point the future direction.
6.1 Application of the Caldeira-Leggett model to fu-
sion reactions
We propose to apply the Caldeira-Leggett model for a unified description of fusion reac-
tions. As discussed in Sec.2.2, the classical Langevin equation has succeeded in capturing
characteristics of the damped nuclear collisions. However, it lacks quantum tunneling,
which is an essential ingredient in sub-barrier fusion reactions. Therefore, to extend the
applicability of the Langevin equation, we need a quantum mechanical extension. As
discussed in Sec.3.3.4, the Caldeira-Leggett model reproduces the Langevin equation in
the classical limit (or in the form of the Heisenberg equation of motion). Treating the
model Hamiltonian quantum mechanically serves as one reasonable candidate of quan-
tum Langevin theory. From the opposite side, sub-barrier fusion reactions have been suc-
cessfully described with the quantum coupled-channels method as discussed in Sec.2.3.
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However, it cannot handle a huge number of channels in practical calculations. Thus,
it is hopeless to include in the model space the densely distributed states at high exci-
tation energies, which are important as a source of dissipation and fluctuation. On the
other hand, their individual characters should not be important. If they play a role only
as the origin of dissipation and fluctuation, as is inferred from previous studies of deep
inelastic collisions, we can introduce a model to simulate their impacts on the reaction
dynamics. In doing so, we need a guiding principle about a way to simulate dissipation
and fluctuation. In view of the success at above barrier energies, the classical Langevin
equation is a reasonable choice. It can be achieved by adding a harmonic oscillator bath
linearly coupled to the system to the coupled-channels Hamiltonian since it leads to the
Langevin equation in the classical limit. In this way, we can merge two different models
while respecting the previously succeeded approaches.
An idea of applying the Caldeira-Leggett model (or its influence functional, see Sec.3.3.2)
to the damped nuclear reactions is not new. To our knowledge, the first attempt was done
in Ref.[83]. The authors of Ref.[83] found that three different approaches lead to the in-
fluence functional in the form of Eq.(3.16), which leads to the Langevin equation in the
classical limit. The two of them are the Caldeira-Leggett model Hamiltonian and the
weak coupling limit discussed in Sec.3.3.3. The last one is the adiabatic limit, where
the time scale of the environment is assumed to be much faster than that of the system.
Since numerical evaluation of the path integral was impossible at that time, the authors
introduced the semi-classical approximation, as has been done in Sec.3.3.4, for practical
applications. The Caldeira-Leggett model Hamiltonian was also applied in Ref.[129] to
investigate a role of dissipation in sub-barrier nuclear reactions. The WKB approximation
had to be used to evaluate the tunneling rate.
In the above two approaches, Refs.[83, 129], the relative motion was regarded as the
system, and was treated based on the classical limit. Sargsyan et al., on the other hand,
have proposed two ways of quantum mechanical treatments. It is worth detailing them
here since the model Hamiltonian employed is similar to the one in this thesis. One way
is the quantum diffusion approach [130]. Remember that the Caldeira-Leggett model can
be solved exactly when the system dependence is up to the second order of the coordinate
and the momentum (see Eq.(3.3.5)). Taking its advantage, they derived the transmission
coefficient exactly for a one-dimensional inverted parabolic potential. By adjusting the
barrier parameters to reproduce the realistic Coulomb barrier for each partial wave, they
succeeded in evaluating fusion cross sections. The other way is the quantum master
equation [131]. The equation of motion for the reduced density matrix can exactly be
derived if the system dependence is up to the second order of the coordinate and the
momentum. At this point, the frequency of the system potential and the coupling strength
are constants. To simulate the realistic Coulomb barrier and a friction coefficient, they
introduce the coordinate dependence of these quantities [132].
In either case, a difficulty of solving the model Hamiltonian with a general potential
and interaction form factor is cleverly circumvented. In contrast, our approach is to solve
the model Hamiltonian directly without any further simplifications. As discussed above,
we focus on unifying the two methods, the classical Langevin equation and the quantum
coupled-channels method, which have respectively succeeded in each of the energy range
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of interest. In doing so, it is desired to exactly reproduce one method when the other
degrees of freedom are neglected. In this sense, a further simplification should be avoided
if possible. With the method developed in Chap.4, the model Hamiltonian can be solved
numerically with a general form of potential and interaction form factor. It should also be
noted that the transmission coefficient can be obtained without any dependence on the
initial wave packet as has been discussed in Chap.5, which is the case for the quantum
coupled-channels method.
In this chapter, we present a simple calculation of fusion cross sections to discuss effects
of dissipation at near-barrier energies. The system of interest is the relative distance. By
introducing a harmonic oscillator bath, a frictional force and a random force are added
in the classical limit. It is similar to the early stage of dissipative trajectory calculations
[27]. For more realistic description of sub-barrier fusion reactions, low-lying collective
states and nucleon transfer channels should explicitly be taken into account as in the
coupled-channels method.
This is a macroscopic model of fusion reactions. As has been discussed in Sec.2.4.2,
macroscopic models are characterized by macroscopic quantities. Broadly speaking, we
can regard the influence functional as a macroscopic quantity for dissipation. One can
choose any form, but this thesis focuses on the one for the Caldeira-Leggett model since
it reproduces the Langevin equation in the classical limit. Then, the influence functional
is characterized by the interaction form factor and the L(t) function, see Eq.(3.16). The
interaction form factor determines the coordinate dependence of the friction coefficient and
the random force, while the L(t) function determines the memory of them. Therefore, the
interaction form factor and the L(t) function should reflect nuclear structure information.
A way to determine a similar quantity for fission reactions was developed based on the
linear response theory in the adiabatic picture [133, 134], and numerical calculations have
been carried out [135, 136]. This approach could be very helpful in evaluating the realistic
influence functional. In this chapter, on the other hand, the interaction form factor and
the L(t) function are phenomenologically chosen.
In closing this section, we point out a similarity to the classical Langevin model.
In the classical Langevin model, transport coefficients are first determined based on a
nuclear structure model. Using them as inputs, the Langevin equation is solved to derive
the dynamics. In the present case, transport coefficients are the interaction form factor
and the L(t) function. They should be determined based on a nuclear structure model.
Using them as inputs, the fusion dynamics is derived by calculating the path integral.
The former procedure, determination of transport coefficients, is important for realistic
calculations. We come back to this point in Sec.6.7.
6.2 Set-up of the problem
We apply the Caldeira-Leggett model, Eq.(3.15), to a fusion problem. Denoting the





























Figure 6.1: The potentials, V (R) and W (R), and the interaction form factor, h(R), used
in the present calculation. The black solid line and the violet dotted line are the real and
the imaginary potentials with scale on the left of the figure. The pink solid line is the
interaction form factor with scale on the right of the figure.


















≡ HS +HB +HI ,
(6.1)
with the reduced mass of the system µ, the barrier V (~R), and the interaction form factor
h(~R). In what follows, we consider the 16O + 208Pb system.

















where ~∇ is the vector differential operator, ∆(t) is defined by Eq.(3.43), and ξ(t) is a
Gaussian stochastic process satisfying Eq.(3.31).
As in the classical Langevin equation, we regard the real part of V (~R) as the Coulomb
barrier. It is composed of the Coulomb potential, VC(R) = ZPZT e








1 + exp((R−RV )/aV )
. (6.3)
As in the previous chapter, we calculate scattering quantities in the time-dependent for-
mulation. In this case, to describe fusion reactions by means of absorption, introducing
imaginary potential is more convenient than imposing the ingoing wave boundary con-
dition (see Sec.2.3). The imaginary potential is also assumed to be of the Woods-Saxon
form [32, 61],
W (R) = − W0
1 + exp((R−RW )/aW )
. (6.4)
In the following calculations, we set V0 = 300 MeV, RV = 1.054× (A1/3P +A
1/3
T ) = 8.9 fm
with the mass number of the projectile AP and that of the target AT (
16O and 208Pb),




T = 8.4 fm, and aW = 0.2 fm. For the
nuclear potential, these parameters result in almost the same barrier height (VB = 76.52
MeV) and the barrier position (11.6 fm) as the Aküze-Winther potential [24]. Note
that fusion cross sections do not significantly change by varying V0 and RV while fixing
the barrier height and the barrier position [119]. A deeper nuclear potential is used in
this calculation to ensure the absorption in the presence of the potential renormalization
term. The parameters for the imaginary potential is chosen so as to reproduce fusion
cross sections calculated with the ingoing wave boundary conditions in the energy range
of interest. To sum up, the total potential is assumed to be spherically symmetric and is
given as
V (R) = VC(R) + VN(R) + iW (R). (6.5)
As seen from Eq.(6.2), the interaction form factor, h(~R), determines the coordinate
dependence of the frictional force and the random force. Following the previous works, we
employ the surface friction model, Eq.(2.10), which has been widely used in the classical
Langevin calculations [17, 26, 27]. To see the correspondence with the previous works, we
temporary consider a case ∆(t) ∝ δ(t). Then, the coordinate dependence of the frictional
force reads ~∇h(~R(t))(~∇h(~R(t))· ~P (t)). Thus, the surface friction model can be reproduced
by taking h(~R) ∝ VN(R). However, the potential renormalization term has a large value
inside the barrier with this choice, which prevents the absorption and thus results in
numerical instability. To overcome this difficulty, we employ the same prescription as
Ref.[45] and take the following interaction form factor,
h(~R) ( = h(R)) = [1 + exp((R−RAW )/(2aV ))]−2. (6.6)
Note that it behaves as h(R) ∝ e−R/aV ∝ VN(R) outside the barrier. Here, RAW =
1.2×(A1/3P +A
1/3
T )−0.18 = 9.9 fm is the radius parameter in the Aküze-Winther potential.
RV is not used here, since it is modified to reconcile with the deeper V0. The potentials
and the interaction form factor are illustrated in Fig.6.1.
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Regarding ∆(t) and the time correlation of the random force, we employ the ohmic










It includes two parameters, DI and Ω. DI determines the strength of the interaction.
We consider two different strengths, DI = 20~Ω and DI = 40~Ω, to see its dependence.
Although it is desired to calculate with a larger value of DI , the convergence cannot be
confirmed above DI = 40~Ω. On the other hand, Ω is the maximum frequency of the
oscillators, and thus it determines the characteristic time scale of the bath. As can be
seen in the right panel of Fig.4.3, ∆(t) decays roughly at Ωt ∼ 4. In this calculation,
the bath is present to simulate the complex internal excitations, and the characteristic
time scale should correspond to that of the motion of nucleons, tnucl. It can roughly be
estimated as ctnucl ∼ 50 fm [137]. Combining them, we set ~Ω = 15 MeV in the following
calculations. We point out that the authors of Ref.[138] calculated a quantity similar to
ImL(t) for fission reactions based on the two-center shell model (see Fig.9 in Ref.[138]).
Their results also decayed at around t ' 50 fm/c as is expected. They also found the
oscillatory behavior at very low temperatures, which is seen with the choice Eq.(6.7) (see
Sec.4.3.2). We have carried out the following calculations with various values of α in
Eq.(4.43). Although the results are different quantitatively, we have reached the same
conclusions as in Sec.6.5 and in Sec.6.6, irrespective of the choice of α.
Note that the total Hamiltonian is now spherically symmetric. This means that the
angular momentum is a conserved quantity. To see this more clearly, note that Eq.(6.2)

























and for the angular momentum ~~L ≡ ~R× ~P ,
d
dt
~L(t) = 0. (6.9)
In other words, we neglect the angular momentum dissipation. It is pointed out in Ref.[26]
that resulting fusion cross sections are insensitive to the strength of the angular momentum
dissipation in the surface friction model.
When the Hamiltonian is spherically symmetric, it is convenient to expand the total





|L,M〉 |ΨL(t)〉 . (6.10)
where |ΨL(t)〉 includes the radial and the bath parts. Therefore, a three-dimensional
problem is reduced to a one-dimensional problem with various values of L.
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6.3 Calculation of physical quantities
6.3.1 Time evolution
The time evolution of |ΨL(t)〉 in Eq.(6.10) can be solved with the method developed in
Chap.4. The calculation procedure is similar to the one-dimensional case discussed in









(R, t) |j1, . . . , jK〉 . (6.11)
The time evolution of the radial expansion functions, u
L, (n)
j1,...,jK
(R, t), can be obtained by











































jk + 1 ~c̄k uL, (n+1)j1,...,jk+1,...,jK (R, t),
(6.12)




i /~ωi. As in the previous chapter, it is solved with the
fourth order Runge-Kutta method.
Since the colliding nuclei are initially in their ground state, we consider the zero
temperature initial bath. As an initial condition for the system, we locate a wave packet
far away from the barrier region, with the initial velocity pointing inward. Then, the
time evolution is calculated until the time tf , |ΨL(tf )〉, when the reflected wave packet
does no longer overlap with the barrier region. This is repeated for various values of L.
Practically, the initial wave packet is constructed by designating its energy distribution,
WI(E). Note that the Coulomb potential should be taken into account since it is a long











up to the normalization constant. In this equation, η = µZPZT e
2/~2k is the Sommerfeld
parameter and FL(η, kR) is the regular Coulomb wave function. As for the initial energy
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with the mean initial energy E0 and the width of the energy distribution σ0.
6.3.2 Fusion cross sections
What physical quantities can be extracted from |ΨL(tf )〉 ? Firstly, fusion cross sections
can be evaluated as absorption cross sections. As has been discussed in Sec.5.3, one has
to keep in mind that wave packets are composed of various energy states. The energy
projection method for the partial wave expansion is detailed in Appendix.A.3.2. From
Eq.(A.105), the total reflection coefficient, RL(E), is given with |ΨL(tf )〉 as
RL(E) = 〈ΨL(tf )|δ(HS +HB − E)|ΨL(tf )〉 /WI(E), (6.15)
where WI(E) is the energy distribution of the initial wave packet. The expectation value
can be evaluated in the same way as Eq.(5.14).
The total transmission coefficient, TL(E), is obtained from the probability conserva-








The sum over L is continued until the result converges in the energy range of interest.
The initial wave packet is set E0 = 75 MeV, σ0 = 10 MeV, and R0 = 22.5 fm, which
result in the mean position 〈R〉 = 21 fm and the width
√
〈(R− 〈R〉)2〉 = 1.2 fm at L = 0.
Denoting the mean velocity by v0 ≡
√
2E0/µ, the calculation time is set v0tf = 70 fm and
v0smax = 100 fm with the time grid c∆t = 0.15 fm. To enclose the wave packet evolution
with these values, the spatial size is set 3 fm < R < 80 fm with the space grid ∆R = 0.15
fm. In the absence of the bath, the tunneling probability calculated with these set-up
agrees with the time-independent result down to 10−4. The hierarchy is set K = 65 and
Nmax = 2. The calculation of T
L(E) is done every ∆E = 0.1 MeV.
6.3.3 Excitation spectrum
Secondly, the excitation spectrum of the reflected wave packet can be calculated. As
discussed in Sec.5.3, the energy lost by the system is converted to the bath in the current
model. Therefore, the excitation spectrum of the reflected wave packet can be obtained
as follows,
PL(Ex) =
〈ΨL(tf )|δ(HB − Ex)|ΨL(tf )〉
〈ΨL(tf )|ΨL(tf )〉
. (6.17)
Care should be taken in evaluating the expectation value. When one utilizes Eq.(5.14),
the s-integral does not converge. To make the calculation possible, we replace the delta
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function with another normalized function f(Ex),
PL(Ex) =
〈ΨL(tf )|f(HB − Ex)|ΨL(tf )〉
〈ΨL(tf )|ΨL(tf )〉
. (6.18)








into Eq.(6.18), one finds







f̃(s)eiExs/~ 〈ΨL(tf )|e−iHBs/~|ΨL(tf )〉
]
. (6.20)
If f(Ex) has a finite width unlike the delta function, f̃(s)→ 0 (s→∞) holds. Therefore,
the s-integral is convergent even if 〈ΨL(tf )|e−iHBs/~|ΨL(tf )〉 oscillates. In practice, we









with σP = 1 MeV.
Note that the excitation spectrum to be calculated this way is an averaged quantity
over the initial energies. Including the energy projection, the excitation spectrum at a
certain initial energy E, PLE (Ex), can be calculated by
PLE (Ex) =
〈ΨL(tf )|f(HB − Ex)δ(HS +HB − E)|ΨL(tf )〉
〈ΨL(tf )|δ(HS +HB − E)|ΨL(tf )〉
. (6.22)
In principle, the numerator can be evaluated by using the Fourier transforms of both
f(HB −Ex) and δ(HS +HB −E), as has been done above. This calculation requires the
two-dimensional time integral, which is quite demanding in practice. Thus, we simply
employ Eq.(6.20) in the following. We set σ0 = 2 MeV and R0 = 30 fm, which result in
the mean position 〈R〉 = 26 fm and the width
√
〈(R− 〈R〉)2〉 = 3.7 fm at E0 = 75 MeV
and L = 0. The calculation time is set v0tf = 75 fm at each initial energy with c∆t = 0.4
fm. The maximum time for the integral Eq.(6.20), smax, is set so that f̃(smax) = 10
−6 is
satisfied. The spatial size is 3 fm < R < 60 fm with the space grid ∆R = 0.15 fm. Due
to the longer calculation time, the hierarchy is in turn set K = 80 and Nmax = 2.
From the excitation spectrum, one can calculate the mean excitation energy, 〈Ex〉.
Notice that the mean value is not affected by the replacement of the delta function with






To calculate this quantity, the same initial conditions and the grid sizes as the spectrum











































































































































Figure 6.2: The excitation spectra at L = 0 at three different initial energies, E0/VB =
0.96 (E0−VB = −3.1 MeV) (the panels (a) and (b)), E0/VB = 1.01 (E0−VB = 0.77 MeV)
(the panels (c) and (d)), and E0/VB = 1.06 (E0−VB = 4.6 MeV) (the panels (e) and (f)).
The black solid lines are for the free results. The blue and the red solid lines take into
account the bath with the interaction strength DI = 20~Ω and 40~Ω, respectively. The
panels (a), (c), (e) are in the linear scale, while the panels (b), (d), (f) in the logarithmic
scale.
6.4 Results and discussions
Calculation results are presented in this section. To understand a role of the bath coupling,
it is helpful to see the excitation spectrum. In Fig.6.2, this is shown for the three different
initial energies. Note that E0 is the mean initial energy (see Eq.(6.14)). As expected, the
stronger interaction results in the larger excitations. It is also expected that the larger
initial energies result in the larger excitations because the overlap between the wave packet
and the interaction form factor (or the overlap between the projectile and the target) grows
with increasing initial energies. As mentioned in Sec.6.3.3, the Gauss function with the
1 MeV width, instead of the delta function, is assigned to each individual excited state.
Even though, one can clear see that the slope of the tail at higher excitation energies is
different from a single Gauss function. This corresponds to excitations of many states
with different excitation energies, as is expected from the Caldeira-Leggett Hamiltonian.
Note that Fig.6.2 is a similar quantity to the total kinetic energy loss distribution.
However, care should be taken in comparing with experimental data. As discussed in
Sec.2.4.2, the multi-nucleon transfer plays an important role as the onset of energy dis-
91
sipation at near-barrier energies. When it occurs, the kinetic energy loss is not only due
to excitations but also to the change of the mass. At near-barrier energies, these two
contributions are comparable to each other. In the present calculations, however, the
change of the mass is not taken into account.
Besides this, the following two points should be kept in mind. Firstly, the energy
projection is not done as mentioned in Sec.6.3.3. Secondly, it is the excitation spectrum
for a certain initial angular momentum, not for a certain scattering angle. In experiments,
the measurement is done for a certain scattering angle. In terms of the partial wave
analysis, the angular distribution is given by a coherent superposition of various initial
angular momenta. Fig.6.2 shows the results at L = 0, that is, the s-wave. Therefore,
it contributes to all the scattering angles with equal amount. Note here that Fig.6.2 is
normalized (see Eq.(6.18)). At above barrier energies, the s-wave contribution to a certain
scattering angle is very small owing to small 〈ΨL=0(tf )|ΨL=0(tf )〉. It is listed in Table.6.1.
E0/VB = 0.96 E0/VB = 1.01 E0/VB = 1.06
Free 9.0× 10−1 3.8× 10−1 3.4× 10−2
DI = 20~Ω 9.1× 10−1 4.1× 10−1 4.7× 10−2
DI = 40~Ω 9.2× 10−1 4.5× 10−1 6.5× 10−2
Table 6.1: 〈ΨL=0(tf )|ΨL=0(tf )〉 for Fig.6.2.
In Ref.[140], the total kinetic energy loss distribution for the 24Mg+90Zr system at
Θc.m. = 148
◦, with Θc.m. being the scattering angle in the center of mass frame, was
measured at various initial energies. It was found that the elastic scattering contribution
is largely suppressed at the initial energy E/VB = 1.06. In the present calculation, on
the other hand, the contribution is clearly seen as the peak at Ex = 0 MeV in Fig.6.2(e).
This difference implies that the coupling strengths used in the present calculations are not
strong enough to simulate realistic nuclear reactions. We mention that we have confirmed
that the elastic scattering contribution is less significant at higher initial energies.
The dependence of excitations on the initial energy can be more easily seen with the
mean excitation energy, Eq.(6.23). It is shown in Fig.6.3. It is more clearly seen that the
excitation energy increases with increasing initial energies.
Now, let us turn our attention to fusion cross sections. In Fig.6.4, we compare the
initial energy dependence of fusion cross sections. Notice that the energy in the horizontal
axis is E, not E0, since the energy projection is carried out (see Eq.(6.15)). It is found
that fusion cross sections are suppressed both at above barrier energies and at sub-barrier
energies. The larger interaction strength results in the larger suppression. Origins of these
suppressions will be explored in Secs.6.5 and 6.6.
We have seen suppression of fusion cross sections at above barrier and sub-barrier
energies in the presence of the bath. One naive question is then whether it can be
represented merely by shifting the initial energy or not. To answer this at near-barrier


















































Figure 6.3: Dependence of the mean excitation energy at L = 0 defined by Eq.(6.23) on
the initial energy. The strength of the interaction is DI = 20~Ω for the blue solid line
with diamonds and DI = 40~Ω for the red solid line with circles. The left panel is in the
linear scale, while the right panel is in the logarithmic scale.





Therefore, if fusion cross sections are merely shifted, it results in a shift of the barrier
distribution.
Fig.6.5 compares the fusion barrier distributions. Note at first that no characteristic
structure is seen. Due to a large number of states involved evenly in the dynamics, the
barrier distribution is smooth as a function of the initial energy. In comparison with the
free result, it is found that the height of the peak goes down as the strength of interaction
increases. This means that effects of the bath are more than a shift of the initial energy.
This point becomes more transparent with the moments of the fusion barrier distri-
butions, as has been done in Sec.5.4. The zeroth, the first, and the second moments are















where the integration is carried out over the range of non-vanishing Dfus. They are listed
in Table 6.2. According to the fusion barrier distribution from the Wong formula (see
Eq.(2.25)), which is characterized by the barrier position RB, the barrier height VB, and
the barrier curvature ωB, they read M0 = πR
2
B, M1 = VB, and M2 = (~ωB)2/12. These
values are also shown there. The moments are evaluated by the direct integration. We













































Figure 6.4: Comparison of fusion cross sections. The black solid lines are for the free
results. The blue and the red solid lines take into account the bath with the interaction
strength DI = 20~Ω and 40~Ω, respectively. The left panel is in the linear scale, while
the right panel is in the logarithmic scale.
A shift of the initial energy corresponds to a change of VB. As discussed in Sec.5.4, it
is a result of the frictional force in terms of the Langevin equation. Not only that, RB and
ωB are also affected in the presence of the bath. It should be reminded that the barrier
distribution can only extract information at near-barrier energies. At around E−VB = 2
MeV, for instance, exp(2π(E − VB)/~ωB) ' 19  1 holds. Then, the Wong formula,
Eq.(2.25), behaves as σWong(E) ' πR2B(1− VB/E), and thus the smaller RB corresponds
to the smaller slope at slightly above barrier energies. At around E − VB = −2 MeV,
on the other hand, exp(2π(E − VB)/~ωB) ' 0.05  1 holds. The Wong formula now
reads σWong(E) ' (~ωB/2E)R2B exp(2π(E − VB)/~ωB), which means that the larger ωB
corresponds to the less steep fall off at slightly sub-barrier energies. In Ref.[128], the
correlation between the small RB and the large ωB was found and it was attributed to
transfer reactions. The same trend is seen in the present calculation.
M0 (fm
2) (RB (fm)) M1(= VB) (MeV) M2 (MeV
2) (~ωB (MeV))
Free 418 (11.5) 76.5 1.9 (4.8)
DI = 20~Ω 411 (11.4) 76.7 2.0 (4.9)
DI = 40~Ω 402 (11.3) 76.9 2.2 (5.1)
Table 6.2: The moments of the fusion barrier distributions defined by Eq.(6.25). RB =√
M0/π, VB = M1, ~ωB =
√
12M2 are according to the Wong formula, Eq.(2.25).
6.5 Suppression at above barrier energies
Let us explore reasons of the suppression of fusion cross sections at above barrier en-
ergies and sub-barrier energies. In what follows, the interaction strength is fixed to be





























Figure 6.5: Comparison of the fusion barrier distributions defined by Eq.(6.24). The black
solid lines are for the free results. The blue and the red solid lines take into account the
bath with the interaction strength DI = 20~Ω and 40~Ω, respectively.
the suppression at sub-barrier energies will be addressed in the next section. A similar
suppression is also seen in the classical calculations [16, 26], and thus it is expected that
they share the same origin. To explore this conjecture, it is convenient to see a breakdown
of fusion cross sections into each angular momentum, which is called the spin distribution












dσfus/dL at E/VB = 1.13 (E = 10.0 (MeV)) is shown by the lines with the symbols in
Fig.6.6. One sees that the suppression of the fusion cross sections mainly occurs at the
angular momenta where the spin distribution drops to zero.
The suppression in the classical calculations occurs in the same manner. To see this,
we carry out the classical calculation. Since the initial bath is at zero temperature, a






















where the imaginary potential is now neglected. To solve this equation, we employ the
fourth order Runge-Kutta method with c∆t = 0.2 fm. The initial position is set R(0) = 30
fm, which is far away from the interaction region. Given the initial energy E > VB,
which determines the initial momentum, Eq.(6.27) is solved to find the critical angular



























Figure 6.6: Breakdowns of fusion cross sections into each angular momentum. The initial
energy is E/VB = 1.13 (E − VB = 10.0 (MeV)). The black solid line with the diamonds
and the red solid line with the circles show the quantum calculation results with and
without the bath, respectively, while the black and the red dotted lines are for the classical
calculation results.
momentum corresponds to varying the impact parameter, b. They are connected by the
relation L = bk with the wave number k =
√
2µE/~2. From the definition, fusion cross




db 2πb = πb2cr, (6.28)




















We find Lcr = 30.8 (bcr = 3.93 fm) for the free calculation and Lcr = 30.0 (bcr = 3.82
fm) with the frictional force. Due to the frictional force, the colliding nuclei start to cease
the penetration at smaller angular momentum. The spin distributions thus obtained are
shown by the dotted lines in Fig.6.6. The classical results roughly intersect with the
quantum results at around the half maximum of dσfus/dL. Therefore, the suppression in
the quantum calculations can mainly be explained in the classical calculation as due to
the frictional force. It is consistent with the results in Sec.5.4, where it has been found
that a shift of energy due to the frictional force in the quantum calculation can be well
explained by the classical calculation.
Fusion cross sections are compared in Fig.6.7. Even though the spin distributions






















Figure 6.7: Comparison of fusion cross sections. The black and the red solid (dotted) lines
show the quantum (classical) calculation results with and without the bath, respectively.
fluctuations, the resulting fusion cross sections are similar to each other. As can be seen
from Fig.6.7, difference between the classical and the quantum results is larger in the
presence of the bath than in the free transmission. It could attribute to the random force
present only in the quantum calculation with the bath.
6.6 Suppression at sub-barrier energies
The suppression of fusion cross sections is also seen at sub-barrier energies. Fusion re-
actions (or the penetration of the Coulomb barrier) in this energy range occurs through
quantum tunneling, and thus it cannot be interpreted in terms of the critical angular
momentum as discussed in the previous section. Rather, the loss of fusion cross sections
should originate from the reduction of the quantum tunneling rate in the presence of the
bath. To make this point more transparent, we compare the spin distributions in Fig.6.8,
where the initial energy is E/VB = 0.96 (E−VB = −3.1 (MeV)). Unlike the above barrier
suppression shown in Fig.6.6, the loss of cross sections is attributed to all the angular
momenta concerned. We mention that this behavior was predicted in Ref.[141].
Even though the suppression cannot be interpreted in terms of a smaller critical angu-
lar momentum as in the classical calculations, one may think that the similar mechanism
plays a key role in the origin of the suppression. Here, let us recall the reason why the
critical angular momentum is reduced with a frictional force. A frictional force makes
the energy smaller before the relative distance reaches the barrier top. As a result, the
maximum barrier height that can be overcome at a given initial energy becomes smaller
and this ends up with a smaller critical angular momentum. In the same way, the en-
ergy is dissipated before the closest distance is reached at sub-barrier energies. Because
the tunneling rate decreases with decreasing initial energies, this energy loss prior to the























Figure 6.8: Breakdowns of fusion cross sections into each angular momentum. The initial
energy is E/VB = 0.96 (E − VB = −3.1 (MeV)). The black solid line with the diamonds
and the red solid line with the circles show the quantum calculation results with and
without the bath, respectively.
Although this reasoning sounds qualitatively good, care should be taken in this argu-
ment. In Figs.6.2 and 6.3, it has been shown that the bath excitations of the reflected
wave packet become less significant as the initial energy decreases. This is a natural con-
sequence since the overlap with the interaction form factor h(R) decreases as is clearly
seen from Fig.6.1. Although the energy loss of the reflected wave packet is shown in
Figs.6.2 and 6.3, it is expected that the energy loss prior to the tunneling becomes also
less significant with decreasing the initial energies. Then, if the above argument is correct,
the suppression must fade away as the initial energy decreases. However, such tendency
cannot be seen in Fig.6.4 at all.
For more quantitative discussions, the semi-classical calculation detailed in Appendix
D is useful. In this approach, the relative motion is treated classically and the trajectory
is first obtained by solving the classical equations of motion (Eq.(D.3)). Based on the tra-
jectory, the time evolution of the bath is then derived quantum mechanically (Eq.(D.6)).
By solving the time-dependent Schrödinger equation for the bath, one can find the bath
wave function when the trajectory hits the barrier. The tunneling probability is then
calculated by folding the free tunneling rate with the excitation spectrum right before the
tunneling starts (Eq.(D.12)). Repeating the above procedures for various initial angular
momentum, one can evaluate fusion cross sections (Eq.(D.1)). Note that the bath excita-
tions before the beginning of the tunneling are taken into account in this approach, and
thus it serves as a suitable model calculation for the quantitative discussion.
The results are compared in Fig.6.9. As is clearly seen, the semi-classical result is not
affected by the presence of the bath. This is due to the fact that the bath excitations are
insignificant at sub-barrier energies, as discussed above. Since the semi-classical calcu-






















Figure 6.9: Comparison of fusion cross sections. The black and the red solid lines show
the quantum calculation results with and without the bath, respectively. The blue circles
show the result of the semi-classical calculation.
underestimated. To answer this, we have calculated the mean excitation energies using
Eq.(D.13). A similar result to the quantum calculation has been obtained. Therefore, it
is not the case that the semi-classical calculation underestimates the energy loss.
From these discussions, we conclude that the energy loss before the tunneling cannot
explain the suppression of fusion cross sections at sub-barrier energies. At this point,
one may think that the potential renormalization term in the Hamiltonian, that is, the
third term in Eq.(6.1), may do harm to the calculation of fusion cross sections. As is
seen in Fig.6.1, it is repulsive inside the barrier, which hinders the tunneling. Although
it is canceled by a part of the interaction Hamiltonian, HI , mathematically, whether it
is compatible with the imaginary potential or not should be checked. We first note that
it is found in Sec.5.4 that the results with the renormalization term is consistent with
the equation of motion. That is, the barrier is actually given by V (q), not by the bare
potential U(q). Even with the imaginary potential, we have discussed in the previous
subsection that the above barrier results are consistent with the classical equation of
motion.
Whether the third term in Eq.(6.1) leads an error to the calculation or not can be
checked more directly if one can turn off the potential renormalization from the interaction
Hamiltonian. It can be done by setting ImL(t) = 0, as discussed in Sec.5.4. By taking
the classical limit with it, the potential renormalization does no longer appear and only a
random force is added to the equation of motion. Therefore, even without the third term































Figure 6.10: Comparison of the transmission coefficients at L = 0. The black and the red
solid lines show the quantum calculation results with and without the bath, respectively.
The purple solid line shows the quantum calculation only with the random force.
frictional force nor the random force, this calculation should coincide with the free result.
We compare the resulting transmission coefficients at L = 0 in Fig.6.10. One sees
that the calculation only with the random force is influenced at sub-barrier energies. This
ensures that the difference from the free result is not caused by the third term in Eq.(6.1).
Since the random force and the frictional force have similar coordinate dependence de-
termined from h(R), they influence the tunneling dynamics even though the excitation
spectrum of the reflected wave packet does not feel them much.
To understand the origin of the suppression at sub-barrier energies, let us here remem-
ber the calculation results discussed in Sec.5.4. The suppression of the quantum tunneling
rate has been found there too (see Fig.5.4). However, the energy loss has been seen even
at sub-barrier energies (see Fig.5.3), while it is very small in the present calculation. This
difference comes from the different shapes of the interaction form factor. In Sec.5.4, it has
the same form as the barrier, and thus the wave packet overlaps with it regardless of the
initial energy. In the present calculation, on the other hand, the closest distance increases
with decreasing initial energies, while h(R) exponentially decreases with increasing rel-
ative distances (see Fig.6.1). As a result, the overlap decreases with decreasing initial
energies. However, it does not necessarily mean that the tunneling dynamics is not influ-
enced by h(R). According to the time-independent solution, the wave function does not
vanish under the barrier. If the wave function overlaps with h(R) during the tunneling,
there should be non-negligible effects on the tunneling rate. What should be noted here is
that h(R) in the surface friction model exponentially increases as the distance decreases
under the barrier. Therefore, even though the bath excitation of the reflected wave packet
is small, it is expected that the tunneling rate is influenced by it.
To reinforce this argument, let us consider a barrier transmission problem in a one-







































Figure 6.11: Panel(a): The potential and the interaction form factor used in the one-
dimensional calculation. The black solid line shows the potential with scale on the left of
the figure. The pink solid line denotes the interaction form factor with scale on the right
of the figure. Panel(b): Comparison of the transmission coefficients. The black solid line
shows the free transmission result while the red solid line shows the transmission in the
presence of the bath. The blue circles show the result of the semi-classical calculation.
The purple solid line is for the quantum calculation only with the random force.
the situation shown in Fig.6.1, we localize the interaction form factor near the exit of the
tunneling. One possible choice is the following form,
h(q) = e−(q−qV )
2
, (6.31)
with qV = 1 fm. The potential and the interaction form factor are illustrated in the left
panel of Fig.6.11. With this set-up, there should be almost no overlap before the tunneling
begins.
As for the other set-up, we take the same mass, the spectral density, and the initial
conditions as those in Sec.5.4. The strength of the interaction is set DI = 3 MeV, while
the cutoff is ~Ω = 15 MeV. The Green function method is employed to calculate the
transmission coefficient with the same hierarchy and the grid sizes as in Sec.5.3. The
result is compared with the free transmission in the right panel of Fig.6.11. Even though
the interaction form factor is localized, the tunneling rate is still suppressed in the presence
of the bath. We also perform the semi-classical calculation and the result is shown by
the blue circles in Fig.6.11. As is expected, one cannot see any difference from the free
transmission. This means that the suppression is not due to the energy loss prior to the
tunneling.
The transmitted wave packet cannot be explored in the fusion calculation since it
is absorbed by the imaginary potential. On the other hand, it can be done in one-
dimensional calculations. Let us first see the mean excitation energy of the scattering
wave packets. The calculation details are the same as in Sec.5.3. They are compared
in the left panel of Fig.6.12. Since the reflected wave packet hardly overlaps with the
interaction form factor, the excitation energy is very small unlike Fig.5.3. On the other




















































Figure 6.12: Panel(a): Dependence of the mean excitation energy on the initial energy.
The blue solid line with circles is that of the reflected wave packet, while the red solid line
with diamonds is that of the transmitted wave packet. Panel(b): The excitation spectra
of the reflected (the blue solid line) and the transmitted (the red solid line) wave packets.
The initial energy is ((~k0)2/2µ)/VB = 0.96.
Even under the barrier, the wave function does not vanish. When such evanescent wave
interacts with the bath, it results in excitations of the transmitted wave according to
this calculation. Note that the interaction form factor is now localized inside the barrier.
Therefore, this is not the excitation after the tunneling.
To see excitation structure more closely, let us compare the excitation spectrum of the
reflected and the transmitted wave packets. This can be calculated in a similar way to
Eq.(6.18), that is,
P (Ex) =
〈ΨA(tf )|f(HB − Ex)|ΨA(tf )〉
〈ΨA(tf )|ΨA(tf )〉
, (6.32)
where A = R or T , and |ΨR(tf )〉 (|ΨT (tf )〉) denotes the reflected (transmitted) wave
packet after the bifurcation is completed. The calculation is done using the same set-
up as that of 〈Ex〉 above. To evaluate the expectation value, we employ Eq.(6.20) with
the maximum time, smax, satisfying f̃(smax) = 10
−6. In the right panel of Fig.6.12, we
show the excitation spectra at ((~k0)2/2µ)/VB = 0.96. As is expected from the mean
excitation energy, one clearly sees larger excitations of the transmitted wave packet than
the reflected wave packet.
When the interaction form factor is localized near the tunneling exit, the reflected
wave is not excited much due to a very small overlap. On the other hand, the transmitted
wave is largely excited. The excitations should take place during the tunneling. Then,
it is a natural consequence that the tunneling rate is influenced by the presence of the
bath, even with the small excitations of the reflected wave. As such influence, we see the
suppression in the right panel of Fig.6.11. In that figure, the calculation result only with
the random force is shown by the purple solid line. It is similar to or larger than the free
transmission result at sub-barrier energies. Therefore, we conclude that the suppression
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is mainly caused by the frictional force or the energy dissipation during the tunneling.
As discussed in Sec.5.4, this is due to larger effects of the frictional force with the initial
bath at zero temperature.
The three-dimensional calculation could be understood in the same manner. As shown
in Fig.6.1, the interaction form factor is very small near the entrance of the tunneling.
Accordingly, the reflected wave packet is not excited much. On the other hand, the inter-
action form factor exponentially increases as the wave moves forward inside the barrier.
Although the excitation spectrum of the transmitted wave packet cannot be calculated,
it is expected to be largely excited compared to the reflected wave packet as in Fig.6.12.
This affects the tunneling rate. In Fig.6.10, we see that the random force slightly en-
hances the tunneling rate. Therefore, the suppression is mainly caused by the frictional
force during the tunneling.
Note that it explains the reason why the semi-classical calculation cannot reproduce
the suppression. In evaluating the tunneling probability, the excitation spectrum is folded
with the free tunneling rate. That is, effects of the bath excitations during the tunneling
is neglected. If h(R) is active mainly inside the barrier, as in this case, this assumption
is not reasonable.
In Ref.[62], the Markovian quantum master equation was applied to a model calcu-
lation of fusion reactions. The suppression of the tunneling rate was observed at far
below the barrier energies together with decoherence and energy dissipation. However,
the mechanism of the suppression may be different from that of the present calculation. In
Ref.[62], the authors considered a long range coupling form factor to simulate the damp-
ing of the giant-dipole resonance state. In other words, the coupling to the environment
starts before the wave packet reaches the barrier. This might cause the suppression there,
while it is mainly caused by the bath coupling near the tunneling exit in the present
calculation.
In closing this section, we point out that the excitation spectrum of the reflected
particle does not reveal the whole story of the fusion dynamics. In our calculations, the
bath excitations of the reflected wave packet are very small, while it has non-negligible
impacts on sub-barrier fusion cross sections. In quantum mechanics, the reflected and the
transmitted wave packets can be influenced in a different manner. Thus, even if energy
loss of the reflected particle is very small, it does not necessarily mean that the bath
excitations are negligible in the fusion dynamics.
6.7 Concluding remarks of this chapter
In this chapter, we have discussed effects of a dissipative coupling on near-barrier fusion
reactions. The interaction form factor is determined based on the surface friction model.
At above barrier energies, we have seen in Sec.6.5 that the result is similar to that in the
classical limit in the present set-up. In the classical surface friction model, the strength
of the frictional force is determined to reproduce the experimental data. From systematic
studies, it was found that many systems can be well described with the same strength
of friction [17], except for very light systems [142]. In a similar manner, one might be

































































Figure 6.13: Comparison of fusion cross sections for the 16O + 208Pb system. The red
circles show the experimental data taken from Ref.[119], and the result of the coupled-
channels calculation is shown by the black thin solid lines with diamonds. Also shown are
the results of the free calculation (the black solid lines), the quantum calculation in the
presence of the bath with the interaction strength DI = 40~Ω (the red solid lines), the
classical calculation with DI = 40~Ω (the red dotted lines), and the classical calculation
with DI = 100~Ω (the blue thin solid lines with triangles). The horizontal axis of these
results are shifted by 3.15 MeV. The left panel is in the linear scale, while the right panel
is in the logarithmic scale. VB = 74.5 MeV is taken here.
same value as the classical surface friction model cannot be used here because of the time
integral in the frictional force (see Eq.(6.8)).
Even if one can find a parameter set that well describes above barrier fusion, that might
lead to too large suppression at sub-barrier energies. As discussed in Sec.6.6, sub-barrier
fusion cross sections are also suppressed due to the coupling to the bath during tunnel-
ing. It has a large impact in the surface friction model since the interaction form factor
exponentially increases with decreasing relative distances inside the barrier. Note here
that the quantum coupled-channels method without the bath well describes experimental
fusion reactions at slightly below the barrier energies. Therefore, the suppression of fusion
cross sections found in this chapter makes the agreement worse. We have stressed that
the kinetic energy of the reflected wave is still very small. As discussed with Fig.6.12, this
is because the reflected wave does not know about the coupling deep inside the barrier.
Thus, whether the suppression occurs or not cannot be judged only from the total kinetic
energy distribution.
To see the above discussions more transparently, the experimental data of fusion cross
sections for the 16O + 208Pb system are compared with various calculation results in
Fig.6.13. The coupled-channels calculation (see Sec.2.3.3) is carried out with the following
set-up. The Aküze-Winther potential [24] is employed for the real part of a nuclear
potential, and the imaginary potential is of the Woods-Saxon form (see Eq.(6.4)) with
W0 = −30 MeV, RW = 8.4 fm, and aW = 0.4 fm. The channel-coupling effect is treated in
the same way as the CCFULL code, and the iso-centrifugal approximation is adopted [40].
For intrinsic states, we take into account the lowest vibrational excited states (the spin and
the parity are given by 3−) of both 16O and 208Pb. The coupling parameters are taken from
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Ref.[56]. While the result of the coupled-channels calculation is close to the experimental
data at sub-barrier energies, the overestimation is seen at above barrier energies. Also
shown are the calculation results obtained in this chapter. Since the vibrational excited
states are not taken into account, for comparison, we shift the horizontal axis so that
the result of the free calculation (the black solid lines) matches that of the coupled-
channels calculation at sub-barrier energies. Although the deviation between the free and
the coupled-channels calculations is seen at above barrier energies, it is insignificant in
the following discussion. In the presence of the bath (the red solid lines), fusion cross
sections are suppressed at above barrier energies. Therefore, the overestimation of the
experimental data is reduced with the dissipative coupling. To find a value of DI that
reproduces above barrier fusion cross sections, we carry out the classical calculation.
As a result, it is found that the calculation result with DI = 100~Ω, which is shown
by the blue thin solid lines with triangles in Fig.6.13, closely follows the experimental
data in this energy range. It is expected that the quantum calculation with a similar
interaction strength reproduces above barrier fusion cross sections. On the other hand,
the suppression of fusion cross sections is also seen at sub-barrier energies. Thus, the
quantum calculation with DI ' 100~Ω would underestimate the experimental data at
sub-barrier energies, as can be inferred from the right panel of Fig.6.13.
One might relate the suppression at sub-barrier energies to the deep sub-barrier hin-
drance discussed in Sec.2.3.5. However, care should be taken in this discussion. As shown
in Fig.2.4, the hindrance usually occurs abruptly below a certain energy, which is around
E/VB = 0.91 [47]. Unfortunately, fusion calculations down to such low energies are not
feasible in the current set-up. In the range of the calculations in this chapter, the sup-
pression has continuously been seen from the barrier top to sub-barrier energies. As long
as the interaction form factor is continuous, it is unlikely to observe an abrupt change
at lower energies according to the interpretation presented in Sec.6.6. Another concern
is that the deep sub-barrier hindrance has also been observed in light systems [49]. Due
to the smaller number of degrees of freedom in light systems, effects of the internal ex-
citations are expected to be less significant. If the origin of the hindrance is common
to light and heavy systems, as is recognized in the literature, it is not probable that the
suppression is caused by a dissipative coupling.
Toward a unified description of fusion reactions, therefore, the sub-barrier suppression
should be explained in some way. To this end, we point out the necessity of microscopic
treatment of the internal excitations. In this chapter, we have employed the surface
friction model in all the energy range. However, the dynamics of the internal degrees
of freedom varies depending on the initial energy. For instance, we have discussed in
Sec.2.4.2 that the multi-nucleon transfer is likely to be the onset of energy dissipation at
near-barrier energies. When two nucleons are transferred, the pair correlation plays an
important role at sub-barrier energies [65, 67, 143]. On the other hand, it was reported to
be less significant at above barrier energies [144]. This difference in the internal dynamics
should result in a different dissipative coupling at sub-barrier and at above barrier energies.
More directly, the friction coefficient has been estimated based on microscopic dynamical
calculations in the literatures. Irrespective of employed microscopic models, the sizable
energy dependence has been observed especially at near-barrier energies [145, 146, 147].
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Unfortunately, those methods cannot estimate the friction coefficient inside the barrier at
sub-barrier energies. However, we deduce from those results that the dissipative coupling
is quite different from the one at above barrier energies. The presence of channels that
strongly couple to the ground state should also be noted. In the present calculation, we
have considered a huge number of internal excitations whose coupling strength are evenly
distributed. In realistic nuclear reactions, on the other hand, the collective excitations and
the nucleon transfer to low-lying states strongly couple to the ground state (see Sec.2.3).
They have specific structural effects and thus should be treated individually as discussed
in Sec.2.4.2. We mention that the deep sub-barrier hindrance disappears in systems with
a strong neutron transfer coupling [148, 149]. It implies that the tunneling dynamics deep
inside the barrier is largely affected by those channels. Therefore, they should have a big
influence on the suppression found in this chapter as well.
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Chapter 7
Summary and future perspectives
Inspired by great progress in theory of open quantum systems, we attempted to apply it to
heavy-ion fusion reactions in this thesis. The two different theoretical models, the classical
Langevin equation and the quantum coupled-channels method, have been applied so far
depending on whether the initial energy is higher or lower than the Coulomb barrier.
They focus on different aspects of fusion reactions. The classical Langevin equation
phenomenologically describes dissipation and fluctuation acting on macroscopic degrees
of freedom due to complex internal excitations. The quantum coupled-channels method
deals with quantum tunneling with a few number of internal states near the ground
state. While their applicability in the respective energy range has ben tested for a long
time, we encounter a problem when considering a single framework that can capture
physics behind both sub-barrier fusion and above barrier fusion. To take the theoretical
model a step further, we proposed to aim at achieving a unified description of heavy-
ion fusion reactions. For that purpose, merging dissipation and fluctuation with quantum
mechanics is a key. This leads us to viewing heavy-ion fusion reactions as an open quantum
system. For practical applications, the Caldeira-Leggett model, which has been widely
used in studies of open quantum systems, is a reasonable choice because it reproduces the
Langevin equation in the classical limit. This character is encouraging for our purpose
because dissipation and fluctuation can be reconciled with quantum mechanics while
respecting the previous approach to above barrier fusion reactions. In other words, the
model allows one to reproduce the classical Langevin equation and the quantum coupled
channels method in suitable limits. From this consideration, we believe that the model
is a reasonable candidate for a unification of heavy-ion fusion reactions. Even though
the model looks simple, a huge number of modes preclude practical applications to fusion
reactions. To overcome this difficulty, we developed a new approach based on phonon
number representation. It was shown that this method can be combined with the quantum
coupled-channels method. This enables one to apply the model to barrier transmission
problems, where fusion reactions are one of typical examples. Simple calculations of
fusion reactions were carried out after unraveling general aspects of dissipative barrier
transmission in quantum mechanics. Roles of the dissipative coupling in fusion reactions
were deeply investigated both at sub-barrier and at above barrier energies. Based on these
results, we pointed out the need for microscopic calculations of friction coefficient.
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Progress achieved in this thesis toward a unified description of heavy-ion fusion reac-
tions is summarized in the following. The first is progress in methodology. Inspired by
recent progress, we developed a new approach to the Caldeira-Leggett model in Chap.4.
Mathematically speaking, it is merely a Taylor expansion of the entangled part of the
influence functional. However, we could gain the following new perspectives of the model.
Firstly, it provides phonon number representation of a harmonic oscillator bath. With
this representation, the meaning of convergence of the calculation results becomes clear.
Note that it enables one to unravel how much the bath is excited in the course of the
time evolution. Secondly, we could find the new boson operators for the Caldeira-Leggett
model. When a solution of the time-dependent Schrödinger equation is concerned, these
boson operators are essential in a sense that they capture the relevant degrees of freedom.
This new viewpoint provides a link to the wave function of the total system including
the bath. It enables one to compute various quantities involving the bath degrees of free-
dom. As a numerical method, the method traces the time evolution of wave functions
or vectors, not matrices as in the conventional methods. This reduction is in particular
useful when the dimension of the system is large, as in applications to heavy-ion fusion
reactions. The utility of the method was confirmed by applying it to a damped harmonic
oscillator, for which the exact solution was reproduced well. To apply the model to barrier
transmission problems, we successfully reconciled the method with the time-dependent
approach to the quantum coupled-channels method. This new formulation enables one to
solve barrier transmission problems with a huge number of modes, which is essential for
practical applications to fusion reactions. Owing to these advances, quantum mechanical
extension of the Langevin equation for heavy-ion fusion reactions, which has been a long
standing problem, could be done for the first time in this thesis.
The second is progress in understanding effects of dissipation and fluctuation on quan-
tum barrier transmission. We applied the Caldeira-Leggett model to barrier transmission
problems. In application to a one-dimensional problem, a general setup, where the poten-
tial and the interaction form factor have the same coordinate dependence, was considered.
The temperature of the initial bath was set absolute zero. From this study, we found that
the transmission coefficient is suppressed in all the energy range from below to above the
barrier height. Focusing on the quantum tunneling rate at below the barrier energies, we
discussed effects of a frictional force and a random force in the Langevin equation. To
this end, we proposed a way to turn off a frictional force in the quantum calculation and
found it feasible. From this, we found that a frictional force or dissipation suppresses the
tunneling rate, while a random force or fluctuation enhances it. We also compared the
quantum results with results in the classical limit. Since the initial bath is at zero tem-
perature, only a frictional force comes in the equation of motion, and the transmission
coefficient is either 0 or 1. From the analysis of the barrier distribution, it was found
that only the first moment, which corresponds to a shift of the effective barrier height,
can be explained with the classical calculation. Keeping these findings in mind, we then
applied the model to a fusion problem with the surface friction model for the interaction
form factor. We calculated excitation spectrum and found that excitations become more
significant with increasing initial energies. This is peculiar to heavy-ion fusion problems,
where the overlap of the wave function with the interaction form factor grows rapidly
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as the initial energy increases. Fusion cross sections were calculated and the suppression
was found at sub-barrier energies and at above barrier energies. The barrier distribution
showed that effects of the bath are more than a shift of the initial energy. We discussed
that the suppression at above barrier energies is similar to the one found in the classical
calculations. That is, it is associated with the decrease of the critical angular momentum
due to the energy dissipation before reaching the Coulomb barrier. The suppression at
sub-barrier energies was investigated using the semi-classical calculation and it was found
that the energy dissipation before the beginning of tunneling is not the main reason. To
gain an insight, we carried out the one-dimensional calculation with the interaction form
factor localized near the exit of the tunneling. From this study, we attributed the origin
of suppression to a frictional force during tunneling, which is a purely quantum dissipa-
tion effect. To achieve a unified description, the suppression of fusion cross sections at
sub-barrier energies should not appear since the quantum coupled channels method has
been successful in the energy range. We discussed that the necessity of more microscopic
treatments of the dissipative coupling to resolve this issue.
We believe that this thesis paved the way for incorporating dissipation and fluctuation
in quantum mechanical description of heavy-ion fusion reactions. In that direction, there
will be a lot of things to be done in the future. One of the most important future
works is to derive transport coefficients microscopically. One possible way is to use the
linear response approach discussed in Sec.6.1. For collision problems, a calculation of
a friction coefficient based on the approach was carried out in Ref.[150]. Later, it was
found that the result agrees well with that obtained with the microscopic mean field
approach at high initial energies [145]. A more elaborate way is to extract transport
coefficients from microscopic dynamical calculations. In Ref.[151], for instance, a friction
coefficient and a time correlation function of the random force were extracted from a
quantum molecular dynamics simulation. It is an interesting future work to construct the
influence functional from these results and apply it to fusion calculations. We note that
this approach has a similarity to analysis of the exciton dynamics in the photosynthetic
systems. There, information of environment is first extracted from microscopic simulations
and the exciton dynamics (the system of interest) is then calculated using the results
as input [152]. As a simpler case, fusion calculations with potential extracted from a
microscopic dynamical simulation has already been done [153]. We discuss its extension
to incorporating dissipation and fluctuation.
It has been commonly recognized that the damping is very strong in nuclear systems.
Then, it might be impractical to apply the present method to calculations with a realistic
strength. To extend the applicability of the method, the idea of the multi-configuration
time dependent Hartree (MCTDH) method is promising. Roughly speaking, it is an ef-
ficient way of the basis expansion for a harmonic oscillator bath. In the conventional
MCTDH method, the total wave function is expanded with eigenstates of the bath oscil-
lators. Hence, the number of modes is huge. If we can instead use the new boson operators
to expand the total wave function, it is expected that the number of relevant modes can
be largely reduced. This reduction of the numerical cost should enable one to apply the
Caldeira-Leggett model to various situations, such as a very strongly interacting case.
Therefore, we believe that such extension of the method is important not only for studies
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of heavy-ion fusion reactions but also for those of open quantum systems in general.
Another interesting survey is dissipation of the orbital angular momentum. In the
application to fusion reactions in Chap.6, we considered a case where the orbital angular
momentum is conserved. In other words, we neglected the dissipation of the orbital
angular momentum. Even though the strength of an angular friction (or a tangential
friction) is weak within the surface friction model [17, 26], importance of the angular
momentum dissipation has been pointed out in other works [16, 154]. One should be
careful when constructing a model Hamiltonian so that the total rotational symmetry
is ensured. The situation is similar to the analysis of rotational absorption spectrum
in a condensed phase [155]. What makes this problem interesting is that, in quantum
mechanics, the algebra of the angular momentum is different from the energy. To our
knowledge, it has not been investigated yet whether or not the irreversible loss is seen
even in the different algebra. This provides us a new perspective of dissipation. We




In this appendix, we present an overview of the quantum coupled-channels method, which
is one main subject of this thesis. It considers potential scattering of a particle or collision
of two particles. In both situations, internal degrees of freedom of particles are excited
under the influence of potential or interaction. For our purpose, we assume that these
internal degrees of freedom can be treated as discrete states.
The total Hamiltonian is divided into the free part H0 and the interaction part V .
Denoting the scattering coordinate (the coordinate of a particle for potential scattering
or the relative coordinate of two particles for collision) and the momentum by ~R and ~P ,




+ U(~R) + h, (A.1)
with the mass of the scattering coordinate µ and the internal Hamiltonian h. In the
case of collision, we omit the center of mass motion assuming the spacial translational
symmetry. U(~R) is not dependent on the internal degrees of freedom and may be a long
range potential. For later purpose, we introduce the eigenstate of h
h |α〉 = εα |α〉 . (A.2)
With this, the total Hamiltonian reads
H = H0 + V. (A.3)
The interaction V is assumed to vanish at sufficiently large |~R|.
Conventionally, the quantum coupled-channels method is formulated as a solution of
the time-independent Schrördinger equation. The purpose of this appendix is to present
connections to solutions of the time-dependent Schrödinger equation. When one performs
numerical calculations, the time-dependent formulation is more useful in many cases partly
because we deal with the normalizable wave function. It is necessary especially for our
purpose since the method developed in Chap.4 solves the time-dependent Schrödinger
equation.
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A.1 Derivation of the Lippmann-Schwinger equation
Scattering is in nature a time-dependent process, and it should be formulated based on
solutions of the time-dependent Schrödinger equation. In scattering process, the interac-
tion, V , is active only in a limited amount of time and a particle (particles) moves freely
in the infinitely past and in the infinitely future [156, 157]. To describe this situation, the







|Ψ(t)〉 = V |Ψ(t)〉 . (A.4)






G0(t− t′) = δ(t− t′), (A.5)




dt′G0(t− t′)V |Ψ(s)〉 , (A.6)






|Φ(t)〉 = 0. (A.7)
This means that |Φ(t)〉 describes freely moving particle, and thus we want a solution
satisfying Ψ(t)





with θ(t) being the step function. One can show that this satisfies Eq.(A.5). Substitution
into Eq.(A.6) gives





′)/~V |Ψ(s)〉 . (A.9)
This satisfies Ψ(t)
t→−∞−−−−→ Φ(t), and thus it is a solution of the initial condition problem.
Let us now transform the above solution to the time-independent picture. For that













with A = Φ,Ψ, or G0. Note that the Fourier transforms defined this way satisfy the
time-independent Schrödinger equations
(E −H) |Ψ(E)〉 = 0,
(E −H0) |Φ(E)〉 = 0,
(E −H0)G0(E) = 1.
(A.11)









E −H0 + iε
(ε→ 0)
(A.12)
where the iε-prescription is used to avoid ∞.
The Fourier transform of Eq.(A.9) leads to
|Ψ(E)〉 = |Φ(E)〉+G0(E)V |Ψ(E)〉 . (A.13)
This is the well known Lippmann-Schwinger equation. We stress that the equation can
be derived from a formal solution of the time-dependent Schrödinger equation. Here it





is also a solution of Eq.(A.5). This corresponds to the final condition problem leading to
Ψ(t)
t→∞−−−→ Φ(t), and, in the time-independent view, it merely corresponds to changing
the sign of iε in Eq.(A.12). This solution is necessary to define the S matrix [156, 157].
The sequential expansion of Eq.(A.13) leads to
|Ψ(E)〉 = |Φ(E)〉+G(E)V |Φ(E)〉 . (A.15)
with
G(E) = G0(E) +G0(E)V G0(E) +G0(E)V G0(E)V G0(E) + · · ·
= G0(E) +G(E)V G0(E).
(A.16)
This satisfies
(E −H)G(E) = 1, (A.17)
and thus it is the Green function for the total Hamiltonian (we shall call it full Green
function). From the definition Eq.(A.12), one finds a specific form
G(E) =
1




Although we are interested in scattering problems in a three-dimensional space, let us first
study those in a one-dimensional space. Owing to less mathematical complexity, studying
one-dimensional problems is helpful to gain insights into the quantum coupled-channels





For later purposes, we introduce the eigenstates of the coordinate and the momentum
as |R〉 and |k〉, respectively. The momentum eigenfunction is a plane wave,





As an initial state, we consider a plane wave propagating to the positive R direction with
the internal state α,
〈R|Φα(E)〉 = φkα(R) |α〉 , (A.21)
where the wave number kα is given by kα =
√
2µ(E − εα)/~2. Notice that this satisfies
the Schrödinger equation Eq.(A.11).












with |R,α〉 ≡ |R〉 |α〉. Since it is diagonal in the |α〉-basis, the Lippmann-Schwinger
equation, Eq.(A.13), reads
〈R, β|Ψα(E)〉 = δα,βφkα(R) +
∫ ∞
−∞
dR′ 〈R, β|G0(E)|R′, β〉 〈R′, β|V |Ψα(E)〉 . (A.23)
If RV (> 0) is the typical range of V , the integrand in Eq.(A.23) vanishes for such R
′
as R′  −RV and R′  RV . Therefore, from Eq.(A.22), one finds




where the upper sign corresponds to R RV while the lower sign to R −RV . In this
equation, we have introduced the (on-shell) T matrix,





′) 〈R′, β|V |Ψα(E)〉 .
(A.25)
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Let us here introduce the S matrix,










kα/kβ Sβ,α(E)φkβ(R) (R RV ),
δα,βφkα(R) +
√
kα/kβ S−β,α(E)φ−kβ(R) (R −RV ).
(A.27)
In one-dimensional scattering, observables are the reflection and the transmission co-
efficients. For R  RV , on one hand, the plane wave in Eq.(A.27) represents the trans-



















For R  −RV , on the other hand, the first term on the right hand side in Eq.(A.27) is
the incident wave and the second term is the reflected wave. The probability currents of












The reflection and the transmission coefficients are defined by the magnitude of the
currents as in optics. Therefore, the transmission coefficient with the initial internal state
α at the initial energy E is given by




and the reflection coefficient by




Note that the continuity equation of |Ψα(E)〉 leads to the probability conservation
Rα(E) + Tα(E) = 1. (A.34)




|Sdβ,α(E)|2 = 1. (A.35)
115
A.2.2 Time-dependent approach: Energy projection method
The time-dependent solution is connected to the time-independent solution via the rela-








dE e−iEt/~F (E) |Ψα(E)〉 ,
(A.36)
with F (E) being a function of energy. Notice that F (E) |Ψα(E)〉 (F (E) |Φα(E)〉) is still
a solution of the time-independent Schrödinger equation with the Hamiltonian H (H0).
As an initial condition, we want a wave packet propagating to the positive R direction.
It can be obtained with the following choice,
F (E) =
{
(µ/~2kα(E))f(kα(E))eiEt0/~ (E > εα),
0 (E < εα),
(A.37)
where t0 is the initial time as shown soon. Since various energies are considered, we







dk e−iEk(t−t0)/~f(k) |k, α〉 , (A.38)
with Ek = ~2k2/2µ + εα. This equation means that f(k) is the wave function in the
momentum space at t = t0. Therefore, with a suitable choice of f(k), |Φ(t)〉 describes the
desired wave packet.









k/kβ(Ek)Sβ,α(Ek)f(k) |kβ(Ek), β〉 ,
≡ |ΨT (t)〉 .
(A.39)








k/kβ(Ek)S−β,α(Ek)f(k) |−kβ(Ek), β〉 ,
≡ |Φ(t)〉+ |ΨR(t)〉 ,
(A.40)
in R −RV . With the stationary phase approximation, one can show that |Φ(t)〉 almost
vanishes at t  t0. One can further show that |ΨT (t)〉 and |ΨR(t)〉 vanish at t ' t0.
Therefore, |Φ(t)〉, |ΨT (t)〉, and |ΨR(t)〉 can be interpreted as incident, transmitted, and
reflected wave packets, as is expected.
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Eqs.(A.39) and (A.40) link the S matrix to the wave packet evolution. For instance,







〈kβ(E), β|ΨT (tf )〉 , (A.41)
where the time tf should be taken large enough that the wave packet is well bifurcated
into the reflected and the transmitted ones.
The energy projection method developed in Refs.[120, 121] is mathematically verified
using the above representation of the wave packet evolution. The energy distributions of
those wave packets read














Tα(E) = 〈ΨT (tf )|δ(H0 − E)|ΨT (tf )〉 /WI(E),
Rα(E) = 〈ΨR(tf )|δ(H0 − E)|ΨR(tf )〉 /WI(E).
(A.43)
From the derivation, it is obvious that this relation holds true owing to the energy con-
servation.
The wave packet transmission probability, Twp, is defined by
Twp ≡ 〈ΨT (tf )|ΨT (tf )〉 . (A.44)





Therefore the time-dependent solution, Twp, can be obtained once one knows the time-
independent solution, Tα(E), with this formula. On the other hand, one can obtain the
time-independent solution from the time-dependent solution with Eq.(A.43).
A.2.3 Time-dependent approach: Green function
In the previous subsection, we have found a way to compute the S matrix from the wave
packet evolution based on the Fourier transformation. In this subsection, we present
a somewhat different viewpoint based on the Green function. This was developed in
Refs.[158, 159].
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dk f(k) |k, α〉 . (A.46)
As before, we assume that it is localized in R  −RV and propagates towards the
positive R direction. The time evolution with the full Hamiltonian H is given by |Ψ(t)〉 =












where the time integral is carried out as Eq.(A.12) and the definition of the full Green
function Eq.(A.16) is used. In the same way, the time evolution with the free Hamiltonian












From Eq.(A.15), one finds
|ζ(E)〉 = |ζ0(E)〉+G(E)V |ζ0(E)〉 . (A.49)
Let us now consider the region R > −RV , that is, the region of V and the transmission
region. From the definition of the free Green function Eq.(A.22) and the fact that |Ψ(0)〉




f(kα) 〈R|kα, α〉 , (A.50)















f(kα)V |kα, α〉 ,
(A.51)
where, in the second equality, we make use of the fact that the integral is limited only to








f(kα) [|Ψα(E)〉 − |kα, α〉] ,
(A.52)
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f(kα) [|Ψα(E)〉 − |kα, α〉] . (A.53)
Note that this holds true in the whole R region.
In the region R  RV , the explicit form of 〈R|Ψα(E)〉 has been found in Eq.(A.27).
Furthermore, 〈R|ζ0(E)〉 in this region is given by Eq.(A.50). Combining them, one finds










e−ikβR 〈R, β|ζ(E)〉 (R RV ). (A.55)
Since 〈R, β|ζ(E)〉 can be calculated by solving the time-dependent Schrödinger equation,
this relation enables one to evaluate the S matrix from the solution.










〈R, β|ζ(E)〉 . (A.56)















〈R′ = R, β|ζ(E)〉 〈R, β|ζ(E)〉∗ .
(A.57)
Let us here look at
∑
β 〈R′, β|ζ(E)〉 〈R, β|ζ(E)〉
∗. Substituting Eq.(A.47) gives∑
β






















where we introduce the two-time reduced density matrix of the relative motion,
ρS(R
′, t1;R, t2) ≡ 〈R′|TrI
[
e−iHt1/~ |Ψ(0)〉 〈Ψ(0)| eiHt2/~
]
|R〉 (A.59)














′ = R, t1;R, t2). (A.60)
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It is shown in Eq.(3.4) that the expectation value of a subsystem operator can be computed
only with the reduced density matrix. For transmission coefficient, on the other hand,
one needs the two-time reduced density matrix due to the energy projection.
A similar formulation based on the two-time influence functional was presented in
Ref.[160]. Their method is based on the time-independent formulation, while ours on the
wave packet evolution, which might be easier to handle in practice. In addition, we have
succeeded in eliminating kβ dependence of Tα(E) by taking the derivative, Eq.(A.56),
while the authors of Ref.[160] approximately set kβ = kα.
A.3 Three-dimension
We now move onto three-dimensional scattering problems. The procedure is the same
as the one-dimensional case discussed in the previous section, but it is more complex





Although this thesis deals with scattering problems in the presence of the Coulomb po-
tential, it makes equations too messy. For this reason, we do not consider it explicitly.
We denote the eigenstates of the coordinate and the momentum as |~R〉 and |~k〉, re-
spectively. The momentum eigenfunction is a plane wave,
φ~k(





We consider the following initial condition,
〈R|Φ~kα(E)〉 = φ~kα(R) |α〉 , (A.63)
with the wave number kα =
√
2µ(E − εα)/~2. This satisfies the Schrödinger equation
Eq.(A.11).
With the Hamiltonian Eq.(A.61), the free Green function, Eq.(A.12), is given by







Thus, the Lippmann-Schwinger equation, Eq.(A.13), reads
〈~R, β|Ψ~kα(E)〉 = δα,βφ~kα(~R) +
∫
d ~R′ 〈~R, β|G0(E)| ~R′, β〉 〈 ~R′, β|V |Ψ~kα(E)〉 . (A.65)
If RV (> 0) is the typical range of V , the integrand in Eq.(A.65) vanishes for such R
′
as R′  RV . For R  RV , |~R − ~R′| ' R − ~̂R · ~R′ with ~̂R = ~R/R and 1/|~R − ~R′| ' 1/R
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hold true. Therefore, from Eq.(A.64), one finds





(~R) (R RV ), (A.66)
with the scattering amplitude
fβ,α( ~̂R, E) = −
(2π)2µ
~2
Tβ,α( ~̂R, E). (A.67)
In this equation, the (on-shell) T matrix is introduced as
Tβ,α( ~̂R, E) ≡ 〈kβ ~̂R, β|V |Ψα(E)〉 . (A.68)
In three-dimensional scattering, observables are cross sections. In Eq.(A.66), the first
term on the right hand side represents the incident wave and the second term is the

















|fβ,α( ~̂R, E)|2 +O(R−3). (A.70)
Scattering cross section σα(E) is defined by





~̂R · ~Jsc, (A.71)
where
∫
dΩ ~̂R is the integral over the whole direction of















~̂R · ~Jtot = |JI |
(
σα(E)− (4π/kα) Im fα,α( ~̂kα, E)
)
. (A.73)




Im fα,α( ~̂kα, E). (A.74)
Let us consider the partial wave expansion. Plane waves, φ~kα(
~R), can be decomposed













with jL and YL,M being the spherical Bessel function and the spherical harmonics, respec-




|ΦLα(E)〉 |L,M〉Y ∗L,M(~̂kα), (A.76)
where we introduce 〈R|ΦLα(E)〉 =
√
2/πiLjL(kαR) |α〉 and 〈 ~̂R|L,M〉 = YL,M( ~̂R). The free
Green function, Eq.(A.64), can also be expanded as

















L is the spherical Hankel function of the first kind. R< and R> are the smaller
and the larger one between R and R′, respectively.





|ΨLα(E)〉 |L,M〉Y ∗L,M(~̂kα). (A.79)
Therefore, the Lippmann-Schwinger equation, Eq.(A.13), reads








′, E) 〈R′, β|V |ΨLα(E)〉 . (A.80)
For R RV , one finds from Eq.(A.78),













with the T matrix for each partial wave
TLβ,α(E) ≡ 〈ΦLβ (E)|V |ΨLα(E)〉 . (A.82)
Let us here introduce the S matrix,






Substituting this into Eq.(A.81), the wave function behaves asymptotically in the region












Note that Eq.(A.68) leads to





PL(~̂kα · ~̂R)TLβ,α(E). (A.85)
with PL being the Legendre polynomial. From Eq.(A.72), one finds the S matrix repre-








(2L+ 1)|δα,β − SLβ,α(E)|2. (A.86)
When the absorption is present, absorption cross section, σabs(E), are defined by





~̂R · ~Jtot. (A.87)















In closing this subsection, we discuss how the above equations are modified when
internal spin is involved. We assume that the orbital angular momentum is no longer a
conserved quantity while the total angular momentum including the spin is conserved.
This is true for nuclear reactions. For the sake of clarity, we consider the internal spin of
only one particle for collision problems. In this case, the label for the internal state, α,
is α = (α0, I,MI) with (I,MI) being the internal spin and α0 denoting other quantum




CJ,MJL,ML;I,MI |L,ML〉 |α〉 , (A.89)
with the Clebsch-Gordan coefficient C and ᾱ = (α0, L, I). From the orthogonality of the




CJ,MJL,ML;I,MI |ᾱ; J,MJ〉 . (A.90)








ᾱ (E)〉Y ∗L,ML(~̂kα), (A.91)
with 〈R|ΦJ,MJᾱ (E)〉 =
√
2/πiLjL(kαR) |ᾱ; J,MJ〉.









ᾱ (E)〉Y ∗L,ML(~̂kα), (A.92)
123
where |ΨJ,MJᾱ (E)〉 =
∑





. The asymptotic form
of this wave function can be found by following the derivation of Eq.(A.84).
The T matrix is diagonal in the total angular momentum base, and thus we introduce
T Jβ̄,ᾱ(E) ≡ 〈Φ
J,MJ
β̄
(E)|V |ΨJ,MJᾱ (E)〉 . (A.93)
The S matrix is introduced in a similar way to Eq.(A.83),































A.3.2 Time-dependent approach: Energy projection method
For the sake of clarity, we assume the rotational symmetry in this subsection and consider









dE e−iEt/~FL(E) |ΨLα(E)〉 .
(A.97)
As an initial condition, we want a wave packet propagating to the small R direction. It
can be obtained with the following choice,
FL(E) =
{
(µ/~2)i−Lf(kα(E))eiEt0/~ (E > εα),
0 (E < εα),
(A.98)
since







with Ek = ~2k2/2µ + εα. This equation means that f(k) is the wave function in the
momentum space at t = t0. Therefore, with a suitable choice of f(k), |Φ(t)〉 describes the
desired wave packet.
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≡ R 〈R|ΨLR(t)〉+R 〈R|ΨLI (t)〉 ,
(A.100)
in the region satisfying R RV and k0R 1, with k0 being the center of f(k).
As is seen from the sign of the phase, |ΨLI (t)〉 and |ΨLR(t)〉 describe the incident and the
reflected wave packets, respectively. Actually, with the stationary phase approximation,
one can show that e−ikR contributes to the integral at only around t ' t0 while eikR at
around t = tf  t0, where tf is determined from k0 and the final position of the wave
packet. Therefore, |ΨL(t ' t0)〉 ' |ΨLI (t)〉 and |ΨL(t ' tf )〉 ' |ΨLR(t)〉 hold true, as is
expected. Furthermore, since eikR is negligible in the integral at around t ' t0, one can
write
















= R 〈R|ΦL(t)〉 .
(A.101)
Therefore, the incident wave packet is the free wave packet at around t ' t0, as in the
one-dimensional case (see Eq.(A.39)). In the same wave, one obtains
















Therefore, using the orthogonality relation of the spherical Bessel functions∫ ∞
0
dx(uxjL(ux))(vxjL(vx)) = δ(u− v), (A.103)
one finds with HL0 defined by 〈L,M |H0|L′,M ′〉 = δL,L′δM,M ′HL0 ,









which lead to ∑
β
|SLβ,α(E)|2 = 〈ΨLR(tf )|δ(HL0 − E)|ΨLR(tf )〉 /WI(E). (A.105)
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This relation can be used to calculate absorption cross section Eq.(A.88).
The Green function method can be developed in a similar way to the one-dimensional




In this appendix, we present the Laplace transform method to solve a linear differential





and we denote it by q(t)























q(s) + ω2q(t) = B(t)− A(t)q. (B.3)
With the aid of Eq.(B.2), the Laplace transform reads















z2 + zÂ(z) + ω2
. (B.6)
The inverse Laplace transform of Eq.(B.4) reads








where G1(t) and G2(t) are the inverse Laplace transform of Ĝ1(z) and Ĝ2(z), respectively.










Let us now focus on Ĝ1(z). If one can evaluate the inverse Laplace transform, the so-
lution is immediately obtained from Eq.(B.7). Alternatively, it is also possible to compute







+ ω2Ĝ1(z) + Â(z) = 0, (B.9)










+ω2Ĝ1(z) + Â(z) = 0. (B.10)










2G1(t) + A(t) = 0. (B.11)









2G2(t) = 0. (B.12)
Solving these equations, one obtains the general solutions of q(t) from Eq.(B.7).
128
Appendix C
HEOM for the reduced density
matrix
In this appendix, we briefly review derivations of the hierarchical equations of motion
(HEOM) for the reduced density matrix. To understand its essence, the time evolution
of the reduced density matrix should be reminded (see Eq.(3.7)),
ρS(qf , q
′













D[Q′] ei(SS [Q,t]−SS [Q
′,t])/~F [Q,Q′, t],
(C.1)
with the influence functional (see Eq.(3.16))















where h± are defined by
h±(t) = h(Q(t))± h(Q′(t)). (C.3)
One may expect that the equations of motion for the reduced density matrix can be
obtained by taking the time derivative of Eq.(C.1). As one sees in the derivation of the
Schrödinger equation in the path integral formulation, the time derivative of the action
term, exp(iSS[Q, t]/~), gives the Hamiltonian of the system HS. On the other hand, the
























whose time evolution is unknown. Therefore, the equation of motion is not closed with
respect to ρS. It is obvious that the term corresponds to the second term on the right
hand side of Eq.(3.5).
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In the method of the HEOM, this difficulty is overcome by introducing auxiliary
quantities and following their time evolution as well. The equations of motion for them
are constructed hierarchically and are solved with truncation. Depending on the form of
L(t), there are several ways of formulating HEOM, which are discussed below separately.
For more comprehensive review, Ref.[18] is noteworthy.
C.1 Exponential L(t)
Let us begin with the original form of HEOM, in which L(t) is given by a sum of the






with real quantities ak, bk and νk for k = 1, · · · , K. Substituting this into Eq.(C.2) leads
to

























The time derivative of F [Q,Q′, t] and yk[Q,Q′, t] read
∂
∂t



















Therefore, we introduce auxiliary density matrices to construct the HEOM,
ρ~j(qf , q
′

















{yk[Q,Q′, t]}jk F [Q,Q′, t]
(C.10)



































with ~jTk± = (j1, · · · , jk−1, jk ± 1, jk+1, · · · , jK) and h± = h(qf )± h(q′f ). Since the reduced
density matrix corresponds to ~j = ~0 (compare with Eq.(C.1)), ρ~0(qf , q
′
f , t) = ρS(qf , q
′
f , t),
one can follow its time evolution from this.
C.2 Arbitrary L(t): extended HEOM
An extension of the method to an arbitrary L(t) was discussed in Ref.[78]. In this treat-




(ak + ibk)ϕk(t), (C.12)
with real quantities ak and bk for k = 1, · · · , K. {ϕk(t)}k=1,··· ,K are a set of real functions,







Substituting Eq.(C.12) into Eq.(C.2) leads to




















′, t] is defined by
y±k [Q,Q
′, t] = c±
∫ t
0
ds h±(s)ϕk(t− s), (C.15)
with c+ = 1 and c− = i. The time derivatives of F [Q,Q′, t] and y±k [Q,Q′, t] read
∂
∂t

























′, t] + c±h
±(t)ϕk(0), (C.17)
respectively.
Therefore, auxiliary density matrices are introduced this time as
ρ~j,~i(qf , q
′



















}jk {y+k [Q,Q′, t]}ik F [Q,Q′, t]. (C.18)
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f , t) = H
−







































with ~jTk−k′+ = (j1, · · · , jk−1, jk − 1, jk+1, · · · , jk′−1, jk′ + 1, jk′+1, · · · , jK). The reduced
density matrix corresponds to ~j = ~0 and ~i = ~0 (compare with Eq.(C.1)), ρ~0,~0(qf , q
′




In Ref.[78], ϕk(t) ∝ Hk(αt) exp(−α2t2/2) was taken with Hk(t) being the k-th order
Hermite polynomial. Since this set does not close under time derivative (see Eq.(C.13)),
the authors of Ref.[78] had to take a weighted average over the results of two different
maximum hierarchies to obtain reasonable results. One may be able to circumvent this
problem by a choice ϕk(t) ∝ Lk(αt) exp(−αt/2), with Lk(t) being the k-th order Laguerre
polynomial, because of the closed relation dϕk(t)/d(αt)(t) = −
∑k−1
l=0 ϕl(t)−ϕk(t)/2 [161].
Or one can utilize the Bessel functions due to the properties discussed in Sec.4.3.1.
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Appendix D
Semi-classical approach to fusion
reactions with the Caldeira-Leggett
model
In this appendix, we present a semi-classical approach to fusion cross sections at sub-
barrier energies. In this approach, the trajectory is first determined classically, and the
internal motion is then derived quantum mechanically based on that trajectory. Such
semi-classical approach was first developed to analyze grazing collisions in Ref.[44, 162]
and then was extended to fusion reactions in Ref.[163].
With the transmission coefficient for each initial angular momentum L, TL(E) with







with the reduced mass µ. Now, we want to evaluate TL(E) with the following Caldeira-


















In the semi-classical approach, it is solved from the following three steps.
Firstly, we determine the classical trajectory of the relative coordinate. Note that
V (~R) in Eq.(D.2) is the Coulomb barrier. From the first two terms in Eq.(D.2), the
classical equation of motion reads
d2
dt2
~R(t) = −~∇V (~R). (D.3)
When the initial energy is below the barrier, this equation is solved from the approaching
phase to the separation phase. Let us set the time axis so that the closest approach occurs
at t = 0. For clarification, we explicitly denote the initial angular momentum and energy
dependence of the trajectory in the following, ~R(t)→ ~RL(t, E).
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Once the trajectory is obtained, we secondly determine the quantal internal motion.
















For the R-dependence in this equation, we substitute the trajectory obtained in the first




















|ϕL(t, E)〉 = HLint(t, E) |ϕL(t, E)〉 , (D.6)
from t = −∞ to t =∞.
With a wave function, one can derive the excitation spectrum. In the above example,
that of the internal motion at time t is given by
PL(Ex, t, E) = 〈ϕL(t, E)|δ(HLint(t, E)− Ex)|ϕL(t, E)〉 . (D.7)
To evaluate the expectation value, it is convenient to use the Fourier transform represen-
tation of the delta function,











gL(β, t, E) = 〈ϕL(t, E)|eiHLint(t,E)β/~|ϕL(t, E)〉 . (D.9)
When HLint(t, E) is given by Eq.(D.5), it can be analytically evaluated as








λLi (t, E) =





Finally, fusion cross sections are evaluated by folding with the excitation spectrum.
The internal excitations cause the distribution of the barrier as discussed in Sec.2.3.3. In
the semi-classical approach, it is described by folding with the excitation spectrum at the









In this equation, TLSB(E) denotes the transmission coefficient within the single barrier
penetration model discussed in Sec.2.3.1. It is calculated with the first two terms in
Eq.(D.2). Substituting this equation into Eq.(D.1), one can evaluate fusion cross sections.
In deriving fusion cross sections, the excitation spectrum at t = 0 is relevant. On the
other hand, the excitation spectrum of the reflected particle is also of interest since it is an
observable quantity. The reflection corresponds to t =∞, and thus the desired quantity
is given by PL(Ex,∞, E). From this, one can evaluate the moments of the excitation





~ωiλLi (∞, E). (D.13)
Note that the interaction form factor, h(R), is non-zero only in the vicinity of the
closest approach. Taking advantage of this feature, the time-dependence of the trajectory
can be expanded up to the second order of the time around the closest approach [44]. It
is often the case that the interaction form factor behaves exponentially around the closest
distance. If so, the time integral in Eq.(D.11) becomes the error function integral for
t = 0 and the Gaussian integral for t = ∞. This may ease the evaluation, but we derive
the trajectory by solving Eq.(D.3) and carry out the time integral numerically.
As can be seen from Eq.(D.10), the β-integral is ill-convergent in practice. This
problem can be circumvented in the same way as Eq.(6.18). In evaluating fusion cross
sections, we set a small enough width, σp, where the convergence of the result is confirmed.
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