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GLOBAL WELL-POSEDNESS AND SCATTERING OF 3D
DEFOCUSING, CUBIC SCHRO¨DINGER EQUATION
JIA SHEN AND YIFEI WU
Abstract. In this paper, we study the global well-posedness and scattering of 3D
defocusing, cubic Schro¨dinger equation. Recently, Dodson [16] studied the global
well-posedness in a critical Sobolev space W˙ 11/7,7/6. In this paper, we aim to
show that if the initial data belongs to H˙
1
2 to guarantee the local existence, then
some extra weak space which is subcritical, is sufficient to prove the global well-
posedness. More precisely, we prove that if the initial data belongs to H˙1/2∩W˙ s,1
for 12/13 < s 6 1, then the corresponding solution exists globally and scatters.
1. Introduction
We study the non-linear Schro¨dinger equation (NLS){
i∂tu+∆u = µ|u|
pu,
u(0, x) = u0(x),
(1.1)
where u(t, x) : R×Rd→C, µ = ±1 and p > 0. µ = 1 is defocusing case, and µ = −1
is focusing case. The equation (1.1) has conserved mass
M(u(t)) :=
∫
Rd
|u(t, x)|2 dx =M(u0), (1.2)
and energy
E(u(t)) :=
∫
Rd
1
2
|∇u(t, x)|2 dx+ µ
∫
Rd
1
p+ 2
|u(t, x)|p+2 dx = E(u0). (1.3)
The equation (1.1) also has rescaled solution
uλ(t, x) = λ
2/pu(t/λ2, x/λ). (1.4)
The scaling leaves H˙sc, sc =
d
2
− 2
p
norm invariant, that is, ‖u‖H˙sc = ‖uλ‖H˙sc . In this
sense, it has critical Sobolev space H˙sc. Therefore, according to the conservation
law, the equation is called mass critical when p = 4
d
, and energy critical when
p = 4
d−2
.
The local well-posedness for (1.1) is well-understood, which can be found in
Cazenave and Weissler [6]. Moreover, there are extensive studies on the large data
global well-posedness and scattering for (1.1). Let us first mention the results in en-
ergy space when µ = 1. In energy sub-critical and mass super-critical case, Ginibre
and Velo [20] proved the large data global well-posedness and scattering in energy
space for d > 3. Bourgain [4] introduced induction on energy method to study
3D quintic energy critical NLS and proved the global well-posedness and scattering
in H1(R3) for radial data. Nakanishi [31] used this method and introduced a new
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kind of modified Morawetz estimate to obtain the energy scattering for p > 4/d
when d = 1 and d = 2. Bourgain’s result was extended to the non-radial case by
Colliander, Keel, Staffilani, Takaoka and Tao [9], for which a key ingredient is the
interaction Morawetz estimate introduced in [8]. Energy critical case in higher di-
mensions was solved by [33, 39]. Secondly, focusing equations has special solutions
constructed from ground state, which does not scatter. Kenig and Merle [25] in-
troduced concentration compactness method to study radial focusing energy critical
NLS in H˙1 when d = 3, 4, 5. They proved “ground state theorem”, namely below
the energy of ground state, the solution with positive virial is global well-posed and
scatters, and the solution with negative virial blows up. Killip and Visan [28] ob-
tained the scattering below the ground state for non-radial energy critical NLS in
dimensions five and higher, and dimension d = 4 case was solved by Dodson [15]. In
mass critical case, authors further studied the global well-posedness and scattering
purely in L2. In radial case, it was solved by Killip, Tao and Visan [27] for d = 2,
and by Tao, Visan, Zhang [37], and Killip, Visan and Zhang [29] for d > 3. The
defocusing non-radial case for all dimensions were proved by Dodson [10, 12, 13].
Further, Dodson [11] studied the focusing case with initial data below the mass of
the ground state in all dimensions.
Next, we review some of the results for the energy sub-critical and mass super-
critical case. As the typical model, we consider the 3D cubic NLS as follows,{
i∂tu+∆u = µ|u|
2u,
u(0, x) = u0(x),
(1.5)
In the defocusing case, as described above, global and scattering in energy space
was proved by Ginibre and Velo in [20]. In the focusing case, global well-posedness
and scattering in energy space below the ground state was proved by Duyckaerts,
Holmer and Roudenko in [18, 22]. For negative virial data, blowing-up solution in
energy space was established in [17, 21, 23, 32]. Below the energy space, Bourgain [3]
obtained global well-posedness and scattering inHs with s > 11/13 in the defocusing
case. The result was further extended to s > 5/6 in [7], s > 4/5 in [8] and s >
5/7 in [34]. With radial assumption, Dodson [14] obtained the result almost in
critical space s > 1/2. In critical space, Kenig and Merle [26] proved global well-
posedness and scattering for defocusing case with assumption that the solution is
uniformly bounded in critical space. More recently, Dodson [16] studied the global
well-posedness for defocusing equation in a critical Sobolev space W˙ 11/7,7/6.
In this paper, we intend to study the global well-posedness and scattering for
defocusing 3D cubic NLS in critical H˙1/2 space intersected with a sub-critical space.
The main result is
Theorem 1.1. Let µ = 1 and 1 > s > 12/13. Suppose that u0 ∈ H˙
1/2 ∩ W˙ s,1, then
the solution u of equation (1.5) exists globally and scatters.
Remark 1.2. The followings are some remarks related to the theorem.
(a) Our main purpose is to show that if the initial data belongs to H˙1/2 to
guarantee the local existence, then some extra weak space, likes W˙ s,1 which
is subcritical space under the scaling, is sufficient to prove the global well-
posedness.
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(b) The scattering statement is included based on the finiteness of L2 norm. It
is an immediate consequence of the result of Kenig and Merle [26] by the
uniform boundedness in H˙1/2 obtained below.
(c) Lastly, we remark that the lower bound 12/13 for the regularity s of the space
W˙ s,1 is not optimal, which can be improved by more delicate analysis, see
(4.32) below. In particular, we can further lower down the required regularity
by I-method in [8]. However, in this paper we are not going to pursue this
optimality. We conjecture that if u0 ∈ H˙
1/2 ∩ L1, then the corresponding
solution of equation (1.5) with µ = 1 exists globally and scatters.
The method in [16] was based on the fact that if the initial data belongs to W s,p
for p < 2, then the linear flow becomes more regular by the dispersive equation
when the time is away from zero. The similar observation was made in the earlier
paper [1], in which Beceanu, Deng, Soffer, and the second author showed that if
the initial data is radial and compactly supported, then the linear flow becomes
smoother when the time is away from zero. Due to this, they proved the global
well-posedness in mass-subcritical case when the initial data u0 ∈ H˙
sc , radial and
compactly supported.
Let us explain the main idea of the proof in this paper. We use the argument in
[1], in which a strategy of “time-cutoff” equation’s decomposition was given. More
precisely, we split the solution u = v + w with v satisfying
i∂tv +∆v = χ≤1(t)|v|
2v.
Then we can prove that v keeps the properties as the linear flow. Furthermore, w
satisfies
i∂tw +∆w = χ&1(t)|v|
2v +O(wu2).
As the heart of the whole analysis, benefiting from that v is more regular in t & 1,
we can transfer the additional regularity from v to w by bootstrap. However, the
implementation of such ideas is quite challenging because of the rough data.
The first main obstruction is to improve the regularity of the solution w when
it transits from t = 0 to t = 1, we choose various appropriate function spaces to
bootstrap. This is analogue to the works that studied the NLS at critical regularity,
in which the Gronwall’s inequalities were employed suitably to gain the regularity of
the solution, see, e.g., [27, 29]. To do this, the analysis is subtle and the estimates
should be critical. More precisely, to establish the H1-estimate of w in local time for
H
1
2 data, there is a half of derivative loss, and we use the bi-linear Strichartz esti-
mate to save the regularity. In particular, a multi-scale bi-linear Strichartz estimate
established very recently by Candy [5] shall be applied to overcome the difficulties.
More precisely, the bi-linear Strichartz estimate in the form of∥∥[eit∆φ][e±it∆ψ]∥∥
LqtL
r
x(R×R
d) (1.6)
with particular frequency restrictions on φ, ψ plays a crucial role in this paper. L2t,x
bi-linear estimate for Schro¨dinger equation was first introduced by Bourgain [2] in
2D case, and was further extended in [9] and [39]. This kind of estimates was widely
used in the theory of critical non-linear Schro¨dinger equations, see for examples
[9–13, 27, 29, 39]. For q, r 6 2, (1.6) has close relation with bi-linear restriction
estimate for paraboloid, which was extensively studied before. Wolff proved bi-linear
restriction estimate for cone in [40] with q = r > d+3
d+1
, and then Tao [35] extended the
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result to paraboloid case. Moreover, bi-linear restriction estimate is an important
technique towards the linear restriction problems, see [36]. We refer the reader to
Mattila’s book [30] for more references of bi-linear restriction theory. In this paper,
we are going to use the multi-scale version of bi-linear restriction estimate by Candy
[5]. To be more precise, we combine L1+t L
2
x estimate and the classical L
2
t,x estimate
to obtain additional regularity for the low frequency summation.
The second main ingredient of this paper is the energy estimate for long time.
Since v is lack of W˙ 1,∞-estimate ( especially when we assume s < 1 ), we need to
use the bi-linear Strichartz estimate to lower down the regularity of v. However, the
use of bi-linear Strichartz estimate will increase the energy bound dramatically for
long time. To close the bootstrap argument, we interpolate the bi-linear estimate
and the interaction Morawetz estimate to control the energy bound properly, see
(4.51).
Organization of the paper. In Section 2, we give some preliminaries. This
includes notations and some useful lemmas. In Section 3, we give the super-critical
estimate of v. In Section 4, we give the energy estimate of w, and finish the proof
of Theorem 1.1.
2. Preliminary
2.1. Notations. The followings are some notations.
• fˆ or Ff denotes the Fourier transform of f .
• For any a ∈ R, a± := a± ε for some small ε > 0.
• C > 0 denotes some constant, and C(a) > 0 denotes some constant depending
on coefficient a.
• If f 6 Cg, we write f . g. If f 6 Cg and g 6 Cf , we write f ∼ g. Suppose
further that C = C(a) depends on a, then we write f .a g and f ∼a g, respectively.
If f 6 2−5g, we denote f ≪ g. The notation f ≫ g is defined similarly.
• |∇| := F−1|ξ|F and |∇|s := F−1|ξ|sF .
• Take a cut-off function χ ∈ C∞0 (0,∞) such that χ(r) = 1 if r 6 1 and χ(r) = 0
if r > 2. For N ∈ 2Z, let χN(r) = χ(N
−1r) and φN(r) = χN(r) − χN/2(r). We
define the Littlewood-Paley dyadic operator f6N = P6Nf := F
−1(χN(|ξ|)fˆ(ξ)) and
fN = PNf := F
−1(φN(|ξ|)fˆ(ξ)). We also define that f>N = P>Nf := f − P6Nf ,
f≪N = P≪Nf := P62−5Nf , f&N = P&Nf := P>2−5Nf , f.N = P.Nf := P625Nf , and
f∼N = P∼N := P625Nf − P62−5Nf .
• Lp(Rd) denotes the usual Lebesgue space. We define the Sobolev space
W˙ s,p(Rd) :=
{
f : ‖f‖W˙ s,p(Rd) := ‖|∇|
sf‖Lp(Rd) < +∞
}
.
We denote that H˙s(Rd) := W˙ s,2(Rd). We also define 〈·, ·〉 as real L2 inner product:
〈f, g〉 = ℜ
∫
f(x)g(x) dx.
• For any time interval I ⊂ R, we denote LqtW˙
s,r
x (I) := L
q
tW˙
s,r
x (I ×R
3) for short.
• For any 0 6 γ 6 1, we define space time norm
‖u‖Sγ(I) := sup
{
‖u‖LqtLrx(I) :
2
q
+
3
r
=
3
2
− γ, 2 6 q, r 6∞
}
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and
‖u‖Sγ2 (I)
:= sup
{( ∑
N∈2Z
‖PNu‖
2
LqtL
r
x(I)
)1/2
:
2
q
+
3
r
=
3
2
− γ, 2 6 q, r 6∞
}
.
• For functions f, g, h, we use the notation
O(fg) := c1fg + c2fg + c3fg + c4fg,
for some ci ∈ C, i = 1, 2, 3, 4. We also set O(fgh) := O((fg)h), and O(f + g) :=
O(f) +O(g).
2.2. Useful lemmas. In this subsection, we gather some useful results.
Lemma 2.1 (Strichartz estimate,[24]). Let I ⊂ R. Suppose that (q, r) and (q˜, r˜)
satisfy 2 6 q, r 6∞, and 2/q + 3/r = 3/2. Then, we have∥∥eit∆ϕ∥∥
LqtL
r
x(R)
. ‖ϕ‖L2x , (2.1)
and ∥∥ ∫ t
0
ei(t−s)∆F (s) ds
∥∥
LqtL
r
x(R)
. ‖F‖
Lq˜
′
t L
r˜′
x (R)
. (2.2)
Lemma 2.2 (Schur’s test). For any a > 0, sequences {aN}, {bN} ∈ l
2
N , we have∑
N16N
(N1
N
)a
aNbN1 . ‖aN‖l2N
‖bN‖l2N
. (2.3)
In this paper, we need the the following multi-scale bi-linear Strichartz estimate
for Schro¨dinger equation, which is a particular case of Theorem 1.2 in [5]:
Lemma 2.3. Let 1 6 q, r 6 2, 1
q
+ 2
r
< 2, and suppose that M,N ∈ 2Z satisfy
M ≪ N . Then for any φ, ψ ∈ L2x(R
3),∥∥[eit∆PNφ][e±it∆PMψ]∥∥LqtLrx(R) .M4−
4
r
− 2
q
N1−
1
r
‖PNφ‖L2x ‖PNψ‖L2x .
(2.4)
Using the same argument as in [39], we can transfer the bi-linear estimate in
Lemma 2.3 from linear solutions into general functions:
Lemma 2.4. Let I ⊂ R, 1 6 q, r 6 2, 1
q
+ 2
r
< 2, and suppose that M,N ∈ 2Z
satisfy M ≪ N . Moreover, for any t ∈ I, û(t, ·) is supported on {ξ : |ξ| ∼ N}, and
v̂(t, ·) is supported on {ξ : |ξ| ∼M}. Then,
‖O (uv)‖LqtLrx(I) .
M4−
4
r
− 2
q
N1−
1
r
‖u‖S∗(I) ‖v‖S∗(I) , (2.5)
where a ∈ I, and
‖u‖S∗(I) := ‖u(a)‖L2x + ‖(i∂t +∆)u‖Lq
′
t L
r′
x (I)
, (2.6)
with 2 6 q, r 6∞ satisfying 2
q
+ 3
r
= 3
2
.
Lemma 2.5 (Inhomogeneous Strichartz,[19, 38]). Let I ⊂ R. Suppose that (q, r)
satisfy
5
4
< q <∞, 2 6 r 6 15,
1
q
+
3
r
<
3
2
, and
2
q
+
3
r
= 2.
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Then, for a ∈ I, we have∥∥ ∫ t
a
ei(t−s)∆F (s, x) ds
∥∥
L5t,x(I)
. ‖F‖
Lq
′
t L
r′
x (I)
. (2.7)
Particularly, (q, r) = (3/2, 9/2) satisfies the above conditions.
Lemma 2.6 (Interaction Morawetz inequality, [8]). Let u ∈ C
(
[0, T ] : H1/2
)
be the
solution of (1.5) with µ = 1 for some T > 0. Then, we have∫ T
0
∫
R3
|u(t, x)|4 dx dt . ‖u0‖
2
L2x
sup
t∈[0,T ]
‖u(t)‖2
H˙
1/2
x
. (2.8)
2.3. Decomposition of the solution. From now on, we assume that µ = 1 in
(1.5). By rescaling, for any δ > 0, there exists a local solution u of (1.5) on [0, 3],
such that
‖u‖L2tL∞x ([0,3]) 6 δ. (2.9)
For such δ, we can find sufficiently large dyadic N0 = N0(δ, u0) ∈ 2
N such that
‖P>N0u0‖H˙1/2 + ‖P>N0u0‖W˙ s,1 6 δ. (2.10)
Here δ = δ(‖u0‖H˙1/2∩W˙ s,1) > 0 is a small constant determined later. We define that
v0 = P>N0u0 and w0 = u0 − v0. Then, we decompose the solution u of (1.5) as
u(t, x) = v(t, x) + w(t, x), where v and w satisfy{
i∂tv +∆v = χ(t)|v|
2v,
v(0, x) = v0(x),
(2.11)
and {
i∂tw +∆w = |u|
2u− χ(t)|v|2v,
w(0, x) = w0(x),
(2.12)
respectively. By the interpolation and (2.10), we have
‖u0‖L2x . ‖u0‖H˙1/2∩W˙ s,1 , ‖v0‖L2x . δ, (2.13)
and
‖w0‖H˙1 +
∑
N∈2Z
N ‖PNw0‖L2 . N
1/2
0 ‖u0‖H˙1/2 . (2.14)
Using the equation, for any 0 6 γ 6 1/2, we have
‖|∇|γu‖S1/2−γ([0,3]) . ‖|∇|
γu‖
S
1/2−γ
2 ([0,3])
. δ. (2.15)
3. Super-critical estimate of v
We define vli(t, x) := e
it∆v0 and
vnl(t, x) := −i
∫ t
0
ei(t−s)∆χ(s)|v(s, x)|2v(s, x) ds.
By (2.11), we have v = vli + vnl. Using the Strichartz estimate in Lemma 2.1, we
have
‖v‖
L∞t H
1/2
x ∩L
2
tL
∞
x (R)
. ‖v0‖H1/2 + ‖v‖L∞t H
1/2
x (R)
‖v‖2L2tL∞x (R) .
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Therefore, by (2.10), (2.13), and the standard fixed point argument, we have that v
is global defined, and satisfies
‖v‖
L∞t H
1/2
x ∩L
2
tL
∞
x (R)
. δ, (3.1)
and thus by (2.2) in Lemma 2.1,
‖vnl‖L∞t H
1/2
x ∩L2tL
∞
x (R)
. δ3. (3.2)
Using the equation again, for any 0 6 γ 6 1/2, we have
‖|∇|γv‖S1/2−γ(R) . ‖|∇|
γv‖
S
1/2−γ
2 (R)
. δ. (3.3)
Combining (2.15), we have
‖|∇|γw‖S1/2−γ([0,3]) . ‖|∇|
γw‖
S
1/2−γ
2 ([0,3])
. δ. (3.4)
Moreover, by Lemma 2.1 and Lemma 2.4, we have the following l1 nonlinear estimate
(see [16] for its proof), ∑
N
N
1
2
∥∥PN (|v|2v)∥∥L1tL2x(R) . δ3. (3.5)
We denote
A(N) := ‖PNv0‖L2x +
∥∥PN (|v|2v)∥∥L1tL2x(R) , (3.6)
and
B(N) := ‖PNw0‖L2x +
∥∥PN (|w|2w)∥∥L1tL2x([0,3]) . (3.7)
Similarly, we denote A˜(N) and B˜(N) with projector PN replaced by P∼N . Then,
by (2.9), (3.3) and (3.4), we have l2N -bound:(∑
N
N
(
A(N)2 +B(N)2 + A˜(N)2 + B˜(N)2
))1/2
. δ. (3.8)
The first main result in this section is that v belongs to some H˙1/2-supercritical
space on local time interval [0, 3], which is inspired by Proposition 4.4 in [1].
Lemma 3.1. Suppose that 1
2
< s 6 1 and ‖v0‖H˙1/2∩W˙ s,1 6 δ. Let v be the solution
of (2.11). Then, for any 0 < ε < s− 1
2
,
‖v‖X([0,3]) := sup
N>1
∥∥〈t 910N 12+ε〉vN∥∥L5t,x([0,3]) . δ. (3.9)
Proof. By (3.3), we have ‖vN‖L5t,x([0,3]) . δ. Therefore, it suffices to estimate
‖t9/10N1/2+εvN‖L5t,x([0,3]).
We bound the linear part using the dispersive estimate:∥∥t 910N 12+εPNvli∥∥L5t,x([0,3]) . ∥∥ |∇| 12+ε v0∥∥L 54x .
Note that v0 = P>1v0. By the interpolation
∥∥ |∇| 12+ε v0∥∥L 54 . ‖v0‖ 9−10ε10(2−s)W˙ s,1 ‖v0‖1− 9−10ε10(2−s)H˙1/2 ,
we have ∥∥t 910N 12+εPNvli∥∥L5t,x([0,3]) . δ. (3.10)
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For the non-linear part, ‖t9/10N1/2+εPNvnl‖L5t,x([0,3]) can be bounded by
∥∥t 910N 12+ε ∫ t/2
0
ei(t−s)∆χ(s)PN
(
|v|2v
)
ds
∥∥
L5t,x([0,3])
(3.11)
+
∥∥t 910N 12+ε ∫ t
t/2
ei(t−s)∆χ(s)PN
(
|v|2v
)
ds
∥∥
L5t,x([0,3])
. (3.12)
We bound the term (3.11) by the dispersive estimate, noting that t ∼ |t− s| when
s 6 t/2,
(3.11) .
∥∥N 12+ε ∫ 2
0
∥∥PN (|v|2v)∥∥L5/4x ds∥∥L5t ([0,3])
.
∥∥N 12+εPN (|v|2v) ∥∥L1tL5/4x ([0,2])
.
∥∥N 12+εPN (v2&N(v + v≪N) + v∼Nv2≪N) ∥∥L1tL5/4x ([0,2]),
(3.13)
where we have used the frequency support property
PN
(
|v|2v
)
= PNO
(
v3&N + v
2
&Nv≪N + v&Nv
2
≪N
)
= PNO
(
v2&N(v + v≪N) + v∼Nv
2
≪N
)
.
Then by N > 1, Ho¨lder’s inequality and (3.3),
∥∥N 12+εPN (v2&N(v + v≪N)) ∥∥L1tL5/4x ([0,2])
.N
1
2
+ε ‖v&N‖L∞t L2x([0,2])
‖v&N‖L2tL
20/3
x ([0,2])
‖v‖
L2tL
20/3
x ([0,2])
.N ε−
19
20 ‖v&N‖L∞t H˙1/2(R)
‖v&N‖L2t W˙
9/20,20/3
x (R)
‖v‖
L
40/11
t L
20/3
x ([0,2])
. ‖v‖L∞t H˙1/2(R)
∥∥|∇|9/20v∥∥
S1/20(R)
‖v‖S1/2(R) . δ
3.
(3.14)
Note that for N > 1, by (2.10), we have
N εA˜(N) . ‖v0‖H˙1/2 +
∥∥|∇| 12 (|v|2v) ∥∥
L1tL
2
x(R)
. δ, (3.15)
then combining Lemma 2.4, Lemma 2.2, (3.3) and (3.8), we have
∥∥N 12+εPNO (v∼Nv2≪N) ∥∥L1tL5/4x ([0,2])
.N
1
2
+ε
∑
N1,N2:N16N2≪N
‖O (v∼NvN1)‖L2t,x([0,2]) ‖vN2‖L2tL
10/3
x ([0,2])
.
∑
N1,N2:N16N2≪N
N εN1A˜(N)A(N1) ‖vN2‖L10/3t,x ([0,2])
.δ
∑
N1,N2:N16N2≪N
N
1/2
1
N
1/2
2
N
1/2
1 A(N1)
∥∥|∇|1/2vN2∥∥L10/3t,x (R) . δ3.
(3.16)
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Next, we estimate (3.12). Note that we have PN (|v|
2v) = PNO (v&Nv
2). Using
dyadic decomposition in time, Lemma 2.5 and l3 ⊂ l5, we have
(3.12) .
( ∑
M61,M∈2Z
∥∥M 910N 12+ε ∫ t
t/2
ei(t−s)∆χ(s)PNO
(
v&Nv
2
)
ds
∥∥5
L5t,x([3M/2,3M ])
) 1
5
.
( ∑
M61,M∈2Z
∥∥M 910N 12+εϕ3M/46·63M(t)PNO (v&Nv2) ∥∥5
L3tL
9
7
x ([0,3])
) 1
5
.
∥∥t 910N 12+εPNO (v&Nv2) ∥∥
L3tL
9
7
x ([0,3])
.N
1
2
+ε
∑
N1:N1&N
∥∥t 910 vN1∥∥L5t,x([0,3]) ‖v‖2L15t L 4513x (R)
.δ2
∑
N1:N1&N
N
1
2
+ε
N
1
2
+ε
1
∥∥t 910N 12+ε1 vN1∥∥L5t,x([0,3]) . δ2 ‖v‖X([0,3]) .
(3.17)
Combining the estimates (3.10), (3.14), (3.16), and (3.17), we have
‖v‖X([0,3]) . δ + δ
2 ‖v‖X([0,3]) . (3.18)
By choosing δ small enough, this implies (3.9). 
An immediate consequence of Lemma 3.1 is
Corollary 3.2. Suppose that 1
2
< s 6 1 and ‖v0‖H˙1/2∩W˙ s,1 6 δ, then∑
N∈2Z
∥∥|∇|1/2vN∥∥L5t,x([1,3]) . δ. (3.19)
Next, we derive the global bound for v when t > 3, for which the estimate is even
better.
Lemma 3.3. Suppose that 1
2
< s 6 1 and ‖v0‖H˙1/2∩W˙ s,1 6 δ, and let v be the
solution of (2.11). Then, for any t > 3, we have
‖|∇|sv(t)‖L∞x .t
− 3
2 δ, (3.20)
and
‖v(t)‖L∞x .t
− 3
4 δ, and ‖v(t)‖L4x . t
− 3
16 δ. (3.21)
Proof. First, we prove (3.20). For any t > 0, by the dispersive estimate
‖vli‖W˙ s,∞ . t
−3/2 ‖v0‖W˙ s,1 . t
−3/2δ. (3.22)
For the non-linear part, we have
‖∇vnl‖L∞ .
∫ 2
0
|t− s|−3/2
∥∥∇ (|v|2v)∥∥
L1x
ds
.t−3/2
∥∥O (∇vv2)∥∥
L1t,x([0,2])
.t−3/2
∥∥∑
N
O (∇vNv&Nv) +O (∇vNv≪Nv≪N)
∥∥
L1t,x([0,2])
.
(3.23)
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By Ho¨lder’s inequality, Lemma 2.2, and (3.3),∥∥∑
N
O (∇vNv&Nv)
∥∥
L1t,x([0,2])
.
∑
N1&N
‖O (∇vNvN1v)‖L1t,x([0,2])
.
∑
N1&N
N1/2
N
1/2
1
N1/2 ‖vN‖L2t,x([0,2])N
1/2
1 ‖vN1‖
L
10
3
t,x(R)
‖v‖L5t,x(R) . δ
3.
(3.24)
Changing order of summation and using Ho¨lder’s inequality,∥∥∑
N
O (∇vNv≪Nv≪N)
∥∥
L1t,x([0,2])
.
∥∥∑
N
O
(
∇vN
∑
N1,N2:N16N2≪N
vN1vN2
)∥∥
L1t,x([0,2])
∼
∥∥∑
N2
∑
N :N2≪N
O
(
∇vN
∑
N1:N16N2
vN1vN2
)∥∥
L1t,x([0,2])
.
∑
N2
∥∥ ∑
N :N2≪N
O
(
∇vN
∑
N1:N16N2
vN1
)∥∥
L2t,x([0,2])
‖vN2‖L2t,x([0,2]) .
(3.25)
By the frequency support property, we can update the l1N -summation for N to l
2
N :∥∥ ∑
N :N2≪N
O
(
∇vN
∑
N1:N16N2
vN1
)∥∥
L2t,x([0,2])
.
∥∥O(∇vN ∑
N1:N16N2
vN1
)∥∥
l2N:N≫N2
L2t,x([0,2])
.
∑
N1:N16N2
∥∥O (∇vNvN1)∥∥l2N:N≫N2L2t,x([0,2]).
(3.26)
Note also that by (3.1),(∑
N2
N2 ‖vN2‖
2
L2t,x([0,2])
)1/2
. ‖v‖L2t H˙1/2([0,2]) . δ. (3.27)
Then using Lemma 2.4, Lemma 2.2, (3.8), and (3.27),∥∥∑
N
O (∇vNv≪Nv≪N)
∥∥
L1t,x([0,2])
.
∑
N1,N2:N16N2
∥∥O (∇vNvN1) ∥∥l2N:N≫N2L2t,x([0,2]) ‖vN2‖L2t,x([0,2])
.
∑
N1,N2:N16N2
( ∑
N :N≫N2
NN21A(N)
2A(N1)
2
)1/2
‖vN2‖L2t,x([0,2])
.δ
∑
N1,N2:N16N2
N
1/2
1
N
1/2
2
N
1/2
1 A(N1)N
1/2
2 ‖vN2‖L2t,x([0,2]) . δ
3.
(3.28)
Therefore, by (3.22), (3.23), (3.24), and (3.28), we obtain (3.20).
By (3.22), we have
‖v(t)‖L∞x .
∥∥P&t−3/4vli∥∥L∞x + ∥∥P.t−3/4vli∥∥L∞x + t− 32
∫ 2
0
‖v(s)‖3L3x ds
.t
3
4
s
∥∥|∇|sP&t−3/4vli∥∥L∞x + t− 34 ∥∥P.t−3/4vli∥∥H˙1/2 + t− 32 δ3 . t− 34 δ.
(3.29)
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Moreover, L4-estimate follows from (3.21) and the interpolation
‖v(t)‖L4x . ‖v(t)‖
1
4
L∞x
‖v(t)‖
3
4
L3x
. (3.30)
This finishes the proof of this lemma. 
4. Energy estimate
First, we have the following local estimate of w. Note that w satisfies
w(t) = eit∆w0 − i
∫ t
0
ei(t−s)∆
(
|u|2u− χ(s)|v|2v
)
ds. (4.1)
Proposition 4.1. Suppose that 1
2
< s 6 1 and u0 ∈ H˙
1/2 ∩ W˙ s,1, and let v and w
be the solutions of equations (2.11) and (2.12), respectively. Then,
sup
06t63
‖w(t)‖H˙1 . N
1/2
0 ‖u0‖H˙1/2 . (4.2)
Proof. We define X˜([0, 3]) norm as
‖w‖X˜([0,3]) := ‖w‖L∞t H˙1([0,3]) + ‖∇w‖S02 ([0,3])
+
∥∥|∇| 12w∥∥
S
1
2
2 ([0,3])
+
( ∑
N∈2Z
N4ε−1 ‖PNw‖
2
L
1/ε
t L
∞
x ([0,3])
)1/2
.
(4.3)
Here ε≪ 1 is a fixed positive small number. By (2.1) in Lemma 2.1 and (2.14), we
have ∥∥eit∆w0∥∥X˜([0,3]) . N1/20 ‖u0‖H˙1/2 . (4.4)
For the non-linear part, by the Sobolev inequality and (2.2) in Lemma 2.1, we
have ∥∥ ∫ t
0
ei(t−s)∆
(
|u|2u− χ(s)|v|2v
)
ds
∥∥
X˜([0,3])
.
(∑
N
N2
∥∥PN (|u|2u− χ(s)|v|2v)∥∥2
L1tL
2
x+L
10
7
t,x([0,3])
)1/2
.
(∑
N
N2
∥∥(1− χ(t))PN (|v|2v)∥∥2
L
10
7
t,x([0,3])
)1/2
(4.5)
+
(∑
N
N2
∥∥PN (|u|2u− |v|2v)∥∥2
L1tL
2
x+L
10
7
t,x([0,3])
)1/2
. (4.6)
For the first term (4.5), by Minkowski’s inequality and the Littlewood-Paley the-
ory, it suffices to estimate ∥∥∇ (|v|2v)∥∥
L
10/7
t,x ([1,3])
. (4.7)
To this end, we use the similar method in the proof of (3.20) in Lemma 3.3 and
write
∇
(
|v|2v
)
=
∑
N
O (∇vNv&Nv) +O (∇vNv≪Nv≪N) .
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By Ho¨lder’s inequality, Lemma 2.2, and (3.19),∥∥∑
N
O (∇vNv&Nv)
∥∥
L
10/7
t,x ([1,3])
.
∑
N1&N
‖O (∇vNvN1v)‖L10/7t,x ([1,3])
.
∑
N1&N
N1/2
N
1/2
1
N1/2 ‖vN‖L5t,x([1,3])N
1/2
1 ‖vN1‖
L
10
3
t,x(R)
‖v‖L5t,x(R) . δ
3.
(4.8)
Using the similar argument in (3.26), and then using Lemma 2.4, Lemma 2.2, (3.8),
and (3.19), we have∥∥∑
N
O (∇vNv≪Nv≪N)
∥∥
L
10/7
t,x ([1,3])
.
∑
N1,N2:N16N2
∥∥O (∇vNvN1) ∥∥l2N:N≫N2L2t,x([0,3])
· ‖vN2‖L5t,x([1,3]) . δ
3.
(4.9)
Combining (4.8) and (4.9), we have∥∥∇(|v|2v)∥∥
L
10/7
t,x ([1,3])
. δ3. (4.10)
For the term (4.6), we have(∑
N
N2
∥∥PN (|u|2u− |v|2v)∥∥2
L1tL
2
x+L
10
7
t,x([0,3])
)1/2
.
(∑
N
N2
∥∥PNO (w&N (w2 + wv + v2))∥∥2
L
10
7
t,x([0,3])
)1/2
(4.11)
+
(∑
N
N2
∥∥PNO (v&N (w2 + wv))∥∥2L1tL2x([0,3]) )1/2. (4.12)
We first estimate the term (4.11). We only consider the term O (w&Nw
2), since other
terms can be treated similarly. Since
PNO
(
w&Nw
2
)
= PNO (w&Nw&Nw) + PNO
(
w∼Nw
2
≪N
)
,
by Ho¨lder’s inequality, (3.4), and Lemma 2.2, we have(∑
N
N2 ‖PNO (w&Nw&Nw)‖
2
L
10
7
t,x([0,3])
)1/2
.
(∑
N
( ∑
N1,N2:N1,N2&N
N ‖wN1‖L5t,x([0,3]) ‖wN2‖L
10
3
t,x([0,3])
‖w‖L5t,x([0,3])
)2)1/2
.δ
(∑
N
( ∑
N1,N2:N1,N2&N
N
N
1/2
1 N
1/2
2
N
1/2
1 ‖wN1‖L5t,x([0,3])N
1/2
2 ‖wN2‖
L
10
3
t,x([0,3])
)2)1/2
.δ
∑
N1,N2
min {N1, N2}
1/2
max {N1, N2}
1/2
N
1/2
1 ‖wN1‖L5t,x([0,3])N
1/2
2 ‖wN2‖
L
10
3
t,x([0,3])
. δ2 ‖w‖X˜([0,3]) .
(4.13)
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Similarly using only Ho¨lder’s inequality and (3.4), we also have(∑
N
N2
∥∥PNO (w∼Nw2≪N)∥∥2L 107t,x([0,3]) )1/2 .(∑
N
N2 ‖w∼N‖
2
L
10
3
t,x([0,3])
‖w‖4L5t,x([0,3])
)1/2
.δ2 ‖w‖X˜([0,3]) .
(4.14)
Therefore, by (4.13) and (4.14), we get
(4.11) . δ2 ‖w‖X˜([0,3]) . (4.15)
For the second term (4.12), we write
PNO
(
v&N
(
w2 + wv
))
=PNO
(
v∼N
(
w2≪N + w≪Nv≪N
))
+ PNO (v&Nw&Nw + v&Nw&Nv + v&Nv&Nw) .
Treated similarly as (4.13), we have(∑
N
N2
∥∥PNO (v&Nw&Nw + v&Nw&Nv + v&Nv&Nw)∥∥2L1tL2x([0,3]))1/2 . δ2 ‖w‖X˜([0,3]) .
(4.16)
Therefore, it suffices to estimate(∑
N
N2
∥∥O (v∼N (w2≪N + w≪Nv≪N))∥∥2L1tL2x([0,3]) )1/2. (4.17)
By Minkowski’s inequality,
(4.17) .
∑
N1,N2
( ∑
N :N≫N1,N2
N2 ‖O (v∼N (vN2 + wN2)wN1)‖
2
L1tL
2
x([0,3])
)1/2
. (4.18)
For N1, N2 ≪ N , 1 < q0 6 2, by Lemma 2.4, we have the following tri-linear
estimate:
N ‖O (v∼N (vN2 + wN2)wN1)‖L1tL2x([0,3])
.N ‖O (v∼N (vN2 + wN2))‖Lq0t L2x([0,3]) ‖wN1‖Lq
′
0
t L
∞
x ([0,3])
.N
1
2N
2− 2
q0
2 A˜(N)(A(N2) + B(N2))N
2
q0
− 3
2
1 N
2
q′
0
− 1
2
1 ‖wN1‖
L
q′0
t L
∞
x ([0,3])
.N
1
2 A˜(N)
(N2
N1
) 3
2
− 2
q0N
1
2
2 (A(N2) +B(N2))N
2
q′
0
− 1
2
1 ‖wN1‖
L
q′0
t L
∞
x ([0,3])
.
(4.19)
Therefore, by (4.18), (4.19) and (3.8), we have
(4.17) .
∑
N1,N2
(N2
N1
) 3
2
− 2
q0N
1
2
2 (A(N2) +B(N2))N
2
q′
0
− 1
2
1 ‖wN1‖
L
q′0
t L
∞
x ([0,3])
. (4.20)
Note that for both choices q0 = 2 and q0 = 1/(1− ε) for ε≪ 1, we have∥∥N 2q′0− 121 ‖wN1‖Lq′0t L∞x ([0,3]) ∥∥l2N1 . ‖w‖X˜([0,3]) . (4.21)
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Therefore, we can choose q0 = 1/(1− ε) when N1 6 N2, and q0 = 2 when N1 > N2.
Using Lemma 2.2, (3.8) and (4.21), we have
(4.17) .
∑
N16N2
(N1
N2
) 1
2
−2ε
N
1
2
2 (A(N2) +B(N2))N
2ε− 1
2
1 ‖wN1‖L1/εt L∞x ([0,3])
+
∑
N1>N2
(N2
N1
) 1
2N
1
2
2 (A(N2) +B(N2))N
1
2
1 ‖wN1‖L2tL∞x ([0,3])
.δ2 ‖w‖X˜([0,3]) .
(4.22)
Together with (4.4), (4.10), (4.15), (4.16), and (4.22), we have
‖w‖X˜([0,3]) .N
1/2
0 ‖u0‖H˙1/2 + δ
3 + δ2 ‖w‖X˜([0,3]) , (4.23)
then by choosing δ small enough, we have
‖w‖X˜([0,3]) . N
1/2
0 ‖u0‖H˙1/2 ,
which completes the proof of (4.2). 
Define that
E(w(t)) =
1
2
∫
R3
|∇w(t, x)|2 dx+
1
4
∫
R3
|w(t, x)|4 dx.
By (4.2), (2.10) and the interpolation,
sup
06t63
‖w(t)‖L4x . N
1/4
0 ‖u0‖H˙1/2 .
Since we consider the case ‖u0‖H˙1/2 & 1, we have that for some constant C0 > 0,
sup
06t63
E(w(t)) 6 C0N0 ‖u0‖
4
H˙1/2 . (4.24)
Next, we turn to the energy bound of w when t > 3. For all t > 0, by conservation
law ‖u(t)‖2L2x = ‖u0‖
2
L2x
, and (3.1), we have
‖w(t)‖L2x ∼ ‖u0‖L2x . (4.25)
We take 3 < T0 < ∞ such that u is well-posed on [0, T0). We are going to prove
that
Proposition 4.2. Suppose that 12/13 < s 6 1 and u0 ∈ H˙
1/2 ∩ W˙ s,1. Let v and w
be the solution of equations (2.11) and (2.12), respectively. Then,
sup
36t<T0
E(w(t)) < 2C0N0 ‖u0‖
4
H˙1/2∩W˙ s,1 . (4.26)
Proof. Denote C1 = C0 ‖u0‖
4
H˙1/2∩W˙ s,1, and we may assume C1 & 1. Suppose that
(4.26) did fail, then we could define
T := inf
{
3 < T1 < T0 : sup
36t<T1
E(w(t)) > 2C1N0.
}
In the following, we denote .C1 as . for short.
We first collect some useful estimates. By definition of T , for 0 6 t 6 T , we have
that
‖w(t)‖H˙1 . N
1/2
0 , and ‖w(t)‖L4x . N
1/4
0 . (4.27)
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Combining (4.25), we get
‖w‖
L∞t H˙
1
2
x ([0,T ])
+ ‖u‖
L∞t H˙
1
2
x ([0,T ])
. N
1
4
0 . (4.28)
Using the interaction Morawetz inequality in Lemma 2.6, (4.28) and (3.1), we have
‖v‖L4t,x([0,T ]) . δ, and ‖w‖L4t,x([0,T ]) . N
1/8
0 . (4.29)
Interpolating with ‖w‖L∞t L6x . N
1/2
0 ,
‖w‖
L6tL
9/2
x ([0,T ])
. N
1/4
0 . (4.30)
Using the equation (2.12) and (4.30), we have
‖w‖S1/2([0,T ]) . N
1/4
0 +N
1/4
0 ‖w‖
2
L6tL
9/2
x ([0,T ])
. N
3/4
0 . (4.31)
Then, by (4.27), (4.25), (4.30), and (4.31), for any 0 6 α 6 1 and N ∈ 2Z, we have
Nα ‖PNw0‖L2x +N
α
∥∥PN (|u|2u)∥∥
L2tL
6
5
x ([0,T ])
.N
α
2
0 + ‖u‖L∞t H˙αx ([0,T ]) ‖u‖L6tL
9
2
x ([0,T ])
‖u‖L3tL9x([0,T ]) . N
α
2
+1
0 .
(4.32)
Moreover, for 0 6 α 6 1
2
, we can improve the bound by (4.27), (4.25), and (4.29),
Nα ‖PNw0‖L2x +N
α
∥∥PN (|u|2u)∥∥
L2tL
6
5
x ([0,T ])
.N
α
2
0 + ‖|∇|
αu‖L∞t L3x([0,T ]) ‖u‖
2
L4t,x([0,T ])
. N
α
2
+ 1
2
0 .
(4.33)
Inspired by [16], we define the modified energy by
E(w(t)) = E(w(t)) + 〈|w|2w, v〉. (4.34)
Then, we have
d
dt
E(w(t)) =〈|w|2w, vt〉 − 〈wt, |v|
2v〉 − 〈wt, 2|v|
2w + v2w〉. (4.35)
Therefore, noting that C1N0 & 1,
sup
36t6T
|E(w(t))−E(w(t))| 6
1
100
C1N0. (4.36)
Note that for t > 3, vt = i∆v. After integrating by parts in x, we have∫ T
3
∣∣〈|w|2w, vt〉∣∣ dt . ∫ T
3
∣∣ ∫ O (∇w · ∇vw2) dx∣∣ dt. (4.37)
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Therefore, for any 3 6 t 6 T , by (4.24), (4.36), and (4.35), it follows that
E(w(t)) 6E(w(3)) +
∫ t
3
∣∣ d
ds
E(w(s))
∣∣ ds
6C1N0 +
1
100
C1N0 +
∫ T
3
∣∣〈|w|2w, vt〉∣∣ dt+ C ∫ T
3
∫
(|w|4 + |v|4)|v|2 dx dt
+ C
∫ T
3
∫
|∇wv|2 dx dt + C
∫ T
3
∣∣ ∫ O(∇w · ∇vv(w + v)) dx∣∣ dt
6
101
100
C1N0 +
∫ T
3
∫
(|w|4 + |v|4)|v|2 dx dt
+ C
∫ T
3
∫
|∇wv|2 dx dt + C
∫ T
3
∣∣ ∫ O(∇w · ∇v(w2 + wv + v2)) dx∣∣ dt.
(4.38)
By (4.29) and (3.21), we have∫ T
3
∫
(|w|4 + |v|4)|v|2 dx dt .
(
‖w‖4L4t,x([3,T ]) + ‖v‖
4
L4t,x([3,T ])
)
· ‖v‖2L∞t L∞x ([3,T ]) . δ
2N
1/2
0 .
(4.39)
By (4.27) and (3.21), we also have∫ T
3
∫
|∇wv|2 dx dt . ‖w‖2L∞t H˙1x([3,T ]) ‖v‖
2
L2tL
∞
x ([3,T ])
. δ2N0. (4.40)
By (4.29), we have∫ T
3
∣∣ ∫ O(∇w · ∇v61(w2 + wv + v2)) dx∣∣ dt
. ‖∇w‖L∞t H˙1x([3,T ]) ‖v‖L2tL∞x ([3,T ])
(
‖w‖2L4t,x([3,T ]) + ‖v‖
2
L4t,x([3,T ])
)
. δN0.
(4.41)
Then, it suffices to consider the term∫ T
3
∣∣ ∫ O(∇w · ∇v>1(w2 + wv + v2)) dx∣∣ dt. (4.42)
By the frequency support property, we can divide it into three terms,
(4.42) .
∑
N>1
∫ T
3
∫ ∣∣∇vN · ∇ww&N(v + w)∣∣ dx dt (4.43)
+
∑
N>1
∫ T
3
∫ ∣∣∇vN · ∇wv&N(v + w)∣∣ dx dt (4.44)
+
∑
N>1
∫ T
3
∫ ∣∣∇vN · ∇wN(w2≪N + v≪Nw≪N + v2≪N)∣∣ dx dt. (4.45)
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For (4.43), from (4.27), (4.29), and the Sobolev inequality, we have for any 1 > s > 5
6
,∫ T
3
∫ ∣∣∇vN · ∇ww&N(v + w)∣∣ dx dt
. ‖∇vN‖
L
3
2
t L
∞
x ([3,T ])
‖∇w‖L∞t L2x([3,T ]) ‖w&N‖
1
3
L4t,x([3,T ])
‖w&N‖
2
3
L∞t L
4
x([3,T ])
·
(
‖v‖L4t,x([3,T ]) + ‖w‖L4t,x([3,T ])
)
.N
2
3
0 ‖∇vN‖
L
3
2
t L
∞
x ([3,T ])
‖w&N‖
2
3
L∞t H˙
3
4 ([3,T ])
. N0
∥∥|∇| 56 vN∥∥
L
3
2
t L
∞
x ([3,T ])
.
(4.46)
Hence, applying Lemma 3.3, we have
(4.43) . N0
∑
N>1
N
5
6
−s
∥∥|∇|svN∥∥
L
3
2
t L
∞
x ([3,T ])
. δN0. (4.47)
For (4.44), by Ho¨lder’s inequality, (4.27), (3.1), and (4.25),∫ T
3
∫ ∣∣∇vN · ∇wv&N(v + w)∣∣ dx dt
. ‖∇vNv&N‖L1tL∞x ([3,T ])
‖∇w‖L∞t L2x([3,T ])
(
‖v‖L∞t L2x([3,T ]) + ‖w‖L∞t L2x([3,T ])
)
.N
1/2
0 N
1−2s ‖|∇|svN‖
2
L2tL
∞
x ([3,T ])
.
(4.48)
Therefore, using (3.20) and (3.21), we have for any 1 > s > 1
2
,
(4.44) . δ2N
1/2
0 . (4.49)
Finally, we deal with the term (4.45). Since the estimate of v will not increase the
bound of N0, the worst case is as follows, and the others can be treated similarly:∑
N>1
∫ T
3
∫ ∣∣∇vN · ∇wNw≪Nw≪N ∣∣ dx dt. (4.50)
By Ho¨lder’s inequality and (4.29),∫ T
3
∫ ∣∣∇vN · ∇wNw≪Nw≪N ∣∣ dx dt
. ‖∇vN‖
L
52
25+
t L
∞
x ([3,T ])
‖∇wNw≪N‖
2
13
L
8
5−
t L
2
x([0,T ])
‖∇w‖
11
13
L∞t L
2
x([3,T ])
‖w≪N‖
24
13
L
48
11
t L
48
13
x ([3,T ])
.
(4.51)
Interpolating (4.25) with (4.29), we have
‖w≪N‖
L
48
11
t L
48
13
x ([3,T ])
. ‖w‖
1
12
L∞t L
2
x([3,T ])
‖w‖
11
12
L4t,x([3,T ])
. N
1
8
· 11
12
0 . N
1
8
0 . (4.52)
By Lemma 2.4, (4.32), and (4.33), we have
‖∇wNw≪N‖
L
8
5−
t L
2
x([0,T ])
.
∑
N1:N1≪N
N−
1
2N
(
‖PNw0‖L2x +
∥∥PN (|u|2u)∥∥
L2tL
6
5
x ([0,T ])
)
·N
1
2
−
1
(
‖PN1w0‖L2x +
∥∥PN1 (|u|2u)∥∥
L2tL
6
5
x ([0,T ])
)
. N−
1
2N
9
4
−
0 .
(4.53)
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By (4.27), (4.51), (4.52), and (4.53), we have for any 1 > s > 12
13
,
(4.50) .N1−0
∑
N>1
N
12
13
−s
∥∥|∇|svN∥∥
L
52
25+
t L
∞
x ([3,T ])
. δN0. (4.54)
Then, by (4.47), (4.49) and (4.54), we have
(4.42) . δN0. (4.55)
Therefore, (4.39), (4.40), (4.41), and (4.55) imply
sup
t∈[3,T ]
E(w(t)) 6
101
100
C1N0 + C(C1)δN0 6
3
2
C1N0, (4.56)
which contradicts to the definition of T . Then, we obtain (4.26). 
Proof of Theorem 1.1. Note that by (3.1), (4.25) and Proposition 4.2, we obtain
that for some C(N0, ‖u0‖H
1
2
) > 0, such that
‖u‖
L∞t H
1
2
x (I)
≤ C(N0, ‖u0‖H
1
2
).
Here I is the maximal lifespan. Then the global well-posedness and scattering follows
directly from the conclusion in [26]. This finishes the proof of Theorem 1.1. 
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