Using a 20-year ECMWF ensemble reforecast data set of total precipitation and a 20-year data set of a dense precipitation observation network in the Netherlands, a comparison is made between the raw ensemble output, Bayesian model averaging (BMA) and extended logistic regression (LR). A previous study has indicated BMA and conventional LR to be successful in calibrating multi-model ensemble forecasts of precipitation for a single forecast projection. However, a more elaborate comparison between these methods has not yet been made. This study compares the raw ensemble output, BMA and extended LR for singlemodel ensemble reforecasts of precipitation, namely from the ECMWF ensemble prediction system (EPS). The raw EPS output turns out to be generally well calibrated up to 6 forecast days, if compared to the area-mean 24-h precipitation sum. Surprisingly, BMA is less skillful than the raw EPS output from forecast day 3 on. This is due to the bias correction in BMA, which applies model output statistics to individual ensemble members. As a result, the spread of the bias-corrected ensemble members is decreased, especially for the longer forecast projections. Here an additive bias correction is applied instead and the equation for the probability of precipitation in BMA is also changed. These modifications to BMA are referred to as "modified BMA" and lead to a significant improvement in the skill of BMA for the longer projections. If the area-maximum 24-h precipitation sum is used as a predictand, both modified BMA and extended LR improve the raw EPS output significantly for the first 5 forecast days. However, the difference in skill between modified BMA and extended LR does not seem to be statistically significant. Yet, extended LR might be preferred, because incorporating predictors that are different from the predictand is straightforward, in contrast to BMA. 1
Introduction
Ensemble prediction system (EPS) forecasts are routinely produced by several institutes around the world. Despite their relatively high skill, medium-range EPS forecasts still suffer from underdispersion, especially in the early forecast range, so calibration is needed. In the last couple of years a number of studies have addressed the issue of how ensemble forecasts can best be calibrated (e.g. Wilks 2006a; Wilks and Hamill 2007) . In Wilks (2006a) a comparison was made between a large number of statistical methods, such as logistic regression (LR; Brelsford and Jones 1967; Wilks 2006b ), Bayesian model averaging (BMA; Raftery et al. 2005 ), non-homogeneous Gaussian regression (NGR; Gneiting et al. 2005) and Gaussian ensemble dressing (GED; Roulston and Smith 2003; Wang and Bishop 2005) . Wilks (2006a) used ensemble forecasts based on the Lorenz (1996) model; the variable from that model has a Gaussian distribution. In his study the following three methods turned out to be the best: LR, NGR and GED. Subsequently, Wilks and Hamill (2007) investigated the skill of these three methods using a 25-year ensemble reforecasting data set for temperature and precipitation on the basis of a 1998 version of the NCEP Global forecast system (GFS) ensemble system. LR and NGR generally were the best methods. However, they concluded that differences in the lengths of the training periods usually produced larger skill differences than the three different statistical methods did.
BMA did not turn out to be among the best three methods in the study of Wilks (2006a) .
He concluded that BMA generated less good forecasts, mainly because ensemble underdispersion was overcorrected for forecasts of relatively rare events (with the threshold being the lowest decile). The best methods for these relatively rare events were NGR and LR. Bishop and Shanley (2008) recently proposed a paradigm shift to fix the problematic treatment of the extremes in BMA. In an other study (Sloughter et al. 2007) , in which multi-model ensemble forecasts of precipitation were calibrated, LR and the BMA version for precipitation show comparable Brier skill scores (e.g. Wilks 2006b ) for a large range of precipitation thresholds, but BMA scores better for the extremes. Besides, BMA has the advantage, in contrast to (conventional) LR, that the total probability density function (pdf) can be estimated.
However, Wilks (2009) extended LR to provide full-probability-distribution forecasts, which undoes this advantage of BMA.
BMA for Gaussian-distributed predictands ) was used in the comparison study of Wilks (2006a) ; BMA for gamma-distributed predictands like precipitation (Sloughter et al. 2007) was not investigated by Wilks and Hamill (2007) . Sloughter et al. (2007) made a comparison between the performance of BMA and conventional LR for one forecast projection, but a more elaborate comparison has not yet been made. Therefore, our study compares the performance of the Sloughter et al. (2007) version of BMA and a modified version thereof (called "modified BMA"; section 3b) with the performance of extended LR (Wilks 2009 (Wilks ) using a 20-year (1982 (Wilks -2001 ECMWF EPS reforecast data set. This data set was also used in Hamill et al. (2008) , but they used only conventional LR to calibrate the precipitation forecasts.
The following questions will be addressed in this study. (i) How do the extended LR, BMA and modified BMA methods perform in calibrating ECMWF EPS precipitation forecasts?
Note that for this single-model ensemble the BMA weights and parameters of the component pdfs are constrained to be equal (Fraley et al. 2010) . (ii) How is the behavior of these methods for the extremes? (iii) Does the expansion of the training period to include days from the same season in previous years improve the performance of (modified) BMA, as suggested by Sloughter et al. (2007)? In section 2 the ECMWF EPS reforecast data set and the predictands are described, and in section 3 the extended LR, BMA and modified BMA methods. In section 4 an example of the performance of the BMA and extended LR forecast systems during a day with heavy rain is presented, and in sections 5 and 6 some of the verification results for area-mean and area-maximum precipitation forecasts are described, respectively. Finally, in section 7 the results are summarized and discussed.
Reforecast data and predictand definitions
The data sets used in this study are precipitation observations from the observation network of volunteers in the Netherlands (subsection 2b; Heijboer and Nellestijn 2002) and precipitation data from a reforecasting experiment with the ECMWF EPS system (subsection 2a; Hamill et al. 2008 ). Hamill et al. (2008) also used this ECMWF reforecast data set, which consists of a 15-member ensemble reforecast computed once weekly from 0000 UTC initial conditions, provided by the 40-yr ECMWF Re-Analysis (ERA-40; Uppala and Coauthors 2005) , for the initial dates of 1 September to 24 November. The maximum lead time was 10 days.
a. ECMWF EPS reforecast data
These forecasts were computed for the period 1982-2001. Model cycle 29r2 was used, with T255 horizontal resolution and 40 vertical sigma-coordinate levels. In our study the total precipitation forecast data are used with a 1
• × 1 • resolution and accumulated from 0600-0600 UTC. The forecast horizons that are considered range from +30 h (i.e. 6-h to 30-h projections) to +150 h (i.e. 126-h to 150-h projections), and not longer because of the limited predictability of precipitation.
b. Observations and predictand definitions
For the observations both the area-mean and the area-maximum 24-h accumulated precipitation amount at 0800 UTC for 1 • × 1 • grid boxes are calculated. These calculations are based on precipitation measurements, which are performed daily at 0800 UTC by a dense network of volunteers across the Netherlands (Fig. 1 
Statistical methods

a. Extended logistic regression
In the extended logistic regression method (Wilks 2009 ) the forecast probability p is given by:
with g(q) being a nondecreasing function of the threshold q. In this way the full probability distribution can be estimated, in contrast to conventional logistic regression. The thresholds that are used are 0, 1, 5, 10 and 15 mm for area-mean precipitation, and 0, 1, 5, 10, 15, 20 and 25 mm for area-maximum precipitation. The predictors x i (i = 1, 2, ..., n) and those in g(q)
are selected via a so-called forward stepwise selection method (Wilks 2006b ). As in Wilks (2009) the precipitation threshold and its square root are used as potential predictors in g(q).
At each step, a predictor is chosen that produces the best regression in conjunction with the predictors chosen on previous steps; herewith a significance probability threshold of 0.05 is specified. Each chosen predictor is kept in the equation unless the specified significance probability of 0.10 is exceeded at a following step. The regression coefficients d i and those in g(q) are determined using the maximum likelihood method (Wilks 2006b ), an iterative method that maximizes the product of all computed probabilities of the (non-)occurrence of the events in the training data set. The training period is a sliding window of the previous w cases of forecasts and verifying observations. In order to increase the samples, data from the 12 grid boxes are pooled, so that the total length of the training set is 12 × w. We use cross validation (e.g. Wilks 2006b) for all verification results in this study (sections 5 and 6).
Apart from the precipitation threshold and its square root (as in Wilks 2009), the square root and cube root (Sloughter et al. 2007 ) of the ensemble mean total precipitation (TP) are used as potential predictors, as well as the ensemble mean of the square root of TP. Besides, the TP ensemble standard deviation, its square and cube root (Hamill et al. 2008 ) are used as potential predictors, as well as the percentages of the ensemble members exceeding TP amounts of 1, 5 and 10 mm, respectively. Non-precipitation variables, like convective indices, could also have been used, but these were not included here to make the comparison with the raw ensemble output and BMA as clean as possible. The two predictors that are selected are the square root of the precipitation threshold and the ensemble mean of the square root of TP. These predictors are used as the only predictors in Eq.
(1) for all forecast projections (+30, +54, +78, +102, +126 and +150 h). The first predictor is the same as in Wilks (2009) and the second one performed slightly better than the square root of the ensemble mean of TP, which was selected as the second predictor in his study.
b. (Modified) Bayesian model averaging
For an extensive treatment of BMA for precipitation the reader is referred to Sloughter et al. (2007) . Here only a relatively short description of the method is given, largely based on that paper. However, a few important modifications to the conventional BMA method are proposed in this study.
The BMA model for the forecast pdf of the cube root of precipitation accumulation y for a K-member ensemble is (with K = 15 in this case):
where the first part between the accolades computes the probability of zero precipitation as a function of f k , i.e. the forecast from ensemble member k (k = 1, ..., K), and the second part computes the pdf of the precipitation amount given that it is nonzero. The weight W k is the posterior probability of ensemble member k being best, and the general indicator function
is unity if the condition in brackets holds and zero otherwise. Besides, P (y = 0|f k ) is specified by
where δ k is equal to 1 if f k = 0 and equal to 0 otherwise. In this study also an alternative expression for P (y = 0|f k ) is applied, namely:
Note that this expression for the probability of precipitation (POP) is similar to the one used often in ensemble model output statistics (e.g. Wilks and Hamill 2007; Hamill et al. 2008 ).
In Eq. (2) the conditional pdf g k (y|f k ) of the cube root precipitation amount y given that it is positive is a gamma distribution with pdf
with Γ being the gamma function (e.g. Wilks 2006b ). The parameters
k /µ k of the gamma distribution depend on f k through relationships for the mean µ k and the variance σ 2 k of that distribution. The mean is given by:
For the mean also an alternative relationship is applied in this study, namely an additive bias correction, which is similar to the ones proposed by Wilson et al. (2007a) and Hamill (2007) for Gaussian predictands:
with b
k . The variance of the gamma distribution is given by:
The BMA method with the modified POP (Eq. (3b)) and the additive bias correction ). This is further discussed in section 5. For the variance of the gamma distribution (Eq. (6)) an alternative expression could have been used as well, e.g. only a constant, but it was not modified here, because in general the value of c 1 in Eq. (6) appears to be close to 0 anyway.
As is also done in the extended logistic regression model (previous subsection), the parameters are estimated using data from a training period, i.e. a sliding window of the previous w cases of forecasts and verifying observations. The data from the 12 grid boxes are also pooled, so that the total length of the training set is 12 × w. The parameters a 0k , a 1k and each Wilks 2006a; Hamill 2007; Fraley et al. 2010 ).
Hence only c 0 and c 1 have to be estimated by the maximum likelihood technique. Besides,
K ), which means that these parameters are also the same for each ensemble member in this case. In this study we use the same values of c 0 and c 1 for modified BMA as for conventional BMA. Sensitivity tests indicate that this choice probably has a minor impact on the verification results, as will be discussed in section 7.
c. BMA versus extended LR
An advantage of BMA compared to extended LR is that one can start to produce the forecast pdfs readily, once the software is installed and a relatively short archive of forecasts and observations is available, without having to derive regression equations first, using a relatively long archive. A disadvantage of BMA is that it is not straightforward to use predictors that are different from the predictand because of the BMA model formulation (Eq. (2)), whereas it is straightforward to use those predictors in extended LR (Eq. (1)).
Example of a heavy rain case
In this section the BMA and extended LR forecasts for a heavy rain case, i.e. for the 24-h accumulated area-mean precipitation on 25 September 1988 0800 UTC, are presented. All forecasts are based on the 54-78 h accumulated EPS TP reforecasts from the 22 September 1988 0000 UTC run.
Following Sloughter et al. (2007) , the example in Fig. 2a illustrates how the BMA method works. Fig. 2a shows the raw ensemble forecasts, the probability of zero precipitation, and the BMA predictive pdf and its components, namely the weighted contributions from the bias-corrected ensemble members, for the grid box (3.5−4.5 • E, 51.5−52.5
• N) for a training window length of 247 cases (19 autumns). The probability of exceeding a given amount is given in Fig. 2a by the proportion of the area under the BMA pdf (upper curve) to the right of it.
The 24-h accumulated precipitation probability forecasts for all 12 grid boxes, valid at 0800 UTC on 25 September 1988, computed by the BMA system with a training window of 247 cases, are shown in Fig. 2b . The probabilities of exceeding a precipitation threshold of e.g. 10 mm are between 7 and 18% (dependent on the grid box). The corresponding probabilities from the extended LR system (with the same training window of 247 cases)
are between 2 and 42% (not shown). On the other hand, the raw EPS output shows 0 to 6 members exceeding 10 mm of TP in this case, and the climatological probabilities of ≥ 10 mm are between 7 and 12%. Therefore, it can be concluded that in this case most forecast probabilities of ≥ 10 mm are higher than normal, and already give an indication of high precipitation amounts 2-3 days before. Yet, the highest BMA probabilities of exceeding the higher precipitation thresholds have been forecast in the northern grid boxes (Fig. 2b) , whereas the highest amounts have been observed in the southwestern grid boxes (Fig. 2c ). In the 9 most southern grid boxes the amount of 10 mm has been exceeded and the maximum observed amount at a station is 83 mm. Of course, (probability) forecasts cannot be verified using only one case, so objective verification results are now presented.
Verification results for area-mean precipitation forecasts
In this section verification results are shown for the area-mean precipitation forecasts. Only for the 30-h forecast projection the CRPSS is generally positive, indicating that the BMA system has more skill than the raw ensemble. From the 54-h projection on, the BMA system is as skillful as or less skillful than the raw ensemble, the latter being an undesirable property of a statistical post-processing method based on that raw ensemble.
We will investigate this issue further in the next subsection. In general the CRPSS increases as a function of w (e.g. Fig. 3b ). The same is true for modified BMA and for extended LR (not shown), in accordance with Fig. 14 of Hamill et al. (2004) . Therefore, the maximum window length w = 247 is used for all subsequent verification results.
b. Verification of raw EPS versus (modified) BMA and extended LR
In this subsection Brier skill scores (BSS), the Brier score (BS) decomposition terms reliability and resolution (e.g. Wilks 2006b), and reliability diagrams are used to study the differences between the raw EPS, BMA, modified BMA and extended LR. Each panel of Fig. 4 shows the BSS as a function of the precipitation threshold for these methods, and the uncertainty in the BSS is indicated by 90% block bootstrap confidence intervals (e.g. Efron and Tibshirani 1993; Wilks 2006b), with the 12 grid boxes being blocked together. Figure 4a shows the BSS for the 30-h forecast projection, Fig. 4b for the 78-h projection and Fig. 4c for the 126-h projection.
The BSS generally decreases as a function of the precipitation threshold, as expected.
However, the lower BSS of especially the raw EPS TP for the 0-mm threshold, compared to the 1-mm threshold, is due to the fact that NWP models often produce spurious light precipitation. In accordance with Fig. 3a , it can be concluded from Fig. 4 that the BMA system improves on the skill of the raw EPS for the 30-h projection, but it is much less skillful than the raw EPS for the 78-h and 126-h projections. If the additive bias correction (Eq. 5b) is applied instead, together with the modified POP formulation (Eq. 3b), the performance of BMA is substantially improved for the 78-h and 126-h projections (Figs. 4b and 4c ). On the other hand, the modified BMA system is about as skillful as the conventional BMA system for the 30-h projection (Fig. 4a) . Generally, the difference in skill between the raw EPS, extended LR and modified BMA does not seem to be statistically significant. An exception is the 0-mm threshold, for which the skill of extended LR and modified BMA is significantly better than the raw EPS, due to the spurious light precipitation in the EPS. The difference in skill between extended LR and conventional LR (with the ensemble mean of the square root of TP as the only predictor for each threshold)
is also not significant (not shown), in accordance with the results of Wilks (2009).
To explore the differences between the methods in more detail, reliability diagrams for the 30-h and 126-h projections are shown in Fig. 5 and 6, respectively. In these figures the diagrams are shown for the raw EPS (panel a), the extended LR system (panel b), the conventional BMA system (panel c), and the modified BMA system (panel d), all for the 5-mm threshold. For the 30-h projection the raw EPS is rather well calibrated, but both its reliability and resolution can be improved by extended LR, BMA or modified BMA, with the differences between the three post-processing methods being small.
Even for the 126-h projection the raw EPS is well calibrated (Fig. 6a) . While the extended LR system (Fig. 6b) shows both better reliability and better resolution than the raw EPS, the conventional BMA system (Fig. 6c) shows both worse reliability and worse resolution than the raw EPS, resulting in the worst BSS of all methods. The concentration of the forecast probabilities around the climatological probability can be clearly seen. This lack of sharpness may be a result of the individual ensemble members being regressed towards the climatological mean as well as being dressed with gamma-distribution kernels that have rather constant and similar variance for each ensemble member. The latter is due to the value of the coefficient c 1 in Eq. 6 being close to 0, i.e. the variance of the kernel hardly depends on f k . On the other hand, the reliability diagram of the modified BMA system (Fig. 6d) shows much sharper probabilistic forecasts. Because the kernel variance in the modified BMA is the same as the kernel variance in the conventional BMA, this cannot explain the difference in sharpness. It is therefore the MOS-based bias correction which is largely responsible for the lack of sharpness in the probabilistic forecasts of the conventional BMA at long leads. The modified BMA system shows an enormous skill improvement compared to the conventional BMA system, and has better resolution but worse reliability than the raw EPS, which compensate each other to a large extent in terms of the Brier score.
Verification results for area-maximum precipitation forecasts
The previous section showed that the raw EPS is rather well calibrated using areamean precipitation as the predictand. A less well calibrated EPS can be simulated using area-maximum precipitation as the predictand. Moreover, probability forecasts for area- a. Verification of the BMA system with the raw EPS as the reference Figure 7 shows again the CRPSS of the BMA system as a function of forecast projection, but now for the area-maximum precipitation forecasts. The CRPSS is now positive for the 30-h, 54-h and 78-h forecast projections, indicating that the BMA system has more skill than the raw ensemble for these projections, and it decreases with increasing projection. From the 102-h projection the BMA system is (about) as skillful as the raw ensemble, which can again be improved using modified BMA (next subsection). Figure 8 shows the BSS as a function of the precipitation threshold for the raw EPS, the extended LR system, the BMA system and the modified BMA system. Figure 8a shows the BSS for the 30-h forecast projection, Fig. 8b for the 78-h projection and Fig. 8c for the 126-h projection.
b. Verification of raw EPS versus (modified) BMA and extended LR
In accordance with Fig. 7 it can be concluded from Fig. 8 that the BMA system improves on the skill of the raw EPS for the 30-h and 78-h projections but only slightly for the 126-h projection. Again, if the additive bias correction (Eq. 5b) is applied instead, together with the modified POP formulation (Eq. 3b), the performance of BMA is substantially improved for the 78-h and 126-h projections (Figs. 8b and 8c ). On the other hand, the modified BMA system is about as skillful as the conventional BMA system for the 30-h projection (Fig. 8a) . For all projections the raw EPS can be improved significantly by statistical post-processing. However, this is to be expected as the EPS is not intended to forecast area-maximum precipitation. Both modified BMA and extended LR are much more skillful than the raw EPS, but the difference in skill between the two post-processing methods does not seem to be statistically significant. For the extremes these methods shows a substantial skill improvement as well (compared to the raw EPS).
To explore the differences between the methods in more detail, reliability diagrams for the 126-h projection are shown in Fig. 9 . It shows these diagrams for the raw EPS (panel a), the extended LR system (panel b), the conventional BMA system (panel c), and the modified BMA system (panel d), all for the 10-mm threshold. The raw EPS is not well calibrated of course, as it underforecasts the area-maximum precipitation amounts to a large extent (Fig. 9a) . The extended LR system (Fig. 9b) shows both better reliability and better resolution than the raw EPS. The conventional BMA system (Fig. 9c) shows the same reliability and somewhat better resolution than the raw EPS. On the other hand, the modified BMA system (Fig. 9d) again shows an enormous skill improvement compared to the conventional BMA system, and has both better reliability and better resolution than the raw EPS. However, it shows somewhat worse reliability and resolution than the extended LR system.
Summary and discussion
Using a 20-year ECMWF EPS reforecast data set of total precipitation (Hamill et al. 2008) , and a 20-year data set of a dense precipitation observation network in the Netherlands (Fig. 1) , a comparison has been made between the raw EPS output and EPS output post-processed with either BMA (Sloughter et al. 2007; Fraley et al. 2010) or extended LR (Wilks 2009 ). The raw EPS output turns out to be generally well calibrated up to 6 forecast days, if compared to the area-mean 24-h precipitation sum. Surprisingly, BMA is less skillful than the raw EPS output from forecast day 3 on (Fig. 3a) . This is due to the bias correction in BMA, which applies MOS to individual ensemble members. As a result, the spread of the bias-corrected ensemble members is decreased, especially for the longer forecast projections.
Here an additive bias correction has been applied instead, which is similar to the ones proposed by Wilson et al. (2007a) and Hamill (2007) for Gaussian predictands. Besides, the equation for the probability of precipitation in BMA has also been changed. These modifications to BMA, referred to as "modified BMA", lead to a significant improvement in the skill of BMA for the longer projections (Fig. 4) . If the area-maximum 24-h precipitation sum is used as a predictand, both modified BMA and extended LR improve the raw EPS output significantly for the first 5 forecast days (Fig. 8) .
Considering the questions posed in the introduction, the following additional conclusions can be drawn from this study: (i) Modified BMA performs better than conventional BMA (Sloughter et al. 2007 ) for the longer projections, when applied to a single-model ensemble (in this case the ECMWF EPS), in which case the weights and the parameters of the component pdfs are constrained to be equal (Fraley et al. 2010 ). Extended LR is also more skillful than conventional BMA for the longer projections, whereas the difference in skill between modified BMA and extended LR does not seem to be statistically significant (Figs. 4 and 8) . Extended LR might be preferred, however, because incorporating predictors that are different from the predictand is straightforward, in contrast to BMA. (ii) For the extremes of the areamaximum precipitation both modified BMA and extended LR show a substantial increase in skill compared to the raw EPS (Fig. 8 ), but they might be improved. As noted before, Bishop and Shanley (2008) adjusted the BMA method, so that it is more appropriate for the extremes, but to date that was only done for Gaussian predictands. The behavior of extended LR might be improved by including non-precipitation variables (e.g. convective indices) as potential predictors and/or by including more extreme thresholds in the training set. Another approach might be to use conventional LR for the extremes, with conditional instead of absolute probabilities for the higher thresholds, which is an approach similar to e.g. Schmeits et al. (2005 Schmeits et al. ( , 2008 . ( but those corrections did not generally improve the skill of BMA for Gaussian predictands (Wilson et al. 2007a,b) . This should be investigated further, as one would expect the BMA results to improve for the longer forecast projections if a non-MOS based bias correction is applied.
The additive bias correction (Eq. 5b) improves the performance of BMA significantly, but it works only for underforecast biases or overforecast biases that do not violate either the constraint b
exchangeable members. To account also for larger overforecast biases than these constraints allow, another approach might be followed, for instance a correction based upon mapping from the forecast quantile to the observed quantile (Hamill and Whitaker 2006) . However, too.
In our study we have used the same variance coefficients c 0 and c 1 (Eq. 6) for modified BMA as for conventional BMA. Sensitivity tests, where the kernel variance has been increased and decreased by 20% compared to the original value, have shown that the Brier skill scores do not change significantly. Therefore, the impact of fitting the variance coefficients for modified BMA, using the EM algorithm, would probably be small.
Although we have found that the raw EPS is already well calibrated, Hamill et al. (2008) found that it could be significantly improved using conventional LR. This difference might be related to the differences in temporal and spatial discretization, which was finer in their study, as well as to the different orography in the countries for which the calibration was done:
the Netherlands (flat with only a few hilly areas) versus the US (with many mountainous areas). As is well known, orography plays an important role in the formation of precipitation, and (global) NWP models suffer both from an inaccurate representation of orography due to their relatively low resolution, as well as from deficiencies in the precipitation formation process.
It would be interesting to repeat this study for the latest reforecasting data set that is now available, in which the varEPS system has been used (Hagedorn 2008) , and to extend it to other predictands as well. It would also be interesting to investigate how modified BMA and extended LR perform on a multi-model ensemble. Results from such studies could then be used to answer the question how ensemble forecasts can best be calibrated. 
(b) (c) Fig. 2. (a) BMA-fitted probability density function (pdf) of 24-h accumulated mean precipitation in the grid box (3.5 − 4.5
• E, 51.5 − 52.5
• N) on 25 September 1988 0800 UTC for a training window length w of 247 cases (after Sloughter et al. 2007 ). The thick vertical line at zero represents the BMA estimate of the probability of no precipitation, and the upper solid curve is the BMA pdf of the precipitation amount given that it is nonzero. The lower curves are the components of the BMA pdf, namely the weighted contributions from the bias-corrected ensemble members, and the squares represent the ensemble member precipitation forecasts. (b) BMA stacked bar graph of 24-h accumulated precipitation probabilities for the 12 grid boxes on 25 September 1988 0800 UTC for w = 247. The numbers 1-3 indicate the northern grid boxes from west (W) to east (E), 4-8 the central boxes from W to E, and 9-12 the southern boxes from W to E (see panel (c)). (c) Observed 24-h accumulated mean precipitation (mm) in the 12 grid boxes on 25 September 1988 0800 UTC. 
