Given j ≥ 2, for graphs G and H, the size Ramsey multipartite number m j (G, H) is defined as the smallest natural number t such that any blue red coloring of the edges of the graph K j×t , necessarily containes a red G or a blue H as subgraphs. Let the book with n pages is defined as the graph K 1 + K 1,n and denoted by B n . In this paper, we obtain the exact values of the size Ramsey numbers m j (P 3 , H) for j ≥ 3 where H is a book B n . We also derive some upper and lower bounds for the size Ramsey numbers m j (P 4 , H) where H is a book B n .
Introduction
Throughout this paper, all graphs G = (V, E) considered are finite simple(without loops and multiple edges) graphs. The neighborhood of a vertex v ∈ V is defined as the set of vertices adjacent to v and is denoted by N (v). The degree of v, d (v) , is defined as the cardinality of N (v), i.e. d(v) = |N (v)|. The complete graph on n vertices is denoted by K n . Also let the graph K j,s represents complete bipartite graph with all the partite sets(namely j of them) having exactly s vertices in each partite set. Finally, the book with n pages is defined as the graph K 1 + K 1,n and denoted by B n . Note that B n can be thought of as n triangles with one common edge. Let G and H be two graphs. If for every two coloring (red and blue) of the edges of a complete graph K n , there exists a copy of G in the first color (red) or a copy of H in the second color www.ijc.or.id
Size multipartite Ramsey numbers for small paths versus books | C. Jayawardene and J. Ratnayake (blue), we say K n → (G, H). The classical Ramsey number r(n, m) is defined as the smallest positive integer s such that K s → (K n , K m ). The exact determination of these numbers has been studied in detail up to r(5, 5)(see [5] for a survey). However, progress has stalled at present in r(5, 5) which has been shown to be one on the numbers {43, 44, ..., 49}. One of the main variations of the classical Ramsey numbers is the concept of size Ramsey numbers introduced by Erdös, Faudree, Rousseau and Shelph [3] , [1] , [4] , [6] and [10] . Another offshoot of Ramsey numbers and of the size Ramsey numbers, is the notion of size multipartite Ramsey numbers were introduced by Burger and Vuuren [2] and later developed by Baskoro et al and [7] . More precisely, given j ≥ 2, for graphs G and H, the size Ramsey multipartite number m j (G, H) is defined as the smallest natural number t such that any blue red coloring of the edges of the graph K j×t , necessarily contains a red G or a blue H as subgraphs. Up to now a few classes of such Ramsey Numbers have been investigated by Syafrizal Sy, Baskaro et al. (see [8] and [9] ). In this paper, motivated by the work done by Rousseau et al. on Book Ramsey numbers we try to investigate the nature of size Ramsey multipartite numbers for small paths verses books.
Size Ramsey numbers related to paths of size three verses Books
In this section we obtain exact values for size Ramsey numbers m j (P 3 , B n ), where j ≥ 3 and n ≥ 1. Our main results for this section are given in Theorems 1.1 and 1.2.
if j = n + 3, and j is even
otherwise
The proof of this theorem is left to the reader. Henceforth, for all results and definitions in this section, we will assume that j < n − 3.
This theorem is a direct consequence of Propositions 1.4 and 1.5. We begin by proving the following proposition.
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Proof. Consider the graph K j×s , where s = n j − 2 − 1, such that all the edges are colored blue.
Then, the graph has no red P 3 . Moreover, if B m is a blue book contained in the graph, then
Therefore, the graph contains no blue B n . Hence m j (P 3 , B n ) ≥ n j − 2 .
Proof. Note that, in this case s ≥ 2. Consider a red P 3 -free red and blue coloring of K j×s , where
Let H R and H B be the red and blue subgraphs of G respectively, induced by the
Then H R has no P 3 and hence is a matching with at most sj 2 edges. Therefore, H R must satisfy one of the following cases.
Case 1:
There is an isolated vertex u in partite set A.
With out loss of generality, choose an edge e = v 1 v 2 in H R between partite sets B and C, where v 1 ∈ B, v 2 ∈ C and B = A. This forces a book B m in H B , where
with the highest degree vertices of B m chosen to be u and v 1 .
Case 2:
There exists a pair of edges, e 1 = v 1 v 2 and e 2 = u 1 u 2 , between two or three distinct partite sets.
That is, there are two distinct partite sets A and B, such that v 1 , u 1 ∈ A and v 2 ∈ B.
This forces a book B m in H B , where 
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Bad colorings -Type 1 and Type 2
Definitions of Type 1 and Type 2 red and blue bad colorings of K r×t (= H R ⊕H B ) are given below.
• Type 1: H R consists of a perfect matching with every pair of edges is incident to at least three partite sets
• Type 2: H R consists of a partite set, A, consisting of only isolated vertices and H R \A has a perfect matching of type 1.
Coloring of K t×s generated by a s × t matrix. Let A = (a ij ) s×t be a matrix with distinct elements in each column. The multipartite graph with t partite sets generated by A,
where the t partite sets are respectively given by C j = {v j,i |i = 1, ..., s} for j = 1, ..., t.
Given a graph G = G(A) as above, the red and blue two coloring of K t×s = H R ⊕ H B such that H R ≡ G and H B ≡ G c is said to be the two coloring generated by A.
• a i,j = a p,q whenever (i ≥ j and p ≥ q) or (s ≥ j > i and s ≥ q > p),
• if a i,j = a p,q , where i < j and s ≥ p > q, then i < p,
• each element appears exactly twice.
Such a matrix A will generates a bad coloring of Type I on K j×s . Given a matrix A, satisfying the above conditions, the s × (j + 2) matrix B = (b i,j ) defined by, Proof. Suppose j < s + 1 and G = H R ⊕ H B is a bad coloring of Type 1 or 2. Let A = {a 1 , ..., a s } be a partite set with no isolated vertices in H R . Then, each a i is incident to a unique partite set A j = A in H R . Since the coloring is a Type 1 or 2 bad coloring, A i = A j for i = j. This is a contradiction because j − 1 < s. Therefore, if K j×s has a Type 1 or 2 bad coloring, then j ≥ s + 1.
To prove the converse, consider the following cases.
Case 1: j = s + 1 + 2k where k ≥ 0. When k = 0, consider the coloring of K (s+1)×s generated by the s × (s + 1) matrix 
where a i,j 's are distinct and greater than s 2 + s. Note that, this matrix satisfies the conditions in Remark 1.1. Thus, the coloring generated by A is a bad coloring of type I. Using the part two of the Remark 1.1 and induction, the result follows.
Case 2: j = s + 2 + 2k where k ≥ 0. From the previous case and applying the Remark 1.1 once, we can generate a type II coloring as required.
Hence m j (P 3 , B n ) = n + 1 j − 2 .
Proof. We consider two cases.
Case 1: n ≡ 0 mod(j − 2) From Proposition 1.3, the graph K j×s has a Type 1 or 2 bad coloring K j×s = H R ⊕ H B . Then there is no P 3 in H R and the largest book B m in H B is such that
Therefore, the graph contains no blue B n . Hence
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where the last inequality follows from Proposition 1.1. The required equality will follow from this together with Proposition 1.2.
Proof. Consider a red P 3 -free coloring of K j×s = H R ⊕ H B , where s = n j − 2
. From the Proposition 1.3, this can not be a Type 1 or 2 bad coloring. Then, in H R , one of the following conditions should hold.
• There exists a pair of edges e 1 = (v 1 , v 2 ) and e 2 = (u 1 , u 2 ) between two distinct partite sets A and B, such that v 1 , u 1 ∈ A and v 2 , u 2 ∈ B.
• There exists an isolated vertex u in partite set X and an edge e = v 1 v 2 between partite sets X and Y .
• There exist two isolated vertices in two distinct partite sets.
In each of these cases, there is a blue book B m where
Thus, every coloring of K j×s contains a red P 3 or a blue B n . This together with Proposition 1.1 will give us the required result.
Upper and lower bounds for the size Ramsey numbers paths of size four verses books Bad colorings -Type 3 and Type 4
Definitions of Type 3 and Type 4 bad colorings (red and blue) of K r×t (= H R ⊕ H B ) are given bellow.
• Type 3: H R consists of a disjoint union of three cycles with every pair of three cycles is incident to at least five or six partite sets
• Type 4: H R consists of a partite set, A, consisting of only isolated vertices and H R \A has a decomposition of type 3. Figure 1 . Partitioning B r into 3 disjoint cycles Proposition 2.1. m j (P 4 , B n ) ≥ n + 2 j − 2 with j ≥ 3 and j = 5.
Proof. Case 1: j ≡ 0 mod 3
Consider the coloring K j×s = H R ⊕ H B , where s = n + 2 j − 2 − 1, such that B R is partitioned in to disjoint 3 cycles as illustrated in the following graph. Note that V 1 , V 2 , ...V 3k−1 , V 3k , where j = 3k represent the j partite sets of K j×s .
Then, the graph has no blue P 4 . Moreover, if B m is a blue book contained in the graph then
Therefore, the graph contains no blue B n . Hence, m j (P 4 , B n ) ≥ n + 2 j − 2 .
Case 2: j ≡ 1 mod 3
Consider the graph K j×s , where s = n + 2 j − 2 − 1 such that except for the first partite consisting of isolated vertices of the red graph the remaining j − 1 partite sets are partitioned in to 3 cycles as done in the case 1. Then, the graph has no blue P 4 . Moreover, if B m is a blue book contained in the graph then
Therefore, the graph contains no blue B n . Hence,
Case 3: j ≡ 2 mod 3
Consider the graph K j×s , where s = n + 2 j − 2 − 1 such that the vertices are partitioned in to edges and 3 cycles as shown in the following Subcases. Subcase 1: s ≡ 0 mod 3 Consider the coloring generated on K j×s , where s = 3q, by the matrix given below.
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In this coloring, all the vertices of B R are partitioned in to 3 cycles. If B m is a book contained in
, where j = 3r + 2 (r = 1 as j = 5) and s = 3q + 1, be the matrix defined in subcase 1. Consider the coloring generated on K j×s by the matrix B = (b i,j ) 3q+1×j given below, where x > max{a i,j }. If B m is a book in H B . Then,
Therefore, the graph contains no blue B n . Hence, m j (P 4 , B n ) ≥ n + 2 j − 2 . Subcase 3: s ≡ 2 mod 3 Let A = (a i,j ) 3q×j , where j = 3r + 2 (r = 1 as j = 5) and s = 3q + 2, be the matrix defined in subcase 1. Consider the coloring generated on K j×s by the matrix C = (b i,j ) (3q+2)×j given below, where x > max{a i,j } and y > x + r. In this coloring, all the vertices of C R are partitioned in to 3 cycles, except for the following two cases.
• • Two vertices v 2,s and v 5,s , incident to the edge (v 2,s , v 5,s ), corresponding to the entries c s,2 = c s,5 = y.
If B m is a book in H B . Then, m ≤ (j − 2)s − 2 = n + 2 j − 2 − 1 (j − 2) − 2 < n.
We omit the proof of the following proposition since it is similar to the proof of Proposition 1.3.
Proposition 2.2. If j < 2s + 1 then K j×s has no Type 3 or 4 bad coloring.
Theorem 2.1. Let s = n + 2 j − 2 . If j = 5 and j < 2s + 1 or n + 2 ≡ 0 mod(j − 2), then m j (P 4 , B n ) = n + 2 j − 2 .
Case 1: j < 2s + 1
Consider a red P 4 -free red/blue coloring of K j×s = H R ⊕ H B , where s = n + 2 j − 2 . From Proposition 2.2, this cannot be a Type 3 or 4 bad coloring. Therefore, in H B , there exists a pair of vertices v 1 and v 2 belonging to two distinct partite sets A and B, such that v 1 and v 2 are adjacent to at most two vertices in H R \{A ∪ B}. This forces a book B m where m = (j − 2)s − 2 = (j − 2) n + 2 j − 2 − 2 ≥ n Thus, every coloring of K j×s contains a red P 4 or a blue B n . Hence the result.
Case 2: n + 2 ≡ 0 mod(j − 2)
From Proposition 2.2, we get n + 2 j − 2 ≤ m j (P 4 , B n ) ≤ n + 3 j − 2 . But we know that, n + 2 j − 2 = n + 3 j − 2 , because n + 2 ≡ 0 mod(j − 2). Hence the result.
