Introduction
The problem of providing performance guarantees to the diverse users of an integrated services network is central to supporting real-time services such as voice and video. This problem is especially difficult in the presence of congestion, when it is important to use the link bandwidth efficiently. In [8] we proposed the combination of leaky bucket admission control and a workconserving packet service discipline at the nodes of the network, to accommodate the delay and throughput requirements of a wide range of co-existing sessions. The service discipline is based on Generalized Processor Sharing (GPS) and was first suggested in [3] in the context of managing congestion at gateway nodes. The emphasis there was on treating the users equally; our focus is on the inherent flexibility of the mecha-
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In [8] we analysed single node systems; here we extend this analysis to arbitrary topology networks of GPS servers. The GPS results are then related to networks in which the nodes follow a packet-based service discipline, Packet GPS (PGPS) discussed extensively in [8]. Due to Considerations of space, many proofs are omitted in this paper-the interested reader is referred A GPS server that serves N sessions on a link is characterized by N positive real numbers, c$l,d2, ..., 4~. These numbers denote the relative amount of service to each session in the sense that if S i (~, t ) is defined as the amount of session i traffic served during an interval [T, t], then to PIfor any session i that is backlogged in the interval [T, t] . Thus (1) is satisfied with equality for two sessions i and j that are both backlogged during the interval [T, t] .
Note from (1) that whenever session i is backlogged it is guaranteed a service rate of where r is the rate of the link. This rate is called the session i backlog clearing rate since a session i backlog of size q is served in at most We assume a virtual circuit, connection-based packet network, and analyze the performance of leaky bucket constrained sessions. The session i leaky bucket is characterized by a token bucket of size U; and a token arrival rate of pi. The amount of session i traffic entering the network during any interval (7, t] is defined to be & (~, t ) ; if session i is leaky bucket constrained, then time units.
A , ( T , t ) < U i + p i ( t -T ) ,
vt>_TzO. (3) As in [8], we say that & conforms to ( q , p i ) , or A, -(ui,pi)-For details on how to accommodate peak rate constraints as well, see [6] . The constraint (3) is identical to the one suggested by Cruz [l].
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The main question we address in this paper is the following: Given a network with the values of the server parameters fixed and a set of leaky bucket constrained sessions, what is the worst-case session delay and backlog for each of the sessions in this set?
In Section 2 we set up our model of the network and specify notation. Then the notions of network backlog and delay are discussed and graphically interpreted. Section 4 contains succinct per-session bounds for the leaky bucket constrained sessions of a network, which are independent of the topology and of the behavior of other sessions. Next, we treat the case when all of the sessions are leaky bucket constrained. An important tool for the analysis, the All-Greedy bound, is presented in Section 6. In Section 7, an algorithm is derived that enables a characterization of internal traffic in terms of burstiness, average and peak rates for a broad class of server allocations called Consistent Relative Session Treatment (CRST) assignments. This class of assignments is flexible enough to accommodate a wide variety of session delay constraints. In Section 8, we show that worst-case session delay and backlog can be bounded from an easily computable universal service curve. This is accomplished even though different worst-case regimes may maximize delay and backlog for a given session. The bounds are shown to be tight under an independent relaxation assumption, when the the traffic follows staggered greedy regimes. Propagation delay is incorporated in Section 9, and our results are extended to PGPS networks in Section 10. Conclusions are in Section 11.
Note that all of our bounds can be applied to networks of arbitrary topology.
The Network Model
The network is modeled as a directed graph in which nodes represent switches and arcs represent .links. A route is a path in the graph, and the path taken by session i is defined as P(i). Let P ( i , k ) be the k f h node in P(i), and Ki be the total number of nodes in P(i). The rate of the server at node m is r"'.
The amount of session i traffic that enters the network in the interval (7,t] is given by A;(T,t).
Let SjL)(~,t), k = 1, ..., K;, be the amount of se5 sion i traffic served by node P ( i , k ) in the interval [~, t ] .
Thus, gK') describes the traffic that leaves the network. We characterize the service function by upseudon leaky bucket parameters $) and p; so that s; (a) ( 7 , t ) I C p + p i ( t -7 ) , V t > 7 > 0 , (4)
Often, we will analyze what happens at a particular server, m. In this case the notation described above becomes overly cumbersome. Define I(m) to be the set of sessions that are served by server m. For every session i E I(m), let the arrival fungtion into that node be described by A m -(oy,pi) and the depar- 
Network Delay, Backlog and Stability
In this section we extend the notions of session i delay and backlog introduced in [8] to the multiserver case. Given a set of arrival functions for every session in the network, define Q{L)(t) to be the session i backlog at node P(i, k) at time t. Similarly, let QT(t) be the session i backlog at node m E P(i). Thus, if
t ) . (6)
Define the total session i backlog at time t to be Notice that the arrival function to node 2 is the session i service function of node 1.
The bottom figure shows how the backlog and delay can be measured and illustrates the definitions of Section 3. We see that D~( T ) is the horizontal distance UP. Define the utilization of server m to be A network is defined to be stable if DZ < 00 for all sessions i. In most of our analysis we will show stability under the assumption that U" < 1 at every server m. 
Bounds for Locally Stable Sessions
While every route in a data network is acyclic, the union of several routes may result in cycles being induced in the network topology. The presence of these cycles can complicate the analysis of delay considerably, but more importantly, it can lead to feedback effects that drive the system towards instability. This phenomenon has been noticed by researchers from fields as diverse as manufacturing systems [9, 51, communication systems [2] and VLSI circuit simulation [4] . Consider the four node example in Figure 1 (which is identical to Example 2 of Crus [2]). S u p pose the service discipline is FCFS. As an illustration of virtual feedback, notice that SF) depends on the traffic from sessions 2,3,4, but the form of this traffic is not independent of $'.
In this section we will show that for a locally stable session, i, these virtual feedback effects are completely absent even when the other sessions are not leaky bucket constrained. For notational convenience let P ( i ) = (1,2, ..., K,). The following useful Lemma is straightforward and stated without proof-to see that it is true, recall that we are ignoring propagation delays:
Lemma 1 For every interval [~, t ] that is contained in a single session i network busy period:
The Lemma leads us to the main result of this section:
Theorem 1 If g; 2 pi for session i:
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Note that the delay bound in Theorem 1 is independent of the topology of the network and number of links in the route taken by the session. Also, it is independent of the U j l j # i.
Proof. Suppose Q t is achieved at time t , and let T be the first time before t when there are no session i bits backlogged in the network. Then by Lemma 1, $ * ) ( 7 , t ) 2 pi(t -7 ) . Consequently, An arriving session i bit will be served after at most Q t session i bits have been served. Using Lemma 1 again, these backlogged bits are served at a rate of at least gj. Therefore: 
Pi
Di' 5 -.
However, note that given a locally stable session i, the result of Theorem 1 is valid for any GPS assignment for the other sessions. In fact, the other sessions need not be leaky bucket constrained, nor need the system 'be stable.
The Importance of Sessions that are not Locally Stable
When all of the sessions are.leaky bucket constrained, it is possible to guarantee finite delay even for the .sessions that are not locally stable. This is because GPS is work conserving and the token arrival rates are assigned such that xjer m) pj < rm at all nodes m. Thus we may allow gi tobe less than pi for sessions that are not delay sensitive, and much greater than p, for delay sensitive sessions.
To see why such assignments are important, consider the following example illustrated in Figure 3 : There are two sessions in the network, and P ( i ) = (1, 2) for i = 1,2. Session 1 is more steady than Session 2. Athough the backlog clearing rate for the Session 2 is infinitesimal when $? >> +?, m = 1,2, the session 2 delay is not increased significantly. Thus by giving session 1 a very large backlog clearing rate we can minimize its delay while degrading session 2 delay only slightly. This shows that even when the backlog clearing rate for session 2 is much smaller than f i at each node, the session does not suffer much in terms of delay.
The All-Greedy Bound for a single node
The presence of sessions that are not locally stable complicates our analysis considerably; yet after performing the analysis we will see that the computation of per-session delay and backlog remains efficient and intuitive. There are two steps to providing worst case bounds on delay and backlog: The first consists of characterizing the internal traflic of the network so that at each node, m and j E I(m) we have U? such that Aj" -(uj",pj). In the second step, the internal characterization is used to analyze the session i route for delay and backlog.
Central to our analytical technique is the concept of the all-greedy bound: We calculate upper bounds on the minimum value upaut such that -( U ?~~* , P~) .
These upper bounds will be shown to be quite good for a wide variety of networks. Consider a particular node m. Suppose that for every j E I(m), we are given that AY -( u 7 , p j ) . In [8] it was shown that the worst-case delay and backlog for session i (at node m) is each achieved when all the sessions j E I(m) are simultaneously greedy from time zero, the beginning of a system busy period. However, if two sessions j and p are both served by the same node, n, just before they contend for node m, then it may 5a.l.4 not be possible for both of them to be simultaneously greedy, as is required in the all-greedy regime. Thus, the achievable worst-case delay and backlog at node m may be less (but never more) than that calculated under the all-greedy regime.
In the rest of this paper we will make frequent use of the all-greedy bound, in order to simplify procedures for estimating 0;' and Qt. The following notation is useful in this regard:
We are given +",pj for each j E I(m), such that 
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Thus, whenever sessions i and j contend for service at a link, they are given the same relative treatment.
Note that k, = 2, where session p is in I ( i ) n I ( j ) .
Such CRST systems are called Uniform Relative S s sion Treatment (URST) systems. Note that By normalizing the values of the #IT'S at each node m, we may equivalently define a URST system to be one in which for every session i, and node m that is on the session i route: 4i = 4y. 0 Suppose q5i = pi for every session i. Then from (9) each session is locally stable. We call this special case of a URST system, Rate Proportional Processor Sharing (RPPS).
We can show that a CRST system is stable if d" < 1 at each node, is stable, and have an algorithm [7l for characterizing the internal traffic for every session in a C S T system. It relies on a result that makes the computation of traffic parameters for a session independent of the traffic parameters of those sessions that do not impede it. The explicit ordering in the definition of CRST allows the algorithm to take advantage of this result. The algorithm is efficient and runs in time O(Ci IP(i)l). Some parallelization is also possible and is discussed in [SI.
-
Computing Delay and Backlog for Stable Systems with Known Internal Burstiness
Suppose that we are given a stable GPS system in which the sessions are leaky bucket constrained as in (3), i.e., for every session j and node m such that j E I ( m ) , we are given a value cy, such that A7 -(uy,p,). As we discussed in Section 6, worst case delay (backlog) at a single node of the network can be upper bounded by applying the techniques of [8] when the traffic characterization of sessions sharing that node is known. Under the Additive Method due to [2), we add the worst case bounds on delay (backlog) for session i at each of the nodes m E P ( i ) considered in isolation. While this approach works for any server discipline for which the single node can be analyzed, it may yield very loose bounds. For example, when applied to an RPPS system (defined in Section 7 we get Df <_ K,?, rather than 0 : 5 2. The problem, of course, is that we are ignoring strong dependencies among the queueing systems at the nodes in P(i). Assumptions 1 and 2 are collectively known as the independent sessions relaxation. This is because while the network topology may preclude certain arrival functions of A: that are consistent with (U!, p j ) , these functions are included under the independent sessions relaxation. On the other hand, every arrival function allowable in the network, is allowed under the independent sessions relaxation. Thus, the values of 0;
and Qf that hold under the independent sessions relaxation, must be upper bounds on the true values of these quantities. The use of all-greedy bounds enables us to compute Of and Qf exactly under the indepen-.dence relaxation. Figure 5 illustrates the system to be analyzed. In view of our results for the single node case, it would be satisfying if maximum delay (and backlog) were achieved when all the sessions of the network are greedy starting at time zero (the beginning of a system busy period). However, this is generally not true. It turns out that what is required is that the sessions at a particular node j become greedy simultaneously, but only after the sessions at node j -1 become greedy. We call this-pattern of arrivals a staggered greedy regime. The instants of time at which the sessions become greedy depend on the session for which maximum delay and backlog is being estimated. We will also find that Qf and 0; may not both be achieved for the same staggered greedy regime. This important point is illustrated in Figure   6 : The curves S t and Si' are shown in ( der different staggered greedy regimes is discouraging from a practical standpoint, especially if computing either one of these quantities involves solving a complicated optimization problem. It would be much more desirable to have a single function from which both delay and backlog can be, bounded. (In the single-node case this curve is just Si, i.e. Lemma 10 of [8] .) In Section 8.1 we describe such a function, which we call the session i universal curve, Vi(t). This curve is constructed without computing any staggered greedy regimes, and both Of and QT can be determined efficiently and exactly from it (under the independent sessions relaxation). In addition, the staggered greedy regimes that achieve these worst-case values can also be efficiently determined from Vi(t). In Section 8.2, we prove that these worst-case staggered greedy regimes achieve the same bounds on 0; and Qf, as computed from U,(t).
The Session i Universal Service Curve
For notational simplicity, we will focus on a sessjon i p c h that P ( i ) = (1,2, ..., K). 
G f ( t ) = G f ( C t E ) + A ; ( C t E , t ) . (16)
m=l m= 1 'In the same manner as $" was specified earlier. In the next section we are going to show that G y ( t )
is the amount of service given to session i under a specific staggered greedy regime called the ( m , t ) -staggered greedy regime. Thus Lemma 2 shows that the service to session i is minimized when a such a staggered greedy regime is delayed by an appropriate amount, which is the minimizing value of V. Equation (17) facilitates the following bounds on delay and backlog:
Theorem 2 For every session i:
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The inequalities (18) and (19) illustrate the importance of the universal curve. To find the bound on 0:
compute the maximum horisontal distance between t)e curves Ai(O,t) and &(t) at the ordinate value of Ai(0,t). Similarly, Q; is bounded by the maximum vertical distance between the two curves. In the next section, we will show that these bounds are achieved for ( K , t)-staggered greedy regimes under the independent sessions relaxation.
The (K, t)-Staggered Greedy Regime
In this section we make clear the relationship between staggered greedy regimes and the session i universal curve Vi. As in the previous sections, we will focus on staggered greedy regimes with respect to a session i and assume that P ( i ) = {1, 2, ..., K}.
Any staggered greedy regime can be characterized by a vector such that all the sessions at node 1 are simultaneously greedy starting at time Ti, and the independent sessions at node j do not send any traflic in the in- The universal service curve can be used to to determine Tz, ..., TK. This is illustrated in Figure 8 for the shows the session i universal curve. Notice that for this curve "backlog" is maximized at time r 1 and "delay" is maximized at time 7-2. Figure (b 
Propagation Delay
It is easy to incorporate deterministic propagation delays into our network framework. Suppose that every bit transmitted on link (i, j), When the service discipline is PGPS, entire packets are served at a time, and the procedure for characteriring internal traffic of a CRST network is modified somewhat, but not in any interesting way. The next step, namely of analysing delay along the session i route is somewhat more involved and details are contained in [?. In the remainder of this section we interpret the results of the previous section for a special CRST assignment. Under RPPS Networks q5y = pi for every session i and m E I(m). Recall that in Section 4 we analyred RPPS networks when the packet sizes are negligible, and derived the bounds (10) aud (11) for delay and backlog respectively. Here the corresponding bounds for PGPS service are derived.
Applying the fact that the slope of G f is never less than pi for each session i to (22), we have:
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The first term on the RHS is likely to dominate in most instances. In particular, in high speed networks we assume that rm + 00, and we have real-time performance but that cannot predict the exact values of their leaky bucket parameers at session set-up time.
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Also, as L , , -, 0, we get (11).
in (23) does not diminish with increasing lint speed. However, as the following example shows, this term is not superfluous, but is a consequence of the PGPS service discipline: Consider a PGPS network with a large number of identically characterized sessions-i.e. Aj -(U, p) 
(25)
We focus on a session i route that consists of nodes 1,2, ..., K, and follow the progress of a session i packet, p, along this route. If p arrives at a node 1 at time t l , then assume that every other session contending for service at that node sends a packet at time t:.
Under PGPS, all N -1 packets will be served before p at node 1. Similarly, letting t, be the time at which p arrives at node m, 2 5 m 5 K, we stipulate that for every other session contending for service at that node a packet arrives at time t;. The delay incurred by p from these packets at node m is v, which is a 4 for large N. Thus, over all nodes in the route, this delay is k: y for large N. Now letting r and L approach 00 together, we observe that the delay term is unchanged as long as (25) continues to hold.
If L = U , the worst-case packet delay for session i will be at least 7 for large N, which corresponds to (24).
This example and (24) strongly indicate that small packet lengths should be chosen in RPPS networks so that the term 2 is small. For ATM networks, in which the packets are about 400 bits long, this holds for most kinds of applications. Finally, note that the phenomenon described in our example occurs in other non-preemptive service disciplines such as FCFS as well.
Conclusions
Per-session bounds were derived for the leaky bucket constrained sessions of arbitrary topology GPS and PGPS networks. With this analysis, we have provided framework for ratobased flow control in which real-time guarantees can be made to a wide variety of co-existing session types. An important part of any flow control scheme, and one that is missing from this paper is call-admission. Another area for future research is the incorporation of traffic types that require 
