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I. INTRODUCTION 
Low rates of growth of gross domestic product, low savings rate, 
unemployment and underemployment, heavy reliance on foreign aid and high 
population growth rate — these are but a few of the features of develop­
ing economies. To escape from this straitjacket of underdevelopment, 
most of the developing countries have embarked on the formulation of 
development programs. Such a program, carefully formulated, it is hoped, 
would provide a framework within which scarce resources could be 
efficiently allocated among competing ends. In addition, to the extent 
that such a program orders projects on the basis of their priorities in 
the development process, it could usher in a period of rational decision 
making, and hopefully, a higher rate of growth of the GDP.^ 
Two widely used techniques in the formulation of such programs are 
econometric and input-output techniques. An input-output model depicts the 
structural interdependence, in terms of demand and supply relationships, of 
an economy in equilibrium. Such a model has several uses to the policy 
makers and to analysts. To the extent that it shows the final demand for 
goods and services and the interindustry transactions required to satisfy 
that demand, an input-output model can be used as a planning and forecast­
ing device. Furthermore, an up-to-date input-output table can be used by 
policy makers to project full employment levels of overall demand. 
^This view, shared by  most developing countries and a large propor­
tion of development economists, is probably derived from the experience of 
planned economies like the Soviet Union. The enormous growth of the 
Soviet economy after 1917 probably accounts for the attractiveness of 
development program formulation in developing economies. 
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An econometric model, on the other hand, estimates a system of 
structural equations that attempts to describe the functioning of an 
economy. As a planning device, such a model has several uses. First, 
projections based on the reduced form of the model provide government 
policy makers with a quantitative basis for assessing the probable effects 
on the growth of the economy, of alternative tax and expenditure policies 
(9). Secondly, the final form equations provide necessary information for 
the projection of government budget and balance of payments deficits under 
these alternative tax and expenditure policies. A third use is the cal­
culation of realistic ex ante forecasts for the GDP and its components. 
To be useful, a model must be able to track the economy it represents 
reasonably well. Fourthly, the model can be used for the simulation of 
historical periods. A good possibility here would be to simulate over 
certain time periods with alternative fiscal and monetary policies 
(different from those pursued during the period for which the model was 
estimated) to determine if the course of the economy could have been 
substantially altered. A final use of such a model is the calculation of 
multipliers for various alternative fiscal and monetary policies. In 
many respects, this is the most important use of such models. If accurate 
forecasts can be generated and it can be shown that these forecasts have 
previously been accurate over a range of different conditions, then 
various policy actions can be taken to mitigate future departures from 
the desired pattern of economic activity. In order to change existing 
policies by the correct amount, the effect of each change must be carefully 
measured both initially and over time (18, p. 50). 
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In this study, an attempt is made to estimate such an econometric 
model describing the behavior of the Nigerian economy for the period 
1951-65. The model (a Tinbergen-type model) specifies a set of 
quantitative relations in their original form (the structural equations) 
as distinct from the reduced form. These structural equations may be 
behavioral, technical and definitional, but the most important equations 
are the behavioral ones, which contain essentially quantitative theories 
and hypotheses about economic behavior (23, p. 21). 
The absence of adequate data on the main macroeconomic magnitudes 
beyond the sample period precludes the use of the present model for ex 
ante forecasting. Nevertheless, we can still put the model to other uses. 
In particular, we shall use the model to investigate the results of 
simulation experiments of changes in government consumption expenditures, 
government investment expenditures, autonomous changes in the volume index 
of world trade and autonomous changes in price of exports. We shall also 
use these results for multiplier analysis. 
The present model contains fifteen equations, nine of which are 
behavioral and six are identities. There are fifteen endogenous variables; 
hence the model is mathematically complete. There are seventeen exogenous 
or predetermined variables, bringing the total number of variables employed 
to thirty-two. By contemporary standards the model is quite modest in 
size. It could be enlarged if the necessary time series data were avail­
able. Furthermore » the model is restricted to the precrisis years. The 
year 1966 saw the outbreak of political crisis in Nigeria which culminated 
in a civil war the following year, a war that did not come to an end until 
1970. The postwar years have been excluded from this study because the 
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crisis, apart from introducing structural changes into the economy, 
severely affected government data gathering efforts to such an extent 
that figures beyond 1965 are either not available or are very tentative 
in nature. 
In the rest of this introduction, we sketch briefly what is contained 
in the remaining (main) chapters of this study. Chapter II surveys briefly 
the Nigerian economy, its basic settings and general characteristics, 
efforts at planned development and main growth indicators. Chapter III 
is divided into two parts : the first part reviews the basic econometric 
theory while part two reviews the methodology of simulation and its 
applications to economic systems. In Chapter IV the specification and 
estimation of an econometric model are discussed. We also make some 
statistical inferences about the parameter estimates of the model. Chapter 
V contains the test of the predictive performance of the model specified 
in Chapter IV, while Chapter VI contains the simulation and multiplier 
analysis of the model. In Chapter VII the summary and conclusions of the 
study are presented. 
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II. A SURVEY OF THE NIGERIAN ECONOMY 
A. General Characteristics^ 
By any standard, Nigeria with a total land surface of almost 357,000 
square miles is one of the bigger countries of Africa. It lies entirely 
in the tropics, between longitude 3° East and 14° East and latitude 4° 
North and 14° North. The longest distance from east to west is over 700 
miles and from north to south is 650 miles. The country displays the 
characteristic West African vegetation that moves rapidly northward from 
the swampy southern coast, through the rainforest, derived savannah, open 
grassland and the southern fringes of the Sahara desert. The mean annual 
temperature is about 80° F and, except in the far north, the mean annual 
rainfall is about 30 inches. 
Nigeria is almost divided into three regions by two larger river 
basins — rivers Niger and Benue. These rivers and other smaller ones 
provide adequate drainage for agriculture, fishing and water transporta­
tion. The combination of these river basins, the expansive land surface, 
deep soil and good heat provides an excellent basis for tropical agricul­
ture. Furthermore, the varying degrees in which these factors are 
combined in different parts of the country provide for great diversity in 
the concentration of primary activities. 
In the mangrove and rainforest, fishing and hunting are the main 
occupations while nature provides valuable hardwoods like mahogany, cedar 
and walnut. In the derived savannah, cash crops like cocoa, rubber, palm 
^This section draws heavily on (2). 
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produce kolanut and arable crops like yam, cassava and maize are grown. 
The open grassland is noted for raising cattle and other livestock and 
the cultivation of grains. Fishing, the growing of sugar cane and various 
kinds of vegetables are the most important occupations in the river basins. 
An important gift of nature is the great amount of mineral deposits 
in Nigeria. These range from the alluvial gold deposits in the west, 
through the tin mines of the northern states to the coal, lead-zinc and 
petroleum deposits in the midwestern and eastern states. In addition, 
there are iron deposits, radioactive minerals and useful deposits for 
industrial and building activities like limestone and clay. 
When considered from the human aspect, Nigeria's resources are 
equally varied and extensive. Although the country's population estimate 
is subject to doubt, nonetheless the controversial 1963 census put it at 
56 million as of that year. If we assume the population grows at an 
annual rate of 2.5 percent (this assumption is not unrealistic if we 
compare it with the population growth rates of neighboring African 
countries) this would put the country's population at 69 million in 1972. 
While not much can be said about the actual estimate (with any degree of 
precision and at least not until the proposed 1973 census), one fact 
stands out — the population displays a young age composition (with 
attendant implications for economic development and employment) and a 
comparatively small proportion of nonAfrican races. 
The absence of adequate figures on employment and earnings does not 
permit detailed study of the extent of unemployment and underemployment 
in Nigeria. Despite this, it is apparent to the casual observer that 
unemployment, is Nigeria's most serious social problem, with political as 
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well as economic consequences (46, p. 41). It can be attributed to the 
excessive drift away from agricultural employment, mainly by school 
leavers, into the urban areas. The problem is worsened by a set of four 
factors described below. 
The first is the high rate of growth of population and the correspond­
ing decline in death rate brought about by improved medical care. Although 
no one is absolutely sure about the rate of growth of the population, it 
is known to vary between at least 1.5 percent in the country and 2.5 
percent in the rural areas (46). In the absence of other disequilibrating 
factors (some of which are discussed below) this natural increase in 
population would stay on the land, but given other forces inducing 
migration, the bigger the population growth, the bigger the migration. 
The second factor is the effect of accelerated schooling. According 
to Lewis (46, p. 41), schooling by itself does not cause migration to the 
towns; it is the rapid acceleration of schooling that has had this effect. 
Time was when only ten percent of children completed a primary education 
and each of them was assured a nonagricultural job at incomes far above 
the average farmer's income. This created the impression that schooling 
leads to a well-paid job outside agriculture. This expectation can no 
longer be fulfilled when the completion rate increases beyond 50 percent 
and at a time when jobs are not easily forthcoming. 
Thirdly, there is the gap between rural and urban incomes. The 
reason for this is not too farfetched. The government employs about 
one-third of those who work for wages and as such cannot escape the 
pressure of trade unions for wage increases. Furthermore, the government 
over the years has always instituted minimum wage legislation for workers 
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who receive wages and none for farmers. According to Lewis (46, p. 42), 
if one takes 1950-52 as base, the prices paid to southern farmers by the 
marketing boards went down from 100 to 73 in 1961-63, while the minimum 
wage paid by the federal government to unskilled labor over the same 
period went up from 100 to 297. One need not look much further to 
understand why young people drift out of agriculture to seek part-time 
work in the towns, although there is a shortage of labor in the country 
and a surplus in the towns. 
Finally, there is the high capital intensity of investment, which in 
turn is caused by factor price distortions (69, 71) which has the effect 
of reducing the price of capital below its equilibrium level while forcing 
the price of labor above its equilibrium. Such biases and distortions in 
factor prices often lead to the adoption of more capital-intensive 
techniques to take advantage of the relatively cheap factor of production 
(capital) and save on the relatively more expensive one (labor). 
Among the causes of factor price distortion, two have already been 
alluded to; the existence of minimum wage legislation and the influence 
of trade unions. Both combine to force the price of labor above its 
equilibrium level. In general, the intended effect of these factors 
(i.e., minimum wage legislation and the influence of trade unions) is to 
secure a more equitable distribution of income but, in fact, it is 
likely that benefits thus achieved in terms of higher wages was more than 
compensated for by unemployment. Still other causes of factor price 
distortion are overvalued exchange rate, which permits the importation 
of relatively cheap capital goods, and industrial promotion laws which 
grant accelerated depreciation allowances and favorable tax treatment. 
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All these factors and many more combine to raise the price of labor above 
its equilibrium level and induce high capital intensity of investment 
projects. High capital intensity of investment in turn leads to the 
familiar lack of one-to-one correspondence between output and employment 
(71), by which we mean that though output is growing, employment is not 
increasing correspondingly to absorb the school leavers who drift to the 
towns. 
Frank (24) is about the only researcher (to the knowledge of this 
writer) who has done work on employment in Nigeria. Although he is not 
sure of the magnitude of unemployment^, he cites about the same causes of 
unemployment as we cited above. In addition, he found that the fastest 
growing sectors of the economy are manufacturing, construction and 
transport, and that the slowest growing sectors are agriculture, commerce 
and services. He is of the opinion that an attempt to reduce unemployment 
by stimulating the growth in employment opportunities (presumably in the 
fastest growing sectors) is not likely to meet with much success. Rather, 
he suggests that emphasis should be placed on an approach which focuses 
on a) incentives to the rural sector and the traditional urban sector, 
and b) rural-urban distribution of public goods (24, p. 289). 
B. Efforts at Planned Development 
The first attempt at planned development in Nigeria began in 1946 
when the Ten Year Development and Welfare Program was launched by the 
British government as part of its postwar colonial development scheme. 
^Thorbecke suggests it is about 13 percent of the labor force in the 
large towns of Nigeria (69, p. 8). 
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In retrospect, it was not a development plan in the accepted sense of the 
word. It has been correctly described as a catalogue of little inter­
related proposals with ill-defined goals and no coherent statement of 
policy (1, p. 150). The shortages, both in men and materials, that 
followed the end of the war led to various revisions in the plan so that 
by the middle of the plan period, both the actual results and the 
projected balances bore little resemblance to the original proposals. 
Although the plan was characterized by underfulfiliment and weak 
administrative control, it had one feature which later plans were to 
lack — it was a national plan, drawn up under one government machinery. 
In 1954 the World Bank undertook a study of the Nigerian economy. 
By that year the concept of federalism was firmly established in the 
constitution that was being drawn up, and by the fact of federalism the 
center of initiative and effective leadership had passed to the regions. 
This fact was recognized by the World Bank mission and it provided the 
institutional framework for the 1956-60 programs that followed in the 
wake of its report. To give the various regional plans a national 
outlook, a national economic council was established. Although it was 
supposed to be a coordinating machinery, it was in fact more of a 
platform of consultation and bargaining than a fulcrum for a cohesive 
national development (2, p. 149). 
Thus, to the extent that one can talk at all about a well-defined 
development strategy in Nigeria before independence (1960), it can be 
described only as diffused and weak public intervention. Potentially 
the public sector had the size, resources and opportunities to determine 
the pace (and path) of national development but it was hindered by 
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inefficient use of resources and half-spirited execution of projects. 
Furthermore, there was neither the grassroot organization nor adequate 
central machinery for effective coordination of all sectors of the economy 
to give serious meaning to the concept of planning. 
As the country was moving towards the achievement of independence, 
a new exercise was being made to formulate a development program. In 
1962 the first National Development Plan, 1962-68^ (19) was published. 
The objectives of the plan are many and varied: to achieve high growth 
rate, avoidance of inflation, maintenance of the international value of 
the currency and the avoidance of balance of payments problems, expansion 
of economic opportunities and the modernization of the economy. 
Planning in Nigeria, according to Stolper (63, p. 44), was viewed as 
a general problem in resource allocation and mobilization rather than 
merely the development of capital budgets. Furthermore, since the dynamic 
approach to planning requires the planners to have a time horizon, the 
long run is to be seen as a sequence of short-run decisions, each made as 
best as can be, each allowing for as much of the future as is visible now. 
but no more (63, p. 54). What this amounts to, in effect, is that planning 
Involves optimizing as one goes along. 
With these considerations in mind, the planners set out to achieve 
their objectives first by bringing the national accounts up-to-date and 
making projections therefrom. In the process of updating the accounts, 
they noticed the following features of the econony (30, p. 194). 
^The actual plan is not available to us for review. The review of the 
plan contained here is based on the postplanning writings of the authors 
of the plan (30, 63) and that of the best known critic of the plan (1). 
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1) GDP increasing at an average annual rate of 4%. 
2) Gross domestic investment increasing as a share of GDP from 7% 
in 1950 to 15% in 1960. 
3) The predominance of GDP from primary production. 
4) Total consumption remained relatively constant at 90% of GDP, but 
government consumption increasing rapidly from 3.4% to 7.5%, while 
private consumption declined from 87% to 85% of GDP. 
5) Gross domestic savings remained relatively constant at 10% of GDP. 
This implies that Nigeria had a net export surplus in the early fifties 
and an import surplus in the late fifties, i.e., increased resource use 
attributable to constant rate of private consumption and increasing gross 
investment and government investment was financed from past savings with 
a resultant drawing down of foreign exchange reserves. 
In making projections for the future, the planners claim they did 
not follow any specific aggregate model. The aim of the various projec­
tions was to determine whether simultaneous achievements of the targets of 
aggregate resource use were consistent and feasible with a complete 
accounting of aggregate resource availability within the condition 
specified by policy directives. The knowns of the system are government 
investment and government consumption expenditures; policy directives 
that private consumption increases 3% per annum (average) as an Incentive 
or slightly above an estimated population growth rate of 2%-2%% per annum; 
and detailed calculation of foreign trade and balance of payments. 
The planning approach is to make alternative projections and test 
their consistency and feasibility with known facts. The first alternative 
was to project GDP at 4% increase per annum with known private and 
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government investment as a residual of gross investment at 15% constant 
share of GDP, private consumption increasing at 3% per annum and known 
government consumption to arrive at the import surplus required to achieve 
the above targets. This Import surplus was in turn tested for consistency 
and feasibility with detailed balance of payments calculations and detailed 
estimates of foreign public and private financing possibilities. 
An alternative projection took the estimated feasible import surplus 
including allowance for changes in terms of trade, known government 
investment and consumption expenditures, private investment as a residual 
of gross investment at 5% of GDP assumed inventory accumulation, and GDP 
increasing at 4% per annum (average) to test whether resource availability 
would permit an average annual increase of 3% for private consumption. 
A third alternative projection calculated resources required if 
inflationary price movements emerged, and tested this against estimated 
resource availability if GDP increased at 4% per annum plus the estimated 
feasible surplus. 
All these aggregates gave the planners a range of alternative 
magnitudes and the selection of the plan magnitudes was further refined 
by examining financial considerations. One can go on indefinitely 
describing the methodology of the planners. Space and time do not permit 
such an exercise here. The rest of this review deals mainly with the 
criticisms which the planners' strategy (and the plan) have generated. 
Perhaps the most celebrated critic of the plan is Professor Aboyade^ 
and, among the many issues he has taken up with the planners, we shall be 
^ost of his views on the plan (and on which this section is based) 
are contained in (1, Chapter 5). 
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concerned with only a few of them here. One of the most controversial 
issues in the plan is the concept of profitability and short payoffs. 
These concepts, according to the planners, are the only valid criteria 
for investment decisions (63, p. 138). Subsidies are to be abhorred and, 
in case they cannot be avoided, should be limited to the social sector. 
Professor Aboyade has argued (1, p. 191) that this concept of profitability 
does not necessarily insure that the resulting short-term sequences will 
lead the economy on the best possible prospective course. There may be a 
good case for going for a lower rate of return now in order, for example, 
to provide indigenous skilled manpower for the future. 
The plan has also been criticized for its openness, an openness based 
on the belief that economies are in fact open (63, p. 59). This reliance 
on an open economy model can be sustained only on the optimistic belief 
that trade prospects for Nigeria's exports will be very good and rapidly 
expanding. This belief cannot be sustained if we view it against the 
background of studies by international organizations, all of which point 
to worsening trade prospects for developing economies. 
Finally, there is the problem of inflation. The planners' view that 
inflation is a sign of failure has been criticized as conservative (1, 
p. 195). In a static analysis it is true that inflation is a sign of 
trying to use more resources than are available. It is true too that 
unskilled labor and land are abundant and that reproducible physical 
assets are relatively scarce. But it is equally true that there is great 
potential in agriculture and construction sectors for effective use of 
credit creation from deficit financing. It may not be too difficult in 
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the Nigerian case to contain the adverse effects of inflation while 
reaping its dynamic benefits (1, p. 198). 
The 1962-68 plan described above did not run its full course before 
it was overtaken by events — a political crisis that culminated in a 
civil war. The war, which ended in 1970, has left its mark on the 
economy. Apart from putting the economy back on its feet, there was need 
for reconstruction of the war-affected areas and the rehabilitation of the 
armed forces. This need led to the formulation of the Second National 
Development Plan (20). The basic aim of the plan remains essentially the 
same as with the first plan, but the present plan goes further by 
recognizing the possibilities of using planning as a deliberate weapon 
of social change by correcting defects in existing social relations in 
various spheres of production, distribution and exchange. The problem 
which the plan attempts to solve is how to revive the postwar economy 
such that it grows with greater speed and more confidence in the future 
(20, p. 37). Realizing that the war had weakened an already defective 
economic structure both in terms of capital formation and resource 
utilization, the plan seeks to correct, through comprehensive planning, 
the various defects by a combination of policy reforms and new direct 
public investment program. 
The main features of the plan can be summarized briefly as follows 
(20, p. 40). 
1) On the average, the economy is expected to grow by about 6.6% 
per annum. This growth rate will be achieved by a combination 
of more intensive capacity utilization and an increasing rate 
of capital formation. 
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2) Gross domestic capital formation will average about 20% of GDP. 
Two-thirds of capital formation is scheduled to come from a 
greater domestic saving effort deriving from a combination of 
government fiscal measures and household saving-investment 
responses in a setting of rising income opportunities. 
3) The inherent inflationary process will be contained to keep the 
annual rise in the general level of prices to about 1.5%. 
4) At the terminal period (1974) per capita income would be growing 
by at least 3.5%. 
5) High employment potential. 
6) The approach to investment analysis is the social cost-social 
benefit ratio. 
In addition, the net present value measure was adopted as a basis for 
evaluating projects. An average rate of 6% was used for discounting the 
streams of costs and benefits, as representing the opportunity cost of 
using public sector investment resources and as a guide for achieving 
the overall growth path postulated for the economy. 
Table 1 shows the projected GDP at factor cost for the plan period 
1968-74. As always, the agricultural sector is still projected to 
contribute most to the GDP. Its projected rate of growth is, however, 
low when compared with, say, manufacturing or construction. This perhaps 
reflects the (projected) decreasing dependence of the economy on that 
sector. Table 2 indicates the projected financing of capital formation. 
We can see that about 64% is to be derived from domestic saving, while 
31% is to come from inflow of foreign capital. The resource gap (about 
5%) represents the amount of net Central Bank credit required to be pumped 
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Table 1. Projected GBP at factor cost^ 
(current prices) million pounds 
Sector 1968-69 1969-70 1970-71 1971-72 1972-73 1973-74 
1. Agriculture 863.3 871.9 893.7 920.5 964.5 992.6 
2. Mining 44.9 60.6 87.9 127.4 191.1 286.6 
3. Manufacturing and 
crafts 



























7. Transport 53.0 53.5 55.6 58.1 61.3 64.8 
8. Communication 8.6 9.0 9.9 11.2 12.8 14.7 
9. General government 51.1 55.7 57.9 60.5 63.2 66.4 
10. Education 47.3 49.7 53.2 58.5 64.9 72.0 
11. Health 9.8 10.5 11.3 12.4 13.9 15.6 
12. Other services 59.0 64.9 70.7 77.4 83.6 89.4 
Total 1570.4 1639.1 1742.9 1878.2 2055.5 2280.9 
^Source: (20, p. 51). 
^One Nigerian pound is equivalent to U.S. $3.04. 
Table 2. Projected financing of capital formation^ 
(current prices) million pounds 
Transaction 1970-71 1971-72 1972-73 1973-74 Total Percent 
1. Gross domestic saving 134 .3 210.2 297 ,2 387 .0 1028 .7 64 
2. Net foreign capital 112 .7 101.3 122 .2 158 .8 495 .0 31 
inflow 
J. Resource gap 108 .0 87.5 -1 .4 -121 .8 72 .3 5 
4. Gross fixed domestic 
investment 355 .0 399.0 418 .0 424 .0 1596 .0 
^Source; (20, p. 58). 
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into the economy. It should be noted that this represents inflationary 
finance, but the planners do not regard it as harmful because given the 
very short-term nature of the requirement (inflationary finance) and the 
economy's absorptive capacity and the postwar reordering of total money 
supply, there is little ground for fearing strongly adverse consequences 
of such a rise in the general price level (20, p. 48). 
In financing the public sector programs, 57.7% of the financial 
requirement is expected from budget surplus, 13.6% by operating surplus 
of public corporations and marketing boards, 9.3% through Central Bank and 
other domestic borrowing, while 19.4% is expected from external sources 
(20, p. 297). One is not certain that these projections can be met. The 
public sector can generate budget surpluses on current account either by 
increasing revenue through increased taxation and/or a more efficient tax 
administration while expenditure remains more or less constant or through 
reduced public spending while revenue remains constant. In the 1962-68 
plan the public sector could not generate even the modest surplus required 
from it. Under the present plan there is no proof that the various state 
governments would perform better than under the 1962-68 plan with respect 
to tax rates and administration, the level of recurrent costs and the unit 
cost of public services. Furthermore, the recent wages and salaries 
award, if one may conjecture, would probably erode any surplus the various 
state governments might generate. If the lessons of the past are anything 
to go by, it is not certain that the required inflow of foreign capital 
would be forthcoming. One only has to note the gradual slowing down of 
the flow of financial resources to developing countries. If the projected 
surplus and the inflow of foreign capital are not easily forthcoming, the 
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temptation might be to fill the gap by deficit financing during the plan 
period. This could have implications for the price level. 
The assumption that inflationary pressures in the system will be 
contained to keep the average annual rise in the general price level to 
about 1.5 percent has been described as nothing short of wishful 
thinking (5, p. 192), The planners' view on this matter ignored the 
recent history of price increases. They also assumed that trade unions 
would either be unwilling to demand or will be unsuccessful in getting 
substantial increases in wages. The recent wages and salaries award 
(and the others that might follow in its wake) and the inherent inflation­
ary pressures in the economy may falsify the hopes of the planners in 
this respect. 
C. Main Growth Indicators 
Before we discuss the economy's main growth indicators, we want to 
say a few words about the sources of data and the modifications^ made in 
the data to adapt them for use in this study. The main sources of data 
are Okigbo's estimates of the GDP and its components for 1950-57 (55) 
and Federal Office of Statistics (FOS) estimates for 1958-69 (21). While 
Okigbo employed 1957 as his base year, FOS used 1962. Since no official 
effort has been made to construct a common base year valuations for all 
the data and since we needed a consistent time series data, it was 
decided to convert all the figures to 1962 base year prices. Hence 
some of the data employed (at least those for 1951-57) in the calculations 
Professor Thorbecke's help in formulating the modifications is 
gratefully acknowledged. 
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in this section and in estimating the model in Chapter IV will differ from 
the published data. 
To convert the 1951-57 figures into 1962 prices we proceeded as 
follows. Since Okigbo's series are given in current and 1957 prices, it 
is essential, in converting his series to 1962 prices, to provide a link 
between 1957 prices and 1962 prices through an indirect link between 1957 
prices and 1958 price index which already has a 1962 valuation. To 
provide this indirect link, we assume that between 1957 and 1958 the rate 
of inflation was about 2%. (This assumption is plausible because as of 
that period, Nigeria had not been engulfed in inflationary pressures.) 
Next, we divided 1957 GDP by the 1958 price index of GDP (which is in 
terms of 1962 prices) and multiplied the result by the rate of inflation. 
This gave us 1957 GDP in 1962 prices. To derive the implicit deflator 
for 1957 (1962 = 100) we divided the 1957 current price GDP by its 1962 
constant price GDP. For each of the remaining years (1951-56) we 
divided the GDP (in 1957 prices) by the implicit deflator for 1957. This 
exercise gave us 1962 constant price valuations for the GDP. The 
implicit deflator for each year was calculated by simply dividing the 
current price value of GDP by its counterpart in 1962 prices. The end 
result of these steps is a series of GDP implicit deflators (1962 = 100) 
which we used to deflate (where applicable) our current price values. 
Where the GDP deflator was not applicable (e.g., investment and consump­
tion) , the kind of exercise described above was performed to derive their 
respective deflators which we then used to deflate the series. As for 
the time series data on the foreign trade sector, we did not have to 
perform this kind of exercise because we found the implicit deflators 
21 
of exports and imports (in 1962 base year valuations) in the U. N. 
Yearbook of International Trade Statistics (73). 
The second modification concerns a variable in our model in Chapter 
IV. No time series data exist in the national accounts on agricultural 
consumption, so that the series used in Chapter IV were derived in an 
indirect way. We took the available (and the only) input-output table 
for the country which was constructed for 1959 (63, pp. 323-337) as our 
starting point, and assumed that the ratio of intermediate input to 
value added in agriculture is constant. We also assumed that the ratio 
of intermediate demand to agricultural consumption (figure exists on 
this in the 1959 input-output table) is constant. These assumptions 




V^ = value added in agriculture for period t 
a = ratio of intermediate input to value added (in 1959) 
b = ratio of intermediate demand to agricultural consumption 
(for 1959) 
= exports of agricultural product for period t 
Since we have figures on total private consumption from the national 
accounts, nonagricultural consumption was calculated, for each year, 
as private consumption minus private agricultural consumption. 
22 
1. Gross Domestic Product 
Table 3 summarizes the time pattern of Nigeria's GDP from 1951-65. 
The second column shows the GDP in the various years while the third 
column gives its corresponding annual rate of growth in percentages. 
The rate of growth, it can be seen, has been subject to fluctuations from 
year to year, varying between -2% in 1956 to 13% in 1960. On the average, 
the economy was growing at an annual rate of 4.7% in real terms.^ 
The fifth and sixth columns show the agricultural component of GDP 
and its rate of growth, respectively. Of particular interest to us is 
column eight which shows the annual percentage contribution of agriculture 
to the GDP. The bulk of the GDP (an average of over 60% per annum) is 
derived from the agricultural sector, a sector which over this period 
exhibits little progress. This is obvious from its average rate of 
growth of 3.8% which is less than that of the GDP. 
Although the agricultural sector has not been growing as it should, 
its importance goes beyond the statistical magnitude of its contribution 
to the GDP. Apart from the fact that it employs the bulk of the 
population, the exports of this sector (which is about one-fifth of its 
output) constitutes about four-fifths of total exports. This contribution 
becomes very important when we realize that a substantial proportion of 
government revenue is derived from taxes on agricultural exports through 
the operations of marketing boards. 
Perhaps a more potent force in the economy (though, at present, not 
in terms of percentage contribution) is the industrial sector. Starting, 
^This compares favorably with Aboyade's calculation of 4% (2, p. 142) 
and Lewis' 4.5% (46, p. 11). 
Table 3. Gross Domestic Product 







of growth. % 
(4) 
Average of 













1950 780.7 — — 482.0 — — 61.7 
1951 841.1 7.7 521.0 8.0 61.9 
1952 901.1 7.1 529.7 1.0 58.7 
1953 920.2 2.1 545.0 2.0 59.2 
1954 991.1 7.7 575.3 5.0 58.0 
1955 1020.5 2.9 589.2 2.0 57.7 
1956 993.2 —2.6 568.8 -3.0 57.2 
1957 1027.7 3.4 579.8 1.0 56.4 
1958 1019.3 -0.77 672.2 15.0 65.9 
1959 1098.1 7.7 704.5 4.0 64.1 
1960 1244.5 13.3 799.9 13.0 64.2 
1961 1250.6 0.49 776.9 —2 « 0 62.1 
1962 1308.3 4.6 804.4 3.0 61.5 
1963 1419.6 8.5 870.8 8.0 61.3 
1964 1472.6 3.7 866.7 0.0 58.3 
1965 1560.9 5.9 870.9 0.0 55.7 
(9) 
Average of 
(8) = 60.14% 
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as it did, mainly from family small scale operations, the pace of 
industrialization quickened from 1950. In that year, value-added in 
manufacturing establishments employing ten or more was 2.7 million pounds, 
and by 1964 net output had grown more than 25-fold to 68.6 million pounds 
(39, p. 17). In the early fifties the range of production was still very 
limited, the most important items being beer, soft drinks, textiles and 
cement. Drawing on the experience of industrialized countries that the 
process of growth Involves a rapid transformation of the economy through 
industrialization, the government instituted in the mid-50's some 
industrial promotion laws, all of which were aimed at inducing industrial­
ists, both foreign and domestic, to invest more in the economy. Such 
Industrial promotion laws took the form of accelerated depreciation 
allowances and generous tax treatments. As a result by about 1960, the 
scope of production had widened, there were more intermediate products and 
greater structural interdependence in the economy. During this period, 
manufacturing alone grew at an annual rate of 17.6%, though its contribu­
tion to GDP was only 1.5% while construction, transport, cominuriication, 
public utilities and government services grew at an average annual rate 
of between 10-15% (2, p. 139). The contribution of the industrial sector 
still remains minimal but its importance lies in its potential contribution 
to the process of growth and transformation through its impact on the 
character and quality of capital formation and the promotion of high level 
manpower (2, p. 177). 
The Industrial sector in Nigeria can be divided roughly into three 
subsectors: rural cottage Industry, small scale urban industry and firms 
employing ten or more persons. Little is known about the cottage Industry, 
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but the little Information that exists points to the fact that In 1965 over 
900,000 households were engaged In manufacturing activities and that the 
major areas of production were food processing, textiles, palm oil 
extraction, clothing, mats and metal products (39, p. 17). 
Our knowledge of the nature and extent of urban small scale industries 
is better than the cottage industries. We know, for example, that there is 
a high degree of uniformity between geographical areas, that over a third 
of the concerns are one-man operations, and that in the larger firms more 
than half of the labor force consists of apprentices (39, p. 18). The 
urban small scale industry exhibits some features that should be noted. 
First, this Industry is not evenly spread geographically, but tends to be 
highly concentrated in the new commercial and administrative cities where 
there exists considerable wage employment. Kilby (39, p. 19) attributes 
this feature to the fact that the products of small scale industry are 
consumer goods and, therefore, these industries tend to concentrate in 
areas where there is a concentration of purchasing power that could support 
them. Secondly, we can identify at least three types of producers in the 
small industry sector: unskilled producers of crude consumer goods whose 
number is closely related to the volume of urban immigration, the skilled 
artisan producers of simple but better quality products (e.g., cabinet-
making) and relatively complex modern small scale Industry (e.g., baking, 
bottling). Finally, total employment in urban small scale Industry would 
seem to be in the neighborhood of 100,000, which is less than in rural 
cottage Industry but greater than the number employed in establishments 
of ten or more (39, p. 19). 
Our knowledge of establishments employing ten or more persons is based 
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on the Industrial survey of 1963 (22). Of the 649 establishments returning 
information in that year, 59% employed 10 to 49 workers, 33% employed 50 to 
299, and 8% employed 300 or more. The survey revealed Information concern­
ing ownership. Of the paid-up share capital of 321 limited companies, 68% 
was of foreign origin. Of the remainder, 22% was Nigerian public and 10% 
Nigerian private. These figures confirm the fact that foreign enterprise 
plays a leading role in Nigeria's industrial development. 
2. Gross domestic capital formation 
Table 4 shows some features of domestic capital formation in Nigeria. 
Columns two and three indicate the magnitude of domestic capital formation 
and its annual rate of growth, respectively. For the period under review 
the average rate of growth of domestic capital formation was about 12%. 
Column five shows comestic capital formation as a proportion of the GDP in 
percentages. While this ratio varied from year to year, on the average it 
shows that the Nigerian economy, over this period, invested about 10% of 
its GDP annually. Column six shows the private sector's share of capital 
formation while column eight indicates private capital formation as a 
proportion of total domestic capital formation. Over the years under 
review this ratio has varied between 60% and 72%, and on the average the 
private sector's share of total domestic capital formation was about 67% 
annually. The analysis of the public sector component of capital formation 
is discussed below. 
3. Public sector 
The public sector together with the foreign trade sector can be justly 
regarded as the engine of growth of the economy and between them they 
Table 4. Gross domestic capital formation 
(1962 prices) million pounds 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 
Gross domestic Annual rate Average rate of Private invest- 1/ Average of Ip/ Average of 
Year investment of growth, % growth = 12.1% ment = Ip GDP (6) = 10% I. % (8) = 67.13% 
1950 43.2 —- — — — — 
1951 53.4 23.6 37.2 6.4 69.6 
1952 66.8 25.0 44.3 7.4 66.3 
1953 71.2 6.5 47.1 7.7 66.1 
1954 82.8 16.2 52.9 8.3 63.8 
1955 91.5 10.5 60.0 8.9 65.5 
1956 97.1 6.1 64.9 9.7 66.8 
1957 100.8 3.8 67.5 9.8 66.7 
1958 94.8 -5.9 64.8 9.3 68.3 
1959 102.2 7.8 61.9 9.3 60.5 
1960 113.2 10.7 69.7 9.1 61.5 
1961 142.2 25.6 97.7 11.4 68.7 
1962 157.9 11.0 112.6 12.1 71.3 
1963 174.2 10.3 122.2 12.3 70.1 
1964 197.0 13.0 136.2 13.4 69.1 
1965 232.4 17.9 168.6 14.9 72.5 
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constitute the fulcrum of change and define the path of overall develop­
ment (2, p. 127), 
The important role the two sectors have come to play should not be 
very surprising. For one thing, at the early stages of development the 
private sector is greatly incapacitated by lack of funds and competent 
entrepreneurs. Hence the role of the prime mover of the economy falls 
on the government in the provision of basic infrastructure and in many 
cases the establishment of industrial concerns. In addition, to finance 
these operations the government inevitably relies on the foreign trade 
sector, which is about the easiest sector to tax. 
Table 5 gives some features of the public sector in Nigeria. The 
first row shows total government revenue and its breakdown into direct 
taxes (row 2), indirect taxes (row 5) and nontax revenue^ (row 8). The 
third row shows direct tax as a percentage of total government revenue. 
We can see that after rising gently from about 46% in 1950, it dropped 
off sharply in 1958 reflecting the various tax exceptions, accelerated 
depreciation allowances and various revisions in personal income tax 
laws, all of which came into being about the mid-50's. On the average, 
direct tax contributed only about 29% of total government revenue 
annually. 
Indirect tax, on the other hand, has played a more substantial role 
in government revenue, and its importance (about 58% of government 
revenue was derived from it annually) reflects a great reliance on taxes 
on production and expenditure. This should not be very surprising 
^This includes fines, fees, etc. 
Table 5. Public sector accounts 
(1962 prices) 
1950 1951 1952 1953 1954 
1. Total government revenue 53.5 69.7 84.8 86.5 95.6 
2. Direct taxes 24.7 34.5 35.8 39.5 38.5 
3. Direct tax/total revenue, % (46.1) 49.5 42.2 45.7 40.3 
4. Average of (3) = 29.2% 
5. Indirect taxes 20.4 25.0 39.7 42.2 47.9 
6. Indirect taxes/total revenue, % (38.1) 35.9 46.8 48.7 50.1 
7. Average of (6) = 58.0% 
8. Others^ 8.4 10.2 9.3 4.8 9.2 
9. Others/total revenue, % (15.7) 14.6 10.9 5.5 9.6 
10. Average of (9) = 12.7% 
11. Government consumption exp. 26.1 28.3 35.4 37.7 36.4 
12. Government investment exp. = (Ig) 16.2 22.5 24.1 29.9 
13. Ig/I, % — —  30.4 33.7 33,9 36.2 
14. Average of (13) = 32.7% 
^Includes fines, fees, etc. 
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million pounds 
1955 1956 1957 1958 1959 1960 1961 1962 1963 1964 1965 
96.4 97.7 103.9 109.1 120.6 146.6 148.8 143.2 151.0 180.6 198.0 
39.8 40.5 37.8 20.7 21.1 24.1 26.1 26.1 27.4 28.9 37.7 
41.3 41.4 36.4 18.9 17.5 16.4 17.5 18.2 18.1 16.0 19.0 
50.7 48.5 54.3 72.5 81.3 93.4 99.1 97.4 103.2 127.2 124.8 
52.6 49.7 52.2 66.5 67.4 63.7 66.6 68.0 68.4 70.4 63.1 
5.9 8.7 11.8 15.9 18.2 29.1 23.6 19.7 20.4 24.5 35.5 
6.1 8.9 11.3 14.5 15.0 19.8 15.8 13.7 13.5 13.5 17.9 
51.1 50.3 54.0 56.6 69.1 79.4 81.8 81.4 84.0 97.1 110.0 
31.5 32.2 33.3 30.0 40.3 43.5 44.5 45.3 52.0 60.8 63.8 
34,5 31,2 33.1 31.7 39.5 38,5 31.3 28.7 29.9 30.9 27.5 
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considering the administrative ease of collecting taxes on external 
trade. Among the various taxes that fall under indirect tax, import 
tax is perhaps the most Important. At the outset its original purpose 
was to collect revenue but, as time went by, it has come to be used as 
a weapon to reduce the rising balance of payments deficit. To supplement 
the revenue from import duties, the government had also relied on duties 
on exports. 
Rows 11 and 12 show government consumption expenditure and govern­
ment investment expenditure, respectively. We can see from Table 5 that 
while both have been increasing from year to year, the ratio of government 
Investment expenditure to total investment has started to drop off from 
about 1959 on, perhaps reflecting an increasing role of the private 
sector in capital formation. 
4. Foreign trade sector 
The importance of the foreign trade sector was indirectly alluded 
to in the previous section where it was shown that, for the period under 
study, 58% of government revenue was derived from indirect taxes. 
(Import duties, export duties and excise taxes make up indirect taxes 
in Nigeria.) Apart from being a source of revenue for the public sector, 
the foreign trade sector, by stimulating a rise in income from production 
and trade, increased the capacity of the economy to save and Invest. 
Furthermore, industrialization and diversification of the economy 
depended substantially on foreign trade as the single most Important 
source of fixed capital formation. Finally, under the Currency Board 
monetary system^, and excepting occasional capital inflow, commodity 
export was at once the most effective way to earn foreign exchange and 
the primary source of increasing the total supply of money in circulation 
(1, p. 3). 
Table 6 contains information on exports and imports, while Table 7 
contains figures on the trends of the balance of payments. Columns 2 and 
3 in Table 6 contain figures on exports and imports, respectively, while 
columns 4 and 6 show their respective ratios to the GDP. 
We can see that in 1951 the two ratios were about the same, with 
exports growing faster until about 1954 when it was overtaken by imports. 
The slow rate of growth of exports may not be due to a decline in the 
growth rate of production but to secular fall of prices in the world 
market. Over the period under study, exports contributed, on the average, 
about 13% to the GDP annually. 
Despite attempts at industrialization and import substitution, the 
ratio of imports to GDP is still rising. The rising pace of imports 
can be explained briefly. One factor may be that a large portion of 
capital formation is directly dependent upon the imports of relevant 
capital goods. Another factor, which is visible everywhere in the 
country, is the high propensity to consume imported consumer goods. This 
perhaps reflects the influence of consumption pattern of foreigners in 
^Thls was the monetary system in Nigeria before 1959 when the 
Nigerian Central Bank was established. The Currency Board was not a 
monetary authority in the accepted sense of the word. It had no power 
of monetary control; that was reserved for the Bank of England to which 
it was affiliated. All it did during its years of operation was exchange 
one currency for another and under it the Nigerian pound was simply 




















Foreign trade sector 
(1962 prices) million pounds 
(2) (3) (4) (5) (6) (7) 
Exports/GDP, Average of Imports/GDP, Average of 
Exports Imports % (4) = 13% % (6) = 16.4% 
98.7 72.5 (12.6) (9.2) 
92.1 92.4 10.9 10.9 
98.6 93.5 10.9 10.3 
114.8 106.4 12.4 11.5 
123.4 127.1 12.4 12.8 
116.5 157.0 11.4 15.3 
131.7 170.8 13.2 17.1 
122.9 175.6 11.9 17.8 
136.2 190.6 13.6 18.6 
155.6 211.5 14.1 19.2 
156.1 243.6 12.5 19.5 
176.5 249.6 14.1 19.9 
183.4 228.1 14.0 17.4 
194.0 219.6 13.6 15.4 
215.0 274.2 14.6 18.6 
251.3 343.2 16.0 21.9 
Table 7. Balance of payments 
(current prices) 
1950 1951 1952 1953 1954 1955 1956 1957 
RECEIPTS 
Current account 
1. Goods and services 88.9 114.2 126.3 128.6 154.3 128.2 135.7 129.1 
2. Income from abroad 2.8 2.5 4.8 5.1 5.9 6.7 6.9 8.4 
3. Transfer payment 3.8 2.2 5.5 4.6 4.3 5.1 3.8 4,8 
4. Total 95.5 118.9 136.3 138.3 164.5 140.0 146.4 142.3 
Capital account 
5. Official 2.2 7.3 2.5 0.5 — —  22.3 35.2 16.2 
6. Private 10.5 11.2 15.6 18.5 18.7 24.3 28.9 31,4 
7. Adjustment, 
errors, 
omissions 1.5 18,7 — — • 3,2 
8. Total 14.2 37.2 18.1 19.0 18.7 46.6 64.1 50,8 
PAYMENTS 
Current account 
9. Goods and services 66.0 103.5 110.4 111.8 125.9 152.3 169.1 175,6 
10. Income paid abroad 5.9 7.0 7.8 8.3 7.3 7.3 6.0 4.2 
11. Transfer payments 2.3 1.5 1.5 1.9 1.8 1.8 1.7 3.5 
12. Total 74.2 112.0 119.7 122.0 135.0 161.4 176.8 183.3 
13. Balance on current 
account (4-12) 21.3 6.9 16.9 16.3 29.5 -21.4 -30.4 -41,0 
Capital account 
14. Official 35.5 44.1 27.5 23.5 39.8 18.9 29.4 9.8 
15. Private — —  —— — — —— — —  — 
16. Adjustment, 
errors, 
omissions mmmm 7.5 11.8 8.4 6.3 4.3 — —  
17. Total 35.5 44.1 35.0 35.3 48.2 25.2 33.7 9.8 
18. Balance on capital 
account (8-17) -21.3 —6.9 -16.9 -16.3 -29.5 -21.4 30.4 41.0 
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million pounds 
1958 1959 I960 1961 1962 1963 1964 1965 1966 1967 1968 
144.4 172.8 174.9 185.6 183.4 203.7 231.1 289.1 299.5 260.4 233.3 
7.5 7.0 5.6 6.0 5.6 4.1 3.5 4.1 3.5 3.6 2.6 
5.4 4.8 6.2 6.2 13.4 11.6 11.7 14.7 12.2 18.5 26.8 
157.3 184.6 186.7 194.9 202.4 219.4 246.3 307.9 315.0 282.5 262.7 
23.9 22.3 33.7 36.9 36.1 44.8 28.3 20.9 20.5 46.7 10.0 
17.6 31.1 39.6 36.4 14.4 47.2 87.6 61.9 75.3 71.4 72.0 
2.0 3.2 10.0 14.3 — — — 24.2 — — 14.5 
45.5 56.6 83.3 87.6 50.5 92.0 115.9 107.0 95.8 118.1 96.5 
186.8 203.1 243.6 249.6 228.1 230.6 293.5 322.7 319.3 310.7 280.7 
6.8 10.0 10.4 9.9 9.5 12.6 31.2 36.9 44.6 44.0 56.5 
4.7 6.5 7.0 7.7 6.8 8.8 11.9 12.0 10.5 10.8 9.6 
198.3 219.6 252.0 267.2 244.4 252.0 336.6 371.6 374.4 365.5 346.8 
-41.0 -35.0 -74.3 -72.5 -42.0 -32.6 -90.3 -63.7 -59.2 -83.0 -84.1 
— 12.1 8.0 — — 20.1 13.0 20.3 5.1 12.2 7.4 
2.5 9.5 — 15.1 7.4 11.9 2.6 23.0 11.7 11.5 5.0 
1.1 27.4 10.0 — 19.8 11.4 
2.5 21.6 8.0 15.1 8.5 59.4 25.6 43.3 36.6 35.1 12.4 
41.0 35.0 74.3 72.5 42.0 32.6 90.3 63.7 59.2 83.0 84.1 
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the country. Given the relative slow growth of exports, the resulting 
balance of payments deficit (which is a result of the rising imports) 
were financed by drawing down previous foreign exchange reserves, by 
foreign direct investment and by foreign aid. We can see from Table 7 
(row 18) that from about 1955, the country has been having a net debit 
balance (i.e., capital inflow) on its capital account. 
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III. ECONOMETRIC AND SIMULATION CONSIDERATIONS 
A. Review of Econometric Literature^ 
Econometrics may be defined as the social science in which the tools 
of economic theory, mathematics and statistical inference are applied to 
the analysis of economic phenomena (28). The main objective is to give 
empirical content to economic theory. Since most of economic theory is 
concerned with relationships among variables, econometric theory is 
concerned with measuring relationships among variables. 
This short review of econometrics is carried out under the headings 
of the general linear model and simultaneous equations model. 
General linear model; 
Perhaps one of the simplest relationships among economic variables is 
one that expresses a functional relationship between a dependent variable 
Y and some independent variables, , which can be written as 
Yj = + ggXgi °k\i "i [1.1] 
In matrix form this can be written as (34) 
Y = X3 + U [1.2] 
where 
^This is a very sketchy review of econometric literature. It is so 
sketchy, in fact, that it can be taken as only a review of the econometric 
methods employed in this study. A comprehensive treatment of econometrics 
can be found in (28, 37, 67). 
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Y is an nxl matrix of dependent variables 
X is an nxk matrix of independent variables 
3 is a kxl matrix of coefficients 
U is an nxl matrix of disturbances 
Usually we assume that 
E(U) = 0 
E(UU') = 
X is fixed 
X has rank k < n 
Let 3 = ... denote a column vector of estimate of 3. Then 
Y = X3 + e 
where e denotes the column vector of n residuals (y - Xg). 
Now 
" 2 
e'e = Z e, 
i=l 
= (Y - X3) ' (Y - X3) 
= Y'Y - 23'X'Y + 3'X'Xg [1.3] 
To find the value of 3 which minimixes the sum of squared residuals, 
we differentiate [1.3]: 
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^(e'e) = -2X'Y + 2X'X [1.4] 
d p  
Equating [1.4] to zero gives 
X'X6 = X'Y and solving for 6, 3 = (X'X)"^X'Y [1.5] 
It has been proved (37, p. 125) that E(6) = 6 and that the variance of 
6 = o2(x'X)-l. 
To carry out significance tests of individual parameters, we know 
(37, p. 136) that 6 has a multivariate normal distribution specified by 
3 ~ N[3,a^(X'X)~^] 
O 
Since cr is unknown, we know (37, p. 137) that e'e is a sum of n-k 
independent normal variables with zero mean and variance a^; that e'e/a^ 
has an distribution with n-k degrees of freedom and that e'e is 
independent of 3. All these enable us to use the "t" distribution to 
derive tests for individual regression coefficients. 
^ _2. 2 3j " N(3i, aiia^) and E êjo' 
1=1 
2 has an x distribution with n-k degrees of freedom. Hence 
t = % [1.61 
V a i l  
has a t distribution with n-k degrees of freedom, where an is the 1^" 
diagonal element of (X*X)~^. To test any particular hypothesis about 3l 
we substitute the hypothetical value of 3i into [1.6] and if the resultant 
40 
value of t lies In appropriate critical region, we reject the hypothesis 
under test. 
A 
The coefficient of multiple determination (R ) is a measure of the 
extent of the movement in the dependent variable that is explained by the 
independent variable and it is defined as 
r2 = g'X'Y-(l/n)(ZY)2 [1.7 
Y'Y-(l/n)(EY)2 
2 Sometimes R is adjusted for the degrees of freedom, the aim being 
to facilitate the comparison of explanatory power of different sets of 
explanatory variables. It is defined as 
r2 = r2 - (k-l/n-k) (1-r2) 
In specifying the general linear model we make some assumptions. In 
particular we assume 
1) normality, Ut is normally distributed 
2) zero mean, E(Ui) = 0 
3) homoskedastlcity, E (% 
4) no exact linear relationship exists between any of the 
explanatoiry variables 
5) nonautocorrelation, E(UiUj) = 0, ifj. 
Of the five assumptions the first two can easily be dropped. For 
example, if the assumption that the disturbance is normally distributed 
is dropped, the least squares estimators are still unbiased (43, p. 247), 
since this property is Independent of the form of the parent population, 
but they can no longer be claimed to be efficient because without the 
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specification of the distributional form, the Cramer-Rao lower bound of 
their variances is not known (43, p. 248). As for the second assumption, 
if the mean of the disturbance is not zero, and it is not a constant 
but varies from observation to observation, this means that the mean of 
Yi changes, not because of changes in Xi, but for other reasons such as 
specification errors. 
o n 
The third assumption is that E(Ui ) = cr for all i. This feature 
is known as homoskedasticity and its opposite is heteroskedasticity. 
Homoskedasticity implies that the variance of the disturbance is constant 
for all observations. We will take it that this assumption holds in this 
study because unless there are some special circumstances the assumption 
of homoskedasticity in aggregate models is plausible (43, p. 249). 
While the assumption of lack of correlation between explanatory 
variables is violated, we have a case of perfect multicollinearity. It 
should be pointed out that multicollinearity is a question of degree and 
not of kind and the meaningful distinction is not between the presence or 
absence or multicollinearity but between its various degrees. Furthermorej 
multicollinearity refers to the condition of the explanatory variables that 
are assumed to be nonstochastic, so it is a feature of the sample and not 
of the population. Therefore, we do not test for multicollinearity but 
can, if we wish, measure its degree in any particular sample (43, p. 380). 
Perhaps the most troublesome of the assumptions (and the one that is 
here discussed in detail) is that E(UiUj) = 0, for all ifj. This assump­
tion implies the absence of serial correlation among the disturbances. In 
time series data this assumption does not really hold. Application of 
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ordinary least squares still yields unbiased estimates of $ but the 
sampling variances of these estimates may be unduly large. 
Since autccorrelated disturbances pose such a serious problem, we 
should be able to test for their presence. Consider the general linear 
model Y = X6 + U, whose residuals are given by e = y - X3- Durbin and 
Watson (14, 15) have investigated the sampling distribution of the 
statistic which has come to be known as the Durbin-Watson d statistic, 
defined as 
" 2 
^ (®t - ®t-l^ 
J = t=2 
Durbin and Watson have established upper (d„) and lower (d?) levels of d, 
and hence this statistic can be used to test for zero autocorrelation 
against the alternative hypothesis of first-order autocorrelation: 
If d < dj^, reject the hypothesis of nonautocorrelated errors in 
favor cf the hypothesis of positive autocorrelation, 
If d > dy, do not reject the hypothesis. 
If d^ < d < d^, the test is inconclusive. 
The use of this statistic, however, is limited to equations containing no 
lagged variables (58, p. 123). A more useful statistic is the Von Neumann 
ratio (54), defined as 
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When this ratio is sufficiently small it points toward positive 
autocorrelation, and negative autocorrelation when it is sufficiently 
large. Significance limits of 6^/s^ have been tabulated by Hart (31, 32) 
Simultaneous equations model; 
Following Johnston (37), consider a model containing G structural 
relations and k predetermined variables, which can be written in matrix 
form as 
6Y^ + rx^ = [2.1] 
where g is a GxG matrix of coefficients of current endogenous variables, 
r is a Gxk matrix of coefficients of predetermined variables, and 















Equation [2.1] is generally referred to as the structural form of the 
model. If we assume that the 3 matrix is nonsingular, the reduced form of 
the model may be written as 
= nXj. + v^  [ 2 . 2 ]  
where 11 is a Gxk matrix of reduced-form coefficients, and v^ is a column 
vector of G reduced-form disturbances, and 
n = -3 and Vj. = [2.3] 
44 
Equations 2.2 and 2.3 both, show that each endogenous variable 
Yit ... Yqj. in may be influenced by each and every disturbance 
Uit ... Ug[. Hence if, say, Yg^ appears as an explanatory variable on the 
right-hand side of (say) the first equation in the system, it is almost 
certainly correlated with the disturbance of that equation, and this 
holds true for any other current endogenous variable. This correlation 
between explanatory variables and the disturbance means that ordinary 
least squares estimates are inconsistent (34, p. 351). If ordinary 
least squares estimates are inconsistent, we have to search for some 
other methods of estimation. Here we will consider only two methods; 
two-stage least squares (2sls) for single equations and three-stage 
least squares (3sls) for systems estimation. But before we do this 
we want to consider another problem, the problem of identification. 
Identification ; 
Consider Equation 2.1 above: $Y^ + rx^, = U^, t = 1 ... n. 
The specification of this model depends on economic theory and a priori 
insight about the system. This a priori knowledge will determine the 
nature of the 3 and F matrices. For example, the knowledge (or assump­
tion) that certain variables do not play a direct role in a specific 
equation will imply that certain elements of the row of 6 and T correspond­
ing to that equation will be zero. Furthermore, it is always assumed that 
the exogenous variables in are uncorrelated with the elements of , 
and that any lagged endogenous variables in X^ are uncorrelated with 
elements of U^. This implies zero autocorrelation for the disturbances, 
for previous disturbances certainly influence previous values of endogenous 
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variables and if autocorrelation exists, then previous disturbances also 
influence current disturbances and so current disturbances and some 
predetermined variables will be correlated. Thus a priori knowledge 
and this kind of assumptions result in a specific configuration for 3 
and r and a specific set of assumptions about the disturbances. 
The problem of Identification has to do with whether there is a 
unique set of structural coefficients corresponding to the reduced-form 
coefficients or whether there exist more than one set of structural 
coefficients compatible with the reduced-form coefficients. 
Consider again Equation 2.1, whose reduced form is given by 
= nXj. + Vj.. The identification problem, it should be pointed out, 
relates to the structural parameters and not to the reduced-form 
parameters and it attempts to answer the question: assuming that the 
elements of 11 to be known, can one obtain some or all of the elements 
of 6 and F uniquely? 
Let 
= number of endogenous variables in the i^^ equation 
= G -
k* = number of predetermined variables in the i^^ equation 
k** = k - k* 
The necessary (order) condition for identification is that k** ^  - 1. 
This means that the necessary condition for identification of a given 
structural equation is that the number of predetermined variables excluded 
from the given equation is at least as large as the number of endogenous 
variables included in the equation less one. The necessary and sufficient 
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HA* is a G^xk* matrix 
HA** is a G^xk** matrix 
nAA* is a G^^xk* matrix 
nAA** is a G^ '^ xk** matrix 
The necessary and sufficient condition is that rank (IIA**) = - 1, i.e., 
if and only if the order of the largest nonzero determinant that can be 
formed from all square submatrices of RA** is - 1. In empirical work 
the order condition suffices as the rank condition involves a knowledge 
of the true values of the structural parameters (which are not obtainable 
before estimation and yet the problem of identification must be solved 
before estimation) so that it is impossible to find the true values of the 
determinants that are involved in the rank condition. Hence the rank 
condition cannot be applied with absolutely certain results (8, p. 322). 
Estimation methods; 
If ordinary least squares is applied to an equation in a model, there 
will usually be more than one current endogenous variable in the equation 
and whichever variable one selects as the dependent variable, the remain­
ing ones will be correlated with the disturbance in the equation, so that 
ordinary least squares will be biased and inconsistent, and only in the 
case of recursive models will ordinary least squares give optimal estimat­
ing technique (37, p. 376). 
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Two-stage least squares (2sls): 
Methods of estimation of simultaneous equations model are either 
single equation methods like limited information maximum likelihood and 
2sls or systems methods like three-stage least squares (Ssls) and full 
information maximum likelihood. In this section we will consider only 
2sls and 3sls, as space does not permit a detailed discussion of other 
methods. 
Following Johnston (37, p. 381) we can write the one equation in 
the model as 
where 
y = nxl vector of current endogenous variables 
= nxg matrix of other endogenous variables in the equation 
= nxk matrix of predetermined variables in the equation 
3 = gxl vector of structural coefficients of 
u = nxl vector of disturbances in the equation 
Y = kscl vector of coefficients of X^. 
The trouble about applying ordinary least squares to [2.4] is that 
the variables in Y^ are correlated with u. The essence of 2sls is the 
replacement of Y^ by a computed matrix Y^ which is "purged" of the 
stochastic elements, and then performing an ordinary least squares regres­
sion of y on Y2 and X^. Y^ is computed in the first stage by regressing 
each variable in Y^ on all the predetermined variables In the model 




where X = [X2^,X2] is the nxk matrix of observations on all the predeter­
mined variables in the model, X2 being the matrix of observations on 
those predetermined variables which are excluded from the equation under 
study. In the second stage, y is regressed on and X^ 
-1? 
r A ,A y 'y .  ^ ,  -Y 'X ,  1  1  1  1  
, A 
x;Y, xlxi xy 
[2 .6 ]  
where 
denotes 2sls of 
and which have been proved to be consistent (37, p. 384). 
Three-stage least squares (3sls); 
The single equation estimation methods like 2sls yield consistent, 
albeit asymptotically Inefficient estimates. The reason for the lack of 
asymptotic efficiency is the disregard of the correlation of the distur­
bances across equation (43, p. 573). This deficiency can be overcome by 
estimating all equations of the system simultaneously. One of such 
systems methods is Zellner and Thell*s 3sls (74). 
Following Johnston (37, p. 395) consider a general linear model 
containing 6 jointly dependent variables and k predetermined variable, 
and whose i^^ equation can be written as 
yi = Yl3l + XiYi + ui. i—1 ... G [2.7] 
yi 
Yi 
nxl vector of observations on dependent variable 
nxgf matrix of observations on other endogenous 
variables in the equation 
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Xj = nxkj matrix of observations on the predetermined 
variables in the equation 
6i and yi = vectors of parameters 
U£ = vector of disturbances 
Rewrite [2.7] as 
yi ~ Zi^i + Ui, 1=1 ... G [2.8] 
where 
Zi = [Yi Xi] 
- ifj 
If [2.8] is premultiplled by X', where X is the nxk matrix of all 
predetermined variables in the model, then 
x'yj » X'Zl6l + X'ui, 1-1 ... G [2.9] 
If we treat [2.9] as a relation between the dependent variable X'yi 
and explanatory variable X'Zi, with disturbance vector X'ui, the variance-
covarlance matrix of the disturbance is given by 
E(X'uiui'JO = criiX'X [2.10] 
where ail is the constant variance of the disturbance in the i'^ equation. 
Because of [2.10], the vector 51 In [2.9] should be estimated by 
generalized least squares. The estimator is given by 
dl = [Zl'X(X'X)~^X'Zl]"^Zl'X(X'X)''^X'yi [2.11] 
Note that [2.10] is another way of writing 2sls estimator of [2.8]. 
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Writing out all the equations of the model: 
X'yi \ X'Z^ 0 .. 0 




X'u G G 
[2.12] 






where cjlj denotes the contemporaneous covariance of the structural dis­
turbances of the 1^^ and equation. Collecting the alj in a matrix Z, 
then V = EB(X'X) and = r~^H(X'X)"^. 
The appropriate estimator of [2.12] appears to be generalized least 
squares. But it involves v and the 2 matrix in v is unknown. Zellner and 
Theil have suggested that alj should be estimated from the disturbances 
calculated from 2sls, i.e., the 2sls of di should be computed for each 
structural equation from [2.11] and then substituted into [2.8] to yield 
a calculated vector ul, 1=1 ... G, from which estimates of Slj of the oij 
are computed. The 3sls estimator of 6 is given by 
Z^X 
% 
sll(X'X)"l .. slG(X'X)"l 
sGl(X'X) -1 S^(X'X)"^ 
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X 
X'Z^ 0 Z^X 0 0 
% 
S^^CX'X)"^ .. S^Gfx'x)-! 




where the Sij indicate the elements of [Sij] . Simplifying, 
6 = 
S^^Z'X(X'X)~^X'Z^ ... sGGz^X(X'X) ^X'Z GGY*vYv'v\ IY'* 
X 





Z sGjz'x(X'X) ^X'y. 
j=l " ' 
There is no gain in asymptotic efficiency over 2sls if the E matrix 
is diagonal, i.e., if the disturbances in various structural equations are 
not contemporaneously correlated (37, p. 398). 
B. Review of Simulation Methodology 
Econometric simulation is a relatively new technique in economic 
research. Simulation has its roots in the engineering sciences and in 
recent years has found wide applications in economics and in the social 
sciences in general. 
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Simulation, following Naylor et^ ad. (53) can be defined as a numerical 
technique for conducting experiments on a digital computer, which involves 
certain kinds of mathematical models that describe the behavior of a 
business or economic system (or some component thereof) over an extended 
period of real time. In other words, simulation is a computer assisted 
technique for putting a dynamic model of real economic system into motion. 
This suggests that simulation has its foundations in mathematical or 
econometric relationship describing the functioning of a system or a 
model. 
Simulation has several uses in economic research. It used to be 
argued that economists (and social scientists in gener 1) cannot perform 
real life experiments. For once, simulation provides economists a 
"laboratory" and they can now perform experiments on a computer model of 
a system that would be too costly or completely impossible to perform on 
a real economic system. Furthermore, simulation provides information on 
the probable Impact of a policy change on the real system before the 
change is actually introduced into the system itself. Further still, 
simulation provides a means of evaluating alternative policy changes. 
By experimenting with different policy changes and comparing their results, 
we will be able to better evaluate these policies before they are actually 
introduced. Finally, simulation offers us the opportunity of evaluating 
past policies by providing answers to the "if-then" type questions. Given 
a model that is estimated over a historical period, we can experiment with 
some of its exogenous variables and examine their impact on the endogenous 
variables. In this way we can answer such questions as: what could have 
happened if alternative courses of action (different from those pursued in 
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the historical period) had been pursued? In this way, simulation enables 
us to rewrite the economic history of the economy in question. 
During the last few years, simulation has been applied to a variety 
of economic problems. It has been widely applied to the theory of the 
firm (6, 10) and to agricultural models (59) . Simulation has also been 
applied to national economies. Perhaps the most celebrated use of 
simulation in this direction is the work of Duesenberry et^ (12) and 
Fromm and Taubman (26) on the United States economy and that of Holland 
and Gillespie (35) on the Indian economy. 
The first attempt at the application of simulation to the Nigerian 
economy was by Manetsch e^ (47). This is a very large scale model of 
the Nigerian economy, containing over 2,000 equations, with three inter­
acting submodels corresponding to a) northern agricultural submodel, 
b) southern agricultural submodel and c) the rest of the economy. The 
model is a systems, as distinct from econometric, approach to simulation 
and can be viewed as a consistency model within which results of changes 
in exogenous and policy variables can be simulated to generate alternative 
development plans. 
Two drawbacks (which in no way detract from the quality of the work) 
may be mentioned. The first is that not all of the parameters of the 
model are estimated. Some are selected on a priori grounds and some on 
the researchers' judgments. The second drawback concerns the sheer size 
of the model. It is not certain that in a relatively underdeveloped 
economy, indigenous manpower would be forthcoming, not only to test the 
model but also to adapt it for the use of policy makers. 
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The planning of econometric simulation experiments^ Involves a series 
of steps, all of which are briefly discussed below. There is no hard and 
fast rule about the order in which the steps are implemented. The 
researcher can always use his discretion. A flow chart describing these 
steps is shown in Figure 1. 
Formulation of the problem; 
Like any other scientific research, econometric simulation should 
begin with the formulation of the problem or an explicit statement of 
the objectives of the experiment since there is little benefit to be 
derived from experiments that involve simulation for the sake of simulation 
(53, p. 24). Put differently, we must clearly define the objectives of our 
study before thinking about the planning of experiments. Usually the 
initial statement of the problem may differ from what finally emerges 
because problem formulation is a sequential process that calls for 
continuous and progressive reformulation and refinement of the experimental 
objectives throughout the duration of the experiment. In economics, 
research objectives usually take the form of a) questions to be answered, 
b) hypotheses to be tested, and c) effects to be estimated. 
Collection .and processing of real world data; 
The collection of data is the process of capturing the facts when 
they become available which may be processed later when needed. Efficient 
data processing is very vital to econometric simulation for the following 
reasons. First, descriptive and qualitative information about the system 
^This section draws heavily on Nay lor et (53) and Nay lor (50) . 
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Formulation of the 




Design of experiments 
) Analysis of simulation data 
Validation 
Estimation of parameters 
Collection and processing of data 
Formulation of computer program 
Figure 1. Flow chart for planning simulation experiments (Naylor et al., 
53, p. 24) 
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to be Investigated is a prerequisite for problem formulation. Secondly, 
data that have been reduced to meaningful form may suggest tenable 
hypotheses which can be used in the formulation of mathematical models 
describing the behavior of a given system. Thirdly, data may suggest 
Improvements of existing mathematical models of the system to be 
simulated. Finally, without data it would be Impossible to test the 
validity of a simulation model. The sources of data for simulation 
Include questionnaires, field survey samples, physical experiments, 
secondary and primary source documents. 
Formulation of mathematical model; 
The formulation of the mathematical model involves the following 
three steps: 
1) specification of components 
2) specification of variables and parameters 
3) specification of functional relationships. 
Model building is the process of observing some economic system in 
the real world, formulating one or more hypotheses about how the system 
works, and reducing these hypotheses to a level of abstraction that 
permits the formulation of mathematical models describing the behavior of 
the system. Model building is by no means a straightforward process. 
One needs a complete knowledge of the system being investigated and some 
proficiency in mathematics, together with the analyst's experience and 
a lot of trial-and-error procedures. 
One of the first considerations in model building is the question of 
how many variables to Include in the model. In most cases there is no 
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problem with regard to the endogenous variables as these are determined 
during the problem formulation stage. The real problem Is with the 
exogenous variables. Too few exogenous variables may lead to invalid 
models and too many exogenous variables may lead to computational problems. 
The second problem is the complexity of the model. It is often argued 
that economic systems are quite complicated and models that describe them 
must necessarily be complicated. Although this is true, we do not want to 
construct complicated, albeit realistic models, that require unreasonable 
computation time. We are, therefore. Interested in formulating mathemati­
cal models that yield reasonably accurate predictions about the behavior of 
an economic system while minimizing computation time. 
Estimation of the model; 
Once we have collected the appropriate data and have formulated the 
model describing the behavior of the system we are interested in, we must 
then estimate the parameters of the model and test their statistical 
significance. The estimation of the model and statistical tests of 
significance of its parameters fall within the domain of econometrics, 
a field that is adequately surveyed in section A. 
Evaluation of the model and parameter estimates; 
After the estimation of the parameters of the model, we must make 
some judgment about the adequacy of the model to prevent the use of an 
Inadequate model to carry out simulation experiments because we would 
merely be simulating our own Ignorance (53, p. 35). This step is, in fact, 
the first stage of testing a simulation model prior to actual computer 
runs and it amounts to testing the assumptions or inputs that will be 
58 
programmed into the computer. To test the model we will be Interested in 
such things as the goodness of fit, statistical significance of estimates, 
tests concerning the assumptions of our econometric model such as auto­
correlation, multicollinearity, heteroskedasticity and identification, 
and finally the performance of the values of the endogenous variables 
relative to their historical values. Only if we are satisfied with the 
results of these tests should we proceed to formulate the computer program. 
Formulation of a computer program; 
The formulation of a computer program for the purpose of conducting 
simulation experiments requires that attention be given to the 
1) computer program 
2) data input and starting conditions 
3) data generation. 
The first step in writing a computer program is the formulation of 
a flow chart that outlines the logical sequence of events to be carried 
out by the computer in generating the time paths of the model's endogenous 
variables. This must be followed by the writing of the actual computer 
code that will be used to run the experiments. In this regard there are 
two alternatives. We can either write the program in a general purpose 
language such as FORTRAN or we can use a special purpose simulation 
language such as SIMSCRIPTII or SIMULATE, the latter having been designed 
to simulate large scale econometric models. The main advantage of using 
special purpose simulation languages is that they require less programming 
time than general purpose compilers. 
Another aspect of the computer programming phase is the matter of 
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Input data and starting conditions for the simulation experiments. 
Simulation experiments, by nature, are dynamic experiments and hence a 
question arises as to what values should be assigned to the variables and 
parameters of the model at the point in time when we begin to simulate 
the system. Usually the researcher uses his judgments and trial-and-error 
procedures to determine this set of initial conditions. 
The final aspect of writing computer simulation programs is the 
development of numerical techniques for data generation. Data used in 
computer simulation experiments can either be read into the computer from 
external sources, such as punched cards and magnetic tapes, or it may be 
generated internally by special subroutines. If one or more of the 
exogenous variables in the model is a stochastic variable with known 
probability distribution, we are confronted with the problem of devising 
a process of random selection from the given probability distribution. 
Hence the results of the repetition of this process on a digital computer 
will give rise to a probability distribution of sampled values that 
corresponds to the probability distribution of thë variable of interest. 
Validation; 
Validation involves a lot of theoretical and statistical considera­
tions. It Is merely a part of a more general problem — the validation of 
any kind of model or hypothesis. The problem revolves around the defini­
tion of validation and the criteria to use to carry out the exercise. 
In this study we will be interested in answering the following 
questions. 
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1) How well do the simulated values of the endogenous variables 
compare with known historical data? 
2) How accurate are the simulation model's predictions of the 
behavior of the real system In future time periods? 
Analysis of simulation experiments; 
In simulation experiments careful attention should be given to the 
problem of experimental design. Experimental design involves the selec­
tion of factor levels (i.e., the levels of the exogenous variables) and 
the order of experimentation (52, S3). 
A factor can be controlled if its levels are purposely selected by 
the experimenter, whereas it is observed if its levels are observed or 
measured and recorded as part of the data. A factor is quantitative if 
its levels are numbers that are expected to have a meaningful relation­
ship with the response (the endogenous variables); otherwise a factor is 
qualitative (50). 
•Analysis of simulated data; 
Having performed our simulation experiments we want to analyze the 
results. This can be done in three steps: 
1) collection and processing of simulated data 
2) computation of test statistics 
3) Interpretation of results. 
More often than not simulation results are analyzed either by 
analysis of variance, in its various forms, and regression analysis. 
While regression analysis is a collection of techniques for data analysis 
that uses the numerical properties of the levels of quantitative factors, 
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the analysis of variance is a collection of techniques for data analysis 
that are appropriate when qualitative factors are present, although 
quantitative factors are not excluded. In the remainder of this section 
we discuss briefly special cases of the analysis of variance. 
F-test; 
Suppose we are Interested in testing the null hypothesis that the 
expected value of per capita Income associated with, for example, five 
development policies is equal. The F-test can easily be used here. If 
the null hypothesis is accepted one can conclude that the sample differ­
ences between policies are attributable to random fluctuations rather 
than to the actual differences in population values. 
Multiple comparisons ; 
This is a test of how alternatives differ, not whether they differ. 
In contrast to analysis of variance, multiple comparisons emphasize the 
use of confidence intervals instead of the testing of hypotheses. For 
example, if one is interested In comparing the means of different popula­
tions, then a number of (100-8)% confidence intervals for the differences 
between population means may be constructed. 
Multiple rankings; 
Often the objective of computer simulation of economic systems is to 
find the best, second best, etc. alternatives. A good estimate of the 
rank of a set of alternatives is the ranking of the sample means associated 
with the given alternatives. But because of random error, sample rankings 
may yield Incorrect results. Multiple ranking procedures attempt to 
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answer such questions as : with what probability can we say that a ranking 
of sample means represents the true ranking of the population means? 
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IV. SPECIFICATION AND ESTIMATION OF AN ECONOMETRIC MODEL 
Specification is the process of deciding on the hypothetical struc­
ture of a model preparatory to testing this with observed data and finally 
measuring its parameters (7, p. 49). The first major step in specifica­
tion is to decide which variables belong to each side of the equation. 
The next phase involves deciding on the form of each equation. Here we 
must rely on our theoretical analysis with some assistance from economet­
rics for uncovering nonlinearities and deciding which kind of nonlinear 
function will fit closest to the observed data. Finally the process of 
specification should tell us the appropriate sizes and signs of either 
the parameters in the direct structure of elements or the structure 
matrix. These sizes and signs should conform with general observations. 
The model to be specified in this study purports to describe the 
behavior of the Nigerian economy for the period 1951-65. The logical 
structure of the model draws on our a priori knowledge about the economy. 
It starts from the basic premise that the behavior of the economy (at 
least during the sample period) was shaped by three main sectors: foreign 
trade sector, public sector and the agricultural sector (2, p. 127). The 
agricultural sector contributed on the average about 60% of GDP. Apart 
from providing employment and basic means of livelihood to a substantial 
proportion of the population, this sector was the most important source of 
earning foreign exchange. This is due to the fact that on the average this 
sector contributed more than 80% of total exports. Furthermore, taxes on 
exports (through the operation of the marketing boards) and import taxes 
are the most important source of revenue for the government. The revenue 
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that accrued this way helped the public sector, in turn, to finance basic 
amenities and much needed infrastructure. 
With these considerations in mind, we attempt to explain the behavior 
of the Nigerian economy by a set of fifteen equations. Out of the fifteen 
equations, three describe the agricultural sector, two describe the foreign 
trade sector, while the public sector is explained by four equations. Nine 
of the fifteen equations are structural while the rest are identities. 
There are fifteen endogenous variables, hence the system is complete. 
There are seventeen exogenous or predetermined variables, bringing the 
total number of variables employed to thirty-two. The presence of some 
lagged endogenous variables makes the model dynamic. 
The present model, it should be pointed out, has several limitations, 
mainly caused by the scarcity of data. Adequate employment and earnings 
data are not available, hence the absence of production functions and 
demand for labor functions. Such functions would be essential in a 
forecasting model that attempts to forecast the relationship between 
aggregate demand and the productive capacity of the econony one year 
ahead. Secondly, we have no function explaining the determination of the 
general price level as there are no adequate data on an important 
explanatory variable of the price level, an index of wages. However, the 
influence of the price level is Inherent in the model to the extent that 
all the variables are expressed in constant prices. Thirdly, a monetary 
sector is absent from the model. The Nigerian Central Bank was estab­
lished only in 1959 (midway in our sample period) so that the set of data 
available from that bank was not enough to describe the monetary sector. 
When data on these variables become available, their incorporation into 
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this or any future models would greatly enhance the policy uses of such 
models. Finally, we want to call attention to the shortcomings of the 
data employed in this study. It is generally known that the reliability 
of published data in developing countries is very low. Added to this, 
in our case, is our suspicion that measurement errors abound here and 
there in the data. The present work employs this kind of data with their 
shortcomings in mind, but without giving way to perfectionist despair. 
The results herein contained should be interpreted with caution and within 
the confines of those shortcomings. 
Equations of the model; 
1. Cna = Yq + + YgCna ^ + Ygt 
2. Ca = Gg + + 8^t 
3. Ip Tq + f T2^P_i 
4. Y* » ^0 * * h" 
5. P ,A 
6. M + tli^H 
7 . x  =  G g  +  +  C g O  
8 .  T  ,d + ûiY + a„d 
9. T^ gg + e^Cp + Q K  +  ggd 
10. = Y - T^ 
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\ 
11. C = Ca + Cna 
P 
12. Y? = + Z » G 
13. Z = G - Y? 
14. Y^^ = Y - Y* 
15. Y = Cp + Cg + Ip + Ig + X - M 
Definition of variables; (In millions of Nigerian pounds unless 
otherwise stated) 
Endogenous variables ; 
1. Cna nonagricultural consumption expenditures at 1962 prices 
2. Ca m agricultural consumption expenditures at 1962 prices 
3. Cp m total private consumption expenditures at 1962 prices 
4. IP private gross domestic investment expenditures at 1962 prices 
5. M 
= 
total Imports at 1962 prices 
6. = total experts at 1962 prices 
7. yA = gross domestic agricultural product at 1962 prices 
8. pA price index of gross domestic agricultural product, 1962=100 
9. Td direct taxes at 1962 prices 
10. TI indirect taxes at 1962 prices 
11. Yd ES disposable income at 1962 prices 
12. YP public sector Income at 1962 prices 
13. Z S public sector surplus or deficit at 1962 prices 
14. yNA nonagricultural gross domestic product at 1962 prices 
15. Y gross domestic product (income) at 1962 prices 
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Exogenous or predetermined variables : 
16. Cna_2 - nonagrlcultural consumption expenditures lagged one period 
at 1962 prices 
17. t =» time trend, 1951 • 1, 1965 • 15 
18. W = P^/P, where P^ is the price index of gross domestic 
agricultural product, 1962 « 100, and P is the price 
index of GDP, 1962 = 100 
19. Ip_2 = private gross domestic investment lagged one period at 
1962 prices 
20. Ig_2 = public investment lagged one period at 1962 prices 
21. " total imports lagged one period at 1962 prices 
22. H = P^/P, where P^ is the price index of imports, 1962 = 100, 
and P is the price index of GDP, 1962 = 100 
23. V = volume index of world trade, 1962 = 100 
24. Q = P^/Pj, where P^ is the price index of world export trade, 
1962 = 100, and Pj is the price index of Nigeria's exports, 
1962 = 100 
25. Y_^ = gross domestic agricultural product lagged one period at 
1962 prices 
26. p\ =» price index of gross domestic agricultural product lagged 
—1 
one period, 1962 = 100 
27. P - price index of GDP, 1962 - 100 
28. d = dummy variable, 1951-57 "0, 1958-65 = 1 
29. T* = nontax revenue at 1962 prices 
30. G = total public sector expenditures at 1962 prices 
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31. Cg = public sector consumption expenditures at 1962 prices 
32. Ig = public sector Investment expenditures at 1962 prices 
We discuss below the theoretical considerations underlying the 
specification of each equation in the model. This is followed by the 
estimated equation, a discussion of its parameter estimates and some 
statistical inferences about these estimates. The estimated equations 
are all brought together at the end of this section. 
The model was estimated by two-stage least squares (2sIs) and three-
stage least squares (3sls)The following variables were used as 
Instrumental variables in the first stage of 2sls regression; Y^,Y, Cp, 
and M. To make some Judgments about the model we rely on the conformity 
of the estimates with a priori expectations (about the signs and magni­
tudes) based on accepted economic theory and on the ability of the 
estimates to satisfy certain statistical criteria. The test in the first 
case is carried out by direct comparison of the estimates with what we 
would expect on a priori expectations. In the second case we rely on the 
following statistics: the coefficient of multiple determination, Von 
Neumann's ratio, sampling errors of estimates and the t ratio. 
The coefficient of multiple determination, as explained in Chapter 
III, is a measure of the extent of the movement in the dependent variable 
that is explained by the independent variables. It is not enough that the 
The 3sIs estimates were later rejected in favor of its 2sIs 
counterparts for some reasons. For one thing, 3sls is generally known 
to be very sensitive to specification errors and we suspect such errors 
abound in this study. For another, when the two were put to predictive 
tests, 2sls performed relatively better than 3sls. 
69 
coefficients of the explanatory variables have the right signs. They must 
explain a sufficiently large part of the dependent variable to render the 
model useful for policy and prediction purposes. Hence we will want this 
coefficient to be as high as possible. We want to point out that the 
reported coefficients of multiple determination (B?) are all based on 
Instruments. 
To test for serial correlation in the residuals we employ the mean 
square successive difference to the variance of the residuals (known as 
Von Neumann's ratio) as the Durbin-Watson d statistic is no longer useful 
for testing for the presence of serial correlation in a system of equa­
tions containing lagged endogenous variables (58, p. 123). The Von 
Neumann's ratio is defined as 
^ 2 
Z (Uit - Uit 
ôf t^2 n 
2 n n-1 
Z Uit? 
t=l 
This ratio tests the assumption that ~ when it is suffi­
ciently small (large), it points towards positive (negative) serial 
correlation (67, p. 219). For a sample size of 15, absence of serial 
correlation at the 1% level would put this ratio between 0.9980 and 
3.2977. Perhaps a more stringent test for serial correlation would be 
to employ the 5% level of significance. At this level, absence of serial 
correlation would narrow the range to 1.2914 and 2.9943. Presumably then, 
any value outside this range is indicative of serial correlation of one 
form or the other. 
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Conventional t test at significance of parameter estimates of a 
simultaneous equations model is no longer too valid a test; it can only 
be taken as suggestive (57, p. 79). For one thing, little is known about 
the finite sample properties of 2sls (43, p. 583). For another thing, 
what evidence there is suggests that two-stage least squares tends to 
yield somewhat conservative t values, i.e., tends to understate the 
significance of a particular coefficient. This suggests, if anything, 
that we can afford to place greater emphasis on a priori specifications 
(such as appropriate sign of a coefficient) and to be somewhat liberal 
with the notion of significance (.29, pp. 137-138). This view is shared 
by Teigen (66, p. 210) and Kmenta (43, p. 584), the latter going further 
to suggest that when consistent simultaneous equation estimation methods 
are used, the t ratio, defined as the ratio of the estimated coefficient 
to its standard error, is in fact asymptotically distributed as normal. 
In the light of this, we shall not be overly concerned with three of the 
coefficients of the model that do not pass the conventional t test of 
significance, insofar as they display the expected signs. The coefficients 
in question are those of Y^., Cna ., and Ig .. 
—J. —1 —i 
Consumption function: 
The consumption function in this study is disaggregated into two: 
nonagricultural consumption and agricultural consumption expenditures. 
The rationale for the disaggregation lies in our effort to bring the 
Influence of the agricultural sector to bear on the model. 
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Nonagrlcultural consumption function; 
The consumption function is generally regarded as one of the impor­
tant tenents of Keynes' General Theory (38). His fundamental psychological 
law states that men are disposed, as a rule and on the average, to 
increase their consumption as their Income Increases, but not by as much 
as the increase in their income (38, p. 96). Briefly, Keynes' postulates 
about the consumption function can be stated as follows. 
1) Current consumption is related to current disposable income. 
2) The short-run marginal propensity to consume (MPC) is less than 
the long-run MPC. 
3) In the long run a greater proportion of Income will be saved as 
real income increases. 
Given these postulates, a consumption function of the type C • a + bY 
emerges, where b is the MPC, b < 1 and a > 0. When fitted to U.S. data, 
this function failed to predict postwar consumer expenditure very well. 
Furthermore, this function implies that the percentage of Income consumed 
decreases as income încrâââëâ, yet data made available by Kuznats (45) 
showed that during the period 1869-1929 the ratio of consumption to 
national income had remained constant while income had quadrupled. These 
two factors led to the conclusion that the Keynesian consumption function 
was not very useful and was, therefore, in need of modifications. 
The most important modifications came from Duesenberry (11), 
Modigliani (48) and Friedman (25). The one that has come to be generally 
accepted, and the one adopted here, is Friedman's. Friedman's permanent 
income hypothesis (as it has come to be known) distinguished between 
measured income (the income actually received) and permanent income (on 
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which consumers base their behavior). The hypothesis states that the 
ratio of permanent consumption to permanent Income is Independent of the 
level of permanent Income. Since permanent consumption is also taken to 
be proportional to permanent Income, the long-run MPC for each consumer 
is equal to his average propensity to consume (AFC) and hence aggregate 
long-run MPC is equal to aggregate APC. 
To estimate the consumption function based on this hypothesis, we 
postulate that consumption is related to permanent (or expected) dispos­
able income, i.e.: 
Cpt = Yg + [4.1] 
where is permanent disposable Income. Since Y^® is not directly-
t t 
observable, we have to state how it is determined. We postulate that 
permanent disposable income is a weighted average of disposable income 
received in the past with the weights decreasing geometrically as we go 
back in time. 
YJ® = (1 - XXYSXY^ , + _ + ...) [4.2] 
L L L—j. L—Z 
where 0 < X < 1. Substituting Equation 4.2 into 4.1 gives 
Opt - Yq  + Yid - X)(Y* + XY^_^ + + ''') [4.3] 
Equation 4.3 is very awkward from the point of view of estimation because 
of the Infinite number of repressors. It can be modified by the 
application of Koyck's transformation (44). By lagging [4.3] by one 
period, multiplying through by X, and subtracting the result from [4.3], 
we obtain 
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Cpt - Yod - X) + Y^d - X)Y^ + XCpt_i [4.4] 
Applying this concept of permanent Income hypothesis to our nonagrlcul-
tural consumption function, we have 
Cna - Yq + + Y2Cna_i + Ygt [4.5] 
where t is a time trend, and it is designed to take account of autonomous 
growth In nonagricultural consumption. Equation 4.5 was estimated as 
+ 14.64t [4.6] 
—1 
8.3 
Cna = 215.3 + 0.7078Y* - 0.l465Cna 
S'E 117.2 0.168 0.20 
r2 0.9838 
gZ/gZ - 1.789 
The rather low level of the MPC (0.7078) should not be very surprising; it 
is a result of the way the disposable income was derived, as GDP minus 
direct taxes (9, p. 7). The estimated MPC is a short-run MPC due to the 
presence of lagged value of nonagricultural consumption in the equation. 
To calculate the long-run MPC we have to allow for the influence of Cna_^. 
This is done by calculating °'Cna/°'Y^ at the stationary point Cna = Cna_2. 
The long-run MPC is calculated as follows: 
a Cna _ aCna 1 
Oyd Oyd ^ _ a Cna 
aCne_2 
0.7078 
1 - (-0.1465) 
« 0.61 
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Agricultural consumption function: 
The specification of this function Is slightly different from the 
one described above. It employs current disposable Income rather than 
permanent disposable Income, Internal terms of trade (defined as the 
ratio of agricultural to nonagrlcultural prices), and a time trend. We 
will expect the sign of the Internal terms of trade to be negative, 
reflecting the decline In consumption of agricultural products resulting 
from an Increase In agricultural prices relative to nonagrlcultural 
prices, and vice versa In the Industrial consumption function (70, p. 
189). The agricultural consumption function is specified as 
Ca = 8q + + 8^t [4.7] 
In estimated form. It Is given as 
Ca = 87.76 + 0.02176ï^ - Ô1.09W + l.l63t [4.8] 
S-E 25.2 0.0089 20.5 0.454 
- 0.9855 
S^/S^ - 1.456 
Private domestic Investment equation; 
Unlike the theory of consumer behavior, the theory of Investment is 
still in a state of flux and, as yet, there is no theory one can Justi­
fiably refer to as "the" theory of investment. This may be due to the 
multitude of factors affecting Investment behavior so that it is difficult 
to Incorporate all of them into one investment function. 
In specifying the Investment equation, it was not easy to make a 
choice among the competing theories. Some, like the stock-adjustment 
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models, were ruled out completely as it is not certain that in a country 
where there are so many opportunities for investment the stock-adjustment 
form of investment function is applicable. In fact, the existence of 
capacity may promote new investment rather than hinder it (41, p. 564). 
Other forms of investment behavior were tried and later rejected on 
account of poor predictive ability. Our investment equation is a quasi-
accelerator model, specified in terms of adaptive expectations hypothesis 
and incorporating Hirschman's theory of development via excess and short­
age of social overhead capital (34, p. 86). On the one hand, we assume 
that investors are assumed to derive their current expectations by 
modifying previous expectations in the light of current experience. In 
other words, we postulate that investment behavior is determined by the 
expected level of income. 
Ipt = Tq + [4.9] 
Applying Koyck transformation to [4.9] yields 
Ipt = Tq + t^Y + TglP.i [4.10] 
On the other hand, in a relatively underdeveloped economy like Nigeria 
it is important to consider the impact on investment opportunities of the 
growth of social capital. This is Hirschman's theory of development via 
excess or shortage of social overhead capital. It is an index of external 
economies provided in the form of basic facilities, and this role is 
assumed to be played by government expenditure on fixed capital. We have 
allowed a time lag of one period to be effected before government 
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investment really has an impact on private investment behavior. Our 
investment equation can now be written as 
Ip = Tq + T^Y + T2lp_i + Tglg.i [4.11] 
Equation 4.11 was estimated as 
Ip = -44.88 + 0.06278Y + 0.7985Ip_^ - 0.08811Ig_^ [4.12] 
S-E 2.43 0.030 0.225 0.38 
R2 = 0.9670 
6^/S^ = 1.651 
Agricultural supply equation; 
The variable that is associated with agricultural supply is the 
gross domestic agricultural product. Many factors influence the supply of 
agricultural output. Some, such as the amount of each factor of produc­
tion to employ, are subject to control while others, such as variations 
in weather, are not. To explain variations in output we need an index of 
the quantity and quality of land available for cultivation. We also need 
an index which reflects the quantity and quality of the factors of 
production to collaborate with the land. In effect, we need an aggregate 
production function depicting the productive capacity of that sector. 
Adequate figures on factors of production are not available. Hence we 
adopt as a composite index of the productive capacity of the agricultural 
sector the volume of output in the last period. 
For the second explanatory variable, we assume that farmers behave 
in such a way that their production behavior in the current period is 
influenced by the prices they received in the last period. Although some 
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production processes have a longer lag structure, a one period lag 
production lag may not be a poor approximation. The price index chosen 
to represent the price to which farmers react in deciding upon the 
quantity to produce is the implicit deflator of gross domestic agricul­
tural product. Finally, we introduce a time trend to take account of 
autonomous growth of gross domestic agricultural product and to serve as 
a proxy to account for changes in productivity arising from mechanization, 
improvement in production techniques and the increasing use of fertilizers. 
It should be pointed out here that an important variable, in the form of 
the influence of weather, is left out because adequate weather indices are 
not available to us. Such a variable may be expected to influence varia­
tions in output. 
The agricultural supply equation is of the form 
¥" = Çq + + ?2^-l ^3^ [4.13] 
which in estimated form is 
= 652.1 + 0.09531?* _ 3.3G8P*^ + 32.6t [4.14] 
-1 -1 
S-E 385.1 0.42 3.0 1.87 
= 0.9541 
= 2.047 
Agricultural price equation: 
Our agricultural price equation is a very simple one. Ordinarily a 
price equation should be specified such that it serves as an adjustment 
mechanism between supply and demand within the framework of general 
equilibrium analysis. The approach adopted here, which is necessitated by 
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data limitations, is similar in formulation, though not in assumptions, to 
that of Klein and Goldberger (42, p. 22). While Klein and Goldberger's 
formulation rests on the assumption that to the extent that the government 
was successful in its price support policies, there will likely exist a 
relationship between agricultural and nonagricultural prices, our formula­
tion posits a fixed linear relationship between agricultural and nonagri­
cultural prices where nonagricultural price is exogenous. Apart from this 
kind of relationship between agricultural and nonagricultural prices, we 
may also have agricultural prices depend on their own lagged values. The 
agricultural price can be specified as 
= «0 + a^P + [4.15] 
In estimated form Equation 4.16 is given by 
P^ = 21.27 + 0.4935P + 0,2916P^ [4.16] 
a —1 
S-E 7.24 0.190 0.21 
= 0.90 
= 1.93 
Import demand equation; 
The role of the foreign trade sector In the Nigerian economy was 
briefly analyzed in Chapter II. In this, and the next section, we attempt 
to explain the behavior of that sector by two equations; an import demand 
equation and an export supply equation. 
In specifying the import demand function, we reason that current 
imports depend on the expected value of GDP in the same period and on 
relative prices. The specification that incorporates the expected level 
of income has the advantage over other kinds of specifications of 
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capturing imports of Intermediate goods more completely (9, p. 10). We 
define relative prices as the ratio of the price of Imports to the price 
Index of GDP. Such a ratio has the merit of taking Into account factors 
such as exchange controls. Import duties and the competitive position (as 
reflected In the price index of GDP) of Nigeria In world trade. Applying 
a Koyck transformation to solve for the expected level of income and 
incorporating the relative price term, our import demand function becomes 
M = + ^ 2^-1 + il'sH [4.17] 
Equation 4.17 is estimated as 
M = 10.45 + 0.1515Y + 0.414M , - 52.39H [4.18] 
-1 
S-E 85.3 0.0614 0.27 49.0 
r2 = 0.9322 
gZ/gZ = 1.840 
From Equation 4.18 it is possible to calculate the income elasticity of 
demand for imports. This is defined as 
eM = . — 
M 
where aM/aY is the regression coefficient of imports with respect to 
income and Y, M are the means of income and imports, respectively. 
eM = 0.1515 • 1137.9/192.2 = 0.89 
The value of the Income elasticity of demand for imports suggests that if 
income increases by one percent, demand for Imports will increase by less 
than one percent. 
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Export supply equation; 
Exports are sometimes thought to be totally unrelated to other 
domestic activity, since they depend on Income of other countries. This 
view needs to be modified In two respects. First, exports (like Imports) 
depend on relative prices so that the price of domestic goods and services 
produced for export relative to the price of other countries' goods (which 
Is here approximated by a price Index of world export trade) Is an Impor­
tant variable In the export function (17, p. 222). Secondly, changes In 
Nigeria's GDP and domestic Imports affect exports and GDP of other 
countries with which Nigeria trades. This, In turn, may affect Nigeria's 
exports. 
The export equation is made dependent on the volume index of world 
trade (which, with some justification, can be regarded as a proxy for world 
economic activity or income) and relative prices, here defined as the ratio 
of the price index of world export trade to the price index of Nigeria's 
exports. Our export equation is of the form 
X Çq + îjV + Ç2<! [4.19] 
Equation 4.19 was estimated as 
X = 94.74 + 2.207V - 140.5Q [4.20] 
S-E 64.6 0.282 83.1 
o 
R" = 0.8550 
6^/S^ =» 2.140 
If we assume that V (the volume index of world trade) is an 
appropriate proxy for the index of world economic activity or, better 
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still, an index of world income, we can calculate income elasticity of 
demand for exports. This is calculated as 
eX = aX/aV • V/X = 1.19 
This value suggests that the supply of exports is very responsive to 
variations in world economic activity. 
Direct tax equation; 
Ordinarily, direct tax should be made dependent on variables such as 
profit and wages. Since figures on these variables are not available, 
we accept as a composite index of taxable capacity the current level of 
GDP. The second explanatory variable is a dummy variable taking values 
of zero between 1951 and 1957 and a value of unity between 1958 and 1965. 
The inclusion of the dummy variable should be properly explained. The 
year 1958 saw the enactment of the Industrial Development (Income Tax 
Relief) Act which granted pioneer status to many industrial concerns. In 
1961 the Companies Income Tax Act, which provides liberal depreciation 
allowances for capital expenditures, was passed. The laws governing 
income tax have also been subject to legislative revisions since 1958. 
The dummy variable, it is hoped, would take account of the various 
revisions in the tax laws. The direct tax equation 
T 
,d 
®0 ^*1^ + [4.21] 
In estimated form is given by 
T^ = 12.9 + 0.02631Y - 20.46d [4.22] 
S-E 3.73 0.00383 1.65 
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= 0.9355 
gZ/gZ = 2.416 
From Equation 4.22 we can calculate the marginal direct tax rate as 2.63%. 
Indirect tax equation; 
As with the direct tax laws, the laws governing Indirect taxes have 
also been subject to legislative revisions since about 1958. This 
explains the presence of a dummy variable In this function. The other 
explanatory variables are private consumer expenditures and total Imports. 
T^ = 00+ S^Cp + SjM + 63d [4.23] 
Equation 4.23 was estimated as 
T^ = -53.26 + 0.1024CP + 0.07567M + 12.18d [4.24] 
S'E 11.9 0.0199 0.0560 4.8 
= 0.9818 
gZ/sZ = 1.754 
The Import tax rate Is about 7.5% while the consumption tax rate Is 10.2%. 
2sIs estimates; 
1. Cna = 215.3 + 0.7078Y*^ - 0.1465Cna_i + 14.64t 
S'E 117.2 0.168 0.020 8.3 
2. Ca = 87.76 + 0.02176Y*^ - 61.09W + 1.163t 





3. Ip = -44.88 + 0.06278Y + 0.7985Ip_i - 0.088111g ^ 0.9670 1.651 
S'E 24.3 0.030 0.225 0.38 
4. = 652.1 + 0.09531Y^^ - 3.308?^^^ + 32.6t 0.9541 2 047 
S'E 385.1 0.42 3.0 17.3 
5. = 21.27 + 0.4935P + 0.2916P^, 0.9000 1.930 
-1 
S'E 7.24 0.190 0.21 
6. M " 10.45 + 0.1515Y + 0.414M_^ - 52.39H 0.9322 1.840 
S'E 85.3 0.0614 0.27 49.0 
7 . x  =  9 4 . 7 4  +  2 . 2 0 7 V  -  1 4 0 . 5 Q  0 . 8 5 5 0  2 . 1 4 0  
S'E 64.6 0.282 83.1 
8. = 12.9 + 0.02631Y - 20.46d 0.9355 2.416 
S'E 3.73 0.00383 1.65 
9. ï~ = -52.26 -}• 0.1024Cp •}* 0.07567M + 12.ISd 0.9818 1.754 
S'E 11.9 0.0199 0.056 4.8 
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V. TEST OF THE PREDICTIVE PERFORMANCE OF THE MODEL 
Econometric model building, as noted in Chapter I, is not an end in 
Itself. Usually it is an end to some objectives such as prediction and 
policy analysis. To be useful for any purpose at all, an econometric 
model must be seen to yield reasonably reliable predictions of its main 
endogenous variables in the sample period. In this chapter an attempt 
will be made to test the predictive performance of the model described 
in the last chapter. 
Ex post forecasting (i.e., forecasting in the sample period) may be 
described as an attempt to confront a model's annual ex post forecast 
values of the endogenous variables with their true observed values (27, 
p. 49). There are about three methods of ex post forecasting with an 
estimated econometric model: partial method, total method and final 
method. The differences between these methods has to do with the 
information or observation which each equation requires in order to 
forecast current endogenous variable. 
In the partial method, each structural equation (apart from the 
identities) is associated with a single current endogenous variable. 
For each sample year, observed values of all predetermined variables 
and all the endogenous variables, except the left-hand one, are inserted. 
The result gives a forecast value of this one remaining endogenous 
variable. The one advantage of this method is that It is suitable for 
studying the stability (or lack of it) displayed by each of the structural 
equations. It is in this sense that it is referred to as structural 
analysis. 
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The partial method, it should be pointed out, has its own limitations. 
Since it does not utilize the full model simultaneously, it does not 
provide direct evidence of the effectiveness of the model as a whole, 
whereas the second method (total method) allows the structural errors 
either to be compounded or cancelled when the ramifications of the full 
body of relationships are allowed to manifest themselves. Under this 
method, the only observations fed into the model for each sample year 
are the values of the predetermined variables. When this is done, the 
full model constitutes a system of simultaneous equations in all the 
current endogenous variables. In this form the system is determinate, 
so that forecast values for all the current endogenous variables may be 
obtained by solving the simultaneous system. This is equivalent to 
solving the system once and for all, i.e., obtaining the reduced form of 
the system. Each reduced form equation contains a single current 
endogenous variable whose total forecast value is found by inserting 
observed values for all the predetermined variables. In this chapter this 
is the method that is employed = 
Lastly, there is the final method. This method considers an 
econometric model as a dynamic system which, when provided with observed 
values of exogenous variables over the sample period and lagged values of 
endogenous variables for only the first year of the period, is able to 
make forecasts of current endogenous variables over a period of years. 
In successive years it can draw upon its own forecasts to provide values 
for the predetermined variables. This kind of analysis can be considered 
the strictest test of an econometric model over a series of years in that 
it is based upon the minimum requisite information (27). 
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A. Reduced Form Analysis of the Model 
The structural model specified In the last chapter depicts the 
economic mechanism In terms of direct determinants. These structural 
relations, drawn from the realms of economic theory, constitute the 
maintained hypotheses to which statistical estimation techniques are 
applied. The coefficients of these equations provide tests on qualitative 
and quantitative propositions of economic theory. The set of structural 
relations is, however, only an implicit description of the economic 
process to the extent that some current endogenous variables appearing 
on the right-hand side of a particular equation are jointly dependent 
variables along with the endogenous variable in question. Hence, for 
analytical and prediction purposes, the reduced form is the more relevant 
version of the model (27, p. 15). 
Each reduced form coefficient indicates the magnitudes of the direct 
and indirect Influence of the predetermined variables upon the current 
endogenous variables. In a linear model like the one described In this 
study, a reduced form coefficient measures the change in the endogenous 
variable which occurs when a unit change occurs in the predetermined 
variable with other predetermined variables held constant. Furthermore, 
any of the reduced form coefficients may be considered as a multiplier 
(a static, as distinct from a dynamic, multiplier considered in the next 
chapter) since it measures the change in some endogenous variable induced 
by a unit change in some predetermined variable. 
Consider an estimated system of structural relations containing G 
endogenous variables and a set of k predetermined variables, which can be 
87 
depicted as 
3Y^ + rx^ = 0 [5.1] 
The reduced form is given as 
Yj. = nx^  [5.2] 
where n(= -3 ^r) is the matrix of reduced form coefficients whose typical 
elements X^j expresses the dependence of Y^ on Xj, i.e., it is a multi­
plier of Xj on Y^. The reduced form coefficients are shown in Table 8. 
The reduced form, when confronted with the values of the predetermined 
variables, generates the predicted values of the endogenous variables for 
the sample period. These values are shown in the Appendix. 
B. Test of the Predictive Performance of the Model 
There are many different methods of testing the accuracy of the 
predicted values during the sample period. The common approach is to 
compare the predictive ability of the model with that of various naive 
models. This approach is not used here for two reasons. For one thing, 
it is difficult to justify the choice of one naive model over another as 
one naive model may be much more reasonable for one variable than for 
another. For another thing, naive models usually ignore the interrela­
tionships in the system by focusing on one variable alone. 
The approach used here is that of regression analysis. The first 
step involves confronting the reduced form with values of the predeter­
mined variables to get the predicted values of the endogenous variables. 
The next step is to regress the actual values of the endogenous variables 
Table 8. 2sls derived reduced form 
Constant Cna_i t W IP-1 Ig-1 M_i H 
Cna 812.460 -0.4130 43.4200 -111.420 1.4530 -0.1603 -0.7536 95. 3700 
Ca 105.916 -0.0081 2.0480 -64.590 0.0441 -0.0048 -0.0229 2. 8996 
IP 10.350 -0.0242 2.6221 -10.150 0.9309 -0.1027 -0.0686 8. 6870 
M 143.730 -0.0586 6.3270 -24.494 0.3195 -0.0352 0.2483 -31. 4250 
X 94.739 0.0 0.0 0.0 0.0 0.0 0.0 0. 0 
yA 652.099 0,0 32.6090 0.0 0.0 0.0 0.0 0. 0 
pA 21.269 0.0 0.0 0.0 0.0 0.0 0.0 0. 0 
•jd 36.046 -0.01018 1.0989 -4.253 0.0554 -0.00612 -0.0287 3. 6408 
t1 51.658 -0.0475 5.1353 -19.878 0.1775 -0.0195 -0.0607 7. 6848 
yd 843.699 -0.3767 40.6690 -157.425 2.0536 -0.2265 -1.0647 134. 7410 
Cp 918.386 -0.4213 45.4730 -176.023 1.4977 -0.1652 -0.7765 98. 2690 
43.852 -0.0288 3.1170 -12.066 0.1165 -0.0128 -0.0447 5. 6628 
Z -43.852 0.0288 -3.1170 12.066 -0.1165 0.0128 0.0447 -5. 6628 
yNA 227.645 -0.3869 9.1583 -161.679 2.1091 -0.2327 -1.0935 138. 3820 
Y 879.745 -0.3869 41.7683 -161.679 2.1091 -0.2327 -1.0935 138. 3820 
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d G Ig Cg P 
4.0175 -255.760 0.0 0.0 41.6450 0.0 0.0 1.8203 1.8203 0.0 
0.1221 -7.776 0.0 0.0 1.266 0.0 0.0 0.0553 0.0553 0.0 
0.3659 -23.298 0.0 0.0 2.474 0.0 0.0 0.1658 0.1658 0.0 
0.8831 -56.223 0.0 0.0 5.9713 0.0 0.0 0.40017 0.40017 0.0 
2.2070 -140.500 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.09531 -3.308 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.2916 0.0 0.0 0.0 0.0 0.0 0.4935 
0,1533 -9.764 0.0 0.0 19.422 0.0 0.0 0.0694 0,0694 0.0 
0.4907 -31.241 0.0 0.0 17.0259 0.0 0.0 0.2223 0.2223 0.0 
5.6761 -361.351 0.0 0.0 58.837 0.0 0.0 2.5719 2.5719 0.0 
4.139 -263.54 0.0 0.0 42.911 0.0 0.0 1.8757 1.8757 0.0 
0.32206 -20.5025 0.0 0.0 -1.1985 0.50 0.50 0.1459 0.1459 0.0 
•0.32206 20.5025 0.0 0.0 1.1985 -0.50 0.50. -0.1459 ' -0.1459 0.0 
5.8295 -371.115 -0.0953 3.308 39.414 0.0 0.0 2.6413 2.6413 0.0 
5.8295 -371.115 0.0 0.0 39.414 0.0 0.0 2.6413 2.6413 0.0 
90 
on the predicted series, because we are Interested in explaining the 
actual values. It is the result of this regression analysis that we want 
to use to make judgments about the predictive ability of the model using 
the following statistics; Durbln-Watson d statistics coefficient 
of variation, standard deviation of actual and predicted series, the 
Intercept and slope coefficients of each equation and their respective 
standard errors. 
Theoretically, accurate prediction should yield zero intercept and 
a slope of unity. To test for zero intercept, we subtract the point 
estimate of the Intercept from zero and compare it to its standard error. 
Similarly, to test for slope of unity, we subtract the point estimate 
of the slope from unity and compare the result with its standard error. 
A second test utilizes the Durbln-Watson d statistic. At 1% 
significance level we will want d to be greater than 1.07 to indicate 
the absence of serial correlation. The presence of serial correlation 
would indicate a tendency for the model to underestimate during a series 
of years and then to overestimate during the remaining years. A tendency 
to overestimate or underestimate may conceivably reflect structural changes 
(like the process of economic development) which were poorly approximated 
by linear relationships (64, p. 139). 
The third test Involves the standard deviation (S.D) of actual and 
predicted series. Ideally the two should be equal. If the standard 
deviation of the actual values is larger than that of the predicted 
values, this would suggest that the predicted series is smoother, and 
this smoothness is to be expected. If, on the other hand, the standard 
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deviation of the actual is lower, this indicates poor performance on the 
part of the predicted series. 
The remaining tests involve (the coefficient of multiple 
determination) and the coefficient of variation (S.E.E.). We will require 
that be high enough, i.e., we require that the actual values explain 
the predicted series adequately. As for the coefficient of variation, we 
will require that it be of reasonable magnitude. 
In using the above statistics to judge the predictive performance of 
the present model, two considerations ought to be borne in mind. One is 
the nature of the economy it represents. When one realizes the limita­
tions of published data in developing economies (and Nigeria is in this 
category), it takes some courage to decide to work with such data. And 
working with them, one has to, to the extent that they are the only 
Information available. Reviewing the Nigerian national accounts about 
1966, Eke warned; "It is important that ... estimates of the GNP and its 
components be used with complete recognition of their faults without 
giving way to perfectionist despairs while efforts should be made to 
eliminate their inadequacies" (16, p. 360). The present work, offered 
as a first attempt (at least to our knowledge) to estimate a nationwide 
econometric model for Nigeria, ought (one is tempted to say, should) 
be judged against the background of those inadequacies. Furthermore, it 
is offered In the optimistic belief that the construction of a model can 
actually be very helpful in suggesting the kind of data needed in the 
planning process, thus giving some direction to statistical work (72, 
p. 7). 
The second consideration concerns the fact that although there may be 
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Inadequacies in the data, models built upon such data could still be made 
to yield accurate ex post forecasts because with today's modern technology 
good sample fits and good sample forecasts are limited only by the amount 
of computer time, the number of research assistants and one's own patience 
(17, p. 516). 
The regression estimates are given below. The variables in the 
regressions are A and P, where A stands for actual and P for predicted 
values. The symbol for the endogenous variable is given on the left-hand 
side of each equation. The standard errors are given below the regression 
coefficients. On the right-hand side we have the coefficient of multiple 
determination (adjusted for the degrees of freedom); the means and the 
standard deviation of actual and predicted series (in each column the mean 
and standard deviation of the predicted series are given below those of 
the actual series); Durbin-Watson d statistic; and the coefficient of 
variation (defined as the ratio of the standard error of estimate of the 
mean of the dependent variable). 
Var. R2 Mean S.D d S.E.E. 
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A study of the regression analysis above will suggest that the model 
specified in this study is far from yielding perfect prediction. But 
viewing the results against the background of the economy which the model 
represents, one can say that all the equations (except one: performs 
relatively well. The relative poor performance of nonagricultural GDP 
equation is probably due to the way it was derived as a residual, i.e., 
Y-Y^. A proper specification of this function should take the form of a 
production function. We shall have more to say on this in Chapter VII in 
terms of suggestions for improving the present work. 
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VI . S ULULATION AND MULTIPLIER ANALYSIS OF THE MODEL 
It was pointed out in Chapter I that an econometric model of the type 
described here can be put to several uses. One of such uses is the 
calculation of realistic ex ante forecasts for the GDP and its components. 
ïTie others are the simulation of historical periods and the calculation 
of multipliers for various alternative fiscal and monetary policies. 
The absence of adequate data beyond the sample period precludes the 
use of the present model for ex ante forecasting. Such forecasts are of 
utmost importance because it is with some truth that one can say that the 
ultimate objective of econometric model building is the generation of 
reliable ex ante forecasts of the main macroeconomic magnitudes. Nonethe­
less, the model and its results are still useful. The model can be used 
to simulate historical periods and to calculate multipliers. In particular, 
we want to use the model to investigate the results of simulation experi­
ments of changes in government consumption expenditures, government 
investment expenditures, autonomous changes in the price of exports and 
autonomous changes in the volume index of world trade. Such an exercise 
is of interest in that it enables us to forecast what would or could happen 
under a variety of conditions. Such conditions might involve policy 
decisions affecting, say, government consumption expenditures or shifts 
in some variables which have less direct policy implications like changes 
in the price of exports. Furthermore, a comparison of the effects of 
changes in elements of the system contributes to an understanding of the 
structure and the dynamic properties of the model and the economy which 
it represents (49, p. 69). 
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To carry out the simulation and multiplier analysis, we should take 
into account the presence of lagged endogenous variables in the model. 
Since the vector of predetermined variables is made up of the vector of 
lagged endogenous variables and the vector of exogenous variables, it can, 
accordingly, be partitioned into these two vectors, so that the reduced 
form can be written as 
Yj. = [n^ n2][„ ] 
= + :2Yt-i [6.1] 
where ^ is the vector of lagged endogenous variables and is the 
vector of exogenous variables. 
Considered as a dynamic system, Equation 6.1 is capable of making 
forecasts of current endogenous variables over a period of years when it 
is provided with observed values of exogenous variables over this period 
and values of lagged endogenous variables for only the first year of the 
period. In successive years, it can draw upon its own past forecasts to 
provide values for the remaining predetermined variables. The application 
of this process gives us a numerical solution of finite difference equa­
tions (18, p. 47). We shall henceforth refer to this solution as simula­
tion A — a control (or base) simulation in which all the policy variables 
are kept at their original level — against which we want to compare other 
simulation results (50, p. 133). 
The multiplier, conceptually, measures the effects on the economy of 
an exogenous change. Traditionally, it is the ratio of a final change in 
total output to the autonomous change in spending that induced it. The 
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shock of the autonomous change causes a disruption of the equilibrium, but 
if the system is stable, equilibrium will be restored eventually. In a 
static framework, the multiplier is measured as a change in total output 
from the first equilibrium point to the second, whereas the dynamic 
multiplier is measured as the ratio of the initial change and the differ­
ence between the initial equilibrium output and the output at any point 
in time on the way to the second equilibrium (49). In either case, all 
exogenous variables, except the one providing the autonomous shock, remain 
unchanged, so that any comparison between the initial output and the output 
sometime after the change reflects only the Induced effects of the 
autonomous change. 
To analyze policy effects through policy simulations requires a 
measurement concept different from the traditional multiplier. The concept 
used here is dynamic; it refers to the difference between the two paths 
of output and at a point in time rather than the difference between an 
initial output and the output later in time (18, 49). This more general 
approach is required because in the actual economy exogenous elements like 
government consumption expenditures may vary from year to year, keeping 
the economy in a state of flux. Hence no stable equilibrium base exists 
and, to measure the effects of a single autonomous change, the effects 
of all other changes taking place must be accounted for first. This is 
done (see page 95) by running a control simulation in which all the 
policy variables are held at their present levels (50, p. 133). Other 
simulation runs would then be made, each time changing one of the policy 
variables, while holding the others constant. The difference between 
the two paths (i.e. between simulation A and any other simulation run) 
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can be attributed solely to the autonomous change. Examined after one or 
more years, the differences are analogous to dynamic multipliers. In 
the long run these differences may approach a constant, analogous to an 
equilibrium multiplier (49, p. 71). We want to refer to these differences 
(defined as H) as the impact of a policy and it is calculated as 
^ i refers to variable 
H . Y®, t - Y* t 
t - 1, 2 ... 15 
The concept of multiplier, on the other hand, is reserved for the ratios 
derived by dividing H by the change (in the initial year) in the policy 
variable concerned. The usefulness of these multipliers lies in the fact 
that they facilitate the comparisons of the effects of different policies. 
In this study we shall be concerned, most of the time, in analyzing these 
differences (i.e., impacts of policies) and the multiplier will be 
calculated, under each policy change, only for the GDP. 
In the proper sense of the word, we do not have many policy variables, 
i.e., policies that are directly controlled by the policy maker. Hence we 
shall not investigate differences in policies by, say, methods of multiple 
comparisons and neither shall we be interested in finding the "best", 
"second best", etc. policies by methods of multiple rankings. In effect, 
we shall limit our scope to studying the impact of policies and dynamic 
multipliers. 
A. Effects of a Ten Percent Increase in Government Investment Expenditures 
Table 9 shows the response of the endogenous variables to a once-and-
for-all 10% increase in government expenditures (which amounted to about 
1.62 million pounds) initiated in the first year only. Precisely the table 
Table 9. Effects of a ten percent increase in government investment 
expenditures 
Variable^ 
1 2 3 4 5 6 7 
Cna 2.940 -1.310 0.683 -0.1660 0.2040 0.0300 0.0940 
Ca 0.089 -0.027 0.015 0.0030 0.0050 0.0020 0.0030 
IP 0.269 0.134 0.152 0.1150 0.1080 0.0920 0.0820 
M 0.648 0.074 0.138 0.0430 0.0570 0.0370 0.0360 
•pd 0.113 -0.034 0.019 -0.0020 0.0070 0.0020 0.0030 
li 0.360 -0.132 0.081 -0.0140 0.0260 0.0060 0.0120 
Yd 4.167 -1.240 0.693 -0.0940 0.2530 0.0840 0.1390 
Cp 3.039 -1.340 0.698 -0.1690 0.2090 0.0320 0.0960 
YP 0.237 -0.083 0.050 -0.0080 0.0170 0.0050 0.0080 
z -0.237 0.082 -0.050 0.0080 -0.0170 -0.0050 —0.0080 
yNA 4.279 -1.280 0.711 -0.0960 0.2600 0.0870 0.1420 
Y 4.279 -1.280 0.711 -0.0960 0,2600 0.0870 0.1420 
Y multiplier 2.640 -0.790 0.438 -0.0590 0.1600 0.0530 0.0870 
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8 9 10 11 12 13 14 15 
0.0530 0.060 0.047 0.044 0.037 0.034 0.029 0.026 
0.0020 0.002 0.002 0.002 0.001 0.001 0.001 0.001 
0.0710 0.063 0.055 0.490 0.043 0.038 0.033 0.029 
0.0300 0.027 0.024 0.021 0.018 0.016 0.014 0.012 
0.0030 0.002 0.002 0.002 0.002 0.002 0.001 0.001 
0.0080 0.007 0.007 0.006 0.006 0.005 0.004 0.004 
0.0940 0.079 0.079 0.072 0.063 0.055 0.048 0.043 
0.0560 0.049 0.049 0.046 0.038 0.035 0.031 0.026 
0.0050 0.005 0.005 0.004 0.003 0.003 0.002 0.003 
-0.0050 -0.005 -0.005 -0.004 -0.003 -0.003 -0.002 -0.003 
0.0970 0.081 3.081 0.074 0.064 0.057 0.050 0.044 
0.0970 0.081 0.081 0.074 0.064 0.057 0.050 0.044 
0.0590 0.050 0.050 0.045 0.039 0.035 0.030 0.027 
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shows the difference between the solution obtained while all the policy 
variables were held constant (simulation A) and the solution obtained while 
the system was shocked by the increase in government Investment expendi­
ture. Some comments can be made about the impact of the policy change 
shown in the table. 
1) The effect of the policy change, on almost all the variables 
(except government deficit or surplus) reaches a peak in the 
first year the policy was introduced, taking on negative values 
during the second and third years, and then leveling down as 
time increases. This is as should be expected. The impact of a 
policy should be greatest during the year it is introduced and 
if it is not sustained, should dampen out as we go into the future. 
2) The impact of government investment on private investment is 
highest during the first year. Unlike the impact on most other 
variables, it does not take on a negative value but it does 
exhibit the same tendency to dampen out with time. 
3) A change in government investment expenditure has no direct impact 
on exports, agricultural GDP and its price index. This may 
reflect the proposition that government investment policy has no 
direct impact on agricultural GDP, a sector that contributes about 
80% of total exports. Of course, this is not to say that other 
government policies do not affect these variables. 
4) The Impact on GDP and nonagricultural GDP is the same for all the 
time periods. This probably reflects the way nonagricultural GDP 
was derived as a residual from total GDP. 
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5) The last row shows the multiplier of the change in government 
investment expenditure on GDP. It is calculated by dividing the 
row that shows the impact of government investment by the change 
in government investment. We can see that it reaches a peak 
during the first year, takes on negative values during the second 
and third years, and dampens off to a value of 0.027 in the last 
period. 
B. Effects of a Ten Percent Increase in Government Consumption Expenditures 
Table 10 shows the Impact of a 10% increase in government consumption 
expenditures (about 2.8 million pounds) on the endogenous variables. 
1) As with the effect of government Investment, the policy impacts 
shown in Table 10 all take on their highest values during the 
first year when the change was introduced. Thereafter, they all 
dampen out, converging to something analogous to equilibrium 
multipliers. 
2) Since government investment and consumption expenditures are about 
the only true policy variables we have, we want to draw some 
comparisons between their impacts. On all the variables, the 
impact of the change in government consumption expenditure appears 
greater than that of the change in government investment expendi­
ture. This may lead one to conclude that an economic policy that 
takes the form of government consumption expenditures exerts 
greater impact on the econony than expenditures on fixed capital. 
When we compare the GDP multipliers for both policies, we find out 
that they are very much the same. And this is not surprising. 
Table 10. Effects of a ten percent increase in government consumption 
expenditures 
Variable 
1 2 3 4 5 6 7 
Cna 5.152 -2.300 1.193 -0.290 0.356 0.052 0.163 
Ca 0.156 -0.047 0.026 -0.004 0.009 0.003 0.005 
IP 0.412 0.234 0.265 0.201 0.189 0.161 0.141 
M 1.132 0.130 0.241 0.075 0.100 0.064 0.064 
0.197 -0.059 0.033 -0.004 0.012 0.004 0.006 
0.629 -0.231 0.143 -0.025 0.045 0.010 0.022 
7.279 -2.183 1.210 -0.163 0.442 0.147 0.242 
Cp 5.308 -2.346 1.219 -0.294 0.366 0.056 0.168 
0.413 -0.144 0.088 -0.015 0.029 0.008 0.014 
Z •0.413 0.144 —0.088 0.015 -0.029 -0.008 -0.014 
yNA 7.475 -2.242 1.242 -0.167 0.455 0.152 0.248 
Y 7.475 -2.242 1.242 -0.168 0.455 0.152 0.248 
Y multiplier 2.640 -0.792 0.438 -0.059 0.160 0.053 0.087 
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8 9 10 11 12 13 14 15 
0.093 0.104 0.082 0.077 0.065 0.059 0.051 0.045 
0.004 0.003 0.003 0.003 0.002 0.002 0.002 0.002 
0.130 0.110 0.097 0.083 0.075 0.067 0.058 0.052 
0.053 0.047 0.042 0.037 0.032 0.028 0.024 0.022 
0.005 0.004 0.003 0.004 0.003 0.003 0.002 0.002 
0.014 0.014 0.012 0.010 0.010 0.009 0.007 0.007 
0.165 0.167 0.138 0.125 0.109 0.096 0.084 0.075 
0.097 0.108 0.086 0.079 0.067 0.061 0.053 0.047 
0.009 0.009 0.008 0.007 0.006 0.006 0.005 0.004 
-0.009 -0.009 -0,008 -0.007 -0.006 -0.006 -0.005 -0.004 
0.170 0.171 0.141 0.128 0.112 0.100 0.087 0.076 
0.170 0.171 0.141 0.128 0.112 0.100 0.087 0,077 
0.060 0.060 0.049 0.045 0.039 0.035 0.030 0.027 
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for if we look back at the derived reduced form on pages 88-89, we 
find out that the coefficients on these two variables are the 
same. This is due to the fact that we cannot really distinguish 
between the multiplier effects of these two policies when the 
change that induced the multipliers are taken into consideration, 
even though their respective impacts on various endogenous 
variables may differ substantially. 
C. Effects of a Ten Percent Increase in the Volume Index of World Trade 
The volume index of world trade (which is here used as a proxy 
for world economic activity) is not really a policy variable. In this 
study, we have merely postulated an autonomous change in it to see its 
effect on the Nigerian economy. Table 11 shows the effects of a 10% 
increase in this index on the endogenous variables. 
Table 11 reveals some interesting facts that should be noted. First, 
the impact on export is a once-and-for-all impact. It takes on a value 
of 11,6 in the first year and dies out. This indicates that change in the 
volume index of world trade that is not sustained does not have a sustained 
effect on exports. We also note from the table that the effect (in the 
first year) on export is greater than on imports. 
The change in the volume index of world trade appears to exert greater 
effects on all the variables than do either government investment or 
government consumption expenditures. Secondly, the GDP multiplier, for 
all the years, is higher for the autonomous change in the volume index of 
world trade than either changes in government investment and consumption 
expenditures. This may reflect the openness of the economy and hence its 
Table 11. Effects of a ten percent increase in the volume index of world 
trade 
Variable 1 2 3 4 5 6 7 
Cna 21.293 -9.506 4.931 -1.200 1.470 0.217 0.674 
Ca 0.647 -0.194 0.108 -0.015 0.039 0.063 0.022 
IP 1.940 0.967 1.094 0.831 0.781 0.663 0.594 
M 4.680 0.534 0.998 0.309 0.412 0.266 0.265 
X 11.697 
^d 0.813 -0.244 0.135 -0.018 0.050 0.047 0.027 
li 2.601 -0.953 0.591 -0.101 0.186 0.044 0.135 
yd 30.084 -9.023 4.999 -0.674 1.829 0.611 0.997 
Cp 21.941 -9.700 5.039 -1.214 1.150 0.230 0.695 
YP 1.170 -0.598 0.363 -0.060 0.110 0.031 0.059 
Z -1.170 0.598 -0.363 0.060 -0.110 -0.031 -0.059 
vNA 30.897 -9.267 5.134 -0.692 1.878 0.628 1.024 
Y 30.896 -9.267 5.134 -0.692 1.879 0.628 1.024 
Y multiplier 5.829 -1.748 0.963 -0.130 0.354 0.118 0.193 
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8 9 10 11 12 13 14 15 
0.385 0.432 0.339 0.317 0.271 0.243 0.212 0.187 
0.015 0.015 0.012 0.011 0.010 0.009 0.008 0.007 
0.518 0.458 0.402 0.355 0.312 0.275 0.242 0.213 
0.216 0.197 0.170 0.151 0.132 0.117 0.102 0.091 
0.019 0.018 0.015 0.014 0.013 0.011 0.009 0.008 
0.057 0.096 0.049 0.045 0.034 0.035 0.030 0.027 
0.683 0.690 0.569 0.518 0.449 0.398 0.349 0.308 
0.400 0.446 0.353 0.328 0.280 0.251 0.220 0.193 
0.0:8 0.039 0.032 0.029 0.025 0.023 0.020 0.018 
•0.038 -0.039 -0.032 -0.029 -0.025 -0.023 -0.020 -0.018 
0.702 0.707 0.584 0.532 0.461 0.409 0.358 0.316 
0.702 0.707 0.584 0.532 0.416 0.409 0.358 0.316 
0.132 0.133 0.110 0.100 0.078 0.077 0.067 0.059 
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sensitivity to world economic activity. This leads one to the conclusion 
that, if by some luck, world economic activity should increase, the 
Nigerian economy would be better off, and that if recession should occur 
abroad (a recession that would manifest itself in a fall in the volume 
index of world trade), the Nigerian economy could suffer. The magnitudes 
of these multipliers could suggest the type (and, perhaps, the dosage) of 
policies that could be put into effect to counter such a recession 
abroad. 
D. Effects of a Ten Percent Increase in the Price of Nigeria's Exports 
As with the volume index of world trade, the price of Nigeria's 
exports is outside the control of the policy maker. The 10% change we 
have postulated for it derives from our curiosity to analyze its effect, 
in the event such a change takes place. Such an exercise is not useless. 
The results of such an exercise could prepare policy makers for a (more 
likely) fall in the price of Nigeria's exports. The relatively high values 
of policy impacts shown in Table 12 should indicate that the effects of 
a fall in the price of exports could be very drastic on the economy and, 
in the event of it taking place, policies should be designed to mitigate 
these effects. 
From Table 12 we can see again that the impact of an increase in 
the price of exports on exports is a once-and-for-all impact; it dies 
out after the first year. The effects of autonomous change in the price 
of exports on other variables appear very high and, as with other policy 
impacts, die out with time. Of particular interest to us is the GDP 
multiplier. For all the time periods they appear very high implying, in 
Table 12. Effects of a ten percent Increase in the price of Nigeria's 
exports 
Variable 
y:ime 1 2 3 4 5 6 7 
Cna 22.250 -9.934 5.253 -1.253 1.536 0.227 0.704 
Ca 0.676 -0.203 0.112 -0.016 0.041 0.014 0.023 
Ip 2.207 1.011 1.144 0.868 0.816 0.693 0.621 
M 4.891 0.558 1.043 0.323 0.431 0.278 0.277 
X 12.223 
ipd 0.849 -0.255 0.142 -0.019 0.052 0.017 0.028 
li 2.718 -0.996 0.618 -0.106 0.194 0.046 0.095 
yd 31.438 -9.429 5.225 -0.704 1.911 0.638 1.042 
Cp 22.928 -10.137 5.266 -1.269 1.578 0.241 0.726 
Y? 1.784 -0.625 0.380 -0.062 0.122 0.032 0.062 
Z -1.784 0.625 -0.380 0.062 -0.122 -0.032 -0.062 
yNA 32.287 -9.684 5.365 -0.723 1.963 0.656 1.070 
Y 32.287 -9.684 5.365 -0.723 1.963 0.656 1.070 
Y multiplier 454.700 -136.300 75.400 -10.100 27.600 9.150 15.000 
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effect, that an increase in the price of exports would have favorable 
effects on the economy and that a fall (if it were a drastic one) could 
have adverse effects on the economy. And this is as it should be. 
Nigeria is a primary producing country. The export sector is an important 
source of foreign exchange and government revenue (through the operation 
of the marketing boards) and the income earned through the export of 
primary commodities support a substantial proportion of the population. 
It is not surprising then that a substantial change in the price of 
exports could exert such high multiplier effects on the GDP. 
Space and time do not permit an extensive simulation analysis. In 
addition to the simulation exercises above, one can analyze changes in 
the various tax rates. This, of course, would involve the re-estimation 
of the reduced form since estimated coefficients are being changed. One 
can also analyze the effects of inflation, through changes in the price 
level. The results of these simulation runs could be very useful. 
Ill 
VII. SUMMARY, CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
The multiplier effect of a change in world economic activity on 
Nigeria's GDP is very high and there does not appear to be much difference 
between the multiplier effect of a change in government investment 
expenditure and that of a change in government consumption expenditure. 
A knowledge of the probable effects of policy variables and autonomous 
changes in some variables outside the control of the policy maker would 
be essential in shaping the direction (and magnitude) of economic policies. 
Such a knowledge can be generated by an econometric model. As a medium-
term planning model that it is, it has the capability of providing policy 
makers with a quantitative basis for assessing the likely effects, on the 
growth of the economy, of alternative tax and expenditure policies. A 
knowledge of the magnitude of dynamic multipliers calculated for these tax 
and expenditure policies is also very useful. They can serve as a frame 
of reference for instituting policy actions to mitigate future departures 
from the desired pattern of economic activity for, in order to change 
existing policies by the correct amount, the effect of each, change must be 
carefully measured both initially and over time. 
We began this study by reviewing the performance of the economy for 
the period 1951-65. We found that, in real terms, it grew at an impressive 
rate of 4.7%. We also found that the economy was (and still is) very 
dependent on the fortunes (or misfortunes) of the agricultural sector and 
the foreign trade sector. It was revealed also that private domestic 
investment constituted about 67% of total capital formation. With regard 
to the public sector, we found out that its share of capital formation 
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was about 32% and that the revenue structure was such that indirect tax 
was very dominant. It may be essential, for purposes of economic control, 
to devise means of directly affecting personal and business Incomes more. 
Chapter III was concerned with a review of the literature. We 
started by reviewing the basic econometric methods Including simultaneous 
equation estimation. The rest of Chapter III deals with a review of 
simulation literature. 
Chapter IV provides the theoretical basis and empirical estimates 
of the model. The estimated model consisted of fifteen endogenous 
variables and seventeen predetermined variables, bringing the total 
number of variables employed to thirty-two. The model was estimated by 
two-stage least squares. 
In Chapter V the reduced form of the model Is presented. Confronting 
the reduced form with the predetermined variables provided a test of the 
predictive ability of the model during the sample period. The actual 
values were regressed against the predicted series and tests were made of 
the accuracy of the fit. While the results were, in general, acceptable, 
there was room for some improvement. 
In Chapter VI we undertook simulation and multiplier analysis of the 
model. Rewriting the reduced form as 
= HlXt + ngY;.! 
we can solve for by Inserting the values of and the value of Y^^ 
for only the first period. In subsequent periods the model is made 
to call upon its own forecast values to generate the values for Y^. 
Simulation runs were made, each time changing the (initial) value of 
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the policy variable we are Interested In. Policy Impacts and dynamic 
multipliers were calculated using the results of these simulation runs. 
We found that the multiplier effects of government Investment and con­
sumption expenditures are the same. We also found that the multiplier 
effects of changes In the volume Index of world trade and the multiplier 
effects of a change In the price of Nigeria's exports are relatively high. 
This suggests that the economy Is much at the mercy of the vagaries of 
international trade. It suggests further that domestic policies should 
always be ready at hand to counter the influence of these outside factors. 
One important conclusion of the study is that a model of the type 
described here can be useful to the policy maker, even in a developing 
country like Nigeria. Such a model would have to be continuously 
re-estimated because an econometric model should be viewed as an ongoing 
process rather than a fixed set of equations. Models, like living things, 
muse continually adapt to a changing environment or become extinct. Such 
a model would help broaden the horizon of the policy maker by presenting 
quantitative estimates of the Impact of his decisions on the economy. 
Some words about future research in this area are in order. We have 
adopted what we believe to be a theoretically plausible form of specifica­
tion (at least within data limitations) for the equations. This is not to 
say that Improvements cannot be made. Our estimation technique is probably 
one of the best we can have. The greatest improvement that can be made Is 
with the data. We have had several occasions to call attention to the 
shortcomings of the data employed in this study. The rather erratic 
behavior of some of the variables can be handled in three ways. The first 
is to convert the annual data to quarterly data, because quarterly time 
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unit has some advantages. First, the behavior of economic units becomes 
obscured as the time unit lengthens. Thus quarterly models are more 
useful for analyzing economic behavior. Secondly, regression models are 
estimated on the assumption of constant structure. Quarterly models 
provide a relatively large number of observations over a short time period. 
The hypothesis of constant structure is more easily maintained for shorter 
time period. Thirdly, quarterly models indicate the deterioration of 
economic conditions more rapidly than annual models. 
The second solution may be the use of first differences. This 
solution has some advantages too. First, in short-run analysis and 
forecasting the present position is known, and ceteris paribus, will 
continue. The important question is what change from that position will 
result from projected changes in other factors. The use of first 
differences serves to focus the power of the analysis on these changes. 
Secondly, the use of first differences minimizes the effect of slowly 
moving variables such as population, taste and technical change without 
explicitly introducing them into the analysis. The net effect of changes 
in these factors is represented in the constant term of the equation. 
Thirdly, use of first differences minimizes the complications produced 
by data revision when the model is applied. Revisions usually alter the 
level at which variables are measured, rather than their year-to-year 
variation. Finally, the autocorrelation of residuals from time series 
regressions causes a downward bias in calculated standard errors, giving 
an exaggerated appearance of precision to the result. The use of first 
differences serves to reduce this bias. 
A third solution to the data problem may be the use of nonlinear 
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estimation technique. As pointed out on page 90, when an equation has a 
tendency to underestimate or overestimate, it could reflect poor approxi­
mation of structural changes by linear relationships. The use of nonlinear 
estimation technique could solve this problem. 
Finally, if and when the data become available, the usefulness of the 
present model (or any future model) would be greatly enhanced by the 
Inclusion of production functions (the agricultural GDP and nonagricultural 
GDP can both be best explained by production functions), demand for labor 
function and price determination equations, a monetary sector and, probably, 
some sectoral disaggregation of the variables. As an example of the latter, 
the investment equation csn be disaggregated into investment in housing and 
residential construction and investment in fixed plant and equipment, while 
the import demand function can be disaggregated into durables and non-
durables. A future model that has some of the features of the present work 
and which incorporates these suggestions would be a useful tool in the 
hands of policy makers. 
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Cna Ca Ip M X 
A1 p2 A P A P A P A P 
715.6 677.8 41.6 38.9 37.2 29.6 92.3 76.3 105.0 89.4 
746.7 741.2 42.2 43.6 44.2 39.1 93.5 92.2 90.4 96.5 
762.0 757.4 43.8 43.4 47.0 44.6 106.4 108.7 108.9 96.3 
817.0 814.3 46.2 44.8 52.8 50.8 127.1 133.8 121.5 116.9 
869.4 864.9 48.0 46.7 60.0 58.9 157.0 155.7 117.9 125.7 
862.8 876.8 48.3 50.0 64.8 64.9 170.8 172.3 130.6 128.6 
876.1 913.7 50.6 51.2 67.5 70.7 175.6 182.7 118.1 121.1 
905.6 929.2 57.4 59.0 64.7 80.7 190.6 206.7 121.9 140.8 
948.1 1004.2 57.8 62.8 61.8 84.7 211.5 227.7 146.0 149.8 
1134.0 1167.3 66.0 66.9 69.7 86.5 243.6 245.7 146.2 164.7 
1113.1 1114.6 66.2 67.6 97.7 88.8 249.6 253.4 165.2 160.5 
1143.9 1220.6 66.6 70.8 112.5 119.3 228.1 278.8 164.0 174.9 
1210.6 1270.3 76.7 76.3 122.2 140.1 219.6 287.9 176.0 182.7 
1289.3 1341.9 76.7 81.3 136.2 156.8 274.2 307.1 196.7 201.2 
1274.4 1374.8 77.0 81.0 168.6 106.7 343.2 335.7 239.2 197,8 
= actual. 
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Al p2 A P A P A P A P 
521.0 499.1 74.0 75.2 34.5 34.1 25.0 25.9 806.6 769.9 
529.7 522.2 72.0 76.4 35.7 36.2 39.7 34.1 865.3 849.8 
545.0 562.2 78.0 77.7 39.5 36.4 42.2 36.9 880.7 858.5 
575.3 576.4 86.0 82.5 38.5 38.1 47.8 44.8 952.6 921.3 
589.2 585.4 90.0 86.3 39.7 39.8 50.7 51.8 980.7 983.5 
568.7 606.2 94.0 90.4 40.5 40.1 48.5 54.6 952.7 990.7 
579.9 623.6 96.0 92.1 37.7 40.8 54.2 59.3 989.9 1020.5 
672.2 650.6 93.0 93.6 20.7 23.7 72.5 86.0 998.6 1065.8 
704.5 702.1 91.0 92.3 21.4 26.2 81.3 95.5 1076.7 1176.1 
799.9 744.3 89.0 91.7 24.1 28.3 93.4 103.9 1220.4 1300.3 
776.9 792.6 93.0 93.6 26.1 26.7 99.1 99.1 1224.5 1277.8 
804.8 809.8 100.0 97.7 26.1 30.2 97.4 112.4 1282.2 1305.4 
870.8 821.9 96.0 98.7 27.4 33.9 103.2 124.8 1392.2 1444.5 
866.7 874.1 96.0 98.1 28.9 38.0 127.2 138.1 1433.7 1536.1 




Çe Yp Z Y^^ Y 
Al p2 A P A P A P A P 
1. 757.2 716.7 32.9 39.1 12.1 5 .8 320.1 304.8 841.1 803.9 
2. 788.9 748.8 59.7 54.4 -5.4 -0 .09 371.4 363.7 901.1 885.9 
3. 805.9 800.1 63.5 58.9 —0.8 3 .7 375.2 332.7 920.2 894.9 
4. 863.2 859.1 55.7 59.7 11.3 7 .3 415.7 382.8 991.1 959.4 
5. 917.4 911.8 99.7 92.9 -15.0 -8 .1 431.3 437.8 1020.5 1023.3 
6. 911.1 926.9 103.6 96.8 -19.2 -12 .4 424.4 424.3 933.2 1030.6 
7. 926.7 964.9 110.6 104.4 -20.0 -14 .1 447.9 437.7 1027.7 1061.4 
8. 963.0 1059.3 97.4 101.0 -9.3 -12 .9 347.1 538.8 1019.3 1085.5 
9. 1005.9 1160.9 98.7 114.5 12.2 -3 .6 393.6 581.3 1098.1 1183.3 
10. 1200.7 1234.3 135.9 137.2 -12.0 -13 .3 444.6 618.3 1244.5 1262.6 
11. 1179.3 1182.3 137.9 133.0 -10.6 -5 .6 473.7 511.9 1250.6 1304.5 
12. 1210.5 1280.5 138.9 142.6 -11.6 -15 .3 503.5 625.7 1308.3 1401.6 
13. 1287.0 1379.6 156.6 160.0 -19.3 -22 .7 548.7 756.6 1419.6 1478.6 
14. 1366.0 1425.3 174.2 176.4 -15.6 -17 .8 605.8 858.1 1472.6 1559.1 
15. 1351.2 1485.7 189.4 189.6 -14.9 -15 .1 690.0 816.8 1560.9 1686.0 
» actual. 
= predicted. 
