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Abstract
This paper provides some counterexamples to Cantor’s contributions
to the foundations of Set Theory. The paper starts with a very basic
counterexample to Cantor’s Diagonal Method (DM) applied to binary
fractional numbers that forces it to yield one of the numbers in the target
list. To study if this specific case is just an anomaly or rather a deeper
source for concern, and given that for the DM to work the list of num-
bers have to be written down, the set of numbers that can be represented
using positional fractional notation, W, is properly characterized. It is
then shown that W is not isomorphic to R, the set of all real numbers.
This fact means that results obtained from the application of the DM to
W in order to derive properties of R are not valid. After showing that
W can be trivially well-ordered, application of the DM to some shuffles
of the ordered list of the set of binary numbers W2 is proven to always
converge to a number in the list. This result is then used to generate a
counterexample to Cantor’s DM for a generic list of reals that forces it
to yield one of the numbers of the list, thus invalidating Cantor’s result
that infers the non-denumerability of R from the application of the DM
to W. After this apparently anomalous result we are forced to question
Cantor’s Theorem about the different cardinalities of a set and its power
set, and by means of another counterexample we show that Cantor’s The-
orem does not actually hold for infinite sets. After analyzing all these
counterexamples, it is shown that the current notion of cardinality for
infinite sets does not depend on the "size" of the sets, but rather on the
representation chosen for them. Following this line of thought, the con-
cept of model as a framework for the construction of the representation
of a set is introduced, and a theorem is proven showing that an infinite
set can be well-ordered if there is a proper model for it. To reiterate that
the cardinality of a set does not determine whether the set can be well-
ordered, a set of cardinality ℵℵ00 = 2
ℵ0 = c is proven to be equipollent
to the set of natural numbers N. The paper concludes with an analysis
of the cardinality of the ordinal numbers, for which a representation of
cardinality ℵℵ00 is proposed.
1
1 Introduction
The contributions of Georg Cantor to Set Theory [1, 2] have been controversial
since their very inception. Perhaps his most shocking and counterintuitive result
is the apparent existence of different types of infinity. His Diagonal Argument to
show the different cardinalities of the natural and real numbers is particularly
noteworthy, and has pervaded other areas of mathematics such as Logic and
Computability theory.
In this paper we will see that the cardinality of infinite sets seems to be
determined by the representation we choose for them, rather than by their
"size". We will also demonstrate that Cantor’s Diagonal Method (DM) can be
forced to produce one of the listed numbers under some conditions.
Since attacking such a controversial yet widely accepted theory will surely
face some strong opposition, the paper is mostly structured around counterex-
amples that are easy to explain and verify. The paper follows the research path
the author, which should make it more approachable to general readers. Those
familiar with Cantorian Set Theory may want to skip directly to Section 7.
In this paper we will start with a minimalistic counterexample to the DM
and analyze it to see where it leads. We will find that the DM works not on the
set of reals R, but on the set of writable numbersW. The fact that these sets are
not isomorphic is the source of the DM’s apparently paradoxical consequences.
In particular it will be proved that for some orderings of the setW2 of numbers
writable in base 2 the DM always yields a number on the list. Using this result
and the fact that the DM needs to enter Wb for some base b will permit us
to show in section 7 that there are shufflings of the list of all numbers in R
that force the DM to yield one of the numbers of the list. This result effectively
invalidates the most widely accepted proof of the non-denumerability of the real
numbers.
This erratic behavior of Cantor’s DM leads us to questioning the validity of
Cantor’s Theorem, which states that a set and its power-set always have different
cardinality. While this is obviously true for finite sets, Cantor relied on the DM
to demonstrate its validity for infinite sets; and after seeing the counterexamples
for W2 and W10 for the special case of the non-denumerability of the reals we
are forced to examine his general result in more detail. Ultimately we are able to
provide a specific counterexample to Cantor’s Theorem by producing a bijection
between the set of non-negative integers and its power-set in section 8.
In section 8.1 we introduce the Applicative Numbering model to sort a set
of size ℵℵ00 = 2
ℵ0 = c. This proves that cardinality by itself is not a limiting
factor for whether a set can be well-ordered or not. In fact, we see in section 9
that there are very specific conditions that a representation of a set must verify
for it to be well-orderable. The most important conclusion of the paper is that
the standard positional numbering model (section 9.2) does not meet one of the
conditions, which is the main reason why the DM has been incorrectly taken to
imply that R is non-denumerable.
To conclude, the paper presents some tentative models for the real and the
ordinal numbers, and implications to the Continuum Hypothesis are discussed.
2
2 A minimalistic counterexample to Cantor’s Di-
agonal Method
Cantor claims that for every infinite list of reals in [0, 1), all of them different,
it is possible to find a number not contained in the list by application of his
Diagonal Method (see for instance [3] for a basic introduction). Table 1 presents
one simple counterexample using a list L1 of binary fractional numbers. The
third column shows the antidiagonal number D¯ resulting from the Diagonal
Method (DM) applied to L1 up to digit n, where the notation ï¿œ|k is used to
denote truncation of the string of digits up to digit k. The fourth column shows
where in the list L1 can the partial result D¯ (L1) |n be found.
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Table 1: A list L1(n) of fractional binary numbers and the partial results of
the antidiagonal number D¯ up to digit n. Fourth and fifth columns show every
partial antidiagonal result is already in the list.
We can see that: (1) any partial result of the DM, D¯ (L1) |k, is equal to the
next number on the list L1(k + 1), and (2) the limiting antidiagonal number D¯
is equivalent to the very first number on the list.
There is nevertheless a difference in form between the antidiagonal number
and the first number of the list: one uses 1-ending representation and the other
0-ending. This fact was known to Cantor and Dedekind (see [4], p.191) and it’s
usually overlooked as an irrelevant inconvenience to Cantor’s arguments. Yet,
if we are going to be perfectly strict, we need to completely understand if this
is a cause for concern or not, and why.
For now let’s just agree that the binary strings 0.10000... and 0.01111...
both represent the same real number 1/2. After this rather trivial observation,
Table 1 seems to suggest that the DM doesn’t work as expected for at least one
list L1. And that happens neither (1) after any finite number of steps, nor (2)
after extrapolation to the limiting result (that is, after an infinity of steps).
Note that in Table 1 there are no dots after the partial results, since these
are finite strings of length k for any number of iterations k. Note as well that
these partial strings ensure the current D¯ (L1) |k—of length k—is different from
any of the strings found on lines 1 to k, that is, up to any finite number of
iterations. Cantor’s argument extrapolates these partial results to the case
where k grows to infinity, which he envisions should make sure the limiting
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D¯ (L1) = limk→∞ D¯ (L1) |k is different from every string in the list, and should
therefore correspond to a completely new number not contained in the list.
However, after the admittedly simplistic counterexample shown in Table 1,
the generalization of Cantor’s extrapolation to any list of reals doesn’t seem to
be as straightforward as it may have first appeared, because, at least in principle,
there is nothing preventing every partial antidiagonal result of k digits D¯ (L) |k
from being found somewhere ahead of line k in an infinite list L. In the example
shown above this happens to occur just on the next line, k + 1—and for that
matter on any lines after k. This shows the list may in fact contain a subsequence
that converges to the same limiting number D¯. It is not clear then what the
purpose of the DM actually is: does it find one of the limits of the list? Does
the limit even belong to the same set as the numbers being listed? These are
important details that we need to study in order to determine the soundness of
Cantor’s Diagonal Method.
Moreover, is the set of reals properly represented when symbolized by a list
of character strings written in positional fractional notation? We will see in the
next section that this is not the case.
3 The set of all numbers that can be written
The key point to understand where the problems with the DM originate is that
real numbers don’t "have" digits. For instance, pi is defined as the ratio of
the length of a circle to its diameter; there are no digits in this, in principle,
purely geometrical description. However, it is very convenient to use positional
fractional notation in base 10 to say that pi is about 3.1416, provided we don’t
forget that this concatenation of digits is not pi itself. The fact that the DM
targets a list of written numbers means that it is not targeting R directly, but
rather a convenient representation of it, W. This seemingly trivial observation
has serious consequences, as we shall see. To begin with, it means we have to
be very careful when deriving properties of R through the analysis of the set of
writable numbers W, especially if they happen to be completely different sets.
We will study the question within this section.
Most of what follows are well-known elementary math results. However, I
haven’t been able to find them collected to specifically characterize the set of
writable numbers W, so they are included here for completion.
First of all, we need to define what a writable number is: a number writable
in positional fractional notation for some natural base b > 1 is a finite string of
digits smaller than b and with a dot separating the integer and fractional parts
of the number:
∀b > 1 ∈ N : w = wp . . . w1w0.w−1w−2 . . . w−q ∈Wb ⇔ p, q ∈ Z
+ ∧ 0 ≤ wk < b ∈ Z
+
(1)
A + or − symbol may be placed at the beginning of the string to indicate the
sign of the number, but since negative numbers are of no interest for the matter
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discussed in this paper, we will assume from now on that W only concerns
non-negative numbers.
These writable numbers are just the standard numbers we use every day,
with b = 10 being the most common base (decimal numbers). The numbers
in base b = 2 (binary numbers) are also important, being the most convenient
choice for computational applications.
It is easy to show that the set of all numbers that can be written in a given
base b, Wb, is not isomorphic to the set of real numbers R because (1) every
writable number inWb has an image in R (its value), but (2) there are numbers
in R that cannot be written in Wb.
The real value x of a writable number w inWb can be obtained by summation
of the products of its digits to the powers of b according to the position of the
digits in the string:
Val :Wb → R (2)
w = wp . . . w1w0.w−1w−2 . . . w−q ∈Wb (3)
x = Val (w) ≡
∑p
k=−q
wk · b
k ∈ R (4)
The real number x and its fractional positional number notation w are different
things indeed, but this is easy to forget given our routine use of W10 to speak
about numbers in R. For instance, given that the string w = ”123.5” and its
corresponding real value x = Val (”123.5”) = 1 · 100 + 2 · 10 + 3 + 5/10 = 123.5
happen to be the same written string may make us unconsciously identify w with
x, and therefore W10 with R for any number. Yet, the number x in R described
by 123.5 in decimal can also be written down as 1111011.1 in binary; x is neither
of those strings. These seemingly trivial comments will be very relevant when
we realize that some of Cantor’s derivations suffer from an implicit association
of W with R. This association breaks down when we consider numbers with an
infinite tail of digits, with the exception of the trivial terminations ...000... and
...(b-1) (b-1) (b-1)..., which do have equivalent writable representations within
Wb.
It is easy to show thatWb is in fact a subset of Q, the set of rational numbers.
The proof is a well known result:
∀w = wp . . . w1w0.w−1 . . . w−q ∈Wb : ∃z ∈ Z, ∃n ∈ N|Val (w) =
z
n
∈ Q (5)
Proof : Val (w) =
p∑
k=−q
wk · b
k =
∑p
k=−q wk · b
q+k
bq
=
z
n
∈ Q
To show that Wb is a proper subset of Q we just need to prove that some
numbers in Q (and therefore in R) cannot be represented with a finite number
of digits:
∀b > 1 ∈ N ∃x ∈ Q | ∄w ∈Wb : Val (w) = x (6)
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Proof : Take x =
1
p
∈ Qwith p prime and p > b
Assume ∃w ∈Wb | x = Val (w) = Val(0.w1w2 . . . wn)with n ∈ N⇒
⇒
1
p
=
w1b
n−1 + w2b
n−2 + · · ·+ wn
bn
⇒
⇒
bn
p
= w1b
n−1 + w2b
n−2 + · · ·+ wn ∈ N⇒ p divides b (contradiction)
Therefore Wb is a proper subset of Q and thus of R:
Val (Wb) ⊂ Q ⊂ R (7)
However, the closure of Wb for any b is the set of all real numbers written in
that base Rb:
∀b > 1 ∈ N : Cl (Wb) = Rb (8)
And therefore the value of the closure is the set of all real numbers R:
∀b > 1 ∈ N : Val (Cl (Wb)) = Val (Rb) = R (9)
We can prove 9 by showing that any real number can be approximated to any
level of precision using a written positional expansion:
∀x ∈ R ∀ε > 0 ∈ R ∃w ∈Wb | ‖x−Val(w)‖ < ε (10)
Proof : ∀ε > 0 ∃k ∈ Z+| − k < logb ε⇒ b
−k < ε
w = x|k = xp . . . x1x0.x−1x−2 . . . x−k ∈Wb ⇒
⇒ ‖x−Val(w)‖ = 0.00 . . .00x−k−1x−k−2 . . . < 0.00 . . .01 = b
−k < ε
To complete the characterization of Wb, and because it will be of use in
following sections, it is interesting to note that the set can be expressed as the
internal direct sum of the subset of numbers with null fractional part WIb and
the subset of numbers with null integer part WFb :
Wb =W
I
b ⊕W
F
b (11)
WIb ≡ {w = wp . . . w1w0.w−1w−2 . . . w−q ∈Wb |Val (0.w−1 . . . w−q) = 0} (12)
WFb ≡ {w = wp . . . w1w0.w−1w−2 . . . w−q ∈Wb |Val (wp . . . w1w0.0) = 0} (13)
Which is straightforward since every element w in Wb can be expressed as
the sum of one element from WIb (its integral part) and another from W
F
b (its
fractional part):
w = wp . . . w1w0.w−1w−2 . . . w−q = wp . . . w1w0+0.w−1w−2 . . . w−q = ⌊w⌋+{w}
(14)
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It is easy to see that the set of values of the elements in WIb is Z
+, so we
could write that WIb is just the representation of Z
+ in base b, Z+b :
WIb = Baseb
(
Z+
)
≡ Z+b (15)
Z+ = Val
(
WIb
)
(16)
On the other handWFb is the set of fractional real numbers in [0, 1) which can be
written down using finitely many significant digits. We can denote this interval
as [0, 1)
Wb
to distinguish it from the representation in base b of the fractional
reals [0, 1)b, which contains numbers with infinitely many significant digits:
WFb = [0, 1) ∩Wb ≡ [0, 1)Wb (17)
Val ([0, 1)Wb) ⊂ Val ([0, 1)b) = [0, 1) ⊂ R (18)
Therefore, using (11), Wb can be seen as the Cartesian product of the set of
integers in base b with the set of those fractional numbers in [0, 1) that can
actually be written down. This means Wb is missing some elements present in
the positional fractional representation of R in base b, Rb:
Wb = Z
+
b × [0, 1)Wb ⊂ Z
+
b × [0, 1)b = R
+
b (19)
There is nothing really new on the results shown so far in this section: it is
well known that some real numbers require a never-ending expansion of digits
when written in fractional positional notation. Some of these are irrational
or transcendental, but many others are just rationals. Nevertheless, it was
important to characterize W properly in order to show more interesting results
in following sections.
The differences between W and R directly mean that it is impossible to
write a list of all real numbers using positional fractional notation, since some
numbers just can’t be written with finitely many digits. Cantor could have
stopped there, but instead moved further ahead, applying the DM to a list of
written numbers without realizing he wasn’t targeting R, but a different set,W.
He concludes then that there are “more” numbers in R than those on any list
of writable numbers (which in a way is true, as we have seen). But from there
(or, more precisely, after he determined the cardinality of R to be 2ℵ0 plus the
application of the DM to support Cantor’s Theorem) he incorrectly infers that
the reason had to be that R is "unlistable" (non-denumerable). We will see in
more detail why this inference is not justified in the following sections of the
paper and provide some supporting counterexamples.
Regarding the previous paragraph, an important remark must be made:
some readers may argue that by considering tails of infinitely many digits we
can in fact target R instead of W; unfortunately this is irrelevant, because the
DM only considers digits at finite positions, so those numbers with infinite tails
are completely indistinguishable to the DM from numbers in W. Therefore,
the only quality that could differentiate those “unwrittable” reals from members
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of W is not used at all by the DM. We will later exploit this weakness of the
DM to produce a counterexample that invalidates its application to proving the
non-denumerability of R.
We will see in the next section that W can actually be well-ordered and is
therefore denumerable. After that we will apply the DM to one ordered list of
W, and find the key result that for W2 the DM can be forced to always yield a
number explicitly written in the initial list (this is not always true when using
other bases b>2). We will combine this result with the weakness mentioned in
the previous paragraph to construct the equivalent counterexample for the list
of all real numbers.
4 A well-ordering for all binary writable numbers
W2
From now on I will be moving to binary numbers since they produce more
compact tables and are enough to prove that the DM cannot be used to justify
the non-denumerability of the reals. Most of the results we’ll find can be applied
to other bases b>2. Some versions of the DM for b=10 are studied in Section
6.
To well-orderW2 we first need to well order is fractional partWF2 = [0, 1)W2
by finding a bijection that maps any non-negative integer to a number in WF2
and vice versa. Fortunately this is not difficult to do: just revert the order of the
digits of every binary non-negative integer n = x1x2 . . . xk to create a fractional
number between zero and one. This Digital Inversion (DI) process operates as
follows:
DI : Z+ → [0, 1)W2 ⊂W2 ⊂ R (20)
n = x1x2 . . . xk ∈ Z
+, xi ∈ {0, 1} (21)
DI (n) = DI (x1x2 . . . xk) ≡ 0.xk . . . x2x1 ∈ [0, 1)W2 (22)
An algorithm that applies the DI function to an enumeration of the set of non-
negative integers Z+ using base 2 results in the list LDI shown in Table 2.
Note that for fractional numbers with finitely many significant digits the DI
function is invertible, and can therefore be used to find the position in the list
of the fractional number:
Pos (x = 0.x1x2 . . . xk) = DI
−1 (0.x1x2 . . . xk) = xk . . . x2x1 = n ∈ Z
+ (23)
The function DI therefore establishes a bijection between Z+ and [0, 1)
W2
which
suffices to produce a well-ordering of [0, 1)
W2
.
If a fractional number has infinitely many significant digits the DI function
can still be used to find the position in LDI of every approximation up to any
digit k :
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Table 2: The list LDI of all possible fractional numbers that can be written in
base 2.
DI−1 (0.x1x2x3 . . . |k) = xk . . . x2x1 = n ∈ Z
+ (24)
Note that the way LDI is constructed trivially guarantees that every block of
2n consecutive lines contains all possible fractional numbers that can be written
using any combination of n digits. This by the way implies that any partial
fractional number 0.x1x2 . . . xk can be found not only at position n = xk . . . x2x1
but also at infinitely many positions 1xk . . . x2x1, 10xk . . . x2x1, 11xk . . . x2x1,
100xk . . . x2x1, ... ahead of line n in LDI.
Note also that every possible real number x in the closed interval [0, 1] is
either in LDI or is a limit of it. The proof is essentially the same used to show
that Cl (Wb) = R in the previous section 10.
Moving on, we just showed that [0, 1)
W2
is denumerable, and we saw before
that W2 is equivalent to the Cartesian product of Z
+
2 and [0, 1)W2 . Therefore,
a list of all binary writable numbers can be composed using Cantor’s procedure
for enumerating the rational numbers. In this way we can create a 2D matrix
listing on one axis the set of non-negative integers and on the other the ordered
set of all writable fractional expansions LDIas shown in Table 3.
We then traverse it diagonally to obtain a sorted list of all binary writable
numbers in W2:
L (W2) = {0.0, 0.1, 1.0, 0.01, 1.1, 10.0, 0.11, 1.01, 10.1, 11.0, 0.001, 1.11, 10.01, 11.1, 100.0, . . .}
(25)
Since L (W2) is just an ordering of the elements of W2, the closure of L (W2) is
the set of all real binary numbers R2, as we saw in section 3:
Cl (L (W2)) = Cl (W2) = R2 (26)
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Table 3: The Cartesian product of the integer and fractional parts of W2.
These results can be easily generalized to any other base different than 2, mean-
ing that all Wb can be well-ordered and are therefore denumerable.
Note however that the closure of Wb cannot be well-ordered in the same
lexicographic fashion as Wb is, since infinitely many elements of the closure
require infinitely many significant digits and therefore correspond to the same
limiting "position" of infinity (this is what Cantor actually found, but that the
reals are not denumerable does not follow from this fact, as we shall see in section
9.2). Nevertheless, some numbers in the closure’s boundary are equivalent in
R (that is, have the same value) to members of Wb, namely all those that end
in an infinite tail of repeated 0 digits or of repeated (b-1) digits. This will be
essential to demonstrate that the DM fails in general to provide a non-listed
number in base 2, as presented in the next section.
I’ll be using the notation L (S) throughout the paper to denote a listing of a
given set S, as done above without introduction. This will imply that S admits
a well-ordering, that is, can be put into one-to-one correspondence with the set
of non-negative integers. We may then write LDI = L ([0, 1)W2 ; DI) where the
element after the semicolon indicates the mapping function. We can make the
well-ordering property for a set S explicit by writing ∃L (S).
5 Application of the DM to LDI
Direct application of the DM to LDI results in the limiting numberD = 0.11111 . . .
which doesn’t belong to [0, 1) nor is explicitly written on the list, even if ev-
ery partial expansion 0.11111 . . . |k is. A simple way to make it converge to a
number in a finite position of the list is to apply a shuffle S to the rows of LDI,
generating a new list L
′
DI. Consider this very simple shuffle S0:
S0 : Z
+ → Z+ (27)
S0 (n) =
{
1− n if n ≤ 1
n if n > 1
(28)
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When applied to LDI, S0 swaps the first two rows. Let’s define L
′
DI (n) =
(S0 ∗ LDI) (n) = LDI (S0 (n)) and see what the application of the DM yields for
this case; the result is shown in Table 4.
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Table 4: A shuffling of the list of all writable numbers in [0, 1) and the result
of the application of the DM.
And we see that the value of the limiting antidiagonal number D¯ actually
matches that of the first number on the list; also, any partial result of the DM
can be found somewhere ahead on the list. Here, again, we need to be especially
careful in keeping in mind that the strings inW2 and the numbers they represent
in R are different objects. So, it doesn’t matter that L
′
DI (0) = 0.10000 . . . and
D¯
(
L
′
DI
)
= 0.01111 . . . are different binary strings, because their values in R are
the same: Val
(
L
′
DI (0)
)
= Val
(
D¯
(
L
′
DI
))
= 1/2 ∈ R
To make this distinction clear we can think of the DM as a black box that
takes a list of reals L and outputs a real number D¯ (Figure 1). Inside the box
we first have to convert the list of reals to a list of strings in Wb using a base b
positional fractional notation; from those strings we obtain the diagonal number
Db, and from it the antidiagonal number in base b, Db. Application of the Val
function to Db yields the final output D¯ ∈ R.
So, to summarize what we saw in this section, we started with an infinite
list L
′
DI of reals, all of them different, put them through a black box called DM
and obtained an output D¯ whose value actually matches that of one of the reals
in L
′
DI. This seems to indicate that Cantor’s Diagonal Argument can’t possibly
work in general, since we have found at least one specific case where it fails
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Figure 1: A block diagram representation of Cantor’s Diagonal Method (CDM)
using base 2.
to produce a number not on the input list. Furthermore, L
′
DI contains every
fractional number that can be written, so it is not at all clear how the situation
could be more or less favorable for the DM if we consider as well the missing
unwritable reals in [0, 1).
It may be that this counterexample is just an anomaly, and that the DM
actually works well for the list of all reals L (R). But we will see in section 7
that this is not the case: the DM also fails for the list of all reals in [0, 1). Before
that, however, we need to address a minor detail on the implementation of the
DM black box.
6 Addressing other variants of Cantor’s Diagonal
Method
Some readers may point out that the lists provided so far are "wrong", because
we are supposed to make sure the numbers on the list use the 1-ending repre-
sentation of the real numbers that have the infinite termination ...xyz01111...
instead of the equivalent 0-ending representation ...xyz10000... This requirement
appears in many texts discussing the DM (e.g. [5, 6]) and seems to have origi-
nated in 1877 when Dedekind pointed it out to Cantor as a potential problem
with Cantor’s proof of the equipollence of R and Rn (see [4], p.191).
If we are to use the 1-ending criterion we may have to discard 0 and target
(0, 1) or (0, 1] instead of [0, 1), because 0 doesn’t have an equivalent 1-ending
representation. In any case, applying any of these extra conditions doesn’t make
any significant difference to the performance of the DM. To prove it let’s create
a version of the list without 0.0 in it and using the 1-ending version of the
numbers to obtain a new list L
′′
DI meeting these more stringent requirements.
The result is presented in Table 5 where it can be seen that the DM also
yields a listed number when using the 1-ending representation for the input list.
Note that in this case we didn’t even need to add a shuffle function to make
it converge to a number explicitly on the list. Here I must again remind the
reader that the strings in L
′′
DI and D¯ are in positional notation and we still need
12
to apply the Val function (4) to obtain the actual numbers they represent in R.
In this way we observe Val
(
L
′′
DI (3)
)
= Val
(
D¯
(
L
′′
DI
))
= 3/4 ∈ R.
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Table 5: A binary representation of the list of all writable numbers in [0, 1)
using 1-ending termination and the result of the application of Cantor’s Diagonal
Method.
Other flavors of the DM concern the number base used. In base 10, which
is the variant most commonly used in popular math books, you can prevent
the antidiagonal number from converging to an explicit number on the list by
choosing the replacement digits properly. Table 6 summarizes the results for
some implementations of the DM in base 10 found in math vulgarization books
when applied to LDI. The most commonly found version is the one that adds 1
to every digit modulo 10, and can be found in Stephen Hawking’s "God Created
the Integers" [6] and many others [3, 7]; this version can be forced to fail, and
the same happens with D. R. Hofstadter’s variation [8] that subtracts 1 from
every digit modulo 10. On the other hand, R. Penrose’s version [9] cannot be
forced to yield a number on the list, and the resulting antidiagonal number is an
unwritable rational. W. Dunham’s approach [10] uses random digits, which can
neither be forced to fail (but note that random numbers cannot be generated
by a purely mathematical process—they require an entropy source, which is a
physical device).
With regard to the replacement digit criterion, the base 2 case for the DM
is especially hopeless. Given that in base 2 there are only two available symbols
it is always possible to find a shuffling of the list that forces a never-ending
...111... or ...000... trivial termination for the antidiagonal number, which as we
have seen converges to numbers in the closure of W2 that are also representable
within W2. This situation can ultimately be forced because the positional frac-
tional notation is more efficient at producing strings (numbers) than the DM is
at discarding them. Considering that LDI only needs log2 (n) digits to represent
13
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Table 6: Results of the application of the DM to LDI in base 10 for some of the
variants found in popular math vulgarization books.
the number at line n and the DM needs to swap digit n to clear the number
at line n, this implies the DM will eventually find an area where there are no
longer any significant digits (meaning the trivial ...111... and ...000... infinite
terminations on the list). Consequently, the DM will—for infinitely many ap-
propriate shuffling functions of LDI, if needed—end in a constant tail of 1s or
0s (depending on the flavor chosen for the DM), thus converging into a num-
ber that can be represented by a finite number of digits and will therefore be
explicitly contained within LDI.
7 Application of the DM to a generic list of reals
What if instead of applying the DM to L ([0, 1)W2) we used L ([0, 1)) as an in-
put? Would the DM produce a noticeably different result? That could perhaps
indicate that the DM can tell apart lists of denumerable sets and list of (pre-
sumably) non-denumerable sets–although it is very unlikely because the DM
black box (Figure 1) requires first to write down the numbers using positional
notation, and there are no more written numbers than those in L (W).
In this section we will just demonstrate that some orderings of L (R) also
force the DM to yield an antidiagonal number D that is already in L (R). The
proof relies in the previously mentioned fact that the DM cannot distinguish
unwritable real numbers (with infinitely many significant digits) from numbers
in W, and therefore we can make sure our input list of reals yields one of the
numbers of the list by replicating, for instance, the "skeleton" of the list L
′′
DI
shown in Table 5—which we know forces the DM to fail.
So we start with a list LR = L ((0, 1]) which we assume contains all real
numbers in (0, 1] written using 1-ending termination and proceed to construct
a reordering of it, L
′
R, in the following way:
1. Start by making L
′
R = LR.
2. Find the number 3/4 (the real value of 0.101111 . . .2) in L
′
R and move it
to line 3, shifting the rest of the list as needed.
3. Starting from line 1, check if the k th binary digit of L
′
R (k) using 1-ending
representation matches that of L
′′
DI (k). If it does, do nothing; otherwise
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look ahead in L
′
R until you find an index m such that L
′
R (m) matches the
k th digit, then swap lines m and k in L
′
R.
4. Repeat step 3 until the whole list has been reordered.
An example of application of this procedure is shown in Table 7.
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Table 7: A reordering L
′
R of the list LR of the reals in [0,1) so that its diagonal
and third element match those of L
′′
DI.
With this reordering of LR we are sure to obtain L
′
R (3) when applying
the binary DM, since L
′
R and L
′′
DI are indistinguishable to the DM. Figure 2
summarizes what we have achieved.
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Figure 2: The list L
′
R of the reals in [0,1), which has been specially engineered
to force Cantor’s Diagonal Method to yield the third element of the list when
working on base 2. Note that the DM block must always operate within a proper
subset of R, Wb.
We can then conclude that there is at least one shuffling of LR that forces
the DM to yield a number explicitly listed. Therefore we have just proved that
it is not true that for any given list of the reals in (0,1] the DM is always able
to produce a number not on the list.
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Also, we have shown that the representation of the input list plays an es-
sential role in the outcome of the procedure: in base 2 we can force the DM
to fail, but for other bases b>2—and some careful selection of the replacement
digits—it can still perform as expected. We will see later that this is not a
mere coincidence, and that the cardinality of infinite sets is determined by the
representation we choose for modeling them rather than on their "size".
But first, let us analyze the relevance of the DM to Cantor’s Theorem, which
ultimately is what is assumed to guarantee the existence of infinite cardinalities
higher than ℵ0.
8 A counterexample to Cantor’s Theorem for in-
finite sets
The ultimate reason why the DM has no relation to the cardinality of R is that
Cantor’s Theorem does not hold for infinite sets. After all, the result of the
DM alone would just be that one single element is missing from the list, which
by itself is not enough to prove a difference in cardinality. In combination with
Cantor’s Theorem it may however have some ground.
Cantor’s Theorem establishes that it is not possible to put one set in corre-
spondence with its power-set. While this is certainly true for finite sets, it’s not
at all obvious for infinite sets, since in principle we have as many elements as we
may need. A refutation is therefore required, and a counterexample is probably
the best way to do it . To produce it we need to introduce some concepts first.
A selector or indicator function χC over a set A permits to choose a subset
C by taking the value 1 for the elements that belong to C and 0 for the rest:
C ⊂ A (29)
χC : A→ {0, 1} (30)
χC (x) =
{
1 if x ∈ C
0 if x /∈ C
(31)
If the original set A is ordered in a list LA the indicator function can take the
shape of a binary string wC where the position of its zeros and ones indicate
the positions of those elements in LA that belong to the subset C :
wC ∈W
I
2 (32)
wC = xn . . . x1x0 ∼ χC ⇔ xi = χC (LA (i)) ∀i ∈ {0, . . . , n} (33)
For example, we can choose the subset {3, 22} from the ordered set L = {3, 42,
2, 22} with the binary number c = 1001.
Using this representation we can see that for a set A of n elements there are
2n possible subsets. The collection of all those subsets is called the power set of
A, P(A). Cantor’s Theorem asserts that Card(A) < Card(P(A)) for every non-
empty set A, which in practice means that it is not possible to find a bijection
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between any set and its power-set, including the case where A is an infinite set.
Applying the theorem to the set of natural numbers N, which has cardinality
ℵ0, results in ℵ0 < 2
ℵ0 = c, where c is the cardinality of the set of real numbers
R. For Cantor this result implies that it is impossible to create an ordered list
that contains all real numbers, and thus that R is a non-denumerable set.
The demonstration of Cantor’s Theorem, however, uses the diagonal argu-
ment, which we have already seen is not reliable in some situations. We need
to determine if application of the DM within the context of Cantor’s Theorem
is justified or not.
We have already seen thatWI2 is isomorphic to Z
+
2 and the equivalence shown
in (33) seems to indicate that the set of selectors for Z+ can be well-ordered.
Let us consider the set of non-negative integers and their corresponding
binary representation, shown in Table 8 below, where s indicates the successor
function. I’m writing the non-negative numbers using the successor function to
again remind the reader that natural numbers, like the reals, don’t have digits
either—they are abstract objects that, incidentally, are convenient to represent
using positional notation.
Table 8 establishes a bijection between any number in Z+ and its binary
representation string in WI2 = Z
+
2 . Now, the binary representation is just a
choice function of the different powers of 2 which are themselves the numbers
in Z+; every digit 0/1 indicates if the number signaling the power is included in
the choice or not. This basically means that the power-set of Z+ is equipollent
to Z+, and therefore their cardinalities have to be equivalent. Since we can
use as many as ℵ0 digits, the set of binary indicators has cardinality 2
ℵ0 ; but
we know the set of binary integer numbers also has cardinality ℵ0 because it
is Z+ itself. Therefore we must conclude that 2ℵ0 = ℵ0, implying at the same
time that Cantor’s Theorem can’t possibly hold for infinite sets and that the
cardinality of the continuum c is likely to be equivalent to that of the natural
numbers ℵ0.
Note that this actually shows that the representation we choose for Z+ is
what ultimately determines its cardinality type: using the successor representa-
tion we get cardinality ℵ0, while using binary positional notation we get 2
ℵ0 ; and
using a factorial numbering system [11] we would get cardinality ℵ0!. The set
Z+ has still the same “size” of∞ in all three cases. A similar situation happens
with the set of rational numbers Q: using the positional fractional numbering
representation yields a cardinality of 2ℵ0 for Q while the p/q representation
results in a cardinality of Card (Z× N) = ℵ0; Q does not suffer any variation in
size because of the change of representation. The relevance of the representation
in the determination of the cardinality of a set is covered in detail on the next
section.
Note as well that once we have provided such an obvious bijection (basically
from Z+ to itself) between an ordered infinite set and its power-set, we don’t
even need to discuss what may be the results of the application of the DM to
the selector list in Table 8. In any case, the application yields the antidiagonal
object ∆¯ = . . . 11112 which is usually regarded as the selector for the whole set
Z+. However, we can see this not to be the case, since it selects more than
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Table 8: A bijection between the set of non-negative integers n in Z+ and their
binary representation, which actually matches the set of choice functions of the
integer powers of 2 whose sum is n. The shaded areas delineate the 2k blocks
that contain all possible choices over the first k integers; when all ℵ0 integers
are used the block corresponds to the whole list which must therefore contain
2ℵ0 elements.
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integer numbers:
∆¯ = . . . 11112 = lim
n→∞
n∑
k=0
1 · 2k =
∞∑
k=0
1 · 2k = 1 · 2∞ + · · ·+ 1 · 20 (34)
And we can see that this potential selector is also choosing infinity, which is
not a member of the set of integers. Therefore, whatever the object ∆¯ happens
to be, it is not the selector for all the integers. We need to remember at this
point that objects in the closure of a set may not belong to the set (the limits of
converging rational sequences may be irrational for instance), which is precisely
the case here.
In fact, we can see that there is no selector for the whole Z+ by way of a
contradiction: assume we have a selector for all z ∈ Z+; therefore, since we
have selected all of them and because they are ordered, there must be a last
element w that we have selected; however, since w ∈ Z+ so does S (w) = w+1;
this means our selector hasn’t selected all numbers. It is impossible to select all
numbers in Z+ and so the selector for the whole of Z+ simply does not exist.
This points to an interesting characteristic of infinite sets: they can be de-
fined or described, but not completely realized. It is easy to determine if an
object x belongs to Z+ just by checking if it satisfies the properties of the ele-
ments in Z+, but enumerating or listing every object that may satisfy them is
not possible. This would be a trivial remark were it not for completed infinity
being an essential part of transfinite number theory.
We could counter-argue that WI2 does not cover all possible selections that
may exist, but that is not sufficient to invalidate the fact that ℵ0 = 2
ℵ0 . In Table
8 we have an ordered set with ℵ0 elements paired to another ordered set that
has 2ℵ0 elements, and this pairing is surely a bijection because we are matching
Z+ to itself (actually we are matching one representation of Z+ to another
representation of Z+, but we will show in section 9 that the bijection is preserved
when we demonstrate that both the successor and positional representations
form proper models for Z+). This is similar to pairing off the set of rationals to
the even numbers to prove the rationals have cardinality ℵ0: we may have left
some numbers out somewhere, but both sets have preserved their cardinalities
in the pairing.
8.1 The Applicative Numbering Model
To further ratify that differences in cardinality are not the main reason for a set
being denumerable or not, we will show another representation for the integers
that also has cardinality c: consider the limit case where a positional notation
system with ℵ0 available symbols (number base b =∞) is used to represent N.
In this situation we can construct up to ℵℵ00 different strings of finite length.
We will now show that such a set can be well-ordered.
It is evident that well-ordering the set Nℵ0 of ℵ
ℵ0
0 elements is not possible
using the regular lexicographic ordering because we would exhaust the set of
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indices Z+ before reaching two digits’ strings; the lexicographic order is there-
fore not a suitable mapping function for a proper model of such a set (proper
numbering models are covered in full on the next section).
In order to tackle the problem we need to ensure that every isolated symbol
will appear at a finite position and also that all possible combinations of any
number of symbols will be present in the list. A potential approach is to group
the strings in blocks that use up to n digits using up to n symbols. This results
in a recursive structure that introduces new symbols only when required while
keeping the string length growing steadily.
The block structure for this Applicative Numbering model can be generated
by reordering the standard lexicographic representation so that every string that
involves either the last nth symbol or requires n digits is moved to the end of
the block; the initial part of the block is the applicative numbering for up to n-1
digits using up to n-1 symbols, thus ensuring the recursive structure needed.
Table 9 below shows the applicative block structure for the strings of up to 3
digits using up to 3 symbols.
The shading in the right column of Table 9 shows that the applicative block
for (n, n) is composed of three main parts: the initial one is the applicative
block for (n-1, n-1) and the last one—which uses exactly n digits—matches
that of the standard lexicographic ordering; the middle part of the (n, n) block
contains all strings that require less than n digits but contain the nth symbol at
least once, and should therefore be after the (n-1, n-1) part. Note as well that
the (n-1, n-1) block also follows the same recursive pattern.
Working in this way we can see that the addition of another symbol will not
interfere with the previously listed elements, and also that strings of any length
are eventually reached.
The cardinality of the applicative set of up to d digits using n symbols is
the number of applications from the set of symbols to the set of digits:
A[1, d]n = n+ n
2 + · · ·+ nd−1 + nd =
nd+1 − 1
n− 1
− 1 (35)
And the limit when using up to ℵ0 symbols and ℵ0 digits is:
lim
n→ℵ0
A[1,n]n =
ℵℵ0+10 − 1
ℵ0 − 1
− 1 =
ℵℵ00
ℵ0
− 1 = ℵℵ0−10 − 1 = ℵ
ℵ0
0 (36)
And we can see that with the applicative numbering we can well-order sets of
cardinality ℵℵ00 . Since we know that ℵ
ℵ0
0 = 2
ℵ0 = c [12], we have therefore
shown again that a set of cardinality c can be well-ordered.
9 General considerations for well-ordering a set
To order a set S we need to find a bijection between it and the set of non-
negative integers. What is often overlooked is that the bijection is not between
S and Z+, but between a representation of S, R(S ), and a representation of
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Table 9: Standard lexicographic ordering and applicative ordering of all the
strings with up to 3 digits using 3 symbols.
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Z+, R(Z+). This translates into restrictions on the representations used, which
must be able to express any element of the sets being modeled.
In general, we normally define a set using a group of properties or axioms.
This declarative definition of the set does not in principle have to produce any
elements of the set (except perhaps the identity and null elements). For this task
we normally rely on a model M (S ) of the set S that constructs representations
of the elements of S. For instance, an abstract set such as R can be defined by
declaring the properties that its members must satisfy; then we use the standard
model that uses positional fractional notation to generate real numbers in the
form of strings of digits. We now need to determine if this standard notation
has any shortcomings for representing the set of real numbers.
In general we can assume the model M of a set S to be composed of a rep-
resentation R, a constructor function Rep and a value function Val. The repre-
sentation R(S ) describes members of S using strings formed over an alphabet
Σ of symbols or characters, and is therefore a subset of the Kleene closure Σ∗.
The constructor function Rep generates the corresponding representation in R
of an element in S, while the value function Val translates those representations
back into S.
M (S) = {R (S) ; Rep; Val; Σ} (37)
R (S) ⊂ Σ∗
Rep : S → R(S)
Val : R(S)→ S
The model must obviously preserve the values of the elements of S, and for this
the Rep and Val functions must satisfy Val(Rep(x)) = x for all x ∈ S. However,
it is not necessary for Rep(x) to be unique; that is, an element x may have more
than one representation; for instance, consider 2/3 and 4/6, which represent the
same rational number 0.66666...
We say the model M (S ) is valid, M (S)
v
|= S, if every element x in S has a
representation Rep(x ) in the closure of R(S ) that preserves its value.
M (S)
v
|= S ⇐⇒ ∀x ∈ S ∃r = Rep (x) ∈ Cl (R(S)) |Val (r) = x (38)
We say the model M (S ) is exhaustive,M (S)
e
|= S, if the values of the elements
in the boundary of the representation ∂R (S) = Cl (R(S)) \R(S) don’t belong to
S or, for those that do belong to S there is already an equivalent representation
within R(S ).
M (S)
e
|= S ⇐⇒ ∀r ∈ ∂R (S) : Val (r) /∈ S ∨∃r
′
∈ R (S) |Val
(
r
′
)
= Val (r) ∈ S
(39)
Finally, we say that M is a proper model of S, M (S)
p
|= S, if M (S ) is both
valid and exhaustive.
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M (S)
p
|= S ⇐⇒
(
M (S)
v
|= S
)
∧
(
M (S)
e
|= S
)
(40)
Once we find a proper model for a set S, it is straightforward to find a well
ordering for S, because R(S ) is always a set of strings that can be lexicograph-
ically (or applicatively) sorted into a list LR(S) = L (R (S)). The model being
exhaustive means LR(S) can then be paired with Z
+ without missing any ele-
ments in S, because when z → ∞ the objects Val
(
LR(S) (z)
)
either no longer
belong to S or have a previous equivalent representation for some finite z’. Any
duplicated elements in R(S ) can later be trimmed into a simplified R’(S ) by se-
lecting the representation that comes first in LR(S), leaving a bijection between
Z+ and R’(S ), and therefore between Z+ and S.
We have seen that having a proper model for a set S means that the set can
be well-ordered. Now we will see if the converse is true. If a set S accepts a well-
ordering through a function F : Z+ ↔ S then we can use Z+b for any base b as
the representation of S, with Rep (x) = F−1 (x) as the constructor function and
Val (x) = F (x) as the value function: M (S) =
{
Z+b ; F
−1; F ; {0, . . . , b− 1}
}
.
Now, since F is a bijection there are no elements in S without a representation,
which means M (S ) is valid. Also any elements in the closure limz→∞ F (z)
must either not belong to S or be already represented for some finite z’, because
otherwise F wouldn’t be a bijection; this means M (S ) is exhaustive.
We can thus justify the following theorem:
∃L (S)⇔ ∃M |M (S)
p
|= S (41)
This theorem can be used as a constructive framework for Zermelo’s Well-
Ordering Theorem, reducing the proposition that any set accepts a well-ordering
to an equivalent one that asserts that any set accepts a proper model.
Also, once we have a proper model M for a set S we can use M (S ) to
represent S for any set-theoretic operations—e.g. finding bijections between S
and other sets.
We can see now, for instance, that the model of the non-negative numbers
Z+ using concatenations of the successor function is valid because every element
in Z+ can be represented in such a way. It is also exhaustive because the only
element in the limiting boundary limn→∞ s
n (0) =∞ does not belong to Z+. It
can therefore be used to well-order Z+.
9.1 Proving WI2 is a proper model for the set of selectors
of Z+
In order to justify the conclusions found in section 8 regarding Cantor’s Theorem
it is important to prove thatWI2 = Z
+
2 is a proper model for the set of indicators
of Z+ which as we have seen is equivalent to the power-set of Z+, P (Z+). For
this we need to show that it has the properties of being valid and exhaustive.
We can see the model is valid because any collection C of elements from Z+
would result in a binary selector with 1s in finite positions only (because the
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elements of Z+ are all finite numbers), and would therefore be equivalent to a fi-
nite non-negative binary integer (proof: it is bounded above by 2⌊log2(max(C))⌋+1
which is finite). This means the selector for any subset C ⊂ Z+ will be equiva-
lent to a finite binary number in Z+2 , and therefore Z
+
2 is a valid model for the
set of indicators of Z+.
To see the model is exhaustive we can see that elements in the closure of Z+2
are only valid selectors if they start with an infinite head of zeros; this makes
them belong to the interior of the closure. Limiting indicators in the boundary
of the closure are not valid indicators because they include 1s in non-finite
positions, thus selecting infinity which is not an element of Z+. As a corollary,
we can also see here that it is not possible to select an infinity of only integers
because the indicator number for C is bounded below by 2Card(C) − 1 which
means that any selection of an infinity of integers would be selecting infinity as
well.
Thus, Z+2 is a proper model for the set of indicators of Z
+ and therefore a
proper model for the power-set P (Z+). This justifies the conclusions derived in
section 8 on the applicability of Cantor’s Theorem to denumerable infinite sets.
9.2 The standard positional numbering model
We can also see that the standard positional fractional notation model Mstd
shown below is valid for N, Z+, Q+ and R+, because for any element of those
sets there is a positional fractional string of digits in the standard model. In
the case of N and Z+ the model is exhaustive, because the only element in the
boundary of the set, ∞, does not belong to them.
Mstd (S) =


Rstd (S) ≡ Cl (Wb) ;
Repstd (x ∈ S) ≡
{
wi =
⌊
x · b−i
⌋
mod b
}i=∞
i=−∞
;
Valstd (w = {wi} ∈ Rstd) ≡
∑i=∞
i=−∞ wi · b
i;
Σ = {0, . . . , b− 1, ”.”}


(42)
In the case of Q and R the standard model is not exhaustive, because there
are elements that require an infinity of digits in their representation and are
therefore in the limiting boundary of the representation ∂Rstd. For the rationals
the situation can be easily corrected by augmenting (or replacing) the standard
representation with a new one Rpq (Q) which includes strings of the form p/q,
where p and q use the standard model for the integer and natural numbers
respectively. With this change we now have finite representations equivalent
to those infinite ones in the boundary that have a periodic tail of fractional
digits (e.g. 2/3 or 4/6 for 0.6666... ). The remaining elements in the boundary
are irrational numbers, that don’t belong to Q, so this extended model is now
exhaustive. With the p/q representation we can then well-order the rationals
as Cantor did.
For R the situation is more complicated. Some real numbers in the boundary
of the representation ∂Rstd (R) can be accounted for by introducing functions
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in the representation such as square roots or logarithms, but there are tran-
scendental numbers that seem to escape simple algebraic reductions. We can
therefore state the important result:
¬
(
Mstd (R)
e
|= R
)
⇒ ∄L (Rstd (R)) (43)
That is, the standard positional representation of the real numbers can’t be well-
ordered. This is what Cantor actually demonstrated. From that, however, he
incorrectly inferred that the set of reals cannot be well-ordered. The inference
would be justified if the standard model was the only possible model for the
reals. In reality however:
∄L (Rstd (R)); ∄L (R) (44)
because there might be other alternative representations available for R, as we
will see in the next section.
We can now understand why Cantor’s diagonal argument seemed to imply
that the cardinality of R was greater than that of N, even if both sets are
equally infinite: it was just because standard model is not exhaustive for R;
therefore, any bijection F between Z+ and the standard representation of R will
always leave out some elements in the boundary of the representation. Cantor’s
diagonal process—as well as his 1874 nested interval formulation—are actually
ways to fetch one of those elements left out by the chosen F.
We can now also understand that infinite sets may have several valid and
exhaustive representations with different cardinalities: for instance, Z+ has car-
dinality ℵ0 when represented using the successor model, cardinality 2
ℵ0 when
using the standard binary model, cardinality ℵ0! when using a factorial number-
ing system and cardinality ℵℵ00 when using the applicative numbering model.
With this new knowledge, the question now is how to find a proper repre-
sentation for the real numbers that is both valid and exhaustive.
10 A proper model for the set of real numbers
As mentioned previously, the standard positional fractional model is not a
proper model for R, which means it can’t be used to well-order R. However, it
is still a valid model, so it can be used to write down any individual real number
we may need to point to. Now, remember that the positional fractional notation
is just a model for the set of real numbers, not the set of real numbers itself. In
order to find a proper model for R we need first to understand what R is.
The most compelling assumption is that R is the collection of numbers (ob-
jects that satisfy the properties of the elements of R) produced by a set of math-
ematical algorithms. Huntington in 1917 ([5], p.16) writes “it should be noticed
that what we are here required to grasp is not the infinite totality of digits in the
decimal fraction, but simply the rule by which those digits are determined”–and
those rules are the algorithms that ultimately generate the numbers. By that
time, however, there was no general way to encode algorithms (programs), and
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Huntington contemporaries tended to use “...” to indicate “and so on”, assuming
the reader would be able to “grasp” the rule governing the omitted digits of a
number string. Yet without a very specific context the use of the “...” notation
is of course always ambiguous; but even if it wasn’t, strings of digits are not a
good choice for encoding algorithms.
The idea of numbers as the results of algorithms was further developed by
Turing in 1936, with the introduction of Turing machines as a general way to
encode the algorithms [13]. A proper modern alternative to model these “rules”
that define the real numbers could be, for instance, the set of strings that output
a scalar real number when parsed by Mathematica or Maple. This is of course
a conjecture, but note that it is not very different from the Church-Turing
thesis, which assumes without proof that any computable function is Turing-
computable. Under such an assumption we would be using a finite alphabet Σ
(consisting, for instance, of the ASCII character set) and restricting ourselves to
finite strings, since a program of infinite length never yields a final return value.
The cardinality of this algorithmic representation Ralg (R) would therefore be
ℵ0.
Following this idea, notice that there is little difference between the fractional
notation string of a number x and an imperative program that implements its
standard Val function. In fact, it can be argued without much controversy that
the string “123.5” is but a shorthand for the algorithm “x = 1ï¿œ100, x = x +
2ï¿œ10, x = x + 3ï¿œ1, x = x + 5/10, return x ”.
Now, to see if the numbers-as-algorithms representation can constitute a
proper model Malg for R, we need to check if it is valid and exhaustive. Since
the Val function for the standard positional numbering model is but a simple
algorithm, it is clear that the representation of real numbers as the result of
algorithms is valid. To see if this representation is exhaustive we need to show
that every real number that may be the result of an infinite algorithm can be
proved to be equivalent to the result of another finite algorithm. This is easy
(at this point, after the big conjecture made earlier), because the only way to
determine if the result of a given infinite algorithm is equivalent to a real number
is because there is a finite process we can use to verify the infinite algorithm
converges to that particular real number; that means there is an equivalent finite
algorithm to produce the number. Here we need to keep in mind that the infinite
algorithms we have to consider are not only infinite strings of decimal digits but
arbitrary infinite strings generated in the Kleene closure of our alphabet Σ. This
means that most of those infinite strings will be malformed and will map to 0
or some predefined value; others may diverge to infinity or include a division
by zero or equivalently invalid operations along their infinite list of instructions.
The important thing is that those infinite strings that actually represent real
numbers are those that can be reduced to equivalent finite strings representing
those same numbers; otherwise we would generate a contradiction: there could
be a specific infinite string that we know converges to a real number but there
is no finite algorithm (mathematical proof) to demonstrate the equivalence.
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11 The Continuum Hypothesis
The original form of the Continuum Hypothesis as posed by Cantor in 1878 was
concerned about the possibility of other cardinals existing between ℵ0 and c.
This is now known as the Weak Continuum Hypothesis (WCH) [14]. Since we
have shown that ℵ0 = 2
ℵ0 we can give a positive answer to the WCH in the
sense that there can’t be any other cardinals in between, because ℵ0 and c are
equivalent.
As for what is now commonly called—after Hilbert—the Continuum Hy-
pothesis (CH), which questions if c = ℵ1, what we have seen so far reduces the
CH to whether the statement ℵ0 = ℵ1 is true or not. At this point we need
to remember that transfinite number theory was originally motivated by the
apparent existence of sets of higher cardinality than N, but since we have shown
that the power-set operation for infinite sets does not actually produce “bigger”
sets, there doesn’t seem to be any evidence or need for infinities “bigger” than
ℵ0. In any case, if we follow Cantor’s definition that ℵ1 is the cardinality of the
set of countable ordinals ω1 ([1], p.169;[5], p.76) then we just need to see if the
cardinality of ω1 can be proved equipollent to ℵ0 or not.
11.1 The cardinality of the set of ordinal numbers
The ordinal numbers are an extension of the elements of N assuming the suc-
cessor operator can continue after exhausting them. For this reason, a new
element ω is introduced. Combinations involving natural numbers, ω and the
operations +, × and ^ are formed until again we reach a new limiting expres-
sion. At this point a new element ε0 is introduced. The same pattern is repeated
indefinitely, adding new elements as required. This necessarily results in a set
of finite strings (formulas) composed of symbols from an infinite alphabet Σ,
which as shown in section 8 yields a set of cardinality ℵℵ00 . A potential problem
with this approach could be the need to comprehend transfinitely many ordinal
numbers (see [15], p. 274), which would in principle exhaust an alphabet of just
ℵ0 symbols; a straightforward solution is to use a transfinite ordinal γ to index
a general symbol εγ . A similar situation may happen with the operators in-
volved in the formulas, so we can collect them under an indexed hyper-operator
Hγ = {+, ×, ^, ↑↑, . . .} (see [16, 17]).
A modelM (ω1) for the set of ordinals ω1 thus requires an unending alphabet
Σ = {1, H, (, ), ω, ε, . . .} with new symbols added as needed. Using unary
notation (base b=1) any natural number can be represented as a concatenation
of the symbol 1.
Note that here we are just concerned with whether any ordinal number can be
written in some way, independently of the underlying theory T being consistent
or meaningful. With this in mind, we may just assume that any new definition
or constructive theorem added to T will result in the addition of a new symbol
or group of symbols to the alphabet Σ. As shown above, even the addition of
transfinitely many new objects can be done with just one new symbol indexed
by a transfinite ordinal. The assumption of Σ having ℵ0 symbols simply means
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that we have at our disposal as many symbols as we may need. In this sense, the
ultimate question regarding the cardinality of the set of ordinals is equivalent
to asking if we can always construct a finite string that unequivocally refers to
any specific ordinal knowing that we can use as many symbols as we want.
Cantor established that any ordinal number can be represented using a poly-
nomial of ordinal numbers, known as the Cantor Normal Form (CNF) of the
number. The constructor function for the model thus simply needs to write
down the CNF of any given number using the symbols in Σ; since there are
many equivalent strings to any given input we can select the one that is mini-
mal by some predefined criterion (e.g. coming first in the applicative ordering).
Similarly the value function for the model takes an input string of symbols from
Σ and outputs the equivalent CNF polynomial. In summary we have:
M (ω1) =


R (ω1) = Σ
∗;
Rep (x ∈ ω1) = min {r ∈ R |Val (r) = x} ;
Val (r ∈ R) = CNF (r) ;
Σ = {1, H, (, ), ω, ε, . . .}


(45)
Now we need to determine if such a model is valid and exhaustive.
One thing that is clear is that having as many symbols as we want gives
us a lot of freedom. It is difficult to conceive needing more than an infinity
of symbols, since that would mean the underlying theory T has more than
infinitely many definitions or theorems, something that is simply impossible to
comprehend or conceive for a human being.
The closure of the set of strings formed with the current set of symbols
necessarily yields a single maximal limit element (proof: the set of ordinals
is well ordered, so if there are two limiting expressions one of them has to be
maximal or otherwise both tend to the same limit). A new single symbol is then
introduced to represent that limit element and the process continues indefinitely.
This process of generating the alphabet Σ, which adds a new element at a time, is
analogous to the generation of the natural numbers with the successor operation,
which necessarily yields a cardinality of ℵ0 for Σ.
So, is this model valid? Well, for any input ordinal in CNF notation there
is a string in M (ω1) with replicates the CNF formula replacing its symbols
with symbols from Σ. Also, assuming there is an ordinal not covered by M (ω1)
we can just add another symbol to Σ; and note that even if Σ already has
ℵ0 elements we can still add another denumerable infinity of symbols without
problems by using the Hilbert’s Hotel strategy. The conclusion must therefore
be that M (ω1) is valid.
As for the model being exhaustive, in the boundary of the closure of R (ω1)
there are limiting strings which are either invalid (malformed strings, which
are discarded) or valid, in which case they must correspond to another simpler
symbol in the alphabet (because, as we just mentioned, that is specifically the
definition of that other symbol). We must again conclude that the model is
exhaustive.
Therefore, M (ω1) is a proper model for ω1 and thus R (ω1) and ω1 are
equipollent, which means they have the same cardinality. As a consequence
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ℵℵ00 = ℵ1 and, since we have proved in section 8 that a set of cardinality ℵ
ℵ0
0
can be put in correspondence with the set of natural numbers, we must conclude
ℵ1 = ℵ0.
There is another way to see that the set of ordinals is of cardinality ℵ0 by
showing that it is a denumerable collection of denumerable sets: letO1 be the set
of strings formed using only the first symbol of Σ, O2 the set of strings formed
using the first two symbols, and so on; all the Oi sets are denumerable, and there
are as many of them as symbols in Σ (which is denumerable), and since a union
of denumerably many denumerable sets is denumerable we have |ω1| = ℵ0. To
make the Oi sets disjoint just consider the collection O
′
i = Oi \ Oi−1 instead,
which guarantees that O
′
i only has strings involving the first i symbols where
the ith symbol appears at least once.
So, again, we see that there is no need or justification for introducing a new
cardinal for the “size” of the set of ordinals.
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