Abstract. We study the gapped topological phases of free fermions through a twisted crossed product C * -algebra associated with the symmetry data of their dynamics. The projective unitary representation theory of a group of symmetries is encoded in its twisted group C * -algebra, which we generalise to the real and Z2-graded setting in order to accommodate time-reversing and charge-conjugating symmetries. The superrepresentation group of the symmetry algebra classifies symmetry-compatible gapped phases, while its K-theoretic difference-group classifies differences between stable homotopy classes of such phases. We discuss the connection between our classification groups and related constructions in the literature on symmetry-protected topological phases. Our classification scheme is a non-commutative version of the twisted K-theory approach of Freed-Moore, and generalises the K-theoretic classification first suggested by Kitaev. It has the advantage of treating all symmetries on an equal footing, and clarifies the origin and robustness of the periodicities and dimension shifts in Kitaev's Periodic Table. 
Introduction
Wigner's theorem says that the symmetry group G of a quantum mechanical system is represented projectively on a complex Hilbert space H as unitary or antiunitary operators. This means that G comes with a continuous homomorphism φ : G → {±1}, with the kernel G u represented unitarily and G a = G − G u represented antiunitarily. Projectivity of the unitary-antiunitary representation is encoded in a generalised 2-cocycle σ : G × G → T satisfying (1) σ(x, y)σ(xy, z) = σ(y, z) x σ(x, yz),
where for λ ∈ T, λ x := λ if φ(x) = +1 and λ x := λ if φ(x) = −1. A projective unitaryantiunitary representation [43] (PUA-rep) θ of (G, φ, σ) is a map x → θ x from G to the unitary-antiunitary group of H , such that θ x θ y = σ(x, y)θ xy , and θ x is unitary (resp. antiunitary) if φ(x) = +1 (resp. φ(x) = −1). As we will see, a PUA-rep of (G, φ, σ) is a special case of a twisted covariant representation of a twisted C * -dynamical system (G, A, α, σ). Here, A is a real or complex C * -algebra, and α is some action of G on A, twisted by a cocycle σ. A PUA-rep is simply the case where A = C as a real C * -algebra, and G acts on A trivially or by complex conjugation. Motivated by constructions in the quantization of charged fields, as well as charge-conjugation and particle-hole symmetries in condensed matter systems, we will study, more generally, Z 2 -graded twisted covariant representations of Z 2 -graded C * -algebras.
One of the aims of this paper is to clarify the link between the symmetry classes of free fermions as discussed in [2, 22, 40, 41] , and the K-theoretic classification of gapped free-fermion phases and topological insulators first suggested in [30] , and expanded upon using twisted K-theory in [18] . In both situations, a tenfold classification was shown to arise. The former classified single-electron Hamiltonians with given time-reversal or charge-conjugation/particle-hole symmetries according to the compact symmetric spaces. Their large-N versions are related to the classifying spaces for the stable unitary and orthogonal groups, and hence to Bott periodicity and the topological K-theory classification of the latter. There is also an algebraic picture of Bott periodicity in terms of Clifford algebras [23, 24, 27, 26] , as well as the Atiyah-Bott-Shapiro [4] construction of the higher K-theory groups of a point. The interrelationship between the time-reversal and particle-hole symmetries, and a compatible gapped Hamiltonian, can be rephrased in terms of Clifford algebras. This observation was made for certain examples in [30] , and expanded upon in several other papers [1, 18, 44] , but in inequivalent ways. The precise connection depends crucially on the definitions of time/charge reversal, as well as the role of the one-particle Hamiltonian in the passage to second quantization. We find it most convenient to distinguish between the neutral and charged cases, and our definitions of time/charge reversal are closest to those of [18] .
The overarching idea in all of the proposed classification schemes, is symmetry and its projective unitary-antiunitary realization, in the spirit of Wigner's theorem. As pointed out in [18] , the tenfold way is not exhaustive, but assumes a certain splitting between the distinguished time/charge reversal symmetries and the rest of the symmetry group. In view of this, we set up our formalism in a fairly general manner, and specialise to certain cases to recover the tenfold way, as well as Kitaev's Periodic Table and the periodicities and dimension shifts therein. Our work can be viewed as an "algebraic" version, or noncommutative generalisation, of the treatment in [18] , dealing mostly with twisted group C * -algebras, and their representations, decompositions and K-theory. We find that the algebraic point of view offers numerous advantages, and clarifies some issues that are obscured by taking a topological point of view. The main results in [18, 30] are recovered in the algebraic language, and it is hoped that the our formalism will be useful in situations where a commutative topological picture is unnatural or even impossible.
1.1. Outline. In Section 2, we set our conventions for describing symmetry-compatible free-fermion systems, which motivate the definitions of graded covariant representations of graded twisted crossed products in Sections 3 and 4. The intimate relation between Clifford algebras and the tenfold way is described in Section 5. We move on to the Ktheoretic classification of symmetry-compatible gapped Hamiltonians in Sections 6 and 7, whose computation is illustrated by examples in Section 8. The special case of band insulators is treated in Section 9, and an account of our generalisation of Kitaev's Periodic Table is given in Section 10.
Positive energy quantization of linear dynamics
Following the general arguments of [18] , elements of the symmetry group G for the dynamics of a quantum mechanical system are presumed to be endowed with Hamiltonian and/or time preserving/reversing properties, which are encoded by a pair of continuous homomorphisms c, τ : G → {±1}. An element g ∈ G preserves (resp. reverses) the arrow of time if τ (g) = +1 (resp. τ (g) = −1); similarly, it commutes (resp. anticommutes) with the Hamiltonian if c(g) = +1 (resp. c(g) = −1). A third homomorphism φ : G → {±1} specifies whether g is implemented unitarily (φ(g) = +1) or antiunitarily (φ(g) = −1).
Writing u t for the unitary dynamics generated by the Hamiltonian H, and g for the unitary/antiunitary representative of g, the time-reversal equation gu t g −1 = u τ (g)t leads to φ • τ • c ≡ 1, so any two of φ, τ, c specifies the third. Often, c ≡ 1 is assumed (i.e. all symmetries commute with the Hamiltonian), then φ = τ and antiunitarity becomes synonymous with time-reversal. However, in our description of free-fermion dynamics, we want to consider symmetries that effect charge-conjugation (see Section 2.3), so we allow for c(g) = −1. Then φ and τ may be independently specified. We also allow the symmetries to be projectively realised, i.e., there may be a non-trivial cocycle σ.
The possibility of charge-reversing symmetries (present or otherwise) for free-fermion dynamics requires, logically, a notion of charged dynamics and charged representations of the canonical anticommutation relations (CARs), as opposed to neutral dynamics and neutral CAR representations. Here, we are borrowing the terminology of Dereziński and Gérard [12, 13] , as well as the algebraic formalism of charged field quantization as can be found in [19] . Neutral orthogonal dynamics more correctly describes neutral (Majorana) fermions. Similar remarks can be made for free bosons and the canonical commutation relations (CCRs), but we will not deal with bosons in this paper. In both the charged and neutral cases, non-degeneracy of the dynamics allows us to distinguish between particle and antiparticle sectors. We would also like both species to be ascribed positive energy in (second) quantization. For instance, in condensed matter applications, the Fermi level (which may be set to 0) of a band insulator lies in a gap of the Hamiltonian, and provides the particle-hole distinction. Both particles and holes have positive energy in the second quantized picture. With these considerations in mind, we outline the formalism of positive energy quantization, and refer to [12, 13] for technical details. We also establish our conventions for symmetries of the dynamics, including time and charge reversal. If Y is instead a complex Hilbert space with complex inner product h, a charged CAR representation over (Y, h) in a complex Hilbert space H is defined to be a complex-linear map a * from Y to the bounded operators on H , such that {a(y 1 ), a(y 2 )} = 0 = {a * (y 1 ), a * (y 2 )}, {a(y 1 ), a * (y 2 )} = h(y 1 , y 2 )1 H , y 1 , y 2 ∈ Y.
In addition, there is a U(1) symmetry on (Y, b) represented as orthogonal operators: θ → e iθ = e Jθ , with J an orthogonal complex structure. Conversely, given a neutral CAR representation ϕ over (Y, b), and an orthogonal complex structure J on (Y, b) (so that θ → e Jθ is a U(1) symmetry), we can define a charged CAR representation over (Y, h), where h is the complex inner product determined by J as described earlier. The complex Hilbert space (Y, h) can be identified with the J-holomorphic subspace Z = {(1 − iJ)y : y ∈ Y} ⊂ Y ⊗ R C, via y ↔ 1 √ 2
(1 − iJ)y =: z. Note that Z is the i-eigenspace of the complex-linear extension of J to Y ⊗ R C. We extend ϕ complex-linearly to Y ⊗ R C; then the charged fermionic fields, defined by a
provide a charged CAR representation over (Y, h).
2.2.
Quantization of non-degenerate orthogonal dynamics. We first consider the neutral case, in which we have a strongly continuous 1-parameter group u t ⊂ O(Y, b) generated by a skew-symmetric A. We assume non-degeneracy, i.e., ker(A) = {0}. The operator A = −A * has a polar decomposition
where
The operator J is Kähler, and provides an orthogonal complex structure. Furthermore, u t = e tJH commutes with J. Extend H and J complex linearly to Y ⊗ C, and let Z be its J-holomorphic subspace. Since H commutes with J, the restriction H Z := H| Z makes sense, and is positive. (1 − iJ)y, and a * (z), a(z) are the standard creation and annihilation operators on Fock space. Writing H = dΛ(H Z ) for the "second quantization" of the self-adjoint operator H Z , we find that e itH ϕ(y)e −itH = ϕ(u t y), so u t is implemented unitarily on Fock space, with positive generator H. We call ϕ the positive energy Fock quantization for the non-degenerate orthogonal dynamics u t .
2.2.1.
Time reversal in non-degenerate orthogonal dynamics. Symmetries of the dynamics u t are required to preserve the CARs, so the symmetry group G is assumed to have a realization as orthogonal operators on (Y, b). In addition, we require g ∈ G to be timepreserving or reversing according to the value of τ (g). There is no notion of charge-reversal under consideration, so c ≡ 1, which means that φ ≡ τ . Writing g for the representative of g on Y, we need gu t = u τ (g)t g, or equivalently, gA = τ (g)Ag. A short computation then leads to (2) gH = Hg, gJ = τ (g)Jg.
We extend g linearly (resp. antilinearly) to Y ⊗ C if τ (g) = +1 (resp. τ (g) = −1), and check that g preserves Z, so we may define g Z := g| Z . Furthermore, g Z is (anti)unitary and commutes with H Z . Passing to Fock space, g is amplified to an (anti)unitary operator g = Λ(g Z ).
Remark 2.1. The complex structure J depends on the dynamics u t only through the "flattened" generator A/|A|. This ties in nicely with the notions of homotopy equivalence of spectrally-flattened Hamiltonians, suggested by Kitaev [30] as well as [18] .
2.3. Quantization of non-degenerate unitary dynamics. Let (Y, h) be a complex Hilbert space and u t be a strongly continuous 1-parameter unitary group, with self-adjoint generator H. We assume that u t is non-degenerate, meaning that ker(H) = {0}. Via the functional calculus for H, we may define the operators
and we can rewrite u t as e tJ|H| . J is unitary, skew-adjoint and commutes with H, Q and |H|. Furthermore, Y is graded by Q into Y + ⊕ Y − , where Y ± is the ±1 eigenspace of Q, on which J acts as multiplication by ±i. If we write Z for the space Y equipped with the complex structure J instead of i, then we have Z = Y + ⊕ Y − , where Y − is given the inner product dual to h| Y − . The subspaces Y ± are invariant for Q, H and |H|, so we may regard these operators as self-adjoint operators on Z, in which case a subscript is appended, e.g.,
On the Fock space * Z, we can define, for each y = (y + , y − ) ∈ Y, the charged fields
which furnish a (charged) CAR representation over (Y, h), called the positive energy Fock quantization for the non-degenerate unitary dynamics u t . As before, we can define the second quantized versions of |H| Z and Q Z to be
These implement the dynamics and charge symmetry on Fock space, e itH a(y)e −itH = a(u t y), e iθQ a(y)e −iθQ = a(e iθ y).
2.3.1.
Charge and/or time reversal in non-degenerate unitary dynamics. Since there is now a notion of charge and its reversal, we allow for c ≡ 1, or equivalently, φ ≡ τ . A symmetry operator g on (Y, h) is required to be unitary or antiunitary according to φ(g), and time preserving or reversing according to τ (g) = c • φ(g), i.e., gu t = u τ (g)t g. A short computation leads to the following commutation relations
from which we find that g Z (i.e. the map g considered as an operator on Z) is unitary or antiunitary according to τ (g). We may then amplify g Z to an (anti)unitaryĝ = Λ(g Z ) operator on Fock space. Remark 2.2. As in the neutral case, the modified imaginary unit J is determined by the dynamics u t = e itH only through the spectrally-flattened generator sgn(H).
We stress that in our formalism, the presence of a time/charge reversing symmetry does imply the presence of a distinguished charge/time reversal operator. Indeed, Freed and Moore [18] have pointed out that there are physically relevant examples that do not fit into the tenfold or threefold way, which assume distinguished charge/time reversal operators C, T. We prefer to work more generally, and think of time/charge reversal as properties of a symmetry g ∈ G. Under certain splitting assumptions on G, we can recover the usual distinguished T and/or C operators, see Section 5.
2.4.
Remarks on conventions for free-fermion dynamics. In some treatments of the tenfold way [1, 2, 18, 22, 30, 40, 41 ], the single-particle "Hamiltonian" in certain symmetry classes is taken to act on a Nambu space W = V ⊕ V rather than a single-particle Hilbert space V . A Nambu space has a canonical real structure Σ : (v 1 , v 2 ) → (v 2 , v 1 ). The fixed points of Σ form the real mode space M of Majorana operators, and M inherits a real inner product from W by restriction. The operator J = i ⊕ −i on W = V ⊕ V = M ⊗ C restricts to an orthogonal complex structure on M, and (M, J| M ) ∼ = V . One begins with second-quantized dynamics on Fock space * V , generated by a Hamiltonian H F which is required to be quadratic in the creation and annihilation operators. Such dynamics can be reformulated on Nambu space V ⊕ V , with generating "Hamiltonian" H N subject to certain symmetry constraints. Alternatively, the dynamics can be specified by a skew-symmetric operator A on M, whose complexification is iH N . An example is the Bogoliubov-de Gennes (BdG) Hamiltonian for the quasi-particle dynamics of a superconducting system. It is important to note that the polarization J, and thus the Fock space in second quantization, are already implicit in the Nambu space formulation, whereas they are determined by H (or A) in positive energy Fock quantization. Also, particle number is not necessaily conserved (because a(v)a(v ′ ) and a * (v)a * (v ′ ) terms are allowed in the second-quantized Hamiltonian H F ), so the BdG Hamiltonian may not have a U(1)-symmetry (i.e. it may not commute with J). The definition of symmetries of a Hamiltonian, including those of charge-conjugation and time-reversal, also differ between authors.
An important feature of our formalism is the distinction between the charged and neutral cases. The role of the generator A of non-degenerate neutral free-fermion (orthogonal) dynamics is to provide an orthogonal complex structure J on the real Hilbert space Y, through the decomposition A = HJ. With the help of the polarisation J, we obtain the complex one-particle Hilbert space Z as a subspace of Y ⊗ C. On Z, the dynamics is unitarily generated by a positive Hamiltonian H Z . We regard dynamics given by A and A/|A| to be equivalent in a "homotopy" sense. Note that H gets flattened to the identity operator when A → A/|A|, so J suffices to specify the homotopy class 1 of orthogonal dynamics. The data of (Y, b) and J is equivalent to that of a complex Hilbert space (Y, h). On Y, the symmetries in G are required to obey equation (2) , which is precisely the statement that g ∈ G is realised as unitary or antiunitary operators on (Y, h) according to φ(g) = τ (g) = ±1. Therefore, the specification of (a homotopy class of) non-degenerate neutral free-fermion dynamics respecting the symmetry data (G, φ, σ) is achieved by the provision of a projective unitary-antiunitary representation for (G, φ, σ) (see Section 3.3). Note that despite the fact that we are dealing with non-degenerate (or even "gapped") dynamics, the Hamiltonian H Z is not gapped, and is even positive. The "gap" is manifested in the self-adjoint operator iA = |A| sgn(iA) on the complexification Y ⊗C. The operator iA is sometimes referred to as the Hamiltonian as well. Suppose there is a distinguished time-reversal symmetry T ∈ G of order 2, with φ(T ) = −1 and antiunitary representative T on (Y, h). By the general arguments of Section 5, we may assume 1 Here, and in the charged case, the generator A or H of the dynamics may be unbounded, and care must be taken in order to interpret spectral-flattening as a homotopy in a precise sense, see Appendix D of [18] .
that T 2 = ±1. Then there is a Cl 1,1 = M 2 (R) or Cl 2,0 = H-action on the underlying real Hilbert space (Y, b), generated by {J, T}. If T is absent, there is simply a Cl 1,0 = C-action due to J. This is the well-known threefold Wigner-Dyson classification [16] of projective unitary-antiunitary representations into Wigner types I, II and III, based on R, H and C.
In the charged case, the Hamiltonian H generating the non-degenerate unitary dynamics on the complex Hilbert space (Y, h), determines the particle-antiparticle distinction in second quantization. In practice, we impose a stronger gapped condition on H; namely, we require 0 to lie in a gap of the spectrum of H. In this case, we call H a gapped Hamiltonian. In addition to allowing antiunitary symmetries, there is the possibility of charge-reversing symmetries which reverse Q = sgn(H), as indicated by c(g) = −1. We wish to identify two symmetry-compatible gapped Hamiltonians if they have the same spectral flattening, i.e., if they result in the same grading operator Q on Y. Then, the specification of (a homotopy class of) charged free-fermion dynamics respecting the symmetry data (G, c, φ, σ), is precisely the specification of a graded projective unitary-antiunitary representation for (G, c, φ, σ) (see Section 3.4) . This provides the physical motivation behind the constructions in Section 3.
We remark that a graded PUA-rep for (G, c, φ, σ) may also be interpreted as an ordinary quantum mechanical system, with flattened gapped Hamiltonian compatible with the symmetry data. We usually combine such quantum mechanical systems using the tensor product. On the other hand, at the one-particle level, we combine free-fermion systems using the direct sum operation, which gets translated into the tensor product at the Fock space level. We are only interested in describing free-fermion dynamics and its symmetries at the one-particle level, so the direct sum applies. This allows us to construct commutative monoids of free-fermion systems, paving the way for the use of K-theoretic methods in their classification.
The general notion of twisted covariant representations
We give an outline of the basic definitions and constructions of twisted covariant representations of twisted C * -dynamical systems [8, 35, 36] . We make a simple generalisation to Z 2 -graded twisted covariant representations, and show that they arise naturally in the context of quantum systems with time/charge-reversing symmetries. All gradings will be Z 2 -gradings unless otherwise stated.
3.1. Ungraded covariant representations. Let A be a separable, possibly non-unital, real or complex C * -algebra 2 . We denote its multiplier algebra by MA, and its group of unitary elements {u ∈ MA : u * u = uu * = 1 MA } by U MA. If F is the ground field of A, we write Aut F (A) for the group of F-linear * -automorphisms of A. Let G be a locally compact, second countable group, with left Haar measure µ and identity element e. As in Section 2 of [36] , we give U MA the strict topology, which coincides with the more familiar strong operator topology when U MA is the group of unitary operators on a separable Hilbert space. The topology on Aut F (A) is taken to be the point-norm topology, i.e., α (n) → α iff α (n) (a) → α(a) ∀a ∈ A.
2 A reference for basic facts about real C * -algebras is Chapter 1 of [42] .
Definition 3.1 (Twisted C * -dynamical system [8, 35] ). A pair (α, σ) of Borel maps
is called a twisting pair for (G, A). The map σ is called a 2-cocycle with values in U MA, or simply a cocycle, and the quadruple (G, A, α, σ) is called a twisted C * -dynamical system.
For notational ease, we will often write α x ≡ α(x) and a x ≡ α x (a) ≡ α(x)(a).
Definition 3.2 (Twisted covariant representation).
A twisted covariant representation of a twisted C * -dynamical system (G, A, α, σ) is a non-degenerate * -representation of A as bounded operators on a separable Hilbert space H over F, along with a compatible Borel map θ : x → θ x from G to the unitary 3 operators on H , in the sense that
Note that (4b) can be restated as a x = Ad(θ x )(a), and then we see that (4a) is consistent with (3a). In the untwisted case, i.e. σ(x, y) = 1 for all x, y ∈ G, the map α is a Borel homomorphism G → Aut F A, which is automatically continuous since G and Aut F A are Polish groups (see Theorem D.11 of [47] ). Then (G, A, α, 1) is a (untwisted) C * -dynamical system (G, A, α) in the usual sense (e.g. 7.4.1 of [39] , 2.1 of [47] , or 10.1 of [7] ). Also, a twisted covariant representation θ of (G, A, α, 1) on H is, in particular, a Borel homomorphism from G to the unitary operators U(H ) on H , which is also automatically continuous if U(H ) is given the strong operator topology. Thus, θ is a (untwisted) covariant representation of (G, A, α) in the usual sense (e.g. 7.4.8 of [39] or 10.1 of [7] ). No harm is done by dropping the adjective "twisted" and using it only for emphasis. We say that two twisted covariant representations (θ,
There is an action of the group of Borel functions λ : G → U MA on twisting pairs (Section 3 of [36] ), defined by
Two twisting pairs (α, σ) and (α ′ , σ ′ ) are exterior equivalent if they are related by such a transformation, and there is a 1-1 correspondence between the covariant representations of (G, A, α, σ) and those of (G, A, α ′ , σ ′ ), via the adjustments θ x → λ(x)θ x . This generalises the familiar notion of projective equivalence of ordinary unitary group representations (i.e. A = C). If the cocycle σ is assumed to be central (e.g. for ordinary projective unitary representations), there is no effect of λ on α in (5a). The conjugation in (3a) and the condition (3d) are then redundant, and we also have α(x −1 ) = α(x) −1 . A central cocycle is said to be trivial if there is a Borel function λ : G → Z(U MA) such that σ(x, y) = λ(x)λ(y) x λ(xy) −1 , i.e., σ is a coboundary in the sense of cohomology. We say that two central cocycles σ 1 , σ 2 are equivalent, or in the same cocycle class, if
2 is a trivial cocycle. When σ is not necessarily central, α and σ must be considered concurrently when making an adjustment θ x → λ(x)θ x .
3.2. Graded covariant representations. The definitions in Section 3.1 can be generalised slightly to accommodate a notion of graded covariant representations. Let A be a graded real or complex C * -algebra (see Chapter 14 of [7] ). This means that A has a direct sum decomposition into two self-adjoint closed subspaces A = A 0 ⊕ A 1 , satisfying A i A j ⊂ A i+j (mod 2) . Let Aut F (A) now denote its group of even F-linear * -automorphisms, i.e., * -automorphisms that preserve the decomposition A = A 0 ⊕ A 1 . We assume that the cocycles σ take values in the even elements U MA 0 of U MA. These restrictions are consistent with equations (3a) and (3b) for a twisting pair (α, σ). Suppose that the group G is also equipped with a continuous homomorphism c : G → {±1}. The quintuple (G, c, A, α, σ) is called a graded twisted C * -dynamical system. 
), along with a compatible Borel map θ : G → U(H ), in the sense of (4a)-(4b), with the additional condition that θ x is an even (resp. odd) operator if c(x) = +1 (resp. c(x) = −1).
Two graded covariant representations (θ, H ), (θ ′ , H ′ ) for (G, c, A, α, σ) are graded equivalent, or simply equivalent, if there is an even unitary A-linear map U : H → H ′ intertwining θ with θ ′ . Note that graded equivalence is distinct from ordinary ungraded equivalence. For instance, a graded Hilbert space over F and its parity-reverse are equivalent as ungraded representations of F, but are inequivalent in the graded sense unless the two homogeneous subspaces have the same dimension. There is also a distinct notion of super-equivalence of graded covariant representations, which we will consider in subsection 6.2.
In many of our applications, A is trivially graded, i.e., purely even, and the only complication comes from requiring G to be realised as even or odd operators according to c. Our definitions of graded covariant representations generalise natural ones that arise from physical considerations, as the following examples illustrate.
3.3. Special cases I: Projective unitary-antiunitary representations. Let φ : G → {±1} be a continuous homomorphism, and σ be a T-valued 2-cocycle as in (1) . A projective unitary-antiunitary representation 4 (PUA-rep) θ of (G, φ, σ) on a complex Hilbert space (H , h) is a map x → θ x such that θ x is a unitary (resp. antiunitary) operator on (H , h) if φ(x) = +1 (resp. φ(x) = −1), and θ x θ y = σ(x, y)θ xy . By regarding H as a real Hilbert space with real inner product b = Re(h), and i as an orthogonal complex structure J on (H , b), we can equivalently define a PUA-rep of (G, φ, σ) as a map θ from G to the orthogonal operators on (H , b), subject to
Suppose φ is surjective, and let A = C as an ungraded real C * -algebra. Thus A = R⊕iR as a real vector space, with basis {1, i}, i 2 = −1, and the * -operation taking i to −i. There are two elements of Aut R (C), namely complex conjugation K and the identity id C . A * -representation of A = C is a real Hilbert space (H , b) along with a linear operator J representing i, such that J 2 = −1 and J * = −J, i.e., J is an orthogonal complex structure. Define the map α : G → Aut R (C) by
Equations (4a)-(4b) say that a covariant representation θ of (G, C, α, σ) on a real Hilbert space (H , b), is precisely a PUA-rep of (G, φ, σ) on H .
3.4. Special case II: Gapped Hamiltonians and graded projective unitary-antiunitary representations. Following Section 2.4, as well as [18] , we assume that a PUA-rep for (G, φ, σ) has, additionally, a gapped self-adjoint Hamiltonian H, and that G has a second continuous homomorphism c : G → {±1} such that
We say that such a gapped Hamiltonian H is compatible with the symmetries specified by the symmetry data (G, c, φ, σ). By functional calculus, we can continuously deform H to Γ = sgn(H), which has spectrum in {±1}, while preserving the commutation/anticommutation relations with G as expressed in (7) . Note that H is gapped, so that sgn(·) is a continuous function on the spectrum of H homotopic to the identity function. We will not distinguish a (G, c, φ, σ)-compatible Hamiltonian with its spectrally-flattened version. This motivates the study of graded PUA-reps θ of (G, c, φ, σ) on a graded complex Hilbert space H = H 0 ⊕ H 1 , with self-adjoint grading operator Γ satisfying Γ 2 = 1 H . The operators θ x in a graded PUA-rep are required to be even or odd according to whether c(x) = +1 or −1. The grading operator Γ is interpreted as a compatible gapped Hamiltonian, or more correctly, a representative of a class of (G, c, φ, σ)-compatible Hamiltonians on H , whose spectral flattening is Γ. Suppose φ is surjective. Let A be the purely even real * -algebra C, and define the automorphisms α x as in (6) . Then α x and σ are even, and a graded covariant representation of (G, c, C, α, σ) is precisely a graded PUA-rep of (G, c, φ, σ).
4.
Graded twisted crossed products and covariant representations 4.1. Twisted crossed products and covariant representations. The symmetry data (G, φ, σ), or more generally, a twisted C * -dynamical system (G, A, α, σ), is associated with a twisted crossed product C * -algebra A ⋊ (α,σ) G, which we now define. Let L 1 (G, A, α, σ) be the Banach * -algebra of integrable functions
, which is equipped with a (α, σ)-twisted convolution product ⋆ and involution 5 The integral of a A-valued function on G is a Bochner integral with respect to µ, for which a detailed discussion can be found in Appendix B of [47] , and a shorter version in the preliminary section of [36] . * ,
where ∆ is the modular function on G. The rather messy verification that F * * = F and (F 1 ⋆ F 2 ) * = F * 2 ⋆ F * 1 can be found in Section 6 of [8] . There is a 1-1 correspondence between covariant representations θ of (G, A, α, σ), and non-degenerate * -representations of L 1 (G, A, α, σ), given by taking the "integrated form"θ of θ,
see Theorem 3.3 of [8] and Remark 2.6 of [36] . A pre-C * -norm is defined on L 1 (G, A, α, σ) by
Definition 4.1 (Twisted crossed product C * -algebra [8] ). Let (G, A, α, σ) be a twisted dynamical system. The twisted crossed product C * -algebra associated with (G, A, α, σ), denoted by A⋊ (α,σ) G, is defined to be the completion of
The group G is embedded, not necessarily homomorphically, in the multiplier algebra of the twisted crossed product via the Borel map
When σ ≡ 1, we recover the untwisted crossed product C * -algebra associated with the untwisted C * -dynamical system (G, A, α). If α ≡ 1, we call R ⋊ (1,σ) G (resp. C ⋊ (1,σ) G) the real (resp. complex) twisted group C * -algebra of (G, σ). If σ ≡ 1 as well, we use a shortened notation 6 R ⋊ G (resp. C ⋊ G) for the real (resp. complex) group C * -algebra of G. More generally, when α ≡ 1 and σ ≡ 1, we will write A ⋊ G := A ⋊ (1,1) G to ease notation.
In Definition 2.4 of [36] , as well as [37] , the authors defined a twisted crossed product for (G, A, α, σ) abstractly, as a C * -algebra B, along with a non-degenerate homomorphism i A : A → MB and a Borel map i G : G → U MB, satisfying a certain universal property. They showed in Proposition 2.7 of the first paper that a twisted crossed product exists, and is unique up to isomorphisms which respect the embedding maps (i A , i G ). We do not need the details of their characterisation, but only the following important property of A ⋊ (α,σ) G.
Proposition 4.2 ([8, 36, 37]).
The algebra A ⋊ (α,σ) G, along with the maps (j A , j G ), is a twisted crossed product for (G, A, α, σ) in the sense of [36] . There is a one-to-one correspondence between the covariant representations of (G, A, α, σ) and the non-degenerate * -representations of A ⋊ (α,σ) G.
4.2.
Graded twisted crossed products. One can also define the graded twisted crossed product C * -algebra associated with a graded twisted C * -dynamical system (G, c, A, α, σ), by assigning a grading to the ungraded twisted crossed product associated with (G, A, α, σ). Let G 0 := ker(c) and
, and the odd subspace to be the completion of
Note that (8a) and (8b) respect this grading due to the restriction to even automorphisms α x and even cocycles σ. A graded * -representation of the graded twisted crossed product A ⋊ (α,σ) G then corresponds to a graded covariant representation of (G, c, A, α, σ). Often, A is a purely even algebra, in which case we can identify the even subalgebra of A ⋊ (α,σ) G with A ⋊ (α,σ) G 0 .
Clifford algebras and the tenfold way
We make some preliminary observations about the graded PUA-reps θ of a direct product of parity groups {±1}. Let G = {±1} n , where m of the {±1} generators U i , 1 ≤ i ≤ m, are to be represented unitarily (φ(U i ) = +1), while the other n − m generators A k , 1 ≤ k ≤ n − m, are to be represented antiunitarily (φ(A k ) = −1). We will write U i := θ U i and A k := θ A k for their unitary/antiunitary representatives. Let c : {±1} n → {±1} be the homomorphism which indicates whether θ g , g ∈ {±1} n is even or odd.
Lemma 5.1. We may assume, without loss of generality, that there are at most two antiunitaries A 1 , A 2 .
Proof. Let A be the image of the homomorphism (φ, c) : {±1} n → {±1} × {±1}, and B be its kernel. Every non-identity element of A, B and {±1} n has order 2. Regarding the groups as finite-dimensional vector spaces over the two-element field F 2 , we have {±1} n ∼ = B×A. Any F 2 -basis for B provides a set of even unitarily implemented generators U i . Since dim(A) ≤ 2, there are at most two A k ∈ A with φ(A k ) = −1 providing antiunitary operators A k .
A basis for A can be chosen to be one of the following:
We proceed to study the possible cocycles σ for G = {±1} n , and fix representatives for their cocycle classes.
Since
are invariants of the cocycle class of σ. Next, we look at the commutation relations amongst U i and A k . For two unitaries U i , U j , i < j, we write
and making the adjustments
, which cannot be fixed by utilising the residual ±1 phase freedom in U i , A k . We summarise this discussion in the following Proposition:
Proposition 5.2. Let θ be a graded PUA-rep of ({±1} n , c, φ, σ), with m unitarily implemented group generators U i and n − m ≤ 2 antiunitarily implemented group generators A k , as in Lemma 5.1. We can adjust U i and A k , while staying in the same cocycle class, so that
5.1.
Clifford algebras associated with the CT -types -the tenfold way. In this subsection, we consider subgroups A of the CT -group {±1} 2 = {1, T, C, S}, which has (φ, c)(
. The elements T, C and S = CT = T C refer to time-reversal, charge-conjugation, and sublattice symmetries respectively. We wish to study the graded PUA-reps of (A, σ), where the homomorphisms φ and c are implicit. We will identify A with its image under (φ, c), and denote the representatives of T, C and S (where present) by T, C and S respectively. First, we consider the full CT -group A = {1, T, C, S}. In the standard form of Proposition 5.2, there are four choices T 2 = ±1, C 2 = ±1, and we may assume that TC = S = CT. In each of these four cases, there is an associated real algebra generated by {i, T, C, Γ}, with commutation relations determined by φ and c, as well as iΓ = Γi. Equivalently, we can choose the generating set {Γ, C, iC, iCT}, whose elements are mutually anticommuting, and are self-adjoint (resp. skew-adjoint) if they square to +1 (resp. −1). The latter choice shows explicitly that a graded PUA-rep for the full CT -group is precisely an ungraded * -representation of a certain real Clifford algebra Cl r,s , where r and s are determined by the squares of the algebra generators in {Γ, C, iC, iCT}.
For A = {1, T }, there are two choices for the cocycle class of σ according to T 2 = ±1. The associated real algebra is generated by the anticommuting set {i, T, iTΓ}, which generates Cl 1,2 or Cl 3,0 . For A = {1, C}, there are again two choices C 2 = ±1. The associated real algebra is generated by the anticommuting set {Γ, C, iC}, leading to Cl 0,3 or Cl 2,1 . For the subgroup A = {1, S}, there is only one standard choice S 2 = +1. The associated complex algebra is generated by {Γ, S}, with ΓS = −SΓ -this is the complex Clifford algebra Cl 2 . Finally, the trivial subgroup A = {1} leads easily to the complex Clifford algebra Cl 1 , generated by Γ.
An alternative approach excludes Γ as a Clifford generator. Except for the case A = {1, T }, the generating set of odd, mutually anticommuting operators is taken from {C, iC, iCT} or {S}, which generates a graded Clifford algebra with one fewer positive Clifford generator compared to the first approach. Then, a graded PUA-rep for (A, σ) is precisely a graded * -representation of the corresponding graded Clifford algebra, with grading operator Γ. However, the subgroup A = {1, T } cannot be handled directly in this way, see Remark 5.3. We summarise this discussion in Table 1 . The Morita equivalence classes in the last column are obtained by the isomorphisms Table 1 . The ten classes of graded PUA-reps of (A, σ), where A is a subgroup of the CT -group, along with their corresponding Clifford algebras.
the periodicities
as well as the 1-1 correspondence between graded representations of Cl r,s and ungraded representations of Cl r,s+1 [4, 34] .
Remark 5.3. In the two cases for A = {1, T }, the grading operator is not explicitly given as one of the Clifford generators in the associated ungraded Clifford algebra. In fact, {i, T} generates the purely even algebra M 2 (R) or H, which commutes with Γ in a graded PUA-rep of (A, σ). We can fix this by recalling the Morita equivalence between Cl r,s and Cl r,s ⊗ Cl 1,1 ∼ = Cl r+1,s+1 . We introduce two extra Clifford generators e, f with e 2 = −1, f 2 = +1, so that {i, T, iTΓ, e, f} forms a mutually anticommuting set of Clifford generators for either
). An alternative generating set of mutually anticommuting operators is {e, ie, eT, ifT}. We can now exclude Γ and let {Γ, e, ie, eT, ifT} generate the graded Clifford algebra Cl 2,2 or Cl 4,0 . This is an important observation: when we deal with K-theory later on, we will be interested in the various ways in which a fixed ungraded action of a graded Clifford algebra can be supplemented with a compatible grading operator Γ.
6. Topological triviality of graded covariant representations and K-theory 6.1. Prelude: Representation group of a locally compact group. Let G be a compact group. Its unitary representation theory is described by the Peter-Weyl theorem. In C * -algebraic language, this says that the group C * -algebra C ⋊ G decomposes as a (possibly countably infinite) direct sum of matrix algebras over the unitary dual (equivalence classes of irreducible unitary representations of G)Ĝ,
For a proof, see Proposition 3.4 of [47] . The complex representation ring R C (G) of G is the Grothendieck group of the monoid of isomorphism classes of finite-dimensional unitary representations of G under the direct sum. By complete reducibility, R C (G) is freely-generated by the elements of the unitary dualĜ. In terms of K-theory, there is an
), where K G 0 denotes the equivariant K-theory group. If G is discrete, then C ⋊ G is unital, and its K 0 -group has a direct description as the Grothendieck group of the monoid of finitely-generated projective 7 (f.g.p.) C ⋊ G-modules. Although C ⋊ G is non-unital when G is not discrete, it is stably unital, and we can still use the same picture for its K 0 -group (see Propositions 5.5.5 and 11.1.1 of [7] ). The real representation ring R R (G) requires a modification to the simple matrix algebras appearing in (9), but we still have
For projective unitary representations of (G, σ), there is a twisted Peter-Weyl theorem,
In view of this, we can define the twisted representation group
If G is locally compact but not compact, its (twisted) representation group is difficult to define. To avoid technical distinctions between full and reduced crossed products, we will assume that G is amenable 8 . Then, we choose the K-theoretic option and define R C (G, σ) to be K 0 (C ⋊ (1,σ) G), generalising our earlier definition for compact G. This is a departure from the unitary representation theory of G. For instance, the complex group C * -algebra of Z is isomorphic to C(T), and its K 0 -group comprises f.g.p. C(T)-modules -these are neither finite-dimensional nor unitary representations for Z. Conversely, the irreducible unitary representations of Z, namely n → e iθn , are not f.g.p. C(T)-modules. However, the Serre-Swan theorem identifies a f.g.p. C(T)-module with the sections of some finite-rank vector bundle over T, which is reminiscent of electronic band (Bloch) theory in condensed matter physics. Indeed, this link is a motivation for choosing the K-theoretic definition of representation groups in the first place.
Finally, for a general twisted dynamical system (G, A, α, σ), we define the twisted representation group of (G, A, α, σ) to be K 0 (A ⋊ (α,σ) G). This general definition subsumes all the earlier definitions given in this subsection. For a general C * -algebra B, not necessarily arising from a twisted crossed product, we will also call K 0 (B) the (ungraded) representation group of B, and denote it by R(B). For compact G and trivial cocycle σ ≡ 1, K 0 (A ⋊ (α,1) G) coincides with the equivariant K-theory group K G 0 (A) as defined in Chapter 11.5 of [7] -this is also known as the Green-Julg theorem in the literature (see Theorem 11.7.1 of [7] for a proof).
6.2. Super-representation groups of graded algebras. A graded module for a graded algebra A is a (ungraded) A-module W which admits a direct sum decomposition into
. Thus, even elements of A act as even (parity-preserving) maps on W , while odd elements of A act as odd (parity-reversing) maps on W . The right parity-reversed module W Π has the same the same underlying vectors as W and the same action of A, but the vectors are given the opposite grading:
Thus, the right parity-reversal operation π R : W → W Π fixing the underlying vectors is an odd map. The left parity reversal operation π L : W → Π W is defined similarly, with
where |a| ∈ Z 2 denotes the parity of a. It is easy to see that both π R and π L are odd involutary operations on graded A-modules, π 2 R = id = π 2 L . We will denote π R (w) by w π and π L (w) by π w, which distinguishes them from w ∈ W . The left and right parity reversals of W are equivalent as graded A-modules, under the even map ϕ :
there is an important difference in that π R commutes with A, whereas π L graded commutes with A.
For a graded unital algebra A, a graded finitely-generated free A-module is one of the form A m ⊕(A Π ) n =: A m|n , where A is regarded as a graded A-module by left multiplication on itself, and A Π is its right parity reverse. Note that the left parity reverse Π A could have been used in the definition instead. A graded f.g.p. A-module is defined to be a graded A-module which is a direct summand of A m|n for some (m, n). It can be shown [21] that a graded f.g.p. A-module is the same thing as a graded A-module which is f.g.p. in the ungraded sense (i.e. a direct summand of an ungraded free module A n ). For brevity, all modules in this paper are assumed to be f.g.p. unless otherwise stated.
We now define GV(A) to be the commutative monoid of graded equivalence classes of graded A-modules, under the direct sum operation. Definition 6.1 (Trivial graded module). A graded module for a unital graded C * -algebra A is trivial if it admits an odd involution I, with I 2 = +1, which graded commutes with the action of A, a · Iw = (−1) |a| Ia · w, a ∈ A 0 ∪ A 1 , w ∈ W. We define T (A) to be the set of graded equivalence classes of trivial graded A-modules.
The set T (A) is closed under direct sum and so forms a submonoid of GV(A). It generates an equivalence relation on GV(A) as follows:
It is easy to see that Π W is the inverse of W in the quotient SR(A), since W ⊕ Π W admits the odd trivialising involution
is indeed a group. Definition 6.2 encapsulates the notion that a graded A-module is "cancelled" by its left parity reverse. Furthermore, T (A) is closed under π L : suppose I is an odd trivialising involution for T , then the operatorĨ := π L • I • π L is an odd trivialising involution for Π T . Note, however, that a trivial T need not take the obvious trivial form T = W ⊕ Π W .
When A is ungraded, it can be regarded as a purely even graded algebra, and it is easy to see that its ungraded and super-representation groups are both isomorphic to the K-theory group K 0 (A). An element in SR(A) is represented by a graded A-module W = W 0 ⊕ W 1 , where the summands W 0 and W 1 are ungraded A-modules. The corresponding element in R(A) ≡ K 0 (A) is the (class of the) virtual module [W 0 ⊖ W 1 ]. One can check that this correspondence is well-defined on classes. Although we get nothing new when considering SR(A) for a purely even A, it becomes distinct from the ungraded representation group R(A) when A has a non-trivial grading. In fact, there are many distinct "representation groups" that can be defined for a graded algebra A; for a sample of possible definitions of such groups in the case of finite-dimensional associative graded algebras and Lie superalgebras, see [32, 33, 21] . Of course, if we forget the grading on A, we also have its ungraded representation group R(A) = K 0 (A). A third possibility is the graded representation group GR(A), defined to be the Grothendieck completion of the monoid GV(A). If A is purely even, it is easy to see that GR(A) is simply two copies of R(A); for a general graded A this is no longer the case.
If A is a graded non-unital C * -algebra, we define its various representation groups through a procedure similar to the definition of K 0 for non-unital ungraded algebras. First, we define the graded unitisation A + of A. As an ungraded algebra, this is the usual C * -algebra unitisation A + = {(a, λ) : a ∈ A, λ ∈ F} with its unique C * -norm, componentwise sum and adjoint, and multiplication given by (a, λ)(b, µ) = (ab + λb + µa, λµ). We assign the grading
A is a two-sided ideal in the ungraded sense, and
The quotient algebra A + /A = F is purely even. Next, we need to define the map on graded modules induced by an even homomorphism A f − → B between unital graded algebras. The graded algebra B becomes a graded A-bimodule via
Given a graded A-module W , we define the graded B-module induced by f to be 9 f * (W ) := B⊗ A W , with homogeneous subspaces (f * (W )) i spanned by {b⊗w : |b| + |w| = i}. We verify that GV(·), along with f → f * , is a covariant functor from graded unital C * -algebras to abelian monoids. The universal property of the Grothendieck completion gives an induced homomorphism GR(A) f * − → GR(B). These constructions also make sense if we give A and B the trivial grading. We can now define, for a non-unital graded algebra A,
where p is the projection A + p − → F. As for the super-representation group, we can verify that a trivial T ∈ T (A) with trivialising operator I gets mapped to a trivial f * (T ) ∈ T (B), with trivialising operator I ′ : b⊗ t → (−1) |b| b⊗ It. Thus, we can define the superrepresentation group of a non-unital algebra A to be the kernel
9 To see that f * (W ) is still a f.g.p. module, consider a (split) exact sequence 0
Then apply the additive functor B⊗ A (·) and note that B⊗ A A m|n ∼ = B m|n .
Remark 6.3. In [32] , the author used the right parity reversal in his definition of SR(·), in order to make contact with Theorem 6.5 and KO −n (⋆), K −n (⋆) (the real and complex K-theory of a point) more directly; see Remark 4.1 in his paper. An important difference between his conventions and ours, is that his odd trivialising involution is required to commute, rather than graded commute, with the A-action. This has the effect of identifying SR(Cl n,0 ) with K −n (⋆), whereas our definition leads to SR(Cl 0,n ) ∼ = K −n (⋆), see Remark 6.7. We have chosen our convention for two reasons. First, when A is the Clifford algebra associated with the symmetry data (A, σ) of a CT -subgroup, we recover the periodic table of Kitaev in the correct order. Second, the trivialising operator I has an interpretation in terms of the K-theory of A, which we explain in Remark 7.6. We also note that the authors in [18] defined their "twisted K-theory groups" and "reduced topological phases" via a related notion of trivial representations, which only requires the existence of an odd operator I that graded commutes with the projective unitary-antiunitary group action. They do not impose an involution condition on I, so their convention differs from ours.
6.3. Examples of (super)-representation groups. Consider the trivial ungraded algebra A = R, whose modules are just (finite-dimensional) real vector spaces. Its ungraded representation group is R(R) = K 0 (R) = Z, generated by the one-dimensional vector space R. If we consider R as a purely even algebra, its graded modules are graded real vector spaces R m|n , whose (graded) isomorphism classes are given by (m, n) ∈ N ⊕ N. Thus, GR(R) = Z ⊕ Z. A graded R-module is trivial iff m = n. After quotienting by triviality, the equivalence class of R m|n can be represented by the purely even vector space R m−n|0 or the purely odd vector space R 0|n−m , depending on whether m − n ≥ 0 or n − m > 0. Thus the super-representation group SR(R) is Z, as expected. Now consider the graded algebra A = Cl 0,1 which is R ⊕ R as an ungraded algebra. The even subalgebra is A 0 = {(x, x) : x ∈ R}, while the odd subspace is A 1 = {(x, −x) : x ∈ R}. Its ungraded representation group is R(Cl 0,1 ) = K 0 (R ⊕ R) = Z ⊕ Z. Graded Cl 0,1 -modules correspond to ungraded Cl 0,2 ∼ = M 2 (R)-modules, which are direct sums of the simple M 2 (R)-module R 2 . Passing to the Grothendieck completion yields GR(Cl 0,1 ) = Z, generated by the graded vector space R 1|1 . An odd trivialising involution for a graded Cl 0,1 -module is nothing other than the action of an extra odd positive Clifford algebra generator. Thus, a trivial graded Cl 0,1 -module (equiv. ungraded Cl 0,2 -module) is one which is also a graded Cl 0,2 -module (equiv. ungraded Cl 0,3 -module). The ungraded Cl 0,2 -modules (i.e. even-dimensional vector spaces) which admit an ungraded Cl 0,3 ∼ = M 2 (C)-module structure, are those with real dimension a multiple of 4. It follows that SR(Cl 0,1 ) = Z 2 .
More generally, the Clifford algebras Cl r,s and Cl n are naturally graded C * -algebras, with odd (resp. even) products of Clifford generators being odd (resp. even), and positive (resp. negative) generators being self-adjoint (resp. skew-adjoint). They are semisimple, so a finite-dimensional (graded) Clifford module is a f.g.p. Clifford module, which can be turned into a (graded) * -representation by an appropriate choice of inner product. The (graded) representation group of Cl r,s (resp. Cl n ) is freely generated by its equivalence classes of irreducible (graded) real (resp. complex) representations, and we have (see Chapter I.5 of [34] )
More interesting are their super-representation groups. A trivial graded Cl r,s -module is a graded Cl r,s+1 -module with the action of the (s + 1) th positive Clifford generator forgotten. Recall that GR(Cl r,s ) and GR(Cl r,s+1 ) are free abelian on their classes of irreducible graded modules. The inclusion i : Cl r,s ֒→ Cl r,s+1 induces a "restriction-ofscalars" homomorphism i * : GR(Cl r,s+1 ) → GR(Cl r,s ).
Lemma 6.4. There are isomorphisms 
It is easy to check that p and q are well-defined; the complex case is similar.
Lemma 6.4 is reminiscent of the Atiyah-Bott-Shapiro isomorphisms:
Theorem 6.5 (Atiyah-Bott-Shapiro isomorphisms [4] ).
A graded Cl r,s -module W is also a graded Cl s,r -module (and vice versa), by a simple adjustment of the actions of the Clifford generators. If Γ is the grading operator on W , and {e 1 , . . . , e r , f 1 , . . . , f s } are the odd anticommuting operators for the r negative and s positive Cl r,s generators, then e ′ j := Γf j and f ′ i := Γe i give s negative and r positive odd anticommuting operators on W as required. Furthermore, if a graded Cl r,s -module W admits the action of an extra negative Clifford generator e r+1 , then the operator f ′ r+1 := Γe r+1 acts as an extra positive Clifford generator when we regard W as a graded Cl s,r -module. Thus, we have shown that GR(Cl r,s ) ∼ = GR(Cl s,r ) in a manner that respects the homomorphisms i * ,
Corollary 6.6.
Let A ev be a purely even semisimple C * -algebra. A graded A = A ev⊗ Cl r,s -module has commuting graded actions of Cl r,s and A ev , and decomposes into a direct sum of irreducibles of the form V i⊗ W j , where V i and W j are irreducible for A ev and Cl r,s respectively.
The super-representation group for A then decomposes as
Remark 6.7. For a complex graded algebra A, it does not matter whether the odd trivialising operator I is an involution I 2 = +1, or an anti-involution I 2 = −1, since multiplication by i turns one into the other. This does not work in the case of real graded algebras because i is unavailable. If we ask for an extra action of a negative Clifford generator instead of a positive one in Definition 6.1, we will arrive at SR(Cl r,s ) ∼ = K r−s (R) instead. Similarly, if we require the trivialising involution I to commute, rather than anticommute, with Cl r,s , then IΓ becomes an anti-involution ((IΓ) 2 = −1) anticommuting with Cl r,s , so we will obtain the same reversal in the K-theory degree compared to (10a).
Remark 6.8. One can also define higher super-representation groups SR −n (A) := SR(A⊗D F n ), where D F n are central super-division algebras representing the super-Brauer group [14] 
n is a Clifford algebra, or at least Morita equivalent (in the supersense) to one. Super-Brauer multiplication is compatible with triviality as defined in Definition 6.1, and SR total (B) := n SR −n (B) can be given the structure of a sBr(F)-graded module over SR total (R). For A = F, this recovers the usual real or complex K-theory ring of a point. Details can be found in [45] .
6.4. Quotienting symmetry-compatible gapped Hamiltonians by topological triviality. Our interest in studying gapped Hamiltonians compatible with a given set of symmetry data (G, c, φ, σ) has led us to construct the graded twisted group C * -algebra A = C ⋊ (α,σ) G. Then a graded f.g.p. module for A is interpreted as a gapped phase compatible with the symmetries. Here, we have identified gapped phases up to a notion of homotopy, namely, the spectral flattening of H into Γ. It was suggested by Kitaev [30] , in the context of band insulators, that we should consider two gapped phases as being "equivalent", if they become equivalent (in the ordinary sense) upon adding some "trivial" bands. He argued that one can generally augment a given system by ". . . a set of local, disjoint modes, like inner atomic shells. This corresponds to adding an extra flat band on an insulator." An admissible system (X) is supposed to be ". . . effectively cancelled by its particle-hole conjugate (−X), resulting in a trivial system". He also suggested looking at differences between systems rather than systems themselves, motivating his K-theoretic classification of band insulators. We have taken these suggestions a little further, with some differences in interpretation. In Definition 6.1, we introduced a notion of trivial graded modules for A, which may be added to a given graded A-module without changing its equivalence class in SR(A). In particular, the sum of a graded module with its particle-hole conjugate (left parity reversal) becomes trivial in SR(A). Thus, Definition 6.2 formalises algebraically the notion of "quotienting by topological triviality" introduced by Kitaev, as well as Freed-Moore [18] . In some special cases, the super-representation group reduces to an ordinary K-theory group. There is another physical interpretation of the K-theoretic invariants of A, hinted at in [30] , in terms of differences of symmetrycompatible phases. This is discussed in detail in Section 7.
7. K-theory of a graded twisted group algebra as differences of symmetry-compatible gapped Hamiltonians
The K-theory of (ungraded) C * -algebras has been well-studied, with many important and powerful results for crossed product algebras in particular. To motivate the use of this rich theory, we give the K-theory groups of A some physical interpretation relevant to the classification of symmetry-compatible gapped Hamiltonians. To achieve this, we utilise a version of K-theory introduced by Karoubi [26] , which is defined for graded C * -algebras, and reduces to the more standard Grothendieck group-type definitions, e.g., in [7, 46] , for ungraded C * -algebras. These K-theory groups may be regarded as special cases of Kasparov's bivariant KK-theory groups. We describe the constructions for unital algebras A; the definitions for non-unital algebras follow the usual procedure of unitisation followed by taking the kernel of the map in K-theory induced by the projection A + → F.
Recall that the grading operator Γ of a graded f.g.p. module W for the graded algebra A = C⋊ (α,σ) G can be interpreted as a spectrally-flattened gapped Hamiltonian compatible with the symmetry data (G, c, C, φ, σ). Strictly speaking, this interpretation requires W to be a graded Hilbert space with a graded * -representation of A. Although the K-theory of A will be defined in terms of graded f.g.p. modules W for A, we may regard the latter as graded Hilbert A-modules
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, on which there is a notion of self-adjointness for the adjointable (and bounded) operators B(W ). In fact, B(W ), along with the grading operator Γ, form a (evenly) graded C * -algebra under the operator norm. The self-adjoint unitary grading operator for B(W ) is Γ, and it makes sense to talk about continuous functions of Γ and their homotopies. As an example, when
as a Hilbert C(T d )-module, the set of continuous sections of some graded Hermitian vector bundle over T d , on which there is a continuous (i.e., C(T d )-valued) fibre-wise inner product. The restriction of the grading operator to a fibre can be viewed as the flattened version of a gapped Bloch Hamiltonian on that fibre. The positively-graded sub-bundle is the conduction band, while the negatively-graded sub-bundle is the valence band. The usual Bloch-Floquet picture of a direct integral decomposition of L 2 (R d ) over the character space T d , can be recovered by passing to the GNS representation induced by a faithful trace on C(T d ) (e.g., integration over the Haar measure on T d ). For a general, possibly non-commutative, graded algebra A, we interpret the grading operator Γ on a f.g.p. graded A-module W as a flattened gapped Hamiltonian on the non-commutative graded "vector bundle" corresponding to the graded A-module W . For more details regarding the use of Hilbert C * -modules to formalise a noncommutative version of Bloch theory, see [20] .
Given an ungraded A-module W , we can consider the set Grad A (W ) of possible grading operators 11 on W turning it into a graded A-module. There is a standard Banach space structure on W (either from its Hilbert A-module structure or induced from the free module A n which it is a direct summand of), which determines a norm topology on the bounded linear maps W → W . Thus, there is an induced topology on Grad A (W ) ⊂ End A (W ) ⊂ End(W ) (e.g. see I.6.22 of [26] , 11.2 of [7] , or Chapter 15 of [46] ). We can 10 A Hilbert A-module, or a Hilbert C * -module over A, is an A-module with an A-valued "inner product" ·, · , whose associated norm |||x||| = x, x 1/2 is complete. A f.g.p. A-module can be endowed with the structure of a Hilbert A-module, see Theorem 15.4.2 in [46] . Other references for Hilbert C * -modules include [7, 31] .
11 Karoubi calls these gradations.
then talk about the homotopy classes of symmetry-compatible flattened Hamiltonians on W :
Definition 7.1 (Symmetry compatible gapped Hamiltonians). Let (G, c, φ, σ) be symmetry data as described in Section 3.4, and let A = C ⋊ (α,σ) G be its associated graded twisted crossed product. Suppose A is unital, and let W be an ungraded f.g.p. Amodule. We call Grad A (W ) the set of (G, c, φ, σ)-compatible, or A-compatible, or simply symmetry-compatible (flattened) gapped Hamiltonians on W . Two grading operators Γ 1 , Γ 2 ∈ Grad A (W ) are said to be homotopic if there is a norm-continuous path between Γ 1 and Γ 2 within Grad A (W ); in this case, we write Γ 1 ∼ h Γ 2 .
If A = C ⋊ (α,σ) G is non-unital, we can use Definition 7.1 on its unitisation A + . More generally, we can also consider graded twisted C * -dynamical systems by replacing C with some graded C * -algebra in Definition 7.1.
Recall that End A (W ) can be given the structure of a C * -algebra. We may then assume that the Hamiltonians Γ i are self-adjoint and unitary, and that a homotopy between Γ 1 and Γ 2 takes place within such self-adjoint grading operators (see 4.6 of [7] ). Intuitively, Γ 1 ∼ h Γ 2 means that the two Hamiltonians can be continuously deformed into one another, while respecting the symmetries encoded by the algebra A, and maintaining the gapped condition. The set of homotopy classes of symmetry-compatible gapped Hamiltonians on W has been of interest in the literature [30, 44] , and can be identified with the set of path-components π 0 (Grad A (W )). However, these sets do not have a group structure yet, nor are they easily computable in general. The idea of Kitaev [30] and Stone et al [44] is to identify, at least for some special A and families of modules W (N ) , the sets Grad A (W (N ) ) with a family of symmetric spaces, take a "large-N " limit, and then identify the resulting space with a loop space of the stable orthogonal or unitary group. The latter loop spaces are classifying spaces C n and R n for (topological) K-theory and KO-theory respectively, in the sense that K −n (X) = [X, C n ] and KO −n (X) = [X, R n ] for a compact Hausdorff space X. For example, K −n (⋆) and KO −n (⋆) can be identified with the path-components of C n and R n . One might be tempted to identify the K-theory group K −n (⋆) = π 0 (C n ) as the set of "stable" homotopy classes of symmetry-compatible Hamiltonians, but the precise connection between K-theory and homotopy classes of symmetry-compatible Hamiltonians is somewhat more involved. Furthermore, the correct theory to use in the presence of antiunitary symmetries is Atiyah's KR-theory [3] .
Using a slightly modified version of Karoubi's definitions for K-theory, the elements of the K-theory of A can be represented by differences between A-compatible Hamiltonians, in a sense which we will now describe.
Definition 7.2 (Trivial differences between Hamiltonians)
. Let W be a graded f.g.p. module for a graded unital C * -algebra, and let Γ 1 , Γ 2 ∈ Grad A (W ) be a pair of compatible gapped Hamiltonians. We call (W,
A triple (W, Γ 1 , Γ 2 ) is meant to represent the (ordered) difference between two Acompatible gapped Hamiltonians on W , and Definition 7.2 says that we do not wish to distinguish between two Hamiltonians which can be continuously deformed into one another. We want to be able to consider all graded modules concurrently, and to combine two or more systems together. The direct sum operation gives a natural commutative monoid structure to the set Grad A of all triples, where some obvious identifications have been made to ensure commutativity and associativity. The set of trivial triples forms a submonoid Grad t A . Definition 7.3 (Difference-group of Hamiltonians). Let K 0 (A) be the quotient monoid of Grad A by the congruence generated by Grad
We call K 0 (A) the difference-group of A-compatible gapped Hamiltonians.
Furthermore, two isomorphic triples (in the natural sense) define the same class in K 0 (A). (11) Γ(θ) = cos θ − sin θ sin θ cos θ
is trivial, and we can write [W, Γ 2 ,
.
. Note that A acts diagonally, so it is easy to see that it graded commutes with Γ(θ) in both cases.
Proposition 7.5 (Path-independence and homotopy-independence of differences). The equation
depends only on the homotopy class of Γ i in Grad A (W ). (3) is path-connected, it follows that Let us see how K 0 (·) is related to the more familiar K-theory groups. For purely even A, our definition of K 0 (A) is equivalent to either of Karoubi's two definitions of K ′0,0 (A) in III.4.15 and III.4.19 of [26] , and K ′0,0 (A) is itself isomorphic to his K 0,0 (A) as defined in III.4.11 and II.2.13 of the same reference. We outline Karoubi's definitions for convenience. His K 0,0 (A) is generated by (isomorphism classes of) triples (W, W ′ , α), where W, W ′ are graded A-modules and α is an isomorphism of W and W ′ as ungraded A-modules. A triple (W, W ′ , α) is called elementary if α is homotopic to the identity map within the automorphisms of W , and K 0,0 (A) is the group that results from quotienting out the elementary triples. Karoubi's K ′0,0 (A) is, like our K 0 (A), generated by the set of triples (W, Γ 1 , Γ 2 ), but is quotiented by the relation (W,
Proof. We need to show that [W
Both K ′0,0 (A) and the equivalent K 0,0 (A) were shown to be isomorphic to the ordinary K-theory group K 0 (A) (Theorem III.4.12 of [26] ). In particular, a virtual module
Since Karoubi's K ′0,0 (·) and our K 0 (·) continue to make sense and coincide for graded algebras A, we shall take the difference-group K 0 (A) to be a definition of the K 0 -group of a graded algebra A [28] . We denote this group using bold-faced notation K 0 (A), to avoid confusion with the ordinary K-theory group K 0 (A) in which A is regarded as an ungraded algebra. If we also define K s,r (A) := K 0 (A⊗Cl r,s ) for real graded algebras A, we obtain an alternative definition of Karoubi's K r,s (A) (or K ′r,s (A)) as defined in III.4.11 of [26] . Due to the periodicity properties of the Clifford algebras, the K s,r (A) and K ′r,s (A) groups depend only on (r − s) (mod 8). In the complex case, we can similarly define K n (A) := K 0 (A⊗Cl n ), which only depend on n (mod 2). Karoubi went on to prove the difficult result that the "suspension" operation A → A⊗Cl 0,1 (or A → A⊗Cl 1 in the complex case) is K-theoretically compatible with the usual notion of suspension, in the sense that [23, 28] . Putting these results together, we may define the groups K n (A) := K 0 (A⊗Cl 0,n ) ∼ = K 0 (C 0 (R n , A)) in the real case, which have an eight-fold Bott periodicity. For complex A, we can similarly define K n (A) := K 0 (A⊗Cl n ), which have a two-fold Bott periodicity. For purely even real algebras
, and we recover the ordinary higher K-theory groups of A ev , which may be defined as the ordinary K 0 -group of the n-fold suspension of A ev ; similarly for the complex case.
Finally, for non-unital A, we define K 0 (A) to be the kernel of the homomorphism
as is required for consistency.
Decomposition of twisted crossed products
We state a decomposition theorem for twisted crossed products, which we will utilise to compute some super-representation groups and difference-groups arising from physical examples, and to compare them with topological K-theory groups in special cases.
8.1. The Packer-Raeburn decomposition theorem. The K 0 (·) group for a graded twisted crossed product A ⋊ (α,σ) G is difficult to compute directly, and a strategy is to first decompose the crossed product with respect to some normal subgroup of G. Such decompositions are quite well-known for special cases (e.g. untwisted group algebras of semi-direct products), but it is useful to understand the general case. Theorem 8.1 (Packer-Raeburn decomposition theorem [36] ). Let (G, c, A, α, σ) be a graded twisted C * -dynamical system, and let N be a closed normal subgroup of G in the kernel of c. There is an isomorphism of graded C * -algebras
where the twisting pair (β, ν) is determined by a choice of Borel section s :
where the canonical embeddings j A , j N are implied. The formulae for (β, ν) are, for p, p 1 , p 2 ∈ G/N ,
Part of the theorem says that up to isomorphism, the iterated crossed product does not depend on the choice of section s. Theorem 8.1 was proved in [36] for ungraded complex twisted crossed products, but the generalisation to the real and/or graded cases still holds. We have required N ⊂ ker(c) to ensure that c descends to the quotient group G/N , and that the automorphisms β p and cocycle ν(·, ·) are even, independently of s. Then one checks that the standard grading on either side of (12) agrees with the other.
8.2.
Finitely-generated projective modules in equivariant K-theory. We make a short digression to define the notion of a finitely-generated projective (G, A, α)-module W , where A is a (ungraded) unital C * -algebra, and α is a Borel homomorphism (hence continuous) from a compact group G to Aut F (A). Such modules are needed to define the G-equivariant K-theory of A, and when A is commutative, they provide the link to the corresponding topological equivariant K-theory. We recall some facts about f.g.p. Amodules, following 12 Chapter 11.2 of [7] . If W is a f.g.p. A-module, there is a projection p in M n (A) such that W ∼ = A n p. There are many equivalent Banach norms on W , but they determine a unique topology on W , independently of its realisation as a direct summand of A n . We write L (W ) for the set of bounded linear operators on W , which has a strong operator topology alongside its norm topology. We also write G L (W ) for the subgroup of invertible operators, and B(W ) for the subalgebra of module maps. B(W ) is a C * -algebra isomorphic to pM n (A)p.
A finitely-generated projective (G, A, α)-module is a f.g.p A-module W , along with a strongly continuous homomorphism θ :
This resembles our definition of covariant representations, the difference being that W is not a Hilbert space (although it can be made into a Hilbert A-module). This definition of f.g.p. (G, A, α)-modules is in fact the usual one, i.e., a direct summand of a "free module": every f.g.p. (G, A, α)-module is equivariantly isomorphic to a direct summand of V ⊗ A for some finite-dimensional representation space V for G (see Proposition 11.2.3 of [7] ). The equivariant K-theory group K G 0 (A) is defined to be the Grothendieck group of the monoid (under the direct sum) of equivalence classes of f.g.p. (G, A, α)-modules. If A is non-unital, K G 0 (A) is defined to be the kernel of the the induced map p * :
where A + has the induced action from α, F has the trivial action, and p is the equivariant projection A + → F. The Green-Julg theorem says that an equivariant K 0 -group is isomorphic to the ordinary K 0 -group of the crossed product, ⋊ (α,1) G) . A is unital, the crossed product A ⋊ (α,1) G is unital and its f.g.p. modules can be translated into f.g.p. (G, A, α) -modules directly. For more general compact groups G and possibly non-unital A, the Green-Julg isomorphism is demonstrated in a less direct manner (e.g. see the proof of Theorem 11.7.1 of [7] ).
If G is finite and
We define graded f.g.p. (G, c, A, α)-modules W in a similar way, noting that the linear operators on W acquire a natural grading. The operators θ x are required to be odd or even according to c(x), and W must be a graded module for A.
8.3.
Special cases I -Decomposing group C * -algebras over an abelian normal subgroup. Consider the case where α ≡ 1, σ ≡ 1, N is a discrete abelian group, G/N is compact, and G = N ×G/N . Then C⋊N is just the group C * -algebra, which is isomorphic to C(N) via the Fourier transform, whereN is the Pontryagin dual of N . Choosing the standard section s p = (e, p), the twisting pair (β, ν) is trivial, and Generalising very slightly, we can consider (topological) semi-direct products G = N ⋊ G/N . We choose the standard section s : p → (e, p) ∈ N ⋊G/N , which is a homomorphism. Note that (e, p)(n, e)(e, p −1 ) = (p ·n, e), where n → p ·n is the defining automorphic action of p ∈ G/N on N . Using (13b) and (14a), we find that the automorphisms β p act on the canonical generators δ n ∈ C ⋊ N by β p (δ n ) = δ p·n ; in terms of functions f : N → C, this is β p (f )(n) = f (p −1 · n). Under the Fourier transform f →f ∈ C(N ), the automorphism Things complicate significantly when G is not a semi-direct product of N and G/N . There is then a non-trivial central cocycle ν(p 1 , p 2 ) = s p 1 s p 2 s −1 p 1 p 2 ∈ N according to (14b). The automorphismβ p is still the dual of conjugation by s p , i.e.,β p (f )(χ) =f (p −1 · χ), where (p · χ)(n) := χ(s −1 p ns p ). Note thatN remains a G/N -space, since
The group algebra C * -algebra C ⋊ G has a suggestive form C(N) ⋊ (β,ν) G/N . Ignoring possible continuity issues, we can interpret, loosely, a "f.g.p. (G/N, C(N ),β, ν)-module" as the sections of a vector bundle E overN , equipped with a "ν-twisted equivariant G/N -action" on the fibres. There is a "projective representation" of G/N , with p ∈ G/N mapping the fibre over an intial basepoint χ linearly to the fibre over a final basepoint p · χ. However, composition of the fibre maps U χ p : E χ → E p·χ is not associative in general [45] .
According to our definitions in Section 6.1, the complex representation group
, where the last expression is the topological G/N -equivariant K-theory of the compact spaceN . A typical example arising in solid-state physics is the symmetry group G of a crystal. This may include some compact internal symmetries such as spin SU (2) . There is a discrete subgroup of translational symmetries N = Z d , corresponding to the atomic positions in the crystal lattice. The dualN = T d is the Brillouin torus, over which bands in electronic band (Bloch) theory reside. In general, the quotient homomorphism G → G/N need not be split. If it is split (corresponding to the symmorphic crystallographic groups), we can identify R C (G) as the topological G/N -equivariant K-theory group of the Brillouin torus.
If N is not discrete, the dualN is not compact and we have
, where the topological equivariant K-theory group must be interpreted using vector bundles trivialised outside a compact subspace ofN , i.e., K-theory with "compact supports". Such a situation arises, for instance, when N = R n , which has a very different topological nature to Z n . Remark 8.2. Since A = C ⋊ G is ungraded (or purely even), its super-representation group and difference-group also coincide with K 0 (A), so the topological K-theory picture developed above applies to SR(A) and K 0 (A) as well.
8.4.
Special cases II -Decomposing twisted group C * -algebras over an abelian normal subgroup. We move on to twisted group algebras, allowing σ ≡ 1, but with the abelian normal subgroup N represented non-projectively, i.e., σ(n, ·) = 1 = σ(·, n) for all n ∈ N . As in Section 8.3, we have the decomposition C⋊ (1,σ) G ∼ = C(N )⋊ (β,ν) G/N , where (β, ν) are determined by (13b), (14a) and (14b), along with the Fourier transformation β →β. The dual action of p ∈ G/N onN
turnsN into a G/N -space. All the results in the Section 8.3 follow, except that ν(p 1 , p 2 ) acquires an additional phase factor according to the formula (14b).
If we lift the condition σ(n, ·) = 1 = σ(·, n), we no longer have C ⋊ (1,σ) N ∼ = C 0 (N ). The generalised dual [43] N σ is defined to be the set of equivalence classes of projective (N, σ)-representations χ. Equation (15a) does not simplify to (15b), but it still defines p · χ as another element ofN σ . In general, (15a) does not define a genuine (i.e. associative) action of G/N onN σ , unless G = N ⋊ G/N (so that s can be chosen to be a homomorphism), or σ(n, g) = 1 = σ(g, n) whenever g is not in N . It is also not clear how to topologise the setN σ .
Since C ⋊ (1,σ) N is a noncommutative algebra, the equivariant vector bundle picture developed in Section 8.3 is not available. This situation occurs in the Integer Quantum Hall Effect [6] , so it is important to have techniques that can handle such situations. We have developed everything in this section from a C * -algebra (i.e. noncommutative topology) point of view, and it still makes sense to study the K-theory of the twisted group algebra. If we wish to, we can loosely interpret a f.g.p. C ⋊ (1,σ) G-module as the "space of sections" of some ν-twisted G/N -equivariant "bundle" over the noncommutative space corresponding to C ⋊ (1,σ) N .
Special cases III -
Thus, we are interested in the real C * -algebra C ⋊ (α,1) G. A C ⋊ (α,1) G-module is a linearantilinear representation of G with respect to the decomposition G u = ker(α), G a = G − G u . By intersecting with G u , we may assume that N ⊂ ker(α). We retain the assumption that G/N is compact. The map α is a homomorphism and descends to the quotient G/N , which we denote again by α. We will think of α as being determined by the homomorphism φ : G → {±1} in the symmetry data (G, φ) for UA-reps, then φ descends to G/N as well. We also assume the splitting
where the real-linear automorphismsβ p are determined as follows. From (14a), we obtain β p (λ) = α p (λ) ≡ λ p for λ ∈ C. Thus p complex-conjugates the complex numbers when φ(p) = −1. Also, β p (n) = pnp −1 = p · n. These say that p acts onf ∈ C 0 (N ) bŷ
For discrete N , we can understand a f.g.p. module for C ⋊ (α,1) G as the sections of some G/N -equivariant complex vector bundle E over the compact spaceN , equipped with some additional structure arising from the non-trivial α, or equivalently, φ. The quotient group G/N no longer acts complex-linearly on the bundle sections. Instead, the action of p ∈ G/N , and hence the fibre maps U χ p , are antilinear when φ(p) = −1. As a complex bundle, E is determined by the underlying C(N )-module structure of a f.g.p.
(G/N, C(N ),β)-module. In addition, E is a "Real" (G/N, φ)-bundle over the G/N -spacê N , in the sense of [25] ; this is defined to be a complex vector bundle E ̟ − →N , on which the total space has a G/N action such that:
(1) The G/N -action commutes with the bundle projection ̟, so G/N acts on the base spaceN , and gives rise to fibre maps V χ
(2) For every χ ∈N , the fibre maps are linear/antilinear according to whether φ(p) = +1 or −1.
Bundle maps between "Real" (G/N, φ)-bundles are required to be complex bundle maps that commute with the G/N -structure.
The following splitting assumption is often made on G/N . Suppose that there is a continuous {±1}-action ǫ : {±1} → Aut(Q := ker(φ)), so we can write G/N itself as a semi-direct product G/N = Q ⋊ {±1}
13 . Then φ is simply the projection onto the {±1} factor. Note that ǫ(−1) is an involutary automorphism of Q, and we denote this involution by q →q := ǫ(−1)(q). Let T (suggestive of a time-reversal element) denote both (−1) and its lift to an element of order 2 in G/N . Then T has an involutary action (viaβ) on N , written as T · χ =:χ. It further lifts to an order 2 element in G (also denoted by T ). The group Q is also embedded in G ∼ = N ⋊ (Q ⋊ {1, T }), and we also use the same symbol to denote both q ∈ Q and its lift to G. Note that T q =qT in the semi-direct product G/N = Q ⋊ {1, T }, which of course persists when T and q are regarded as elements of G. We then have the relation
Such a spaceN is sometimes called a Real Q-space for the Real group (Q, ǫ). Recall that the total space E has a G/N = Q ⋊ {1, T }-action commuting with the bundle projection ̟. In particular, the element T has an involutary action on E, which is antilinear between fibres. Such an E is sometimes called a Real 14 Q-equivariant bundle over the Real Q-spacê N . The group Q ⊂ G/N also acts on C(N) by complex-linear automorphisms according toβ q . Since T q =qT , this action of Q on C(N ) is Real in the sense thatβ q (f ) =βq(f ), wheref :=β T (f ). The sections of E form a f.g.p. module for C(N ), which is Real in the sense that there is an antilinear involution on sections v →v, defined byv(χ) := v(χ),
Remark 8.3. Freed and Moore arrived at Real Q-vector bundles in the sense of Atiyah [3] , by assuming that G/N is a direct product of Q with {1, T }. We are using a more general notion of Real Q-equivariant bundles, where Q need not commute with the bundle involution. If we allow σ ≡ 1, but only for σ(T, T ) = −1, we can use "Quaternionic" bundles [10] for a vector bundle picture.
Given the symmetry data (G, φ), the compatible gapped Hamiltonians or their difference classes are classified by K 0 (A) ∼ = SR(A) ∼ = K 0 (A), where A = C ⋊ (α,1) G. With the assumptions that φ(N ) = +1, G/N is compact, and G = N ⋊ (Q × {1, T }), we can identify K 0 (A) with a topological Q-equivariant KR-group, KR 0,0 Q (N ), in the sense of Atiyah [3] . We may drop the assumption that G/N = Q × {1, T }, or even G/N = Q ⋊ {1, T }, but the slightly more general version of Real equivariant K-theory [17, 25] described above is required due to the lack of a distinguished antilinear involution. The geometrical picture in terms of "Real" or Real bundles can become rather unwieldy without splitting assumptions on G, and it seems better to work at the algebraic level.
8.6. Special cases IV -A Clifford algebra factorises in the crossed product C * -algebra. We now consider the symmetry data given by (G, c, φ, σ) . We assume that G is a semi-direct product G = N ⋊ G/N , where N ⊂ ker(φ, c) is abelian, and G/N is compact. The homomorphism (φ, c) descends to G/N , and we denote its image by A ⊂ {±1} 2 . We can think of A as one of the subgroups of the CT -group, by identifying 13 Some authors call (Q, ǫ) a Real group. 14 Note the differences between "Real", Real, and real. The last two are fairly standard in the literature.
{±1} 2 with {1, T, C, S} as in Section 5.1. We assume that (φ, c), as a homomorphism on G/N , is split, so G/N is a semi-direct product G/N = Q ⋊ A with Q := ker(φ, c).
Where present, we denote the lifts of C, T, S to G/N and G by the same symbols. We also assume that σ(nq, ·) = 1 = σ(·, nq) for all nq in N ⋊ Q, then σ is simply specified by its restriction to A. Let A = C ⋊ (α,σ) G as before, and denote the images, under j A , of C, T, S in MA by C, T, S. Note that the commutation relations amongst C, T, S are the same as those amongst the representatives of C, T, S in a graded PUA-rep of (G, c, φ, σ) , which is why we have used the same symbols for both. As in Section 5.1, we can choose σ such that CT = TC = S as elements of the crossed product, then σ is simply specified by T 2 = ±1, C 2 = ±1, while S 2 = +1 can be assumed. There are ten possibilities for (A, σ), each with a corresponding Clifford algebra, as listed in Table 1 . Note that if A is the trivial group, we are back in the situation of Section 8.3. We have also handled the case A = {1, T }, T 2 = +1 in Section 8.5.
We are interested in graded f.g.p. modules for the graded twisted crossed product A = C ⋊ (α,σ) G, with the (even) automorphisms α g on C determined by φ(g), and the grading on A determined by c. We first decompose A with respect to the subgroup N ⋊ Q, noting that ν reduces to σ in (14b). We obtain
for some automorphisms γ r ,γ r , r ∈ A. The explicit expression forγ is complicated by the fact that A acts on Q in the semi-direct product N ⋊ Q. Nevertheless, its action on (the copy of) C 0 (N ) is manageable:
Note that each of the dual actions of T, C, S onN is involutary, since they act as involutions on N . However,γ T andγ C are antilinear, whereasγ S is complex-linear. Note that T and C need not define the same involution onN , although it is true that C · (T · χ) = S · χ, so S acts trivially onN and C 0 (N ) if the actions of T and C do coincide. Suppose A = {1, T, C, S} = {1, T } × {1, S}, and we move {1, S} into the groupQ := Q ⋊ {1, S}. Then can write
where C 0 (N ) ⋊ (β,1)Q is now a graded complex algebra, T anticommutes with i in MA, and T 2 = ±1. Therefore, in any graded A-module, we can choose (the representative of) T to be a distinguished even antilinear involution or anti-involution, i.e., a real or quaternionic structure. It is possible to use graded Real or "Quaternionic" bundles to understand graded f.g.p. A-modules [11, 10] , and we have already done this for T 2 = +1 in Section 8.5. However, such bundles need to accommodate grading-reversing operations due to the presence of S, and can be quite cumbersome to describe. Furthermore, it is desirable to understand all the ten cases for (A, σ) in a unified manner, and to relate them to Clifford algebras a la Section 5.
To make progress in this direction, we shall assume that G = (N ⋊ Q) × A. The decomposition (16b) simplifies, because γ T , γ C do not act on N or Q but simply effects complex conjugation on C, and γ S is just the identity. In the complex case, i.e. A ⊂ {1, S}, we have
where the complex Clifford algebra is Cl 1 if A = {1, S} and Cl 0 if A = {1}. For discrete N , we can understand a graded f.g.p. (Q, C(N ),β)-module as in Section 8.3. It is the set of continuous sections of some graded Q-equivariant complex vector bundle overN , and the latter is just the direct sum of two ungraded Q-equivariant bundles overN . When n = 1, there is an additional graded action of Cl 1 on the fibres which commute with the Q-action.
In the real case, i.e., either of C and T is present, we first write
where the Clifford algebra Cl r,s is determined by (A, σ), according to Section 5.1. Actually, when A = {1, T }, the factor C ⋊ (α,σ) A is purely even, so we have actually made a modification (see Remark 5.3), replacing it by a graded Clifford algebra Cl r,s . This detail is actually quite important, see Section 9.1. Unfortunately, the Clifford-module bundle picture is much less clear in the real case. This is because the real C * -algebra R ⋊ N does not simply translate into C 0 (N , R) under the Fourier transform. Instead, we have to considerN as a Real space with involution given by the map taking χ to the complex conjugate characterχ. The algebra R ⋊ N is the real subalgebra of C ⋊ N which is fixed under complex conjugation. Upon taking the Fourier transform C ⋊ N ∼ = C 0 (N ), complex conjugation turns into the antilinear involutionf (χ) :=f (χ), and the correct isomorphism is (19) R
With (17) and (18), we have an expression for the graded twisted group algebra A as a tensor product of a purely even algebra with a graded Clifford algebra. According to Section 7, tensoring by a Clifford algebra simply produces a degree shift in K-theory, so the difference-group K 0 (A) is easy to compute. In the complex case, we have (20) where the last expression is an equivariant topological K-theory group. In the real case, we have
To obtain a topological K-group in the real case, we need to move to the Real category, suited for spaces with involution. This point of view is taken in [18, 45] , and we simply quote the result To obtain a vector bundle picture for the graded f.g.p. modules for A = C⋊ (α,σ) G, we make a splitting In general, we can allow σ ≡ 1, but require further splitting assumptions. In Section 8.6, we found that a significant simplification occurs when G has the form G = (Z d ⋊ Q) × A with A ∼ = (τ, c)(G) ⊂ {1, T, C, S}, and σ is only non-trivial between elements of A. The data of (A, σ) is associated with one of ten possible Clifford algebras, which factorises in A = C ⋊ (α,σ) G. In the two complex cases (i.e. A ⊂ {1, S}), the graded Bloch bundle picture of a graded f.g.p. A-module is a graded Q-equivariant complex bundle over T d , corresponding to the factor C(T d ) ⋊ (β,1) Q in (16b). In the A = {1, S} case, there is an additional commuting graded Cl 1 -action on each fibre, generated by the complex-linear, odd, and involutary map I S representing S. A topologically-trivial (G, c, φ, σ)-compatible band insulator (in a complex class) is one which admits an odd Q-equivariant complex bundle automorphism I satisfying I 2 = +1, and II S = −I S I (if S is present).
As for the remaining eight cases corresponding to the real Clifford algebras, the graded Bloch bundle is again a complex graded Q-equivariant bundle E over T d . The elements T, C of A (where present) act through the antilinear bundle maps I T , I C representing T, C, which are even and odd respectively. The squares of I T and I C are ±1 according to σ(T, T ) and σ(C, C). Unlike I S , the bundle maps I T , I C do not commute with the bundle projection, but they take the fibre over χ ∈ T d to the fibre overχ. The map I T is the standard time-reversal operation on the Bloch bundle, and both cases I 2 T = ±1 are considered in the literature. Similarly, I C is the standard particle-hole conjugation operation on the graded Bloch bundle. We have thus recovered the usual notions of symmetry-protected topological insulators. A topologically-trivial (G, c, φ, σ)-compatible band insulator is one which admits an odd Q-equivariant complex bundle automorphism, satisfying I 2 = 1, and II T = I T I, II C = −I C I. Note that the Clifford algebra action generated by the appropriate subset of {i, I T , I C } does not commute with C(T d ), so the graded Bloch bundle is not a bundle of Clifford modules. Under the above splitting assumptions, the difference-groups of (G, c, φ, σ)-compatible band insulators can be read off from (20) and (21):
where n, r, s are determined by Table 1 . Although SR(A) and K 0 (A) do not generally coincide for graded A, they do when A is purely even, since both are then isomorphic to the ordinary K 0 group of A. Important examples are when G is of the form (Z d ⋊ Q) × A, where A = {1} or A = {1, T }, and only σ(T, T ) may be non-trivial. In each of these cases, C ⋊ (α,σ) A is purely even; it is either the complex algebra C, the real algebra M 2 (R), or the real algebra H. The latter two real algebras are generated by i and T. This means that (17) and (18) should give
Recall that in the third case, we had replaced H by the graded Clifford algebra Cl 4,0 ∼ = Cl 0,4 in (18), which we used to arrive at (21) . We could also use Theorem III.4.12 of [26] , which says that
, which justifies our replacement. The (super)-representation groups for the three cases where A = C ⋊ (α,σ) G is purely even, are
which should be compared with Corollary 10.28 of [18] . Specialising to N = Z d yields the (super)-representation groups of (G, φ, σ)-compatible band insulators. Finally, we remark that the somewhat awkward treatment of the third case (T 2 = −1), which resulted in a KR −4 group, can be modified to resemble the first two cases more closely. In the third case, we can identify a f.g.p. A-module with the sections of a Qequivariant "Quaternionic" vector bundle overN . Like Real vector bundles, "Quaternionic" vector bundles are complex vector bundles over a Real space (X, ς), but with a lift of ς to an antilinear anti-involution Θ such that Θ 2 = −1. Such bundles were considered in a classification scheme for Type AII topological insulators in [10] , in which detailed definitions and references for "Quaternionic" bundles can be found. The construction of the "Quaternionic" vector bundle corresponding to a A-module is quite straightforward. Recall that A ∼ = C(N ) ⋊ (β,1) Q ⋊ (γ,σ) {1, T } by (16b), with N = Z d for band insulators. Then, we simply form the Q-equivariant complex vector bundle corresponding to the underlying C(N ) ⋊ (β,1) Q -module structure of a f.g.p. A-module, and define Θ = I T . The topological K-theory for "Quaternionic" bundles is called KQ-theory, and there is a useful isomorphism KR −4 (X, ς) ∼ = KQ 0 (X, ς) (see [15] and the Appendix of [10] ). This establishes a KR −4 group as a Grothendieck group KQ 0 of "Quaternionic" bundles; the latter is somewhat easier to picture, and allows us to describe K 0 (A) directly as a Grothendieck group of vector bundles in all three cases where A = C ⋊ (α,σ) G is purely even (but not the other seven).
9.2. Finite versus infinite rank bundles. In many realistic Hamiltonians compatible with a subgroup N = Z d ⊂ G of translational symmetries of a lattice, the Bloch Hamiltonians are unbounded operators on a bundle of infinite-dimensional Hilbert spaces over the Brillouin torusN = T d . In our application of K-theory, we have been confined to the finite-rank situation. We can motivate this physically by imposing an energy cut-off, or by assuming that there is a finite-rank conduction band which we restrict attention to. As such, Γ refers not to the flattened version of the full Hamiltonian, but to the flattened version of its restriction to the relevant low energy modes. Likewise, the symmetries act only on this restricted (invariant) subspace. Also, in certain discretised models, the Bloch Hamiltonians do have finite-rank, so the K-theory classification makes sense for the full Hamiltonian.
Nevertheless, the infinite-rank situation can still be handled. In the Hilbert C * -module description of Bloch theory [20] , the Bloch Hamiltonians act on a continuous field of infinite-dimensional separable Hilbert spaces over T d , whose sections form a countablygenerated Hilbert C(T d )-module. In [18] , the authors considered graded bundles E + ⊕ E − over T d , such that E + is infinite-dimensional, while E − is a finite-rank bundle. They called such bundles "Type I" insulators, while graded bundles with both E + and E − having finite rank were called "Type F " insulators. Let us formalise their idea in noncommutative language.
Definition 9.1 (Type I and Type F insulators). Let A be a graded unital C * -algebra. A Type I insulator is a graded A-module E = E 0 ⊕ E 1 =: E + ⊕ E − such that E − is a f.g.p. A-module and E + is a countably-generated (but not finitely-generated) Hilbert A-module. A Type F insulator is a graded f.g.p. A-module.
Suppose A is the graded twisted crossed product C * -algebra arising from the symmetry data (G, c, φ, σ). For Type I insulators, there is no possibility of an invertible odd operator taking E + to the f.g.p. submodule E − , so c ≡ 1 and A is purely even. We define GV I (A) to be the commutative monoid, under the direct sum, of equivalence classes of Type I insulators. Note that we have to formally introduce the zero module as a zero element, since it is not actually in GV I (A). This monoid is really the direct sum of the monoid V + (A) of ungraded countably-generated Hilbert A-modules E + , and the monoid V − (A) := V(A) of ungraded f.g.p. A-modules.
For Type I insulators, the notion of triviality in Definition 6.1 is vacuous, and we cannot construct a "super-representation group" using Definition 6.2. Instead, the passage to an abelian group is via the Grothendieck completion GR I (A) of GV I (A) = V + (A) ⊕ V − (A). We can perform an "Eilenberg swindle" on the V + part of GV I (A) as follows.
Proposition 9.2. The Grothendieck completion of V + (A) is the trivial group.
Proof. There is a "standard" (countably-generated) Hilbert A-module H A (see 15.1.7 of [46] ), defined by [46] for a proof and original references), says that H A is absorbing in the sense that every countably-generated Hilbert A-module
Recall that we also have K 0 (A) ∼ = SR(A) ∼ = K 0 (A) when A is purely even. Despite this, an element of K 0 (A), for a purely even A, has a very different interpretation depending on whether one is in the Type I or Type F situation. For Type F insulators, we can think of the (class of the) virtual module [E ⊖ E ′ ] ∈ K 0 (A) as the (class of the) graded A-module [E ⊕E ′ ], with the grading operator interpreted as a flattened gapped Hamiltonian sgn (H). Alternatively, a triple [E, Γ 1 , Γ 2 ] ∈ K 0 (A) ∼ = K 0 (A) is a difference-class between two Type F insulators (E, Γ 1 ) and (E, Γ 2 ). However, for Type I insulators, a K 0 (A) ∼ = R(A) element [E − ⊖E ′− ] should not be thought of as an A-module graded by sgn (H). Rather, a gapped Type I Hamiltonian determines a "bundle of negative eigenstates 15 " E − , which represents the virtual module [E − ⊖ 0] in GV I (A) ∼ = K 0 (A). This is actually more familiar than it looks. For instance, the Hall conductivity in the Integer Quantum Hall Effect is related to the K-theory element [E − ⊖ 0] arising from a Type I Landau Hamiltonian [6] . Here, it is important to realise that there is no commutative Brillouin zone, so our definition of a "noncommutative" Type I insulator has genuine physical relevance. Similarly, the Kane-Mele Z 2 invariant for T -invariant insulators is determined by the negative energy bundle of a Type I insulator, and was studied in [18] . It is important to note that this interpretation of K 0 (A) for Type I insulators only makes sense for three of the ten possible CT -symmetries. 15 The authors of [44] study the "bundle of negative eigenstates" of gapped insulators, but their 8+2-fold way has a different interpretation from ours, especially in the c ≡ 1 cases.
n
Cartan label Table 2 . Classification of 0-dimensional gapped topological phases and their difference-classes. The next-to-last column lists the Clifford algebra Cl 0,n or Cl n in the graded Morita class of the algebra A associated with (A, σ). The K-theory group in the last column is isomorphic to the superrepresentation group SR(A), as well as the difference-group K 0 (A). The second column lists the Cartan label of the symmetric space of quantum mechanical time evolutions with corresponding C, T symmetries [40, 22] . Table of gapped topological phases 10.1. A unified explanation for the periodicities in the classification of gapped topological phases. In Section 5.1, we showed that the graded PUA-reps of each of the ten choices of (A, σ) are in 1-1 correspondence with the graded representations of a real or complex Clifford algebra according to Table 1 . The super-representation group of C ⋊ (α,σ) A and that of its corresponding Clifford algebra coincide, and are precisely the K-theory group of a point, according to equation (10a)-(10b). Therefore, we say that the classes of 0-dimensional gapped topological phases compatible with the symmetries specified by (A, σ), modulo topologically trivial phases, is given by Table 2 . The same K-theory groups also classify the differences of (A, σ)-compatible gapped Hamiltonians, due to the isomorphisms K 0 (Cl r,s ) ∼ = K s−r (R) and
Generators of
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Dimension shifts in the Periodic
In the literature, it is often claimed [30, 44] that the K-theoretic classification of gapped topological phases in d spatial dimensions is the same as that in 0 dimensions, except for a shift in the K-theory index by d. We show that this can be explained in a robust manner using several powerful results in the K-theory of crossed product C * -algebras.
Theorem 10.1 (Connes-Thom isomorphism [9, 29, 42] ). Let (R, A, α) be a C * -dynamical system, with A a real or complex (ungraded) C * -algebra. Then K n (A ⋊ (α,1) R) ∼ = K n−1 (A).
Remarkably, Theorem 10.1 holds for any continuous α : R → Aut F (A).
Theorem 10.2 (Packer-Raeburn stabilisation trick [36] ). Let (G, A, α, σ) be a twisted C * -dynamical system, and let K denote the compact operators on the Hilbert space L 2 (G). There is an isomorphism
Proof. Iterating Theorem 8.1 yields
. . .
for some sequence of twisting pairs (α i , σ i ), i = 1, . . . , d. Then, Theorem 10.2 says that we can untwist each of the iterated crossed products, provided we stabilise the algebras, i.e., tensor by K. Since K-theory is invariant under stabilisation, we have
so the effect on K-theory is to lower the index by d.
Suppose (G, c, φ, σ) describes the symmetries of a physical system, G = ker(φ, c) × A ≡ G 0 × A, and σ(g 0 , y) = 1 = σ(y, g 0 ) for all g 0 ∈ G 0 , y ∈ A. In the real case, the graded twisted group C * -algebra has the form A = A ev⊗ Cl r,s where A ev = R ⋊ (1,σ) G 0 ; in the complex case, it is A = A ev⊗ Cl n , where A ev = C ⋊ (α,σ) G 0 . In Section 7, we found the difference-group of A to be an ordinary K-theory group, K 0 (A) ∼ = K s−r (A ev ) (real case) or K 0 (A) ∼ = K n (A ev ) (complex case). Suppose there are now d additional translational symmetries,G = G × R d , so thatG = (G 0 × R d ) × A =:G 0 × A. We may assume that the homomorphisms c and φ are extended trivially to R d by continuity. We also assume that the extensionσ of σ remains trivial betweenG 0 and A, although we allowσ(x, g 0 ) andσ(g 0 , x) to be non-trivial for x ∈ R d , g 0 ∈G 0 . Thus the extra R d symmetries may be projectively realised. Then the graded twisted group C * -algebraÃ of (G, c, φ,σ) is A = (A ev ⋊ (β,ν) R d )⊗Cl r,s , for some twisting pair (β, ν). Note that A ev ⋊ (β,ν) R d is purely even as well. It follows from Corollary 10.3 that
In fact, to arrive at (22a)-(22b), we only needG 0 to be an extension of G 0 by R d . Furthermore, the argument still works for general graded twisted C * -dynamical systems, i.e., with C replaced by a general purely even algebra B ev . For example, B ev could be used as a model for disorder [6] . Therefore, under fairly general assumptions about additional R d symmetries, we find that the difference-group K 0 (·) becomes that for d = 0, provided we lower the K-theory index by d. It is also important to note that the suspension operation raises the degree in K-theory. This does not matter in the complex case because of the 2-periodic Bott periodicity, but it matters in the real case, where there are in fact two distinct notions of suspension, see Appendix A. The degree shifts can also be accounted for if we use the correct notion of suspension, and is a special case of our approach.
There is a similar discretised version of the dimension shift phenomenon. To understand this, we first consider the simplest example of the graded twisted group C * -algebra of G = Z d × A, where Z d acts trivially on C, and σ is only non-trivial between elements of A. Then Thus, a trivial crossed product with Z results in K 0 (·) acquiring an extra K-theory group with index lowered by 1. In the complex case, equation (23) continues to hold with C replaced by some other purely even complex algebra B ev which is trivially acted upon by Z. Similarly, in the real case, we may replace C = R⊗ R C by some purely even complexfied algebra B ev = B ev R ⊗ R C. Using (25a)-(25b) repeatedly, we obtain, assuming α| Z d = 1,
Note that there is always a single extra K s−r−d (B ev R ) or K n−d (B ev ) factor, just as in the case of a crossed product with R d . Equation (24) generalises the topological KR-theory calculations of Kitaev in equations 25-27 of [30] . In particular, if we take A = {1, T }, T 2 = −1, B ev = C and d = 3, we obtain the difference-group for 3D T -invariant insulators,
a result obtained by KR-theory methods in Theorem 11.14 of [18] . We stress that the expression (24) assumes some specific structure of the symmetry data (G, c, φ, σ), in particular, the way in which Z d sits inside G. These assumptions do not hold, for instance, when there is spatial inversion symmetry, which acts on Z d non-trivially. One advantage of our approach is that all symmetries are treated on an equal footing. These include time/charge preserving/reversing symmetries, projectively-realised symmetries, Z d -symmetries underlying band insulators, and translations R d in extra spatial dimensions. Furthermore, the arguments leading to Equation (22a)-(22b) suggest that the phenomenon of "dimension shift" in the classification schemes for topological insulators observed in [30, 41, 40] is very robust, and does not depend on the details of how the extra dimensions come into play. Table 10 .1 summarises the periodicities in the differencegroups, in the special case where G = A. It is similar to the results in [40, 41] , and to Kitaev's table [30] , after a suitable re-interpretation.
n Cartan label Table 3 . Periodic Table of difference-groups for gapped topological phases in d dimensions. The K-theory degree shifts in both the vertical and horizontal directions are manifestations of isomorphisms in K-theory. In the vertical direction, it is due to the effect on K 0 (A) of tensoring with a Clifford algebra; in the horizontal direction, it is due to the Connes-Thom isomorphism. The twofold and eightfold periodicities are due to Bott periodicity in the Clifford algebras and K-theory.
Despite the projectively-realised R 2 symmetry in the physically important case of the Integer Quantum Hall effect, it fits nicely into our version of the periodic table. We also see why time-reversal symmetry needs to be broken, by a magnetic field or otherwise, in order to exhibit the Integer Quantum Hall effect. For Type I insulators in two dimensions with T 2 = +1 (assuming spin-0), the relevant K-theory group is trivial; however, a Z 2 -invariant is possible if the spin- 
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Appendix A. Some remarks on K-theory Standard K-theory definitions can be found in many references. For the topological K-theory of spaces, with an exposition of Clifford algebras and the Atiyah-Bott-Shapiro isomorphisms, there is [34] . For the K-theory of (ungraded) C * -algebras, we refer to [46] , which has a treatment on the relationship between Hilbert C * -modules and f.g.p. modules, and [7] , which discusses graded C * -algebras as well as KK-theory. The K-theory of real C * -algebras is covered in detail in [42] ; many of the results from complex K-theory carry over to the real case, but require rather different proofs. A different approach emphasising Clifford algebras, from which we have borrowed heavily, can be found in Karoubi's [26] , especially Chapter III, as well as references therein. The following results are taken from these references.
Let C 0 (R, C) (resp. C 0 (R, R)) be the complex (resp. real) non-unital C * -algebra of continuous functions R → C (resp. R → R) vanishing at infinity. The suspension SA of a complex (resp. real) C * -algebra A is defined to be SA := A ⊗ C 0 (R, C) (resp. SA := A ⊗ C 0 (R, R)). The higher K-theory groups of a real or complex C * -algebra A are related to the suspension operation, and for our purposes, we will actually define K n (A) to be K 0 (S n A). In the complex case, SA is isomorphic to the crossed product of A by a trivial action of R, because A⋊R ∼ = A⊗C 0 (R, C) ∼ = SA, where the hat onR indicates the Fourier transform of R. In the real case, we have A ⋊ R ∼ = A ⊗ C 0 (iR) instead (see Equation (19) ), which suggests the definitionSA := A ⊗ C 0 (iR). It turns out thatS is the K-theoretic "inverse" operation to S, K n (SSA) ∼ = K n (SSA) = K n (A ⊗ C 0 (iR) ⊗ C 0 (R, R)) ∼ = K n (A), and so K n (SA) ∼ = K n−1 (A). This is, of course, a special case of Theorem 10.1. Bott periodicity in K-theory says that
real case,
and leads to cyclic long exact sequences in K-theory, with six terms in the complex case and 24 terms in the real case. This is a crucial ingredient in the proofs of many results involving the K-theory of crossed products. which can be shown using the Pimsner-Voiculescu (PV) exact sequence (Theorem 10.2.1 of [7] and Theorem 1.5.5 of [42] ) for the K-groups of crossed products of A by Z.
One way in which Clifford algebras enter the description of higher K-groups is through the approach of Karoubi. We have followed his definitions closely in defining K n (·) in Section 7. For commutative A ∼ = C(X), Karoubi developed another model for K-theory [24] , defining hisK r,s (X) groups in terms of homotopy classes of graded bundles, over X, of odd self-adjoint Fredholm operators which are Cl r,s -antilinear (i.e. anticommutes with the Clifford generators). He showed that hisK r,s (X) are isomorphic to his K ′r,s (C(X)) and hence to our K s,r (C(X)). This should be compared to the use of Cl n−1,0 -antilinear skew-adjoint Fredholm operators (or odd Cl n,0 -linear self-adjoint Fredholm operators) as classifying spaces for K −n (·) in [5] . Some of the connections between the ABS constructions in [3] , Karoubi's K-theory, as well as the twisted K-theory of [14] , are decribed in [27] . Finally, there is the KK-theory description (Definition 2.4.11 of [42] ), K n (A) ∼ = KKO n,0 (R, A) := KKO(R, Cl n,0⊗ A) real case, K n (A) ∼ = KK(C, A) := KK n (C, Cl n⊗ A) complex case.
Note that the standard definitions of KK-theory groups involve right Hilbert C * -modules, whereas we have used left modules throughout this paper.
