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Abstract
In this paper we develop tools to study families of non-selfadjoint operators L(ϕ), ϕ ∈
P , characterized by the property that the spectrum of L(ϕ) is (partially) simple. As a
case study we consider the Zakharov-Shabat operators L(ϕ) appearing in the Lax pair
of the focusing NLS on the circle. The main result says that the set of potentials ϕ
of Sobolev class HN , N ≥ 0, so that all small eigenvalues of L(ϕ) are simple, is path
connected and dense.
1 Introduction
In this paper we develop tools to study families of non-sefadjoint operators L(ϕ), depending
on a parameter ϕ. To fix ideas assume that the parameter space P is a subset of some real
Hilbert space and for any ϕ ∈ P , L(ϕ) has a discrete spectrum. Ideally, the spectrum
specL(ϕ) is simple for any ϕ ∈ P , i.e. any eigenvalue of L(ϕ) has algebraic multiplicity
one, and specL(ϕ) can then be represented, under appropriate regularity assumptions on
the parameter dependence of L(ϕ), ϕ ∈ P , by a family of eigenvalues (λj(ϕ))j∈J with
λj : P → C being real-analytic for any j ∈ J . However, typically, such a situation does not
hold and one is interested in tools to estimate the size of the subset
P ′ = {ϕ ∈ P | specL(ϕ) simple}.
In particular, it is of interest to know if P ′ is open, dense, or connected. As an illustration
we recall the classical theorem of Neumann and Wigner [18] saying that within the space
P of all real symmetric n × n matrices, n ≥ 2, the ones with multiple eigenvalues form an
algebraic variety of codimensions two. In particular, the set P ′ of all real symmetric n× n
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matrices with simple spectrum is path-wise connected and dense. See also [2, 3], [15], [6],
[4] for related results.
As a case study we consider in this paper the Zakharov-Shabat operators (ZS) appearing
in the Lax pair of the defocussing nonlinear Schro¨dinger equation (dNLS) and the focusing
one (fNLS). These operators are differential operators of first order of the form (x ∈ R, ∂x =
∂/∂x)
L(ϕ) = i
(
1 0
0 −1
)
∂x +
(
0 ϕ1
ϕ2 0
)
(1.1)
where the potential ϕ = (ϕ1, ϕ2) is in L
2
c = L
2(T,C)× L2(T,C) and T = R/Z. In the case
of dNLS, ϕ is in the subspace L2r whereas in the case of fNLS, ϕ is in iL
2
r. Here L
2
r ⊆ L
2
c
denotes the real subspace
L2r = {ϕ = (ϕ1, ϕ2) ∈ L
2
c |ϕ2 = ϕ1}.
For ϕ ∈ L2c arbitrary we denote by specp L(ϕ) the spectrum of the operator L = L(ϕ) with
domain
domp L(ϕ) = {F ∈ H
1
loc ×H
1
loc |F (1) = ±F (0)}.
As L(ϕ) has a compact resolvent specpL(ϕ) is discrete and each of its eigenvalues has finite
algebraic multiplicity. It is referred to as the periodic spectrum of L(ϕ) and its eigenvalues
as periodic eigenvalues of L(ϕ) – or by a slight abuse of terminology as periodic eigenvalues
of ϕ. First let us state the following rough estimate of the periodic eigenvalues of L(ϕ) –
cf. Lemma 1 in [16] as well as Theorem 4.1 and Theorem 4.2 in [17]. For the convenience
of the reader it is proved in Section 2.
Lemma 1.1. [Counting Lemma] For each potential in L2c there exist a neighborhood W ⊆
L2c and an integer R ∈ Z≥0 so that for any ϕ ∈ W , when counted with their algebraic
multiplicities, L(ϕ) has two periodic eigenvalues in each disk
Dn = {λ ∈ C | |λ− nπ| < π/4} (1.2)
with |n| > R and 4R+ 2 eigenvalues in the disk
BR = {λ ∈ C | |λ| < Rπ + π/4}. (1.3)
There are no other periodic eigenvalues.
The Counting Lemma shows that given a potential ϕ in L2c , for any |n| > R with R
sufficiently large, the periodic eigenvalues of L(ϕ) come in pairs, located in the disjoint disks
Dn. In case they are equal, one gets an eigenvalue of geometric and algebraic multiplicity
two (cf. Section 2). For ϕ in L2r or iL
2
r one can say more. Let us first consider the case
ϕ ∈ L2r . Then L(ϕ) is self-adjoint and hence specp L(ϕ) real. It is well known that when
2
listed with their algebraic multiplicities, the periodic eigenvalues are given by two doubly
infinite real sequences, (λ+n )n∈Z and (λ
−
n )n∈Z satisfying λ
±
n = nπ + ℓ
2
n and
· · · < λ−n ≤ λ
+
n < λ
−
n+1 ≤ λ
+
n+1 < · · · .
– see e.g. [9] for a proof. In particular, L(ϕ) has a multiple eigenvalue iff there exists n ∈ Z
with λ−n = λ
+
n . The set Zn of potentials in L
2
r with λ
−
n = λ
+
n is a real-analytic submanifold
of codimension two. Hence, for any N ∈ Z≥0 the set L
2
r \
⋃
|n|≤N Zn is open, dense, and
connected in L2r . Furthermore,
⋃
n∈Z Zn is dense in L
2
r.
For ϕ ∈ iL2r, the periodic spectrum of L(ϕ) is more complicated. If ϕ 6= 0, L(ϕ) is not
selfadjoint and hence its periodic spectrum is not necessarily real. Moreover, besides the
asymptotic properties provided by the Counting Lemma, the spectrum has a symmetry. For
any λ ∈ specp L(ϕ), its complex conjugate λ is also a periodic eigenvalue and its algebraic
and geometric multiplicities are the same as the ones of λ (cf. Section 2). In addition
any real eigenvalue has geometric multiplicity two and its algebraic multiplicity is even. No
further constraints are known for the 4R+2 periodic eigenvalues in the disk BR, given by the
Counting Lemma. It turns out that some of the feature of specp L(ϕ) are still comparable
to the ones in the case where the potential is in L2r . To describe them we introduce the
following notion.
Definition 1. We say that a potential ϕ ∈ iL2r is standard, if any real periodic eigenvalue
of L(ϕ) has algebraic multiplicity two and any periodic eigenvalue in C\R is simple.
Denote by Sp the set of all standard potentials in iL
2
r. Due to the Counting Lemma, the
property of being a standard potential involves only the 4R+2 eigenvalues in BR. One can
show in a straightforward way that Sp is open in iL
2
r and contains the zero potential. To
state our main result we need to introduce some additional notation. For any N ∈ Z≥0, let
HNc = H
N (T,C) ×HN (T,C) and iHNr = H
N
c ∩ iL
2
r where H
N (T,C) denotes the Sobolev
space of functions f : T → C with distributional derivatives up to order N in L2(T,C).
Note that H0(T,C) = L2(T,C) and H0c = L
2
c .
Theorem 1.2. For any N ∈ Z≥0,Sp ∩ iH
N
r is path-wise connected.
Remark 1.3. Concerning the proof of this theorem let us first point out that in contrast
to papers such as [2], the Hilbert spaces iHNr , N ≥ 0, considered in Theorem 1.2 are real.
Therefore one can not apply the standard arguments used to prove that the complement of
a proper algebraic variety in a complex Hilbert space is path-wise connected.
We begin by analyzing potentials with a multiple eigenvalue λ. It turns out that the
case where the geometric multiplicity of λ is equal to 1 and the one where it is 2 have
to be treated differently. In Section 3 we show by general arguments that for any given
ψ ∈ iL2r with a periodic eigenvalue λψ of L(ψ) of geometric multiplicity one and algebraic
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multiplicity mp ≥ 2 there is a neighborhoodW of ψ ∈ iL
2
r so that the set of potentials inW ,
having a periodic eigenvalue near λψ of algebraic multiplicity mp and geometric multiplicity
one, is contained in a real-analytic submanifold of codimension two (Theorem 3.2). A
corresponding result is proved for a potential ψ in iL2r admitting a periodic eigenvalue of
geometric multiplicity two (Theorem 3.3). The proof of Theorem 3.2 and Theorem 3.3 are
based on a Theorem formulated in general terms and proved in Appendix A, providing a
class of functionals which can be used to construct submanifolds with the properties stated
in Theorem 3.2 and Theorem 3.3. In Section 2 we describe the set-up used throughout the
paper and in Appendix B we illustrate our results for the constant potentials and show an
auxiliary result needed in the proof of Theorem 3.2.
It follows from the proof of Theorem 1.2 that for any N ∈ Z≥0,Sp ∩ iH
N
r is dense in
iHNr . However, there is a much easier way to prove this density result and it turns out
that a stronger result holds. First we need to introduce some more notation. For ϕ ∈ L2c ,
denote by specD L(ϕ) the Dirichlet spectrum of the operator L(ϕ), i.e., the spectrum of the
operator L(ϕ) with the domain
domD L(ϕ) = {f = (f1, f2) ∈ H
1([0, 1],C)2 | f1(0) = f2(0), f1(1) = f2(1)}. (1.4)
The Dirichlet spectrum is discrete and each eigenvalue has finite algebraic multiplicity. Let
SD := {ϕ ∈ iL
2
r | specD L(ϕ) is simple}. (1.5)
Theorem 1.4. For any N ∈ Z≥0, Sp ∩ iH
N
r and SD ∩ iH
N
r are open and dense in iH
N
r .
To prove the statement of Theorem 1.4 concerning density, we locally reduce the problem
to one for matrices and then use the discriminant to conclude the theorem.
The basis for the study of the geometry of the phase space of fNLS are the spectral
properties of L(ϕ). Such an analysis was initiated in [1] and later in more detail, taken
up in [16]. However, much remains to be discovered – see also [5]. In a forthcoming
paper we will use Theorem 1.2 to construct action and angle coordinates for the fNLS in a
neighborhood of a standard potential ϕ ∈ iL2r .
2 Set-up
In this section we introduce some more notations, recall several known results needed in
the sequel and establish some auxiliary results. We consider the ZS operator L(ϕ), defined
by (1.1), for ϕ = (ϕ1, ϕ2) in L
2
c . For any λ ∈ C, let M = M(x, λ, ϕ) be the fundamental
2× 2 matrix of the equation
L(ϕ)M = λM
4
satisfying the initial condition M(0, λ, ϕ) = Id2×2,
M =
(
m1 m2
m3 m4
)
.
Further, we denote byM1,M2 the first, respectively second column ofM . The fundamental
solution M(x, λ, ϕ) is a continuous function on R × C × L2c and for any given x ∈ R, it is
analytic in λ, ϕ on C × L2c – see e.g. Section 1 in [9]. Moreover, the proof of Theorem 1.1
in [9] shows that the following stronger statement holds.
Lemma 2.1. The fundamental matrix M defines an analytic map
M : C× L2c → C([0, 2]), (λ, ϕ) 7→M(·, λ, ϕ).
For ϕ = 0, the fundamental solution Eλ(x) := M(x, λ, 0) is given by the diagonal matrix
diag(e−iλx, eiλx). In the sequel we denote by (·). the derivative with respect to λ.
Symmetry: The ZS operator has various symmetries – see e.g. [7]. In this paper, the follow-
ing one is used frequently. For any function f : R → C2 with components f1, f2 introduce
the functions f˘ , fˆ : R→ C2, given by
f˘ = (−f¯2, f¯1) and fˆ = −(f¯2, f¯1).
Note that for any ϕ ∈ L2c , one has ϕ = ϕˆ iff ϕ ∈ iL
2
r and that If := f˘ is an anti-involution,
I
2f = −f .
Lemma 2.2. Assume that ϕ ∈ L2c , λ ∈ C, and f in H
1
loc(R,C
2) solves (L(ϕ) − λ)nf = 0
for some n ∈ Z≥1. Then
(L(ϕˆ)− λ¯)nf˘ = 0.
Proof. Introduce the matrices
P =
(
0 1
1 0
)
, R =
(
1 0
0 −1
)
, J =
(
0 −1
1 0
)
.
A direct computation shows that PR = J , PR = −(PR)−1, P 2 = Id, and R2 = Id. As
L(ϕ) = iR∂x +
(
0 ϕ1
ϕ2 0
)
it then follows that
PR(L(ϕ)− λ)(PR)−1 = L(ϕˆ)− λ¯
and hence
PR(L(ϕ)− λ)n(PR)−1 = (L(ϕˆ)− λ¯)n.
As f˘ = PRf¯ one then concludes for any f ∈ H1loc(R,C) satisfying (L(ϕ) − λ)
nf = 0 that
(L(ϕˆ)− λ¯)nf˘ = 0 as claimed.
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Periodic spectrum: By the definition of the fundamental solution M , any solution f of the
equation L(ϕ)f = λf is given by f(x) = M(x, λ)f(0). Hence, a complex number λ is a
periodic eigenvalue of L(ϕ) iff there exists a non zero solution of L(ϕ)f = λf with
f(1) =M(1, λ)f(0) = ±f(0).
It means that 1 or −1 is an eigenvalue of the Floquet matrix M(1, λ). Denote by ∆(λ) ≡
∆(λ, ϕ) the discriminant of L(ϕ),
∆(λ, ϕ) := m1(1, λ, ϕ) +m4(1, λ, ϕ),
i.e., the trace of the fundamental matrix M , evaluated at x = 1. In view of the Wronskian
identity, detM(1, λ) = 1, it then follows that λ is a periodic eigenvalue of L(ϕ) iff ∆(λ) =
±2. For later reference we record the following
Proposition 2.3. For any ϕ ∈ L2c , the periodic spectrum of L(ϕ) coincides as a set with
the zero set of the function
χp(λ) ≡ χp(λ, ϕ) = ∆
2(λ, ϕ) − 4.
The discriminant ∆ and hence the characteristic function χp are analytic on C× L
2
c .
Actually, more is true. We will see below that for any periodic eigenvalue λϕ of L(ϕ),
the algebraic multiplicity of λϕ coincides with the multiplicity of λϕ as a root of χp(·, ϕ).
Recall that the algebraic multiplicity of a periodic eigenvalue λ of L(ϕ), ϕ ∈ L2c , equals the
dimension of the root space Rλ(ϕ), defined as the following subspace of dompL(ϕ),
Rλ(ϕ)={f ∈ domp L(ϕ) | ∃n ∈ N ∀1 ≤ k ≤ n,L(ϕ)
kf ∈ domp L(ϕ), (λ − L(ϕ))
nf = 0}.
First we give the following rough localization of the roots of χp – see Section 6 in [9].
Recall that the disks Dn and BR have been introduced in (1.2) respectively (1.3).
Lemma 2.4. For each potential in L2c there exist a neighborhood W in L
2
c and R ∈ Z≥0
such that for any ϕ ∈ W the entire function χp(·, ϕ) has exactly two roots in each disk Dn
with |n| > R, and 4R+ 2 roots in the disk BR, counted with their multiplicities. There are
no other roots.
Lemma 2.4 leads to the following corollary. To formulate it, denote by ‖ϕ‖1 the norm
of ϕ ∈ H1c ,
‖ϕ‖1 := (‖ϕ‖
2 + ‖∂xϕ‖
2)1/2.
Corollary 2.5. For any ρ > 0 there exists R ≡ Rρ ≥ 1 so that for any ϕ ∈ H
1
c with
‖ϕ‖1 ≤ ρ, the entire function χp(·, ϕ) has exactly two roots in each disk Dn with |n| > R
and exactly 4R + 2 roots in the disk BR, counted with their multiplicities. There are no
other roots.
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Proof. For any ϕ ∈ H1c , let Wϕ := W and Rϕ := R be as in the statement of Lemma 2.4.
By Rellich’s theorem, H1c is compactly embedded in L
2
c . Hence there exist finitely many
potentials (ϕj)j∈J in H
1
c with ‖ϕ
j‖1 ≤ ρ so that (Wϕj )j∈J covers the closed ball of radius
ρ in H1c centered at 0. Then R ≡ Rρ := maxj∈J Rϕj has the claimed properties.
We now prove that the algebraic multiplicity of a periodic eigenvalue equals its multi-
plicity as a root of the characteristic function χp. First we note that by functional calculus,
the algebraic multiplicity mp(λ) ≡ mp(λ, ϕ) of a periodic eigenvalue λ of L(ϕ) with ϕ ∈ L
2
c
is equal to the dimension of the subspace of domp L(ϕ), given by the image of the Riesz
projector Πλ(ϕ),
Πλ(ϕ) =
1
2πi
∫
∂B(λ)
(z − Lp(ϕ))
−1 dz,
where Lp(ϕ) denotes the operator L(ϕ) with domain dompL(ϕ), B(λ) denotes the open
disk centered at λ with sufficiently small radius so that B(λ) ∩ specp L(ϕ) = {λ}, and the
circle ∂B(λ) is counterclockwise oriented. By Proposition 2.3, λ is a root of χp(·, ϕ). Denote
by mr(λ) the multiplicity of λ as a root of χp(·, ϕ).
Lemma 2.6. For any periodic eigenvalue λ of L(ϕ) with ϕ ∈ L2c , mr(λ) = mp(λ).
Proof. First, note that a direct computation shows that the statement of the Lemma holds
for the zero potential ϕ = 0. A simple perturbation argument involving Proposition 2.3,
Lemma 2.4, the argument principle, and the properties of the Riesz projector (see the
arguments below), then shows that the Lemma continues to hold in an open neighborhood
of zero in L2c .
Now, consider the general case. Take ϕ ∈ L2c . As {sϕ | 0 ≤ s ≤ 1} is compact in L
2
c
there exist a connected open neighborhood W of the line segment [0, ϕ] in L2c so that the
integer R ≥ 1 of Lemma 2.4 can be chosen independently of ψ ∈ W. First consider the
periodic eigenvalues in BR. For ψ ∈ W denote by ΠR(ψ) the Riesz projector
ΠR(ψ) =
1
2πi
∫
∂BR
(z − Lp(ψ))
−1 dz.
Note that by functional calculus
ImageΠR(ψ) = ⊕λ∈BR∩specp L(ψ)Rλ(ψ) (2.1)
where Rλ(ϕ) is the root space corresponding to λ. Moreover, standard arguments show
that W → L(L2c , L
2
c), ψ 7→ ΠR(ψ), is analytic. In particular, by the general properties of
the projection operators the dimension of ImageΠR(ψ) is independent on ψ ∈ W (see [10],
Chapter III, §3). Consider the operator,
A(ψ) =
1
2πi
∫
∂BR
z(z − Lp(ψ))
−1 dz .
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One easily sees that W → L(L2c , L
2
c), ψ 7→ A(ψ), is analytic. By functional calculus
Lp(ψ)|Image ΠR(ψ) = A(ψ)|Image ΠR(ψ), and hence
det
(
λ− Lp(ψ)|Image ΠR(ψ)
)
= det
(
λ−A(ψ)|Image ΠR(ψ)
)
.
Hence the polynomial
Q(λ, ψ) := det
(
λ− Lp(ψ)|Image ΠR(ψ)
)
is well defined, analytic in C ×W, and has leading coefficient one. By (2.1), the roots of
Q(·, ψ) are precisely the periodic eigenvalues of L(ψ) in BR counted with their multiplicities.
On the other hand, define
P (λ, ψ) :=
∏
|j|≤R
(λ− λ+j )(λ− λ
−
j ).
Note that P (λ, ψ) is a polynomial in λ of degree 4R + 2 with leading coefficient 1. By the
argument principle and the last statement of Proposition 2.3, P (λ, ψ) is analytic in C×W.
Hence, the coefficients of Q(·, ψ) and P (·, ψ) are analytic on W. As Q(·, ψ) = P (·, ψ) in an
open neighborhood of zero in L2c we get by analyticity that
Q(·, ψ) = P (·, ψ)
for any ψ ∈ W. In particular, the Lemma holds also for any λ ∈ BR∩specp L(ψ). The same
argument shows that the statement of the Lemma holds also for any λ ∈ Dn ∩ specp L(ψ),
|n| > R.
Now we are ready to prove Lemma 1.1 stated in the introduction.
Proof of Lemma 1.1. By Lemma 2.6, for any ϕ ∈ L2c , the roots of χp(·, ϕ) coincide with
the eigenvalues of Lp(ϕ), together with the corresponding multiplicities. Lemma 1.1 thus
follows from Lemma 2.4.
For potentials ϕ in iL2r, the results discussed so far lead to a convenient description of
the periodic spectrum of L(ϕ). To state it we introduce the following order of C. We say
that two complex numbers a, b are lexicographically ordered, a 4 b, if [Re(a) < Re(b)] or
[Re(a) = Re(b) and Im(a) ≤ Im(b)].
Proposition 2.7. For any ϕ ∈ iL2c , any real periodic eigenvalue of L(ϕ) has geometric
multiplicity two and even algebraic multiplicity. For any periodic eigenvalue λ of L(ϕ) in
C \ R, its complex conjugate λ¯ is also a periodic eigenvalue of L(ϕ) and has the same
algebraic and geometric multiplicity as λ. It then follows that the periodic eigenvalues
of L(ϕ), when counted with their algebraic multiplicities, are given by two doubly infinite
sequences (λ+n )n∈Z and (λ
−
n )n∈Z where λ
−
n = λ
+
n and Imλ+n ≥ 0 for any n ∈ Z so that
(λ+n )n∈Z is lexicographically ordered.
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Proof. It follows from Lemma 2.2 that for any λ ∈ specp L(ϕ), its complex conjugate λ¯ is
in specp L(ϕ) as well and that λ and λ¯ have the same geometric and the same algebraic
multiplicities. In addition, it follows from Lemma 2.2 that the geometric multiplicity of
each real periodic eigenvalue is two. It remains to show that any real periodic eigenvalue
of L(ϕ) has even algebraic multiplicity. Denote by Rλ(ϕ) the root space of L(ϕ) − λ. By
Lemma 2.2, If = f˘ is a R-linear anti-involution, leaving the finite dimensional vector space
invariant. Hence I defines a complex structure on Rλ(ϕ) and hence dimRRλ(ϕ) is even.
This means that the algebraic multiplicity of λ is even.
Finally, we state the following well-known result on the asymptotics of the roots of χp
– see e.g. Section 6 in [9].
Proposition 2.8. For any ϕ ∈ L2c , the set of roots of χp(·, ϕ), listed with multiplicities,
consists of a sequence of pairs λ−n (ϕ), λ
+
n (ϕ), n ∈ Z, of complex numbers satisfying
λ±n (ϕ) = nπ + ℓ
2
n
locally uniformly in ϕ, i.e., the sequences (λ±n (ϕ)− nπ)n∈Z are locally bounded in ℓ
2(Z,C).
Discriminant: Denote by ∆˙ the partial derivative of the discriminant ∆(λ, ϕ) with respect
to λ. Then ∆˙(λ, ϕ) is analytic on C × L2c as well. The following properties of ∆ and ∆˙
are well known – see e.g. Section 6 in [9] as well as Proposition 2.7 above. To state them,
introduce
πn := nπ for n ∈ Z \ {0} and π0 := 1.
Proposition 2.9. Let ϕ be an arbitrary element in L2c .
(i) The function λ 7→ ∆2(λ, ϕ) − 4 is entire and admits the product representation
∆2(λ, ϕ) − 4 = −4
∏
n∈Z
(λ+n (ϕ)− λ) (λ
−
n (ϕ)− λ)
π2n
.
(ii) The function λ 7→ ∆˙(λ, ϕ) is entire and has countably many roots. They can be listed
when counted with their order in such a way that they are lexicographically ordered and
satisfy the asymptotic estimates
λ˙n = nπ + ℓ
2
n,
locally uniformly in ϕ. In addition, ∆˙(λ, ϕ) admits the product representation
∆˙(λ, ϕ) = 2
∏
n∈Z
λ˙n − λ
πn
.
9
(iii) For any ϕ ∈ iL2r and λ ∈ C,
∆(λ¯, ϕ) = ∆¯(λ, ϕ) and ¯˙∆(λ, ϕ) = ∆˙(λ¯, ϕ).
In particular, the zero set of ∆˙(·, ϕ) is invariant under complex conjugation. In view of the
asymptotics stated in (ii), for n sufficiently large, λ˙n is real.
Dirichlet spectrum: Recall from the introduction that for ϕ ∈ L2c we denote by specD L(ϕ)
the Dirichlet spectrum of the operator L(ϕ), i.e., the spectrum of the operator L(ϕ) consid-
ered with domain (1.4). As L(ϕ), when viewed as an operator with domain domD(L) has
compact resolvent the Dirichlet spectrum is discrete. For any λ ∈ C and ϕ ∈ L2c , denote
M` :=
(
m`1 m`2
m`3 m`4
)
=M(1, λ, ϕ) .
Similarly as in the periodic case, one can show that the operator L(ϕ) with domain domD(L)
admits the entire function
χD(λ, ϕ) :=
m`4 + m`3 − m`2 − m`1
2i
as a characteristic function and that the following results hold.
Lemma 2.10. For an arbitrary potential in L2c there exist a neighborhood W in L
2
c and an
integer R ≥ 1 so that when counted with their algebraic multiplicity, for any ϕ ∈ W, there
is exactly one Dirichlet eigenvalue in each disk
Dn := {λ ∈ C | |λ− nπ| < π/4} |n| > R,
and there are exactly 2R+ 1 Dirichlet eigenvalues in the disk
BR := {λ ∈ C | |λ| < Rπ + π/4} .
There are no other Dirichlet eigenvalues.
Proposition 2.11. (i) For any ϕ ∈ L2c , the Dirichlet eigenvalues (µn(ϕ))n∈Z of L(ϕ) can be
listed with their algebraic multiplicities in such a way that they are lexicographically ordered
and satisfy the asymptotic estimates
µn(ϕ) = nπ + ℓ
2
n,
locally uniformly in ϕ. Moreover, χD(λ, ϕ) admits the product representation
χD(λ, ϕ) = −
∏
n∈Z
µn − λ
πn
.
(ii) For ϕ ∈ L2r, the Dirichlet eigenvalues are real and for any n ∈ Z
λ−n (ϕ) ≤ µn(ϕ) ≤ λ
+
n (ϕ).
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By Lemma 2.10 for |n| sufficiently large, the Dirichlet eigenvalue µn is simple. Moreover
one has
Lemma 2.12. (i) If for a given potential ϕ ∈ L2c , λ is a periodic eigenvalue of L(ϕ) of
geometric multiplicity 2, then λ is a Dirichlet eigenvalue of L(ϕ). (ii) If for a given potential
ϕ ∈ iL2r, λ is a real periodic eigenvalue of L(ϕ) then it is of geometric multiplicity two and
hence also a Dirichlet eigenvalue of L(ϕ).
Proof. (i) If λ is a periodic eigenvalue of L(ϕ) of geometric multiplicity two, then M1,M2
and hence M1 +M2 satisfy periodic or anti-periodic boundary conditions. As
m1(0) +m2(0) = 1 = m3(0) +m4(0)
it then follows that λ is a Dirichlet eigenvalue. (ii) follows from (i) and Proposition 2.7.
L2-gradients: Let F : V → C be an analytic function on an open set V in L2c . The L
2-
gradient ∂F of F at ψ ∈ V is an element in L2c such that for any h ∈ L
2
c
dψF (h) = 〈∂F, h〉r
where dψF denotes the differential of F at ψ and
〈∂F, h〉r :=
∫ 1
0
(
(∂1F )(x)h1(x) + (∂2F )(x)h2(x)
)
dx .
Let λϕ be a periodic eigenvalue of L(ϕ), ϕ ∈ L
2
c , of geometric multiplicity one. Then
M`(λϕ, ϕ) 6= ± Id2×2, and hence m`2(λϕ, ϕ) or m`3(λϕ, ϕ) is not equal to zero. The proof of
the following lemma can be found e.g. in Section 4 in [9] (cf. Lemma 2 in [16]). To state it
introduce the ∗ product, (f1, f2) ∗ (g1, g2) := (f2g2, f1g1).
Lemma 2.13. Under the conditions listed above and if in addition m`2(λϕ, ϕ) 6= 0 one has
i∂∆ = m`2f ∗ f
where f is the eigenfunction of λϕ normalized so that
f(x) =M(x, λϕ, ϕ)
(
1
ζ
)
with ζ := (ξ − m`1)/m`2 ,
where ξ ∈ {±1} is the eigenvalue of M`(λϕ, ϕ). Similarly, if m`3(λϕ, ϕ) 6= 0, then at (λϕ, ϕ)
i∂∆ = −m`3f ∗ f
where
f(x) =M(x, λϕ, ϕ)
(
ζ
1
)
with ζ := (ξ − m`4)/m`3 .
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Actually, the formulas for ∂∆ above can be obtained from the following formula for ∂M`
(see Section 3 in [9]).
Lemma 2.14. The L2-gradient of the Floquet matrix M` ≡M(1, λ, ϕ) is given by
i∂M` =
(
−m`1M1 ∗M2 + m`2M1 ∗M1 −m`1M2 ∗M2 + m`2M1 ∗M2
−m`3M1 ∗M2 + m`4M1 ∗M1 −m`3M2 ∗M2 + m`4M1 ∗M2
)
(2.2)
where M1 and M2 are the two column vectors of M and the elements of the matrix in
parentheses are column vectors.
3 Proof of Theorem 1.2
The aim of this section is to prove Theorem 1.2 saying that Sp ∩ iH
N
r is path connected
for any N ∈ Z≥0. First we need to analyze multiple periodic eigenvalues of L(ϕ) locally in
iL2r . Recall that the characteristic functions for the Dirichlet and the periodic spectrum of
L(ϕ), ϕ ∈ L2c , denoted by χD and χp respectively, are given by
2iχD(λ, ϕ) = (m`4 + m`3 − m`2 − m`1)|λ,ϕ and χp(λ, ϕ) = ((m`1 + m`4)
2 − 4)
∣∣
λ,ϕ
.
Assume that λ ∈ C is a periodic eigenvalue of L(ϕ) of geometric multiplicity two,
mg(λ, ϕ) = 2 .
1
By Lemma 2.12 it then follows that λ is at the same time a Dirichlet eigenvalue, i.e.,
χD(λ) = 0, χp(λ) = 0, and ∂λχp(λ) = 0 .
One can easily see that the following more general statement holds.
Lemma 3.1. Let ϕ ∈ L2c and let λ be a periodic eigenvalue of L(ϕ). Then mg(λ, ϕ) = 2 iff
M`(λ) ≡M(1, λ) is diagonalizable or, equivalently, M`(λ) ∈ {± Id2×2}.
A periodic eigenvalue of geometric multiplicity two, mg(λ, ϕ) = 2, is said to be non-
degenerate if the algebraic multiplicity of λ, when viewed as a periodic eigenvalue of L(ϕ), is
two, mp(λ, ϕ) = 2, and degenerate otherwise. Note that for the zero potential, any periodic
eigenvalue is of geometric multiplicity two and non-degenerate. More generally, by Lemma
2.12(ii) any real periodic eigenvalue of L(ϕ) with ϕ ∈ iL2r is of geometric multiplicity two.
It might be degenerate – see Corollary 6.7(iii) in Appendix B. Furthermore note that a
non-degenerate periodic eigenvalue of L(ϕ), ϕ ∈ iL2r , of geometric multiplicity two is not
1In what follows, mg(λ) ≡ mg(λ, ϕ) denotes the geometric multiplicity of λ ∈ C as a periodic eigenvalue
of L(ϕ).
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necessarily a simple Dirichlet eigenvalue. Indeed, by Corollary 6.7, for the constant potential
ϕa = (a,−a¯), a ∈ C, and n ∈ Z≥1 with 0 < nπ < |a|, the points ±i
+
√
|a|2 − n2π2 are non-
degenerate periodic eigenvalues of geometric multiplicity two. As i Im(a) is a Dirichlet
eigenvalue of L(ϕa), the phase of a can be chosen so that Im(a) equals
+
√
|a|2 − n2π2 – see
Corollary 6.8. For such an a, i +
√
|a|2 − n2π2 is a Dirichlet eigenvalue of algebraic multiplicity
two.
The first result concerns potentials ψ ∈ iL2r with the property that L(ψ) admits a
periodic eigenvalue λψ with mp(λψ) ≥ 2 and mg(λψ) = 1. In this case it is convenient to
distinguish between a periodic eigenvalue in the proper sense, characterized by ∆(λψ, ψ) =
2 and an anti-periodic eigenvalue, characterized by ∆(λψ, ψ) = −2. The corresponding
characteristic functions are
χ±p (λ, ψ) = ∆(λ, ψ)∓ 2.
Note that χp(λ, ψ) = χ
+
p (λ, ψ)χ
−
p (λ, ψ). Finally denote by D
ε(λψ) ⊆ C the open disk of
radius ε > 0 centered at λψ.
Theorem 3.2. Assume that for ψ ∈ iHNr , N ≥ 0, λψ is a periodic eigenvalue of L(ψ)
in the proper sense [alternatively, anti-periodic eigenvalue of L(ψ)] of algebraic multiplicity
m ≥ 2, and geometric multiplicity one. Then for any ε > 0 sufficiently small there exists
an open neighborhood V ⊆ iHNr of ψ such that the set
X := {ϕ ∈ V | ∃λ ∈ Dε(λψ) with mp(λ, ϕ) = m and mg(λ, ϕ) = 1}
is contained in a real-analytic submanifold Y of iHNr of (real) codimension two, which is
closed in V. In addition, V can be chosen so that for any ϕ ∈ V, all periodic eigenvalues of
L(ϕ) in Dε(λψ) have geometric multiplicity one.
Proof. First assume that N = 0. As the cases where λψ is a periodic eigenvalue in the
proper sense and where it is an anti-periodic eigenvalue can be treated in the same way
we concentrate on the first case only. First we remark that due to Proposition 2.7 one
has Im(λψ) 6= 0. By the first part of Theorem 5.1 applied to the characteristic function
χ+p (λ, ϕ) = ∆(λ, ϕ) − 2, for any ε > 0 sufficiently small there exists an open neighborhood
V ⊆ iL2r of ψ so that for any ϕ ∈ V, L(ϕ) has m periodic eigenvalues λ
1(ϕ), . . . , λm(ϕ),
listed with their algebraic multiplicities, in the the open disk Dε = Dε(λψ) and none on
the boundary ∂Dε. By the characterization of the geometric multiplicity of Lemma 3.1,
mg(λψ) = 1 implies that either m`2(λψ, ψ) 6= 0 or m`3(λψ, ψ) 6= 0. Hence by shrinking V and
ǫ > 0 if necessary it follows that mg(λ
k(ϕ)) = 1 for any 1 ≤ k ≤ m and ϕ ∈ V.
In order to apply Theorem 5.1(i) we look for an analytic function F : C × L2c → C so
that X – after shrinking V, if necessary – is contained in the zero set of
Fχ+p : V → C, ϕ 7→
m∑
j=1
F (λj(ϕ), ϕ) .
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For any q ≥ 1, take Fq(λ) = (λ−λψ)
q. By Theorem 5.1(ii) applied to the pair (Fq, χ
+
p ) one
concludes that
Eq : V → C, ϕ 7→
m∑
j=1
(λj(ϕ)− λψ)
q
is analytic.2 Note that for any ϕ ∈ X,
Em(ϕ) = m(λϕ − λψ)
m and E1(ϕ) = m(λϕ − λψ)
where for ϕ ∈ X, λϕ denotes the unique periodic eigenvalue of L(ϕ) in D
ε(λψ). To obtain
a functional which vanishes on X we set
G : V → C, ϕ 7→ mm−1Em(ϕ)− E1(ϕ)
m.
Note that G is analytic and
G

X
= 0 . (3.1)
As ∂Fm = 0 and as Fm(λ) has a zero of order m at λ = λψ one concludes from Theo-
rem 5.1(ii) that at (λ, ϕ) = (λψ, ψ),
∂Em = a∂∆, a 6= 0 .
As m ≥ 2 and E1(ψ) = 0 it follows that
∂(E1(ϕ)
m)

ϕ=ψ
= mE1(ϕ)
m−1∂E1

ϕ=ψ
= 0
and hence at ϕ = ψ
∂G = a∂∆, a 6= 0.
It remains to show that near ψ the zero set ofG is a real-analytic submanifold of codimension
two. Clearly
GR : V → R, ϕ 7→ ReG(ϕ) and GI : V → R, ϕ 7→ ImG(ϕ) (3.2)
are two real-analytic functionals. In view of the implicit function theorem it then remains
to show that the differentials dψGR and dψGI as elements in L(iL
2
r ,R) are R-linearly inde-
pendent. Recall that by assumption, λψ has geometric multiplicity one. Then m`2(λψ, ψ) or
m`3(λψ, ψ) is not equal to zero. Assume for simplicity that m`2(λψ, ψ) 6= 0. The case when
m`3(λψ, ψ) 6= 0 is treated in the same way. It follows from Lemma 2.13 that at (λψ, ψ)
i∂∆ = m`2f ∗ f
2A function F : V → C, V ⊆ iL2r, is called analytic if it is the restriction to V = Vc ∩ iL
2
r of an analytic
function F˜ : Vc → C where Vc is an open set in L
2
c.
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where f is the appropriately normalized 1-periodic eigenfunction of L(ψ) corresponding to
λψ. Summarizing the computations above, one has in the case where m`2(λψ) 6= 0
∂G = −ia · m`2(λψ)f ∗ f, a 6= 0 . (3.3)
In view of Lemma 5.3 (iii) it is to show that the R-linear functionals in iL2r
ℓR(h) := Re(〈f ∗ f, h〉r) and ℓI(h) := Im(〈f ∗ f, h〉r) , h ∈ iL
2
r ,
are R-linearly independent at ψ (see the discussion before Lemma 5.3 in Appendix A). By
Lemma 5.3(iv) we know that ℓR and ℓI are R-linearly dependent iff there exists c ∈ C\{0}
so that
cf ∗ cf + ĉf ∗ cf = 0. (3.4)
Assume that (3.4) holds for some c 6= 0. It is convenient to introduce g := cf and s := g˘ =
(−g¯2, g¯1). Then equation (3.4) reads
(g21 , g
2
2) = (s
2
1, s
2
2) . (3.5)
By Lemma 2.2, s satisfies
L(ψ)s = λψs .
Hence,
ig′1 + ψ1g2 = λψg1 and is
′
1 + ψ1s2 = λψs1 (3.6)
−ig′2 + ψ2g1 = λψg2 and − is
′
2 + ψ2s1 = λψs2. (3.7)
As g = (g1, g2) ∈ H
1
loc(R,C
2) is a non-zero 1-periodic solution of L(ψ)g = λψg we conclude
that g(x) 6= 0 for any x ∈ R. This and the periodicity of g imply that there are only four
possible cases:
Case 1: There exists a non-empty finite interval (a, b) ⊆ R such that ∀x ∈ (a, b)
g1(x)g2(x) 6= 0, g1(a)g2(a) = 0, and g1(b)g2(b) = 0;
Case 2: There exists a non-empty finite interval (a, b) ⊆ R such that ∀x ∈ (a, b)
g1(x) = 0 and g2(x) 6= 0;
Case 3: There exists a non-empty finite interval (a, b) ⊆ R such that ∀x ∈ (a, b)
g2(x) = 0 and g1(x) 6= 0;
Case 4: ∀x ∈ R
g1(x)g2(x) 6= 0.
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First, assume that Case 1 holds. It follows from (3.5) that on (a, b),
g1 = σ1s1 and g2 = σ2s2 (3.8)
where σ1, σ2 ∈ {±1}. If σ1 = σ2 one obtains from (3.6) that Im(λψ)g1 = 0 on (a, b). As
Im(λψ) 6= 0 we see that g1 = 0 on (a, b). This contradicts one of the assumptions in Case
1. Now, assume that (σ1, σ2) = (1,−1). Summing up the two equations in (3.6) we get
that ig′1 = Re(λψ)g1 on (a, b), or g1(x) = η1e
−iRe(λψ)x, with constant η1 6= 0. Similarly, one
gets from (3.7) that g2(x) = η2e
iRe(λψ)x, η2 6= 0. This implies that g1(x)g2(x) = η1η2 6= 0
on (a, b). By continuity, g1(a)g2(a) 6= 0, which contradicts again one of the assumptions in
Case 1. The case (σ1, σ2) = (−1, 1) is treated in the same way. Hence, Case 1 does not
occur.
Now, assume that Case 2 holds. Then, it follows from (3.5) that on (a, b)
g1 = s1 = 0 and g2 = σs2
where σ ∈ {±1}. This together with (3.7) implies that Im(λψ)g2 = 0 on (a, b). As Im(λψ) 6=
0 we see that g2 = 0 on (a, b). This contradicts one of the conditions in Case 2. In the same
way one treats Case 3.
Finally, consider Case 4. Arguing as in Case 1 we see that (3.8) holds and the only
possible cases are (σ1, σ2) = (1,−1) and (σ1, σ2) = (−1, 1). If (σ1, σ2) = (1,−1) one
concludes from (3.6) that
ig′1 = Re(λψ)g1 and ψ1g2 = i Im(λψ)g1 (3.9)
and from (3.7) that
ψ2g1 = i Im(λψ)g2 and − ig
′
2 = Re(λψ)g2. (3.10)
Hence
g1(x) = η1 e
−iRe(λψ)x, g2(x) = η2 e
iRe(λψ)x
with η1, η2 in C\{0}. Solving (3.9)-(3.10) for ψ1, ψ2 one then gets
ψ1 = i Im(λψ)
g1
g2
= i Im(λψ)
η1
η2
e−2iRe(λψ)x
and
ψ2 = i Im(λψ)
g2
g1
= i Im(λψ)
η2
η1
e2iRe(λψ)x.
As ψ ∈ iL2r and thus ψ1 = −ψ2 one has η1/η2 = e
iα with α ∈ R, and as ψ is 1-periodic it
follows that Re(λψ) = kπ for some k ∈ Z. Hence
ψ1(x) = i Im(λψ)e
iαe−2kπix and λψ = kπ + i Im(λψ).
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By Lemma 6.6, λψ = kπ + i Im(λψ) has algebraic multiplicity one. This contradicts the
assumption mp(λψ) = m ≥ 2. The case (σ1, σ2) = (−1, 1) is treated in the same way
as the case (σ1, σ2) = (1,−1). Altogether we have shown that ℓR and ℓI , and hence
the differentials dψGR and dψGI , are R-linearly independent. As G

X
= 0, the claimed
statement concerning X then follows from the implicit function theorem.
Finally, assume that N ≥ 1. Take ψ ∈ iHNr and note that the restrictions GR
∣∣
V∩iHNr
and GI
∣∣
V∩iHNr
of the functionals (3.2) considered above are real-analytic. Moreover, for any
h ∈ iHNr ,
dψ(GR
∣∣
V∩iHNr
)(h) = 〈∂GR, h〉r and dψ(GI
∣∣
V∩iHNr
)(h) = 〈∂GI , h〉r .
Assume that there exist α, β ∈ R, (α, β) 6= 0, such that for any h ∈ iHNr , α〈∂GR, h〉r +
β〈∂GI , h〉r = 0. As iH
N
r is dense in iL
2
r we see by a continuity argument that the last
equality holds also for any h ∈ iL2r . As this contradicts to the result obtained in the
case N = 0 we get that the differentials dψ(GR
∣∣
V∩iHNr
) and dψ(GI
∣∣
V∩iHNr
) are R-linearly
independent in L(iHNr ,R). Then, arguing as in the case N = 0 we complete the proof of
Theorem 3.2.
The second result deals with potentials ψ ∈ iL2r with the property that L(ψ) admits a
periodic eigenvalue λψ with mg(λψ) = 2. In this case, M`(λψ) ∈ {±Id2×2} and hence λψ is
at the same time a Dirichlet eigenvalue. Denote by mD(λψ) the algebraic multiplicity of λψ
as Dirichlet eigenvalue.
Theorem 3.3. Assume that for ψ in iHNr , N ≥ 0, λψ is a periodic eigenvalue of L(ψ)
in the proper sense [alternatively, anti-periodic eigenvalue of L(ψ)] with mg(λψ) = 2 and
mD(λψ) = m ≥ 1. Then for any ε > 0 sufficiently small there exists an open neighborhood
V ⊆ iHNr of ψ such that the set
X := {ϕ ∈ V | ∃λ ∈ Dε(λψ) with mg(λ, ϕ) = 2,mD(λ, ϕ) = m}
is contained in a real-analytic submanifold Y in iHNr of (real) codimension two, which is
closed in V.
Proof. As the case N ∈ Z≥1 is treated in the same way as N = 0 – see the proof of Theorem
3.2 above – we concentrate on the latter case only. Similarly, as the cases where λψ is a
periodic eigenvalue in the proper sense and where it is an anti-periodic eigenvalue can be
treated in the same way we concentrate on the first case only. It turns out that we have to
distinguish between two different cases. We begin with the case where m = mD(λψ) ≥ 2.
Case 1: m ≥ 2. By Theorem 5.1(i), applied to the characteristic function χD(λ, ϕ) =
i
2(m`1+m`2−m`3−m`4)

λ,ϕ
, for any ε > 0 sufficiently small there exists an open neighborhood
V ⊆ iL2r of ψ so that for any ϕ ∈ V, L(ϕ) has m Dirichlet eigenvalues µ
1(ϕ), . . . , µm(ϕ),
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listed with their algebraic multiplicities, in the open disk Dε ≡ Dε(λψ) and none on the
boundary ∂Dε. Similarly as in the proof of Theorem 3.2, introduce the functional
G : V → C, ϕ 7→ mm−1Em(ϕ) −E1(ϕ)
m (3.11)
where here, for any q ≥ 1,
Eq : V → C, ϕ 7→
m∑
j=1
(µj(ϕ) − λψ)
q.
By Theorem 5.1(ii), applied to Fq(λ) := (λ − λψ)
q and χD(λ, ϕ), one concludes that Eq is
analytic for any q ≥ 1. Note that for any ϕ ∈ X,
Em(ϕ) = m(µϕ − λψ)
m and E1(ϕ) = m(µϕ − λψ)
where for ϕ ∈ X,µϕ denotes the unique Dirichlet eigenvalue of L(ϕ) in D
ε. It then follows
that
G

X
= 0 .
As ∂Fm = 0 and as Fm(λ) has a zero of order m at λ = λψ one concludes from Theo-
rem 5.1(ii) and (3.11) that at (λ, ϕ) = (λψ, ψ),
∂G = a∂χD, a 6= 0 . (3.12)
By Lemma 2.14, the L2-gradient of the Floquet matrix M` ≡M(1, λ, ϕ) is given by
i∂M` =
(
−m`1M1 ∗M2 + m`2M1 ∗M1 −m`1M2 ∗M2 + m`2M1 ∗M2
−m`3M1 ∗M2 + m`4M1 ∗M1 −m`3M2 ∗M2 + m`4M1 ∗M2
)
(3.13)
where M1 and M2 are the two column vectors of M and the elements of the matrix in
parentheses are column vectors. Thus
2∂χD = i∂m`1 + i∂m`2 − i∂m`3 − i∂m`4
= (m`2 − m`4)M1 ∗M1 + (m`3 − m`1)M2 ∗M2
+ (m`2 + m`3 − m`1 − m`4)M1 ∗M2 . (3.14)
As at (λ, ϕ) = (λψ, ψ), M` = Id2×2 one gets
2∂χD = −M1 ∗M1 −M2 ∗M2 − 2M1 ∗M2. (3.15)
By Lemma 2.1, M(·, λψ , ψ) ∈ C([0, 2]). In particular, it can be evaluated at x = 0. One
thus obtains
2∂χD(0, λψ , ψ) = −
(
1
1
)
.
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In view of (3.12),
∂G

x=0
= −
a
2
(
1
1
)
, a 6= 0 . (3.16)
In addition to G we need to introduce a second functional, denoted by H,
H : V → C, ϕ 7→
m∑
j=1
m`2(µ
j(ϕ), ϕ).
Note that H

X
= 0. By Lemma 2.1, m`2 : C×L
2
c → C, (λ, ϕ) 7→ m2(1, λ, ϕ) is analytic. By
Theorem 5.1, applied to (F, χ) = (m`2, χD) it follows that H is analytic and that at (λψ, ψ)
∂H = m∂m`2 +
m∑
j=0
aj∂
m−j
λ ∂χD.
As m`2(λψ, ψ) = 0, a0 = 0 by Theorem 5.1 and one gets at (λψ, ψ)
∂H = m∂m`2 +
m∑
j=1
aj∂
m−j
λ ∂χD. (3.17)
Let us first discuss the term m∂m`2 in more detail. By (3.13) one has
i ∂m`2 = −m`1M2 ∗M2 + m`2M1 ∗M2.
As M` = Id2×2 at (λψ, ψ) one then gets
i ∂m`2

x=0
= −
(
1
0
)
and m∂m`2

x=0
= im
(
1
0
)
. (3.18)
Next, let us turn to the second term of the right hand side of formula (3.17). It follows
from (3.14) and Lemma 2.1 that
C→ C([0, 2]), λ 7→ ∂χD(·, λ, ψ)
is analytic. This implies that
∂kλ∂χD(·, λ, ψ)

x=0
= ∂kλ (∂χD(0, λ, ψ)) .
For any λ ∈ C
2∂χD(0, λ, ψ) = (m`2 − m`4)
(
0
1
)
+ (m`3 − m`1)
(
1
0
)
= (m`3 − m`1)
(
1
1
)
+ (m`1 + m`2 − m`3 − m`4)
(
0
1
)
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or
2∂χD(0, λ, ψ) = (m`3 − m`1)
(
1
1
)
− 2iχD(λ, ψ)
(
0
1
)
. (3.19)
As by assumption, ∂kλχD(λψ, ψ) = 0 for any 0 ≤ k ≤ m − 1, it then follows from formula
(3.19) that
2∂m−jλ (∂χD(0, λ, ψ))
∣∣
λ=λψ
= ∂m−jλ (m`3 − m`1)
∣∣
λ=λψ
(
1
1
)
for any 1 ≤ j ≤ m. When combined with (3.17) and (3.18) one has
∂H

x=0
= im
(
1
0
)
+ κ
(
1
1
)
(3.20)
for some κ ∈ C.
Following the notation introduced in Appendix A, denote by ℓ = ℓG : iL2r → C the
R-linear functional induced by ∂G = (∂1G, ∂2G)
ℓG(h) := 〈∂G, h〉r =
∫ 1
0
(∂1Gh1 + ∂2Gh2)dx
and let
ℓGR(h) := Re(〈∂G, h〉r) and ℓ
G
I (h) := Im(〈∂G, h〉r).
According to (5.4), one has for h ∈ iL2r
∂s

s=0
ReG(ϕ+ sh) = ℓGR(h) =
〈∂G+ ∂̂G
2
, h
〉
r
and similarly
∂s

s=0
ImG(ϕ + sh) = ℓGI (h) =
〈∂G− ∂̂G
2i
, h
〉
r
where we recall that for f = (f1, f2) ∈ L
2
c , fˆ is given by fˆ = −(f2, f1). By formula (3.16),
for ϕ = ψ,
1
2
(∂G + ∂̂G)

x=0
=
1
4
(a¯− a)
(
1
1
)
= −
i
2
Im(a)
(
1
1
)
(3.21)
and
1
2i
(∂G− ∂̂G)

x=0
= −
1
4i
(a+ a)
(
1
1
)
=
i
2
Re(a)
(
1
1
)
(3.22)
where a 6= 0. Similarly, we define for H
ℓHR (h) =
〈∂H + ∂̂H
2
, h
〉
r
and ℓHI (h) =
〈∂H − ∂̂H
2i
, h
〉
r
.
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By formula (3.20), at ϕ = ψ,
1
2
(
∂H + ∂̂H
)∣∣∣
x=0
= i
(
m/2 + Im(κ)
)(1
1
)
(3.23)
and
1
2i
(
∂H − ∂̂H
)∣∣∣
x=0
=
m
2
(
1
−1
)
− iRe(κ)
(
1
1
)
. (3.24)
In view of the identities (3.21) - (3.24) introduce
F1 : V → R, ϕ 7→ ImH(ϕ)
and
F2 : V → R, ϕ 7→
{
ReG(ϕ), Im(a) 6= 0
ImG(ϕ), Im(a) = 0
.
As a 6= 0, Im(a) = 0 implies that Re(a) 6= 0 and hence according to (3.22), 12i (∂G −
∂̂G)

x=0
= − i2 Re(a)
(
1
1
)
6= 0. Now define
Y = {ϕ ∈ V |F1(ϕ) = 0, F2(ϕ) = 0}.
By construction, G

X
= 0, H

X
= 0 and hence X ⊆ Y . By (3.21), (3.22), and (3.24), ∂F1
and ∂F2 are R-linearly independent at ϕ = ψ. By the implicit function theorem, it then
follows that after shrinking V, if necessary, X is contained in a real-analytic submanifold of
iL2r of codimension two. Hence the claimed result for X is established in Case 1.
Case 2: m = mD(λψ) = 1 & mg(λψ) = 2. By Theorem 5.1(i), applied to the char-
acteristic function χD, for any ε > 0 sufficiently small there exists an open neighborhood
V ⊆ iL2r of ψ so that for any ϕ ∈ V, L(ϕ) has precisely one Dirichlet eigenvalue, denoted by
µ(ϕ) in the open disk Dε = Dε(λψ) and none on the boundary ∂D
ε. As µ(ϕ) is simple, it
follows from the inverse function theorem that the mapping µ : V → C is analytic. In view
of Lemma 3.1,
X ⊆ {ϕ ∈ V | m`2(µ(ϕ), ϕ) = m`3(µ(ϕ), ϕ) = 0} . (3.25)
Consider the functionals,
H1 : V → C, ϕ 7→ m`2(µ(ϕ), ϕ)
and
H2 : V → C, ϕ 7→ m`3(µ(ϕ), ϕ) .
In view of Lemma 2.1, H1 and H2 are analytic, and by (3.25),
H1
∣∣
X
= H2
∣∣
X
= 0 .
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Next, we will compute the L2-gradients of H1 and H2 at ϕ = ψ. By the chain rule, we have
that at ϕ = ψ
∂H1 = ∂λm`2(λψ, ψ) ∂µ + ∂m`2(λψ, ψ) (3.26)
and
∂H2 = ∂λm`3(λψ, ψ) ∂µ + ∂m`3(λψ, ψ) . (3.27)
Using the identity χD(µ(ϕ), ϕ) = 0 for ϕ ∈ V and that χ˙D(µ(ϕ), ϕ) 6= 0 by the assumed
simplicity of µ(ϕ) we obtain that
∂µ = −
1
χ˙D
∂χD
where ∂χD = ∂χD(λψ , ψ) and χ˙D = χ˙D(λψ, ψ). By (3.15),
−2∂χD =M1 ∗M1 +M2 ∗M2 + 2M1 ∗M2 ,
and hence,
∂µ =
1
2χ˙D
(
M1 ∗M1 +M2 ∗M2 + 2M1 ∗M2
)
. (3.28)
In particular,
∂µ
∣∣
x=0
=
1
2χ˙D
(
1
1
)
. (3.29)
By Lemma 2.14,
∂m`2 = im`1M2 ∗M2 − im`2M1 ∗M2 (3.30)
and
∂m`3 = im`3M1 ∗M2 − im`4M1 ∗M1 . (3.31)
As at (λ, ϕ) = (λψ, ψ), M` = Id2×2 we get that
∂m`2
∣∣
x=0
= i
(
1
0
)
(3.32)
and
∂m`3
∣∣
x=0
= −i
(
0
1
)
. (3.33)
Combining (3.26)-(3.33) we then obtain at ϕ = ψ
∂H1 = κ1
(
M1 ∗M1 +M2 ∗M2 + 2M1 ∗M2
)
+ iM2 ∗M2 (3.34)
∂H2 = κ2
(
M1 ∗M1 +M2 ∗M2 + 2M1 ∗M2
)
− iM1 ∗M1 (3.35)
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and
∂H1
∣∣
x=0
= κ1
(
1
1
)
+ i
(
1
0
)
∂H2
∣∣
x=0
= κ2
(
1
1
)
− i
(
0
1
)
where
κ1 := ∂λm`2/2χ˙D and κ2 := ∂λm`3/2χ˙D . (3.36)
Arguing as in Case 1 we compute
1
2
(
∂H1 + ∂̂H1
)∣∣
x=0
= i
(
1/2 + Im(κ1)
) (1
1
)
(3.37)
1
2i
(
∂H1 − ∂̂H1
)∣∣
x=0
=
1
2
(
1
−1
)
− iRe(κ1)
(
1
1
)
(3.38)
and
1
2
(
∂H2 + ∂̂H2
)∣∣
x=0
= i
(
− 1/2 + Im(κ2)
)(1
1
)
(3.39)
1
2i
(
∂H2 − ∂̂H2
)∣∣
x=0
=
1
2
(
1
−1
)
− iRe(κ2)
(
1
1
)
. (3.40)
For any analytic function F : V → C denote for simplicity
∂RF :=
1
2
(
∂F + ∂̂F
)
and ∂IF :=
1
2i
(
∂F − ∂̂F
)
.
We now show that
rankR{∂RH1, ∂IH1, ∂RH2, ∂IH2} ≥ 2 . (3.41)
Assume on the contrary that the rank above is one. Then it follows from (3.37)-(3.40) that
κ1 = a−
i
2
and κ2 = a+
i
2
, where a ∈ R . (3.42)
This together with (3.34) and (3.35) imply that at ϕ = ψ
∂H1 − ∂H2 = −2iM1 ∗M2 . (3.43)
As the rank in (3.41) is assumed to be one, we get from Lemma 3.4 below that
M1 ∗M2 ≡ 0 .
It means that at ϕ = ψ, for any 0 ≤ x ≤ 1
m1(x, λψ)m2(x, λψ) = 0 and m3(x, λψ)m4(x, λψ) = 0. (3.44)
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Multiplying the first row of L(ψ)M1 = λψM1 by m4 and the second by m2 yields
im′1m4 = λψm1m4 and − im
′
3m2 = λψm3m2.
Taking the difference of the two equations and using the Wronskian identity one then gets
i(m′1m4 +m
′
3m2) = λψ. (3.45)
In the same way one gets, after multiplying the first row of L(ϕ)M2 = λψM2 by m3 and
the second by m1
im′2m3 = λψm2m3 and − im
′
4m1 = λψm4m1
leading to
i(m′2m3 +m
′
4m1) = −λψ. (3.46)
Adding (3.45) and (3.46) one obtains
∂x(m1m4 +m2m3) = 0
or, in view of the Wronskian identity,
∂x(m1m4) = 0 .
As m1m4

x=0
= 1 one therefore has
m1(x, λψ)m4(x, λψ) = 1 ∀ 0 ≤ x ≤ 1.
This combined with (3.44) leads to
m2(x, λψ) = 0 and m3(x, λψ) = 0 ∀ 0 ≤ x ≤ 1.
Multiplying the first row of L(ψ)M2 = λψM2 by m1 and using that m2 = 0 yields
0 = ψ1m4m1 = ψ1.
As ψ is in iL2r one has ψ2 = −ψ1 and hence
ψ = 0 .
A simple computation (cf. Lemma 6.4) shows that
M`(λ, ψ)
∣∣∣
ψ=0
=
(
e−iλ 0
0 eiλ
)
.
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Hence,
m`2(λ, 0) = m`3(λ, 0) ≡ 0 and χD(λ, 0) = sinλ
and by (3.36)
κ1 = κ2 = 0.
This contradicts (3.42). Therefore, (3.41) holds. By the implicit function theorem it then
follows that, after shrinking V if necessary, X is contained in a real-analytic submanifold in
iL2r of codimension two.
Lemma 3.4. If M1 ∗M2 6≡ 0 then
[∂IH1 and ∂R(H1 −H2)] or [∂IH1 and ∂I(H1 −H2)]
are R-linearly independent.
Proof. AsM1∗M2 6≡ 0 then in view of (3.43) ∂R(H1−H2) 6≡ 0 or ∂I(H1−H2) 6≡ 0. Assume
for example that ∂I(H1 −H2) 6≡ 0. Assume that
α∂IH1 + β∂I(H1 −H2) = 0
where (α, β) 6= 0, α, β ∈ R. Restricting the equality above at x = 0 and using that by
(3.37)-(3.40) and (3.42), ∂I(H1 − H2)
∣∣
x=0
= 0 and ∂IH1
∣∣
x=0
6= 0, we obtain that α = 0.
Hence, β∂I(H1 −H2) ≡ 0. As ∂I(H1 −H1) 6≡ 0 we see that β = 0. This shows that ∂IH1
and ∂I(H1 −H2) are R-linearly independent. The case ∂R(H1 −H2) 6≡ 0 is considered in
the same way.
Theorem 3.2 and Theorem 3.3 are now used to prove Theorem 1.2 stated in the intro-
duction.
Proof of Theorem 1.2. As the case N ∈ Z≥1 is treated in the same way as N = 0 we
concentrate on the latter case only. Let ζ, ξ with ζ 6= ξ be arbitrary elements in Sp. It is
to show that there exists a continuous path γ∗ : [0, 1] → Sp with γ
∗(0) = ζ and γ∗(1) = ξ.
The path γ∗ will be constructed by deforming the straight line ℓ, parametrized by
γ0 : [0, 1]→ iL2r, t 7→ (1− t)ζ + tξ.
First let us observe that as the straight line ℓ is compact, Lemma 1.1 implies that there
exist a tubular neighborhood Uℓ of ℓ,
Uℓ := {ϕ ∈ iL
2
r |dist(ϕ, ℓ) < δ}
for some δ > 0 and an integer R > 0 so that for any ϕ ∈ Uℓ, the eigenvalues λ
+
n and
λ−n = λ
+
n of L(ϕ) with |n| > R are in the disk Dn whereas the 4R+2 remaining eigenvalues
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λ±n , |n| ≤ R, are contained in BR. In addition, in view of Lemma 2.10, we can ensure that
for any ϕ ∈ Uℓ and for any |n| > R, µn ∈ Dn, and the remaining 2R+1 Dirichlet eigenvalues
µn ∈ BR, |n| < R. The path γ
0 will be deformed within Uℓ. Note that for any |n| > R,
either λ+n and λ
−
n are both simple periodic eigenvalues or λ
+
n is a real periodic eigenvalue
with mg(λ
+
n ) = 2 and mp(λ
+
n ) = 2. Hence to verify that a potential ϕ ∈ Uℓ is standard it
suffices to study the eigenvalues λ±n with |n| ≤ R.
As by Theorem 1.4, Sp is open and the endpoints ζ, ξ of γ
0 are assumed to be in Sp
there exist open balls Vζ ,Vξ in Sp ∩ Uℓ centered at ζ respectively ξ.
In a first step we apply Proposition 3.5, based on Theorem 3.3, to show that there exists
a path γ1 : [0, 1]→ Uℓ with γ
1(0) ∈ Vζ and γ
1(1) ∈ Vξ so that for any ϕ on γ
1, no periodic
eigenvalue λ±n with |n| ≤ R has geometric multiplicity two. Note that the path γζ : [0, 1]→
Vζ [γξ : [0, 1] → Vξ], connecting γζ(0) = ζ [γξ(0) = ξ] with γζ(1) = γ
1(0) [γξ(1) = γ
1(1)] by
a straight line is in Sp ∩ Uℓ.
Then we apply Proposition 3.7, based on Theorem 3.2, to show that γ1 can be deformed
within Uℓ to a path γ
2 with the same end points as γ1 so that for any ϕ on γ2, all its
periodic eigenvalues λ±n with |n| ≤ R are simple. In particular, γ
2 is contained in Sp. The
path γ∗ is then defined by concatenating γζ , γ
2, and γ−1ξ , i.e., γ
∗ = γ−1ξ ◦ γ
2 ◦ γζ .
To describe our construction of γ1 in more detail we first introduce some more notation.
Recall that for any Dirichlet eigenvalue µ of L(ϕ) with ϕ ∈ L2c ,mD(µ) ≡ mD(µ,ϕ) denotes
its algebraic multiplicity. It is convenient to set mD(µ) = mD(µ,ϕ) = 0 for any µ in C
which is not a Dirichlet eigenvalue of L(ϕ). Note that for any ϕ ∈ Uℓ one has
mD(λ
±
n (ϕ)) ≤ 2R+ 1 ∀|n| ≤ R.
Furthermore introduce for any ϕ ∈ Uℓ
MDϕ := max{mD(λ
±
n (ϕ)) | |n| ≤ R; mg(λ
±
n (ϕ)) = 2}.
We point out that
0 ≤MDϕ ≤ 2R+ 1 ∀ϕ ∈ Uℓ .
Finally, for any continuous path γ : [0, 1]→ Uℓ set
MDγ := max{M
D
γ(t)
0 ≤ t ≤ 1} .
Note that MDγ = 0 implies that for any ϕ ∈ γ there is no periodic eigenvalue λ
±
n with
|n| ≤ R and mg(λ
±
n ) = 2. If M
D
γ0 = 0, choose γ
1 to be γ0. On the other hand, if MDγ0 > 0,
then Proposition 3.5 says that there exists a continuous path γ˜0 : [0, 1] → Uℓ, connecting
Vζ with Vξ so that M
D
γ˜0 < M
D
γ0 . In particular, γ˜
0(0) ∈ Vζ and γ˜
0(1) ∈ Vξ. This procedure
is iterated till we get a continuous path γ1 : [0, 1] → Uℓ connecting Vζ with Vξ so that
MDγ1 = 0.
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To deform γ1 to γ2 we have to deal with potentials ϕ with multiple periodic eigenvalues
λ±n (ϕ) of geometric multiplicity one, i.e., mp(λ
±
n (ϕ)) ≥ 2 and mg(λ
±
n (ϕ)) = 1. To this end
introduce for any ϕ ∈ Uℓ
Mpϕ = max{mp(λ
±
n (ϕ)) | |n| ≤ R}.
As 1 ≤ mp(λ
±
n (ϕ)) ≤ 4R + 2 for any ϕ in Uℓ it follows that 1 ≤ M
p
ϕ ≤ 4R + 2. Moreover,
by construction
Mp
γ1(0)
= 1 and Mp
γ1(1)
= 1.
Finally, for a continuous path γ : [0, 1]→ Uℓ define
Mpγ := max{M
p
γ(t)
| 0 ≤ t ≤ 1}.
We now deform the path γ1. IfMp
γ1
= 1, then γ1 is already a path in Sp and we set γ
2 := γ1.
On the other hand, if Mp
γ1
≥ 2, Proposition 3.7 implies that there exists a continuous path
γ˜1 : [0, 1] → Uℓ from γ
1(0) to γ1(1) so that Mp
γ˜1
< Mp
γ1
and MDγ˜1 = 0. This procedure is
iterated till we get a continuous path γ2 : [0, 1] → Uℓ from γ
1(0) to γ1(1) so that Mp
γ2
= 1.
Then γ2 is a path inside Sp connecting γ
1(0) with γ1(1).
It remains to prove the two propositions used in the proof of Theorem 1.2.
Proposition 3.5. Let γ : [0, 1] → Uℓ be a continuous path with standard potentials as end
points, i.e., ζ := γ(0), ξ := γ(1) ∈ Sp, and ζ 6= ξ. Denote by Vζ ,Vξ open disjoint balls
in Sp ∩ Uℓ centered at ζ, respectively ξ. If M
D
γ > 0 then there exists a continuous path
γ˜ : [0, 1]→ Uℓ with γ˜(0) ∈ Vζ , γ˜(1) ∈ Vξ and M
D
γ˜ < M
D
γ .
Proof. For any ϕ ∈ γ, denote by
λ1(ϕ), . . . , λK(ϕ), K ≡ Kϕ ∈ Z≥0
the list of different periodic eigenvalues of L(ϕ) inside BR with mg(λ
k(ϕ)) = 2 for any
1 ≤ k ≤ K. If MDϕ < M
D
γ , then choose an open ball Wϕ ⊆ Uℓ centered at ϕ so that for any
ψ ∈ Wϕ,
MDψ ≤M
D
ϕ (< M
D
γ ) . (3.47)
The existence of such neighborhood follows easily from the second statement of Theorem
3.2 and Theorem 5.1 (i) applied with χ = χD. On the other hand, if M
D
ϕ =M
D
γ , let
I ≡ Iϕ := {1 ≤ j ≤ K |mD(λ
j(ϕ)) =MDγ }.
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By Theorem 3.3, applied to (λj(ϕ), ϕ) for any j ∈ I, there exists a path connected neigh-
borhood Wϕ of ϕ in Uℓ and a union Zϕ = ∪j∈IϕZ
j
ϕ of submanifolds Z
j
ϕ of codimension two
which are closed in Wϕ so that
{ψ ∈ Wϕ |M
D
ψ =M
D
γ } ⊆ Zϕ. (3.48)
By shrinking Wϕ, if necessary, we further can assume that
MDψ ≤M
D
ϕ (= M
D
γ ) ∀ψ ∈ Wϕ. (3.49)
In addition, if ϕ is either ζ or ξ we assume that Wϕ ⊆ Vζ or Wϕ ⊆ Vξ respectively. As
{γ(t)
0 ≤ t ≤ 1} is compact the cover (Wϕ)ϕ∈γ([0,1]) admits a finite subcover (Wϕ)ϕ∈Λ
where Λ ⊆ γ([0, 1]) is finite and contains ζ and ξ. We claim that there exists a sequence
Wi ≡ Wϕi , 1 ≤ i ≤ N ≡ Nγ with ϕi ∈ Λ so that Wi−1 ∩Wi 6= ∅ for any 2 ≤ j ≤ Nγ and
ϕ1 = ζ or ϕN = ξ. Indeed, choose ϕ1 = ζ to begin with. Then γ
−1(W1) is an open subset
of [0, 1]. As Vζ ∩ Vξ = ∅ it follows that
t1 := sup γ
−1(W1) < 1.
As (Wϕ)ϕ∈Λ covers γ([0, 1]) there exists ϕ2 ∈ Λ with γ(t1) ∈ W2. As W2 is open and
γ : [0, 1] → Uℓ is continuous it then follows that W1 ∩W2 6= ∅. Continuing in this way one
obtains the sequence Wi with ϕi ∈ Λ, 1 ≤ i ≤ N ≡ Nγ so that ϕ1 = ζ, ϕN = ξ, andWi−1∩
Wi 6= ∅ for any 2 ≤ i ≤ N . As for any 1 ≤ i ≤ N,Zi ≡ Zϕi is a finite union of submanifolds
of codimension two it then follows that for any 2 ≤ i ≤ N, (Wi−1 ∩Wi)\(Zi−1 ∪ Zi) 6= 0.
For any 2 ≤ i ≤ N , choose ηi ∈ (Wi−1∩Wi)\(Zi−1∪Zi). By (3.47)-(3.49) one concludes
that for any 2 ≤ i ≤ N, MDηi < M
D
γ and
ηi, ηi+1 ∈ Wi\Zi.
As Zi is a finite union of submanifolds of codimension two which are closed inWi, Lemma 3.6
stated below applies repeatedly. Hence for any 2 ≤ i ≤ N − 1, there exists a continuous
path γi : [0, 1] → Wi\Zi such that γi(0) = ηi and γi(1) = ηi+1. By (3.47)-(3.49) one has
MDγi < M
D
γ . As η2 ∈ W1 ⊆ Vζ and ηN ∈ WN ⊆ Vξ it then follows that the concatena-
tion γ˜ of γ2, . . . , γN−1 is a continuous curve γ˜ : [0, 1] → Uℓ with the properties listed in
Proposition 3.5.
Let us now state and prove the lemma referred to in the proof of Proposition 3.5.
Lemma 3.6. Let U be an open, path connected set in a Hilbert space E and let Z ⊆ U be
a closed smooth submanifold of codimension two. Then U\Z is open and path connected.
Proof. This lemma is well known. In fact, it can be proved following the line of arguments
used in Proposition 3.5 and by taking into account the following special case, where Z is a
linear subspace of E of codimension two and hence E\Z is obviously path connected.
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Proposition 3.7. Let γ : [0, 1] → Uℓ be a continuous path with standard potentials as end
points so that MDγ = 0. If M
p
γ ≥ 2, then there exists a continuous path γ˜ : [0, 1] → Uℓ with
the same end points as γ, MDγ˜ = 0, and M
p
γ˜ < M
p
γ .
Proof. The assumption MDγ = 0 implies that M
D
γ(0) = 0 and M
D
γ(1) = 0. As γ(0) and
γ(1) are both standard potentials one concludes from Proposition 2.7 that all their periodic
eigenvalues λ±n with |n| ≤ R are simple. In particular, one has M
p
γ(0) = 1 and M
p
γ(1) = 1.
For any ϕ ∈ γ denote by
λ1(ϕ), . . . , λK(ϕ), K ≡ Kϕ ∈ Z≥0
the list of different multiple periodic eigenvalues of L(ϕ) inside BR. By assumption,
mg(λ
i(ϕ)) = 1 for 1 ≤ i ≤ K. If Mpϕ < M
p
γ , by the second statement of Theorem 3.2
and Theorem 5.1 (i) applied with χ = χp and χ = χD there exists a neighborhoodWϕ ⊆ Uℓ
of ϕ so that for any ψ ∈ Wϕ
Mpψ ≤M
p
ϕ(< M
p
γ ) and M
D
ψ = 0.
On the other hand, if Mpϕ =M
p
γ , let
I ≡ Iϕ := {1 ≤ j ≤ K
mp(λj(ϕ)) =Mpγ }.
By Theorem 3.2, applied to (ϕ, λj(ϕ)) for any j ∈ I, there exists an open ball Wϕ in Uℓ,
centered at ϕ and a union Zϕ = ∪j∈IϕZ
j
ϕ of submanifolds Z
j
ϕ of codimension two which are
closed in Wϕ so that
{ψ ∈Wϕ |M
p
ψ =M
p
γ } ⊆ Zϕ.
By shrinking Wϕ, if necessary, we further can assume that for any ψ ∈ Wϕ
Mpψ ≤M
p
ϕ and M
D
ψ = 0.
Then argue as in the proof of Proposition 3.5 to conclude that there is a continuous path
γ˜ : [0, 1]→ Uℓ with the same end points as γ, M
D
γ˜ = 0, and M
p
γ˜ < M
p
γ .
It turns out that the proof of Theorem 1.2 actually leads to the following additional
result. We say that a potential ϕ ∈ L2c is R-simple, R ∈ Z≥−1, if µn, λ
±
n ∈ Dn for any
|n| > R, µn, λ
±
n ∈ BR for any |n| ≤ R, and the eigenvalues (λ
+
n , λ
−
n )|n|≤R are all simple.
Note that the zero potential is (−1)-simple. Denote by T R the set of R-simple potentials
in L2c and by T the set of potentials ϕ ∈ L
2
c so that specp L(ϕ) is simple.
Inspecting the proof of Theorem 1.2 one sees that at the same time, the following result
has been proved.
Corollary 3.8. For any N ∈ Z≥0 and for any ζ, ξ ∈ T ∩ iH
N
r there exists R ∈ Z≥−1 such
that ζ and ξ are path connected in T R ∩ iHNr .
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Proof. First, consider the case N = 0. Take ζ, ξ ∈ T ∩ iL2r and denote by ℓ the straight line
connecting ζ with ξ in iL2r. By the counting lemmas and the fact that ℓ is compact, there
exists R ∈ Z≥−1 so that for any ϕ ∈ ℓ, µn, λ
±
n ∈ Dn for any |n| > R, and µn, λ
±
n ∈ BR, for
any |n| ≤ R. With this choice of R, one can follow the arguments of the proof of Theorem
1.2 to conclude that there exists a path γ in T R∩iL2r connecting ζ and ξ. The case N ∈ Z≥1
is treated similarly.
For later applications it is useful to consider also a stronger version of the notion of R-
simple potentials. For any ψ ∈ iL2r denote by Iso0(ψ) the connected component containing
ψ of the isospectral set,
Iso(ψ) :=
{
ϕ ∈ iL2r | specp L(ϕ) = specp L(ψ)
}
.3
We say that a potential ψ ∈ iL2r is uniformly R-simple, R ∈ Z≥−1, if Iso0(ψ) ⊆ T
R. In other
words, we require that for any ϕ ∈ Iso0(ψ), the periodic and the Dirichlet eigenvalues of
L(ϕ) are contained in BR∪
⋃
|n|>RDn and, when counted with their algebraic multiplicities,
satisfy the following conditions:
(S1) #(Dn ∩ specp L(ϕ)) = 2, #(Dn ∩ specD L(ϕ))) = 1 ∀|n| > R;
(S2) #(BR ∩ specpL(ϕ)) = 4R + 2, #(BR ∩ specDL(ϕ)) = 2R + 1;
(S3) The ball BR contains only simple periodic eigenvalues.
We denote the set of uniformly R-simple potentials by UR and let U∗ :=
⋃
R≥−1 U
R. In
view of the Counting Lemmas (see Lemma 1.1 and Lemma 2.10) and the compactness of
Iso0(ψ) (see Lemma 3.11 below) it follows that for any N ∈ Z≥0,
T ∩ iHNr ⊆ U
∗ ∩ iHNr . (3.50)
Proposition 3.9. For any N ∈ Z≥0, the set T ∩ iH
N
r is dense in iH
N
r . As a consequence,
U∗ ∩ iHNr is dense in iH
N
r .
Proof. Let N ∈ Z≥0 and let ψ ∈ iH
N
r . In view of the Counting Lemmas there exists
R ∈ Z≥−1 and an open neighborhood U(ψ) of ψ in iH
N
r such that any ϕ ∈ U(ψ) satisfies
conditions (S1) and (S2). It follows from Theorem 3.2 and Theorem 3.3 that T R ∩ U(ψ)
is open and dense in U(ψ). In view of Proposition 2.7, Lemma 2.12, and Theorem 3.3, for
any |n| > R, the set
Zn :=
{
ϕ ∈ U(ψ)
∣∣ λ−n (ϕ) = λ+n (ϕ)} ⊆ U(ψ)
3The periodic eigenvalues are counted with their algebraic multiplicities.
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is contained in a submanifold in U(ψ) of (real) codimension two. Hence, for any |n| > R,
Zn is closed and nowhere dense in T
R ∩ U(ψ), and by the Baire theorem the set
T ∩ U(ψ) =
(
T R ∩ U(ψ)
)
\
⋃
|n|>R
Zn
is dense in U(ψ). This completes the proof of the first statement of Proposition 3.9. The
second statement then follows from (3.50).
We finish this appendix by showing that U∗ ∩ iHNr , N ≥ 1, contains a subset which is
open in iHNr . Here we use that for N ≥ 1, the Counting Lemmas for the periodic and the
Dirichlet spectrum of L(ϕ) with ϕ in iHNr hold uniformly on any bounded subset of iH
N
r .
Proposition 3.10. ∀N ∈ Z≥1, U
∗ ∩ iHNr contains a subset which is open and dense in
iHNr .
We first need to make some preliminary considerations. It follows from [9, Theorem
13.4 and 13.5] that the quantities J1(ϕ) :=
∫ 1
0 |ϕ1|
2 dx and J2(ϕ) :=
∫ 1
0 (|∂xϕ1|
2 − |ϕ1|
4) dx
are spectral invariants of the periodic spectrum of L(ϕ) for ϕ ∈ iH1r . By the generalized
Gagliardo-Nirenberg inequality there exist absolute constants C1, C2 > 0 so that for any
u ∈ L2(T,C) and ε > 0
‖u‖L4 ≤ C1‖∂xu‖
1/4‖u‖3/4 + C2‖u‖ ≤ C1
(
ε2‖∂xu‖
1/2 + ‖u‖3/2/ε2
)
+ C2‖u‖
– see [19, Theorem 1] with n = 1 (for the case of a circle instead of an interval), j = 0, p =
4,m = 1, r = 2, q = 2, and a = 1/4. By taking ε2 = 1/(3C1) in the inequality above one
obtains
‖u‖4L4 ≤
1
3
‖∂xu‖
2 + 37C81‖u‖
6 + 33C42‖u‖
4.
Writing
∫ 1
0 |∂xϕ1|
2 dx = J2+
∫ 1
0 |ϕ1|
4 dx it then follows that 23
∫ 1
0 |∂xϕ1|
2dx ≤ J2+C(J
3
1 +
J 21 ) where C = max(3
7C81 , 3
3C42 ). We thus have proved that any ϕ ∈ Iso0(ψ)∩ iH
1
r , can be
bounded by
‖ϕ1‖
2
H1 ≤
(
3J2 + 3C(J
3
1 + J
2
1 ) + J1
)
ψ
≤ 3‖ψ1‖
2
H1 + 3C
(
‖ψ1‖
6 + ‖ψ1‖
4
)
.
where ‖ψ1‖
2
H1 := ‖∂xψ1‖
2 + ‖ψ1‖
2. This implies that for any ρ > 0 there exists a positive
constant Cρ > 0 such that for any ψ ∈ B
1
ρ,
Iso0(ψ) ∩ iH
1
r ⊆ B
1
Cρ , (3.51)
where BNρ := {ϕ ∈ iH
N
r | ‖ϕ‖HNc < ρ}.
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Proof of Proposition 3.10. Take N ∈ Z≥1, ρ > 0, and consider the set
INρ :=
⋃
ϕ∈BNρ
Iso0(ϕ) ∩ iH
N
r .
In view of (3.51) we have the following sequence of continuous embedding
INρ ⊆ I
1
ρ ⊆ B
1
Cρ ⊆ iL
2
r
where the last embedding is compact. Hence, INρ is a precompact set in iL
2
r and, by the
Counting Lemma, there exists R ≡ Rρ ≥ 0 such that any ϕ ∈ I
N
ρ satisfies conditions (S1)
and (S2). This implies that T R ∩ BNρ ⊆ U
∗ ∩ iHNr . Hence,
T ∩ BNρ ⊆ Pρ ⊆ U
∗ ∩ iHNr , (3.52)
where Pρ denotes the open subset T
R ∩ BNρ of iH
N
r . By Proposition 3.9, the set T ∩ B
N
ρ
is dense in BNρ . This together with the first inclusion in (3.52) implies that Pρ is open
and dense in BNρ . Therefore
⋃
ρ∈Z≥1
Pρ is open and dense in iH
N
r and thus is a subset of
U∗ ∩ iHNr with the claimed properties. 
We complete this section by proving the following result used above to establish (3.50).
Lemma 3.11. For any ψ in iL2r, Iso(ψ) is compact.
Proof. Let (ϕn)n≥1 be a sequence in Iso(ψ). By [9, Theorem 13.4] the L
2-norm is a spectral
invariant of the periodic spectrum of L(ϕ) for ϕ ∈ iL2r . Hence, ‖ϕn‖ = ‖ψ‖, for any n ≥ 1,
and therefore there exist ϕ ∈ iL2r and a weakly convergent subsequence, which we again
denote by (ϕn)n≥1, such that ϕn
w
→ ϕ as n → ∞. By [9, Theorem 4.1], for any λ ∈ C the
map L2c → C, ϕ 7→ ∆(λ, ϕ), is compact and hence ∆(λ, ψ) = limn→∞∆(λ, ϕn) = ∆(λ, ϕ).
By the definition of Iso(ψ) it then follows that ϕ ∈ Iso(ψ), implying that ‖ϕ‖ = ‖ψ‖. As a
consequence ϕn → ϕ in iL
2
r. This shows that Iso(ψ) is a compact subset of iL
2
r.
4 Proof of Theorem 1.4
The aim of this section is to prove Theorem 1.4.
Proof of Theorem 1.4. We begin by showing that Sp ∩ iH
N
r and SD ∩ iH
N
r are open. First
consider the case Sp∩ iH
0
r = Sp. For ψ ∈ Sp arbitrary choose R ∈ Z≥0 as in Lemma 1.1 and
let ε > 0 be smaller than twice the distance between any two different periodic eigenvalues
of L(ψ) in BR. By Lemma 1.1, Proposition 2.3, and Theorem 5.1(i), there exists an open
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neighborhood Wψ of ψ in L
2
c so that for any ϕ ∈ Wψ, #
(
Dn ∩ specp L(ϕ)
)
= 2 and
#
(
BR ∩ specp L(ϕ)
)
= 4R+ 2 and for any eigenvalue λ ∈ BR ∩ specp L(ψ),
#
(
Dε(λ) ∩ specp L(ϕ)
)
= #
(
Dε(λ) ∩ specp L(ψ)
)
where Dε(λ) ⊆ C is the open disk of radius ε centered at λ. By the definition of Sp, one then
concludes that Wψ ∩ iL
2
r ⊆ Sp. The openness of Sp ∩ iH
N
r (N ≥ 1) and SD ∩ iH
N
r (N ≥ 0)
is proved in a similar fashion. Next we show that Sp is dense in iL
2
r . As iH
1
r is dense in
iL2r it suffices to show that Sp ∩ iH
1
r is dense in iH
1
r . Actually we prove a slightly stronger
statement. Denote by B1ρ the open ball of radius ρ > 0 in H
1
c , centered at 0. Choose
R ≡ Rρ ≥ 1 as in Corollary 2.5 and introduce
Sp,R :=
{
ϕ ∈ Sp |λ
±
n simple ∀ |n| ≤ R
}
.
We claim that Sp,R ∩ B
1
ρ is dense in B
1
ρ ∩ iL
2
r . For any ϕ ∈ B
1
ρ and R as above introduce
Qp,R(λ) :=
∏
|k|≤R
(λ+k − λ)(λ
−
k − λ).
Then Qp,R is a polynomial in λ of degree 4R+2 with coefficients depending analytically in
ϕ on B1ρ. Indeed, any coefficient of the polynomial Qp,R is a symmetric polynomial in λ
±
k ,
|k| ≤ R, and hence can be written as a polynomial in
sn :=
∑
|k|≤R
(λ+k )
n + (λ−k )
n, 0 ≤ n ≤ 4R+ 2.
To see that each sn is analytic on B
1
ρ, note that by the argument principle, sn is given by
sn =
1
2πi
∫
|λ|=π(R+1/4)
λn
χ˙p(λ)
χp(λ)
dλ
and hence analytic as χp(λ, ϕ) and χ˙p(λ, ϕ) are analytic on C × L
2
c and χp(λ, ϕ) does not
vanish for ϕ ∈ B1ρ and λ in {λ ∈ C | |λ| = Rπ + π/4}. Denote by Dp,R the discriminant of
the polynomial Qp,R. Recall that the discriminant is the resultant of Qp,R and its derivative
∂λQp,R(λ). It is given by
Dp,R = det

a0 · · · a4R a4R+1 a4R+2 0 · · · 0
...
...
...
...
...
...
0 · · · a0 a1 a2 a3 · · · a4R+2
b0 · · · b4R b4R+1 0 0 · · · 0
...
...
...
...
...
...
0 · · · 0 b0 b1 b2 · · · b4R+1

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where (a0, a1, ..., a4R+2) is the coefficient vector of Qp,R and repeated 4R+1 times whereas
(b0, b1, ..., b4R+1) is the one of Q˙p,R, and repeated 4R+2 times. Note that Dp,R is an analytic
function on B1ρ. Furthermore, it has the property that it vanishes at an element ϕ ∈ B
1
ρ iff
Qp,R(·, ϕ) has at least one multiple zero – see e.g. [14]. In particular, we have{
ϕ ∈ B1ρ ∩ iH
1
r | Dp,R(ϕ) 6= 0
}
= Sp,R ∩ B
1
ρ.
To show that Sp,R ∩ B
1
ρ is dense in B
1
ρ ∩ iH
1
r it thus suffices to show that Sp,R ∩ B
1
ρ 6= ∅
and that Dp,R is real valued on B
1
ρ ∩ iH
1
r . To see that Dp,R is real valued on B
1
ρ ∩ iH
1
r
note that by Proposition 2.7 for any k ∈ Z and ϕ in B1ρ ∩ iH
1
r , λ
−
k (ϕ) = λ¯
+
k (ϕ). Hence by
the definition of Qp,R, its coefficients are real valued and Dp,R is therefore real valued on
B1ρ ∩ iH
1
r . Finally, to see that Sp,R ∩ B
1
ρ 6= ∅ we use that elements in iH
1
r near 0 can be
represented by Birkhoff coordinates. Indeed, by Theorem 1.1 of [11] and formula (3.8) of
[11], for any element ϕ of iH1r near 0 with Birkhoff coordinates (xk, yk)k∈Z satisfying for
any given k ∈ Z, x2k+ y
2
k 6= 0, one has λ
+
k 6= λ
−
k . Thus by Theorem 1.1 of [11], any sequence
(xk, yk)k∈Z with values in iR× iR and
∑
k∈Z(1+ |k|)
2(|xk|
2+ |yk|
2) sufficiently small so that
x2k + y
2
k 6= 0 for any |k| ≤ R is an element in Sp,R ∩ B
1
ρ. In the same way one shows that
Sp ∩ iH
N
r is dense in iH
N
r for any N ∈ Z≥0.
The corresponding density result for SD is proved in a similar fashion. As iH
1
r is dense
in iL2r , it suffices to show that SD ∩ iH
1
r is dense in iH
1
r . For any ρ > 0 choose R ≡ Rρ ≥ 1
so that for any ϕ ∈ B1ρ the statement of Lemma 2.10 holds. Introduce
SD,R :=
{
ϕ ∈ iL2r |µn simple and µn 6= µ¯n ∀|n| ≤ R
}
.
We claim that for any ρ > 0, SD,R ∩B
1
ρ is dense in B
1
ρ ∩ iH
1
r . Arguing as above one reduces
in a first step the proof of the density of SD,R∩B
1
ρ in B
1
ρ∩ iH
1
r to the proof of SD,R∩B
1
ρ 6= ∅.
Here
QD,R :=
∏
|k|≤R
(µk − λ)(µ¯k − λ)
plays the role of Qp,R. Next we use again that by Theorem 1.1 in [11], any sequence
(xk, yk)k∈Z with values in iR× iR and
∑
k∈Z(1 + |k|)
2(|xk|
2 + |yk|
2) sufficiently small, rep-
resents an element ϕ in B1ρ close to 0. Together with Proposition 4.1 in [11] it follows that
if xk 6= 0 and yk = 0, then λ
−
k 6= λ
+
k and µk ∈
{
λ+k , λ
−
k
}
. Hence µk 6∈ R and µk 6= µ¯k. In
addition, for
∑
k∈Z(1 + |k|)
2(|xk|
2 + |yk|
2) sufficiently small, µk, λ
±
k ∈ Dk for any k ∈ Z.
Hence, any sequence (xk, yk)k∈Z with values in iR × iR and
∑
k∈Z(1 + |k|)
2(|xk|
2 + |yk|
2)
sufficiently small, so that yk = 0 for any |k| ≤ R, represents an element in SD,R ∩ iH
1
r . The
case N ∈ Z≥1 is treated in a similar way.
Inspecting the proof of Theorem 1.4 one sees that actually the following result for the
set of potentials S∗ introduced at the end of Section 3 has been proved.
Corollary 4.1. For any N ∈ Z≥0, S
∗ ∩ iHNr is dense in iH
N
r .
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5 Appendix A: L2-gradients of averaging functions
In this appendix, in a quite general set-up, we state and prove a theorem on multiple roots
of characteristic functions applied in the proofs of Theorem 3.2 and Theorem 3.3.
Theorem 5.1. Let F, χ : C × L2c → C be analytic maps and ψ an arbitrary but fixed
element in L2c . Assume that at zψ ∈ C, χ(·, ψ) has a zero of order m ≥ 1. Then the
following statements hold:
(i) For any ε > 0 sufficiently small there exists an open neighborhood V ⊆ L2c of ψ
such that for any ϕ ∈ V, χ(·, ϕ) has exactly m roots z1(ϕ), . . . , zm(ϕ), listed with their
multiplicities, in the open disk Dε ≡ Dε(zψ) := {λ ∈ C | |λ − zψ| < ε} and no roots on the
boundary ∂Dε of Dε.
(ii) The functional Fχ : V → C, defined by
Fχ(ϕ) :=
m∑
j=1
F (zj(ϕ), ϕ),
is analytic and at (ϕ, λ) = (ψ, zψ)
∂Fχ = m∂F +
m∑
j=0
aj∂
m−j
λ ∂χ
where aj ∈ C, 0 ≤ j ≤ m, and ∂ denotes the L
2-gradient with respect to ϕ and ∂λ denotes
the derivative with respect to λ. If F (·, ψ) has a zero of order k ≥ 1 at zψ, then a0 = . . . =
ak−1 = 0; if k = m, then
am = −
1
m!
∂mλ
(
F (λ, ψ)
(λ − zψ)
m+1∂λχ(λ, ψ)
χ(λ, ψ)2
)
λ=zψ
6= 0.
Remark 5.2. As χ : C× L2c → C is analytic it follows that for any ϕ ∈ L
2
c , ∂χ : C→ L
2
c ,
λ 7→ ∂χ
∣∣
(ϕ,λ)
is analytic and so is ∂kλ∂χ for any k ≥ 1.
Proof. (i) By the analyticity of χ(·, ψ) there exists ε > 0 so that χ(·, ψ) does not vanish on
Dε \{zψ}. By the analyticity of χ it then follows that there exists a neighborhood V of ψ in
L2c so that for any ϕ ∈ V, χ(·, ϕ) does not vanish in a small tubular neighborhood of ∂D
ε
in C. It then follows by the argument principle that for any ϕ ∈ V, χ(·, ϕ) has precisely m
zeros in Dε, when counted with their multiplicities.
(ii) Again by the argument principle, for any ϕ ∈ V one has
Fχ(ϕ) =
1
2πi
∫
∂Dε
F (λ, ϕ)
χ˙(λ, ϕ)
χ(λ, ϕ)
dλ (5.1)
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where χ˙ = ∂λχ. Note that the integrand in (5.1) is analytic on ∂D
ε × V, whence Fχ
is analytic on V. To compute its L2-gradient ∂Fχ it is convenient to introduce for g =
(g1, g2), h = (h1, h2) ∈ L
2
c ,
〈g, h〉r =
∫ 1
0
(g1h1 + g2h2)dx.
Then, by the definition of the L2-gradient, one has at ϕ = ψ,
〈∂Fχ, h〉r =
d
ds

s=0
Fχ(ψ + sh)
=
1
2πi
∫
∂Dε
d
ds
∣∣∣
s=0
(
F (λ, ψ + sh)
χ˙(λ, ψ + sh)
χ(λ, ψ + sh)
)
dλ.
By the product rule one gets at ϕ = ψ
〈∂Fχ, h〉r =
1
2πi
∫
∂Dε
[
〈∂F, h〉r
χ˙
χ
+ F ·
(
1
χ
〈∂χ˙, h〉r −
1
χ2
〈∂χ, h〉rχ˙
)]
dλ.
Hence ∂Fχ is given by
1
2πi
∫
∂Dε
( χ˙
χ
∂F +
1
(λ− zψ)m
·
(λ− zψ)
mF
χ
(∂χ)· −
1
(λ− zψ)m+1
·
(λ− zψ)
m+1F
χ2
χ˙∂χ
)
dλ.
(5.2)
Here we used that ∂χ˙ = (∂χ)· and that ∂F, ∂χ : C→ L2c are analytic and hence in particular,
the maps ∂F, ∂χ, (∂χ)· : C → L2c are continuous. Furthermore, as by assumption, χ(·, ψ)
has a zero of order m at λ = zψ,
(λ−zψ)
mF
χ (∂χ)
· and
(λ−zψ)
m+1F χ˙
χ2
∂χ are both analytic
functions on Dε with values in L2c . Hence by the argument principle, at ϕ = ψ,
1
2πi
∫
∂Dε
χ˙
χ
∂Fdλ = m∂F

λ=zψ
and by Cauchy’s integral formula,
1
2πi
∫
∂Dε
1
(λ− zψ)m
(λ− zψ)
mF
χ
(∂χ)· dλ
=
1
(m− 1)!
∂m−1λ

λ=zψ
(
(λ− zψ)
mF
χ
(∂χ)·
)
and
1
2πi
∫
∂Dε
1
(λ− zψ)m+1
(λ− zψ)
m+1Fχ˙
χ2
∂χdλ
=
1
m!
∂mλ

λ=zψ
(
(λ− zψ)
m+1Fχ˙
χ2
∂χ
)
.
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Thus ∂Fχ at ϕ = ψ is given by
∂Fχ = m∂F

λ=zψ
+
1
(m− 1)!
∂m−1λ

λ=zψ
(
(λ− zψ)
mF
χ
∂λ∂χ
)
−
1
m!
∂mλ

λ=zψ
(
(λ− zψ)
m+1Fχ˙
χ2
∂χ
)
.
The claimed formula for ∂Fχ at ϕ = ψ then follows from the Leibniz rule. If F (·, ψ) has a
zero of order k ≥ 1 at λ = zψ, then at (ϕ, λ) = (ψ, zψ)
∂Fχ = m∂F +
m∑
j=k
aj∂
m−j
λ ∂χ,
i.e., aj = 0 for 0 ≤ j ≤ k − 1. If k = m, then
∂Fχ = m∂F + am∂χ
where in this case
am = −
1
m!
∂mλ
(
F (λ, ψ)
(λ − zψ)
m+1χ˙(λ, ψ)
χ(λ, ψ)2
)∣∣∣
λ=zψ
6= 0.
Finally we record a few simple facts from linear algebra, also needed in Section 3.
Consider f = (f1, f2) in L
2
c and denote by ℓ ≡ ℓf the R-linear functional on the R-vector
space iL2r induced by f ,
ℓ : iL2r → C, h 7→ 〈f, h〉r,
where
〈f, h〉r =
∫ 1
0
(f1h1 + f2h2)dx.
Write ℓ(h) as ℓR(h) + iℓI(h) where ℓR ≡ ℓf,R and ℓI ≡ ℓf,I are the elements in the dual
L(iL2r ,R) of iL
2
r given by
ℓR(h) = Re(〈f, h〉r) and ℓI(h) = Im(〈f, h〉r) . (5.3)
They can be expressed in terms of f and fˆ = −(f2, f1) as follows
ℓR(h) =
〈f + fˆ
2
, h
〉
r
and ℓI(h) =
〈f − fˆ
2i
, h
〉
r
. (5.4)
As the subspace iL2r ⊆ L
2
c is the subset of all elements ϕ ∈ L
2
c satisfying ϕ = ϕˆ it follows
that f+fˆ2 and
f−fˆ
2i are in iL
2
r.
Using that f 7→ fˆ is an involution and that for any c in C, (̂cf) = cfˆ , the following
lemma can be proved in a straightforward way.
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Lemma 5.3. (i) ℓR, ℓI are R-linearly independent iff
f+fˆ
2 ,
f−fˆ
2i are R-linearly independent.
(ii) ℓR, ℓI are R-linearly independent iff
f+fˆ
2 ,
f−fˆ
2i are C-linearly independent.
(iii) For any λ ∈ C \ {0}, ℓf,R, ℓf,I are R-linearly independent iff ℓλf,R, ℓλf,I are R-
linearly independent.
(iv) ℓf,R, ℓf,I are R-linearly dependent iff there exists λ ∈ C\{0} so that
λf + (̂λf)
2
= 0.
6 Appendix B: Examples
In this section we consider potentials in iL2r of the form (a ∈ C, k ∈ Z)
ϕa,k(x) = (ae
2πikx,−a¯e−2πikx). (6.1)
Most of the results presented in this section can be found in [16]. We include them for
the convenience of the reader. First we show that we can easily relate various spectra of
L(ϕa,k) with the corresponding ones for k = 0. More generally, for an arbitrary potential
ϕ ∈ L2c , various spectra of L(ϕ1e
2πikx, ϕ2e
−2πikx) are related to the corresponding spectra
of (ϕ1, ϕ2) by the following lemma which can be verified in a straightforward way.
Lemma 6.1. Assume that f = (f1, f2) is a solution of L(ϕ)f = λf where ϕ ∈ L
2
c is
arbitrary. Then (f1e
iπkx, f2e
−iπkx) is a solution of
L(ϕ1e
2πikx, ϕ2e
−2πikx)g = (λ− kπ)g.
Corollary 6.2. For any ϕ ∈ L2c and k ∈ Z, the fundamental solution
Mˇ(x, λ) ≡M(x, λ, (ϕ1e
2iπkx, ϕ2e
−2iπkx))
of L(ϕ1e
2πikx, ϕ2e
−2πikx) is related to the fundamental solution M(x, λ) of L(ϕ1, ϕ2) by
Mˇ = diag (eiπkx, e−iπkx) ·M(x, λ+ kπ).
Corollary 6.2 yields the following application.
Proposition 6.3. For any ϕ = (ϕ1, ϕ2) ∈ L
2
c and any k ∈ Z,
specp(L(ϕ1e
2πikx, ϕ2e
−2πikx)) = specp(L(ϕ1, ϕ2))− kπ
and
specD(L(ϕ1e
2πikx, ϕ2e
−2πikx)) = specD(L(ϕ1, ϕ2))− kπ
(with multiplicities).
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Proof. Recall that the characteristic functions χp and χD are given by
χp(λ) = (m`1(λ) + m`4(λ))
2 − 4
2iχD(λ) = m`4(λ) + m`3(λ)− m`2(λ)− m`1(λ).
By Corollary 6.2,
χp(λ, (ϕ1e
2πikx, ϕ2e
−2πikx)) = χp(λ+ kπ, ϕ)
and
χD(λ, (ϕ1e
2πikx, ϕ2e
−2πikx)) = (−1)kχD(λ+ kπ, ϕ).
As specp(L(ϕ1e
2πikx, ϕ2e
−2πikx)) and specD(L(ϕ1e
2πikx, ϕ2e
−2πikx)) are the zero sets (with
multiplicities) of χp(λ, (ϕ1e
2πikx, ϕ2e
−2πikx)) respectively χD(λ, (ϕ1e
2πikx, ϕ2e
−2πikx)), the
claimed identities follow.
In view of Proposition 6.3, instead of the potentials ϕa,k defined by (6.1), it suffices to
consider the case k = 0,
ϕa ≡ ϕa,0 = (a,−a¯), a ∈ C.
In a straightforward way one verifies the following
Lemma 6.4. For any a ∈ C,
M(x, λ, ϕa) =
(
cos(κx) − iλ sin(κx)κ ia
sin(κx)
κ
ia¯ sin(κx)κ cos(κx) + iλ
sin(κx)
κ
)
(6.2)
where
κ ≡ κ(λ, a) =
√
λ2 + |a|2 (6.3)
Remark 6.5. Note that κ depends only on the modulus |a| of a and that the right hand
side of (6.2) does not depend on the choice of the sign of the root
√
λ2 + |a|2 as cosine is an
even function whereas sine is odd. Furthermore, the right hand side of (6.2) is well defined
at κ = 0 as sin(κx)κ = x+O(κ
2) .
Periodic spectrum of L(ϕa): By Lemma 6.4 one has ∆(λ, ϕa) = 2 cos κ(λ) and hence the
characteristic function of L(ϕa), considered on the interval [0, 2] with periodic boundary
conditions, is given by
χp(λ, ϕa) = ∆
2(λ, ϕa)− 4 = −4 sin
2(κ(λ)). (6.4)
The periodic eigenvalues of L(ϕa) are thus given by the λ’s satisfying κ(λ) = nπ for some
n ∈ Z, or
λ2 + |a|2 = n2π2. (6.5)
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The monodromy matrix M` for such a λ is given by
M` =
(
(−1)n 0
0 (−1)n
)
(6.6)
when n 6= 0 and by
M` =
(
1− iλ ia
ia¯ 1 + iλ
)
=
(
1± |a| ia
ia¯ 1∓ |a|
)
(6.7)
when n = 0. It is convenient to list the periodic eigenvalues not in lexicographic ordering,
but rather use the integer n ∈ Z in (6.5) as an index. When listed in this way, we denote
the periodic eigenvalues by λˆ±n , n ∈ Z, which are defined as follows. For any n ∈ Z with
|nπ| > |a| denote
λˆ+n = λˆ
−
n = sgn(n) ·
+
√
n2π2 − |a|2.
In view of (6.6), λˆ+n defined above is a periodic eigenvalue of L(ϕa) of geometric multiplicity
two. Using (6.3) and (6.4) one easily sees that λˆ+n has algebraic multiplicity is two. Further,
for any n ∈ Z with 0 < |nπ| < |a| denote
λˆ+n = λˆ
−
n = sgn(n) · i
+
√
|a|2 − n2π2.
Again, in view of (6.6), for n ∈ Z with 0 < |nπ| < |a|, λˆ+n is a periodic eigenvalue of
L(ϕa) of geometric multiplicity two and, by (6.3) and (6.4), its algebraic multiplicity is two.
Next note that for n = 0, one has λˆ±0 = ±i|a|. In view of (6.7), for a 6= 0 the geometric
multiplicity of λˆ+0 as well as of λˆ
−
0 equals one. In view of (6.3) and (6.4) the algebraic
multiplicity of λˆ+0 and the one of λˆ
−
0 is one. For a 6= 0, the eigenfunctions corresponding to
λˆ+0 and λˆ
−
0 are the constant vectors (a, i|a|) resp. (a,−i|a|). We then obtain the following
result, used in the proof of Theorem 3.2.
Lemma 6.6. For any k ∈ Z, consider the potential ϕa,−k = (ae
−2iπkx,−ae2iπkx). Then
λˆ±0 = kπ ± i|a| are periodic eigenvalues of L(ϕa,−k) of algebraic multiplicity one.
In the special case where |a| = naπ for some na ∈ Z>0 set λˆ
±
±na = 0. The above
computations yield
Corollary 6.7. (i) For a ∈ C, ϕa is a standard potential iff |a| < π.
(ii) For a ∈ C, any multiple periodic eigenvalue λ of L(ϕa) satisfies mp(λ) = 2 and
mg(λ) = 2 iff |a| > π and |a| 6= πZ.
(iii) If a ∈ C \ {0} satisfies |a| ∈ πZ, then 0 is a periodic eigenvalue of L(ϕa) of algebraic
multiplicity four.
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Isospectral set Iso0(ϕa): Denote by Iso0(ϕa) the connected component containing ϕa of the
set Iso(ϕa) of all potentials ϕ ∈ iL
2
r with specp L(ϕ) = specp L(ϕa). By the computations
above one sees that
{|a|eiα |α ∈ R} ⊆ Iso0(ϕa).
For |a| sufficiently small, ϕa is in the domain of the Birkhoff map introduced in Theorem
1.1 in [11]. As the L2-norm is a spectral invariance it then follows that, for |a| sufficiently
small, all of Iso(ϕa) is contained in this domain. According to the computations above ϕa
is a 1-gap potential. It then follows from Theorem 1.1 in [11] and its proof that Iso(ϕa) is
homeomorphic to a circle. As a consequence
Iso(ϕa) = Iso0(ϕa) = {|a|e
iα |α ∈ R}.
Most likely the latter identities remain true for any |a| < π, but we have not verified this.
For |a| > π, Li and McLaughlin observed that Iso0(ϕa) is larger than {|a|e
iα |α ∈ R}.
Indeed, let π < |a| < 2π. Then λˆ+±1 = ±i
+
√
|a|2 − π2 are periodic eigenvalues of geometric
multiplicity two. In subsection 4.3 of [16], using Ba¨cklund transformation techniques, for-
mulas of solutions of fNLS are presented which evolve on Iso0(ϕa) and depend explicitly on
x. They are parametrized by the punctured complex plane C∗ :=
{
eρeiβ
}
with coordinates
(ρ, β) ∈ R × R/2πZ, whereas the angle variable α in {|a|eiα |α ∈ R} is proportional to
the time t. As t → ±∞ these solutions approach the x independent solutions evolving
on {|a|eiα |α ∈ R}. Due to the trace formulas ([16], Section 2.4), on the orbits of these
solutions, the periodic eigenvalues λˆ+±1 have geometric multiplicity one.
Dirichlet spectrum of L(ϕa): By Lemma 6.4, the characteristic function of the Dirichlet
spectrum of L(ϕa) is given by
χD(λ, ϕa) =
sinκ
κ
(
λ+
a¯− a
2
)
. (6.8)
The Dirichlet eigenvalues of L(ϕa) are thus given by the λ’s satisfying
κ(λ) = nπ (6.9)
for some n ∈ Z \ {0} or
λ+
a¯− a
2
= 0. (6.10)
Note that by the definition of the Dirichlet boundary conditions, any Dirichlet eigenvalue
is of geometric multiplicity one. It is convenient to list the Dirichlet eigenvalues not in
lexicographic ordering, but rather use the integer n in (6.9) as an index. When listed in
this way, we denote the Dirichlet eigenvalues by µˆn, n ∈ Z, which are defined as follows.
For all n ∈ Z with |nπ| > |a| denote
µˆn = sgn(n) ·
+
√
n2π2 − |a|2.
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From (6.8) it follows that µˆn has algebraic multiplicity one. For all n ∈ Z with 0 < |nπ| < |a|
denote
µˆn = sgn(n) · i
+
√
|a|2 − n2π2.
By the same arguments as in the case |nπ| > |a|, the algebraic multiplicity of µˆn is equal
to one iff µˆn +
a¯−a
2 6= 0 and two otherwise. For n = 0 denote
µˆ0 = i Im(a).
Again, by the same arguments, µˆ0 has algebraic multiplicity equal to one if
[Im(a) 6= 0 and Im(a) 6= ± +
√
|a|2 − n2π2 ∀ 0 < |nπ| < |a|] or [Im(a) = 0 and |a| 6∈ πZ>0]
or two if
Im(a) ∈
{
± +
√
|a|2 − n2π2 | 0 < |nπ| < |a|
}
or three if
Im(a) = 0 and |a| ∈ πZ>0.
In the special case where |a| = naπ for some na ∈ Z>0 one has µˆna = µˆ−na = 0. The
algebraic multiplicity of µˆna is two (Im(a) 6= 0) or three (Im(a) = 0). These computations
lead to the following
Corollary 6.8. Let a ∈ C. Then
(i) If |a| < π, then the Dirichlet spectrum of L(ϕa) is simple.
(ii) If |a| 6∈ πZ>0, then the only possible multiple Dirichlet eigenvalue is i Im(a). It is at
most of algebraic multiplicity two.
(iii) If |a| ∈ πZ>0, then 0 is a Dirichlet eigenvalue of algebraic multiplicity two or three.
(iv) For any 0 < nπ < |a| or nπ > |a|, µˆn is a periodic eigenvalue of geometric and
algebraic multiplicity two whereas for |a| = nπ ∈ πZ>0, µˆn = 0 is a periodic eigenvalue
of algebraic multiplicity 4.
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