Crop disease epidemics can cause severe losses and affect agricultural products and food security especially i n south Asian countries and Nepal where rice is enjoyed as a staple throughout the year. To achieve automatic diagnosis of crop disease the proposed system aims to develop a prototype system for detection of the paddy disease. Image recognition of the disease would be conducted based on Image Processing techniques to enhance the quality of the image and Twin Support Vector Machine (TSVM) technique to classify the paddy disease. The methodology involves image acquisition, pre-processing, analysis and classification of the paddy disease. All the paddy sample images will be passed through the RGB calculation before it proceeds to the binary conversion. If the sample is in the range of normal paddy RGB, then it is automatically classify as normal. Then, all the segmented paddy disease sample will be converted into the binary data in data base before proceed through the TSVM for training and testing. The proposed system is targeted to achieve better recognition results.
Introduction
One of the most utilized food plants and widely grown in Asia as an important crop is the Paddy plant. Around half of the world population relies on it as a major food product. Security of food through the prevention and detection of paddy plant disease is the major concern. The prevalence of paddy plant disease should be well known, and disease prediction should be caused out. Image Recognition of Paddy disease and automatic classification of disease severity are achieved by using image processing technologies. In Nepal, rice is the most important cereal crop and in 1966 total rice production amounted to a little more than 1 million tons; by 1989 more than 3 million tons were produced. Fluctuation in rice production was very common because of changes in rainfall, disease; overall, however, rice production had increased following well as increases in cultivated land. By 1988 the introduction of new cultivation techniques as approximately 3.9 million hectares of land were under paddy cultivation. Many people in Nepal devote their lives to cultivating rice to survive (Savada, 1991) . Rice is the major food amongst all the ethnic groups in Nepal. In the Terai region, most rice varieties are cultivated during the rainy season. The principal rice growing season is from June to July when water is sufficient for only some part of the fields; the subsidiary season, known as "Ropai", is from April to September, when there is usually enough water to sustain the cultivation of all rice fields. Farmers use irrigation channels throughout the cultivation seasons.
Being important crop that has deep impact in country"s economy, various plans have been proposed to upgrade rice cultivation, growth and reduce the impact of diseases. Rice is the seed of the grass species Oryza sativa (Asian rice) or Oryzaglaberrima (African rice) (UN-FAOSTAT, 2017) . Rice leaves are the most vulnerable part that is easily affected by various diseases. Rice blast, caused by the fungus Magnaporthegrisea, (Talbot, 2005) is the most significant disease affecting rice cultivation.Bacterial blight is caused by Xanthomonasoryzaepv. oryzae.Other major rice diseases include: sheath blight, rice ragged stunt and tungro (IRRI database,2013).
The aim of this paper was to develop the system that automatically detect and classify the paddy disease by using Image Processing technique with prediction accuracy with the support of k means clustering algorithm and cluster classifier TSVM (Twin Support Vector Machine) which ensure food security, paddy plant disease is to be controlled timely and effectively. Recognition and diagnosis of paddy disease relies on visual identification by agricultural technicians and personnel which requires high professional knowledge with rich experience. Besides, disease diagnosis through pathogen detection requires satisfactory laboratory and molecular biological techniques which is more time consuming and costly in terms of money and machinery equipment.
2.Methodology
The methodology for diagnosing paddy disease for the research purpose has been presented in the figure below. The given block diagram shows the training of the TSVM using the features extracted and the final classification by taking the weight values stored in the database.
Fig.1. System Block Diagram
Here in the block diagram in fig 1, image segmentation using k-means is shown for feature extraction. However feature extraction has also been done from the images without k-means.
Image Acquisition
Digital images are acquired on environment conditions using digital cameras or imaging sensors. Those acquired image are enhanced and used to extract useful features that are necessary for detection of disease in plants.
Image Enhancement
It is the process to enhance the image in such way that increases the chance for success of other processes. It includes contrast stretching, noise removal, filtering etc.
Image Segmentation
Image segmentation is the process of partitioning a digitalimage into multiple segments (sets of pixels, also known as super-pixels). The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze.
Feature Extraction
In machine learning, pattern recognition and in image processing, feature extraction starts from an initial set of measured data and builds derived values (features) intended to be informative and non-redundant, facilitating the subsequent learning and generalization steps, and in some cases leading to better human interpretations. Feature extraction is related to dimensionality reduction.
K-means Clustering
K-means Clustering is used to decompose an image into meaningful partitions. Using k-means, defected portion and healthy portions of leaf can be extracted in separate cluster which help in further analysis of type of disease and image segmentation. The kmeans is one of the simplest unsupervised learning algorithms that solve the well-known clustering problem. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters (assume k clusters) fixed apriori. The main idea is to define k centers, one for each cluster. These centers should be placed in a cunning way because different location causes different result. So, the better choice is to place them as much as possible far away from each other. The next step is to take each point belonging to a given data set and associate it to the nearest center. When no point is pending, the first step is completed, and an early group age is done. At this point we need to recalculate k new centroids as barycenter of the clusters resulting from the previous step. After we have these k new centroids, a new binding has to be done between the same data set points and the nearest new center. A loop has been generated. As a result of this loop, we may notice that the k centers change their location step by step until no more changes are done or in other words centers do not move any more. Finally, this algorithm aims at minimizing an objective function know as squared error function given by:
where "||xi -vj||" is the Euclidean distance between data point xi and cluster center vj. "ci" is the number of data points in ith cluster. "c" is the number of cluster centers.
Deciding Number of Clusters:
The number of clusters should match the data. An incorrect choice of the number of clusters will invalidate the whole process. An empirical way to find the best number of clusters is to try K-means clustering with different number of clusters and measure the resulting sum of squares.
K-means Algorithm:
The Lloyd's algorithm, mostly known as k-means algorithm, is used to solve the k-means clustering problem and works as follows. First, decide the number of clusters k. Then: 1. Initialize the center of the clusters vj = set no. of cluster, j=1,...,k 2. Attribute the closest cluster to each data point ci = { i:d(xi, vj) ≤ d(xi, vl), l≠i, i=1,...,n} 3. Set the position of each cluster to the mean of all data points belonging to that cluster vj = (1|ci|) ∈ci ,∀j Notation: |c|= number of elements in c
Gray Level Co-occurrence Matrix
A co-occurrence matrix is a matrix that is defined over an image to be the distribution of co-occurring pixel values (grayscale, values or colors) at a given offset. A statistical method of examining texture that considers the spatial relationship of pixels is the gray-level co-occurrence matrix (GLCM), also known as the gray-level spatial dependence matrix. The GLCM (fig 2) iii. For all i; yi (wxi + b) ≥ 1 where x is a vector point, b is bass and w is weight and also a vector.
Twin SVM:
Twin support vector machine (TSVM), a useful extension of the traditional SVM, has become the current researching hot spot in machine learning during the recent years. For the binary classification problem, the basic idea of TSVM is to seek two nonparallel proximal hyperplanes such that each hyperplane is closer to one of the two classes and is at least one distance from the other. TSVM has lower computational complexity and better generalization ability, therefore in the last few years it has been studied extensively and developed rapidly. Consider the following originally proposed 
and
are solved respectively, where
Therefore the solutions of (3) and (4) can be obtained by 
Results
The collected sample images are resized to size 256 X 256 which is the mostly used size by different researchers for their research works atdifferent noise levels. Then the resized images are contrast enhanced before they are segmented using k-means clustering and the segmented ROI is used to extract the features which TSVM uses to classify the disease in the query image provided as input.
Contrast Enhancement
The sample images after resizing to the standard 256 X 256 resolution size are denoised by using Median 
Segmentation
Next, the contrast stretched (enhanced) images are segmented by using K means algorithm. In the process, the image submitted is segment into three clusters and the cluster containing the ROI (Region of Interest) is selected. ROI is a portion of an image that you want to filter or perform some other operation on. ROI is defined by creating a binary mask, which is a binary image that is the same size as the image that is to be processed. In the mask image, the pixels that define the ROI are set to 1 and all other pixels set to 0. 
Feature Extraction

Testing and Validation
After the generation of training data matrix and accuracy data matrix, 36 images of rice leaf affected with blast disease are used for the testing and validation purposes. The images are loaded first and then the contrast enhancement is done at first. Next the segmentation of the contrast enhancement by k means clustering follows that helps us in selecting a particular ROI that likely has the disease affected part in the image. Feature extraction from the image is then performed and based on these features TSVM classifies the disease. The accuracy of disease classification in this system prototype is evaluated using 500 iterations.
However the system does classify adversely when the k mean clustering not done on the contrast enhanced image and we straight forward resume with the disease classification. The blight affected and healthy image given below were classified as blast. The K-means clustering algorithm is used to find groups which have not been explicitly labeled in the data. This can be used to confirm business assumptions about what types of groups exist or to identify unknown groups in complex data sets. The prediction and classification of rice diseases as blast and bacterial blight have so far been correct when segmentation using k-means clustering is used in the system prototype. However, the system prototype significantly loses its credibility for correctly classifying the diseases when it is implemented without segmentation using k-means clustering. The system classifies correctly one healthy query image as healthy, while the other healthy query image as bacterial blight.
Clustering refers to a process of partitioning set of data or objects into a set of meaningful subclasses called clusters (Gonzalez, 2011). It is an unsupervised learning technique and this technique works well when there are finite set of clusters. The main goal of using clustering is to find similarities within a given dataset that uses finite set of data.
The problem in implementing the system prototype without segmentation using k-means clustering seems to be the input to the system. The implementation of the system without segmentation using k-means clustering uses the whole contrast enhanced image to extract the different features from the GLCM of the enhanced image which have very fluctuated values as we can see from the features table. On the other hand, using k-means clustering only desired ROI is fed as input to extract the features i.e. the partitioning into sub classes and only the meaningful ROI is given as input to the system. Hence the accuracy of classification is high.
But the system without clustering takes the whole image and since the search area is larger, it fails to accurately classify the diseases for the same dataset as it wasused for the system with segmentation using k-means clustering. The table given below shows the different values of the GLCM features of 6 test input images (2 from each class: blast, blight and healthy) that were obtained during the testing phase. 
Comparison with different existing systems
Amit Kumar Singh et al have also proposed a rice disease classification system with only the blastdisease in "Classification of Rice Disease Using Digital Image Processing and SVM Classifier" (Singh,2015) . The system developed was able to predict and classify blast disease with and accuracy of 82%. Now, it can be seen that our system prototype has classification accuracy more than the above mentioned systems. Our system prototype has presented an accuracy of over 95% in most of the cases during testing as shown in the section above.
Conclusion & Recommendations:
In this paper, a system prototype was used to classify rice leaf"s Blast disease and Bacterial blight using K-means clustering for segmentation and Twin Support Vector Machine (TSVM). It was tested on rice leaves to detect if they are affected by blast disease or bacterial blight. With 146 total number of rice leaf"s images (100 blast affected, 36 blight affected and 10 healthy ones); training and testing of the system was performed. Once, the system was trained, the detection of disease or not by the trained TSVM was high with accuracy of more than 95%. Accuracy can surely be increased if system can be trained with high number of dataset of rice leaf affected by blast disease and blight disease and accuracy more than the current scenario can be obtained. This work can be extended to detect other diseases by training the TSVM with various other disease datasets.
