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3Laboratoire Jean Kuntzmann, Université Grenoble Alpes, CNRS, 38401 Grenoble, France
4Université Paris-Saclay, CNRS, CEA, Institut de physique théorique, 91191, Gif-sur-Yvette, France
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High order perturbation theory has seen an unexpected recent revival for controlled calculations
of quantum many-body systems, even at strong coupling. We adapt integration methods using
low-discrepancy sequences to this problem. They greatly outperform state-of-the-art diagrammatic
Monte Carlo. In practical applications, we show speed-ups of several orders of magnitude with
scaling as fast as 1/N in sample number N ; parametrically faster than 1/
√
N in Monte Carlo. We
illustrate our technique with a solution of the Kondo ridge in quantum dots, where it allows large
parameter sweeps.
The exponential complexity of quantum many-body
systems is at the heart of many remarkable phenomena.
Advances in correlated materials and recently developed
synthetic quantum systems – e.g. atomic gases [1], trapped
ions [2], and nanoelectronic devices [3–6] – have allowed
many-body states to be characterized and controlled with
unprecedented precision. The latest of these systems,
quantum computing chips, are highly engineered out-of-
equilibrium many-body systems, where the interacting
dynamics performs computational tasks [7]. However, our
understanding of these many-body systems is limited by
their intrinsic complexity. While uncontrolled approxi-
mations can give insight into possible behaviors, there
is a growing effort to develop controlled, high-precision
methods [8], especially ones that apply far from equilib-
rium [9–11]. These allow us to make quantitative pre-
dictions about the physics of many-body systems and to
uncover qualitatively new effects at strong coupling.
Among theoretical approaches, perturbative expansions
in the interaction strength have seen an unexpected re-
cent revival, in particular using a family of “diagrammatic”
Quantum Monte Carlo (DiagQMC) methods [10–21]. Us-
ing various techniques [11, 12, 18, 21], it is now possible to
sum perturbative series beyond their radius of convergence
and thus access strongly correlated regimes. The effects
of strong interactions have been studied in diverse sys-
tems, including unitary quantum gases [15], polarons [12],
quantum dots [10, 11, 19], and pseudo-gap metals [16].
DiagQMC is currently the preferred strategy for com-
puting series coefficients at large perturbation order n,
as this involves integrals of dimension proportional to n
(practically around 5− 30). High dimensional integration
is notoriously difficult, and Monte Carlo provides a ro-
bust and flexible solution with errors that scale as 1/
√
N
independently of the dimension; here N is the number of
sample points.
Nonetheless, there has been tremendous progress in
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integration methods for problems that lie in-between tra-
ditional quadrature (very low dimensions) and Monte
Carlo (high dimensions). In intermediate dimensions
(typically 5-200), ‘Quasi-Monte Carlo’ methods have be-
come well established. These sample the integrand in a
deterministic and structured way that ensures improved
uniformity and better convergence rates. In favorable
cases they can achieve error scalings of 1/N or even 1/N2,
far outperforming traditional Monte Carlo [22–25].
In this paper we show how to apply these integra-
tion techniques to perturbative expansions for quantum
many-body systems. Our “Quantum Quasi-Monte Carlo”
(QQMC) approach is broadly applicable. It can be for-
mulated for both equilibrium and non-equilibrium cases
and extended to various lattices and dimensions. Here we
demonstrate it on a quantum dot model and show com-
putational accelerations of several orders of magnitude
compared to state-of-the-art DiagQMC [10, 11] (Fig. 1).
A crucial ingredient of QQMC is the warping of the in-
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Figure 1. Comparison of the convergence rates for QQMC
and DiagQMC. Here Qn(N) is the expansion coefficient of the
occupation number of the Anderson impurity model at order n
as a function of the number of integrand evaluations N . Each




























tegral. This is a multi-dimensional change of variables
constructed from a model function that approximates the
integrand. We show that a simple model already yields
remarkable results and propose directions for future opti-
mizations. We demonstrate convergence as fast as 1/N
in a high-precision benchmark against an exact Bethe
Ansatz solution, to order n = 12. To illustrate the power
of QQMC, we calculate the finite-bias current through
a quantum dot in the Kondo regime, sweeping electro-
static gating and interaction strength as parameters. This
experimentally relevant calculation was computationally
unfeasible for previous techniques.
Formalism. In perturbative calculations, an observable
F (U) such as a current or susceptibility is expressed as a






where the coefficients Fn are n-dimensional integrals
Fn =
∫
dnu fn(u1, u2, . . . , un). (2)
The integrands fn(u) are time-ordered correlators ex-
pressed in terms of 2n determinants (Wick’s theorem),
in both Schwinger-Keldysh [10] and Matsubara for-
malisms [17]. The exponential complexity of evaluating
fn(u) leads us to seek fast integration methods. Here the
ui specify the locations of interaction vertices in space
and time. We present the formalism generally and will
specialize to a concrete application later.
We will perform the integral Eq. (2) by direct sampling
using quasi-Monte Carlo. The crucial step is to warp
the integral, i.e. to make a change of variables u(x) that
maps the hypercube x ∈ [0, 1]n onto the u domain. The









where |∂u/∂x| is the associated Jacobian.
The most important property of the warping is to make
the function f̄n(x) = fn [u(x)] |∂u/∂x| as smooth as pos-
sible in the new variables x. If fn were positive, the
perfect change of variables would make f̄n constant and
thus trivial to integrate with a single sample. That would
be tantamount to ideal sampling from the distribution
fn(u) and it is as challenging as the original integra-
tion. Instead, a judicious warping must provide sufficient
smoothing while remaining efficiently computable.
Mathematically, convergence theorems can only be es-
tablished for f̄n(x) that belong to specific smooth function
spaces, or whose Fourier coefficients have rapid asymp-
totic decay properties [22, 24]. Although we cannot prove
that our warped integrands satisfy assumptions of this
kind, in practice we find that the change of variables are
good enough to provide excellent error scaling.
To warp the integral, we consider a positive model
function pn(u), which should be viewed as an approxima-
tion of |fn|. The inverse change of variables x(u) is then
defined by (for 1 ≤ m ≤ n)
xm(u
′















Here we adopt a case where ui is defined on the inter-
val [0,∞). Since xm(u) only depends on um, . . . , un,
the Jacobian is |∂u/∂x| = [
∫
du pn(u)]/pn(u) (see Ap-
pendix D). In quasi-Monte Carlo, the integral Eq. (3) is
approximated by a sum over the first N points of a low-
discrepancy sequence x̄i. This is a deterministic sequence
of points with specific properties that uniformly samples
the hypercube [22, 24]. We have










du pn(u) is a constant. Here we use a Sobol’
sequence [26, 27] to obtain x̄i.
The model function pn(u) should have two key prop-
erties. First, it should approximate |fn(u)| well. Second,
its form should be simple enough for the partial inte-
grals Eq. (4) to be evaluated exactly and quickly. This
allows the reciprocal function u(x) to be computed by
first inverting the one-dimensional function xn(un), then
inverting xn−1(un, un−1) for fixed un, and so on (see Ap-
pendix D).
Many classes of model functions are possible, as dis-
cussed later. This paper applies the method to impurity
models, using a real-time Schwinger-Keldysh formalism,
in which the ui are the times of the interaction vertices.









with 0 < un < un−1 < . . . < u1 < u0. Here u0 = t
is defined to be the measurement time and the h(i) are
positive scalar functions. (They may depend on n, but
we omit this index). The factored structure allows Eq. (4)
to be inverted rapidly (see Appendix D).
Anderson Impurity. We illustrate our method on the
Anderson impurity model coupled to two leads. This is
the canonical model for a quantum dot with Coulomb
repulsion and the associated Kondo effect. It has been
realized in many nanoelectronic experiments [3–6]. Impor-
tantly, some quantities including the electron occupation
on the dot Q can be computed analytically in the univer-
sal limit with the Bethe ansatz [28, 29]. This provides
us with a high-precision benchmark for QQMC at any
perturbation order n.
We consider an infinite one-dimensional chain with the






















Figure 2. Expansion coefficients Qn for the Anderson impu-
rity occupation number relative to the analytic result QBethen .
QQMC converges at rates close to 1/N with the number of
integrand evaluations N . For visibility, the data has been
smoothed (see Appendix H). The black lines indicate exact
1/N (dotted) and 1/
√
N (dashed) convergence. Each run
was performed with one Sobol’ sequence. Inset: Cartoon of
quantum dot set-up.
σ =↑, ↓ is the electronic spin and εd represents a capacitive
gate coupled to the dot. The local Coulomb repulsion




0↓c0↓. The electron tunneling between
the leads and dot is γ0 = γ−1 = γ. All other γi = D/2,
corresponding to hopping within the leads; the lead half-
bandwidth D is a constant. We perform the perturbative
expansion in powers of U (see Appendix E).
Benchmark. To validate the QQMC method, we con-
sider the special case solved by the Bethe Ansatz. For
this, we set temperature T = 0, capacitive gate εd = 0,
and half-bandwidth D → +∞ such that Γ = 4γ2/D = 1
is the unit of energy. The measurement time t = 30/Γ
is sufficiently long that the system reaches steady-state.
We compute the expansion of the occupation number
Q(U) = 〈c†0↑c0↑ + c
†
0↓c0↓〉. The system is particle-hole
symmetric for εd = −U/2 so the non-interacting case is
Q0 = 1. For higher-order Qn, particle-hole symmetry is




Figure 2 shows the relative error between Qn(N) using
QQMC and the exact result QBethen (see Appendix F),
as a function of the number of integrand evaluations N .
Following an initial transient, we enter an asymptotic
regime in which there is rapid convergence: for n = 4
this is consistent with pure 1/N while for n = 8, 12 it
is 1/N δ with δ ' 0.9, 0.8. These calculations used the
product model function Eq. (6) with a single exponential
h(i)(vi) = exp(−vi/τ), where τ = 0.95. The same set-up
was used in Fig. 1. The level of precision that we obtained
revealed limitations in the conventional evaluation of the
non-interacting Green functions, which warranted special
consideration (see Appendix E).
It is expected that the convergence rate gradually slows
as n increases. First, the quality of the warping decreases
as the disparity between the increasingly-severe require-
ments of convergence theory and the behavior of our
integrands grows. This can be mitigated by construct-
ing more expressive model functions, which we discuss
below. Second, for larger n the integrands generally be-
come more oscillatory. The model functions Eq. (4) were
not designed to handle cases with massive cancellation,
and this may become a limiting factor. We will see this
effect below for calculations with εd/U > 0.5, although
in practice enough orders can be computed accurately to
obtain the desired physical results (see Appendix E).
In Quasi-Monte Carlo methods, a standard technique to
estimate errors is to perform computations using Eq. (5)
with several ‘randomized’ low-discrepancy sequences [22–
25] and we use this method below (see Appendix G).
Having made these technical points, let us reiterate the
lessons of Fig. 1 and Fig. 2: (i) QQMC provides a dra-
matic speed-up with better asymptotic error scaling than
DiagQMC; (ii) the speed-up persists up to at least order
n = 12, which is what is needed for practical applications.
Coulomb Diamond. We now apply QQMC to solve a
topical physics problem. We explore the current-voltage
characteristic I(V ) across the quantum dot for finite bias
and varying U . Since quantum dots are considered promis-
ing platforms for building qubit systems, it is of primary
importance to understand how many-body effects influ-
ence their properties, especially the phase coherence.
Quantum dots can be in three different experimen-
tally accessible regimes [30–33]: Fabry-Pérot (small U),
Kondo (intermediate U) and Coulomb blockade (large U).
The Fabry-Pérot and Coulomb blockade limits are well de-
scribed by, respectively, non-interacting and semi-classical
theories; the out-of-equilibrium Kondo regime is more
challenging. Two controlled approaches have recently
appeared, but both are too slow for some applications:
the Schwinger-Keldysh DiagQMC used in Figs. 1 and
4 [10, 11] and the real-time inchworm algorithm [9, 34, 35].
QQMC provides the speed and precision to allow large
parameter sweeps, which is mandatory to make good con-
tact with experiments. In [11], some of us studied the
Kondo ridge close to εd = −U/2. QQMC allows us to
present results scanning the entire (U, εd) phase diagram,
including slowly converging regions with even numbers of
electrons or near the degeneracy points.
Figure 3 (inset) shows a cartoon of the differential con-
ductance for varying (εd, V ) as predicted by Coulomb
blockade theory [36] and seen experimentally at low tem-
peratures and large U [37]. At small bias, the Coulomb
blockade forbids current flows except at two special points:
εd = 0, where the dot energies for Q = 0 and Q = 1 elec-
trons are degenerate, and εd = −U (likewise for Q = 1, 2).
At intermediate U , the Kondo effect changes this picture
drastically: the zero-bias Kondo resonance forms in the
‘forbidden’ region of odd Q and enables current flow.
Figure 3 shows the current I versus gate voltage εd
for V = U/7 and temperature T = 0. We choose
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Figure 3. Current at finite bias voltage through the Ander-
son impurity at T = 0, sweeping through several interaction
regimes. Each point is a different QQMC calculation up to or-
der n = 10, including series resummation [11]. The error bars
are a combination of integration error and truncation error of
the resummation; the latter dominates. By construction, the
data is symmetric with respect to the particle-hole symmetric
point εd = −U/2. Inset: Coulomb diamond in the Coulomb
blockade picture (large U). Regions where current can flow
are shaded grey. The dashed line indicates the scan shown in
the main plot (varying εd for fixed V/U = 1/7).
a finite half-bandwidth D/Γ = 20 (see Appendix E).
Sweeping the interaction U/Γ shows several regimes. For
U/Γ = 1.75, 3.5 a current plateau emerges in the local
moment regime (Q = 1) due to Kondo resonance for-
mation. The current develops new local maxima seen
for U/Γ = 5.25, 6.00. These grow toward the Coulomb
blockade limit at larger U (black lines); at the same
time, current around εd/U = −0.5 reaches a maximum
and decreases. This is a competition between resonance
formation and narrowing. At small U , the Kondo temper-
ature TK is much larger than the bias V and we are in the
linear response regime. In this regime near εd = −U/2
we approach perfect transmission I = V/π; see Ref. [11].
At larger U & 4Γ, TK decreases exponentially with U and
become smaller than V , leaving the linear response regime.
Throughout, as U increases, the already-small current in
the side regions (Q = 0, 2) is increasingly suppressed.
Model Function. Let us reexamine the importance of
integral warping and model functions. Figure 4 shows the
convergence of Q8(N) using different integration methods;
parameters are identical to Fig. 2. When the integral is
evaluated using Sobol’ points without warping (‘Sobol’
only’) the convergence is poor, showing that naively ap-
plying low-discrepancy sequences provides little benefit
for these integrands. Next, contrast regular DiagQMC
with the warped integrand using pseudo-random numbers.
As expected for pure Monte Carlo approaches, both show
1/
√
N convergence. Nonetheless, sampling the warped
integrand still converges faster than DiagQMC, despite












Warping + Projection + Sobol’
Figure 4. Comparison of convergence of Q8 for different
methods of integration: evaluating unwarped integrand with a
Sobol’ sequence (cyan), DiagQMC (red), warped integral sam-
pled with Mersenne Twister pseudo-random numbers (green)
or Sobol’ sequence (blue). For the warped cases, we used
Eq. (6) with h(i)(vi) = exp(−vi/τ), τ = 0.95. After an initial
warping with exponential functions τ = 1.1, we can apply
an additional warping obtained by projection (orange); see
Appendix I. For visibility, data (except Sobol’ and DiagQMC)
has been smoothed in the same way as in Fig. 2.
the fact that the latter uses importance sampling via
the Metropolis algorithm. As anticipated, QQMC using
Sobol’ points and the model function Eq. (6) based on
exponential h(i) converges even more rapidly.
How can the model function Eq. (6) with simple h(i)
provide such dramatic convergence improvements? Our
integrands describe physical correlators that are highly
structured and have decaying exponential or power-law
tails; see Appendix I and Refs. [10, 19]. The tail contri-
butions become ever more important as the dimension
increases. The model function properly describes the
long-time asymptotics (see Appendix I). We also empha-
size the importance of a well-chosen coordinate system
in the model function: the differences of closest times
vi = ui−1 − ui used to parametrize the h(i).
Optimization of the model function should allow further
performance gains, particularly at higher orders n. One
possibility is to better adapt the functions h(i) to fn. To
illustrate this, we apply a second warping constructed by
sampling points from the first warping. These samples are
projected along the dimensions of v space and smoothed;
see Appendix I for details. As shown in Fig. 4, this
optimization reduces the error by a factor of ' 2. More
importantly, it automatically gives robust convergence
without the need to manually optimize the τ parameter.
Finally, other families of model functions exist beyond
Eq. (6), that provide versatile and expressive approxima-
tions while still allowing for fast inversion of Eq. (4). One
such family is Matrix Product States (MPS) or functional














ab are matrices and repeated indices are summed.




Conclusion. We have shown how to use sampling tech-
niques based on low-discrepancy sequences to compute
high orders of many-body perturbation theory. Although
we cannot show that the integrands obey the assumptions
of formal Quasi-Monte Carlo convergence theory, practi-
cal scaling as fast as 1/N is still achievable. This success
was possible due to the warping of the integral based on
a model function. Using benchmarks on exactly solvable
quantities in the Anderson impurity model, we unam-
biguously validated the convergence of this ‘Quantum
Quasi-Monte Carlo’ (QQMC) method at high-precision.
This calculation was about ∼ 104 times faster than the
DiagQMC equivalent.
We can apply the techniques established here to models
with interesting strongly correlated physics in all dimen-
sions, for equilibrium and especially non-equilibrium situ-
ations. For continuum models, the integrands are smooth
and warping should be particularly simple. For lattice
models, the discrete summation may degrade convergence,
although this may be addressed with sufficiently good
model functions. QQMC can also be applied to other
diagrammatic expansions, e.g. in hybridization [9]. Con-
structing more expressive model functions should further
increase speed and accuracy and is an ideal application for
recent machine learning techniques in quantum systems.
Finally, we have shown in our calculations that the sim-
ple model function Eq. (6) captures the behavior of pertur-
bation theory integrands in asymptotic large-coordinate
regions. This is not accidental, but reveals a simplify-
ing structure of the correlation functions arising from
Wick’s theorem that was not previously appreciated in
diagrammatic numerical simulations. For the real-time
Schwinger-Keldysh calculations, the contour index means
that the MPS structure Eq. (7) is the natural approxi-
mation for generic many-body systems. It can be used
as a starting point to efficiently compute and integrate
these functions, even beyond the Monte Carlo or QQMC
sampling discussed here.
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Appendix A: Low-Discrepancy Sequences
The integration technique for perturbation theory in-
tegrals we presented in the main manuscript is based on
so-called ‘quasi-Monte Carlo’ methods, which use sam-
pling with low-discrepancy sequences. Despite the nam-
ing, such quasi-random sequences are highly structured
and deterministic, unlike the pseudo-random number se-
quences used in conventional Monte Carlo sampling (see
Fig. 5). Here we briefly summarize the history of this field
of mathematics as well as key features of these sequences.
The roots of low-discrepancy and quasi-random se-
quences lie in the ancient field of Diophantine Approxima-
tion – the theory of approximating sets of real numbers
by rational ones, especially in its modern form pioneered
by Roth [41] – and in Weyl’s early efforts to character-
ize uniformity of distributions [42]. These methods were
applied to practical multidimensional integration in the
late 1950’s and 1960’s, with contributions from, among
many others, Korobov [43] and Sobol’ [26] in the USSR
and Hammersley [44] (building on work by van der Cor-
put [45]), Halton [46] and Haselgrove [47] in the UK.
There was even an unsuccessful attempt to use them as a
component of Markov Chain Monte Carlo simulation for
multi-point physical integrals in 1951 [48]. Niederreiter
[49] surveys much of the early work in this area. Since
that time, quasi-Monte Carlo methods have become stan-
dard in many fields including, for example, computational
chemistry [50]. Indeed, convergence rate improvements
analogous to, but smaller than, ours are seen in molecular
excitation computations [51]. Most of the early appli-
cations had relatively low dimensions . 10. However,
the field was rejuvenated in the late 1990’s and early
2000’s by the discovery that quasi-Monte Carlo works
unexpectedly well for certain high-dimensional financial
integrals stemming from discretized stochastic partial
differential equations [52]. This was followed by the ap-
plication of Reproducing Kernel Hilbert Space theory to
explain this success (see e.g. Ref. [53]), and the advent of
‘fast component-by-component’ construction techniques
Quasi-Random (Sobol’) Pseudo-Random (MT)
Figure 5. Sampling the two-dimensional square [0, 1]2 with
quasi-random numbers from a Sobol’ sequence (left) and
pseudo-random numbers from a Mersenne-Twister sequence
(right). The Sobol’ sequence gives a far more uniform sampling.
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to create optimized quasi-random generators for these
problems [54]. A survey of this more recent work appears
in Ref. [22].
The main strength of quasi-Monte Carlo relative to
Markov Chain Monte Carlo is its greatly accelerated
convergence rate in applications with well-behaved inte-
grands. Its main disadvantage is its reduced flexibility.
Quasi-Monte Carlo methods require highly symmetric
integration domains – usually hypercubes – and careful
preparation of the integrand. In our approach we imple-
ment this through a change of coordinates and warping.
However, perhaps most importantly, they are intrinsically
non-adaptive during a calculation: changing the distribu-
tion during the main sampling run destroys its carefully
constructed uniformity properties, which typically reduces
the convergence rate to Monte Carlo scaling O(1/
√
N).
To handle generic integrands whose properties are un-
known in advance, separate runs and analysis are needed
before the main sampling run.
Finally, we note that the theory of quasi-Monte Carlo
typically gives worst-case error bounds, but not average-
case ones. This is because no stochastic averaging is done.
An exception is when we perform averaging of random
shifts. These worst-case bound are theoretically tight but
often rather pessimistic compared to observed behavior.
For pure Monte Carlo methods, the opposite situation is
true and we typically have average-case but not worst-case
bounds.
Appendix B: Summary of the QQMC algorithm
Below, we summarize the QQMC algorithm. More
details on the building blocks are given in other sections
of this supplementary material. Note that unlike usual
diagrammatic Monte Carlo techniques, the coefficients Fn
for different orders n are calculated separately.
Preprocessing steps.
• Calculate non-interacting Green functions in real
time. These functions form the basic elements from
which the integrands are calculated. They can be
obtained through Fourier transform of the real fre-
quency Green functions which can be obtained ana-
lytically or numerically.
• Calculate Warping. Once a model function pn(u)
has been selected and possibly adapted to the inte-
grand (see projection method below), construct the
mapping x(u) by computing the partial cumulative
functions of the model function pn(u).
• For each component of the mapping x(u), invert
it to obtain the inverse mapping u(x). This can
be done, for example, be interpolating the original
mapping x(u) on a sufficiently fine linear mesh and
inverting.
• Initialize r = 0.
Main computing loop. For each sample point i ∈
1 . . . N ,
• Generate the low-discrepancy quasi-random vector
xi. These vectors span uniformly the hypercube
[0, 1]n.
• Calculate the corresponding point ui = u(xi) in
the original integration space.
• Calculate the corresponding value of the integrand
f (i) = fn(ui) and the value of the model function
p(i) = pn(ui).
• Update the result r → r + f (i)/p(i)
Returns. The final estimate of the observable is Fn ≈
r/N .
Appendix C: Benchmarking at higher orders
The main manuscript focuses on data for perturbation
theory orders n . 12, where QQMC enables calculations
























Figure 6. Relative error (upper) an absolute error (lower) of
Qn versus perturbation theory order n for our benchmark cal-
culation against Bethe ansatz results, up to n = 22. Different
curves correspond to different numbers of calculated points N .
We used Eq. (6) with h(i)(vi) = exp(−vi/τ) with τ = 0.95 for
n ≤ 15 and τ = 0.90 for n ≥ 16. The parameters are the same
as in Fig. 1.
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with an unprecedented precision of up to six or seven
digits. In this section, we show additional data for a
smaller number of samples N . This enables us to calculate
much larger orders up to n = 22, well beyond previous
diagrammatic quantum Monte Carlo techniques. We
recall that the a single evaluation of the integrand fn(u)
has an exponential complexity ∼ 2n, which has limited
previous calculations to order n ≤ 15 with less than two
digits precisions. While N = 105 is not yet deep into the
asymptotic regime, we find that we could reach two to
three digits of accuracy.
The data are presented in Fig. 6 respectively for the
relative error (top panel) and absolute error (lower panel).
Although the error deteriorates with the order n, the
speed up provided by QQMC more than compensates for
the imperfection of the model function. We find that the
absolute error actually decreases with n as the Qn gets
smaller at large n.
Appendix D: Model Function Properties
Here we expand on the properties of the change of
variables x(u) arising from the model pn(u). These were
defined in the main text as:
xm(u
′















To understand the structure of Eq. (4′) and how it can
be useful when sampling from pn(u), let us consider the
explicit transformation for small orders n.














This means that uniformly sampling x1 leads to the sam-
pling of p(u1). In practice, one need to invert the cu-
mulative distribution x1(u1) which can be done through
interpolation techniques.
Next, let us consider the procedure for n = 3 using
a model function p3(u1, u2, u3). The reverse coordinate
transform x(u) is
x1(u1, u2, u3) =
∫ u1
0
dū1 p3(ū1, u2, u3)∫∞
0































dū1 p3(ū1, ū2, ū3)
The consecutive coordinate integration, gives the coor-
dinate transformation a special structure: x3(u3) does
not depend on u1, u2 and x2(u3, u2) does not depend on
u1. This means that the Jacobian matrix for the reverse


























Differentiating Eq. (D2), cancelling common factors and













du1 p3(u1, u2, u3)
p3(u1, u2, u3)
. (D5)
The same procedure straightforwardly generalizes to
an arbitrary number of dimensions n. This reproduces











In practice, we uniformly sample the hypercube [0, 1]3
using Sobol’ sequence to obtain (x1, x2, x3). From x3
one obtains u3 by inverting the one dimensional equation
x3(u3). With the obtained value of u3, the equation
x2(u2, u3) becomes a one dimensional function of u2 which
can be inverted. Last with the obtained (u2, u3), one can
invert x1(u1, u2, u3) to obtain u1.
Product Model. While the coordinate transform de-
scribed above is very general, it is only useful if the
multiple integrals in Eq. (4′) can be performed efficiently.
Otherwise, it is as or more costly than the actual inte-
gral of the perturbation series coefficient that we wish to
compute.









is particularly efficient. It is simpler to view this as a
composition of two transforms. First, we change variables
vi = ui−1 − ui, which has Jacobian |∂u/∂v| = 1. Second,
in the vi variables, the coordinate transform Eq. (4
′)










These one-dimensional integrals can be integrated quickly
and precisely analytically or using quadrature algorithms.
We then invert xm(vm) numerically to find the coordinate
transform vm(xm). In practice, it is possible to com-
pletely pre-compute these integrals on a fine mesh for fast
evaluation during calculation.
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We note that the product form Eq. (6′) is known for
importance sampling in Monte Carlo applications, e.g. as
part of the VEGAS algorithm [55, 56]. The choice of
coordinate system vi as compared to ui affects the quality
of model function and is an important physical considera-
tion.
MPS Model. The model function Eq. (7) can also
be efficiently computed using the above algorithm and
standard MPS techniques [38]. Unlike the product model,
the integrations for different vi have to be performed
in sequence, with a matrix-vector multiplication at each
step.
Appendix E: Explicit expressions of the integrands
In this appendix, we will describe the Anderson impu-
rity model as well as the perturbation expansion formalism
of our calculations in more detail.
1. Model
The Hamiltonian of the Anderson impurity model is













The hopping parameters are all γi = D/2, except at the






0↓c0↓ − α), (E2)
where α is a quadratic shift to the perturbation. This
shift means that the U expansion is performed about a
different starting point, and is commonly used to improve
perturbation series convergence [10, 16, 57]. Note that
the energy of a single electron localized on the impurity
is εd = Ed − αU . A symmetric voltage bias V is applied
between the two leads. As is standard in the Keldysh
formalism, Hint is turned on at time t = 0 and observables
are computed after a large time t when the stationary
regime has been reached.
By integrating out the leads, their effect on the
dot is represented by a retarded hybridization function
∆(ω). The non-interacting dot retarded Green function
is gR(ω) ≡ 1/(ω − Ed −∆(ω)). By symmetry, all Green
functions are the same for spin up and down.
The density of states of the leads is semi-circular with
half-bandwidth D. An important parameter of the non-
interacting model is the tunneling rate from the impurity
to the leads at the (equilibrium) Fermi level Γ = 4γ2/D.























for ω > D
(E3)
The Bethe ansatz provides results only in the universal
regime, where D → +∞ with Γ fixed. In this limit, the
density of states becomes independent of energy (flat
band). The hybridization function is simply ∆(ω) = −iΓ.
When comparing results to the Bethe ansatz, we we will
always work in this regime.
2. Expressions for the integrands of series
expansions
To obtain the number of electrons Q or the current
I, we compute a perturbation series in U for the equal-
time lesser Green function G<0i(t, t) = −i〈c†0↑(t)ci↑(t)〉,
where the creation and annihilation operators are in the
Heisenberg picture. We take i = 0 (on-site) to obtain Q,
and i = 1 (dot-lead) to obtain I [58].
For α = 0, this series can be written compactly using


















(0, t, 0), U1, . . . , Un
(i, t, 1), U1, . . . , Un
{ s
U1, . . . , Un




where ak ∈ {0, 1} are Keldysh indices, and Uk =
(0, uk, ak) represents a point on the Keldysh contour com-
posed of a site index (here 0 for the impurity), a time uk





defined, for A1, . . . , Am and B1, . . . , Bm any set of points
on the Keldysh contour, in the case α = 0, the Wick
determinant
s
A1, . . . , Am
























is the non-interacting one-particle Keldysh Green function.
Here gT , gT̄ , g< and g> are respectively the time-ordered,
anti-time-ordered, lesser and greater Green functions. In
Eq. (E4), the determinant on the left is from spin up
operators, while the one on the right is from spin down
operators. Nevertheless, by spin symmetry their elements
share the same Green functions g.
The case α 6= 0 is similar, but the diagonal terms of
the Wick determinants in Eq. (E4) must be shifted by
−iα, except the one connecting to the measurement point
(involving the Green function at time t) [10].
Provided that the non-interacting Green function g is
known as a function of time, Eq. (E4) explicitly defines
the integrand that we refer to in the main text of this
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article. We compute the time domain Green functions
by Fourier transform of the Green functions g<(ω) and






























Here nF(ω) is the Fermi function. Note that the function
g>0i is not used in Eq. (E4).
3. Precision calculation of g<(t) and g>(t)
Care has to be taken when performing the Fourier
transform to obtain g< and g> in the time domain. As
integration methods get increasingly precise, the accuracy
of the integrand becomes more important. In order to
provide benchmarks with relative error of ∼ 10−6 at order
n ∼ 10, and to rule out any bias due to inexact integrands,
we need to refine the calculation of g(t). In particular,
using a Fast Fourier Transform (FFT) algorithm produces
an error which decreases too slowly with the number of
samples for functions with sharp features or power law
tails, such as the ones we encounter here.
One approach to high precision is to compute the
Fourier transform using adaptive quadrature methods.
This is precise enough if a system has a finite bandwidth
and the integrand is proportional to the density of states
of the leads and therefore has bounded support. In gen-
eral, however, the integrand decays slowly and oscillates at
high frequencies, which renders direct integration methods
inaccurate. Alternatively, when the tails are dominated
by simple poles, it is possible to separate them out analyt-
ically and perform the finite remainder using a FFT. In
our case, however, the tails are dominated by the Fermi
functions, which have an essential singularities at |ω| =∞,
and we must resort to other methods.
To circumvent this problem, we deform the integration
path in the ω complex plane to find a more favorable
integrand, and apply an adaptive quadrature method.
We show that a path can be found for a generic class of
problems which improves the decay rate and eliminates
oscillations near infinity. We consider the general case of
finite temperature, and denote the inverse temperature
by β. We will work out the case for g<, but g> can
be treated equally by first applying a change of variable
ω → −ω. Specifically, at time t, the Fourier Transforms
we are interested in can always be decomposed in a sum





with ω′ = ω±V/2. The function ζ depends on gR and ∆.
Its exact form does not affect the choice of a new path, as
long as it has no singularity at |ω′| =∞. We will further
assume that one can bound the complex singularities of
ζ and nF inside a vertical band ω
− < Re[ω′] < ω+.
For t 6= 0, we compute the integral Eq. (E10) along a





ω− − (x− ω−)it, for x < ω−,
x, for ω− < x < ω+,
ω+ + (x− ω+)(β − it), for x > ω+.
(E11)
The new path is made of three pieces, joined together at
ω′ = ω±. The central one is simply a segment of the real
axis, left unchanged to prevent crossing singularities. The
other two are straight lines at an angle with the real axis,
which have been chosen so that the integrand becomes
asymptotically proportional to a decaying, oscillation-free,
exponential. The points ω± can be moved away from one
another, in particular to avoid the x < ω− piece being
too close to singularities. For β = +∞, the integrand
is zero on the half-plane Re[ω′] > 0, hence the x > ω+
piece of the path can be ignored. In the case t = 0, the
integrand is simply g<0i(ω), which is free of oscillations,
and deforming the integration path would make some
appear. Hence the integration path is left untouched in
this case.
This technique is easily generalized to more complex
impurity systems. However, it relies on an analytical
continuation and knowledge of singularities. This may
not be easily accessible for numerically computed Green
functions.
Appendix F: Bethe Ansatz Comparison
Here we briefly discuss the Bethe ansatz solution for
the Anderson impurity model and how specifically we
extract the coefficients QBethen from the general solution
(see [28, 29] and references therein). We are interested in
the case were εd = 0 and we then perform a perturbative
expansion in U . This always corresponds to the so-called
symmetric limit U/2 + εd 
√
UΓ.
We use the results of [59]. In the symmetric limit, the






















































































































(k − εd)2 + Γ2
, (F2)
g(k) =















and Λ is the energy cutoff. All other quantities are the














We emphasize that Eq. (F5) differs from the expression
in [59] by a factor of 1/2. The constraint on Λ arises
from imposing number conservation on the distribution
function, which we take to be of the form used by [29].
We now set εd = 0, so that our expansion parameter
is
√
U/Γ 1. To extract the coefficients Qn we use the
following procedure. First, write Eq. (F5) as a polynomial
in x = eΛπ up to order Ncutoff = 30. Second, perform
polynomial inversion to find x as a function of
√
U/Γ,
repeatedly using the smallness of
√
U/Γ. Third, evaluate
the k integral in Eq. (F1) analytically in an asymptotic
expansion in
√
U/Γ up to order Ncutoff , (see e.g. [60]).
Fourth, substitute the expansion of x, collecting terms
of the same order in U/Γ. The final result is a power
series expansion in U/Γ, with analytic coefficients. These
are evaluated numerically with high precision arithmetic
and shown in Table I. For orders n = 0 − 5, the ana-
lytic expressions match the results calculated explicitly
in perturbation theory in [60].
Appendix G: Error Calculation in Quasi-Monte
Carlo
If we have reached the asymptotic regime for a single
sequence Q(N), we can estimate an error by fitting the ap-
proach to convergence. This is similar to error estimation
for traditional quadrature.
A more robust estimate of the error can be achieved
by reintroducing a random component to the method –
so-called Randomized Quasi-Monte Carlo [22–25]. Here
we repeat the calculations with K ‘randomly shifted’ se-
quences giving a distribution of values Qk, from which
we obtain an estimate of the mean and error as for con-
ventional Monte Carlo. Typically one chooses only a
moderate number of K ∼ 10− 100 as it is advantageous,
for fixed computational time, to maximize N . In Fig. 7,
we show this approach in practice for different methods
of Fig. 4.
Appendix H: Details on the current I calculation
This appendix gives details of the calculations made to
obtain Fig. 3.
In this application, each lead has centered, semi-circular
density of states with half-bandwidth D = 2. The cou-
pling to the leads is chosen so that Γ = 0.1. A symmetric
bias voltage V is applied between the two leads. For each
parameter set (εd, V, U), Ed and α are chosen so that
the first order (Hartree term) of the perturbation series
vanishes at U = 7Γ, to improve its convergence radius.
The series, defined in Appendix E, is computed at a time
t = 10/Γ after switching the interaction on.
Due to the finite bandwidth D, the integrand decays
polynomially at large times, but exponentially at inter-
mediate times. We used an exponential warping with
τ = 1.5/Γ, which was enough to capture the general
shape of the integrand up to the observation time t.
Figure 8 shows the convergence of the calculation for
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Figure 7. Absolute error of occupation number Q6(N),
with curves matching three cases of Fig. 4. Here we perform
calculations with K = 25 shifted sequences. The pale curves
show the convergence of the average over these runs to the
Bethe ansatz result. The solid curves show the corresponding
uncertainty estimates computed from the standard error of
the mean over the shifted sequence values. We see that this
procedure gives good estimates of the error.
a system away from particle-hole symmetry (Ed ≈ 0.9Γ,
α ≈ 0.27, which in Fig. 3 corresponds to the point εd/U ≈
−0.12 and U = 6Γ). We observe a scaling slightly below
1/N , which deteriorates with increasing order. Also, at
large orders, the final scaling regime is reached at a later
N .
Note that the data of Figs. 2, 4 and 8 have been
smoothed for visibility: for N > 100, we show the maxi-
mum of the error in a moving window around N of fixed
size in log-space (5% of N). This smoothing generates an
upper bound of the error.
For each integration, digitally shifted [27] generators
are used to produce 10 different Sobol’ sequences from
which we take the average to obtain the final result 〈In〉.
The error is estimated by taking the standard deviation
of the 10 results and dividing by
√
10. An example of
a series computed with its estimated error is shown in
Fig. 9. The error (black dots) on the coefficients (colored
dots) is low enough so that only the truncation of the
series limits the resummation accuracy.
The convergence radii of the series are about 3–4 Γ,
so the series are resummed to obtain answers at larger
interaction U . We use the conformal transform tech-
nique of Ref. [11] with the so-called parabola transform
W = − tan2(
√
U/p). Here p is a real negative parameter
optimized for each series. Depending on their analyt-
ical structure, the series I(U) or its inverse 1/I(U) is
resummed, whichever gives smaller error. The integra-
tion error is propagated through the resummation process
and added to the truncation error, the latter being es-
timated from the convergence radius of the resummed
series. Unlike in Ref. [11], no Bayesian inference is used.
At large εd, the integrands become more difficult to















Figure 8. Convergence of the current In with number of
samples N at different orders n. This data corresponds to
a typical point of Fig. 3, away from particle-hole symmetry
(εd/U ≈ −0.12, α ≈ 0.27, U = 6Γ). At low order (blue and
orange lines) the relative error scales as 1/N0.9 (black plain
line). At larger orders (n = 7 and 10, green and red lines),
the convergence slows down and scales only as 1/N0.7 (dashed
black line). Finally at order n = 10, the final scaling starts
at a larger number of function evaluations N than for lower
orders. For visibility, the data has been smoothed as described
in Appendix H (see main text).




















Figure 9. Perturbation series of the current for the same
parameters as in Fig. 8. The upper line (colored symbols)
gives the absolute values of the series coefficients |In|: positive
coefficients are depicted in blue, and negative ones in red. The
lower line (black symbols) is the estimated absolute error ∆In.
For all orders calculated, up to n = 10, we obtained at least
two digits of accuracy.
integrate, but at the same time the summation of the
series requires less orders for the same precision. When
εd/U > 0.5 (or εd/U < −1.5 by symmetry) we only
computed and summed the series up to order n = 5.
Finally, it is worth noting that small bias V setups
reach a stationary regime after a longer time. Hence
performing the integration away from the linear response
regime, at large V , is actually less expensive and less
12
prone to sign problem. Physically, the voltage reduces the
coherence of the system, which explains the reduction of
almost exact cancellations in the numerical integration.
Appendix I: Construction of the 1D Model Function
In this appendix, we explain how the h(i) functions are










for 0 < un < un−1 < . . . < u2 < u1 and u0 = t is defined
to be the measurement time.
We are going to use successive changes of variable in
this section:
u→ v → w → x (I1)
First, we change to the vi variables defined as vi ≡ ui−1−
ui > 0 which are natural since the integrand only depends
on time differences. The corresponding Jacobian is one.
Note that the integration on v is performed on [0,∞)n.
When going back to u space, this generates extra points
that are not in the original u domain. The value of the
integrand for these points is simply zero so that they
induce no extra computational cost.
1. Exponential form for h(i)
Our second change of variable v → w will be based
on a model function with a simple analytic form for h(i),
designed to correctly describe the asymptotics of the
integrand. This asymptotic region becomes increasingly
important at large order n, especially in the long time
limit t→∞. We choose a simple form, independent of i
h(i)exp(v) = e
−v/τ , ∀i. (I2)
This choice is motivated by a direct study of the integrand.
In Fig. 10, we plot the absolute value of the integrand
|f5(v1, v2, v3, v4, v5)| of Q5 with the parameters of our
benchmark along various directions of the 5 dimensional
v-space. The different colors correspond to different direc-
tions: red corresponds to (v, δ, δ, δ, δ) where δ is fixed to
δ = 0.5 and v is varied. The 5 different curves correspond
to different permutations of the v with respect to the δ.
Green curves correspond to the 10 different permutations
of (v, v, δ, δ, δ) and so on. The dashed line corresponds to
Eq. (I2) with τ = 0.95. Remarkably, such a simple ansatz
with a single parameter, already captures the integrand
asymptotics well, in various directions in 5 dimensions.
For a fixed number of integrand evaluations N , the
error made in the calculation of Qn is very sensitive to
the choice of the parameter τ as shown in Fig. 11. For
N = 106, Fig. 11 shows the relative error as a function









(v, δ, δ, δ, δ)
(v, v, δ, δ, δ)
(v, v, v, δ, δ)
(v, v, v, v, δ)
(v, v, v, v, v)
|f5|
Figure 10. Comparison between the absolute value of the
order 5 integrand |f5(v)| in Eq. (2) (colored lines) and the
model function p5(v) of Eq. (6
′) (black dashed lines, τ = 0.95)
along various directions in v-space. Each color corresponds
to v = (v, . . . , δ) as indicated in the figure. Lines of the same
color correspond to different permutations within a given
direction (see main text). The parameters are the same as in
Fig. 1.
of τ for various orders n = 5, 6, 7 and 10. The error
possesses a sharp minimum around τ = 0.85 (note the
log scale). If τ is too small, we under-sample the tails of
the function leading to potentially incorrect results. If τ
is too large, the calculation is correct, but less efficient
since the sampling puts a lot of points in regions which
contribute little to the result. We will now see how to
make the computation more robust regarding the choice
of τ .
2. Learning h(i) from the integrand
In this section, we make an additional change of variable
w → x. To approximate the new integrand f̃n(w) in the
w variable, we search for a new model function p̃n(w),









If we assume that the integrand f̃n(w) is well approxi-
mated by such a simple form, we estimate the functions





dnwf̃n(w)δ(wi − y). (I4)
In practice, we calculate M values of the integrand f̃(wα),
α ∈ 1...M generated by sampling the w space using the
Sobol’ sequence, and bin them in each dimension with Nb
bins. The function that we obtain is rather noisy due to
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Projection: n = 7
Figure 11. Exact relative error of Qn computed with N =
106 points as a function of the model function parameter
τ . The dashed lines are for a model defined by a single
exponential function h(i)(vi) = exp(−vi/τ), at different orders.
The red solid curve is the new error after optimization of h(i)
by projection (see section I 2), at order n = 7. The parameters
are the same as in Fig. 1.


























The upper right plot of Fig. 12 shows an example of the
smoothing procedure.
The change of variable based on h̃
(i)
proj was used to
compute the continuous line in Fig. 11 for order n = 7
(Nb = 100,M = 10
5, λ = 0.05). The error is improved
at the optimum point τ = 0.95 only by approximately
a factor 2. However, it remains largely independent of
the value τ selected for the v → w change of variable,
showing that the method has become much more robust.
The projection automatically fits the exponential tails,
without manual adjustment (as long as τ is not too small,
to avoid under-sampling as explained above). Note that
in Fig. 11, only M = 105 values of the integrand were
used for the learning step. This is 1% of the total number
of function calls, hence negligible. If τ is increased, the
sampling of the integrand decreases in quality, as the
tails are over-sampled. Correcting this in the learning
step becomes increasingly more demanding. Therefore
the change of variable v → w with a good initial guess
for τ is essential to the success of the projection.
Because we only used model functions of the form
Eq. (6′), according to Eq. (D7), xm only depends on wm,
which itself only depends on vm. In this special situation,
the change of variable v → x can be represented by a
model function of the form Eq. (6′), and compared to the
simpler v → w. As a result, Fig. 12 shows h(i)proj(vi) along
with the initial exponential guess, for all i and n ≤ 5, and
for two values of τ = 0.95 and τ = 1.5. h
(i)
proj computed
from two different initial guess for τ are indistinguishable
(plain lines, on top of each other), showing that the result
is independent of the initial choice of τ . At small v, they
are quite different from a pure exponential. Finally, we
note that the projected model functions vary only slightly
with n for most values of i. This could be turned into
an advantage by reusing the h functions from a lower
dimension to a higher one in future developments.
3. Comparison to VEGAS algorithm
The form of model function Eq. (6′) and the projection
procedure described above are related to the VEGAS algo-
rithm [55, 56]. However, simply applying this algorithm
to perform the perturbation theory integrals produces
poor results. Here we describe the essential differences
between VEGAS and our approach.
The standard VEGAS algorithm uses random numbers
to sample the integrand. It generates a weight function
by projecting samples onto coordinate axes, which is
analogous to the procedure we described. During the
sampling steps, VEGAS uses the information it obtained
to continuously improve the weight function.
To have a meaningful comparison, we will add physics
information in the form of the u→ v coordinate mapping
(see above). The form Eq. (6′) is only a good approxima-
tion to our integrand in the v variables. Although in our
case VEGAS converges poorly in both u and v variables,
it is far worse in u.
Our approach still differs from VEGAS in two essential
ways. First, a key feature of our approach is to correctly
capture the decaying asymptotic structure in the model
function analytically. As we have shown in Fig. 11, a
pure projection method is prohibitively inefficient in sam-
pling the long tails and leads to poor convergence. It
is only useful as a small correction to a good starting
point. Second, the continuous change of model function
of VEGAS cannot be used together with low-discrepancy
sequences, since it breaks their special properties. For
QQMC to work and achieve 1/N convergence, it is essen-
tial to construct the model function entirely before the
full calculation is performed. Samples cannot be “reused”
as in Monte Carlo sampling. This again requires an nu-
merically efficient way to construct the model function
which is not a priori provided by VEGAS.
Finally, we note that the idea of the model function
is more general than the product form of Eq. (6′) and
VEGAS. Although they were sufficient for the Anderson
impurity model calculations presented here, more general
model function such as an MPS Eq. (7) are important for
more complex many-body systems.
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Binning n = 3
Smoothing n = 3
Binning n = 6
Smoothing n = 6
Exp.: τ = 0.95
Exp.: τ = 1.50
Exp.: τ = 0.95 + projection
Exp.: τ = 1.50 + projection
Figure 12. Examples of functions h(i)(vi) for various n and 1 ≤ i ≤ n: exponential form (dashed lines) and after projection
(plain lines, on top of each other). We used Nb = 250 bins, M = 20000 samples and λ = 0.05; see text. An example of binned
values and smoothing for h
(2)
proj for order n = 3, 6 is shown in the upper right inset. The parameters are the same as in Fig. 1.
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Shtrikman, D. Mahalu, and U. Meirav, “From the Kondo
regime to the mixed-valence regime in a single-electron
15
transistor,” Phys. Rev. Lett. 81, 5225–5228 (1998).
[5] Sara M. Cronenwett, Tjerk H. Oosterkamp, and Leo P.
Kouwenhoven, “A tunable Kondo effect in quantum dots,”
Science 281, 540–544 (1998).
[6] Z. Iftikhar, A. Anthore, A. K. Mitchell, F. D. Parmentier,
U. Gennser, A. Ouerghi, A. Cavanna, C. Mora, P. Simon,
and F. Pierre, “Tunable quantum criticality and super-
ballistic transport in a “charge” Kondo circuit,” Science
360, 1315 (2018).
[7] Hannes Bernien, Sylvain Schwartz, Alexander Keesling,
Harry Levine, Ahmed Omran, Hannes Pichler, Soon-
won Choi, Alexander S. Zibrov, Manuel Endres, Markus
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