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in a given interval
By Kevin Ford
Abstract
We determine the order of magnitude of H(x, y, z), the number of in-
tegers n ≤ x having a divisor in (y, z], for all x, y and z. We also study
Hr(x, y, z), the number of integers n ≤ x having exactly r divisors in (y, z].
When r = 1 we establish the order of magnitude of H1(x, y, z) for all x, y, z sat-
isfying z ≤ x1/2−ε. For every r ≥ 2, C > 1 and ε > 0, we determine the order
of magnitude of Hr(x, y, z) uniformly for y large and y + y/(log y)
log 4−1−ε ≤
z ≤ min(yC , x1/2−ε). As a consequence of these bounds, we settle a 1960 con-
jecture of Erdo˝s and some conjectures of Tenenbaum. One key element of the
proofs is a new result on the distribution of uniform order statistics.
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1. Introduction
For 0 < y < z, let τ(n; y, z) be the number of divisors d of n which satisfy
y < d ≤ z. Our focus in this paper is to estimate H(x, y, z), the number of
positive integers n ≤ x with τ(n; y, z) > 0, and Hr(x, y, z), the number of
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n ≤ x with τ(n; y, z) = r. By inclusion-exclusion,
H(x, y, z) =
∑
k≥1
(−1)k−1
∑
y<d1<···<dk≤z
⌊
x
lcm[d1, · · · , dk]
⌋
,
but this is not useful for estimating H(x, y, z) unless z−y is small. With y and
z fixed, however, this formula implies that the set of positive integers having
at least one divisor in (y, z] has an asymptotic density, i.e. the limit
ε(y, z) = lim
x→∞
H(x, y, z)
x
exists. Similarly, the exact formula
Hr(x, y, z) =
∑
k≥r
(−1)k−r
(
k
r
) ∑
y<d1<···<dk≤z
⌊
x
lcm[d1, · · · , dk]
⌋
implies the existence of
εr(y, z) = lim
x→∞
Hr(x, y, z)
x
for every fixed pair y, z.
1.1. Bounds for H(x, y, z). Besicovitch initiated the study of such quan-
tities in 1934, proving in [2] that
(1.1) lim inf
y→∞ ε(y, 2y) = 0,
and using (1.1) to construct an infinite set A of positive integers such that its
set of multiples B(A ) = {am : a ∈ A ,m ≥ 1} does not possess asymptotic
density. Erdo˝s in 1935 [5] showed lim
y→∞ ε(y, 2y) = 0 and in 1960 [8] gave the
further refinement (see also Tenenbaum [38])
ε(y, 2y) = (log y)−δ+o(1) (y →∞),
where
δ = 1− 1 + log log 2
log 2
= 0.086071 . . . .
Prior to the 1980s, a few other special cases were studied. In 1936, Erdo˝s
[6] established
lim
y→∞ ε(y, y
1+u) = 0,
provided that u = u(y) → 0 as y → ∞. In the late 1970s, Tenenbaum ([39],
[40]) showed that
h(u, t) = lim
x→∞
H(x, x(1−u)/t, x1/t)
x
exists for 0 ≤ u ≤ 1, t ≥ 1 and gave bounds on h(u, t).
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Motivated by a growing collection of applications for such bounds, Tenen-
baum in the early 1980s turned to the problem of bounding H(x, y, z) for all
x, y, z. In the seminal work [42] he established reasonably sharp upper and
lower bounds for H(x, y, z) which we list below (paper [41] announces these
results and gives a history of previous bounds for H(x, y, z); Hall and Tenen-
baum’s book Divisors [24] gives a simpler proof of Tenenbaum’s theorem). We
require some additional notation. For a given pair (y, z) with 4 ≤ y < z, we
define η, u, β, ξ by
(1.2) z = eηy = y1+u, η = (log y)−β, β = log 4− 1 + ξ√
log log y
.
Tenenbaum defines η by z = y(1 + η), which is asymptotic to our η when
z−y = o(y). The definition in (1.2) plays a natural role in the arguments even
when z − y is large. For smaller z, we also need the function
(1.3) G(β) =
{
1+β
log 2 log
(
1+β
e log 2
)
+ 1 0 ≤ β ≤ log 4− 1
β log 4− 1 ≤ β.
When x and y are fixed, Tenenbaum discovered that H(x, y, z) undergoes a
change of behavior in the vicinity of
z = z0(y) := y exp{(log y)1−log 4} ≈ y + y/(log y)log 4−1,
in the vicinity of z = 2y and in the vicinity of z = y2.
Theorem T1 (Tenenbaum [42]). (i) Suppose y → ∞, z − y → ∞,
z ≤ √x and ξ →∞. Then
H(x, y, z) ∼ ηx.
(ii) Suppose 2 ≤ y < z ≤ min(2y,√x) and ξ is bounded above. Then
x
(log y)G(β)Z(log y)
≪ H(x, y, z)≪ x
(log y)G(β)max(1,−ξ) .
Here Z(v) = exp{c
√
log(100v) log log(100v)} and c is some positive constant.
(iii) Suppose 4 ≤ 2y ≤ z ≤ min(y3/2,√x). Then
xuδ
Z(1/u)
≪ H(x, y, z)≪ xu
δ log log(3/u)√
log(2/u)
.
Moreover, the term log log(3/u) on the right may be omitted if z ≤ By for
some B > 2, the constant implied by ≪ depending on B.
(iv) If 2 ≤ y ≤ z ≤ x, then
H(x, y, z) = x
(
1 +O
(
log y
log z
))
.
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Remark. Since∑
n≤x
τ(n, y, z) =
∑
y<d≤z
⌊x
d
⌋
∼ ηx (z − y →∞),
in the range of x, y, z given in (i) of Theorem T1, most n with a divisor in
(y, z] have only one such divisor. By (iv), when log zlog y →∞, almost all integers
have a divisor in (y, z].
In 1991, Hall and Tenenbaum [25] established the order of H(x, y, z) in
the vicinity of the “threshhold” z = z0(y). Specifically, they showed that if
3 ≤ y + 1 ≤ z ≤ √x, c > 0 is fixed and ξ ≥ −c(log log y)1/6, then
H(x, y, z) ≍ x
(log y)G(β)max(1,−ξ) ,
thus showing that the upper bound given by (ii) of Theorem T1 is the true
order in this range. In fact the argument in [25] implies that
H1(x, y, z) ≍ H(x, y, z)
in this range of x, y, z. Specifically, Hall and Tenenbaum use a lower estimate
H(x, y, z) ≥
∑
n≤x
n∈N
τ(n, y, z)(2 − τ(n, y, z))
for a certain set N , and clearly the right side is also a lower bound for
H1(x, y, z). Later, in a slightly more restricted range, Hall ([22], Ch. 7) proved
an asymptotic formula for H(x, y, z) which extends the asymptotic formula of
part (i) of Theorem T1. Richard Hall has kindly pointed out an error in the
stated range of validity of this asymptotic in [22], which we correct below (in
[22], the range is stated as ξ ≥ −c(log log y)1/6).
Theorem H (Hall [22, Th. 7.9]). Uniformly for z ≤ x1/ log log x and for
ξ ≥ −o(log log y)1/6,
H(x, y, z)
x
= (F (ξ) +O(E(ξ, y)))(log y)−β ,
where
F (ξ) =
1√
π
∫ ξ/ log 4
−∞
e−u
2
du
and
E(ξ, y) =

ξ2 + log log log y√
log log y
e−ξ2/ log
2 4, ξ ≤ 0
ξ + log log log y√
log log y
, ξ > 0.
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Note that
F (ξ)(log y)−β ≍ 1
(log y)G(β)max(1,−ξ)
in Theorem H.
We now determine the exact order of H(x, y, z) for all x, y, z. Constants
implied by O,≪ and ≍ are absolute unless otherwise noted, e.g. by a subscript.
The notation f ≍ g means f ≪ g and g ≪ f . Variables c1, c2, . . . will denote
certain specific constants, y0 is a sufficiently large real number, while y0(·) will
denote a large constant depending only on the parameters given, e.g. y0(r, c, c
′),
and the meaning may change from statement to statement. Lastly, ⌊x⌋ denotes
the largest integer ≤ x.
Theorem 1. Suppose 1 ≤ y ≤ z ≤ x. Then,
(i) H(x, y, z) = 0 if z < ⌊y⌋+ 1;
(ii) H(x, y, z) = ⌊x/(⌊y⌋+ 1)⌋ if ⌊y⌋+ 1 ≤ z < y + 1;
(iii) H(x, y, z) ≍ 1 if z ≥ y + 1 and x ≤ 100000;
(iv) H(x, y, z) ≍ x if x ≥ 100000, 1 ≤ y ≤ 100 and z ≥ y + 1;
(v) If x > 100000, 100 ≤ y ≤ z − 1 and y ≤ √x,
H(x, y, z)
x
≍

log(z/y) = η y + 1 ≤ z ≤ z0(y)
β
max(1,−ξ)(log y)G(β) z0(y) ≤ z ≤ 2y
uδ(log 2u)
−3/2 2y ≤ z ≤ y2
1 z ≥ y2.
(vi) If x > 100000,
√
x < y < z ≤ x and z ≥ y + 1, then
H(x, y, z) ≍
{
H
(
x, xz ,
x
y
)
x
y ≥ xz + 1
ηx otherwise.
Corollary 1. Suppose x1, y1, z1, x2, y2, z2 are real numbers with 1 ≤
yi < zi ≤ xi (i = 1, 2), zi ≥ yi + 1 (i = 1, 2), log(z1/y1) ≍ log(z2/y2),
log y1 ≍ log y2 and log(x1/z1) ≍ log(x2/z2). Then
H(x1, y1, z1)
x1
≍ H(x2, y2, z2)
x2
.
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Corollary 2. If c > 1 and 1c−1 ≤ y ≤ x/c, then
H(x, y, cy) ≍c x
(log Y )δ(log log Y )3/2
(Y = min(y, x/y) + 3)
and
ε(y, cy) ≍c 1
(log y)δ(log log y)3/2
.
Items (i)–(iv) of Theorem 1 are trivial. The first and fourth part of item (v)
are already known (cf. the papers of Tenenbaum [42] and Hall and Tenenbaum
[25] mentioned above). Item (vi) essentially follows from (v) by observing that
d|n if and only if (n/d)|n. However, proving (vi) requires a version of (v) where
n is restricted to a short interval, which we record below. The range of ∆ can
be considerably improved, but the given range suffices for the application to
Theorem 1 (vi).
Theorem 2. For y0 ≤ y ≤
√
x, z ≥ y + 1 and x
log10 z
≤ ∆ ≤ x,
H(x, y, z) −H(x−∆, y, z) ≍ ∆
x
H(x, y, z).
Motivated by an application to gaps in the Farey series, we also record an
analogous result for H∗(x, y, z), the number of squarefree numbers n ≤ x with
τ(n, y, z) ≥ 1.
Theorem 3. Suppose y0 ≤ y ≤
√
x, y + 1 ≤ z ≤ x and xlog y ≤ ∆ ≤ x. If
z ≥ y +Ky1/5 log y, where K is a large absolute constant, then
H∗(x, y, z) −H∗(x−∆, y, z) ≍ ∆
x
H(x, y, z).
If y+(log y)2/3 ≤ z ≤ y+Ky1/5 log y, g > 0 and there are ≥ g(z−y) square-free
numbers in (y, z], then
H∗(x, y, z) −H∗(x−∆, y, z) ≍g ∆
x
H(x, y, z).
To obtain good lower bounds on H∗(x, y, z), it is important that (y, z]
contain many squarefree integers. In the extreme case where (y, z] contains
no squarefree integers, clearly H∗(x, y, z) = 0. A theorem of Filaseta and
Trifonov [13] implies that there are ≥ 12 (z − y) squarefree numbers in (y, z] if
z ≥ y +Ky1/5 log y, and this is the best result known of this kind.
Some applications. Most of the following applications depend on the
distribution of integers with τ(n, y, z) ≥ 1 when z ≍ y. See also Chapter 2 of
[24] for further discussion of these and other applications.
1. Distinct products in a multiplication table, a problem of Erdo˝s from
1955 ([7], [8]). Let A(x) be the number of positive integers n ≤ x which can
be written as n = m1m2 with each mi ≤
√
x.
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Corollary 3. We have
A(x) ≍ x
(log x)δ(log log x)3/2
.
Proof. Apply Theorem 1 and the inequalities
H
(
x
4
,
√
x
4
,
√
x
2
)
≤ A(x) ≤
∑
k≥0
H
(
x
2k
,
√
x
2k+1
,
√
x
2k
)
.
2. Distribution of Farey gaps (Cobeli, Ford, Zaharescu [3]).
Corollary 4. Let (01 ,
1
Q , . . . ,
Q−1
Q ,
1
1 ) denote the sequence of Farey frac-
tions of order Q, and let N(Q) denote the number of distinct gaps between
successive terms of the sequence. Then
N(Q) ≍ Q
2
(logQ)δ(log logQ)3/2
.
Proof. The distinct gaps are precisely those products qq′ with 1 ≤ q,
q′ ≤ Q, (q, q′) = 1 and q + q′ > Q. Thus
H∗( 925Q
2, Q2 ,
3Q
5 )−H∗( 310Q2, Q2 , 3Q5 ) ≤ N(Q) ≤ H(Q2, Q/2, Q),
and the corollary follows from Theorems 1 and 3.
3. Divisor functions. Erdo˝s introduced ([11], [12] and §4.6 of [24]) the
function
τ+(n) = |{k ∈ Z : τ(n, 2k, 2k+1) ≥ 1}|.
Corollary 5. For x ≥ 3,
1
x
∑
n≤x
τ+(n) ≍ (log x)
1−δ
(log log x)3/2
.
Proof. This follows directly from Theorem 1 and∑
n≤x
τ+(n) =
∑
k
H(x, 2k, 2k+1).
Tenenbaum [37] defines ρ1(n) to be the largest divisor d of n satisfying
d ≤ √n.
Corollary 6. We have∑
n≤x
ρ1(n) ≍ x
3/2
(log x)δ(log log x)3/2
.
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Proof. Suppose x/4l < n ≤ x/4l−1. Since ρ1(n) lies in (
√
x2−k,
√
x2−k+1]
for some integer k ≥ l,
√
x
4
(
H
(
x,
√
x
4 ,
√
x
2
)
−H
(
x
4 ,
√
x
4 ,
√
x
2
))
≤
∑
n≤x
ρ1(n)
≤
∑
l≥1
∑
k≥l
√
x
2k−1
H
(
x
4l−1 ,
√
x
2k ,
√
x
2k−1
)
and the corollary follows from Theorem 1.
4. Density of unions of residue classes. Given moduli m1, . . . ,mk, let
δ0(m1, . . . ,mk) be the minimum, over all possible residue classes a1 mod m1,
. . . , ak mod mk, of the density of integers which lie in at least one of the classes.
By a theorem of Rogers (see [20, p. 242–244]), the minimum is achieved by
taking a1 = · · · = ak = 0 and thus δ0(m1, . . . ,mk) is the density of integers
possessing a divisor among the numbersm1, . . . ,mk. When m1, . . . ,mk consist
of the integers in an interval (y, z], then δ0(m1, . . . ,mk) = ε(y, z).
5. Bounds for H(x, y, z) were used in recent work of Heath-Brown [26] on
the validity of the Hasse principle for pairs of quadratic forms.
6. Bounds on H(x, y, z) are central to the study of the function
max{|a− b| : 1 ≤ a, b ≤ n− 1, ab ≡ 1 (mod n)}
in [16].
1.2. Bounds for Hr(x, y, z). In the paper [8], Erdo˝s made the following
conjecture:1
Conjecture 1 (Erdo˝s [8]).
lim
y→∞
ε1(y, 2y)
ε(y, 2y)
= 0.
This can be interpreted as the assertion that the conditional probability
that a random integer has exactly 1 divisor in (y, 2y] given that it has at least
one divisor in (y, 2y], tends to zero as y →∞.
In 1987, Tenenbaum [43] gave general bounds on Hr(x, y, z), which are of
similar strength to his bounds on H(x, y, z) (Theorem T1) when z ≤ 2y.
Theorem T2 (Tenenbaum [43]). Fix r ≥ 1, c > 0.
1Erdo˝s also mentioned this conjecture in some of his books on unsolved problems, e.g.
[9], and he wrote it in the Problem Book (page 2) of the Mathematisches Forschungsinstitut
Oberwolfach.
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(i) If y →∞, z − y →∞, and ξ →∞, then
Hr(x, y, z)
H(x, y, z)
→
{
1 r = 1
0 r ≥ 2 .
(ii) If y ≥ y0(r), z0(y) ≤ z ≤ min(2y, x1/(r+1)−c), then
1
Z(log y)
≪r,c Hr(x, y, z)
H(x, y, z)
≤ 1.
(iii) If y0(r) ≤ 2y ≤ z ≤ min(y3/2, x1/(r+1)−c),
1
log(z/y)Z(log y)
≪r,c Hr(x, y, z)
H(x, y, z)
≪r Z(log y)
(log(z/y))δ
.
(iv) If y ≥ y0(r), y3/2 ≤ z ≤ x1/2, then
log
(
log z
log y
)
log z
≪r Hr(x, y, z)
H(x, y, z)
≪r (log y)
1−δ(log log z)2r+1
log z
.
Remarks. In [43], (ii) and (iii) above are stated with c = 0, but the
proofs of the lower bounds require c to be positive. The construction of n with
τ(n, y, z) = r on p. 177 of [43] requires z
1
r+3
+r+1 ≤ x, but the proof can be
modified to work for z ≤ x 1r+1−c for any fixed c > 0.
Based on the strength of the bounds in (ii) and (iii) above, Tenenbaum
made two conjectures. In particular, he asserted that Conjecture 1 is false.
Conjecture 2 (Tenenbaum [43]). For every r ≥ 1, c > 0, and c′ > 0,
if ξ → −∞ as y →∞, y ≤ x1/2−c′ and z ≤ cy, then
Hr(x, y, z)≫r,c,c′ H(x, y, z).
Conjecture 3 (Tenenbaum [43]). If c > 0 is fixed, y ≤ x1/2−c, r ≥ 1
and z/y →∞, then
Hr(x, y, z) = o(H(x, y, z)).
Using the methods used to prove Theorem 1 plus some additional argu-
ments, we shall prove much stronger bounds on Hr(x, y, z) which will settle
these three conjectures (except Conjecture 2 when z is near z0(y)). When
z ≥ 2y, the order of Hr(x, y, z) depends on ν(r), the exponent of the largest
power of 2 dividing r (i.e. 2ν(r)‖r).
Theorem 4. Suppose that c > 0, y0(c) ≤ y, y + 1 ≤ z ≤ x5/8 and
yz ≤ x1−c. Then
(1.4)
H1(x, y, z)
H(x, y, z)
≍c log log(z/y + 10)
log(z/y + 10)
.
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Theorem 5. Suppose that r ≥ 2, c > 0, y0(r, c) ≤ y, z ≤ x5/8 and
yz ≤ x1−c. If z0(y) ≤ z ≤ 10y, then
(1.5)
max(1,−ξ)√
log log y
≪r,c Hr(x, y, z)
H(x, y, z)
≤ 1.
When C > 1 is fixed and 10y ≤ z ≤ yC ,
(1.6)
Hr(x, y, z)
H(x, y, z)
≍r,c,C (log log(z/y))
ν(r)+1
log(z/y)
.
When y ≥ y0(r) and y2 ≤ z ≤ x5/8, then
(1.7)
Hr(x, y, z)
H(x, y, z)
≫r (log log y)
ν(r)+1
log z
.
Corollary 7. For every λ > 1 and r ≥ 1,
εr(y, λy)
ε(y, λy)
≫r,λ 1.
while for each r ≥ 1, if z/y →∞ then
εr(y, z)
ε(y, z)
→ 0.
In particular, Conjecture 1 is false, Conjecture 3 is true, and Conjecture 2
is true provided z ≥ y + y/(log y)log 4−1−b for a fixed b > 0.
The upper bounds in Theorems 4 and 5 are proved in the wider range
y ≤ √x, z ≤ x5/8. The conclusions of the two theorems, however, are not
true when yz ≈ x. This is a consequence of d|n implying nd |n, which shows
for example that τ(n, y, n/y) is odd only if n is a square or y|n. For another
example, while H1(x, x
1/4, x3/5) ≍ x log log xlog x by Theorem 4, we have
(1.8) H1(x, x
1/4, x3/4) ≍ x
log x
.
The lower bound is obtained by considering n = ap with a ≤ x1/4 and p a
prime in (12x
3/4, x3/4]. Now suppose n > x3/4, τ(n, x1/4, x3/4) = 1, and d|n
with x1/4 < d ≤ x3/4. Since nd < x3/4, we have nd ≤ x1/4, hence d > x1/2.
If d is not prime, then there is a proper divisor of d that is ≥
√
d > x1/4, a
contradiction. Thus, d is prime and n = da with a ≤ x1/4. The upper bound
in (1.8) follows.
There is an application to the Erdo˝s-Montgomery function g(n), which
counts the number of pairs of consecutive divisors d, d′ of n with d|d′ (see [11],
[12]). The following sharpens The´ore`me 2 of [43].
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Corollary 8. We have
1
x
∑
n≤x
g(n) ≍ (log x)
1−δ
(log log x)3/2
.
Proof. The upper bound follows from g(n) ≤ τ+(n) and Corollary 5. We
also have g(2n) ≥ I(n), where I(n) is the number of d|n such that if d′|n, d′ 6= d,
then d′ > 2d or d′ < d/2 (see §4). We quickly derive (cf. [43, p. 185])∑
n≤x
g(n)≫ x
log x
∑
m≤x1/5
I(m)
m
.
Applying (5.5) with g = 1, y =
√
x, α = 15 and σ = log 2, we obtain∑
m≤x1/5
I(m)
m
≫ (log x)
2−δ
(log log x)3/2
,
and this gives the corollary.
In a forthcoming paper, the author and G. Tenenbaum [18] show that
Conjecture 2 is false when z is close to z0(y). Specifically, if c > 0 is fixed,
g(y) > 0, lim
y→∞ g(y) = 0, y ≤ x
1/2−c and y + 1 ≤ z ≤ y + y(log y)1−log 4+g(y),
then
H1(x, y, z) ∼ H(x, y, z) (y →∞).
Moreover, the lower bound in (1.5) is the true order of Hr(x,y,z)H(x,y,z) for r ≥ 2.
1.3. Divisors of shifted primes. The methods developed in this paper may
also be used to estimate a more general quantity
H(x, y, z;A ) = |{n ≤ x : n ∈ A , τ(n, y, z) ≥ 1}
for a set A of positive integers which is well enough distributed in arithmetic
progressions so that the initial reductions (Lemmas 3.2, 4.1, 4.2) can be made
to work. An example is A being an arithmetic progression {un + v : n ≥ 1},
where the modulus u may be fixed or grow at a moderate rate as a function
of x. Estimates with these A are given in [16].
One example which we shall examine in this paper is when A is a set of
shifted primes (the set Pλ = {q + λ : q prime} for a fixed non-zero λ). Results
about the multiplicative structure of shifted primes play an important role in
many number theoretic applications, especially in the areas of primality testing,
integer factorization and cryptography. Upper bounds for H(x, y, z;Pλ) have
been given by Pappalardi ([32, Th. 3.1]), Erdo˝s and Murty ([10, Th. 2]) and
Indlekofer and Timofeev ([27, Th. 2 and its corollaries]). Improving on all of
these estimates, we give upper bounds of the expected order of magnitude, for
all x, y, z satisfying y ≤ √x.
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Theorem 6. Let λ be a fixed non-zero integer. Let 1 ≤ y ≤ √x and
y + 1 ≤ z ≤ x. Then
H(x, y, z;Pλ)≪λ

H(x, y, z)
log x
z ≥ y + (log y)2/3
x
log x
∑
y<d≤z
1
φ(d)
y < z ≤ y + (log y)2/3.
Lower bounds are much more difficult, depending heavily on the distribu-
tion of primes in arithmetic progressions. The special case z = y + 1 already
presents difficulties, since then H(x, y, y + 1;Pλ) counts the primes ≤ x in the
progression −λ (mod ⌊y⌋ + 1). If the interval (y, z] is long, however, we can
make use of average result for primes in arithmetic progressions.
Theorem 7. For fixed λ, a, b with λ 6= 0 and 0 ≤ a < b ≤ 1,
H(x, xa, xb;Pλ)≫a,b,λ x
log x
.
Theorem 7 has an application to counting finite fields for which there is a
curve with Jacobian of small exponent [17].
1.4. Outline of the paper. In Section 2 we give a few preliminary lemmas
about primes and sieve counting functions. Sections 3 and 4 provide an outline
of the upper and lower bound arguments with most proofs omitted. These tools
are combined to prove Theorems 1, 2, 3, 4 and 5 in Section 5.
The first step in all estimations is to relate the average behavior of
τ(n, y, z), which contains local information about the divisors of n, with aver-
age behavior of functions which measure global distribution of divisors. This
is accomplished in Section 6. The upper and lower bound arguments begin to
diverge after this point. In general, the upper bounds are more difficult, since
one may restrict ones attention to numbers with nice properties for the lower
bounds. The prime divisors of n which are < z/y play an insignificant role
in the estimation of H(x, y, z). For example, if y < d ≤ 2y, then md ≤ z for
1 ≤ m ≤ z/(2y). By the same reason, the prime factors of n which are ≤ z/y
play a very important role in the estimation of Hr(x, y, z). Quantifying this
difference of roles for the upper bounds in Section 7 is much more difficult than
for the lower bounds in Section 9, although the underlying idea is the same.
In Section 7, bothH(x, y, z) and Hr(x, y, z) are bounded above in terms of
a quantity S∗(t; η), which is an average over square-free n whose prime factors
lie in (z/y, z] of a global divisor function of n. The contribution to S∗(t; η) from
those n with exactly k prime factors is then estimated in terms of an integral
over Rk of an elementary but complicated function. Strong estimates for this
integral are proved in Section 13, and depend on new probability bounds for
uniform order statistics given in Lemma 11.1 (see §11 for relevant definitions).
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The lower bound argument follows roughly the same outline as the upper
bound, but the details are quite different. Averages over the ‘global’ divisor
functions are estimated in terms of averages of a function which counts ‘iso-
lated’ divisors of numbers (divisors which are not too close to other divisors) in
Section 9. Averages over counts of isolated divisors of numbers with k prime
factors are bounded below in terms of the volume of a certain complicated
region in Rk. Bounding from below the volume of this region makes use of the
bounds on uniform order statistics from Section 11, and this is accomplished
in Section 12. For z ≥ y + y(log y)1−log 4+b, b > 0 fixed, we need only take a
single value of k.
There is an alternative approach to obtaining lower bounds for H(x, y, z)
which avoids the use of bounds for order statistics (see §2 of [14]), but they
appear to be necessary for our upper bounds and for our lower bounds for
Hr(x, y, z).
Finally in Section 14, we apply the upper bound tools developed in the
prior sections to give upper estimates for H(x, y, z;Pλ), proving Theorem 6.
Theorem 7 is much simpler and has a self-contained proof in Section 14.
A relatively short, self-contained proof that
H(x, y, 2y) ≍ x
(log y)δ(log log y)3/2
(3 ≤ y ≤ √x)
is given in [14]. Aside from part of the lower bound argument, the methods
are those given here, omitting complications which arise in the general case.
1.5. Heuristic arguments for H(x, y, z). Since the prime factors of n which
are < z/y play a very insignificant role, we essentially must count how many
n ≤ x have τ(n′, y, z) ≥ 1, where n′ is the product of the primes dividing n
lying between z/y and z. For simplicity, assume n′ is squarefree, n′ ≤ z100 and
has k prime factors. When z ≥ y + y(log y)1−log 4+c, c > 0 fixed, the majority
of such n satisfy k − k0 = O(1), where
k0 =
⌊
log log z − log η
log 2
⌋
.
For example, most integers n which have a divisor in (y, 2y] have log log ylog 2 +O(1)
prime factors ≤ 2y.
To see this, assume for the moment that the set D(n′) = {log d : d|n′} is
uniformly distributed in [0, log n1]. Then the probability that τ(n
′, y, z) ≥ 1
should be about 2k ηlogn1 ≍ 2k
η
log z . This is ≫ 1 precisely when k ≥ k0 +O(1).
Using the fact (e.g. Theorem 08 of [24]) that the number of n ≤ x with n′
having k prime factors is approximately
x log(z/y + 2)
log z
(log log z − log log(z/y + 2))k
k!
,
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we obtain a heuristic estimate for H(x, y, z) which matches the upper bounds
of Theorem T1, sans the log log(3/u) factor in (iii). When β = o(1) or η > 1,
this is slightly too big. The reason stems from the uniformity assumption
about D(n′). In fact, for most n′ with about k0 prime factors, the set D(n′)
is far from uniform, possessing many clusters of close divisors and large gaps
between them. This substantially decreases the likelihood that τ(n′, y, z) ≥ 1.
The cause is slight irregularities in the distribution of prime factors of n′ which
are guaranteed “almost surely” by large deviation results of probability theory
(see e.g. Ch. 1 of [24]). The numbers log log p over p|n′ are well-known to
behave like random numbers in [log logmax(2, z/y), log log z], and any prime
that is slightly below its expectation leads to “clumpiness” in D(n′). What
we really should count is the number of n for which n′ has k prime factors
and D(n′) is roughly uniformly distributed. This corresponds to asking for
the prime divisors of n′ to lie all above their expected values. An analogy
from probability theory is to ask for the likelihood that a random walk on
the real numbers, with each step haveing zero expectation, stays completely
to the right of the origin (or a point just to the the left of the origin) after
k steps. In Section 11 we give estimates for this probability. In the case
z = 2y, the desired probability is about 1/k ≍ 1/ log log y, which accounts for
the discrepancy between the upper estimates in Theorem T1 and the bounds
in Theorem 1.
1.6. Some open problems. (i) Strengthen Theorem 1 to an asymptotic
formula.
(ii) Determine the order of Hr(x, y, z) for r ≥ 2 and z ≥ yC (see the conjec-
ture at the end of §5).
(iii) Establish the order of Hr(x, y, z) when yz ≥ x1−c.
(iv) Make the dependence on r explicit in Theorem 5 and Corollary 7. Hall
and Tenenbaum ([24], Ch. 2) conjecture that for each r ≥ 2,
lim
y→∞
εr(y, 2y)
ε(y, 2y)
= dr > 0.
In light of (1.6), the sequence d1, d2, . . . may not be monotone.
(v) Provide lower bounds for H(x, y, z;Pλ) of the expected order for other
y, z not covered by Theorem 7.
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2. Preliminary lemmas
Further notation. P+(n) is the largest prime factor of n, P−(n) is the
smallest prime factor of n. Adopt the conventions P+(1) = 0 and P−(1) =∞.
Also, ω(n) is the number of distinct prime divisors of n, Ω(n) is the number
of prime power divisors of n, π(x) is the number of primes ≤ x, τ(n) is the
number of divisors of n. P(s, t) is the set of positive integers composed of
prime factors p satisfying s < p ≤ t. Note that for all s, t we have 1 ∈ P(s, t).
P∗(s, t) is the set of square-free members of P(s, t).
We list a few estimates from prime number theory and sieve theory. The
first is the Brun-Titchmarsh inequality and the second is a consequence of the
Prime Number Theorem with classical de la Vale´e Poussin error term.
Lemma 2.1. Uniformly in x > y > 1, we have π(x)− π(x− y)≪ ylog y .
Lemma 2.2. For certain constants c0, c1,∑
p≤x
1
p
= log log x+ c0 +O(e
−c1
√
log x) (x ≥ 2).
The next result is a simple application of Brun’s sieve (see [19]) together
with the Prime Number Theorem with classical error term. Although not
required for this paper, using bounds on the number of primes in short intervals,
the best to date of which is [1], allows us to take ∆ as small as x0.525 in the
lower bound in the next lemma.
Lemma 2.3. Let Φ(x, z) be the number of integers ≤ x, all of whose prime
factors are > z. If 1 < z1/100 ≤ ∆ ≤ x, then
Φ(x, z) − Φ(x−∆, z)≪ ∆
log z
.
If x ≥ 2z, z is sufficiently large and xe−(c1/2)
√
log x ≤ ∆ ≤ x, then
Φ(x, z) − Φ(x−∆, z)≫ ∆
log z
.
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The second tool is crude but quite useful due to its uniformity. A proof
may be found in Tenenbaum [44].
Lemma 2.4. Let Ψ(x, y) be the number of integers ≤ x, all of whose prime
factors are ≤ y. Then, uniformly in x ≥ y ≥ 2,
Ψ(x, y)≪ x exp{− log x2 log y}.
Lemma 2.5. Uniformly in x > 0, y ≥ 2 and z ≥ 1.5, we have∑
n≥x
n∈P(z,y)
1
n
≪ log y
log z
e−
log x
4 log y ,(2.1)
∑
n≥x
n∈P(z,y)
log n
n
≪ log y log(xy)
log z
e−
log x
4 log y ,(2.2)
Proof. Without loss of generality we may assume that x ≥ 1. Put α =
1
4 log y ≤ 25 . The result (2.1) is trivial unless z < y, in which case∑
n≥x
n∈P(z,y)
1
n
≤ x−α
∑
n∈P(z,y)
nα−1 = x−α
∏
z<p≤y
(
1 + pα−1 + p2(α−1) + · · ·
)
= x−α exp
{ ∑
z<p≤y
(
1
p
+O
(
p−6/5 +
α log p
p
))}
≪ x−α log y
log z
,
where we used Lemma 2.2 in the final step. Now set
F (t) =
∑
n>t
n∈P(z,y)
1
n
.
By (2.1) and partial summation,∑
n≥x
n∈P(z,y)
log n
n
= F (x) log x+
∫ ∞
x
F (t)
t
dt
≪ log y log x
log z
e−
log x
4 log y +
log y
log z
∫ ∞
x
t−1−
1
4 log y dt
≪ log y log(xy)
log z
e−
log x
4 log y .
We shall also need Stirling’s formula
(2.3) k! =
√
2πk(k/e)k(1 +O(1/k)),
although in most estimates weaker bounds will suffice.
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Our last lemma is a consequence of Norton’s bounds [31] for the partial
sums of the exponential series. It is easily derived from Stirling’s formula.
Lemma 2.6. Suppose 0 ≤ h < m ≤ x and m− h ≥ √x. Then∑
h≤k≤m
xk
k!
≍ min
(√
x,
x
x−m
)
xm
m!
.
3. Upper bounds outline
Initially, we bound H(x, y, z) and Hr(x, y, z) in terms of averages of the
functions
L(a;σ) = meas(L (a;σ)), L (a;σ) = {x : τ(a, ex, ex+σ) ≥ 1},(3.1)
Lr(a;σ) = meas(Lr(a;σ)), Lr(a;σ) = {x : τ(a, ex, ex+σ) = r}.(3.2)
Here meas(·) denotes Lebesgue measure. Both functions measure the global
distribution of divisors of a. Before launching into the estimation of H and
Hr, we list some basic inequalities for L(a;σ).
Lemma 3.1. We have
(i) L(a;σ) ≤ min(στ(a), σ + log a);
(ii) If (a, b) = 1, then L(ab;σ) ≤ τ(b)L(a;σ);
(iii) If (a, b) = 1, then L(ab;σ) ≤ L(a;σ + log b);
(iv) If γ ≤ σ, then L(a;σ) ≤ (σ/γ)L(a; γ);
(v) If p1 < · · · < pk, then
L(p1 · · · pk;σ) ≤ min
0≤j≤k
2k−j(log(p1 · · · pj) + σ).
Proof. Part (i) is immediate, since
L (a;σ) =
⋃
d|a
[−σ + log d, log d) ⊆ [−σ, log a).
Parts (ii) and (iii) follow from
L (ab;σ) =
⋃
d|b
{x+ log d : x ∈ L (a;σ)} ⊆ L (a;σ + log b).
Since L (a;σ) is a union of intervals of length σ, we obtain (iv). Combining
parts (i) and (ii) with a = p1 · · · pj and b = pj+1 · · · pk yields (v).
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Define
S(t;σ) =
∑
P+(a)≤teσ
L(a;σ)
a log2(t/a+ P+(a))
,(3.3)
Ss(t;σ) =
∑
P+(a)≤teσ
Ls(a;σ)
a log2(t/a+ P+(a))
.(3.4)
Lemma 3.2. Suppose 100 ≤ y ≤ √x, z = eηy ≤ min(x5/8, ylog log y) and
η ≥ 1log y . If x/ log10 z ≤ ∆ ≤ x,
H(x, y, z) −H(x−∆, y, z)≪ ∆ max
y1/2≤t≤x
S(t; η).
If in addition y ≥ y0(r), then
Hr(x, y, z)≪r x max
1≤s≤r
ν(s)≤ν(r)
max
y1/2≤t≤x
Ss(t; η).
Lemma 3.2 will be proved in Section 6. If m < z/y then τ(n, y, z) ≥ 1
implies τ(nm, y, z2/y) ≥ 1 and we expect (and prove) that H(x, y, z) and
H(x, y, z2/y) have the same order. Thus, for the problem of boundingH(x, y, z),
the prime factors of n below z/y = eη can essentially be ignored. For the prob-
lem of bounding Hr(x, y, z), the prime factors of n less than z/y cannot be
ignored and they play a different role in the estimation than the prime factors
> z/y. In the next two lemmas, we estimate both S(t;σ) and Ss(t;σ) in terms
of the quantity
(3.5) S∗(t;σ) =
∑
a∈P∗(eσ,teσ)
L(a;σ)
a log2(t3/4/a+ P+(a))
.
Occasionally we will have need of the trivial lower bound
(3.6) S∗(t;σ) ≥ σ
log2 t
,
obtained by taking the term a = 1 in (3.5).
Lemma 3.3. Suppose t is large and 0 < σ ≤ log t. Then
S(t;σ)≪ (1 + σ)S∗(t;σ).
Particularly important in the estimation of Ss(t;σ) is the distribution of
the gaps between the first r+1 divisors of a, which ultimately depends on the
power of 2 dividing r.
Lemma 3.4. Suppose r ≥ 1, C > 1, y ≥ y0(r, C), z = eηy, z ≤ x5/8 and
e100rCy ≤ z ≤ yC . Then
Hr(x, y, z)≪r,C x(log η)ν(r)+1 max
y1/2≤t≤x
S∗(t; η).
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Lemmas 3.3 and 3.4 will be proved in Section 7.
To deal with the factor log2(t3/4/a+ P+(a)) appearing in (3.5), define
(3.7) T (σ, P,Q) =
∑
a∈P∗(eσ ,P )
a≥Q
L(a;σ)
a
.
If a ≤ t1/2 or P+(a) > t1/3000, then log2(t3/4/a+ P+(a))≫ log2 t. Otherwise,
ee
g−1
< P+(a) ≤ eeg for some integer g satisfying eσ ≤ eeg ≤ t1/1000. Thus we
have
(3.8) S∗(t;σ)≪ T (σ, te
σ, 1)
log2 t
+
∑
g∈Z,g≥1
eσ≤eeg≤t1/1000
e−2gT (σ, ee
g
, t1/2).
We break up the sum in T (σ, P,Q) according to the value of ω(a) and define
Tk(σ, P,Q) =
∑
a∈P∗(eσ ,P )
a≥Q
ω(a)=k
L(a;σ)
a
.
Note that the definition of k given here is slightly different from that mentioned
in the heuristic argument of subsection 1.5, but usually differs only by O(1).
By Lemma 2.2 and part (v) of Lemma 3.1, Tk(σ, P,Q) will be bounded in terms
of
(3.9) Uk(v;α) =
∫
Rk
min
0≤j≤k
2−j
(
2vξ1 + · · ·+ 2vξj + α
)
dξ,
where
Rk = {ξ ∈ Rk : 0 ≤ ξ1 ≤ · · · ≤ ξk ≤ 1}.
For convenience, let U0(v;α) = α.
Lemma 3.5. Suppose P ≥ 100, 0 < σ < log P , and Q ≥ 1. Let
v =
⌈
log logP −max(0, log σ)
log 2
⌉
and suppose 0 ≤ k ≤ 10v. Then
Tk(σ, P,Q)≪ e−
logQ
logP (σ + 1)(2v log 2)kUk(v;min(1, σ)).
Lemma 3.5 will be proved in Section 8. As a rough heuristic, 2vξ1 +
· · · + 2vξj ≪ 2vξj most of the time. Thus, bounding Uk(v;α) boils down to
determining the distribution in Rk of the function
F (ξ) = min
1≤j≤k
(ξj − j/v).
The numbers ξ1, . . . , ξk can be regarded as independent uniformly distributed
random variables on [0, 1], relabeled to have the above ordering, and are known
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as uniform order statistics. Making this heuristic precise, and using results
about the distribution of uniform order statistics from Section 11, leads to the
next result, which will be proved in Section 13.
Lemma 3.6. Suppose k, v are integers with 0 ≤ k ≤ 10v and 0 < α ≤ 1.
Then
Uk(v;α)≪
αmin
(
k + 1, (1 + |v − k − logαlog 2 |2) log(2/α)
)
(k + 1)!(α2k−v + 1)
.
Notice that, as a function of k, the bound in Lemma 3.6 undergoes a
change of behavior at k =
⌊
v − logαlog 2
⌋
. It is now straightforward to give a
relatively simple upper bound for T (σ, P,Q).
Lemma 3.7. Suppose P is sufficiently large, Q ≥ 1, and
(log P )−1 ≤ σ < log P.
Define θ = θ(σ, P ) and ν = ν(σ, P ) by σ = (logP )−θ and θ = log 4 − 1 −
ν(log logP )−1/2 (these quantities are related to those in (1.2)). Then
T (σ, P,Q)≪

e−
logQ
logP
σδ−1(log P )2−δ
(log logP1+σ + 1)
3/2
σ ≥ 1
e−
logQ
logP
(log P )2−G(θ) log(2/σ)
max(1, ν) log logP
σ < 1.
Proof. Define v as in the statement of Lemma 3.5 and set α = min(1, σ).
Put γ = e−
logQ
logP . By Lemmas 3.5 and 3.6, when 0 ≤ k ≤ 10v,
Tk(σ, P,Q)≪ γα(σ + 1)Zk ≪ γσZk,
Zk =
min(k + 1, (1 + |v − k − logαlog 2 |2) log(2/α))
(k + 1)!(α2k−v + 1)
(2v log 2)k.
(3.10)
Put k1 =
⌊
v − logαlog 2
⌋
and note that v ≤ k1 ≤ 2v. Now,
(3.11)∑
k1≤k≤10v
Zk ≪ log(2/α)
∑
b≥0
b2 + 1
2b
(2v log 2)k1+b
(k1 + b+ 1)!
≪ log(2/α)(2v log 2)
k1
(k1 + 1)!
.
By L(a;σ) ≤ 2ω(a)σ,∑
k≥10v
Tk(σ, P,Q) ≤ Q−1/ logPσ
∑
k≥10v
2k
∑
a∈P∗(eσ,P )
ω(a)=k
1
a1−1/ logP
≤ γσ
∑
k≥10v
2k
k!
( ∑
eσ<p≤P
1
p1−1/ logP
)k
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= γσ
∑
k≥10v
(2v log 2 +O(1))k
k!
≪ γσ (2v log 2)
10v
(10v)!
≪ γσ (2v log 2)
k1
(k1 + 1)!
.
Together with (3.10) and (3.11), we conclude that
(3.12)
∑
k≥k1
Tk(σ, P,Q)≪ γσ log(2/α)(2v log 2)
k1
(k1 + 1)!
.
Suppose that θ ≤ 13 , so that k1 ≤ 43v. Since 43 < 2 log 2, (3.10) implies∑
0≤k≤k1
Zk ≪ log(2/α)
∑
0≤k≤k1
(k1 − k + 1)2 (2v log 2)
k
(k + 1)!
≪ log(2/α)(2v log 2)
k1
(k1 + 1)!
.
Combined with (3.10), (3.12) and Stirling’s formula, this gives
T (σ, P,Q)≪ γσ log(2/α)(2v log 2)
k1
(k1 + 1)!
≪ γσ log(2/α)
v3/2
(
2ev log 2
k1
)k1
(θ ≤ 13 ).
(3.13)
When σ ≥ 1, we have θ ≤ 0, α = 1, k1 = v, and
(2e log 2)v ≍
(
logP
σ
)2−δ
,
and so the lemma follows in this case. We also have
v =
log logP
log 2
+O(1), k1 = (1 + θ)
log logP
log 2
+O(1) (0 ≤ θ ≤ 1)
and (
2ev log 2
k1
)k1
≍ (log P )2+θ−G(θ) (0 ≤ θ ≤ log 4− 1).
Thus, if 0 ≤ θ ≤ 13 , then ν ≍ (log logP )1/2 and the lemma follows from (3.13).
If 13 ≤ θ ≤ 1, (3.10) and Lemma 2.6 give
∑
0≤k≤k1
Zk ≪
∑
0≤k≤k1
(2v log 2)k
k!
≪

e2v log 2, k1 ≥ 2v log 2−
√
v
√
v(2v log 2)k1
νk1!
, k1 < 2v log 2−
√
v
≪ (log P )
2+θ−G(θ) log(2/σ)
max(1, ν) log logP
.
Together with (3.10) and (3.12), this proves the lemma in the final case.
388 KEVIN FORD
Lemma 3.8. Suppose t is large and σ ≥ (log t)−1/2. Put θ = θ(σ, t) and
ν = ν(σ, t). Then
S∗(t, σ)≪

σδ−1(σ + log t)2−δ
(log t)2(log(σ + log t)− log σ + 1)3/2 , σ ≥ 1
log(2/σ)
(log log t)max(1, ν)(log t)G(θ)
, σ ≤ 1.
Proof. First suppose σ ≥ 1. By (3.8) and Lemma 3.7, writing g =
⌊log log t⌋ − ℓ gives
S∗(t;σ)≪ σ
δ−1
(log t)δ
[(
σ + log t
log t
)2−δ 1
(log(σ + log t)− log σ + 1)3/2
+
∑
1≤ℓ≤log log t−log σ
eδℓ
eeℓ−1(log log t− log σ + 1− ℓ)3/2
]
.
The sum on ℓ is empty if σ > log t. Otherwise, the sum on ℓ is dominated by
terms with ℓ≪ 1, and this proves the lemma in this case.
Suppose that σ < 1. By Lemma 3.7, the first term in (3.8) is
≪ log(2/σ)
max(1, ν)(log t)G(θ) log log t
.
We use Lemma 3.7 when e−g ≤ σ. The contribution of these terms (if any) in
(3.8) is
≪ log(2/σ)
∑
log 1
σ
<g≤log log t
e−gG(−(log σ)/g)
e(e−g−1 log t)gmax(1,
√
g(1− log 4− log σg ))
≪ log(2/σ)
max(1, ν)(log t)G(θ) log log t
.
When g < log(1/σ) ≤ 12 log log t, Lemma 3.5 gives
Tk(σ, e
eg , t1/2)≪ e− 12
√
log t(2v log 2)kUk(v;σ) ≤ e−
1
2
√
log t(2v log 2)kσ/k!,
where v = glog 2 +O(1). Summing on k and g yields∑
g<log 1
σ
e−2gT (σ, ee
g
, t1/2)≪
∑
g≤ 1
2
log log t
σe−
1
2
√
log t ≪ exp{−1
3
(log t)1/2},
which is negligible compared to the contribution of the terms in (3.8) with
g ≥ log(1/σ).
For fixed σ, θ(σ, t) is decreasing, ν(σ, t) is increasing and G(θ)/θ is in-
creasing, as functions of t. Thus, we have the following.
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Lemma 3.9. Suppose y is large and η ≥ (log y)−0.4. Then
max
t≥y1/2
S∗(t; η)≪

ηδ−1(η + log y)2−δ
(log y)2(log(η + log y)− log η + 1)3/2 , η ≥ 1
log(2/η)
(log log y)max(1, ν(η, y))(log y)G(θ(η,y))
, η ≤ 1.
4. Lower bounds outline
As with the upper bounds, we initially bound H(x, y, z) in terms of sums
over L(a;σ) and bound Hr(x, y, z) in terms of sums over Ls(a;σ) (but only for
s = r). The initial bounds are similar to those in Lemma 3.2.
Lemma 4.1. Suppose y0 ≤ y < z = eηy, 1log20 y ≤ η ≤ log y100 , y ≤
√
x and
x/ log10 z ≤ ∆ ≤ x. Then
H(x, y, z) −H(x−∆, y, z) ≥ H∗(x, y, z) −H∗(x−∆, y, z)
≫ ∆
log2 y
∑
a≤y1/8
µ2(a)=1
L(a; η)
a
.
Suppose r ≥ 1, 0 < c ≤ 18 , C > 0, y0(r, c, C) ≤ y < z = eηy, 1log2 y ≤ η ≤
C log y and z ≤ x1/2−c. Then
Hr(x, y, z)≫r,c,C x
log2 y
∑
a≤y2c
Lr(a; η)
a
.
Lemma 4.1 will be proved in Section 6. Both L(a;σ) and Lr(a;σ) may be
bounded below in terms of the function
(4.1) I(n;σ) = |{d|n : τ(n, de−σ , deσ) = 1}|.
Introduced by Tenenbaum [43], I(n;σ) counts σ-isolated divisors of n.
In the first part of Lemma 4.1, take square-free a = h′h, where h′ ≤ z/y ≤
y1/100 and P−(h) > z/y. Clearly
L(h′h; η) ≥ L(h; η) ≥ ηI(h; η),
and summing over g we obtain the following.
Lemma 4.2. Suppose y0 ≤ y < z = eηy, 1log20 y ≤ η ≤ log y100 , y ≤
√
x and
x
log10 z
≤ ∆ ≤ x. Then
H∗(x, y, z)−H∗(x−∆, y, z)≫ η(1 + η)∆
log2 y
∑
h≤y1/10
P−(h)>z/y
µ2(h)=1
I(h; η)
h
.
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We follow two methods for boundingHr(x, y, z) from below, the first useful
for z ≪ y and the second useful for large z.
Lemma 4.3. Suppose r ≥ 1, 0 < c′ ≤ 18 , y0(r, c′) ≤ y < z = eηy ≤ x1/2−c
′
and 1
log2 y
≤ η ≤ c′ log y10r . Then
Hr(x, y, z)≫r,c′ η
rx
(log y)r+1
∑
a≤yc′/100r
I(a; η)r
a
.
Lemma 4.3 and its proof are essentially taken from Lemme 4 of Tenenbaum
[43]. The main difference is the upper limit of allowable z: Lemme 4 of [43]
requires z ≤ x 1r+1−c.
In the second method, the prime factors of a which are < z/y play a
special role as in Lemma 3.4.
Lemma 4.4. (i) Suppose r ≥ 1, C > 0, 0 < c′ ≤ 18 , y0(r, c′, C) ≤ y < z =
eηy ≤ x1/2−c′ and 1000r · 32r ≤ η ≤ C log y. Then
Hr(x, y, z)≫r,c′,C η(log η)
ν(r)+1x
log2 y
∑
h≤yc′
P−(h)>e2η
I(h; 2η)
h
.
(ii) If r ≥ 1, 0 < c ≤ 18 , y ≥ y0(r, c) and y2 ≤ z ≤ x1−c/y, then
Hr(x, y, z)≫r,c x(log log y)
ν(r)+1
log z
.
Lemmas 4.3 and 4.4 will be proved in Section 9. The number of isolated
divisors of a number can be easily bounded from below in terms of
(4.2) W (a;σ) = |{(d1, d2) : d1|a, d2|a, | log(d1/d2)| ≤ σ}|.
This function, introduced by Hall [21], is essential in the study of the propin-
quity of divisors (see also [23], [28], [29], Chapters 4 and 5 of [24], [33], and
[45]). The following lemma is similar to Lemme 5 of Tenenbaum [43].
Lemma 4.5. There exists I(a;σ) such that
I(a;σ)r ≥ 2−rτ(a)r−1(3τ(a) − 2W (a;σ)).
Proof. For each divisor d of a not counted by I(a;σ) there is at least one
other divisor d′ satisfying d/eσ ≤ d′ ≤ deσ , so that the pair (d, d′) is counted
by W (a;σ). Thus
W (a;σ) ≥ τ(a) + (τ(a)− I(a;σ)) = 2τ(a)− I(a;σ).
The lemma is trivial when W (a;σ) ≥ 32τ(a). Otherwise,
I(a;σ)r ≥ (2τ(a) −W (a;σ))r ≥
(
τ(a)
2
)r−1
(32τ(a)−W (a;σ)).
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With Lemma 4.5, lower bounds for H(x, y, z) and Hr(x, y, z) are obtained
via upper bounds on sums over W (a;σ)/a. Such upper bounds are achieved by
partitioning the primes into sets D1,D2, . . . and separately considering num-
bers a with a fixed number of prime factors in each interval Dj .
Each set Dj will consist of the primes in an interval (λj−1, λj ], with λj ≈
λ2j−1. More precisely, let λ0 = 1.9 and inductively define λj for j ≥ 1 as the
largest prime so that
(4.3)
∑
λj−1<p≤λj
1
p
≤ log 2.
For example, λ1 = 2 and λ2 = 7. Write λj = exp{2µj}.
Lemma 4.6. There are constants c3, c4 so that |µj − j − c3| ≤ c42−j for
all j ≥ 0.
Proof. Clearly λj → ∞ as j → ∞. By (4.3) and Lemma 2.2 with crude
error term,
log log λj − log log λj−1 = log 2 +O(1/ log λj−1).
Thus, for large j, log λj ≥ 1.9 log λj−1 and hence
∑
j 1/ log λj−1 converges.
Now, µj = j +O(1) and for r > s ≥ 1
(4.4) µr − µs = r − s+O
(∑
j≥s
2−µj−1
)
= r − s+O(2−s).
Therefore, the sequence (µj−j) is a Cauchy sequence converging to some value
c3, and |µj − j − c3| = O(2−j).
For a vector b = (b1, . . . , bh) of non-negative integers, let A (b) be the set
of square-free integers a composed of exactly bj prime factors in Dj for each
j. Denote k = b1 + · · · + bh. For the remainder of this section, M will be a
sufficiently large absolute constant, which we take to be an even integer.
Lemma 4.7. Suppose σ > 0, b = (b1, . . . , bh) and define m = min{j :
bj ≥ 1}. If σ < 1, further assume that m ≥M and bj ≤ 2j/2 for each j. Then
∑
a∈A (b)
W (a;σ)
a
≤ (2 log 2)
k
bm! · · · bh!
1.01 + 2c5σ h∑
j=m
2−j+bm+···+bj
 ,
where c5 is an absolute constant.
We next apply Lemma 4.7 for many vectors b.
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Lemma 4.8. Suppose 0 < α ≤ 1, y ≥ y0(α) and 0 < σ ≤ 2−2M−1/α log y.
Define
v =
⌊
log log y −max(0, log σ)
log 2
− 2M − 1/α+ 1
⌋
,
s =M +max
(
0,
⌊
log σ
log 2
⌋)
− c5 − 10− log σ
log 2
.
Suppose k ≥M+1. Then, for some subset A of the squarefree integers a ≤ yα
satisfying P−(a) > eσ and ω(a) = k, we have
∑
a∈A
3τ(a) − 2W (a;σ)
a
≥ 1
3
(2v log 2)k Vol(Yk(s, v)),
where Yk(s, v) is the set of ξ = (ξ1, . . . , ξk) ∈ Rk satisfying
(i) 0 ≤ ξ1 ≤ · · · ≤ ξk < 1;
(ii) For 1 ≤ i ≤ √k −M , ξM+i2 > i/v and ξk+1−(M+i2) < 1− i/v;
(iii)
∑k
j=1 2
j−vξj ≤ 2s.
Condition (ii) in the definition of Yk(s, v) is very mild and does not affect
the volume very much. It arises from taking numbers a ∈ A which have nei-
ther too many small prime factors nor too many large prime factors. Lemmas
4.7 and 4.8 will be proved in Section 10. The volume of Yk(s, v) can be esti-
mated using bounds on uniform order statistics (§11). Once the volume has
been bounded from below, we are in position to complete the lower bounds in
Theorems 1–5.
Lemma 4.9. Suppose v ≥ 1, 10M ≤ k ≤ 100(v − 1), s ≥ M/2 + 1 and
0 ≤ k − v ≤ s−M/3− 1. Then
Vol(Yk(s, v))≫ k − v + 1
(k + 1)!
.
Lemma 4.9 will be proved in Section 12.
5. Proof of Theorems 1, 2, 3, 4 and 5
Suppose throughout that z ≥ y + 1 and y ≥ y0 (Theorem 1 is trivial if
y < y0).
Upper bounds in Theorems 1, 2 and 3 when y ≤ √x. If 0 < η ≤ 1 and
∆ ≥ √x, then
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H(x, y, z) −H(x−∆, y, z) ≤
∑
y<d≤z
(
∆
d
+ 1
)
≪ η∆+ (z − y)
≪ η∆.
This proves the upper bounds in the three theorems when z ≤ z0(y). For
z0(y) ≤ z ≤ y1.001, the desired bounds follow from Lemmas 3.2, 3.3 and 3.9.
When β ≫ 1, our upper bound coincides with that of Theorem T1 (ii). When
z ≥ y1.001, the trivial bound H(x, y, z) −H(x−∆, y, z) ≤ ∆+ 1 suffices.
Lower bounds in Theorems 1, 2 and 3 when y ≤ √x. Assume x
log10 z
≤
∆ ≤ x for the estimation of H(x, y, z) −H(x −∆, y, z) and xlog y ≤ ∆ ≤ x in
the estimation of H∗(x, y, z) −H∗(x−∆, y, z).
If 0 < η ≤ 1
log20 y
, then
H(x, y, z)−H(x−∆, y, z) ≥
∑
y<d≤z
⌊x
d
⌋
−
⌊
x−∆
d
⌋
−
∑
y<d1<d2≤z
⌊
x
lcm[d1, d2]
⌋
−
⌊
x−∆
lcm[d1, d2]
⌋
≥ ∆
 ∑
y<d≤z
1
d
−
∑
y<d1<d2≤z
1
lcm[d1, d2]
− 2(z − y + 1)2.
Let m = (d1, d2), so that m ≤ z − y. Write d1 = t1m, d2 = t2m. Then
H(x, y, z) −H(x−∆, y, z) ≥ ∆
 ∑
y<d≤z
1
d
−
∑
m≤z−y
1
m
∑
y
m
<t1<t2≤ zm
1
t1t2

−O(η2y2)
= ∆
∑
y<d≤z
1
d
−O(∆η2 log y + η2x)
= ∆
∑
y<d≤z
1
d
−O(η∆(log y)−10).
The sum on d is ≫ η, and we conclude the lower bound in Theorem 1 (v) and
Theorem 2 for this range of y, z.
Now suppose g > 0, y ≥ y0(g), 0 < η ≤ 1log20 y and there are ≥ g(z − y)
square-free integers in (y, z]. By a theorem of Filaseta and Trifonov [13], this
last condition holds unconditionally with g = 12 provided z ≥ y +Ky1/5 log y
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for a large constant K. We obtain
H∗(x, y, z) −H∗(x−∆, y, z) ≥
∑
y<d≤z
∑
x−∆<e≤x
d|e
µ2(e)−
∑
y<d1<d2≤z
x
lcm[d1, d2]
≥
∑
y<d≤z
µ2(d)
∑
x−∆
d
<f≤ x
d
(f,d)=1
µ2(f)−O(η2x log y).
A simple elementary argument yields∑
f≤w
(d,f)=1
µ2(f) = Cdw +O
(
w1/2τ(d)
)
,
where
Cd =
φ(d)
d
∏
p∤d
(1− 1/p2).
Thus,
H∗(x, y, z)−H∗(x−∆, y, z)≫ ∆
y2
∑
y<d≤z
µ2(d)φ(d) −O(η∆(log y)−18).
Now apply the estimate
(5.1)
∑
n≤x
1
φ(n)
= C1 log x+ C2 +O
(
(log x)2/3
x
)
due to Sitaramachandra Rao [35], where C1, C2 are certain constants (Landau
had in 1900 proved a weaker version with error term O( log xx )). By the Cauchy-
Schwarz inequality and our assumption,∑
y<d≤z
µ2(d)φ(d) ≥
( ∑
y<d≤z
µ2(d)
)2( ∑
y<d≤z
1
φ(d)
)−1
≫ ηy2.
We conclude that
H∗(x, y, z) −H∗(x−∆, y, z)≫ η∆,
which completes the proof of the lower bound in Theorem 3 in this case.
Next, suppose 1
log20 y
≤ η ≤ 1100 and define β, ξ by (1.2). Let σ = η,
0 < α ≤ 1, g ≥ 1 and y ≥ y0(α, g). In Lemma 4.8, we have
v =
⌊
log log y
log 2
− 2M − 1/α+ 1
⌋
,
s =M + c3 − 21− log η
log 2
≥ M
2
+ 1− log η
log 2
.
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We will apply Lemmas 4.8 and 4.9 with all k satisfying
(1 + β/100)v ≤ k ≤ min(1 + β, log 4)v.
This includes at least one value of k since log 100log log y ≤ β ≤ 20. Also, by (1.2),
k − v ≤ βv = − log η
log log y
v ≤ s−M/3− 1,
so that all hypotheses of Lemma 4.9 are satisfied. For each such k we obtain∑
a∈A
3τ(a) − 2W (a; η)
a
≫g,α β (2v log 2)
k
k!
,
for some subset A of the squarefree integers a ≤ yα with ω(a) = k and
P−(a) > eη. By Lemma 4.5,
(5.2)
∑
a≤yα
ω(a)=k
µ2(a)=1
I(a; η)g
a
≫g,α β (2
gv log 2)k
k!
.
When g = 1, Lemma 2.6 gives
(5.3)
η
log2 y
∑
a≤yα
µ2(a)=1
I(a; η)
a
≫α β
max(1,−ξ)(log y)G(β) .
By Lemma 4.2 and (5.3) with α = 110 , we obtain
H(x, y, z) −H(x−∆, y, z) ≥ H∗(x, y, z) −H∗(x−∆, y, z)
≫ β∆
max(1,−ξ)(log y)G(β) .
(5.4)
Next, let 0 < α ≤ 1, γ = 2−20M−1/α, and suppose that 1100 ≤ η ≤ γ log y.
Let g ≥ 1, y ≥ y0(α, g) and assume σ = η or σ = 2η. In Lemmas 4.8 and 4.9,
v ≥ 18M and s ≥M/2 + 1 if M is large enough. Using the single term k = v,
we have (note eη = yu)∑
a∈A
3τ(a)− 2W (a;σ)
a
≫g,α (2v log 2)
v
v · v! ≫
uδ−2
(− log u)3/2 ,
for a subset A of the squarefree integers a ≤ yα satisfying ω(a) = k and
P−(a) > eσ. Lemma 4.5 then gives
(5.5)
∑
a≤yα
P−(a)>eσ
µ2(a)=1
I(a;σ)g
a
≫g,α 2
v(g−1)uδ−2
(− log u)3/2 ≫g
uδ−1−g
(− log u)3/2 .
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By Lemma 4.2 and (5.5) with g = 1 and α = 110 ,
(5.6) H∗(x, y, z) −H∗(x−∆, y, z)≫ ∆ u
δ
(− log u)3/2 .
Finally, if z ≥ y1+γ , then by (5.6)
H(x, y, z) −H(x−∆, y, z) ≥ H(x, y, y1+γ)−H(x−∆, y, y1+γ)≫ ∆
and
H∗(x, y, z)−H∗(x−∆, y, z) ≥ H∗(x, y, y1+γ)−H∗(x−∆, y, y1+γ)≫ ∆.
Corollary 1 also follows in the case yi ≤ √xi (i = 1, 2).
Proof of Theorem 1 (vi). Assume throughout that y >
√
x and y + 1 ≤
z ≤ x. If xy < xz + 1 and y < d1 < d2 ≤ z, then
lcm[d1, d2] =
d1d2
(d1, d2)
>
y(y + (d1, d2))
(d1, d2)
≥ y + y
2
z − y ≥ x.
Hence
H(x, y, z) =
∑
y<d≤z
⌊x
d
⌋
≍ ηx.
Now assume xy ≥ xz + 1. If y > x/y0, then H(x, y, z) ≫ ⌊z⌋ − ⌊y⌋ ≫ x
since z ≥ xyx−y ≥ y0y0−1y. Thus
H(x, y, z) ≍ x ≍ H(x, xz , xy ).
Next suppose
√
x < y ≤ x/y0 and η ≤ 1log2(x/y) . Here,
H(x, y, z) =
∑
y<d≤z
⌊x
d
⌋
+O
 ∑
y<d1<d2≤z
lcm[d1,d2]≤x
x
lcm[d1, d2]
 .
The sum on d is ≍ ηx. Writing m = (d1, d2), the big-O term is
≪
∑
y2/x<m≤z−y
1
m
∑
y
m
<t1<t2≤ zm
1
t1t2
≪ η2 log(x/y)≪ η
log(x/y)
.
Since log(x/y) ≍ log(x/z),
H(x, y, z) ≍ ηx ≍ H(x, xz , xy )
in this case.
Lastly, suppose η ≥ 1
log2(x/y)
. Partition ( x
log2(x/y)
, x] into intervals (x1, x2],
where
x2 − x1 ∈
[
x2
log3(x/y)
,
2x2
log3(x/y)
]
.
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We have, for n lying in such an interval (x1, x2],
τ(n, x2z ,
x1
y ) ≥ 1 =⇒ τ(n, y, z) ≥ 1 =⇒ τ(n, x1z , x2y ) ≥ 1.
We obtain the upper bound
H(x, y, z) ≤ x
log2(x/y)
+
∑
x1,x2
H(x2,
x1
z ,
x2
y )−H(x1, x1z , x2y ).
For large enough y0,
log
(
x2
y
)
≥ log
(
x
y log2(x/y)
)
≥ 1
2
log
(
x
y
)
,
and thus
x2 − x1 ≥ x2
log4(x2/y)
.
Also,
log
(
x2/y
x1/z
)
≍ η, x1
z
≤ x1√
x
≤ √x2,
so that by Theorem 2 and the part of Corollary 1 already proved,
H(x2,
x1
z ,
x2
y )−H(x1, x1z , x2y )≪
x2 − x1
x2
H(x2,
x1
z ,
x2
y )≪
x2 − x1
x
H(x, xz ,
x
y ).
Summing over intervals (x1, x2] gives the desired upper bound. The lower
estimate is obtained in the same way starting from
H(x, y, z) ≥
∑
x1,x2
H(x2,
x2
z ,
x1
y )−H(x1, x2z , x1y ).
This completes the proof of Theorems 1, 2, and 3.
Proof of Theorems 4 and 5 when z ≤ yC . Suppose y0(r)+1 ≤ y+1 ≤ z ≤
x5/8. When z ≤ e100rCy, the trivial bound Hr(x, y, z) ≤ H(x, y, z) suffices for
an upper bound. For e100rCy ≤ z ≤ yC , the desired upper bound follows from
Lemmas 3.4 and 3.9, plus the lower bound for H(x, y, z) given in Theorem 1.
If r = 1 and η ≤ 1
log2 y
, arguing as in the lower bounds for H(x, y, z), we
have
H1(x, y, z) ≥
∑
y<d≤z
⌊x
d
⌋
−O(η2x log y)≫ ηx≫ H(x, y, z).
If r ≥ 1 and 1
log2 y
≤ η ≤ 1100 , combining (5.2) (taking α = c300r and g = r) and
Lemma 4.3 with c′ = c/3 gives
(5.7) Hr(x, y, z)≫r,c βη
rx
(log y)r+1
∑
(1+ β
100
)v≤k≤min(1+β,log 4)v
(2rv log 2)k
k!
.
When r = 1, Lemma 2.6 gives
H1(x, y, z)≫c βx
max(1,−ξ)(log y)G(β) .
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When r ≥ 2, z ≥ z0(y) and η ≤ 1100 , the sum on k in (5.7) is dominated by the
term k = ⌊(1 + β)v⌋, whence by Stirling’s formula, (1.3) and Theorem 1,
Hr(x, y, z)≫r,c βx
(log log y)1/2(log y)G(β)
≫r,c H(x, y, z)max(1,−ξ)√
log log y
.
Next, let α = c300r , γ = 2
−2M−1/α and suppose 1100 ≤ η ≤ γ log y and
c′ = c/3. When η ≥ 1000r · 32r, apply Lemma 4.4 and the g = 1 case of (5.5).
Otherwise apply Lemma 4.3 and the g = r case of (5.5). In either case, we
obtain
Hr(x, y, z)≫r,c xu
δ(log(2 + η))ν(r)+1
η(− log u)3/2
≫r,c H(x, y, z)(log(2 + η))
ν(r)+1
η
.
(5.8)
Note that by (1.3), G(β) = δ + O(1/ log log y) for 1.01y ≤ z ≤ 2y, and so
(log y)G(β) ≍ ( log yη )δ in this range. The desired lower bound for Hr(x, y, z) now
follows from (5.8) and the upper bound for H(x, y, z) in Theorem 1. When
y1+γ ≤ z ≤ min(yC , x1/2−c/3) (for r = 1, take C = 10), we take the h = 1 term
in the sum in Lemma 4.4 (i), obtaining
(5.9) Hr(x, y, z)≫r,c,C x(log log y)
ν(r)+1
log y
.
Finally, when x1/2−c/3 < z ≤ x5/8, z ≤ yC and yz ≤ x1−c, the de-
sired lower bound is given in Lemma 4.4 (ii) since y ≤ x1/2−2c/3 and thus
min(y, z/y) ≥ yc/3.
Proof of Theorem 5 (1.7). Apply Lemma 4.4 (ii) with c = 116 .
Proof of Theorem 4 when y10 ≤ z ≤ x5/8. This proof is quite simple and
does not depend on the results of Sections 3 and 4. In this range, H(x, y, z)
≫ x. Write each n with τ(n, y, z) = 1 in the form
n = klm, P+(k) ≤ y, l ∈ P(y, z), P−(m) > z.
If p2|l for some prime p, then p > √z and thus the number of such n is
≪ x/√z. Otherwise, l = 1 or l is prime. Also k ≤ y2, for otherwise k has at
least 2 divisors in (y, z]. Thus, kl ≤ y2z ≤ z3/2 ≤ x15/16.
The number of n with m = 1 is ≤ x15/16. Now suppose m > 1. For each
k, l, x/kl ≥ x1/16 ≥ z1/16. By Lemma 2.3, the number of m is ≪ x/(kl log z).
Clearly k and l can’t both be 1. If k = 1, then l is prime and by Lemma 2.2,
the number of such n is
≪ x
log z
∑
y<p≤z
1
p
≪ x(log log z − log log y)
log z
.
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If l > 1 and k > 1, then k ≤ y and also z/P−(k) < l ≤ z. For a given k, the
sum over l of 1/l is ≪ logP−(k)log z . Also,∑
2≤k≤y
log P−(k)
k
≤
∑
p≤y
log p
p
∑
k′∈P(p−1/2,y)
1
k′
≪ (log y) log log y.
Thus, the number of such n is
≪ x(log y) log log y
log2 z
≪ x log log y
log z
.
The last case to consider is l = 1 and k > 1. Here k/P−(k) ≤ y < k. and we
write k = pk′, where p = P−(k), P−(k′) ≥ p and y/p < k′ ≤ y. By Lemma 2.3
and partial summation, the number of such n is
≪ x
log z
∑
p≤y
1
p
∑
P−(k′)≥p
y/p<k′≤y
1
k′
≪ x
log z
∑
p≤y
1
p
≪ x log log y
log z
.
Putting these estimates together proves the upper bound.
For the lower bound, first note that if kl ≤ x2z , then by Lemma 2.3, the
number of m is ≫ xkl log z . The number of n with k = 1, l a prime in (y, z1/3)
and P−(m) > z is
≫ x
log z
∑
y<p≤z1/3
1
p
≫ x(log log z − log log y)
log z
.
Next, let l = 1 and put k = ph, where 10 < p ≤ y1/4, P−(h) > p and
y/p < h ≤ y. The number of such n is, by Lemma 2.3 and partial summation,
≫ x
log z
∑
10<p≤y1/4
1
p
∑
j∈Z
y/p<2j≤y/2
Φ(2j+1, p)− Φ(2j , p)
2j
≫ x
log z
∑
10<p≤y1/4
1
p
≫ x log log y
log z
.
This completes the lower bound.
Remarks. By extending the methods used to prove Theorem 4 when
y10 ≤ z ≤ x5/8, it should be possible to determine the order of Hr(x, y, z) for
y10 ≤ z ≤ x1/2 for any fixed r ≥ 2. We conjecture that for each r ≥ 1 and
y10 ≤ z ≤ x1/2,
Hr(x, y, z)
x
≍ Qr(log log y, log log z)
log z
for some polynomial Qr.
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6. Initial sums over L(a;σ) and Ls(a;σ)
The object of this section is to prove Lemmas 3.2 and 4.1. The upper
bounds are more complicated, due to having to count integers with d|n, y <
d ≤ z and P+(d) = zo(1). It is convenient to work with divisors d|n with
P+(d) < P+(n). If this is not the case, then the complementary divisor n/d
does satisfy P+(n/d) < P+(n) (here we assume that P+(n)2 ∤ n, the number
of exceptions being very small). We put n into a very short interval, so that
when y < d ≤ z, n/d lies in an interval (y′, z′] with log(z′/y′) ≈ log(z/y).
Lemma 6.1. Suppose y, z, x1, x2 are positive real numbers satisfying
100 ≤ y < z = eσy ≤ x3/41 , z ≤ ylog log y,
and
σ ≥ 1
10 log2 z
,
310x1
log10 z
≤ x2 − x1 ≤ x1
log4 z
.
Then
H(x2, y, z)−H(x1, y, z)≪ (x2 − x1)
[
S(y;σ) + S(x2/z;σ)
]
.
If in addition r ≥ 1 and y ≥ y0(r), then
Hr(x2, y, z)−Hr(x1, y, z)≪r (x2 − x1)
∑
1≤s≤r
ν(s)≤ν(r)
[
Ss(y;σ) + Ss(x2/z;σ)
]
.
Proof. Let A be the set of integers n ∈ (x1, x2] satisfying
(i) τ(n, y, z) ≥ 1;
(ii) τ(n, x1/z, x2/z) = 0;
(iii) if p is prime, p|n and p > log10 z, then p2 ∤ n;
(iv) if d|n with y < d ≤ z, then P+(d) > log20 z and P+(n/d) > log20(x2/y).
Let Ar be the set of n ∈ A with τ(n, y, z) = r. Since x2 − x1 ≥ x1/z, the
number of integers in (x1, x2] not satisfying (ii) is at most∑
x1/z≤d≤x2/z
(
x2 − x1
d
+ 1
)
≪ (x2 − x1)
2
x1
≪ x2 − x1
log4 z
.
The number of integers in (x1, x2] failing (iii) is
≤
∑
log10 z<p≤√x2
(
x2 − x1
p2
+ 1
)
≪ x2 − x1
log10 z
.
Put y1 = y, z1 = z, y2 = x2/z and z2 = x2/y. Every n ∈ (x1, x2] satisfying (i)
and (ii) can be written in the form
(6.1) n = m1m2, yj < mj ≤ zj (j = 1, 2).
INTEGERS WITH A DIVISOR IN AN INTERVAL 401
Note that z2 ≥ x1/41 ≥ z1/31 and so yj ≥ z1/(3 log log zj)j for j = 1, 2. By Lemma
2.5, the number of integers ≤ x2 not satisfying (iv) is
≤
2∑
j=1
∑
mj>yj
P+(mj)≤log20 zj
x2
mj
≪ x2
2∑
j=1
(log log zj)e
− log yj
80 log log zj
≪ x2
log100 z
≪ x2 − x1
log10 z
.
We conclude that
H(x2, y, z)−H(x1, y, z) ≤ |A |+O
(
x2 − x1
log4 z
)
,
Hr(x2, y, z) −Hr(x1, y, z) ≤ |Ar|+O
(
x2 − x1
log4 z
)
.
(6.2)
We follow similar procedures for bounding |A | and |Ar|. First, writing
n ∈ A in the form (6.1), we see by (iv) that P+(mj) > log20 zj for j = 1, 2.
By (iii), P+(m1) 6= P+(m2). Suppose that
(6.3) p = P+(mj) < P
+(m3−j) (j = 1 or j = 2),
and write
(6.4) n = abp, P+(a) < p < P−(b), b > p.
We have τ(a, yj/p, zj/p) ≥ 1, which implies
log(yj/p) ∈ L (a;σ).
Each n ∈ Ar may be written uniquely as
n = m11m12 = m21m22 = · · · = mr1mr2,
where y1 < m11 < · · · < mr1 ≤ z1 and y2 < mr2 < · · · < m12 ≤ z2. There
may be divisors of n lying in (y1, z1] ∩ (y2, z2], in which case mi1 = mi′2 for
some pairs i, i′. Let pij = P+(mij) for each i, j. Since pi1 6= pi2 for each i,
pij 6= P+(n) for exactly r pairs of indices i, j. Therefore, there is an integer s
with 1 ≤ s ≤ r and ν(s) ≤ ν(r), a j ∈ {1, 2} and a prime p < P+(n), so that
exactly s of the primes p1j , . . . , prj are equal to p. Writing n in the form (6.4),
we see that τ(a, yj/p, zj/p) = s, and thus
log(yj/p) ∈ Ls(a;σ).
By (iv) and (6.4),
(6.5) b > p > log20 zj ≥ log20(z1/3)
and so
x2 − x1
ap
≥ x2 − x1
x2
p ≥ p
log10(z1/3)
> p1/2.
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By Lemma 2.3, given a and p, the number of possible b is at most
Φ
(
x2
ap
, p
)
− Φ
(
x1
ap
, p
)
≪ x2 − x1
ap log p
.
Let Qj(a) := max(log
20 zj , P
+(a)), so that p > Qj(a). By (6.4) and (6.5),
|A | ≪ (x2 − x1)
2∑
j=1
∑
P+(a)≤zj
1
a
∑
log(yj/p)∈L (a;σ)
p>Qj(a)
1
p log p
,
|Ar| ≪ (x2 − x1)
2∑
j=1
∑
1≤s≤r
ν(s)≤ν(r)
∑
P+(a)≤zj
1
a
∑
log(yj/p)∈Ls(a;σ)
p>Qj(a)
1
p log p
.
(6.6)
Let L = L (a;σ) or L = Ls(a;σ), as appropriate. Then
log(yj/p) ∈ S := L ∩
[
−σ, log
(
yj
Qj(a)
))
.
The set L is the disjoint union of intervals, each with a left endpoint −σ+log d
for some d|a or a right endpoint log d for some d|a. Therefore, S has the same
property with the possible exception of one interval whose right endpoint is
log(yj/Qj(a)). Breaking long intervals into many short ones, we may partition
S into intervals Ii, each of length 1/ log
10 zj , and intervals I
′
i, each with left
endpoint −σ + log d or right endpoint log d for some d|a (with one possible
exception) and of length < 1/ log10 zj . If Ii = [A,B), then yje
−B ≥ log20 zj .
By Lemma 2.1,∑
log(yj/p)∈Ii
1
p log p
≤ π(yje
−A)− π(yje−B)
yje−B log(yje−B)
≪ B −A
log2(yje−B)
.
Since B ≤ log a and B ≤ log(yj/P+(a)) when a > 1, we have
log(yje
−B) ≥ logmax(yj/a, P+(a)).
Adding the contributions of all intervals Ii gives∑
log(yj/p)∈∪Ii
1
p log p
≪ meas(L )
log2(yj/a+ P+(a))
.
Trivially, for each i∑
log(yj/p)∈I′i
1
p log p
≤
∑
log(yj/m)∈I′i
1
m
≪ 1
log10 zj
.
The number of intervals I ′i is ≤ 2τ(a) + 1 ≤ 3τ(a), and thus∑
log(yj/p)∈S
1
p log p
≪ meas(L )
log2(yj/a+ P+(a))
+
τ(a)
log10 zj
.
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Next, we sum on a, j and s in (6.6) and use∑
P+(a)≤zj
τ(a)
a
=
∏
p≤zj
(
1 +
2
p
+
3
p2
+ · · ·
)
≪ log2 zj .
By (6.2), this gives
H(x2, y, z) −H(x1, y, z)≪ (x2 − x1)
[
1
log4 z
+ S(y1;σ) + S(y2;σ)
]
,
Hr(x2, y, z)−Hr(x1, y, z)≪ (x2 − x1)
[
1
log4 z
+
∑
1≤s≤r
ν(s)≤ν(r)
(
Ss(y1;σ) + Ss(y2;σ)
)]
.
Since L1(1;σ) = σ, we have
S(y1;σ) ≥ S1(y1;σ) ≥ σ
log2 y1
≥ 1
10 log4 z
,
and this completes the proof.
Proof of Lemma 3.2. Let x0 = max(x − ∆, x/ log100 z), partition (x0, x]
into intervals (x1, x2] with x2 − x1 ≍ x1/ log9 z and apply Lemma 6.1 (with
σ = η) to each. For each pair (x1, x2), we have z ≤ x5/8 ≤ x3/41 , σ ≥ 1log y ≥
1
log2 z
and x2/z ≥ x1/3 ≥ y1/2. Thus
H(x, y, z) −H(x−∆, y, z)≪ x
log100 z
+∆ max
y1/2≤t≤x
S(t; η),
Hr(x, y, z)≪ x
log100 z
+ x max
1≤s≤r
ν(s)≤ν(r)
max
y1/2≤t≤x
Ss(t; η).
Since L1(1; η) = η ≥ 1log y , we have S(y; η) ≥ S1(y; η) ≥ 1/ log3 y. The lemma
follows.
Turning now to the lower bounds, our task is simpler because we may
restrict the integers n in any manner we choose.
Proof of Lemma 4.1. First we derive the lower bound for H∗(x, y, z) −
H∗(x−∆, y, z). Consider all square-free integers n = abp ∈ (x−∆, x], where
(i) a ≤ y1/8;
(ii) q|b and q prime implies y1/4 < q < y7/8 or q > z;
(iii) p is prime and log(y/p) ∈ L (a; η).
Condition (iii) ensures that ap has a divisor in (y, z], and so does n as
well. By (i) and (iii), y/z ≤ y/p ≤ a ≤ y1/8; thus y7/8 ≤ p ≤ z. Hence each n
has a unique representation in the form abp. For fixed a and p,
x
ap
≥ x
y1/8z
≥ y1/2.
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Also, ∆ ≥ x/ log10 z, so that
∆
ap
≥ x
ap log10(x/ap)
.
If y1/2 ≤ x/(ap) ≤ 2z, we count b with P−(b) > y1/4 (so automatically P+(b) <
y7/8). By Lemma 2.3, the number of such b is≫ ∆/(ap log y). When x/(ap) >
2z, take b so that P−(b) > z. By Lemma 2.3, the number of such b is ≫
∆
ap log z ≫ ∆ap log y as well. The number of b which are not square-free is at most∑
q>y1/4
x
apq2
≪ x
apy1/4
≪ ∆
apy1/5
.
Thus, we obtain
H∗(x, y, z) −H∗(x−∆, y, z)≫ ∆
log y
∑
a≤y1/8
µ2(a)=1
1
a
∑
log(y/p)∈L (a;η)
1
p
.
For each a satisfying (i), L (a; η) consists of a disjoint union of intervals,
each with length ≥ η. Breaking long intervals into shorter ones, we may
partition L (a; η) into intervals each with length between 1
2 log2 y
and 1
log2 y
. If
[v, v+w] is one such interval, then v+w ≤ log a ≤ log y8 and thus by Lemma 2.2,∑
v≤log(y/p)<v+w
1
p
=
∑
ye−v−w<p≤ye−v
1
p
≫ w
log y
.
Combining all such intervals gives∑
log(y/p)∈L (a;η)
1
p
≫ L(a; η)
log y
,
which completes the proof of the first assertion.
Next we derive the lower bound for Hr(x, y, z). Consider all integers
n = abp ≤ x, where
(i) a ≤ y2c;
(ii) log(y/p) ∈ Lr(a; η);
(iii) P−(b) > z.
We have y1−2c ≤ p ≤ z, and so each n has a unique representation as abp. If d|n
with y < d ≤ z, then d = pd′ for some d′|a, thus (ii) ensures that τ(n, y, z) = r.
Since ap ≤ z1+2c ≤ x/4z, for a given pair a, p, Lemma 2.3 implies that the
number of b is ≫ xap log z ≫ xCap log y . In contrast with L (a; η), Lr(a; η) may
not consist only of intervals of length ≥ η. With a fixed, partition Lr(a; η) as
Lr(a; η) =
(
N⋃
i=1
Ii
)
∪
 M⋃
j=1
I ′j
 ,
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where each Ii is an interval of length w = 1/ log
3r+7 y, and each I ′j is an interval
of length < w and with a left endpoint −η+ log d or a right endpoint log d for
some d|a. Clearly
M∑
j=1
meas(I ′j) ≤
2τ(a)
log3r+7 y
.
Consider one interval Ii = [v, v + w]. Since v ≥ −η, ev+w ≤ a ≤ y2c and
y ≥ y0(r, c), Lemma 2.2 gives ∑
log(y/p)∈Ii
1
p
≫C w
log y
.
Adding the contributions of all intervals Ii gives∑
log(y/p)∈Lr(a;η)
1
p
≥ K
(
Lr(a; η)
log y
− 2τ(a)
log3r+8 y
)
,
where K is a positive constant which depends on C. Summing over a gives
Hr(x, y, z)≫r,c,C x
log2 y
∑
a≤y2c
Lr(a; η)
a
− 2
log3r+7 y
∑
a≤y2c
τ(a)
a
 .
The second sum on a is O(log2 y), thus it suffices to show that the first sum on
a is ≫ (log y)−3r−2. By standard prime number estimates, there is an interval
of length 100r log log y contained in [log3 y, 2 log3 y] which contains r primes
p1 < · · · < pr. If a0 = p1 · · · pr and y is large enough, then log pr−log p1 ≤ η/10
and log(p1p2)− log(pr) ≥ log log y. Hence
Lr(a0; η) ≥ min(η, log log y)− log(pr/p1) ≥ 1
2 log2 y
.
Therefore
Lr(a0; η)
a0
≫r 1
(log y)3r+2
,
and this completes the proof.
7. Upper bounds in terms of S∗(t;σ)
In this section we prove Lemmas 3.3 and 3.4.
Proof of Lemma 3.3. We will show that for 0 < σ ≤ log t,
(7.1) S(t;σ)≪ (1 + σ)Sˆ(t;σ),
where
(7.2) Sˆ(t;σ) =
∑
a∈P(eσ ,teσ)
L(a;σ)
a log2(t7/8/a+ P+(a))
,
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and then prove
(7.3) Sˆ(t;σ)≪ S∗(t;σ) (t large, σ > 0).
First, assume σ ≥ log 2, else (7.1) is trivial. In (3.3), write each a = a1a2,
where P+(a1) ≤ eσ < P−(a2). By Lemma 3.1 (iii) and (iv),
(7.4) L(a;σ) ≤ L(a2;σ + log a1) ≤
(
1 +
log a1
σ
)
L(a2;σ).
The contribution to S(t;σ) from those a with a1 ≥ t1/8 is thus
(7.5) ≪ 1
σ
∑
P+(a1)≤eσ
a1>t1/8
log a1
a1 log
2 P+(a1)
∑
a2∈P(eσ ,teσ)
L(a2;σ)
a2
.
By Lemma 2.5, the sum on a1 in (7.5) is
≤ 4
∑
j∈Z:t2−j≤e2σ
22j
log2 t
∑
a1>t1/8
t2
−j−1
<P+(a1)≤t2−j
log a1
a1
≪
∑
j∈Z:2j≥ log t
2σ
2je−2
j−5
≪ σ
2
log2 t
[(
log t
σ
)3
exp
{
− 1
64
log t
σ
}]
≪ σ
2
log2 t
.
It follows that the expression in (7.5) is≪ σSˆ(t;σ). By (7.4), P+(a) ≥ P+(a2)
and Lemma 2.5, the contribution to S(t;σ) from those a with a1 ≤ t1/8 is at
most ∑
P+(a1)≤eσ
1 + 1σ log a1
a1
∑
a2∈P(eσ ,teσ)
L(a2;σ)
a2 log
2(t7/8/a2 + P+(a2))
≪ σSˆ(t;σ).
This proves (7.1). Next, in (7.2) write a = a1a2 with
a1 =
∏
pβ‖a,β≥2
pβ,
so that (a1, a2) = 1 and a2 is square-free. By Lemma 3.1,
(7.6) L(a;σ) ≤ τ(a1)L(a2;σ) ≤ στ(a1)τ(a2).
Also
(7.7)
∑
a1>w
τ(a1)
a1
≪
∑
a1>w
a
−3/4
1 ≪ w−1/4 (w ≥ 1).
The contribution to Sˆ(t;σ) coming from those a with a1 ≥ t1/8 is thus
(7.8) ≪ σ
∑
a2∈P∗(eσ ,teσ)
τ(a2)
a2
∑
a1≥t1/8
τ(a1)
a1
≪ σ log
2 t
t1/32
≪ S∗(t;σ),
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where we used (3.6) in the last step. Using P+(a) ≥ P+(a2) and (7.6), we see
that the contribution to Sˆ(t;σ) from those a with a1 < t
1/8 is
≤
∑
a1
τ(a1)
a1
∑
a2∈P∗(eσ,teσ)
L(a2;σ)
a2 log
2(t3/4/a2 + P+(a2))
≪ S∗(t;σ).
This proves (7.3).
Lemma 3.4 depends on the distribution of the first r+1 divisors of typical
integers. Throughout the remainder of this section, let dj(n) denote the j-th
smallest divisor of n.
Lemma 7.1. Let n have prime factorization n = pe11 · · · peff , where p1 <
· · · < pf . Let N = τ(n), 1 ≤ ℓ ≤ N − 1 and define v uniquely by
(7.9) (e1 + 1) · · · (ev−1 + 1)|ℓ, (e1 + 1) · · · (ev + 1) ∤ ℓ.
Then dℓ+1(n)/dℓ(n) ≤ pv.
Remarks. Lemma 7.1 is nearly best possible, e.g. if one takes e1 = · · · =
ef = 1 and chooses the prime divisors of n so that pi > p
4
i−1 for 2 ≤ i ≤ f ,
then v = ν(ℓ) + 1 and
dℓ+1(n)
dℓ(n)
=
pv
p1 · · · pv−1 ≥ p
2/3
v
for every ℓ. Moreover, this represents the typical case and is the origin of the
exponent ν(r) + 1 appearing in Lemma 3.4 and Theorem 5.
Proof. We apply induction on f , the case f = 1 being trivial. Assume the
statement is true for f = m and take an integer n with prime factorization
n = pe11 · · · pem+1m+1 , where p1 < · · · < pm+1. PutN = τ(n), suppose 1 ≤ ℓ ≤ N−1
and define v by (7.9). The conclusion is trivial if v = m+1; so suppose v ≤ m.
Let h = pe11 · · · pemm and E = em+1 + 1. For 0 ≤ j ≤ E − 1, let
aj = |{i ≤ ℓ : pjm+1‖di(n)}| = |{d|h : dpjm+1 ≤ dℓ(n)}|.
Since a0 + · · ·+ aE−1 = ℓ, by (7.9) there is a j so that (e1 + 1) · · · (ev + 1) ∤ aj
(in particular 1 ≤ aj ≤ τ(h)− 1). Define u by
(e1 + 1) · · · (eu−1 + 1)|aj , (e1 + 1) · · · (eu + 1) ∤ aj ,
so that 1 ≤ u ≤ v. Finally, daj+1(h)pjm+1 is a divisor of n that is larger than
dℓ(n). Therefore, by the induction hypothesis,
dℓ+1(n)
dℓ(n)
≤ daj+1(h)p
j
m+1
daj (h)p
j
m+1
≤ pu ≤ pv.
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Using Lemma 7.1, we can obtain upper bounds of averages of ratios of
consecutive divisors of numbers.
Lemma 7.2. Fix ℓ ≥ 1. Uniformly in x ≥ 1, y ≥ 4,∑
P+(n)≤y
n≥x
τ(n)≥ℓ+1
log(dℓ+1(n)/dℓ(n))
n
≪ℓ (log y)(log log y)ν(ℓ)+1 exp
{
− log x
4 log y
}
.
Proof. Denote by S the sum in the lemma. Let V be the largest number
so that ℓ is the product of V integers, each at least 2 (if ℓ = 1, set V = 0).
Suppose n > x, τ(n) ≥ ℓ + 1 and P+(n) ≤ y. For each such n there is a
unique v between 1 and V + 1, so that n = pe11 · · · pevv m, where p1 < · · · < pv,
m ∈ P(pv, y) and
(7.10) (e1 + 1) · · · (ev−1 + 1)|ℓ, (e1 + 1) · · · (ev + 1) ∤ ℓ.
By Lemma 7.1, dℓ+1(n)/dℓ(n) ≤ pv. Since e1 + · · · + ev−1 ≤ ℓ, m > x/yℓ+ev .
Thus S ≤ AB, where (ignoring the second condition in (7.10) and the condition
pv > pv−1)
A =
V+1∑
v=1
∑
e1,...,ev−1
∑
p1<···<pv−1≤y
1
pe11 · · · pev−1v−1
,
B =
∑
p≤y
f≥1
log p
pf
∑
m∈P(p,y)
m>x/yℓ+f
1
m
.
For each tuple v, e1, . . . , ev−1 satisfying the first condition of (7.10), at most
ν(ℓ) of the numbers ei can equal 1. Thus, by Lemma 2.2,
A≪v (log log y)ν(ℓ).
By Lemmas 2.2 and 2.5,
B ≪ (log y)
∑
p≤y
f≥1
1
pf
exp
{
− log(x/y
ℓ+f )
4 log y
}
≤ e ℓ4− log x4 log y (log y)
∞∑
f=1
ef/4
∑
p≤y
p−f
≪ℓ (log y)(log log y)e−
log x
4 log y .
Proof of Lemma 3.4. In light of Lemma 3.2, it suffices to show that
(7.11) Ss(t; η)≪r (log η)ν(r)+1S∗(t; η)
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for each s satisfying 1 ≤ s ≤ r, ν(s) ≤ ν(r) and each t ≥ y1/2. Let θ = η100Cr .
By hypothesis, θ ≥ 1. In (3.4), write each a = gh, where P+(g) ≤ eθ < P−(h).
Put m = τ(g). We have Ss(t, η) = T1 + T2 + T3, where T1 is the sum over
numbers a with m ≤ s and ν(m) ≤ ν(s); T2 is the sum over those a with
g ≤ t1/16 and with m > s or ν(m) > ν(s); and T3 is the sum over the
remaining a.
For T1, we use Ls(gh; η) ≤ L(gh; η) ≤ mL(h; η), which is a consequence
of Lemma 3.1. Also,
g ≤ emθ ≤ erθ ≤ (z/y)1/100C ≤ y1/100 ≤ t1/50;
thus t/(gh) + P+(gh) ≥ t15/16/h+ P+(h). This gives
(7.12) T1 ≤ r
∑
P+(g)≤eθ
τ(g)=m≤s,ν(m)≤ν(s)
1
g
∑
h∈P(eθ ,teη)
L(h; η)
h log2(t15/16/h+ P+(h))
.
Factor each g as pe11 · · · pejj . Since m = (e1 + 1) · · · (ej + 1) and j ≤ log slog 2 , there
are at most ν(m) indices j with ej = 1. Therefore, by Lemma 2.2, the sum on
g in (7.12) is
≤
∑
j
∑
e1,··· ,ej
p1,...,pj≤eθ
1
pe11 · · · pejj
≪m (log 2θ)ν(m) ≪r (log η)ν(r).
Consequently,
(7.13) T1 ≪r (log η)ν(r)
∑
h∈P(eθ ,teη)
L(h; η)
h log2(t15/16/h+ P+(h))
.
For g satisfying m > s or ν(m) > ν(s), we first prove that
(7.14) Ls(gh; η) ≤ 4rL(h; η)
θ
max
1≤ℓ≤min(s,m−1)
ν(ℓ)≤ν(s)
log
(
dℓ+1(g)
dℓ(g)
)
.
Write Dj = dj(gh) for 1 ≤ j ≤ τ(gh). If τ(gh, eu, eu+η) = s, then [u, u + η]
contains an interval [α, β] so that τ(gh, eα, eβ) = 0 and β−α ≥ η/(s+1) ≥ 2θ.
Let
J = {1 ≤ j ≤ τ(gh) − 1 : log(Dj+1/Dj) ≥ 2θ},
Mj = {u ∈ R : eu < Dj ≤ eu+η, τ(gh, eu, eu+η) = s} (1 ≤ j ≤ τ(gh)).
If τ(gh, eu, eu+η) = s, then either u ∈ M1 ∪Mτ(gh) or for some j ∈ J , u ∈
Mj ∪Mj+1. Hence
(7.15) Ls(a; η) ≤ (2|J | + 2)max
j
meas(Mj).
Since P+(g) ≤ eθ, if j ∈ J , then g|Dj and (g,Dj+1) = 1, and thus Dj/g
and Dj+1 are consecutive divisors of h. Also Dj+1/(Dj/g) ≥ e2θ, hence the
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intervals (logDj+1− θ, logDj+1) are disjoint. All such intervals lie in L (h; θ),
thus L(h; θ) ≥ θ|J |, and, since L(h; θ) ≥ θ,
(7.16) 2|J | + 2 ≤ 2L(h; θ)
θ
+ 2 ≤ 4L(h; θ)
θ
.
Fix j and let
B = {b ∈ Z : max(1, j + 1− s) ≤ b ≤ min(j, τ(gh) + 1− s)},
i.e., if u ∈Mj , then the s divisors of gh lying in (eu, eu+η] are Db, . . . ,Db+s−1
for some b ∈ B. Fix one such b ∈ B and let
Mj,b = {u ∈Mj : eu < Db < · · · < Db+s−1 ≤ eu+η}.
For each f |h, let
Kf = {j : dj(g)f ∈ {Db, . . . ,Db+s−1}},
which is a set of consecutive integers. Also, since dj+1(g)/dj(g) ≤ eθ < e
η
s+1 ,
each set Kf contains 1 or m. Let Kf = |Kf |. Since
∑
f Kf = s, there is some
f so that Kf ≥ 1 and ν(Kf ) ≤ ν(s). We have Kf < m, otherwise s ≥ m and
ν(Kf ) = ν(m) > ν(s). If Kf = {1, 2, . . . ,Kf}, then Db+s ≤ dKf+1(g)f , so
that
meas(Mj,b) ≤ log
(
dKf+1(g)
dKf (g)
)
.
Likewise, if Kf = {m−Kf + 1, . . . ,m}, then
meas(Mj,b) ≤ log
(
dm−Kf+1(g)
dm−Kf (g)
)
= log
(
dKf+1(g)
dKf (g)
)
,
by the symmetry of the divisors of g. Since |B| ≤ s,
meas(Mj) ≤ s max
1≤ℓ≤min(s,m−1)
ν(ℓ)≤ν(s)
log
(
dℓ+1(g)
dℓ(g)
)
.
Combined with (7.15) and (7.16), this proves (7.14).
If g ≤ t1/16, then t/gh+P+(gh) ≥ t15/16/h+P+(h). Thus, by (7.14) and
Lemma 7.2,
T2 ≤ 4r
θ
max
1≤ℓ≤s
ν(ℓ)≤ν(s)
∑
P+(g)≤eθ
τ(g)≥ℓ+1
log(dℓ+1(g)dℓ(g) )
g
∑
h∈P(eθ ,teη)
L(h; η)
h log2(t15/16/h+ P+(h))
≪r (log η)ν(s)+1
∑
h∈P(eθ ,teη)
L(h; η)
h log2(t15/16/h+ P+(h))
.
(7.17)
INTEGERS WITH A DIVISOR IN AN INTERVAL 411
If g > t1/16, we use the bound t/(gh) +P+(gh) ≥ P+(g). By Lemma 3.1,
L(h; η) ≤ ητ(h). Since
∑
h∈P(eθ ,teη)
τ(h)
h
≪ log
2(teη)
θ2
≪r,C
(
log t
θ
)2
,
we have, by (7.14),
(7.18) T3 ≪r,C
(
log t
θ
)2
max
1≤ℓ≤s
ν(ℓ)≤ν(s)
∑
P+(g)≤eθ
τ(g)≥ℓ+1
g>t1/16
log(dℓ+1(g)/dℓ(g))
g log2 P+(g)
.
By Lemma 7.2 and partial summation (with respect to P+(g)), the sum on g
in (7.18) is
≪ (log θ)ν(ℓ)+1
[
1
θ
e−
log t
64θ +
∫ eθ
2
e−
log t
64 log u
u log2 u
du
]
≤ (log θ)ν(ℓ)+1
(
1
θ
+
64
log t
)
e−
log t
64θ .
Since θ ≪r,C log t, (7.18) and (3.6) give
T3 ≪r,C (log η)ν(s)+1 θ
log2 t
[(
log t
θ
)4
e−
log t
64θ
]
≪r,C (log η)ν(r)+1 θ
log2 t
≪r,C (log η)ν(r)+1S∗(t; η).
Combining this with (7.13) and (7.17), we obtain
Ss(t, η)≪r,C (log η)ν(r)+1
S∗(t, η) + ∑
h∈P(eθ ,teη)
L(h; η)
h log2(t15/16/h+ P+(h))
 .
As in the proof of (7.1), write each h in the above sum as h = a1a2, where
a1 ∈ P(eθ , eη) and a2 ∈ P(eη , teη). Let T4 be the contribution to the sum
from those h with a1 ≤ t1/16, and let T5 be the remaining portion of the sum.
By Lemma 3.1, L(h; η) ≤ τ(a1)L(a2; η), and we also have∑
a1∈P(eθ ,eη)
τ(a1)
a1
≪
(η
θ
)2
≪r,C 1.
Thus T4 ≪r,C Sˆ(t; η). When a1 > t1/16, Lemma 3.1 gives
L(h; η) ≤
(
1 +
log a1
η
)
L(a2; η)≪r,C log a1
η
L(a2; η).
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Also, t15/16/h+ P+(h) ≥ P+(a1) ≥ eθ, so
T5 ≪r,C 1
η3
∑
a1∈P(eθ ,eη)
a1>t1/16
log a1
a1
∑
a2∈P(eη ,teη)
L(a2; η)
a2
.
By Lemma 2.5, the sum on a1 is
≪r,C η
3
log2 t
[(
log t
η
)3
e−
log t
64η
]
≪r,C η
3
log2 t
.
Thus, T5 ≪r,C Sˆ(t; η) and hence
Ss(t; η)≪r,C (log η)ν(r)+1
(
S∗(t; η) + Sˆ(t; η)
)
.
The lemma now follows from (7.3).
8. Upper bounds: reduction to an integral
In this section we prove Lemma 3.5. We have T0(σ, P,Q) = 0 if Q > 1
and T0(σ, P, 1) = σ. Now let k ≥ 1 and put γ = 1logP . We have
Tk(σ, P,Q) ≤ Q−γ
∑
a∈P∗(eσ ,P )
ω(a)=k
L(a;σ)
a1−γ
.
The parameter γ has been chosen so that the sum is only a constant multi-
plicative factor larger than the corresponding sum with γ = 0. Since pγ ≤
1 + 2γ log p for p ≤ P , we have∑
eσ<p≤P
1
p1−γ
≤
∑
eσ<p≤P
1
p
+ 2γ
∑
p≤P
log p
p
≤ log logP − log(1 + σ) +O(1).
By an argument similar to that used to construct the sets Dj in Section 4, we
find that there is an absolute constant K so that the following holds for all
σ, P : the interval (eσ , P ] may be partitioned into subintervals E0, . . . , Ev+K−1
with v as given in Lemma 3.5 and for each j,∑
p∈Ej
1
p1−γ
≤ log 2
and
(8.1) p ∈ Ej =⇒ log log p− log(1 + σ)
log 2
≤ j +K.
Consider a = p1 · · · pk, eσ < p1 < · · · < pk ≤ P and define ji by pi ∈ Eji
(1 ≤ i ≤ k). Put li = log log pilog 2 . By Lemma 3.1 (v) and (8.1),
L(a;σ) ≤ 2k min
0≤g≤k
2−g(2l1 + · · ·+ 2lg + σ)
≤ (σ + 1)2k+KF (j),
INTEGERS WITH A DIVISOR IN AN INTERVAL 413
where
F (j) = min
0≤g≤k
2−g(2j1 + · · ·+ 2jg +min(1, σ)).
Let J denote the set of vectors j satisfying 0 ≤ j1 ≤ · · · ≤ jk ≤ v + K − 1.
Then
Tk(σ, P,Q) ≤ Q−γ2k+K
∑
j∈J
F (j)
∑
p1<···<pk
pi∈Eji (1≤i≤k)
1
(p1 · · · pk)1−γ .
If bj is the number of primes pi in Ej for 0 ≤ j ≤ v + K − 1, the sum over
p1, · · · , pk above is at most
v+K−1∏
j=0
1
bj!
(∑
p∈Ej
1
p1−γ
)bj
≤ (log 2)
k
b0! · · · bv+K−1!
= ((v +K) log 2)k
∫
R(j)
1 dξ
≤ e10K(v log 2)k
∫
R(j)
1 dξ,
where
R(j) = {0 ≤ ξ1 ≤ · · · ≤ ξk ≤ 1 : ji ≤ (v +K)ξi ≤ ji + 1 ∀i} ⊆ Rk.
Finally, since 2ji ≤ 2(v+K)ξi ≤ 2K2vξi for each i,∑
j∈J
F (j)
∫
R(j)
1dξ ≤ 2KUk(v;α).
9. Lower bounds: isolated divisors
In this section we prove Lemmas 4.3 and 4.4.
Proof of Lemma 4.3. Write a = a′p1 · · · pr, where
a′ ≤ y c
′
100r , y
c′
2r < p1 < · · · < pr ≤ y
c′
r .
We have
(9.1)
∑
a≤y2c′
Lr(a; η)
a
≥
∑
a′
1
a′
∫ ∑
p1,...,pr
τ(a′p1···pr,eu,eu+η)=r
1
p1 · · · pr du.
Fix a′ and fix u so that y
0.6c′
r ≤ eu ≤ y 0.7c
′
r . The measure of such u is≫r,c′ log y.
Since eu+η ≤ y 0.8c
′
r , a divisor of a′p1 · · · pr lying in (eu, eu+η) must have the form
dpi, where d|a′ and 1 ≤ i ≤ r. If
(9.2) log
(
eu
pi
)
∈ L1(a′; η) (1 ≤ i ≤ r),
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there are exactly r such divisors. Assume that I(a′; η) ≥ 1. If we take, for
each i, eu/di < pi ≤ eu+η/di for some η-isolated divisor di of a′, then (9.2) will
be satisfied. By Lemma 2.2, the sum over p1, . . . , pr in (9.1) is
≥ 1
r!
r∏
i=1
( ∑
log(eu/pi)∈L1(a′;η)
1
pi
)
−Or,c′
(
1
yc′/2r
)
≫r,c′
(
ηI(a′; η)
log y
)r
.
By inserting this into (9.1) and using Lemma 4.1, we complete the proof.
Proof of Lemma 4.4. (i) Write a = gh, where g ≤ K := min(eη, yc′),
e2η < P−(h), h ≤ yc′ and τ(g) ≥ r + 1. In particular, if η ≥ c′2 log y, then
h = 1. Let f be a 2η-isolated divisor of h. As before, let dj(g) be the jth
smallest divisor of g. If fdr(g) ≤ eu+η ≤ fdr+1(g), then τ(gh, eu, eu+η) = r
and hence
Lr(gh; η) ≥ log
(
dr+1(g)
dr(g)
)
I(h; 2η).
By Lemma 4.1,
(9.3) Hr(x, y, z)≫r,c′,C x
log2 y
Ar(K)
∑
h≤yc′
P−(h)>e2η
I(h; 2η)
h
,
where
Ar(K) =
∑
g≤K
τ(g)≥r+1
log(dr+1(g)/dr(g))
g
.
To complete the proof of part (i) of the lemma, it suffices to show
(9.4) Ar(K)≫r (logK)(log logK)ν(r)+1 (K ≥ e1000·32r )
and note that K ≥ eηc′/C . We restrict attention to those g = p1 · · · prm, with
(9.5) p1 ≤ K1/32r , p3j−1 < pj < K1/3
2r−2j+2
(2 ≤ j ≤ r),
P−(m) > pr and m ≤ K1/2. Inequality (9.5) implies that
dr+1(g)
dr(g)
=
pv
p1 · · · pv−1 ≥ p
1/2
v , v = ν(r) + 1.
Hence
A ≥ 1
2
∑
p1,...,pr
(9.5)
log pv
p1 · · · pr
∑
P−(m)>pr
m≤K1/2
1
m
.
Since pr ≤ K1/9, by Lemma 2.3 and partial summation, the sum on m is
≫ logKlog pr . If v = r, then r ∈ {1, 2} and we obtain
A≫ logK
∑
p1,··· ,pr
1
p1 · · · pr ≫ logK(log logK)
r,
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proving (9.4) in this case. Otherwise, v < r. By Lemma 2.2 and Bertrand’s
Postulate, if u > w2 > 4, then∑
w<p≤u
1
p log p
≥ 1
2 logw
∑
w<p≤w2
1
p
≫ 1
logw
.
Applying this iteratively and using (9.5), we obtain∑
pv+1,...,pr
1
pv+1 · · · pr log pr ≫r
1
log pv
.
Finally, we have∑
p1,··· ,pv
1
p1 · · · pv ≫r (log logK)
v = (log logK)ν(r)+1.
This is trivially true when K ≤ K0(r), for a large constant K0(r), and for
larger K the sum includes p1, . . . , pv satisfying
pi ∈
(
exp[(logK)i/2r], exp[(logK)(i+1/2)/2r ]
)
(1 ≤ i ≤ v)
by (9.5). This proves (9.4) in the second case.
(ii) Suppose y0(r, c) ≤ y and y2 ≤ z ≤ x1−c/y. Consider n = gpq, where
g ≤ yc/2, τ(g) ≥ r + 1, p is prime, ydr(g)/g < p ≤ ydr+1(g)/g, P−(q) > z
and x2pg < q ≤ xpg . We have y ≥ p > y/g > g, so each n has at most one
factorization of this type. If d|n and y < d ≤ z, then p|d. Thus τ(n, y, z) = r,
because
pg
dr+1(g)
≤ y < pg
dr(g)
<
pg
dr−1(g)
< · · · < pg ≤ z.
Since pg ≤ yxc/2 ≤ x4z , Lemma 2.3 implies that for each pair g, p, the number
of q is ≫ xpg log z . By Lemma 2.2, for each g,∑ 1
p
≫ log(dr+1(g)/dr(g))
log y
.
Using (9.4), the number of such n is
≫ x
(log y)(log z)
Ar(y
c/2)≫r,c x(log log y)
ν(r)+1
log z
.
10. Lower bounds: reduction to a volume
Proof of Lemma 4.7. Recall the definitions of the sets Dj and numbers
λj from Section 4. For j ≥ 0 let b′j =
∑
i≤j bj . Let a = p1 · · · pk, where
k = b1 + · · ·+ bh,
(10.1) pb′j−1+1, . . . , pb′j ∈ Dj (m ≤ j ≤ h)
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and the primes in each interval Dj are unordered. Observe thatW (p1 · · · pk;σ)
is the number of pairs Y,Z ⊆ {1, . . . , k} with
(10.2)
∣∣∣∣∣∑
i∈Y
log pi −
∑
i∈Z
log pi
∣∣∣∣∣ ≤ σ.
We thus have
(10.3)
∑
a∈A (b)
W (a;σ)
a
≤ 1
bm! · · · bh!
∑
Y,Z⊆{1,...,k}
∑
p1,...,pk
(10.1),(10.2)
1
p1 · · · pk .
The contribution from terms with Y = Z is
(10.4)
2k
bm! · · · bh!
∑
p1,...,pk
(10.1)
1
p1 · · · pk
≤ (2 log 2)
k
bm! · · · bh!
.
If Y 6= Z, let I = max[(Y ∪Z)− (Y ∩Z)] and define E(I) by pI ∈ DE(I),
i.e., b′E(I)−1 < I ≤ b′E(I). Let
ℓ = min{j : λj ≥ σ−2}.
We distinguish two cases: (i) E(I) > ℓ; (ii) m ≤ E(I) ≤ ℓ.
In case (i), fix all of the pi except for pI . Inequality (10.2) implies that
U ≤ pI ≤ e2σU for some number U ≥ λE(I). If σ ≥ 1, then by (2.2),∑
U≤pI≤e2σU
1
pI
≪ log
(
1 +
2σ
logU
)
≪ σ
logU
≪ σ2−E(I).
If σ < 1, Lemma 2.1 implies∑
U≤pI≤e2σU
1
pI
≪ σ
log(σU)
≪ σ
logU
≪ σ2−E(I),
where the second inequality follows from U ≥ λℓ ≥ σ−2. Thus, by (4.3) the
inner sum on the right side of (10.3) is ≪ σ2−E(I)(log 2)k. With I fixed, there
correspond 2k−I+14I−1 = 2k+I−1 pairs Y,Z. We find that the contribution to
the right side of (10.3) from those Y,Z counted in case (i) is
≪ σ(2 log 2)
k
bm! · · · bh!
k∑
I=1
2I−E(I)
≪ σ(2 log 2)
k
bm! · · · bh!
h∑
j=m
2−j
∑
b′j−1<I≤b′j
2I ≪ σ(2 log 2)
k
bm! · · · bh!
h∑
j=m
2−j+bm+···+bj .
(10.5)
For case (ii), note that σ < 1 and write
a = a′pb′ℓ+1 · · · pk, a′ = p1 · · · pb′ℓ .
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By hypothesis, Y ∩ {b′ℓ + 1, . . . , k} = Z ∩ {b′ℓ + 1, . . . , k}. By (4.3), the contri-
bution to the right side of (10.3) from those Y,Z counted in case (ii) is
≤ (2 log 2)
bℓ+1+···+bh
bℓ+1! . . . bh!
∑
a′
W (a′;σ)− τ(a′)
a′
.
Suppose d1|a′, d2|a′ and 1 < d2/d1 ≤ eσ. Let d = (d1, d2), d1 = f1d, d2 = f2d
and a′ = df1f2a′′. Then∑
a′
W (a′;σ) − τ(a′)
a′
≤ 2
∑
P+(a′′df1)≤λℓ
1
a′′df1
∑
f1<f2≤eσf1
1
f2
≤ 4σ
∑
P+(a′′df1)≤λℓ
1
a′′df1
= 4σ
∏
p≤λℓ
(
1 +
1
p
)3
≤ 4σ exp
3 ∑
p≤λℓ
1
p
 ≤ 23ℓ+2σ.
Since σ > λ
−1/2
ℓ−1 , we have 2
3ℓ+2σ < exp{−22ℓ/3} if m is large. On the other
hand, we have assumed that bj ≤ 2j/2 for every j, and thus
1
bm! · · · bℓ!
≥
(
2(ℓ/2)·2
ℓ/2
)−ℓ
≥ 100 exp{−22ℓ/3} > 100 · 23ℓ+2σ
for large m. Therefore, the contribution to the right side of (10.3) from those
Y,Z counted in case (ii) is
(10.6) ≤ 0.01 (2 log 2)
k
bm! · · · bh!
.
Together, (10.3), (10.4), (10.5), and (10.6) imply that
∑
a∈A (b)
W (a;σ)
a
≤ (2 log 2)
k
bm! . . . bh!
1.01 +O
σ h∑
j=m
2−j+bm+···+bj
 .
Proof of Lemma 4.8. Let m = M +max
(
0,
⌊
log σ
log 2
⌋)
, put h = v +m− 1
and suppose b satisfies bj = 0 (1 ≤ j ≤ m− 1), b1 + · · ·+ bh = k and
(10.7) for all j ≥ 1, bj ≤ 2j/10 and bh+1−j ≤ 2(M+j)/10.
Since h ≤ log log ylog 2 −M − 1/α,
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j
bj2
j ≤ 2h+M+110 (1 + 2−0.9 + 2−1.8 + · · · )
≤ 2h+M/10+2
≤ log y
2
9
10
M−2+1/α ≤
α log y
2c3+c4
.
Using Lemma 4.6, it follows that a ≤ yα for a ∈ A (b). Also P−(a) > λm−1
> eσ. By the definition of the sets Dj ,
∑
a∈A (b)
1
a
=
h∏
j=m
1
bj!
( ∑
p1∈Dj
1
p1
∑
p2∈Dj
p2 6=p1
1
p2
· · ·
∑
pbj∈Dj
pbj 6∈{p1,...,pbj−1}
1
pbj
)
≥
h∏
j=m
1
bj!
(∑
p∈Dj
1
p
− bj − 1
λj−1
)bj
≥
h∏
j=m
1
bj!
(
log 2− bj
λj−1
)bj
≥ (log 2)
k
bm! · · · bh!
h∏
j=m
(
1− 2
j/10
exp{2j−1+c3−c4}
)2j/10
≥ 0.999 (log 2)
k
bm! · · · bh!
.
(10.8)
By Lemma 4.7 and (10.8),
∑
a∈A (b)
3τ(a) − 2W (a;σ)
a
≥ (2 log 2)
k
bm! · · · bh!
[
0.9 − 2c5+1σ
h∑
j=m
2−j+bm+···+bj
]
.
For 1 ≤ i ≤ v, set gi = bm−1+i. We have 2(M+i−1)/10 ≥ M + i2 for M ≥ 200
and i ≥ 1, so (10.7) is implied by
(10.9) ∀i ≥ 1, gi ≤M + i2 and gv+1−i ≤M + i2.
Assume in addition that
(10.10) 2m−1
h∑
j=m
2−j+bm+···+bj =
v∑
i=1
2−i+g1+···+gi ≤ 2s+1.
Since 2s−m+2 = 1σ2
−c5−8, we obtain
(10.11)
∑
a∈A (b)
3τ(a)− 2W (a;σ)
a
≥ (2 log 2)
k
3g1! · · · gv ! .
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Let G be the set of g = (g1, · · · , gv) with g1 + · · · + gv = k and also satisfying
(10.9) and (10.10). We have
(10.12)
1
g1! · · · gv ! = Vol(R(g)),
where R(g) is the set of x ∈ Rk with 0 ≤ x1 ≤ · · · ≤ xk < v and exactly gi of
the variables xj lie in [i− 1, i) for each i. We claim that
(10.13) Vol(∪g∈GR(g)) ≥ vk Vol(Yk(s, v)).
Take ξ ∈ Yk(s, v) with ξk < 1 and let xj = vξj for each j. Let gi be the number
of xj lying in [i− 1, i). By condition (ii) in the definition of Yk(s, v),
xM+i2 > i and xk+1−(M+i2) < v − i (1 ≤ i ≤
√
k −M),
which implies (10.9). Condition (iii) in the definition of Yk(s, v) implies
2s ≥
k∑
j=1
2j−xj ≥
v∑
i=1
2−i
∑
j:xj∈[i−1,i)
2j ≥
v∑
i=1
2−i+g1+···+gi−1.
Because (10.9) and (10.10) hold, g ∈ G and x ∈ R(g). This proves the claim
(10.13). Finally, combining (10.11), (10.12) and (10.13) proves the lemma.
11. Uniform order statistics
Let X1, . . . ,Xk be independent, uniformly distributed random variables in
[0, 1], and let ξ1, . . . , ξk be their order statistics, so that 0 ≤ ξ1 ≤ · · · ≤ ξk ≤ 1.
Our main interest in this section is to estimate Qk(u, v), the probability that
ξi ≥ i−uv for every i. The special case Qk(λ
√
k, k) is the distribution function
(as a function of λ) of the quantity
D+k = −
√
k inf
1≤i≤k
(ξi − i/k) =
√
k sup
0≤y≤1
k−1 ∑
Xi≤y
1− y
 ,
which is one of the Kolmogorov-Smirnov statistics. In 1939, N. V. Smirnov
proved [36] for each fixed λ ≥ 0 the asymptotic formula
Qk(λ
√
k, k) ∼ 1− e−2λ2 (k →∞).
We need bounds on Qk(u, v) which are uniform in k, u and v, particularly when
u is small or u+ v − n is small.
Lemma 11.1. For a given pair u, v, let w = w(u, v) = u+v−n. Uniformly
in u > 0, w > 0 and k ≥ 1,
(11.1) Qk(u, v)≪ (u+ 1)(w + 1)
2
k
.
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If k ≥ 1 and 1 ≤ u ≤ k, then
(11.2) Qk(u, k + 1− u) ≥ u− 1/2
k + 1/2
.
Remarks. The more precise estimate
Qk(u, v) = 1− e−2uw/k +O
(
u+ w
k
)
(k ≥ 1, u ≥ 0, w ≥ 0),
which was proved in an earlier version of this paper, has a much longer proof
which will be given in a separate paper [15].
Proof. If min1≤i≤k(ξi− i−uv ) ≤ 0, let l be the smallest index with ξl ≤ l−uv
and write ξl =
l−u−λ
v , so that 0 ≤ λ ≤ 1. Also let
Rl(λ) = Vol
{
0 ≤ ξ1 ≤ · · · ≤ ξl−1 ≤ l − u− λ
v
: ξi ≥ i− u
v
(1 ≤ i ≤ l − 1)
}
.
Then
Qk(u, v) = 1− k!
v
∫ 1
0
∑
u+λ≤l≤k
Rl(λ)Vol
{
l − u− λ
v
≤ ξl+1 ≤ · · · ≤ ξk ≤ 1
}
dλ
= 1− k!
v
∫ 1
0
∑
u+λ≤l≤k
Rl(λ)
(k − l)!
(
k + w + λ− l
v
)k−l
dλ.
Let 0 ≤ a ≤ k − u and suppose that ξk ≤ 1 − w+av = k−u−av . Then
min1≤i≤k ξi − i−uv ≤ 0. Defining l and λ as before, we have(
1− w + a
v
)k
= k! Vol
{
0 ≤ ξ1 ≤ · · · ≤ ξk ≤ 1− w + a
v
}
=
k!
v
∫ 1
0
∑
u+λ≤l≤k−a+λ
Rl(λ)
(k − l)!
(
k − l − a+ λ
v
)k−l
dλ.
Thus, for any A > 0,
(11.3) Qk(u, v) = 1−A
(
1− w + a
v
)k
− k!
v
∫ 1
0
∑
k−a+λ<l≤k
Rl(λ)
(k − l)!
(
k + w + λ− l
v
)k−l
dλ
+
k!
v
∫ 1
0
⌊k−a+λ⌋∑
l=⌊u+λ+1⌋
Rl(λ)
(k − l)!vk−l
[
A(k − l − a+ λ)k−l−(k − l + w + λ)k−l
]
dλ.
To prove (11.1), we may assume without loss of generality that k ≥ 10,
u ≤ k/10 and w ≤
√
k. Let a = 2w + 2, and note that 2− λ ≥ λ. Now,
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k − l − w − 2 + λ
k − l + w + λ
)k−l
=
(
1− w + 2− λ
k − l
)k−l(
1 +
w + λ
k − l
)−(k−l)
= exp
−(2w + 2) +
∞∑
j=2
−(w + 2− λ)j + (−1)j(w + λ)j
j(k − l)j−1

≤ e−(2w+2).
Thus, taking A = e2w+2 in (11.3), we conclude that
Qk(u, v) ≤ 1− e2w+2
(
1− 2w + 2
v
)k
= 1− exp
{
2w + 2
v
(v − k +O(w))
}
= 1− exp
{−2uw +O(u+ w2 + 1)
v
}
≤ 2uw +O(u+ w
2 + 1)
v
≪ (u+ 1)(w + 1)
2
k
.
To prove (11.2), let a = 0 in (11.3). The first sum on l in (11.3) is empty,
and (
k − l + w + λ
k − l + λ
)k−l
=
(
1 +
w
k − l + λ
)k−l
≤ ew.
Thus, taking A = ew in (11.3), we obtain
Qk(u, v) ≥ 1− ew
(
1− w
v
)k
.
Now let v = k + 1 − u (so that w = 1) and let f(x) = ex(1 − xk+1−u)k. For
0 ≤ x ≤ 1,
f ′(x) = −f(x) u− 1 + x
k + 1− u− x ≤ 0;
hence
f(1) = 1−
∫ 1
0
f(x)
u− 1 + x
k + 1− u− x dx
≤ 1− f(1)
k + 1− u
∫ 1
0
u− 1 + x dx = 1− u− 1/2
k + 1− uf(1).
This implies that f(1) ≤ k+1−uk+1/2 and (11.2) follows.
12. The lower bound volume
In this section we prove Lemma 4.9 using Lemma 11.1. We begin with a
crude upper bound on a combinatorial sum which will also be needed for the
upper bound integral in Section 13.
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Lemma 12.1. Let 0 < ε ≤ 1, t ≥ 10, and suppose a, b are real numbers
with a+ b > −(1− ε)t. Then∑
1≤j≤t−1
−a<j<b+t
(
t
j
)
(a+ j)j−1(b+ t− j)t−j−1 ≤ e5+1/ε(t+ a+ b)t−1.
Proof. Let Ct(a, b) denote the sum in the lemma. Since Ct(a, b) = Ct(b, a),
we may suppose a ≤ b. We also assume that a > 1− t and b > 1− t, otherwise
Ct(a, b) = 0. The associated “complete” sum is evaluated exactly using one of
Abel’s identities ([34, p. 20, Eq. (20)])
(12.1)
t∑
j=0
(
t
j
)
(a+j)j−1(b+t−j)t−j−1 =
(
1
a
+
1
b
)
(t+a+b)t−1 (ab 6= 0).
Note that Ct(a, b) is increasing in a and in b. If −1 ≤ a ≤ b, put A =
max(1/2, a) and B = max(1/2, b). By (12.1),
Ct(a, b) ≤ Ct(A,B) ≤
(
1
A
+
1
B
)
(t+A+B)t−1
≤ 4(t+ a+ b+ 3)t−1
≤ 4e 3(t−1)t+a+b (t+ a+ b)t−1 < e5(t+ a+ b)t−1.
(12.2)
Next assume a < −1 ≤ b. Since (1− 1/x)x is an increasing function for x > 1,
when j > −a we have
(a+ j)j−1 = (j − 1)j−1
(
1− −a− 1
j − 1
)j−1
≤ (j − 1)j−1
(
1− −a− 1
t− 1
)t−1
.
Also, (a+ 1)b ≤ (1− ε)t < 1−εε (t+ a+ b). Thus, by (12.2),
Ct(a, b) ≤
(
t+ a
t− 1
)t−1
Ct(−1, b)
≤ e5
(
(t+ a)(t+ b− 1)
t− 1
)t−1
= e5
(
t+ a+ b+
(a+ 1)b
t− 1
)t−1
< e4+1/ε(t+ a+ b)t−1.
Lastly, suppose a ≤ b < −1. By (12.2),
Ct(a, b) ≤ max−a<j<b+t
(
j + a
j − 1
)j−1( b+ t− j
t− j − 1
)t−j−1
Ct(−1,−1)
< e5(t− 2)t−1 max
−a<j<b+t
(
j + a
j − 1
)j−1( b+ t− j
t− j − 1
)t−j−1
.
As a function of real j, the maximum above occurs when j+aj−1 =
b+t−j
t−j−1 ; that
is, j = (t−1)(a+1)+b+1a+b+2 . By our assumptions on a, b and t, it is clear that
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1 < j < t−1. Hence j+a and b+t−j have the same sign, so that −a < j < b+t.
Then
Ct(a, b) ≤ e5
(
t+ a+ b
t− 2
)t−2
(t− 2)t−1
< ε−1e5(t+ a+ b)t−1
< e5+1/ε(t+ a+ b)t−1.
Proof of Lemma 4.9. For brevity, write
(12.3) Sk(u, v) = {ξ : 0 ≤ ξ1 ≤ · · · ≤ ξk ≤ 1 : ξi ≥ i−uv ∀i},
so that Qk(u, v) = k! Vol(Sk(u, v)). Let
(12.4) Fk,v(ξ) =
k∑
j=1
2j−vξj .
Assume v, k, s satisfy the hypotheses of Lemma 4.9, and put u = k + 1 − v.
For 1 ≤ a ≤ k, 0 ≤ b ≤ k, let
V1(a, b) = Vol{ξ ∈ Sk(u, v) : ξa ≤ b/v},
V2(a, b) = Vol{ξ ∈ Sk(u, v) : ξk+1−a ≥ 1− b/v}.
Make the change of variables θi = ξa+i, so that θi ≥ i−(u−a)v (1 ≤ i ≤ k − a).
By Lemma 11.1, we have
V1(a, b) ≤ Vol{0 ≤ ξ1 ≤ · · · ≤ ξa ≤ bv}Vol(Sk−a(u− a, v))
=
(b/v)a
a!(k − a)!Qk−a(u− a, v)
≤ b
a
a!k!
(
k
v
)a
Qk−a(u− a, v)
≪ (100b)
au
a!k!(k − a+ 1) .
(12.5)
Similarly,
V2(a, b) ≤ Vol(Sk−a(u, v))Vol{1− bv ≤ ξk+1−a ≤ · · · ≤ ξk ≤ 1}
≤ (b/v)
a
a!(k − a)!Qk−a(u, v)
≪ a
2(100b)au
a!k!(k − a+ 1) .
(12.6)
Next, we show that Fk,v(ξ) is ≪ 2u on average for ξ ∈ Sk(u, v). We
integrate each term in the sum (12.4) separately, introducing y = vξj − j + u,
so that
max(0, u − j) ≤ y ≤ u+ v − j
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and
0 ≤ ξ1 ≤ · · · ≤ ξj−1 ≤ j−u+yv ≤ ξj+1 ≤ · · · ≤ ξk ≤ 1.
Let
θi =
vξi
j−u+y (1 ≤ i ≤ j − 1),
ζi =
v
u+v−j−y
(
ξj+i − j−u+yv
)
(1 ≤ i ≤ k − j).
Then θ ∈ Sj−1(u, j − u+ y) and ζ ∈ Sk−j(y, u+ v − j − y). By Lemma 11.1,
we obtain∫
Sk(u,v)
Fk,v(ξ) dξ =
2u
v
k∑
j=1
∫ u+v−j
max(0,u−j)
2−y
(
j − u+ y
v
)j−1Qj−1(u, j − u+ y)
(j − 1)!
×
(
u+ v − j − y
v
)k−jQk−j(y, u+ v − j − y)
(k − j)! dy
≪ 2
uu
vk(k + 1)!
∫ u+v−1
0
(y + 1)32−y
∑
1≤j≤k
u−y<j<u+v−y
(
k + 1
j
)
× (j + y − u)j−1(u+ v − y − j)k−j dy.
Since k ≤ 100v − 100, −u = v − 1 − k ≥ −0.99k. By Lemma 12.1 (with
t = k + 1, a = y − u, b = −y and ε = 0.01), for each y the sum on j on the
right side is ≪ vk. Since ∫∞0 (y + 1)32−y dy = O(1), we conclude that
(12.7)
∫
Sk(u,v)
Fk,v(ξ) dξ ≪ 2
uu
(k + 1)!
.
Next,
Vol(Yk(s, v))≥Vol{ξ ∈ Sk(u, v) : Fk,v(ξ) ≤ 2s}(12.8)
−
∑
1≤i≤√k−M
(
V1(M + i
2, i) + V2(M + i
2, i)
)
.
By (12.5), (12.6) and the simple inequality h! > (h/e)h,
2∑
j=1
∑
1≤i≤√k−M
Vj(M + i
2, i)≪ u
k!
∑
1≤i≤√k−M
(M + i2)2(100i)M+i
2
(M + i2)!(k + 1−M − i2)
≪ u
2M · (k + 1)! .
(12.9)
Also,
Vol{ξ ∈ Sk(u, v) : Fk,v(ξ) ≤ 2s} ≥ Vol(Sk(u, v)) − 2−s
∫
Sk(u,v)
Fk,v(ξ) dξ
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and, by Lemma 11.1,
Vol(Sk(u, v)) ≥ u
3(k + 1)!
.
Combining this with (12.7), (12.8) and (12.9), we conclude that
Vol(Yk(s, v)) ≥ u
(k + 1)!
(
1
4
− K1
2M
−K22u−s
)
,
where K1 and K2 are positive absolute constants. By hypothesis, u = k+1−
v ≤ s−M/3, and the lemma follows provided M is large enough.
13. The upper bound integral
The purpose of this section is to use the bounds on uniform order statistics
proved in Section 11 to prove Lemma 3.6. The primary tools are bounds for
the volumes of subsets of Sk(u, v) (defined in (12.3)) in which one or more
coordinates is abnormally small or large.
Lemma 13.1. Suppose g, k, t, u, v ∈ Z satisfy
2 ≤ g ≤ k/2, t ≥ −1, v ≥ k/10, u ≥ 0, u+ v ≥ k + 1.
Let R be the subset of ξ ∈ Sk(u, v) where, for some l ≥ g + 1,
(13.1)
l − u
v
≤ ξl ≤ l − u+ 1
v
, ξl−g ≥ l − u− t
v
.
Then
Vol(R)≪ (10(t + 1))
g
(g − 2)!
(u+ 1)(u+ v − k)2
(k + 1)!
.
Proof. Fix l satisfying max(u, g + 1) ≤ l ≤ k. Let Rl be the subset of ξ ∈
Sk(u, v) satisfying (13.1) for this particular l. We have Vol(Rl) ≤ V1V2V3V4,
where by Lemma 11.1,
V1 = Vol{0 ≤ ξ1 ≤ · · · ≤ ξl−g−1 ≤ l−u+1v : ξi ≥ i−uv ∀i}
=
(
l − u+ 1
v
)l−g−1Ql−g−1(u, l − u+ 1)
(l − g − 1)!
≪
(
l − u+ 1
v
)l−g−1 (u+ 1)g2
(l − g)! ,
V2 = Vol{ l−u−tv ≤ ξl−g ≤ · · · ≤ ξl−1 ≤ l−u+1v } =
1
g!
(
t+ 1
v
)g
,
V3 = Vol{ l−uv ≤ ξl ≤ l−u+1v } =
1
v
,
V4 = Vol{ξl+1 ≤ · · · ≤ ξk ≤ 1 : ξi ≥ i−uv ∀i}
=
1
(k − l)!
(
u+ v − l
v
)k−l
Qk−l(0, u+ v − l)
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≪ (u+ v − l)
k−l−1(u+ v − k)2
vk−l(k − l)! .
Thus
Vol(R)≪ (t+ 1)
g(u+ 1)(u+ v − k)2
(g − 2)!vk(k − g)!
∑
l
(
k − g
l − g
)
(l−u+1)l−g−1(u+v−l)k−l−1.
By Lemma 12.1 (with t = k− g, a = g + 1− u, b = u+ v− k and ε = 110), the
sum on l is
≪ (v + 1)k−g−1 ≪ v
k−g
k
≤ v
k(k − g)!
k · k!
(
k
v
)g
≪ v
k10g(k − g)!
(k + 1)!
,
and the lemma follows.
To bound Uk(v;α), we will bound the volume of the set
T (k, v, γ) = {ξ ∈ Rk : 0 ≤ ξ1 ≤ · · · ≤ ξk ≤ 1,
2vξ1 + · · ·+ 2vξj ≥ 2j−γ (1 ≤ j ≤ k)}.(13.2)
Lemma 13.2. Suppose k, v, γ are integers with 1 ≤ k ≤ 10v and γ ≥ 0.
Set b = k − v. Then
Vol(T (k, v, γ))≪ Y
22b−γ (k + 1)!
,
where
Y =
{
b if b ≥ γ + 5
(γ + 5− b)2(γ + 1) if b ≤ γ + 4.
Proof. Let r = max(5, b− γ) and ξ ∈ T (k, v, γ). Then either
(13.3) ξj >
j−γ−r
v (1 ≤ j ≤ k)
or
(13.4) min
1≤j≤k
(ξj − j−γv ) = ξl − l−γv ∈ [−hv , 1−hv ]
for some integers h ≥ r + 1, 1 ≤ l ≤ k.
Let V1 be the volume of ξ ∈ T (k, v, γ) satisfying (13.3). If b ≥ γ +5, (13.3) is
not possible, so b ≤ γ + 4 and r = 5. By Lemma 11.1,
V1 ≤ Qk(γ + 5, v)
k!
≪ (γ + 6)(γ + 6− b)
2
(k + 1)!
≪ Y
22
b−γ
(k + 1)!
.
If (13.4) holds, then there is an integer m satisfying
(13.5) m ≥ h− 3, 2m < l2 , ξl−2m ≥ l−γ−2mv .
INTEGERS WITH A DIVISOR IN AN INTERVAL 427
To see (13.5), suppose such an m does not exist. Then
2vξ1 + · · ·+ 2vξl ≤ 2
∑
l/2<j≤l
2vξj
< 2
(
2h−32l−γ−h+1 +
∑
m≥h−3
2m2l−γ−2m
)
≤ 2l−γ ,
a contradiction. Let V2 be the volume of ξ ∈ T (k, v, γ) satisfying (13.4). Fix
h and m satisfying (13.5) and apply Lemma 13.1 with u = γ + h, g = 2m,
t = 2m. The volume of such ξ is
≪ (γ + h+ 1)(γ + h− b)
2
(k + 1)!
(20m+ 10)2
m
(2m − 2)!
≪ (γ + h+ 1)(γ + h− b)
2
22m+3(k + 1)!
.
The sum of 2−2m+3 over m ≥ h− 3 is ≪ 2−2h . Summing over h ≥ r + 1 gives
V2 ≪ (γ + r + 2)(γ − b+ r + 2)
2
22r+1(k + 1)!
≪ Y
22b−γ (k + 1)!
.
Proof of Lemma 3.6. Assume k ≥ 1, since the lemma is trivial when k = 0.
Put b = k − v and define
F (ξ) = min
0≤j≤k
2−j
(
2vξ1 + · · · + 2vξj + α
)
.
Let t =
⌊
logα
log 2
⌋
≤ 0. For integers m ≥ 0, consider ξ ∈ Rk satisfying 2−mα ≤
F (ξ) < 21−mα. For 1 ≤ j ≤ k,
2−j
(
2vξ1 + · · ·+ 2vξj
)
≥ max(2−j , (2−m − 2−j)α) ≥ 2t−m−1,
so that ξ ∈ T (k, v,m + 1− t). Hence, by Lemma 13.2,
Uk(v;α) ≤
∑
m≥0
21−mαVol(T (k, v,m+ 1− t))
≪ α
(k + 1)!
∑
m≥0
2−mYm
22
b+t−m−1 ,
Ym =
{
b if m ≤ b+ t− 6
(m+ 6− t− b)2(m+ 2− t) if m ≥ b+ t− 5.
Next, ∑
m≥0
2−mYm
22b+t−m−1
=
∑
0≤m≤b+t−6
b
2m22b+t−m−1
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+
∑
m≥max(0,b+t−5)
(m+ 6− t− b)2(m+ 2− t)
2m
.
If b ≥ 6− t, each sum on the right side is ≪ b2−b−t. If b ≤ 5− t, the first sum
is empty and the second is ≪ (6− t− b)2(2− t). In both cases∑
m≥0
2−mYm
22b+t−m−1
≪ (1 + |b+ t|
2)(1− t)
2b+t + 1
,
whence
Uk(v;α)≪
α(1 + |v − k − logαlog 2 |2) log(2/α)
(k + 1)!(α2k−v + 1)
.
Sometimes this is worse than the simpler bound
(13.6) Uk(v;α) ≪ α
k!(α2k−v + 1)
,
which we now prove. When α2k−v ≤ 1, (13.6) follows from the trivial bound
Uk(v;α) ≤ α/k!. Otherwise,
Uk(v;α) ≤ 21−k
∫
Rk
2vξ1 + · · ·+ 2vξk dξ
= 21−k
k∑
j=1
∫ 1
0
2vy
yj−1(1− y)k−j
(j − 1)!(k − j)! dy
=
21−k(2v − 1)
v(k − 1)! ≤
20
2k−vk!
.
14. Divisors of shifted primes
Proof of Theorem 6. We first take care of some easy cases. When
z ≤ z0(y), H(x, y, z) ≍ ηx. By the Brun-Titchmarsh inequality for primes
in arithmetic progressions (e.g. [30]),
H(x, y, z;Pλ)≪ x
log x
∑
y<d≤z
1
φ(d)
.
The theorem in this case follows from the asymptotic formula (5.1).
If z ≥ y1.001, then H(x, y, z) ≍ x and H(x, y, z;Pλ) ≤ π(x) ≪ xlog x . The
most difficult case is when z0(y) ≤ z ≤ y1.001. We follow the outline from
Section 3, inserting a sieve estimate at the appropriate point.
Lemma 14.1. Suppose 10 ≤ y < z = eηy, y ≤ √x, (log y)−1/2 ≤ η ≤ log y1000 .
Then
H(x, y, z;Pλ)≪ x max
y1/2≤t≤x
∑
P+(a)≤teη
L(a; η)/φ(a)
log2
(
t
a + P
+(a)
)
log
(
x0.49
a + P
+(a)
) .
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The proof of Lemma 14.1 is similar to Lemma 3.2, and will be given at
the end of this section. By the proof of Lemma 3.3 and the Cauchy-Schwarz
inequality, we obtain
(14.1) H(x, y, z;Pλ)≪ x(1 + η) max
y1/2≤t≤x
S∗(t; η)1/2S˜(t; η)1/2,
where
S˜(t; η) =
∑
a∈P∗(eη,teη)
a
φ2(a)
L(a; η)
log2(x0.4/a+ P+(a))
.
In the same way that (3.8) was proved, we obtain
S˜(t; η)≪ T˜ (η, te
η , 1)
log2 x
+
∑
k∈Z,k≥1
eη≤eek−1≤teη
e−2kT˜ (σ, ee
k
, x1/10),
where
T˜ (σ, P,Q) =
∑
a∈P∗(eσ ,P )
a≥Q
a
φ2(a)
L(a;σ).
Similarly, we define T˜k(σ, P,Q). The bound given in Lemma 3.5 holds with
Tk(σ, P,Q) replaced by T˜k(σ, P,Q). The only change in the proof is to define
Ej so that ∑
p∈Ej
(
p
(p− 1)2
)1−γ
≤ log 2.
Therefore, Lemma 3.9 holds with S∗(t; η) replaced by S˜(t; η), and the theorem
follows from (14.1).
Proof of Lemma 14.1. Suppose q ≤ x, q is prime and τ(q + λ, y, z) ≥ 1.
We distinguish two cases. First, assume z ≤ exp{(log x)9/10}. Let y < d ≤ z,
d|(q + λ) and set p = P+(d). Write q + λ = apb, where P+(a) ≤ p ≤ P−(b).
The number of q with ap >
√
x is, by Lemma 2.5, at most∑
m>
√
x
P+(m)≤z
x
m
≪ x log x
log z
e−
log x
8 log z ≪ x
log10 z
.
Now suppose ap ≤ √x. Given a, p, we wish to count the number of b ≤ x/(ap)
with P−(b) ≥ p and abp − λ prime. By the arithmetic form of the large sieve
inequality [30], the number of b is
≪ x
φ(ap) log x log p
≪ x
log x
1
φ(a)p log p
.
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As in the proof of Lemma 6.1, for each a we have∑
τ(a,y/p,z/p)≥1
p≥P+(a)
1
p log p
≪ L(a; η)
log2(y/a+ P+(a))
and Lemma 14.1 follows in this case.
Now suppose z > exp{(log x)9/10}. Put σ = η and suppose x1, x2 satisfy
the hypotheses of Lemma 6.1. Define A as in that lemma, and let A ∗ be the
set of n ∈ A for which n− λ is prime. By the argument leading to (6.2), and
since log z ≥ (log x)9/10, we obtain
H(x2, y, z;Pλ)−H(x1, y, z;Pλ) ≤ |A ∗|+O
(
x2 − x1
log3.6 x1
)
.
Assume (6.3) and write q + λ in the form (6.4). Given a and p, we wish to
count the number of b ∈ (x1ap , x2ap ] with P−(b) > p, b > p, and apb − λ prime.
Here
x2 − x1
ap
≥ x1
ap log10 z
≥ max
(
p1/2,
x0.9991
azj
)
:= Q.
We apply the arithmetic form of the large sieve [30], eliminating those b with
b ≡ 0 (mod ̟) for some prime ̟ < p1/10 and those b with apb − λ ≡ 0
(mod ̟) for some prime ̟ ≤ Q1/3. The number of remaining b is
≪ x2 − x1
φ(ap) log p logQ
≪ x2 − x1
φ(a)p log p log(x0.9991 /(azj) + yj/a+ P
+(a))
.
As in the proof of Lemma 6.1, the sum over p of 1p log p is
≪ L(a; η)
log2(yj/a+ P+(a))
.
Thus
H(x2, y, z;Pλ)−H(x1, y, z;Pλ) ≤ (x2 − x1)
[
O
(
1
log3.6 x
)
+
2∑
j=1
∑
P+(a)≤zj
L(a; η)
φ(a) log2(yj/a+ P+(a)) log(x0.9991 /azj + yj/a+ P
+(a))
]
.
Since zj ≤ y1.001j ≤ x0.001yj, we have
x0.9991
zj
+ yj ≥ x0.4991 .
By considering the term a = 1 alone, we see that the double sum exceeds
η/ log3 y1 ≥ (log x1)−3.6.
Lastly, we sum over short intervals (x1, x2] ⊆ [x/ log5 x, x].
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Proof of Theorem 7. First, suppose 0 < α < β < 12 . Let Np denote the
number of primes q ∈ (x/2, x] with q ≡ −λ (mod p). For large x, a given
number q+λ can be divisible by at most ⌊1/α⌋+1 primes p > xα. Thus, using
the Bombieri-Vinogradov theorem (see e.g., Chapter 28 of [4]), we have
H(x, xα, xβ ;Pλ)−H(x/2, xα, xβ ;Pλ) ≥ 1⌊1/α⌋+ 1
∑
xα<p≤xβ
Np
≫α,λ x
log x
∑
xα<p≤xβ
1
p− 1
≫α,β,λ x
log x
.
(14.2)
The theorem follows when 0 ≤ a < b ≤ 12 by applying (14.2) with α, β chosen
so that a < α < β < b. When 0 ≤ a < 12 < b, the theorem follows by
applying (14.2) with a < α < 12 and β =
1
2 . Finally, suppose
1
2 ≤ a < b ≤ 1
and let a′, b′ be numbers with a < a′ < b′ < b. For large x, q ∈ (x/2, x]
implies q + λ ∈ (x/4, 2x]. Thus, if d|(q + λ) and x1−b′ < d ≤ x1−a′ , then the
complementary divisor q+λd lies in (
1
4x
a′ , 2xb
′
]. For large x, q+λd ∈ (xa, xb] and
thus the theorem follows by taking α = 1− b′ and β = 1− a′ in (14.2).
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