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Abstract
The aim of this paper is to present new summation inequalities and to show that the half-linear
difference equation
∆
(
an|∆xn|α sgn∆xn
)= bn|xn+1|α sgn xn+1
exhibits not only similarities but also some discrepancies with the linear case, especially as regards
the possible coexistence of the so-called extremal solutions. Some of our results are new also for the
linear difference equation.
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Consider the half-linear difference equation
∆
(
an|∆xn|α sgn∆xn
)= bn|xn+1|α sgnxn+1, (1)
where {an}, {bn} are positive real sequences for n  1 and α > 0. When α = 1, Eq. (1)
reduces to the linear equation
∆(an∆xn) = bnxn+1. (2)
Both Eqs. (1), (2) have been widely investigated in the literature, see, e.g., [1,6,7,9–12] and
references therein.
It is known that there is a substantial similarity between the qualitative behavior of (1)
and (2). For instance, independently of positiveness of {bn}, for (1) the Sturmian theory
continues to hold (see, e.g., [12]), as well as Kneser or Hille-type oscillation and nonoscil-
lation criteria can be formulated (see, e.g., [9]). In addition the concepts of recessive and
dominant solutions, introduced in the linear case in [1,11], can be extended to the half-
linear case, jointly with their characteristic properties (see, e.g., [6,10]).
The aim of this paper is to show that the half-linear case presents also some “surpris-
ing” discrepancies with the linear case. Some similarities and discrepancies among the
three cases α = 1, 0 < α < 1, and α > 1 will be shown, especially as regards the possi-
ble coexistence of nonoscillatory solutions and, in particular, extremal solutions. Finally,
applications to the recessive solutions are given as well. Our approach is based on new
summation inequalities, which generalize the change of summation in the linear case. Sum-
mation inequalities and relations between double series bring new possibilities of research
in asymptotic theory of nonlinear difference equations.
A similar problem, concerning the change of integration in double integrals and appli-
cations to the second order differential nonlinear equations, has been studied in [8]. Our
results complement recent ones in [2], in which the unboundedness of solutions of a qua-
silinear difference equation including (1) is considered.
2. Notation and preliminaries
If x = {xn} is a solution of (1), then −x is a solution too. Thus, without loss of generality,
we focus our considerations on the solutions which are eventually positive.
It is easy to show that every solution of (1) is eventually monotone and it is possible to
divide all eventually positive solutions into two classes, as the following result shows (see,
e.g., [3, Lemma 1]).
Lemma 1. Any nontrivial solution x of (1) is eventually monotone and any solution of (1),
positive for large n, belongs to one of the two classes:
M
+ = {x solution of (1): ∃nx  1: xn > 0, ∆xn > 0 for n nx},
M
− = {x solution of (1): xn > 0, ∆xn < 0 for n 1}.
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the class M+, and the existence of solutions in M− follows from [3, Theorem 1]. According
to the asymptotic behavior of a solution x of (1) and its quasi-difference x[1] = {x[1]n },
where
x[1]n = an|∆xn|α sgn∆xn,
both classes can be a-priori divided into the following classes:
M
+
B =
{
x ∈ M+: lim
n
xn < ∞
}
,
M
+
∞,R =
{
x ∈M+: lim
n
xn = ∞, lim
n
x[1]n = cx, 0 < cx < ∞
}
,
M
+
∞,S =
{
x ∈M+: lim
n
xn = lim
n
x[1]n = ∞
}
and
M
−
B =
{
x ∈ M−: lim
n
xn = dx, 0 < dx < ∞
}
,
M
−
0,R =
{
x ∈M−: lim
n
xn = 0, lim
n
x[1]n = −cx, 0 < cx < ∞
}
,
M
−
0,S =
{
x ∈M− : lim
n
xn = lim
n
x[1]n = 0
}
.
A solution x ∈ M+∞,R is often called regularly increasing and x ∈ M+∞,S strongly increas-
ing. Similarly, a solution x ∈ M−0,R is called regularly decaying and x ∈ M−0,S strongly
decaying. Solutions which are in the subclass M+∞,S or in M
−
0,S are called extremal solu-
tions.
In [4,5], solutions in the subclasses of M+ and M− have been described in terms of the
convergence or divergence of the following series:
W1 = lim
N
N∑
n=1
bn
(
N∑
k=n
(
1
ak+1
)1/α)α
, W2 = lim
N
N∑
n=1
(
1
an
N∑
k=n
bk
)1/α
,
Z1 = lim
N
N∑
n=2
(
1
an
n−1∑
k=1
bk
)1/α
, Z2 = lim
N
N∑
n=2
bn
(
n−1∑
k=1
(
1
ak+1
)1/α)α
,
as the following results show.
Theorem A [5, Corollary 3.3]. The following holds for solutions of (1) in M−:
M
− =M−0,S = ∅ if and only if W1 = W2 = ∞;
M
−
0,R = ∅ if and only if W1 < ∞;
M
−
B = ∅ if and only if W2 < ∞.
Theorem B [4, Theorem 7]. The following holds for solutions of (1) in M+:
M
+ =M+ = ∅ if and only if Z1 = Z2 = ∞;∞,S
4 M. Cecchi et al. / J. Math. Anal. Appl. 302 (2005) 1–13M
+ =M+∞,R = ∅ if and only if Z1= ∞,Z2< ∞;
M
+ =M+B = ∅ if and only if Z1 < ∞.
Denote
Ya =
∞∑
n=1
(
1
an
)1/α
, Yb =
∞∑
n=1
bn.
The following holds.
Theorem C [6, Theorems 1,2]. If Ya + Yb = ∞ then for any c > 0 there exists a unique
solution x ∈M− satisfying x1 = c.
If Ya + Yb < ∞, then for any c > 0 there exists a unique solution x ∈ M−0,R satisfying
x1 = c.
The relationships between the series W1,W2,Z1,Z2 and Ya , Yb are given by the fol-
lowing lemma, which can be proved by direct computation (see also [5, Lemma 2.1]).
Lemma 2.
If W1 < ∞, then Ya < ∞.
If W2 < ∞, then Yb < ∞.
If Z1 < ∞, then Ya < ∞.
If Z2 < ∞, then Yb < ∞.
Ya < ∞ and Yb < ∞ if and only if W1 < ∞ and W2 < ∞.
Ya < ∞ and Yb < ∞ if and only if Z1 < ∞ and Z2 < ∞.
In view of Lemma 2, Theorems A and B, we obtain the following proposition.
Proposition 1. The following holds for (1):
If Ya = ∞ and Yb = ∞, then M+ =M+∞,S and M− =M−0,S .
If Ya < ∞ and Yb < ∞, then M+ =M+B and M−0,S = ∅, M−0,R = ∅, M−B = ∅.
In the remaining two cases
(i) Ya < ∞, Yb = ∞ and
(ii) Ya = ∞, Yb < ∞,
we have that, in virtue of Lemma 2, Theorems A and B, exactly one subclass of M+
and exactly one subclass of M− is nonempty. The natural question which arises is the
following.
Problem 1. Which subclasses of M+ and of M− may coexist?
In the linear case, the answer is easy. Indeed, when α = 1, we have by direct computa-
tion
M. Cecchi et al. / J. Math. Anal. Appl. 302 (2005) 1–13 5I1 = lim
N
N∑
n=2
1
an
n−1∑
k=1
bk = lim
N
N∑
n=1
bn
N∑
k=n
1
ak+1
,
I2 = lim
N
N∑
n=1
1
an
N∑
k=n
bk = 1
a1
lim
N
N∑
n=1
bn + lim
N
N∑
n=2
bn
n−1∑
k=1
1
ak+1
and so, in the linear case
I1 = Z1 = W1, I2 = W2 = 1
a1
Yb + Z2. (3)
Then, in view of Lemma 2, we have I2 = ∞ if and only if
lim
N
N∑
n=2
bn
n−1∑
k=1
1
ak+1
= ∞.
Hence from Theorems A and B we obtain the following (see also [7], [1, Theorems 6.3.7,
6.3.8]).
Proposition 2. The following holds for (2):
If I1 = ∞, I2 = ∞, then M+ =M+∞,S and M− =M−0,S .
If I1 = ∞, I2 < ∞, then M+ = M+∞,R and M− =M−B .
If I1 < ∞, I2 = ∞, then M+ = M+B and M− =M−0,R .
If I1 < ∞, I2 < ∞, then M+ = M+B , M−0,S = ∅, M−0,R = ∅, M−B = ∅.
In view of Proposition 2, the existence of extremal solutions for (2) occurs if and only
if both series I1, I2 are divergent.
Taking into account Theorems A, B and Lemma 2, the study of the above problem in
the half-linear case leads to the following problem for series.
Problem 2. If Ya = ∞ and Yb < ∞, then W1 = Z1 = ∞. What can be say about the
divergence or convergence of the series Z2 and W2? Similarly, if Ya < ∞ and Yb = ∞,
then W2 = Z2 = ∞. What can be say about the divergence or convergence of the series W1
and Z1?
First, we study Problem 2, and then, in Section 4, Problem 1.
3. Summation inequalities
The following summation inequalities play a crucial role in solving Problem 2.
Theorem 1. Let {An}, {Bn} be sequences of nonnegative numbers and m be a positive real
number.
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N∑
n=1
Bn
(
n∑
k=1
Ak
)m

(
N∑
k=1
Ak
(
N∑
n=k
Bn
)1/m)m
.
(b) If 0 < m 1, then for any N > 1,(
N∑
k=1
Ak
(
N∑
n=k
Bn
)1/m)m

N∑
n=1
Bn
(
n∑
k=1
Ak
)m
. (4)
Proof. Claim (a). Let A˜k,n = Ak for k  n, A˜k,n = 0 for k > n. We have
N∑
n=1
Bn
(
n∑
k=1
Ak
)m
=
N∑
n=1
(
N∑
k=1
(Bn)
1/mA˜k,n
)m
and so, by the Minkowski inequality,(
N∑
n=1
(
N∑
k=1
(Bn)
1/mA˜k,n
)m)1/m

N∑
k=1
(
N∑
n=1
Bn(A˜k,n)
m
)1/m
=
N∑
k=1
(
N∑
n=k
Bn(Ak)
m
)1/m
=
N∑
k=1
Ak
(
N∑
n=k
Bn
)1/m
.
Claim (b). Let 0 < m 1. Put p = 1/m and B˜n,k = Bn for k  n, B˜n,k = 0 for k > n.
We have(
N∑
k=1
Ak
(
N∑
n=k
Bn
)1/m)m
=
(
N∑
k=1
(
N∑
n=1
(Ak)
1/pB˜n,k
)p)1/p

N∑
n=1
(
N∑
k=1
Ak(B˜n,k)
p
)1/p
=
N∑
n=1
(
n∑
k=1
Ak(Bn)
p
)1/p
=
N∑
n=1
Bn
(
n∑
k=1
Ak
)1/p
and the proof is complete. 
From Theorem 1 we obtain the following relations between the given series.
Corollary 1. If α  1, then
(a) 1
a1
Yb + Z2  (W2)α; (b) W1  (Z1)α.
If α  1, then
(c) W2 
(
1
a1
Yb + Z2
)1/α
; (d) (Z1)α W1.
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An = (an)−1/α, Bn = bn, m = α. (5)
Claim (a). Applying Theorem 1(a), we obtain(
N∑
k=1
Ak
(
N∑
n=k
Bn
)1/m)m

N∑
n=1
Bn
(
n∑
k=1
Ak
)m
=
N∑
n=1
bn
(
n∑
k=1
(
1
ak
)1/α)α
= b1
a1
+
N∑
n=2
bn
[(
1
a1
)1/α
+
n∑
k=2
(
1
ak
)1/α]α
 b1
a1
+
N∑
n=2
bn
1
a1
+
N∑
n=2
bn
(
n∑
k=2
(
1
ak
)1/α)α
,
and so
b1
a1
+ 1
a1
N∑
n=2
bn +
N∑
n=2
bn
(
n∑
k=2
(
1
ak
)1/α)α

[
N∑
k=1
(
1
ak
N∑
n=k
bn
)1/α]α
.
As N → ∞, the assertion follows.
Claim (c). According to Theorem 1(b), we have[
N∑
k=1
Ak
( N∑
n=k
Bn
)1/α]α

N∑
n=1
Bn
(
n∑
k=1
Ak
)α
.
Substituting (5), we obtain[
N∑
k=1
(
1
ak
N∑
n=k
bn
)1/α]α

N∑
n=1
bn
(
n∑
k=1
(
1
ak
)1/α)α
,
and so
N∑
k=1
(
1
ak
N∑
n=k
bn
)1/α

[
N∑
n=2
bn
(
n∑
k=2
(
1
ak
)1/α)α
+ 1
a1
N∑
n=1
bn
]1/α
.
As N → ∞, the assertion follows.
To prove (b) and (d) we choose in Theorem 1
An = bn, Bn = (an+1)−1/α, m = α−1.
Claim (b). We apply Theorem 1(b). We have[
N∑
k=1
bk
(
N∑
n=k
(
1
an+1
)1/α)α]1/α

N∑
n=2
(
1
an
n−1∑
k=1
bk
)1/α
and, as N → ∞, the assertion follows.
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N∑
n=2
(
1
an
n−1∑
k=1
bk
)1/α

[
N∑
k=1
bk
(
N∑
n=k
(
1
an+1
)1/α)α]1/α
and, as N → ∞, the assertion follows. 
In view of Lemma 2, from Corollary 1 we immediately obtain the following.
Corollary 2.
(a) If α  1, then
Z2 = ∞ ⇒ W2 = ∞, W1 = ∞ ⇒ Z1 = ∞.
(b) If α  1, then
W2 = ∞ ⇒ Z2 = ∞, Z1 = ∞ ⇒ W1 = ∞.
The following examples show that the vice versa of Corollary 2 in general does not hold
for α = 1, i.e., the following cases are possible:
α > 1: Z2 < ∞, W2 = ∞;
α < 1: Z2 = ∞, W2 < ∞;
α > 1: Z1 = ∞, W1 < ∞;
α < 1: Z1 < ∞, W1 = ∞.
Example 1. Let
(i) α > 1, an = 1
(n!)α , bn =
1
nα
1
(n!)α ,
(ii) α < 1, an = 1
(n − 1)! , bn =
1
n! .
Then in both cases Ya = ∞ and Yb < ∞. Let us show that Z2 < ∞ and W2 = ∞ in case (i),
while Z2 = ∞ and W2 < ∞ in case (ii). Case (i). Since
n∑
k=2
k! = n!
(
1 + (n − 1)!
n! +
(n − 2)!
n! + · · · +
2!
n!
)
< n!
(
1 + n − 2
n
)
= n!2(n − 1)
n
,
we have
Z2 < lim
N
N∑
n=2
1
nα
1
(n!)α
(
n!2(n − 1)
n
)α
= lim
N
N∑
n=2
1
nα
(
2(n− 1)
n
)α
< ∞.
On the other hand,
W2 > lim
N
N∑( 1
an
bn
)1/α
= lim
N
N∑ 1
n
= ∞.
n=1 n=1
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Z2 > lim
N
N∑
n=2
1
n!
1
an
= lim
N
N∑
n=2
1
n
= ∞,
while the fact
N∑
k=n
1
k! <
∞∑
k=n
1
k! <
1
n!
(
1 + 1
n + 1 +
1
(n + 1)(n + 2) + · · ·
)
<
1
n!
∞∑
i=0
1
2i
= 2
n!
implies
W2 < lim
N
N∑
n=1
[
(n − 1)!]1/α( 2
n!
)1/α
< ∞.
Example 2. Let
(i) α > 1, an = 2αn, bn = 2
α(n+1)
(n + 1)α ,
(ii) α < 1, an = n2n−1, bn = 2n.
In both cases Ya < ∞ and Yb = ∞. Let us show that Z1 = ∞ and W1 < ∞ in case (i),
while Z1 < ∞ and W1 = ∞ in case (ii). In case (i) we have
Z1 > lim
N
N∑
n=2
(
1
an
bn−1
)1/α
= lim
N
N∑
n=2
1
n
= ∞.
Since
N∑
k=n
2−k−1 < 2−1
∞∑
k=n
2−k = 2−n,
we obtain
W1 < lim
N
N∑
n=1
2α(n+1)
(n + 1)α
1
2αn
= lim
N
N∑
n=1
2α
(n + 1)α < ∞.
In case (ii) we have
Z1 = lim
N
N∑
n=2
(
1
n2n−1
)1/α(
2n − 1)1/α < lim
N
N∑
n=2
(
2
n
)1/α
< ∞
and
W1 > lim
N
N∑
n=1
bn
(
1
an+1
)
= lim
N
N∑
n=1
1
n + 1 = ∞.
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Here we apply the results of Section 3 in order to answer the above posed Problem 1.
In the linear case, i.e., for α = 1, the situation is described by Proposition 2. To analyze
similarities and discrepancies between the linear case and the half-linear one, it is useful to
distinguish the cases α > 1 and α < 1.
Consider the case α > 1. Concerning the mutual behavior of the series Z1,Z2,W1,W2,
in view of Corollary 2 and Examples 1 and 2, the possible cases are the following:
(C1) Z1 = W1 = Z2 = W2 = ∞;
(C2) Z1 = W1 = ∞, Z2 < ∞, W2 < ∞;
(C3) Z1 < ∞, W1 < ∞, Z2 = W2 = ∞;
(C4) Z1 < ∞, W1 < ∞, Z2 < ∞, W2 < ∞;
(C5) Z1 = W1 = ∞, Z2 < ∞, W2 = ∞;
(C6) Z1 = ∞, W1 < ∞, Z2 = W2 = ∞.
Observe that the case (C4) occurs if and only if Ya < ∞, Yb < ∞. In this case the behavior
of solutions of (1) has been already given in Proposition 1.
The following holds.
Theorem 2. Assume α > 1. The following holds for (1):
if (C1) holds, then M+ =M+∞,S , M− =M−0,S;
if (C2) holds, then M+ =M+∞,R , M− =M−B ;
if (C3) holds, then M+ =M+B , M− =M−0,R;
if (C4) holds, then M+ =M+B , M−0,S = ∅, M−0,R = ∅, M−B = ∅;
if (C5) holds, then M+ =M+∞,R , M− =M−0,S;
if (C6) holds, then M+ =M+∞,S , M− =M−0,R .
Proof. The assertion follows from Theorems A, B, and Corollary 2. 
A similar situation occurs in the case α < 1. Indeed, in addition to the cases (C1)–(C4),
in view of Corollary 2 and Examples 1 and 2, two additional cases may occur:
(C7) Z1 = W1 = Z2 = ∞, W2 < ∞;
(C8) Z1 < ∞, W1 = Z2 = W2 = ∞.
We have the following result.
Theorem 3. Assume α < 1. The following holds for (1):
if (C1) holds, then M+ =M+∞,S , M− =M−0,S;
if (C2) holds, then M+ =M+∞,R , M− =M−B ;
if (C3) holds, then M+ =M+, M− =M− ;B 0,R
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if (C7) holds, then M+ =M+∞,S , M− =M−B ;
if (C8) holds, then M+ =M+B , M− =M−0,S .
Proof. The assertion follows from Theorems A, B, and Corollary 2. 
In the linear case, from (3) the cases (C1)–(C4) are only possible. Therefore, in view
of Proposition 2, we can conclude that in cases (C1)–(C4) the situation concerning the
asymptotic behavior of solutions is, roughly speaking, the same for every α > 0. For this
reason, the half-linear equation in cases (C1)–(C4) behaves as the linear equation.
Theorems 2, 3 enable us to point out other similarities and discrepancies between the
linear and half-linear equations. As follows from Proposition 1, if Ya + Yb < ∞ or Ya =
Yb = ∞, then there is no discrepancy in the behavior of solutions of (1) and (2). Possible
discrepancies may occur only when exactly one of the series Ya,Yb is divergent. More
precisely, when α = 1, Proposition 2 gives the following for the linear equation (2):
(i1) M
+ =M+∞,S ⇐⇒ M− =M−0,S;
(i2) M
+ =M+∞,R ⇐⇒ M− =M−B ;
(i3) M
+ =M+B ⇐⇒ M−0,R = ∅.
When α = 1, properties (i1)–(i3) do not hold. Concerning the property (i1), solutions in
M
−
0,S (or in M+∞,S ) may coexist with other types of solutions. In the light of Proposition 2,
the property (i1) means that if there exists an extremal solution of (2), then all its solutions
must be extremal solutions. If Ya = Yb = ∞, by Proposition 1, this property remains to
hold also for the half-linear equation (1). However, as follows from Theorems 2, 3, this is
not true in cases (C5)–(C8). Similarly, from Theorems 2, 3 we immediately obtain that the
property (i2) fails when (C5) (α > 1), or (C7) (α < 1), holds and the property (i3) fails
when (C6) (α > 1), or (C8) (α < 1), holds.
The next result shows relationships between solutions x ∈M+ and u ∈ M− and extends
some results in [7], see also [1, Theorem 6.3.7].
Corollary 3. Assume Ya + Yb = ∞ and let x ∈M+ and u ∈M−. Then, for α  1,
lim
n
x[1]n = ∞ ⇒ limn un = 0, limn u
[1]
n = 0 ⇒ limn xn = ∞, (6)
and for α  1,
lim
n
un = 0 ⇒ lim
n
x[1]n = ∞, limn xn = ∞ ⇒ limn u
[1]
n = 0. (7)
Proof. Assume α  1. If a solution x ∈M+ satisfies limn x[1]n = ∞, then by Proposition 2
and Theorem 2 one of the cases (C1), (C3), or (C6) holds. Hence W2 = ∞. Applying
Theorem A, any solution u ∈M− tends to zero.
If any solution u ∈ M− satisfies limn u[1]n = 0, then, again by Proposition 2 and Theo-
rem 2, the case (C1), or (C2), or (C5) holds. Hence Z1 = ∞ and in view of Theorem B
any solution x ∈ M+ is unbounded. In the case α  1 the argument is similar. 
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tively. This fact is due to the possible coexistence of solutions in some subclasses of M+
and M−. For instance, the coexistence in M+∞,R and in M
−
0,S occurs in case (C5) (α > 1),
but not in the linear case. The same happens for the coexistence in M+∞,S and in M
−
B ,
which occurs in case (C7) (α < 1), but not in the linear case.
Following the linear case (see, e.g., [1,11]), another classification of solutions of (1) is
based on the concepts of recessive and dominant solutions. According to [6, Theorem 3],
there exists a solution u of (1), uniquely determined up to a constant factor, such that
lim
n
un
xn
= 0 , (8)
for any other solution x = λu, λ ∈ R. Solution u is called a recessive solution and x a
dominant solution.
Denote byM the set of recessive solutions of (1). By Proposition 2 and Theorems C,
2, 3, we have
M=M−0,S in cases (C1), (C5), (C8);
M=M−B in cases (C2), (C7);
M=M−0,R in cases (C3), (C4), (C6).
(9)
From here, we obtain the following result.
Corollary 4. Let α  1. Equation (1) has simultaneously zero-convergent recessive solu-
tions and unbounded dominant solutions if and only if (C1) is satisfied.
Observe that when α > 1 the coexistence of zero-convergent recessive solutions and
unbounded dominant solutions occurs also in cases (C5) and (C6).
Finally, applications of the summation inequalities to the Riccati equation will be given
elsewhere.
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