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ONE DIMENSIONAL STRUCTURES IN O-MINIMAL THEORIES
ASSAF HASSON
∗
, ALF ONSHUUS, AND YA'ACOV PETERZIL
Abstrat. We prove the Zil'ber Trihotomy Priniple for all 1-dimensional stru-
tures whih are denable in o-minimal ones.
On the level of types, we prove the following: LetM be an o-minimal struture
and let N be any struture denable in M. Assume that p is an N -type whih
is 1-dimensional in the sense of M. Then, essentially, N indues on p either a
trivial aclN -geometry, or the struture of a pure (possibly ordered) N -denable
vetor spae over a division ring, or an N -denable o-minimal expansion of a real
losed eld.
In partiular, if N is stable and 1-dimensional then the acl geometry is nees-
sarily loally modular.
Along the way, we develop a ne intersetion theory for denable urves in
o-minimal strutures.
The present work is a rst step in an attempt to lassify strutures interpretable
in o-minimal theories. Suh strutures may be stable (e.g., algebraially losed elds
of harateristi zero, ompat omplex manifolds) or unstable (e.g., expansions of
real losed elds, ordered vetors spaes). The ultimate goal would be to treat in
some uniform manner all of these examples by exploiting the ambient o-minimal
environment.
Denition 0.1. A struture N is denable in an o-minimal struture M if it is
interpretable in the real sorts ofM (i.e. not inMeq). More preisely, the universe of
N , all it N , is an M-denable set and its atomi relations are ertain M-denable
subsets of Nk, k ∈ N. We say that N is denable of dimension k in M if k is the
minimal possible dimension of suh an M-denable set N .
If N is denable in an o-minimal struture M, quite a few good properties are
indued on N . Here is a partial list:
(1) N has the non-independene property, NIP.
(2) N is super-rosy of nite þ-rank, [16℄
(3) There is a bound on uniformly denable families of nite sets in M and
therefore also in N . Said dierently, N eliminates the ∃∞ quantier.
(4) If N is a N -minimal (i.e. N has no N -denable innite subsets of smaller
M-dimension) then aclN (the algebrai losure in the sense of N ) satises
the exhange property (see [19℄). Combined with (3), this means that N is
a geometri struture (see [14℄ for more on geometri strutures).
(5) If N is stable then it has nite U -rank, with U(N ) 6 dimM(N), [7℄.
Let us onsider the following setting: Fix M, a suiently saturated o-minimal
struture with a dense underlying order, and assume that N is a geometri struture
denable in M.
∗
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Our main interest is to extrat algebrai information from the geometri struture
of N . The idea is to follow Zilber's division of geometri strutures N into three
types:
Degenerate: aclN (A) =
⋃
{aclN (a) : a ∈ A} for all A ⊂ N .
Linear: Every normal denable family of plane urves in N is 1-dimensional
(in the sense of N ), but N is non-degenerate.
Rih: There exists a normal 2-dimensional (in the sense of N ) denable family
of plane urves.
Clearly, degenerate geometries do not allow the existene of innite denable
groups, and indeed by ompatness not even the existene of type denable ones.
Therefore there is no point looking for algebrai data in degenerate strutures. But
the Linear/Rih dihotomy has been subjet to muh researh. The underlying the-
sis, sometimes known as Zilber's Priniple, is that linear geometries should arise
from pure linear strutures (e.g a vetor spae with no additional struture) and
that in ontexts of "topologial avour" rih ombinatorial geometries arise from the
geometry of interpretable elds.
In the stable ase, though not in general true (see [13℄), Zilber's Priniple has been
rst proved in [15℄ for strongly minimal Zariski geometries, and extended later to
several related ontexts. In the o-minimal world a loal version of the priniple was
proved in [20℄.
A natural onjeture to make in this ontext is:
Conjeture If N is a geometri struture denable in an o-minimal M then Zil-
ber's Priniple holds for N . In partiular, if N is rih then it interprets a eld.
Note that the above onjetre, if true, will over some remaining open ases of
Zilber's original onjeture, for strongly minimal strutures interpretable in alge-
braially losed elds of harateristi zero (See Rabinovih's work [24℄ on the main
ases of this question).
Our present work an be seen as a proof of the above onjeture in the ase where
N is denable in M and dimM(N) = 1 (see [8℄ and [21℄ for the investigation of
ertain ases of denable, stable, two-dimensional strutures). First note that if N
is 1-dimensional and denable in M then every N -denable subset of N is either
nite or has dimension one. Thus N itself is an N -minimal set and therefore a
geometri struture. The main bulk of our work goes into proving that if N is one-
dimensional, denable in M, and stable then it annot be rih. Let us see, in view
of Zilber's Priniple above, why we should indeed expet this to be true:
Assume that N is rih, then a eld K should be interpretable in N (if we believe
the above priniple). Beause N is superstable the eld K must be algrebraially
losed, and beause it is interpretable in an o-minimal theory it has to be of har-
ateristi zero. Moreover, if M expands a real losed eld R then K is denably
isomorphi to the algebrai losure of R and in partiular its o-minimal dimen-
sion is two (for both statements see [18℄). It follows ([21℄) that K, with all its
N -indued struture, is a pure eld and therefore strongly minimal. However, be-
ause K is interpretable in the geometri struture N , its strong minimality implies
that dimM(K) = dimM(N) = 1, a ontradition. (The assumption thatM expands
a real losed eld an ataully be avoided).
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The same argument shows, assuming that the onjeture is true: If N is a rih
strongly minimal struture whih is interpretable in an o-minimal one then nees-
sarily dimM(N) = 2. Interestingly, the remaining open ases in proving Zilber's
onejture for strongly minimal strutures in algebraially losed elds are exatly
those in whih the underlying universe of N is of algebrai dimension bigger than
one.
Returning to our present work, after proving that a stable one-dimensional stru-
ture denable in M annot be rih, the analysis of the linear stable ase redues to
lassial struture theorems on 1-based theories of U -rank 1. In the unstable ase,
we rely on results from [9℄ and [20℄ to nish our analysis. Taken together, our main
theorem is:
Theorem 1. Let N be a 1-dimensional struture denable in an o-minimal one.
Then one of the following hold:
(1) N is degenerate.
(2) N is linear: There exists X ⊆ N eq suh that either X is strongly minimal and
loally modular (whose N -denable struture arises from a denable vetor
spae) or X is an o-minimal group interval, whose N -denable struture
arises from an ordered vetor spae.
(3) N is rih and interprets a real losed eld.
Beause of the exibility in pathing together any two o-minimal strutures into
a new one, it is lear that on the global level we annot hope for sharper results.
To get the more informative statement, our theorem will be formulated in terms of
ertain types in an arbitrary M-denable struture N . We say that an N -type p is
M-1-dimensional if it is ontained in some N -denable set whose M-dimension is
one. Beause N has nite þ-rank, a natural rst step in any analysis of suh an N
would be a lassiation of its þ-rank 1 types. Here we omplete this lassiation for
the ase when þ-rank minimal types are M-1-dimensional. The work of [9℄ suggests
that for unstable types this lassiation is not far from being suient. For a
non-algebrai type p ∈ S1(N) say that:
Trivial: p is trivial if for every nite set of parameters A ⊆ N , and a1, . . . , an, b |=
p, if b ∈ aclN (Aa1...an) then b ∈
⋃n
i=1 aclN (Aai).
Rih: p is rih if there exist a nite set A, an element b |= p with dimN (b/AN) =
1 and an (almost) normal family F of plane urves, N -denable over the set
NA, suh that {f ∈ F : 〈b, b〉 ∈ f} is innite.
Linear: p is linear if p is not trivial and not rih.
Note that the notion of rihness is denable in the following sense: If p is rih,
witnessed by b and a family of urves Fa¯ (over parameters in a¯) then, beause
dimN (b/Na) = 1, there exists an a¯-denable innite set Xa¯ ontaining b suh that
whenever b′ ∈ Xa¯ the pair 〈b
′, b′〉 belongs to innitely many urves from Fa¯. We an
now nd a formula θ ∈ p suh that for all b′ |= θ there exist a tuple a¯′, Fa¯′ and Xa¯′
with the same properties. We will say that θ isolates the rihness of p.
The loal version of Theorem 1 is then:
Theorem 2. Assume that N is a denable struture in an o-minimal M and that
p is a omplete 1-M-dimensional N -type over a model N0 ⊆ N . Then:
(1) p is trivial (with respet to aclN ).
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Or, there exists an N -denable equivalene relation E with nite lasses
suh that one of the following holds:
(2) p is linear, in whih ase either
(a) p/E is a generi type of a strongly minimal N -denable one-dimensional
group G, and the struture whih N indues on G is loally modular. In
partiular, p is strongly minimal. Or,
(b) for every a |= p there exists an N -denable ordered group-interval I
ontaining a/E. The struture whih N indues on I is a redut of an
ordered vetor spae over an ordered division ring.
(3) p is rih: For every a |= p there exists an N -denable real losed eld R
ontaining a and the struture whih N indues on R is o-minimal.
The above statement gives a more preise meaning to Theorem 1 and learly
strengthen it.
The results of this paper are true for N denable in arbitrary dense o-minimal
strutures (and by elimination of imaginaries, we may replae "denable" with "in-
terpretable", if M expands an o-minimal group). However, in order to keep the
exposition leaner, throughout the main part of the work, we will assume that in
fatM expands an o-minimal eld. In Appendix B we prove the results to arbitrary
o-minimal strutures.
The struture of the paper Setion 1 is quite tehnial. In it we develop a ne
theory of tangeny and transversality for urves in denable families. An important
ingredient in the whole argument turns out to be the theory of limit sets as developed
by v.d. Dries in [5℄ and we review it here and in Appendix A. In Setion 2 we prove
that every stable denable 1-dimensional struture is neessarily 1-based. In Setion
3 we prove the main theorem, for strutures and for types. As mentioned above, in
Appendix B we generalise the result from expansions of real losed elds to arbitrary
o-minimal strutures.
1. Some elements of intersetion theory
In this setion we develop elements of intersetion theory whih will be used in the
proof of Theorem 1. Some parts of this theory were already developed in [20℄ and
we will use several results and proofs from that paper. However, the setting there
allowed us to trim the original family of urves as the proof progressed, by working
loally in regions where the original family is well-behaved. In the urrent setting
this is impossible (beause the ordering is not assumed to be denable in N ) and
therefore one needs to develop a ner intersetion theory. We mainly onentrate on
ounting the number of intersetion points of plane urves.
Although the treatment of the strongly minimal ase will fous on reahing a
ontradition (from the assumption that the struture is one dimensional and loally
modular) the results proved in this setion are true in any o-minimal struture with a
family of urves as given below. Some of the results are stated under the assumption
that the o-minimal struture expands a eld. In Appendix B we will show how to
avoid this assumption.
1.1. Intersetions of two urves. We use the term urve to denote any M-
denable one-dimensional set. A plane urve is a urve in M2.
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Denition 1.1. Given an M-denable plane urve and p ∈ X, we say that X is C0
at p if X is loally M-homeomorphi to an open interval (we also say that p is a
C0-point of X).
It is not diult to see that in this ase X divides M2, suiently lose to p,
into two denably onneted omponents, W1,W2. Namely, for every suiently
small retangular neighbourhood W of p, the set W \X has two denably onneted
omponents, one having the same germ as W1 at p and the other as W2.
The following denitions ome from 2.13 of [20℄:
Denition 1.2. If X and Y are two M-denable plane urves and p is a C0-point
on both, we say that X and Y touh eah other at p (see Figure 1 below) if there is
some retangular neighbourhood U of p suh that U \X has two omponents W1,W2
and either Y ∩ U ∩W1 = ∅ or Y ∩ U ∩W2 = ∅.
Figure 1:
X touhes Y at p
Figure 2:
X ≺+p Y, Y ≺
−
p X
It is easy to see that touhing is a symmetri relation. If M expands a real losed
eld and X and Y are C1-urves then this notion of tangeny is stronger than the
two urves having the same tangent spae at p.
Denition 1.3. Let X and Y be two denable plane urves. Assume that p =
〈x0, y0〉 ∈ X ∩ Y and that X and Y are graphs of funtions, f(x) and g(x), re-
spetively, near p0. We say that X 4
+
p Y (X ≺
+
p Y ) if there is x1 > x0 suh that
f(x) 6 g(x) (f(x) < g(x)) for all x in the interval (x0, x1).
We dene X 4−p Y (X ≺
−
p Y ) if there exists x1 < x0 suh that for all x ∈ (x1, x0),
we have f(x) 6 g(x) (f(x) < g(x)). We write X 4p Y (X ≺p Y ) if Y 4
−
p X
(Y ≺−p X) and X 4
+
p Y (X ≺
+
p Y ).
If X and Y are graphs of C1 funtions f(x), g(x), with respet to a denable real
losed eld, and f(x0) = g(x0), f
′(x0) < g
′(x0) then we have X ≺p Y (see Figure 2)
Notie that, in the setting above, X and Y touh eah other at p if and only one
of the following holds:
(i) X 4−p Y and X 4
+
p Y (namely, Y touhes X from below) , or
(ii) Y 4−p X and Y 4
+
p X (Y touhes X from above).
1.2. Normal families of urves.
Denition 1.4. A denable family of urves F = {Cq : q ∈ Q} in M
n
is alled
normal if for every q1, q2 ∈ Q, the urves Cq1 and Cq2 interset in at most nitely
many points. We say that a normal F has dimension k if dimQ = k.
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A family F as above is alled almost normal if for every q1 ∈ Q there are at
most nitely many q2 ∈ Q suh that Cq1 ∩ Cq2 is innite. The dimension of F is by
denition dim(Q).
Note that if F is almost normal and q ∈ Q is generi, there exists a neighbourhood
U ∋ q suh that Cq ∩ Cq′ is nite for all q
′ ∈ U . If we take U denable over generi
parameters, then we get by the generiity of q, an open V ∋ q suh that for all
q1, q2 ∈ V , Cq1 ∩ Cq2 is nite. Therefore, FV := {Cq : q ∈ V } is normal. Sine the
results of this setion are all loal in nature, using the above observation, they are
all true for almost normal families (with the same proofs). For the sake of larity,
the statements are only given for normal families.
Lemma 1.5. Let F = {Cq : q ∈ Q} be a denable, k-dimensional normal family of
urves in P ⊆Mn, with dimP = 2 and k > 1. Assume that F is denable over A.
(i) For every 〈p, q〉 ∈ P × Q, if p ∈ Cq and dim(p, q/A) = k + 1 then p and q are
generi over A in P and Q, respetively, and dim(p/qA) = 1.
(ii) If P ⊆M2, p = 〈x0, y0〉 and dimM(p, q) = k + 1 then there exist open intervals
I and J , around x0 and y0, respetively, suh that Cq ∩ I × J is the graph of a
ontinuous, stritly monotone funtion.
Proof. (i) Beause for every q ∈ Q we have dim(Cq) = 1, it follows that dim(q/A) =
k, and hene dim(p/qA) = 1. Beause the intersetion of any two Cq is nite we
have dim(p/A) = 2.
(ii) Beause p is generi in Cq, the urve Cq is the graph of a ontinuous funtion fq
near p (either in x or in y). If this funtion were loally onstant, say as a funtion of
x, then, by the generiity of q we would get a k-dimensional set of fq loally onstant
near x0. Beause k > 1 we would get an innite set of q
′
suh that fq′ all agree on
a whole interval, ontraditing normality. 
When F is a xed family of urves parameterised by Q then we sometimes write
q1 4p q2 instead of Cq1 4p Cq2 .
1.3. Nie families of urves.
Lemma 1.6. Let F = {Cq : q ∈ Q} be a ∅-denable two-dimensional normal family
of urves in P ⊆ M2. Assume that p0 ∈ Cq0 and that dimM(p0, q0/∅) = 3. Then
there exist a neighbourhood U ×W ⊆M2×Q of 〈p0, q0〉 suh that for all q1, q2 ∈W
the urves Cq1 and Cq2 interset at most one in U and they do not touh eah other
at their point of intersetion.
Proof. Assume that p0 and q0 are as above. Then, by possibly shrinking P and Q
we may assume that for every q ∈ Q the urve Cq ⊆ P is the graph of a ontinuous
partial funtion fq from M into M and that fq vary ontinuously with q.
Claim 1 For all q 6= q0 suiently lose to q0 the urve Cq does not touh Cq0 at p0.
Indeed, if the laim fails then there is a 1-dimensional set Q′ ⊆ Q ontaining
q0 and denable over generi parameters, suh that Cq′ touhes Cq0 at p0 for every
q′ ∈ Q′. Beause q0 is generi, by standard dimension onsiderations, we an obtain a
denable, one-dimensional set Qp0 suh that for any q1, q2 ∈ Qp0 , the urves Cq1 , Cq2 ,
touh eah other at p0. Now, by varying p0, we may nd an open set U ontaining
p0 and a relatively open Q1 ⊆ Q suh that for every p ∈ U and every q1, q2 ∈ Q1,
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if p ∈ Cq1 ∩ Cq2 then Cq1 and Cq2 touh eah other at p. We may assume that U
and Q1 are 0-denable (by hoosing them to be denable over suiently generi
and independent parameters). Let us show that this ontradits the fat that Q is
two-dimensional and F is normal:
Let p0 = 〈x0, y0〉 and Q0 = {q ∈ Q1 : fq(x0) = y0}. Choose x1 > x0 generi
(over all mentioned parameters) and y1 = fq0(x1) suh that 〈x1, y1〉 ∈ U . Sine y1
is generi in M over p0q0, there are q1, q2 ∈ Qp0 suh that fq1(x1) < y1 < fq2(x1). If
we now take any q ∈ Q1 suh that fq(x0) 6= y0 then neessarily fq(x1) 6= y1, for oth-
erwise the graph of fq will have to ross (and therefore not touh) either Cq1 or Cq2
in the interval (x0, x1). By the normality of F and the generiity of (x0, y0), (x1, y1)
there are at most nitely many q ∈ Q1 suh that both points are in Cq. So there are
at most nitely many q ∈ Q1 suh that 〈x1, y1〉 ∈ Cq1 , in ontradition to the fat
that F is two-dimensional. End of Claim 1.
Claim 2 There is an open U ⊆ P and an openW ⊆ Q suh that for every q1 6= q2 ∈ U
and for every p ∈ Cq1∩Cq2∩W , the urves Cq1 and Cq2 do not touh eah other at p.
Indeed, by Claim 1 there is a relatively open W ′ ⊆ Q suh that for every q 6= q0
in W ′, if p0 ∈ Cq ∩Cq0 then Cq and Cq0 do not touh eah other at p0. By hoosing
the parameters dening W ′ suiently independent, we may assume that W ′ is 0-
denable. By the generiity of q0 in Qp0 , we may nd an openW ⊆ Q, q0 ∈W ⊆W
′
,
suh that for every q′, q′′ ∈ W , if p0 ∈ Cq′ ∩ Cq′′ then the two urves do not touh
eah other at p0. Again, we assume that W is 0-denable. Finally, we may use the
generiity of p0 to obtain the desired U . End of Claim 2.
The rest of the proof is extrated from Lemma 4.3 in [20℄, so we only sketh the
argument.
We rst may assume that Q ⊆M2. By Claim 2, we may assume that for all p ∈ U
and q1, q2 ∈ Q, if Cq1 , Cq2 interset in p ∈ U then either q1 4p q2 or q2 4p q1.
Using Claim 2 and o-minimal-type dimension arguments, we may nd open den-
able neighbourhoods W of q0 and U of p0 suh that for every p ∈ U and for every
q1 = 〈a1, b1〉, q2 = 〈a2, b2〉 ∈ W suh that p ∈ Cq1 ∩ Cq2 , we have: q1 4
+
p q2 if and
only if a1 6 a2. In partiular, the 4
+
p -ordering depends only on q1, q2 and not on p.
We laim that these U and W are the desired neighbourhoods. Indeed, if Cq1
and Cq2 interset more than one in U , for q1, q2 ∈ W , then take two onseutive
points of intersetions p1 and p2. Notie that if q1 4
+
p1
q2 then, beause we assumed
that Cq1 and Cq2 do not touh eah other, we neessarily have q2 4
+
p2
q1. But this
ontradits the fat that the 4+p -ordering depends only on q1 and q2 (and not on
p). 
The following is a variation of a similar denition from [20℄.
Denition 1.7. Let F = {Cq : q ∈ Q} be a denable normal family of plane urves,
all ontained in U ⊆M2, where Q is an open subset of M2. We say that F is a nie
family if the following hold:
(i) For every q1, q2 ∈ Q, Cq1 and Cq2 interset at most one in U .
(ii) For every q ∈ Q, the urve Cq is the graph of a partial funtion fq :M →M .
(iii) The partial funtion F (a, b, x) whih sends 〈a, b, x〉 ∈ Q × M to f〈a,b〉(x) is
ontinuous in all variables and stritly monotone in eah of its variables. Moreover,
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in eah of the variables, F has the same monotoniity behaviour, as the other two
variables vary. E.g., if F (a1, b1,−) is stritly inreasing in the last variable, for some
〈a1, b1〉 ∈W then for all 〈a, b〉 ∈W , the funtion F (a, b,−) is stritly inreasing.
Corollary 1.8. Let F = {Cq : q ∈ Q} be a 0-denable normal family of plane
urves, where Q is a two-dimensional subset of M2. Assume that p0 ∈ Cq0, with
dimM(p0, q0/∅) = 3. Then there is an open neighbourhood U ×W of 〈p0, q0〉 suh
that the family FU,W = {Cq ∩ U : q ∈W} is nie.
Proof. Clause (i) of the denition of a nie family follows from Lemma 1.6, while the
other lauses follow from generiity. 
Denition 1.9. Given a nie family of plane urves F = {Cq : q ∈ Q} and a
denable urve X ⊆ M2 we say that X is F-bounded at p if there are q1, q2 ∈ Q
suh that p ∈ Cq1 , Cq2 and Cq1 4p X 4p Cq2 (see gure)
C is bounded at p by X and Y
The following is just Theorem 10.5 from [20℄. The proof there uses no more than
our denition of a nie family.
Fat 1.10. Let F be a nie family of urves in U ⊆M2 and let X ⊆ U be a denable
urve that is F-bounded at every point. If p is generi in X then there exists a unique
urve from F whih touhes X at p.
In partiular, if X = Cq then the only urve from F that touhes Cq at p is Cq
itself.
Corollary 1.11. Let F be a two-dimensional normal family of plane urves. Let
X ⊆ M2 be an A-denable urve, p generi in X (over A) and also generi in M2
(over ∅). Then there are at most nitely many urves from F whih touh X at p.
Proof. If there were innitely many touhing urves in F we ould nd q ∈ Q suh
that dim(p, q/A) = 3 and Cq touhes X at p. By 1.5, q is generi in Q over A. By
Lemma 1.8, there is a neighbourhood U ×W of 〈p, q〉 suh that FU,W = {〈p, q〉 ∈
U × W : p ∈ Cq} is nie. Furthermore, we an hoose U to be denable over
independent parameters. It follows from 1.10 that q ∈ dclM(Ap), ontradition. 
Denition 1.12. Let F be a normal family of urves and X a denable urve in
M2. For p a C0-point of X, let us denote by τ(X, p) the set of all q ∈ Q suh that
Cq touhes X at p.
We let
τ(X) =
⋃
{τ(X, p) : p a C0-point of X} ⊆ Q.
We say that X is F-linear near p if there exist a neighbourhood U of p and q ∈ Q
suh that for every p′ ∈ U ∩X, we have τ(X, p′) = {q}.
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If F is a nie family then X is F-linear near a generi p if and only if X equals
near p to some Cq in F . If F is not assumed to be nie then we just have the only if
diretion. Namely, it is possible that Cq ∈ F has urves from F (other than itself)
touhing it at p, in whih ase X = Cq will not be F-linear.
Assume that F is a nie family of urves, X is F-bounded and not F-linear near
any of its points. Then for any p ∈ X for whih τ(X, p) 6= ∅, τ(X, p) and p are
inter-denable inM over A. In partiular, τ(X) is a denable 1-dimensional set. By
orollary 1.11 this would still be true for normal F provided that there is no p ∈ X
suh that {q ∈ Q : p ∈ Cq} is two-dimensional. Furthermore, by 1.11, if p ∈ X is
generi and q ∈ τ(X, p) then q is generi in τ(X) over A.
Innitesimals It is useful for muh of what is oming next to introdue the notion
of innitesimals: Given p ∈Mn, we denote by νp the innitesimal neighbourhood of
p, dened as follows: Given M∗ an |M |+-saturated elementary extension of M, νp
is the intersetion of all M-denable open neighbourhoods of p in M∗. Notie that
for a = 〈a1, . . . , an〉 ∈M
n
, we have νa = νa1 × · · · × νan .
Even though the set νp is not denable, most of the statements involving νp
appearing in this paper an be restated in a rst order manner. For example, the
statement For every q ∈ νq0 the set X∩Cq∩νp0 is nonempty is equivalent to There
exist neighbourhoods U of p0 and W of q0 suh that for all q ∈W , the set X∩Cq∩U
is nonempty.
Lemma 1.13. Let F be a nie family of plane urves in U ⊆ M2, X ⊆ U an
A-denable urve that is F-bounded. Assume that p0 ∈ X is generi over A, that
X is not F-linear near p0 and that Cq0 touhes X at p0. Let W1,W2 be the loally
denably onneted omponents of M2 \ τ(X) at q0.
Then, there is i ∈ {1, 2}, suh that the following are true:
(1) Given any q ∈Wi ∩ νq0 , the set Cq ∩X ∩ νp0 is empty.
(2) Given any q ∈W3−i ∩ νq0, the set Cq ∩X ∩ νp0 ontains at least two points.
Proof. Write p0 = 〈x0, y0〉, q0 = 〈a0, b0〉. As disussed above, q0 ∈ τ(X) is generi
over A so in partiular it is a C0 point of τ(X). Consider the ontinuous funtion
F (a, b, x) = f〈a,b〉(x), as given by the denition of nie families. Without loss of
generality the domain of F is a produt of intervals I1 × I2 × I3 and its range is
ontained in the interval I4. Sine p0 is generi in X, the set X itself is also loally,
near p0, the graph of a funtion, and without loss of generality we assume it is
a funtion of x. Call this funtion g(x). (If X is not a funtion of x, then, by
generiity it is loally of the form x = c; in this ase, notie that sine F is nie, we
an interhange the roles of x and y in F and onsider it as a family of funtions of
y).
There are several ases to onsider, but we will handle only one of them (the rest
an be handled in a similar way). We assume that Cq0 touhes X from above at p0.
Namely, for all x near x0, we have fq0(x) > g(x). Beause p0 is generi in X and Cq0
is the unique touhing urve from F at p0, there is a neighbourhood U of p0 suh
that for all p ∈ U ∩X, there is a touhing urve Cq ∈ F to X at p and Cq touhes
X from above there.
Sine q0 is generi in τ(X) over A, we may assume that τ(X) is the graph of a
funtion in the rst variable.
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Let us assume (by the denition of nie families) that F (a,−, x) is stritly in-
reasing in the seond variable, near b0, for all a, x lose to a0, x0, respetively. Fix
an interval I ontaining νx0 suh that for all 〈a, b〉 ∈ νq0 we have I ⊆ dom(fa,b). It
follows that for all b > b0 and x ∈ I, we have F (a0, b, x) > F (a0, b0, x) > g(x). In
partiular, the urve Ca0,b lies above the urve X in some neighbourhood of p0 and
therefore the two urves do not interset near p0 (see Figure 3, with Cq0 for Ca0b ).
Figure 3:
The P universe
Figure 4:
The Q universe
Now, as we pointed out above, for all q = 〈a, b〉 ∈ τ(X)∩νq0 , the urve Cq touhes
X from above at some p ∈ νp0 . If q
′ = 〈a, b1〉 ∈ νq0 and b1 > b then by the same
argument Cq′ ∩X ∩ νp0 = ∅.
So, in the ase we just onsidered, the loal omponent W1 of M
2 \ τ(X) whih
lies above the urve τ(X) satises: For all q1 ∈ W1 ∩ νq0 , Cq1 ∩ X ∩ νp0 = ∅ (see
Figures 3,4, with Cq1 for Ca0b1).
Let us onsider the loal omponent W2 whih lies below τ(X). If we take b1 < b0,
and 〈a0, b1〉 ∈ νq0 then
(1) fa0,b1(x0) < fa0,b0(x0) = g(x0).
At the same time, by the previous argument there are x1 < x0 < x2 both in
νx0 suh that fa0,b0(x1) > g(x1) and fa0,b0(x2) > g(x2). Therefore, by ontinuity
onsiderations, if b1 is suiently lose to b0 then there are x
′
1, x
′
2 ∈ νx0 , x
′
1 < x0 < x
′
2
suh that
(2) fa0,b1(x
′
1) > g(x
′
1) and fa0,b1(x
′
2) > g(x
′
2).
It follows by ontinuity from (1) and (2) that for some x′′1 , x
′′
2 ∈ νx0 we have
(3) fa0,b1(x
′′
1) = g(x
′′
1) and fa0,b1(x
′′
2) = g(x
′′
2).
Hene, X and Ca0,b1 interset at least twie in νp0 , for b1 < b and lose to b0 (see,
again, Figures 3 and 4).
Repeating the same argument for every q = 〈a, b〉 ∈ τ(X) ∩ νq0 and 〈a, b1〉 ∈ νq0
with b1 < b, we onlude that |Ca,b1 ∩X ∩ νp0 | > 1. 
Lemma 1.14. Let F be a nie family. Let X ⊆M2 be an A-denable urve, p0 ∈ X
generi over A. If there is a urve from F that touhes X at p0 then X is F-bounded
near p0.
Proof. Assume that Cq0 touhes X at p0. By Lemma 1.13 and its proof, there are
q′ arbitrarily lose to q0 and p1, p2 ∈ νp0 suh that Cq′ 4p1 X and X 4p2 Cq′ . But
then the two sets
{p′ ∈ X : ∃q′ Cq′ 4p′ X}
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and
{p′ ∈ X : ∃q′ X 4p′ Cq′}
interset νp0 nontrivially. Sine these sets are denable just over the parameters
dening X and F , and sine p0 is generi in X over these parameters, the sets must
ontain all of X ∩ νp0 , hene X is F-bounded in a neighbourhood of p0. 
Lemma 1.15. Let F be a nie family of urves, X an A-denable urve, p ∈ X
generi over A and q0 ∈ Q. If p ∈ Cq0 ∩X then one and only one of the following
holds:
(i) Cq0 touhes X at p, or
(ii) For every q ∈ νq0, we have |Cq ∩X| = 1.
Proof. Notie that by 1.13, lauses (i) and (ii) annot hold simultaneously. Assume
that Cq0 does not touh X at p.
Then Cq0 intersets both loal omponents of M
2 \ X in νp. By ontinuity, Cq′
intersets both omponents of M2 \ X in νp for all q
′ ∈ νq0 . By the denable
onnetedness of Cq′ (or equivalently, the ontinuity of the funtion fq′), every suh
urve Cq′ must interset X in νp at least one.
Assume now, towards ontradition, that there exists q ∈ νq0 suh that Cq∩X∩νp
ontains more than one point. We laim that X is F-bounded near p. There are two
possibilities to onsider:
(i) Cq touhes X at one or more of these points of intersetion. In this ase, by
Lemma 1.14 above, X is F-bounded in some open subset of νp. Beause of the
generiity of p (over the parameters dening F ,X), the urve X is F-bounded in a
neighbourhood of p.
(ii) Cq does not touh X at any of their points of intersetion. In this ase, as we
observed before, we an nd p1, p2 ∈ νp suh that Cq 4p1 X and X 4p2 Cq. This
was already shown to imply that X is F-bounded in νp.
Sine X is F-bounded, by 1.10 there is a unique q′ ∈ Q suh that Cq′ touhes X
at p. However, if we now replae Q by a smaller open neighbourhood of q0 then the
above argument shows that X is still F-bounded near p with respet to the restrited
F and therefore there is still a urve in this family that touhes X at p. This urve
must therefore be Cq0 , ontraditing the assumption that Cq0 does not touh X at
p. 
The last lemma an be seen as saying that in a nie family of urves, every urve
that intersets X at a generi point either touhes X or is intersets it transversally.
Lemma 1.16. Let F0 = {Cq : q ∈ Q0}, F1 = {Dq : q ∈ Q1} be two 0-denable
two-dimensional nie families of plane urves. Let q0, q1 be generi in Q0, Q1, re-
spetively, and p0 ∈ Cq0 ∩ Dq1 suh that dimM(p0, q0/∅) = dimM(p0, q1/∅) = 3.
Assume that there exists some A-denable urve X suh that p0 is also generi in X
over A. If Cq0 and Dq1 both touh X at p0 then Cq0 and Dq1 touh eah other at p0,
and q0 and q1 are inter-denable over p0.
Proof. Notie that if Cq0 and Dq1 touh X on opposite sides, then they learly touh
eah other as well (see Figure 5). Assume then that the two urves touh X "from
above". Beause of the generiity of p0 in X, for every p ∈ νp0 , there is q ∈ νq0
suh that Cq touhes X from above at p. Similarly to the proof of 1.14, it follows
that Dq1 is F0-bounded near p0 (see Figure 6). Moreover, even if we shrink Q0 to
a smaller neighbourhood of q0, the urve Dq1 is still F0-bounded with respet to
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this new family. As in the proof of Lemma 1.15, it follows (using 1.10), that Cq0
touhes Dq1 at p0. (Dq1 plays the role of X from 1.10). By 1.11 (applied to the
Figure 5:
Cq0 ,Dq1 on opposite sides
Figure 6:
Dq1 is F0-bounded
family F0 and the urve Dq1), if the two urves touh eah other at p0 then we have
q0 ∈ dclM(q1, p0). Similarly, q1 ∈ dcl(q0, p0). 
1.4. Normal families and dierentiability. Throughout this subsetion we as-
sume that M expands a real losed eld.
Lemma 1.17. Let {Xt : t ∈ T} be a 0-denable normal family of plane urves, of
dimension at least 2. Let t0 ∈ T be generi, X = Xt0 , and p0 = 〈x0, y0〉 ∈ X generi
over t0. Then X is loally the graph of stritly monotone C
1
-funtion, y = ft0(x).
If d is the derivative of ft0 at x0 then dimM(d/p0) = 1.
Proof. The rst part follows from generiity together with the fat that dimM T > 2
(otherwise, X ould be of the form x = c). As for the seond part, if d ∈ dclM(p0)
then there is a denable funtion d(p), dened in a neighbourhood U0 of p0, and
there exists a neighbourhood T0 of t0 in T , suh that for every p ∈ U0 and every Xt
ontaining p, with t ∈ T0, the derivative of Xt at p equals to d(p).
By the Uniqueness Theorem for dierential equations in o-minimal strutures (see
Theorem 2.3 in [18℄), for every Xt, t ∈ T0, if p0 ∈ Xt then Xt and Xt0 oinide in
some neighbourhood of p0. This ontradits normality. 
Lemma 1.18. Assume that F = {Cq : q ∈ Q} is a ∅-denable two-dimensional
normal family of plane urves. If p0 = 〈x0, y0〉 is generi in M
2
then for all but
nitely many q ∈ Q, if p0 ∈ Cq, then Cq is the graph of a C
1
-funtion y = fq(x)
near p0. For every suh q, f
′
q(x0) and q are inter-denable over p0.
Proof. For p ∈ M2 let ℓp = {q ∈ Q : p ∈ Cq}. The rst part of the lemma follows
from the fat that if q is generi in ℓp0 over p0 then p0 is generi in Cq over q (by
1.5).
Assume now fq(x) is C
1
near x0 and that d = f
′
q(x0). If there are innitely
many q′ ∈ ℓp0 suh that f
′
q′(x0) = d then rst of all there is q0 ∈ ℓp0 suh that
dimM(q0/p0) = 1 and d = f
′
q0
(x0). Furthermore, beause dimM(ℓp0) = 1, we have
d ∈ dclM(p0). This ontradits Lemma 1.17 with Cq0 here taken as X. 
Denition 1.19. Let X be a denable urve. We say that X has rank k over A if
there is a an A-denable normal family of urves {Xt : t ∈ T} and t0 ∈ T generi
over A, suh that X = Xt0 and dimM(T ) = k. We say that X has rank k if A = ∅.
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The following is easy to verify:
Remark 1.20. The notion of rank is well-dened, even loally. Namely, let X ⊆Mk
be a denable urve of rank k over A, and U an A-denable open set with U∩X 6= ∅.
Then for every A-denable normal family of urves {Xt : t ∈ T
′}, if there exists t in
T ′ suh that X ∩ U = Xt ∩ U then dimM(T
′) > k. In partiular, X ∩ U has also
rank k over A.
We an now establish the onnetion between the dierential notion of tangeny
and that of touhing urves.
Theorem 1.21. Let F = {Cq : q ∈ Q} be an ∅-denable normal family of plane
urves of dimension greater than 1. Let X be an A-denable plane urve of rank
greater than 1, p0 = 〈x0, y0〉 ∈ X generi over A, and d the derivative of the funtion
assoiated to X at x0.
If p0 ∈ Cq0 for q0 ∈ Q and if f
′
q0
(x0) = d (in the notation above) then Cq0 and X
touh eah other at p0 and dimM(p0, q0/∅) = 3.
Proof. We assume that all sets are 0-denable. By 1.5, p0 is generi in M
2
. It follows
from 1.17 that dimM(d/p0) = 1, and from 1.18 it follows that dimM(q0/p0) = 1,
hene dimM(p0, q0/∅) = 3.
We may assume now that X is the graph of a C1-funtion y = h(x) near x0. By
Theorem 1.8, we may assume that F is a nie family.
Assume towards ontradition that Cq0 does not touh X at p0. Say, we have
X ≺p0 Cq0 . It follows from ontinuity of the family that for every q ∈ νq0 , there is
x > x0, x ∈ νx0 , suh that fq(x) > h(x). By 1.17, we an nd q ∈ ℓp0 ∩ νp0 suh
that f ′q(x0) < d and therefore Cq 4p0 X. These two last fats, together with the
ontinuity of fq, imply that there is x > x0, x ∈ νx0 , suh that fq(x0) = h(x0). In
partiular, |Cq ∩X ∩ νp0 | > 1, ontraditing 1.15. 
1.5. The Duality Theorem. For F = {Cq : q ∈ Q} a nie family of urves in
P ⊆ M2, with Q ⊆ M2, we let L = {ℓp : p ∈ P} be the dual family, dened
by q ∈ ℓp ⇔ p ∈ Cq. It is not hard to see that the monotoniity and ontinuity
assumptions in the denition of a nie family imply that for every p ∈ P , either ℓp
is empty or dimM(ℓp) = 1. Furthermore, beause
q1, q2 ∈ ℓp1 ∩ ℓp2 ⇔ p1, p2 ∈ Cq1 ∩ Cq2 ,
for p1 6= p2 we have |ℓp1 ∩ ℓp2 | 6 1. Finally, notie that if a denable funtion
G(x, y, z) is monotone and ontinuous in eah variable separately then it is ontinuous
as a funtion of all variables. We thus have:
Claim 1.22. If F is a nie family then the dual family L is also nie.
We an now establish the following duality:
Theorem 1.23. Assume that F is a nie family of urves. Let X ⊆ M2 be an
M-denable urve and let p0 be a generi point of X suh that X is not F-linear
near p0. If Cq0 touhes X at p0 then ℓp0 touhes τ(X) at q0.
Before proving the theorem, here is an example:
Example: Let F be the family of all ane lines in R2, Ca,b = {y = ax+b}. It is easy
to see that the dual family L is also the family of ane lines. Take X = {y = x2}.
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Then τ(X) = {〈u, v〉 : v = −u2/4}. Given p = 〈x0, x
2
0〉 ∈ X, the F-tangent urve at
p is Cq, where q = 〈2x0,−x
2
0〉. We also have ℓp = {〈u, v〉 : v = −x0u+ x
2
0}.
The slope of ℓp equals everywhere to −x0, whih is exatly the slope of τ(X) at
q = 〈2x0,−x
2
0〉. Sine q learly belongs to ℓp it follows that ℓp is tangent to τ(X) at q.
Proof of theorem. Sine p0 and q0 are inter-denable (over the parameters dening
X), the point q0 is generi in τ(X) as well.
Claim The urve ℓp0 is not equal to the urve τ(X) in a neighbourhood of q0.
Indeed, notie that if ℓp0 equals to τ(X) in a neighbourhood of q0 then the same
is true for all p in a relatively open X1 ⊆ X ontaining p0. But then all of these ℓp
interset eah other at innitely many points, ontraditing the normality of L.
Let W1,W2 be the two loal omponents of M
2 \ τ(X) at q0. Without loss of
generality, by Lemma 1.13, for every q ∈ W1 ∩ νq0 , we have Cq ∩ X ∩ νp0 = ∅.
However, for every q ∈ ℓp0 we learly have p0 ∈ Cq ∩ X ∩ νp0 . Hene, near q0, the
entire urve ℓp0 is ontained in W2, so ℓp0 touhes τ(X) at q0. 
Notie that the Duality Theorem implies, in the notation of the theorem, that if
X is F-bounded near p0 then τ(X) is L-bounded near q0 (see Lemma 1.14).
Remark After disovering the above duality we found out that it has a lassial
analogue in projetive geometry. In that setting a duality exists between an alge-
brai variety and the variety of all its tangent hyper-planes. See, e.g., [2℄.
We need the following orollary;
Corollary 1.24. Let F = {Cq : q ∈ Q} be a 0-denable two dimensional normal
family of urves in P , where dimP = 2. Assume that q0 is generi in Q, and
X ⊆M2 is an A-denable urve. Assume that p0, p1 are generi elements of X and
that X is not F-linear near any of them. If dimM(p0, q0/∅) = 3 and Cq0 touhes X
at both p0 and p1 then p1 ∈ dclM(p0, q0) (although X is A-denable!).
Proof. We may learly assume that p1 /∈ dclM(q0). By 1.8, we may shrink P and Q,
and obtain two nie families of urves F0 = {C
0
q : q ∈ Q0} and F1 = {C
1
q : q ∈ Q1},
suh that C0q0 and Cq0 agree in a neighbourhood of p0 and similarly, C
1
q1
and Cq1
agree in a neighbourhood of p0. By hoosing F0 and F1 properly we may absorb all
new parameters and still assume that they are 0-denable.
By 1.23 the urves ℓp0 and ℓp1 touh τ(X) at q0. We now apply 1.16 to the families
L0 and L1 (the dual families of F0 and F1), the points p0, p1 and τ(X), and onlude
that p0 ∈ dclM(q0, p1). 
Remarks
(1) Assume that F is a ∅-denable normal family of plane urves in P (but
F need not be a nie family), suh that its dual family L is also normal.
Assume also that X ⊆ P is a denable urve of rank k > 1, p generi in
X, Cq0 touhes X at p0 and dim(p0, q0/∅) = 3. By working loally, we an
apply Theorem 1.23 and onlude that ℓp0 touhes τ(X) at q0. However, in
this ase it is possible that there are nitely many suh Cq, all touhing X
at p0, and hene ℓp0 will touh τ(X) at eah one of these points q.
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(2) In many of the results in this setion we add the extra assumption that
dimM(p, q/∅) = 3. This assumption is indeed neessary, as the following
example shows:
Let C = {〈x, y〉 ∈ R2 : y =
√
|x|} and for 〈a, b〉 ∈ R2 let Ca,b = C + 〈a, b〉.
The family {Ca,b : 〈a, b〉 ∈ R
2} is normal. If X ⊆ R2 is any C1-urve
then for any p0 = 〈a, b〉 ∈ X, the urve Ca,b touhes X at p0, and learly
q0 = 〈a, b〉 ∈ dclM(p0). In this ase, if Cab touhes X at another point p1
then it will not be true in general that p1 ∈ dclM(p0, q0) = dclM(p0).
Finally, we have:
Lemma 1.25. Assume that F is a ∅-denable nie family of plane urves, param-
eterised by Q. Let X be a nowhere F-linear t-denable plane urve of rank k > 1
over A. For every p0 ∈ X generi over A, t, if Cq0 touhes X at p0, then there exists
a neighbourhood W of q0 suh that τ(X) ∩W is a urve of rank k over A.
Proof. Beause q0 is generi in Y = τ(X) and L is a nie family, there are neigh-
bourhoods U of p0 and W of q0 suh that p 7→ τ(X, p) indues a bijetion of X ∩ U
and τ(X) ∩W , and moreover, by the Duality Theorem τ(τ(X ∩ U)) = X ∩ U .
Reall that X = Xt for the A-denable family {Xt : t ∈ T}, where dimM(t/A) =
k, and onsider the family {τ(Xt ∩ U) : t ∈ T}. We may assume that for all t ∈ T
we have τ(τ(Xt ∩ U)) = Xt ∩ U .
We laim that this last family must be normal. Indeed, if not then there are
t1, t2 ∈ T and an open set W1 ⊆ W suh that τ(Xt1 ∩ U) ∩W1 = τ(Xt2 ∩ U) ∩W1.
If we now apply τ to those sets then, by the Duality Theorem we will onlude, for
some U1 ⊆ U , that Xt1 ∩ U1 = Xt2 ∩ U1, ontradition. 
1.6. Limit sets and a theorem of v.d. Dries. Somewhat surprisingly, the notion
of limit sets plays a ruial role in our subsequent ounting of intersetion points of
urves. Several dierent suh notions of were studied extensively by v.d. Dries in
[4℄. The denition below, whih is suitable for an arbitrary o-minimal struture (not
neessarily over the reals) resembles most that of the Hausdor limit, but is not
restritred to families of ompat, or even bounded sets.
Denition 1.26. Consider a denable set S ⊆ Mk ×Mn. For x ∈ Z1 = π1(S),
the projetion of S on the rst k-oordinates, let Sx = {y ∈ M
n : 〈x, y〉 ∈ S}. Let
S = {Sz : z ∈ Z1} be the orresponding family of subsets of M
n
. Given a < b in
M ∪ {±∞}, and given a denable map γ : (a, b) → Z1, we let S(γ) be the set of all
y ∈Mn suh that for every open neighbourhood V of y and for every ǫ ∈ (a, b), there
is t ∈ (a, ǫ) suh that (Sγ(t) ∩ V ) 6= ∅.
S(γ) is alled the limit of S along γ(t), as t tends to a.
Notie that equivalent denitions to the above are given by: y ∈ S(γ) i for every
t > a in νa, Sγ(t) ∩ νy 6= ∅ i there exists t > a in νa suh that Sγ(t) ∩ νy 6= ∅.
Here are some easy fats about limit sets:
(1) If every Sx has dimension k then the dimension of every limit set as above is
at most k.
(2) If limt→a γ(t) = z0 is a generi point of Z1 (over the parameters dening S)
then S(γ) = cl(Sz0) = cl(S) ∩ ({z0} ×M
n). In partiular, for any other denable
γ′ : (a′, b′)→ Z1 suh that limt→a′ γ
′(t) = z0, we have S(γ) = S(γ
′).
(3) Assume that X ⊆ Z1 is a denable one-dimensional set, p ∈ cl(X). Then
there are nitely many ways to approah p in X (depending on the number of loal
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omponents of X \{p}). We write S(X, p) for the union of the nitely many possible
limits sets S(γ) as γ(t) tends to p in X, and all this set the limit set of S along X
at p. If p is a generi point in X then S(X, p) is just cl(Sp).
The following theorem is due to van den Dries (the omplete - unpublished - proof
of whih appears in [5℄, and is similar to the proof of the analogues theorem in 9 of
[4℄):
Theorem 1.27. Assume thatM expands a real losed eld. Given a denable family
S as above, the family
S˜ = {S(γ)|γ : (a, b)→ Z1 denable }
is denable in M and dim(S˜) 6 dimZ1. If furthermore all the sets in S are losed
then dim(S˜ \ S) < dimZ1 (By dim(S˜) we mean the smallest possible dimension for
a set of parameters for S˜).
In this paper we will be using only the rst part of the theorem. Sine the proof
does not appear elsewhere, we present in Appendix A, with the author's permission,
his proof of the theorem.
1.7. Speial points. In this setion we assume that F = {Cq : q ∈ Q} is a 0-
denable two-dimensional normal family of urves in P ⊆Mk, dimP = 2 (but P is
not neessarily ontained in the plane), suh that its dual family L is also normal.
A few words of explanations are in plae regarding these assumptions.
(1) If F is an (almost) normal two-dimensional family of urves, its dual family
need not onsist only of urves, i.e. for p ∈ P the set ℓp of F-urves through
p may be 2-dimensional. It is easy to hek that by normality the set Pˆ :=
{p ∈ P : dim ℓp = 2} is nite. Restriting to P \ Pˆ , the dual to F is also a
family of urves.
(2) If F is a normal two-dimensional family of urves whose dual is a family of
urves as well, it is easy to hek that the dual is almost normal. However,
it need not be normal. In the appliation in Setion 2 the family F will be
denable in a strongly minimal struture. We leave it as simple exerise to
hek that in that ase replaing p with p/E for an appropriate denable
equivalene relation E both F and its dual are normal. See also Fat 2.4.
(3) There is no harm assuming that F is only almost normal (whose dual is a
family of urves), in whih ase its dual is easily heked to be almost normal
as well.
The next denition, whih is quite tehnial, is motivated by the following ar-
gument: Our ultimate goal is to prove that the existene of an almost normal two-
dimensional N -denable family F of plane urves ontradits the stability of N . The
idea is to start with a urve X, and a urve Cq0 from F touhing X at a generi point,
p0. By Lemma 1.13, there are urves arbitrarily lose to Cq0 whih either interset
X nowhere near p0 or interset it twie there. If there were no other intersetion
points of these urve with X, this gap in the number of intersetion points with X
an be seen to ontradit stability. However, the problem is that the urves near Cq0
might interset X elsewhere and in order to ontrol the total number of intersetion
points we need to investigate what happens near those points. Suh points will be
alled speial for (q0,X).
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Denition 1.28. Let X ⊆ P be a denable urve. Given q ∈ Q, a point p ∈ Mk
is alled speial for (q,X) if there exist q′ ∈ νq, and p
′ ∈ νp suh that p
′ ∈ X ∩ Cq′
(equivalently, for every neighbourhoods U, V of q, p, respetively, there exist q′ ∈
U, p′ ∈ V , suh that p′ ∈ X ∩ Cq′).
A similar denition an be given even if some of the oordinates of p are taken to
be ±∞ (and then ν+∞, ν−∞ have an obvious meaning).
The point p in the above denition an be seen as an asymptoti diretion of X, in
the sense of the family F , and the urve Cq an be seen as an F-asymptote of X at
p. For example, if F is the family of ane lines in R2, given by Ca,b = {y = ax+ b},
and X is the urve y(x− 1) = 1 then the point p = 〈1,+∞〉 is speial for (〈0, 1〉,X)
(that is, the urve y = 1 is asymptoti to X at (1,+∞)). Indeed, urves of the form
y = 1 + ǫ will interset X near +∞.
The following are easy observations onerning speial points:
(1) If p ∈ Cq ∩X then learly p is a speial point for (q,X).
(2) If p ∈ Mk is a speial point for (q,X) then p ∈ cl(X) ⊆ cl(P ). However, if
F is not given ontinuously, it is possible that p is not in cl(Cq).
(3) The set of speial points for (q,X) is learly denable.
(4) If p is a speial point for (q,X) then, by urve seletion, there exist an
interval (a, b) and a denable urve γ : (a, b)→ Q tending to q as t tends to
a, suh that p is in the limit set F(γ). In partiular, if q is generi in Q then
p ∈ F(γ) = cl(Cq) (see (2) of the previous setion).
The following lemma established the onnetion between the notions of a speial
point and that of a limit set:
Lemma 1.29. Given F and a urve X, the point p is a speial point for (q,X) if
and only if q belongs to the limit set L(X, p), of the dual family L along X at p (see
(3) of the previous subsetion)
Proof. By denition, p is speial for (q,X) if and only if X ∩ νp ∩ Cq′ 6= ∅ for some
q′ ∈ νq, if and only if ℓp′∩νq 6= ∅ for some p
′ ∈ X∩νp. Using the remark immediately
after the denition of limit sets, this is equivalent to q belonging to the limit set of
L at p, along the urve X. 
Lemma 1.30. Let q0 be generi in Q and let X ⊆ P be a denable urve not F-linear
near any of its points. Then:
(1) There are at most nitely many points p1, . . . , pr (inluding possibly points
with oordinates in ±∞), whih are speial for (q0,X).
(2) There are denable open neighbourhoods U1, . . . , Ur of p1, . . . , pr, respetively,
and an open neighbourhood W of q0 suh that for every q ∈ W , every inter-
setion point of Cq with X is ontained in one of the Ui.
Proof. (1) As was remarked above, if p is speial for (q0,X) then there is a denable
urve γ : (a, b) → Q, tending to q0 as t tends to a, suh that p ∈ F(γ) = cl(Cq0).
Now, if there were innitely many speial points for (q0,X) then innitely many
of them were already in Cq0 ∩ X and in partiular, Cq0 would equal X in some
neighbourhood, ontraditing our hoie of X.
(2) If the statement failed then, by urve seletion, we would get a denable urve
γ tending to q0 with points in Cγ(t) ∩X tending away from p1, . . . , pr. By denition,
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if p is a limit point for the set Cγ(t) ∩X then it is a speial point for (q0,X) (some
of the oordinates of p ould be {±∞}).This would ontradit the assumption that
p1, . . . , pr were all the speial points for (q0,X). 
The following tehnial lemma will play a very important role in our subsequent
proof of the main theorem.
Lemma 1.31. Let X ⊆ P be an A-denable urve of rank k > 2, p0 generi in X
and assume that for q0 ∈ Q, the urve Cq0 touhes X at p0 (here we identify P loally
with an open set in M2), and in addition, dimM(p0, q0/∅) = 3. If p is a speial point
for (q0,X) then dimM(p/A) = 1. In partiular, p is a generi point of X.
Proof. As was pointed out above, p ∈ cl(X) and hene dimM(p/A) 6 1. By 1.6,
we may assume that in a neighbourhood U of p0 and W of q0, the family F is nie.
Consider τ(X ∩ U) and reall that q0 is generi in τ(X ∩U) over A (by the Duality
Theorem).
Assume, towards a ontradition, that dimM(p/A) = 0. Hene, q0 is still generi
in τ(X ∩U) over Ap. As we pointed out in (3) above, q0 is in the Ap-denable limit
set L(X, p). But then there is a neighbourhood W1 ⊆ W of q0 in τ(X ∩ U), suh
that every q in τ(X ∩ U) ∩W1 belongs to L(X, p). The set L(X, p) has dimension
one and therefore τ(X ∩ U) equals to L(X, p) in some open set W2 ⊆W1.
The urve L(X, p) is a member of the family of limit sets L˜, hene by Theorem 1.27,
its dimension is at most 2. It follows that the rank of L(X, p)∩W2 = τ(X∩U)∩W2 is
at most 2. However, by 1.25 (after possibly shrinking W2), the rank of τ(X∩U)∩W2
equals that of X, ontraditing our assumption that Rank X > 3. 
Remark The above lemma implies that, under the same assumptions, a point in
Fr(X) annot be speial for (q0,X) (see Figure 7). Similarly, it an be shown that
suh speial points annot have ±∞ as one of their oordinates. This an be seen
as saying that a generi tangent urve to X annot be asymptoti to X at ±∞.
Figure 7:
A problemati speial point
We will need the following lemma:
Lemma 1.32. Let F , L, X, p0 and q0 be as in the last lemma. Assume that p is
a speial point for (q0,X) suh that dimM(p/p0, q0) = 1. Then, for all q ∈ νq0, the
urve Cq intersets X exatly one in νp.
Proof. By Lemma 1.31, p is generi in X and by Lemma 1.24, Cq0 does not touh X
at p.
The fat that p is a speial point for (q0,X) implies (see (4) after the denition of
speial points) that p is in cl(Cq0). However, sine we assume that dimM(p/q0) = 1,
p must belong to Cq0 . We now apply Lemma 1.15 to FU,W for some neighbourhood
U of p and W of q0, suh that FU,W is nie. 
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2. Stable one dimensional theories in o-minimal strutures
We now return to the original setting of the main theorem. Namely, M is an
o-minimal struture (expanding a real losed eld), N is denable in M suh that
dimM(N) = 1. In this setion we treat the ase that N is stable. First note that
by ell deomposition, and the fat that we assume that M expands a eld, we may
assume that N is a subset of M (later on, in Appendix B, we will show why this an
be assumed even without the eld assumption)
We will need the following fats about stable theories interpretable in o-minimal
strutures:
Fat 2.1. Assume N is a stable struture interpretable in M. Then:
(1) N is superstable and its U -rank is at most the o-minimal dimension of N
(see [7℄).
(2) If U(N ) = 1 and N is non trivial then R∞(N ) = 1. If in addition N is non
loally modular then RM(N ) = 1 (see Chapter 2, Corollary 3.3 in [22℄).
Our goal in this setion is to prove;
Theorem 2.2. If N is stable then the acl-geometry is neessarily loally modular.
Proof. By the properties above, U(N ) = 1. We assume towards ontradition that
the acl-geometry is not loally modular. Hene, by the same properties, we may
assume that N is strongly minimal. Our strategy is to nd a strongly minimal eld
denable in N . This leads to an immediate ontradition sine on the one hand, by
a lassial result of MaIntyre's any suh eld must be algebraially losed (see, e.g.
[23℄) whereas any strongly minimal eld denable in N is neessarily 1-dimensional
in the o-minimal sense and hene it is real losed (see [3℄).
Reall that we use dimN to denote the dimension of tuples and sets in the sense of
the geometri struture N . Sine N is strongly minimal this is the same as Morley
Rank.
Non-loal modularity ofN supplies us with a two-dimensional family ofN -denable
plane urves, to whih we intend to apply the results of the previous setion. So we
remind:
Denition 2.3. A denable (possibly in N eq) pseudoplane is given by two sets P,Q,
together with a denable set F ⊆ P ×Q, suh that the following holds:
(i) MR(P ) = MR(Q) = 2.
(ii) For every q ∈ Q, MR(F (P, q)) = 1 (where F (P, q) = {p ∈ P : 〈p, q〉 ∈ F}).
(iii) For every p ∈ P , MR(F (p,Q)) = 1 (where F (p,Q) = {q ∈ Q : 〈p, q〉 ∈ F}).
(iv) For every q1 6= q2 in Q, F (P, q1) ∩ F (P, q2) is nite.
(v) For every p1 6= p2 in P , F (p1, Q) ∩ F (p2, Q) is nite.
Given a pseudoplane as above, p ∈ P, q ∈ Q, we let Cq = F (P, q) and ℓp = F (p,Q).
We also let F denote the family of urves {Cq : q ∈ Q} in P , and let L denote the
dual family.
The following an be found in [25℄ (or see Proposition 1.7 on p.155 of [22℄):
Fat 2.4. If N is any strongly minimal nonloally modular struture, then a pseu-
doplane is interpretable in N . Moreover, (see, e.g. [11℄), P may be taken to be a
subset of N2 (but without EI, we annot assume at the same time that Q is a subset
of N2 as well).
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From now on we work with a xed suh pseudoplane that we assume is inter-
pretable in N . From the point of view of M, the sets P and Q are 2-dimensional
denable (using M-denable hoie for N ) sets, with F and its dual L denable as
well. Clearly, both F and L are normal families. We may assume that P,Q and eah
generi urve in F and L are of Morley degree 1. We may also assume that P,Q and
F are all ∅-denable.
The main stage in dening a eld in N is to dene a group. This will be ahieved
in two steps.
Step I Construting an N -denable urve X ⊆ P of rank k > 3, whih has a
suiently generi urve from F touhing it at some generi p0.
We x p0 = 〈x0, y0〉 an M-generi point in P . and 3 points:
p3 = 〈z2, y0〉, p2 = 〈z2, z1〉 p1 = 〈x0, z1〉,
suh that x0, y0, z1, z2 are M-generi and M-independent in N , all lose to x0 (we
will see later how lose we need them further to be).
We let Qi, i = 0, 1, 2, 3, be the set of all q ∈ Q suh that pi ∈ Cq. So, eah Qi is
N -denable and has dimension (and Morley rank) one. We may assume that eah
Qi has Morley degree one. For q1 ∈ Q1, q2 ∈ Q2 and q3 ∈ Q3 we let
Cq3q2q1 = Cq3 ◦ C
−1
q2
◦ Cq1 .
Notie that if q1, q2, q3 is an M-generi and M-independent sequene with qi ∈ Qi,
then p0 isM-generi in Cq3q2q1 (over q3q2q1). Fix X = Cq3q2q1 for suh anM-generi,
M-independent sequene of qi.
Case 1 The rank of X over p1, p2, p3 is smaller than 3.
In that ase, we obtain an N -denable innite eld. To do this, reall the following
theorem of Hrushovski's (see, e.g., [1℄):
Fat 2.5. Suppose that M is a strongly minimal struture and there exists is a
olletion of tuples suh that MR(g1, g2, g3, b1, b2, b3) = 5 and:
• MR(gi) = 2 and MR(bi) = 1 for all 1 6 i 6 3.
• The gi are pairwise independent but g3 ∈ acl(g1, g2).
• MR(g1, b1, b2) = MR(g2, b2, b3) = MR(g3, b1, b3) = 3.
Then a strongly minimal eld is interpretable in M . We all suh a olletion of
tuples a eld onguration.
We will show that under the above assumptions we an nd a eld onguration.
Note, rst, that the rank of X over p1, p2, p3 is at least 2 (beause xing q2, q3 we
obtain, moving q1, a family of the same dimension as Q). So assume that the rank of
X is preisely 2. In partiular this is the rank of C−1q2 ◦Cq1 , i.e. MR(Cb(C
−1
q2
◦Cq1)) =
2. Let x ∈ N be generi over q1, q2 and hoose q1(x) ∈ Cq1(x) \ aclN (x), where
Cq1(x) := {y : 〈x, y〉 ∈ Cq1}. Let q
−1
2 q1(x) be any point in (C
−1
q2
◦ Cq1)(x) \ aclN (x).
Then
Q := (Cb(Cq1), Cb(Cq2), Cb(Cq2 ◦ C
−1
q1
), x, q1(x), q
−1
2 q1(x))
form a eld onguration over p1, p2, p3. To see this, note rst that MR(Q) = 5 =
MR(q1, q2, x) sine all the other element in Q are, by onstrution, algebrai over
them The rst two bullets in the denition of a eld onguration being immediate
from the onstrution of Q we only have to hek the third ondition. But this
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follows from the fat that x is generi and (e.g.) Cq1 is a generi urve through
(x, q1(x)) whene MR(Cb(Cq1)/(x, q1(x))) = 1. The rest follows in a similar way. As
we have already said, the existene of a strongly minimal (hene M-1-dimensional)
eld interpretable in N leads to a ontradition with the stability of CN .
So we are redued to:
Case 2 The rank of X over p1, p2, p3 is at least 3.
Let R denote the eld underlying the struture M. Beause p0, p1, p2, p3 are
generi in X,Cq1 , Cq2 , Cq3 , respetively, the urves are all C
1
-funtions in neighbour-
hoods of those points. If we take x0, y0, z1, z2 suiently lose to eah other and
q1, q2, q3 suiently lose to eah other then by ontinuity arguments, the derivative
of X at p0 is lose to those of the Cqi at the pi. Therefore, by Lemma 1.18 and
ontinuity, we an nd q0 ∈ Q0 suh that Cq0 has the same derivative as X at the
point p0. By Theorem 1.21, the urve Cq0 touhes X at p0, and dimM(p0, q0/∅) = 3.
End of Step I
Step II Counting Intersetion points of X with F-urves.
We now x the urve X, p0 generi in X and Cq0 touhing X at p0 as given by
Step I. We will investigate the intersetion with X of F-urves lose (in Q) to q0. By
Lemma 1.30, all intersetion points of suh urves with X appear near the speial
points for (q0,X). By the rst part of the same lemma, there are at most nitely
many suh speial points s0 = p0, s1, . . . , sr
The General Case: All si, exept s0, have dimM(si/p0, q0) = 1.
By Lemma 1.30 there exist neighbourhoods W of q0 and pairwise-disjoint Ui of
si, i = 0, . . . , r, respetively, suh that for every q ∈ W , every intersetion point of
Cq with X is in one of the Ui. Furthermore, by Lemma 1.32 we an hoose W and
the Ui in suh a way that for eah q ∈W and i 6= 0, the urve Cq intersets X in Ui
exatly one.
Now, by Lemma 1.13, we an nd q1, q2 ∈ W both N -generi over all the data,
suh that, after possibly shrinking U0 further, we have Cq1 ∩ X ∩ U0 = ∅ while
|Cq2 ∩X ∩ U0| > 1.
It follows that
|X ∩ Cq1 | = r,
while
|X ∩ Cq2 | > r + 2.
This ontradits the assumption that the Morley degree of Q is 1.
The Speial Case: There exists si, i = 1, ldots, r suh that dimM(si/p0q0) = 0.
The ruial part of the proof is:
Lemma 2.6. If, under the above assumptions, dimM(s1/p0, q0) = 0 then a group is
interpretable in N .
Proof. We still work with the 4 points
p0 = 〈x0, y0〉 , p1 = 〈x0, z1〉 , p2 = 〈z2, z1〉 , p3 = 〈z2, y0〉,
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suh that x0, y0, z1, z2 are M-generi and M-independent. As above, we let Qi,
i = 1, 2, 3, be the set of all q. suh that pi ∈ Cq. So, eah Qi is N -denable and has
dimension one. We denote elements of Q2 by r, r1, r2 et.
For q1 ∈ Q1, r ∈ Q2 and q3 ∈ Q3 we use Cq3rq1 = Cq3 ◦ C
−1
r ◦ Cq1 as before.
We denote the omposition urves Cq3 ◦ C
−1
r2
and C−1r2 ◦ Cq1 by Cq3r2 and Cr2q1 ,
respetively.
We x M-independent qˆ3, rˆ, qˆ1 M-generi in Q1, Q2, Q3, respetively, and, as
before, X = Cqˆ3rˆqˆ1 , and Cq0 touhes X at p0, with dimM(p0, q0/∅) = 3. We assume
also that there is s1 ∈ P speial for (q0,X) suh that s1 ∈ dclM(p0, q0). By Lemma
1.31, s1 is generi in X over the parameters dening X (so s1 /∈ Fr(X)).
Our goal now is to onstrut a group onguration in N . First, sine
dimM(qˆ1, rˆ, qˆ3/p0, p1, p2, p3) = 3,
there are relatively open neighbourhoods Q′1 ⊆ Q1 , Q
′
2 ⊆ Q2 and Q
′
3 ⊆ Q3 of qˆ1, rˆ, qˆ3
respetively (denable in M!!) suh that:
for every q1 ∈ Q
′
1, r ∈ Q
′
2, q3 ∈ Q
′
3,(*)
if Cq0 touhes Cq3rq1 at p0 then s1 ∈ Cq3rq1
This an be done beause touhing is an M-denable notion and there is a p0-
denable funtion sending q0 to s1.
We rst laim that for r1, r2 ∈ Q2 whih areM-independent andM-generi (over
all mentioned parameters), the urve Cr1r2 := Cr1C
−1
r2
(we will use this notation
whenever r1, r2 ∈ Q2) is C
1
in a neighbourhood of 〈z1, z1〉: Indeed, beause 〈z2, z1〉
is generi in both Cr1 , Cr2 , it is C
1
in both. It is therefore suient to see that that
the germ of Cr1r2 at 〈z1, z1〉 equals the omposition of the germ of Cr1 at 〈z2, z1〉
with the germ of C−1r2 at 〈z1, z2〉. For that, we need to verify that there is no z
′
2 6= z2
suh that 〈z′2, z1〉 ∈ cl(Cr1) ∩ cl(Cr2).
If suh 〈z′2, z1〉 were in Fr(Cri) then z1 would not be generi over the parameters
dening Cr1 , ontradition. So we may assume that 〈z
′
2, z1〉 ∈ Cr1∩Cr2 , with z
′
2 6= z2.
Sine the set {z : 〈z, z1〉 ∈ Cr1} is nite we have z2, z
′
2 ∈ dclM(z1, r1). Beause r2
was hosen to be generi in Q2 over z1, r1, p2, we get innitely many r ∈ Q2 suh
that 〈z2, z1〉, 〈z
′
2, z1〉 ∈ Cr. This ontradits the normality of L.
We an now desribe the idea for the rest of the proof.
The idea: Generially, we will be able to reognise in N when Cr1r2 and Cr3r4 have
the same derivative at 〈z1, z1〉, for r1, r2, r3, r4 ∈ Q2. This is done via the following
relation:
Cr1r2 and Cr3r4 are tangent to eah other at 〈z1, z1〉 i there are q1, q
′
1 ∈ Q
′
1 and
q3, q
′
3 ∈ Q
′
3 suh that the urves Cq3r1q1 , Cq3r2q′1, Cq′3r3q1 and Cq′3r4q′1 all touh Cq0 at
p0.
Indeed, notie that if Cq3r1q1 and Cq′3r3q1 touh Cq0 at p0 = 〈x0, y0〉 then in par-
tiular they have the same derivative at p0 and therefore Cq3r1 and Cq′3r3 also have
the same derivative at 〈z1, y0〉. Similarly, Cq3r2 and Cq′3r4 have the same derivative
at 〈z1, y0〉. By omposition, it now follows that Cr1r2 and Cr3r4 have the same de-
rivative at 〈z1, z1〉. Why is the above relation N -denable ? By (∗), for independent
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generi q1, r, q3 in Q
′
1, Q
′
2, Q
′
3, respetively, tangeny of Cq3rq1 to Cq0 at p0 an be
deteted by the fat that s1 belongs to Cq3rq1 .
Finally, using the fat that there is an underlying real losed eld the above tan-
geny relation will allow us to obtain a group onguration in N .
The atual argument : For r1, r2, r3, r4 ∈ Q2 we dene the relation
T (r1, r2, r3.r4)⇔
there are q1, q
′
1 ∈ Q1 and q3, q
′
3 ∈ Q3 suh that
s1 ∈ Cq3r1q1 ∩Cq3r2q′1 ∩ Cq′3r3q1 ∩ Cq′3r4q′1
T is learly denable in N . The main properties of T are:
Claim 2.7. Denote A := {s1, p0, p1, p2, p3, q0} then:
(1) For 〈r1, r2〉 and 〈r3, r4〉, eah M-generi in Q
′
2 × Q
′
2 and suiently lose
to rˆ, if the urves Cr1r2 and Cr3r4 have the same derivative at 〈z1, z1〉 then
〈r1, r2, r3, r4〉 ∈ T .
(2) If 〈r1, r2, r3〉 is an N -generi triple of elements from Q2 then there exists
r4 ∈ Q2, r4 ∈ aclN (r1r2r3A), suh that 〈r1, r2, r3, r4〉 ∈ T .
The proof of (1): Assume that Cr1r2 and Cr3r4 have the same derivative at 〈z1, z1〉
(and the ri are lose to eah other).
Pik q3 ∈ Q3 to be M-generi over r1, r2, r3, r4, q0 and lose to qˆ3. Beause r1, r3
are lose to eah other, the derivatives of Cq3r1 and Cq3r2 at 〈z1, y0〉 are lose to that
of Cqˆ3rˆ. We an now nd q1, q
′
1 ∈ Q
′
1 suh that Cq3r1q1 and Cq3r2q′1 have the same
derivative at p0 as X = Cqˆ3rˆqˆ1 does and hene also Cq0 (this is possible by Lemma
1.18 and ontinuity arguments inM). By Lemma 1.21, the urve Cq0 touhes Cq3r1q1
and Cq3r2q′1 at p0. It follows from (∗) that s1 belongs to both Cq3r1q1 and Cq3r2q′1 . It
is not hard to see that q1 and q
′
1 are eah M-generi over r1, r2, r3, r4, q0 (beause
eah of them is inter-denable with q3 over the ri and q0). For the same reason, we
an nd q′3 ∈ Q
′
1 suh that the derivative of Cq′3r3q1 at p0 equals to that of Cq0 .
Also, by our assumption on the ri, the urves
C−1q1 Cr1C
−1
r2
Cq′
1
and C−1q1 Cr3C
−1
r4
Cq′
1
have the same derivative at p0 and therefore
C−1q1 Cr1C
−1
q3
Cq3C
−1
r2
Cq′
1
and C−1q1 Cr3C
−1
q′
3
Cq′
3
C−1r4 Cq′1
have the same derivative at 〈x0, x0〉.
Beause Cq3r1q1 , Cq3r2q′1 and Cq′3r3q1 all have the same derivative at p0 it follows
from the above that Cq′
3
r4q
′
1
has the same derivative as well and therefore, by Lemma
1.21, it touhes Cq0 at p0. Hene s1 ∈ Cq′3r4q′1 and so 〈r1, r2, r3, r4〉 ∈ T .
The proof of (2). We prove: for every generi tuple r1, r2, r3 ∈ Q
3
2 there are nitely
many (and at least one) r4 suh that 〈r1, r2, r3, r4〉 ∈ T . By the strong minimality
of N this is a rst order statement. Beause Q2×Q2×Q2 has Morley degree 1, it is
suient to prove this for any partiular N -generi triple in Q32. This an be done
similarly to (1). Fix 〈r1, r2, r3〉 ∈ Q
′
2×Q
′
2×Q
′
2, M-generi over A, where the ri are
lose to rˆ. As in the proof of (1), there is r4 ∈ Q
′
2 suh that Cr1r2 and Cr3r4 have the
same derivative at 〈z1, z1〉. Moreover, eah pair r1, r2 and r3, r4 is generi, so by (1)
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we have 〈r1, r2, r3, r4〉 ∈ T . Atually, as the argument in (1) shows, to witness this
we may hoose q3 ∈ Q
′
3 as generi as we wish, and then nd the appropriate q1, q
′
1, q
′
3.
To nish the proof of (2), we need to show that r4 ∈ aclN (r1, r2, r3, A). We rst
prove:
Claim r4 ∈ aclN (r1r2r3q3A).
Indeed, one we hoose q3, the family Y = {Cq3r1q : q ∈ Q1} is one-dimensional,
through p0. Notie that s1 /∈ dclM(p0) for otherwise there will be innitely many
urves from F going through p0 and s1, ontraditing the normality of L. Sine
q3, r1 were hosen generially over A there are at most nitely many urves in the
family Y whih go through both p0 and s1. Hene, q1 ∈ aclN (r1q3A). Similarly,
q′1 ∈ aclN (r2q3A), q
′
3 ∈ aclN (r3q1) and hene q
′
3 is also in aclN (r1r2r3q3A). Finally,
we may onlude in a a similar fashion that r4 ∈ aclN (r1r2r3q3A), as needed.
Assume towards a ontradition that r4 /∈ aclN (r1r2r3A). Then, by the Ex-
hange Priniple and the laim above, q3 ∈ aclN (r1r2r3r4A) and in partiular,
q3 ∈ aclM(r1r2r3r4A). This ontradits our freedom, as disussed above, to hoose
q3 from Q
′
3 to be M-generi over r1r2r3r4A. End of (2).
This nishes the proof of Claim 2.7, and we an now return to the task of nding
a group onguration in N .
For r ∈ Q′2 let d(r) denote the derivative of Cr at 〈z1, z1〉. Notie that the
derivative of Cr1r2 at z1 is d(r1)/d(r2). It follows from the properties of T desribed
in 2.7 that, for r1, r2, r3 suiently lose to eah other in Q2 and M-independent,
there exists r4 suh that d(r1)/d(r2) = d(r3)/d(r4) and r4 ∈ aclN (r1r2r3A).
It is now easy to get a group onguration in N using the (loal) group {d(r) :
r ∈ Q′2}. End of Lemma 2.6. 
Remark The assumptions of Lemma 2.6 are not vauous. Assume for example that
at every q ∈ Q, every possible derivative is represented by two dierent ℓp through
q. Given any denable urve Y ⊆ Q, onsider the urve X = τ(Y ) ⊆ M2. Beause
every q ∈ Y has two dierent L-tangent urves ℓp and ℓp′ , the duality Theorem
implies that Cq is tangent to X at both p and p
′
. We thus have p′ speial for (q,X)
and p′ ∈ aclM(p, q).
We now return to The Speial Case, with X, p0 and q0 as before. Namely, one of
the speial points for (q0,X) is in the M-denable losure of p0, q0 (over p1, p2, p3).
Then, by Lemma 2.6 we an interpret a 1-dimensional group in N . Beause of strong
minimality, the group an be assumed to live on N , at least loally. Namely, we may
assume now that we have a loal 1-dimensional abelian group operation, denoted +,
living on N .
We now start the proess all over again and onsider the two families of urves
obtained by ompositions Cq3C
−1
q2
Cq1 and addition (using the group struture) Cq3−
Cq2 + Cq3 of the original Cq. We may assume that we are in the ase of Lemma 2.6
for both families of urves, and then we proeed by dening tangeny at 〈z1, z1〉 for
urves of the form Cr1C
−1
r2
and of the form Cr1 −Cr2 (subtration in the sense of the
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group we just dened). Using the underlying real losed eld struture we an now
obtain a denable 1-dimensional eld in N , ontraditing strong minimality. 
3. The Trihotomy Theorem
Let N be a struture denable in an o-minimal struture M (with a xed inter-
pretation of N in M). A type p in the struture N is alled one dimensional if it
ontains an N -formula whose M-dimension is one.
Notie that the notion of dimension depends on the partiular interpretation of
N in M. E.g., if N is a dense linear ordering then it an be interpreted in M as a
subset of M , or as a subset of M2, with the lexiographi ordering. In the rst ase,
every nonalgebrai 1-type in N is one dimensional while in the seond ase, there
are two dimensional types, but if one xes two points in the same bre and then the
interval between them gives rise to one-dimensional types.
If p is a one-dimensional type in N then the restrition of aclN (·) to the realization
of p forms a pre-geometry (Exhange holds beause it is true in M).
We will need the following from [17℄:
Denition 3.1. Let N be a dependent theory (i.e. a theory with NIP). A denable
set X is unstable in N if there exists an N -formula ϕ(x, y) dened over N and
〈ai, bi〉i∈ω, ai, bi ∈ X, suh that N |= ϕ(ai, bj) i i < j. If there is no suh formula ϕ
then X is said to be a stable in N .
By Corollary 2.6 of [17℄, if X is stable set in a struture with NIP then it is stably
embedded, namely every N -denable subset of Xk is denable with parameters from
X.
Our main tools in the proof will be the Trihotomy Theorem for o-minimal stru-
tures [20℄ and the the following result from [9℄:
Theorem 3.2. Let N be a 1-dimensional struture denable in an o-minimal stru-
ture M. For any unstable X ⊆ N there exists N -denable X0 ⊆ N and equivalene
relation E with nite lasses suh that X0/E with all its indued N -struture is
o-minimal. In partiular X0/E is linearly ordered.
With this in hand we an now prove:
Theorem 3. Assume that N is a denable struture in an o-minimal M and that
p is a omplete 1-M-dimensional N -type over a model N0 ⊆ N . Then:
(1) p is trivial (with respet to aclN ).
Or, there exists an N -denable equivalene relation E with nite lasses
suh that one of the following holds:
(2) p is linear, in whih ase either
(a) p/E is a generi type of a strongly minimal N -denable one-dimensional
group G, and the struture whih N indues on G is loally modular. In
partiular, p is strongly minimal. Or,
(b) for every a |= p there exists an N -denable ordered group-interval I
ontaining a/E. The struture whih N indues on I is a redut of an
ordered vetor spae over an ordered division ring.
(3) p is rih: For every a |= p there exists an N -denable real losed eld R
ontaining a and the struture whih N indues on R is o-minimal.
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Proof. Beause p is one-dimensional it is ontained in anN -denable one dimensional
set X.
Case 1: X is a stable set in N .
It follows (see earlier disussion) that X is stably embedded in N . In this ase,
we may replae N by X and assume that N is one-dimensional and U(N ) = 1.
By Theorem 2.2, N is neessarily 1-based. It now follows from [10℄ that either p is
trivial or p/E is the generi type of an N -denable loally-modular group G, for E
an N -denable nite equivalene relation.
Beause p is one-dimensional, we must have dimM(G) = 1 (p is generi in G,
so every denable subset of G ontaining p is group-generi in G, namely, nitely
many group-translates of it over G. Sine dim p = 1 we an nd suh a set whih
is 1-dimensional). It is left to show that G is strongly minimal. Indeed, if not then
some innite o-innite set Y ⊆ G is N -denable. By translating Y to 0 ∈ G, we
may assume that 0 lies on the boundaries of both an innite omponent of Y and an
innite omponent of G\Y . It is not diult to see now that the relation x− y ∈ Y
denes an ordering on a small neighbourhood of 0, ontraditing stability.
Case 2: p is nontrivial and every N -denable one-dimensional set ontaining p is
unstable.
By the non-triviality of p, we an then nd anN -denable ternary relation R ⊆ X3
(denable possibly over parameters outside of N0), witnessing the non triviality of
p, suh that for every independent a, b |= p there are nitely many c suh that
|= R(a, b, c), and at least one of those c is in p. Moreover, we may assume that the
projetion map of R on any of its two oordinates is nite-to-one, and that the image
of this projetion has dimension 2. By ompatness, we may shrink X further so
that the projetion of R onto the rst two oordinates equals X2 modulo possibly a
denable set of dimension one.
Beause X is unstable we may apply Theorem 3.2 and nd an N -denable innite
set X0 ⊆ X and an N -denable nite equivalene relation E on X0 suh that the
struture whih N indues on X0/E is o-minimal. In order to onsider it as a
struture on its own right we need stable embeddedness.
By Lemma 2.3 in [20℄, every losed interval in an o-minimal struture is stably
embedded. However, the very same proof there gives a stronger result: If M′ is an
o-minimal struture interpretable in a geometri struture N , with dimN (M
′) = 1,
then every losed interval in M′ is stably embedded in N .
By replaing X0 by a smaller N -denable set we may assume that X0/E is a
losed interval in an N -denable o-minimal struture, hene stably embedded in N .
Let X0 denote the indued struture on X0/E.
Our goal now is to transfer the o-minimal struture from X0/E to elements real-
izing p (note that a-priori we do not know that X0 ontains p). We start with a |= p
and b ∈ X0 independent from a. By our assumptions on R, there exists c suh that
R(a, b, c) and any two of {a, b, c} are inter-algebrai over the third one. We x c and
onsider the relation R¯ = R(x, y, c).
The projetion of R¯ on the rst and seond oordinate is nite-to-one and R¯ denes
a nite-to-nite orrespondene between p′ = tp(a/c) and tp(b/c). The map α whih
sends 〈x, y〉 ∈ R¯ to y/E is nite-to-one from R¯ onto an innite denable subset of
X0. Let β be the projetion map of R¯ onto the x-oordinate and for x ∈ βα
−1(X0),
let γ(x) = minX0(αβ
−1(x)) (the set on the right is nite hene it has a minimum in
the struture X0).
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γ is a nite-to-one map from an innite denable set Y ontaining p′ onto an
innite denable set Z (whih we may assume to be a losed interval) in X0. We
thus obtain a denable bijetion between Y/ ∼, for an N -denable nite equivalene
relation ∼, and an innite losed interval in X0. This bijetion allows us to transfer
the struture whih N indues on Z onto Y/ ∼, hene the struture whih N indues
on Y/ ∼ is o-minimal (and stably embedded as well), all it Y. The type p′/ ∼ is
generi in Y.
By the Trihotomy Theorem for o-minimal strutures, we may assume (after pos-
sibly shrinking Y further) that the struture of Y is either trivial, an ordered redut
of a group-interval in an ordered vetor-spae, or an o-minimal expansion of a real
losed eld.
The non-triviality of p easily implies the non-triviality of p′ and therefore of Y:
Fix a1, a2 |= p
′
independent and d suh that 〈a1, a2, d〉 ∈ R, and dene
〈x1, x2, x3〉 ∈ R
′ ⇔ ∃y〈x1, x2, y〉 ∈ R&〈x3, d, y〉 ∈ R.
The relation R′ witnesses the non-triviality of p′.
If p is linear then, by denition, so is p′ and therefore Y annot dene a real losed
eld (the pull-bak of the family of ane lines will ontradit linearity) hene Y is an
ordered group interval. If p is rih then there is a denable almost normal family of
urves suh that 〈a, a〉 belongs to innitely many of them (see the disussion following
the denition of a rih type). In that ase Y must be an o-minimal expansion of a
real losed eld. 
We onlude by pointing out that the statement of the theorem in the unstable ase
annot be strengthened so that the whole of p is ontained in a single o-minimal
struture: Consider N the expansion of the (unordered) group of the reals by a
prediate for the unit interval. In this theory the ordering is denable on every
interval of nite length. Take the type q = {x > r : r ∈ R}. It is not ontained in
any denable ordering, but after xing b |= q the set b < x < b+ 1 is ontained in a
denable o-minimal struture.
4. Appendix A: A proof of v. d. Dries' Theorem on limit sets
In this setion we give we give a proof of Theorem 1.27. The proof is due to
v.d. Dries, and relies in parts on [4℄, with minor hanges intended to make it more
self-ontained.
We restate the theorem:
Theorem 4.1. Let M be an o-minimal expansion of a eld, S a denable family of
denable losed subsets of Mk, parameterised by Z. Let S˜ := {S(γ) | γ : (0, 1) →
Z, denable}. Then S˜ is M-denable and dim(S˜ \ S) < dimS.
Beause of the presene of eld, we may assume that all urves in Z are given by
γ : (0,+∞)→ Z. It is not hard to hek, using denable hoie, that the olletion
{S(γ) | γ : (0,+∞) → Z} depends only on the lass {Sa : a ∈ X} and not on the
parameterisation. Hene, we may assume that every set in S appears exatly one
in the family and in partiular dimS = dimZ (otherwise re-parameterise, see 3 of
[4℄).
The proof goes through the theory of tame elementary pairs (see 8 of [4℄ for
the details). Reall that for an o-minimal expansion N of a real losed eld, a
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tame extension N  R is one in whih N is Dedekind omplete. The theory of
tame elementary pairs is the theory of those strutures (R,N , st) where R is a tame
extension of N and st : R → N is the standard part map. Note that st is dened
on V , the onvex hull of N in R. To simplify the notation, whenever Y ⊆ R we will
write st(Y ) for st(Y ∩ V ).
The ruial property of the theory of tame pairs is:
Proposition 4.2. Suppose that (R,N , st) |= Ttame and Y ⊆ N
k
is denable in
(R,N , st), then Y is denable in N . Moreover, the theory Ttame is omplete modulo
Th(N ).
From this we readily get a weaker version of the theorem, one whih atually
sues for our purposes:
Lemma 4.3. Let M be an o-minimal expansion of a eld, S a ∅-denable family
of denable subsets of Mk, parameterised by Z. Let S˜ := {S(γ) : γ : (0,+∞) →
Z, denable}. Then S˜ is M-denable and dim S˜ = dimS.
Proof. By replaing S with the family {cl(A) : A ∈ S} we may assume that all the
sets in S are losed (it is easy to hek that the family of limit sets does not hange).
We may assume thatM is saturated enough to assure that everyM -denable set has
(in M) a generi point. Let τ > M and N = M〈τ〉, the prime model over M ∪ {τ}.
Then M is Dedekind omplete in N and (N ,M, st) |= Ttame. Let γ : (0,+∞) → Z
be any urve denable over M . It is not hard to verify that S(γ) = stSγ(τ). By
Proposition 4.2, and by ompatness, the denable family {stSa : a ∈ Z(N)} is
M-denable. Sine every a ∈ Z(N) is of the form γ(τ) for some M-denable urve
γ, the denability of S˜ in M follows. Beause every automorphism of M leaves S
invariant and therefore also S˜, it follows that S˜ is atually ∅-denable.
Now let Z1 be a parameter set for S˜ (so Z1 is ∅-denable in M). Again, we
assume that every set in S˜ is represented exatly one in the family. Let b ∈ Z1(M)
be generi over ∅. There is some γ : (0,+∞) → Z suh that S˜b = S(γ) = stSγ(τ).
If γ(τ) ∈ Mk then γ is eventually onstant and hene Sγ ∈ S. Assume then that
γ(τ) /∈ M and let P = 〈γ(τ)〉, the model generated by γ(τ) over ∅. Consider the
tame pair (P, stP, st). It follows from the ompleteness part of Proposition 4.2 that
stSγ(τ) = S˜b′ for some b
′ ∈ Z1(stP). By our assumption, we must have b
′ = b.
Sine γ(τ) ∈ Z, we have dim(γ(τ)/∅) 6 dim(S), and therefore
dim(S) > dim(P/∅) > dim(stP/∅).
We onlude that dim(b/∅) 6 dim(S) therefore dim((˜S)) = dim(Z1) 6 dim(S).

As mentioned above, the previous lemma sues for our purposes. For the sake of
ompleteness, however, we give the proof of v.d. Dries' theorem in its full strength.
The main part of the proof is the following:
Lemma 4.4. For S as above, assume that all sets in S are losed and ∅ /∈ S. Let
M ≺ N ≺ R, be suh that M,N are Dedekind omplete in R, and let st : R→ N be
the assoiated standard part map, V the onvex hull of N in R. Let a ∈ Z(R) ∩ V n
be suh that M〈a〉 ⊆ V . Then st a ∈ Z(N) and st(Sa(R)) = Sst a(N).
Proof of the lemma. Sine M〈a〉 ⊆ V the map st |M〈a〉 : M〈a〉 → N is elementary.
So st a ∈ Z(N).
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Consider the funtion f : Z×Mn →M given by f(z, y) = d(Sz, y) (with d(z, y) =√
z2 + y2 and d(S, y) = inf{d(z, y) : z ∈ S}). So for eah z ∈ Z the funtion
fz(y) : f(z, y) is ontinuous. Hene by 6 (Setion 2) of [3℄ there is a partition of Z
into denable subsets Z1, . . . , Zk suh that eah restrition fi|Xi×M
n
is ontinuous.
Restriting Z, this allows us to assume that f is ontinuous on Z. Let b ∈ Sa(R)∩V
n
;
so f(a, b) = 0. Sine f is ontinuous (and st a ∈ Z), we get that f(st a, st b) =
st f(a, b) = 0. i.e. st b ∈ clSsta. Sine we assume all the Sz to be losed, this is what
we wanted.
Conversely, if c ∈ Sst a we have that st c = c and therefore f(st a, st c) = 0.
Reversing the above argument, we get that f(a, b) is innitesimal. By the denition
of f this means that d(b, c) (omputed in R) is innitesimal for some b ∈ Sa(R).
Thus, c = st b ∈ Sa(R), as desired.

The rest of the proof is a rehash to what we did in Lemma 4.3: By Proposition
4.2 the set S˜ \ S is M-denable, and denote the orresponding parameter set Z ′.
It's enough to show that dimZ ′ < dimZ. We take M ≺ N ≺ R as in the previous
lemma, and denote stM : R → M , st : R → N the orresponding standard part
maps. As inthe proof of Lemma 4.3 we obtain:
{S˜b : b ∈ Z
′(M)} = stM Sa \ {Sa : a ∈ Z(M)}
Sine (R,M, stM ) ≡ (R,N , st) we also get
{S˜b : b ∈ Z
′(N)} = stSa \ {Sa : a ∈ Z(N)}
By the previous lemma, if b ∈ Z ′(N) is generi and a ∈ Z(R) is suh that
stSa(R) = S˜b(N), it annot be thatM〈a〉 ⊆ V . Thus, dim(stM〈a〉/M) < dim(a/M),
and sine b was arbitrary, the desired result follows exatly as in the proof of Lemma
4.3.
5. Appendix B: The general o-minimal ase
In this appendix we adapt the main results of this paper to the general o-minimal
ontext (i.e. removing the assumption that M expands a real losed eld). From
the proof of the results in Setion 3 it is lear that we only need onern ourselves
with the proof of Theorem 2.2.
In the rst part of this appendix we will prove two important tehnial fats for N
strongly minimal, 1-dimensional and denable in a suiently saturated o-minimal
struture M:
• N has nitely many non-orthogonality lasses (in the o-minimal sense).
• M has denable hoie for M-denable subsets of Nk.
The seond part of the appendix uses these two fats to overome the main obstale
in the generalisation of 2.2: Lemma 1.31. This lemma relies heavily on v.d. Dries'
Theorem on limit sets (1.27), whih is only known to be true in expansions of real
losed elds.
Finally, we will go systematially through all plaes where the existene of a eld
was used, and explain briey how to avoid it.
Throughout this setion N will be a 1-dimensional struture denable in a densely
ordered o-minimalM. It seems plausible that a further generalisation of the theorem
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to the ase whereN is only interpretable inM an be ahieved, but this will denitely
require more work.
Claim 5.1. Without loss of generality, N is a dense subset of M .
Proof. Sine dimMN = 1 it is a nite union of 1-ells and 0-ells (in M
k
for some
k). Note that removing nitely many points annot alter the truth of Theorem 2.2
and therefore neither of Theorem 2 and Theorem 1. Hene we may assume that
N is given by a union of 1-ells only. Eah 1-ell is denably homeomorphi to an
interval in M and therefore inherits an ordering. Thus eah 1-ell, with its indued
struture from M an be viewed as an o-minimal struture on its own. We now
take the disjoint union of the 1-ells of N , ordering them together arbitrarily, so
that eah ell is an open interval in this ordering. We add endpoints between these
intervals and obtain an o-minimal struture M′, suh that N , without its 0-ells, is
a denable dense subset of M′. We an now replae M by M′. 
5.1. Non-orthogonality and denable hoie. Sine we an no longer assume
that M has elimination of imaginaries, and as the work throughout the paper was
arried out inM (and not inMeq) we should be areful when using N -interpretable
subsets - as these will not, a priori, be denable in M. Reall:
Denition 5.2. A theory T has weak elimination of imaginaries if for every M |= T
and e ∈ M eq there are a1, . . . , an ∈ M suh that e ∈ dcl(a1, . . . , an) and ai ∈ acl(e)
for all 1 6 i 6 n.
It is fairly easy to hek (See, e.g., [12℄) that:
Lemma 5.3. Assume T is strongly minimal and acl(∅) is innite then T has weak
elimination of imaginaries.
Hene, by adding onstants to N we may assume that it has weak EI.
Denition 5.4. Let M be an o-minimal struture. a1, a2 ∈ M are non-orthogonal
if there exists a ontinuous monotone denable bijetion f : Ia1 → Ia2 for some open
intervals Iai ∋ ai sending a1 to a2 (see more in [20℄).
If S ⊆ M is a denable set and a ∈ M any element, we say that b 6⊥ a for
every b ∈ S, uniformly in b, if there exists a denable family of denable funtions
F : M2 → M suh that for all x ∈ S the funtion fx(y) := F (x, y) witnesses that
x 6⊥ a.
The notion of (non) orthogonality plays an important role in following arguments.
The key observation, whih makes everything else work is:
Lemma 5.5. If N is non-loally modular then there exists a ∈ N suh that a 6⊥ b
uniformly in b (in the o-minimal sense, obviously) for all b ∈M outside a nite set.
Proof. Choose a ∈ N generi (in the o-minimal sense). By weak EI we an nd F an
almost normal 2-dimensional family of N -denable plane urves, as provided by non
loal modularity (see Fat 2.4). Hene for b ∈ N , o-minimally generi over a, the
point 〈a, b〉 is generi on a generi F-urve through 〈a, b〉, implying that suh a urve
is, loally near 〈a, b〉, the graph of a ontinuous monotone funtion with f(a) = b, so
a 6⊥ b.
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Consider now the set S of all b ∈ N suh that there is no F-line through 〈a, b〉
whih is loally near 〈a, b〉 the graph of a ontinuous monotone funtion. This is an
o-minimally denable set, and by what we have just shown, it must be nite. 
Remark 5.6. The above lemma seems to remain true under the weaker assumption
that N is non-trivial. In that ase, if N is loally modular, use the fat that there
exists an N -denable equivalene relation E with nite lasses suh that N/E is a
o-nite set in a strongly minimal abelian group.
The following is easy:
Lemma 5.7. If M has nitely many non-orthogonality lasses then M does not
have a generi trivial type.
Proof. Assume that e ∈ M is a generi trivial point. Let I ∋ e be a losed interval
suh that every point in I is trivial (see, e.g., the introdution to [20℄). We laim that
every a, b ∈ I that are independent must be orthogonal to eah other. Indeed, if not
then there is a denable, ontinuous, stritly monotone funtion f sending a to b. It
follows that for every b′ near b there is, uniformly in b′, a denable fab′ witnessing the
non-orthogonality of a and b′. It follows that b is nonorthogonal, uniformly, to every
element in some neighbourhood of it. It is not diult to see that this ontradits
the triviality of b. 
We an now prove that M has denable hoie:
Lemma 5.8. If N is strongly minimal and non-trivial (and we still assume that N
is a dense subset of M) then M has denable Skolem funtions. I.e. for every M-
denable formula ϕ(x¯, y¯) there is an M-denable funtion fϕ suh that ∃y¯ϕ(x¯, y¯)→
ϕ(x¯, fϕ(x¯)).
Proof. Sine M \ N is nite, it is enough to onsider denable subsets of Nk. By
ell deomposition, we only need to onsider ells, and therefore, it sues to prove
that given a z-denable interval Iz we an nd a z-denable point in Iz.
If N is loally modular, then sine it is non-trivial there are an N -denable vetor
spae V , a nite equivalene relation E on N and a denable injetion f : N/E → V
(see, [25℄) whose image is o-nite in V . By [6℄, M has denable hoie for denable
subsets of V , this gives an element z0 ∈ f(I) and we take z = min{f
−1(z0)} ∈ I.
So we may assume that N is not loally modular. Let (c, d) ⊆ N be any interval.
We show that we an hoose a point e ∈ (c, d) uniformly in c, d. Combining the
previous lemma with Lemma 5.7 for all but nitely x ∈ N there exists, uniformly
in x, an interval Ix on whih a group-interval (not a group!) is dened. If c, d are
not both of the nitely many exeptional points, there is (without loss) an interval
Ic ∋ c as above. If d /∈ cl(Ic) then setting e := sup Ic ∈ (c, d) we are done. Otherwise
(c, d) ⊆ Ic and we an set e = (c +c d)/c2c (in the sense of the loal group dened
on Ic) if d < sup Ic or c +c 1c otherwise. Sine the number of exeptional points,
and hene the number of intervals with exeptional end-points, is nite, this gives
us denable hoie for sub intervals in N . 
5.2. Limit sets in strutures without elds. Our next task is to slightly rene
the notion of non-orthogonality in o-minimal strutures.
Denition 5.9. Let M be an o-minimal (saturated enough) struture, a, b ∈ M ∪
{±∞}. We say that a+ 6⊥ b+ if there exist intervals I+a := (a, aǫ), I
+
b := (b, bǫ)
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and a denable (with parameters) ontinuous monotone bijetion f : I+a ։ I
+
b (so
limt→a f(t) = b)). For εi ∈ {+,−} we dene analogously, a
ε1 6⊥ bε2 and aε 6⊥ ±∞.
Consider the struture M± onsisting of M with all its struture, as well as a
new sort M± = (M ∪ {±∞}) × {+,−} and the projetion π : M± → M ∪ {±∞}.
The relation aε1 6⊥ bε2 is an equivalene relation on the elements of M × {+,−}, so
we an dene:
Denition 5.10. A omplete set of representatives of the non-orthogonality lasses
of M± is a subset of M± in whih every nonorthogonality lass is represented.
Denition 5.11. Assume that M is o-minimal and every a, b outside a nite set F
are non-orthogonal to eah other, uniformly in a, b. For the purposes of this note,
we all suh M uniformly unidimensional.
Lemma 5.12. Let M be uniformly unidimensional, then M has at most nitely
many trivial points.
Proof. This is immediate from 5.7. 
Note that by the previous lemma and (the proof of) Lemma 5.8 a uniformly uni-
dimensional struture M has denable hoie. Moreover, uniformly unidimensional
strutures have urve seletion for non-degenerate points. More preisely, if S ⊆M r
is a denable set and q := (q1, . . . , qr) ∈ ∂S is suh that qi /∈ F , then there are
a < b ∈M and a denable urve γ : (a, b)→ S suh that limt→a γ(t) = q.
Denition 5.13. Let M be uniformly unidimensional. a ∈ M is degenerate if one
of a+, a− is not in the generi non-orthogonality lass of M.
A few lariations may be in plae:
Remark
(1) If M has nitely many non-orthogonality lasses so does M±. The onverse is
true as well: Let {aε11 , . . . , a
εk
k } be a set of representatives of the non-orthogonality
lasses ofM±. For b ∈ M dene the non-orthogonality type of b to be the pair (i, k)
(1 6 i, j 6 k) suh that b+ 6⊥ aεii and b
− 6⊥ a
εj
j . It will be enough to show that if b, d
have the same non-orthogonality type, they are non-orthogonal in the usual sense,
whih is a simple exerise in onatenation and omposition of monotone funtions.
(2) The number of non-orthogonality lasses, when nite, depends only on Th(M).
Indeed, assume that {aε11 , . . . , a
εk
k } is a omplete set of representatives of the non-
orthogonality lasses of M. Beause of the saturation of M the type stating that
x+ ∈M is orthogonal to eah of the aεii is inonsistent. It follows that, uniformly in
a, every a+ is nonorthogonal to one of the aεii , and similarly for a
−
. By quantifying
over the ai we get in every model M0 of Th(M) k-many non-orthogonality lasses
in M±0 .
(3) It is possible that aε1 and bε2 are non-orthogonal to eah other, while a is a degen-
erate point and b is a non-degenerate point. For example, onsider 〈R;<,+|(R>0)
2〉.
We have 0+ 6⊥ r for every positive r but 0 is a degenerate point.
Fix M, a uniformly unidimensioinal struture.
We now start our treatment of limit sets inM. Let F ǫ = {aǫ11 , . . . , a
ǫk
k } be the set
of representatives of non-orthogonality lasses inM± whih are orthogonal to c+ for
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a xed generi c. In partiular, F ǫ ∪ {c+} is a omplete set of suh representatives.
We let F = {a1, . . . , ak}. Clearly, F ⊆ dclM(∅).
Reall that in the ase of o-minimal expansions of elds, given a denable family
of denable sets S, with parameter set Z1, the limit family S˜ was dened as {S(γ) :
γ : (0, 1) → Z1 denable}. In the presene of more than one non-orthogonality lass
not all denable urves γ with image in Z1 an have the same domain. In uniformly
unidimensional strutures, we handle separately limits along urves γ : (a, b) → Z1
with a+ degenerate and those urves for whih a+ is non-degenerate. Clearly, we
an handle similarly urves γ : (b, a)→ Z1 and a
−
.
Finally, it may happen that for some urve γ the limit set S(γ) is nite. To avoid
unpleasant tehnialities, and sine in the appliation we will always be interested
solely in limit sets that are innite, we will restrit ourselves to those. We start with
the former ase:
Lemma 5.14. Let M be be as above, S an almost normal family of denable urves
with parameter set Z1, and γ : (a, b)→ Z1 a denable urve, a
+ ∈ F ǫ. Assume that
the limit set S(γ) is innite and let x = 〈x1, . . . , xn〉 be a generi element in S(γ).
Then there exists some i suh that xi ∈ dcl(∅). In partiular, by generiity x
′
i = xi
for all x′ ∈ S(γ) ∩ U for some open U ∋ x.
Proof. As before we may assume that all the urves in S are losed (after moving
to the family of losures we still have an almost normal family). Assume that the
lemma fails. Then for some generi x ∈ S(γ) all oordinates are non-orthogonal to
some generi c ∈ M . Sine c is not trivial, there is, by the Trihotomy Theorem,
a group interval dened around c. Pulling bak this group struture to x (on eah
oordinate separately) we may assume that x lives in an expansion of a group interval.
In partiular, there is a denable family of open sets Ur ∋ x, with r ∈ M suh
that limr→cUr = {x} (the existene of this family is our only use of the group
struture near x). Sine x ∈ S(γ), for every r there exists t(r) ∈ (a, b) suh that
Sγ(t(r)) ∩ Ur 6= ∅. Sine a
+ ∈ F , it annot be that t(r) → a as r → c. Therefore,
limr→c t(r) = a0 > a. It follows that x ∈ Sγ(a0). But this is impossible: we an
repeat the proess, nding a < ... < an < ... < a1 < a0 with x ∈ Sγ(t(ai)) for all i, i.e.
x is in innitely many of the Sγ(t), so without loss, it appears in all of them (beause
this is a 1-dimensional family). Sine we an repeat this for innitely many x's in
Sγ - this would ontradit the normality of S. 
For γ : (a, b) → M2 a denable urve, we say that γ is of rank k over A if the
image of the interval (a, b) under γ is a urve of rank k over A.
From now one we also assume: Every generi type in M is rih, namely it
is ontained in an M-denable real losed eld.
Lemma 5.15. Let M be as above. Let γ = 〈γ1, γ2〉 : (a, b) → M
2
be a denable
urve, with a+ /∈ F ǫ. If γ is of rank k > 3 over A then there are open intervals
I1, I2 ⊆M suh that:
(i) For some a < b1 < b, the urve γ(a, b1) is ontained in I1 × I2;
(ii) I1, I2 are denable over B ⊇ A and the rank of γ|(a, b1) over B is still k.
(iii) I1, I2 are denably isomorphi to some open intervals in a denable real losed
eld R.
Proof. Sine γ has rank k over A, there exists an A-denable almost normal family
of urves X = {Xd : d ∈ D}, suh that γ(a, b) = Xd for some generi d ∈ D, and
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dim(D) = k. We rst note that for every generi x = 〈x1, x2〉 ∈ Xd, we have x1, x2 /∈
dcl(∅). Indeed, otherwise Xd would be loally the graph of a onstant funtion
and hene, in some M2-neighbourhood of x, the family X will be 1-dimensional,
ontraditing the fat that X is almost normal and of rank at least 3.
Let 〈p1, p2〉 ∈ (M ∪ {±∞})
2
be the limit of γ(t) as t tends to a. Beause of our
last remark, the funtions γ1, γ2 are nowhere onstant hene for some ǫ1, ǫ2 ∈ {±} we
have pǫ11 = limt→a γ1(t) and p
ǫ2
2 = limt→a γ2(t) (by p
+(p−) = limt→a γ1(t) we mean
that γ(t) tends to p from above (below)). To simplify notation, let us assume that
ǫ1 = ǫ2 = +. Sine a
+ /∈ F ǫ, it is nonorthogonal to c+, for our xed generi c. Let
R denote a xed denable real losed eld suh that c ∈ R.
There are now several ases to onsider:
Case 1 p1, p2 ∈ dcl(∅).
We onsider intervals I1 = (p1, p
′
1), I2 = (p2, p
′
2), for p
′
1, p
′
2 generi and independent
from d over A. By hoosing b1 suiently small, we have γ(a, b1) ⊆ I1× I2. Beause
γ1, γ2 witness the fat that p
+
1 , p
+
2 6⊥ c
+
, I1, I2 are denably isomorphi to open
intervals in the eld R.
Case 2 p1, p2 /∈ dcl(∅).
In this ase, p1 and p2 are nonorthogonal to c and therefore eah is ontained in a
denable real losed eld. We an then nd open intervals I1 ∋ p1, I2 ∋ p2, denable
over generi parameters whih are independent from d over A, suh that eah Ii is
ontained in a denable real losed eld. Beause all generi points are uniformly
non-orthogonal to eah other, the two intervals are denably isomorphi to intervals
in R.
Case 3 p1 ∈ dcl(∅) while p2 /∈ dcl(∅).
In this ase, we take I1 = (p1, p
′
1) and I2 an interval ontaining p2 and proeed as
before. We handle similarly the symmetri fourth ase. 
Lemma 5.16. Let M be as above. Let S be a denable two-dimensional almost
normal family of urves, all ontained in a two dimensional set Q, and having a
parameter set P ⊆M2. Let γ : (a, b)→ P be a denable urve of rank k > 3.
Assume that Sγ is innite. If q is a generi element in S(γ), with dim(q) = 2
then there exists an open neighbourhood U of q suh that the rank of S(γ) ∩ U is at
most 2.
Proof. By Lemma 5.14, a+ /∈ F ǫ, for otherwise we will have dim(q) 6 1.
If p = limt→a γ(t) then, by Lemma 5.15, there exists b1 ∈ (a, b) and an open
retangular box V = I1 × I2 suh that γ(a, b1) ⊆ V , and V is denably isomorphi
to an open retangular box in a denable real losed eld R. Moreover, the rank
of γ|(a, b1) over all parameters is still k > 3. Assume that γ(a, b1) = Xd for X in
a denable family of urves X = {Xd′ : d
′ ∈ D}. Then, after possibly shrinking D
(but still with dim(D) = k, we may assume that for every d′ ∈ D the urve Xd′ is
ontained in V .
Beause dim(q) = 2, we may assume that q = 〈q1, q2〉 ∈ M
2
, where q1, q2 are
nonorthogonal to c. Hene, there exists an open retangular box U = J1 × J2 ∋ q
suh that J1, J2 are denably isomorphi to open intervals in the eld R.
We an now restrit ourselves to S(U, V ) = {Sp′ ∩ U : p
′ ∈ V }. Beause U, V are
denably isomorphi to open retangular boxes in the eld R, we may assume that
S(U, V ) and every limit set of this family are denable in R. We an now apply
Theorem 1.27 and onlude that the family of all possible limit sets for the family
ONE DIMENSIONAL STRUCTURES IN O-MINIMAL THEORIES 35
S(U, V ) is denable of dimension at most 2. The limit urve S(γ) ∩ U belongs to
this family and therefore its rank is at most 2. 
Finally, we an prove Lemma 1.31 without the eld assumption. We formulate it
here again:
Lemma 5.17. For M uniformly unidimensional, let F be an almost normal family
of plane urves parameterised by Q, X ⊆ P an A-denable urve of rank k > 2,
p0 ∈ X generi and assume that for q0 ∈ Q, the urve Cq0 touhes X at p0 (here we
identify P loally with an open set in M2), and in addition, dim(p0, q0/∅) = 3. If p
is a speial point for (q0,X) then dim(p/A) = 1. In partiular, p is a generi point
of X.
Proof. As was pointed out earlier on, p ∈ cl(X) and hene dim(p/A) 6 1. By 1.6,
we may assume that in a neighbourhood U of p0 and V of q0, the family F is nie.
Consider τ(X ∩ U) and reall that q0 is generi in τ(X ∩U) over A (by the Duality
Theorem).
Assume, towards a ontradition, that dim(p/A) = 0. Hene, q0 is still generi
in τ(X ∩ U) over Ap. As was pointed out in lause (3) of the disussion following
Denition 1.28, it follows that q0 is in the Ap-denable limit set L(X, p). But then,
by the generiity of q0 over pA, there exists a neighbourhood V1 ⊆ V of q0, suh that
τ(X ∩ U) ∩ V1 = L(X, p) ∩ V1. In partiular, L(X, p) is innite.
The limit set L(X, p) an also be written as L(γ) with γ : (a, b) → P a urve of
rank k > 2 over A (γ determines a branh of X whih ontains p in its frontier). By
Lemma 5.14, there exists an open neighbourhood V ′ of q0, suh that L(γ) ∩ V
′
has
rank at most 2 over A. Without loss of generality, V ′ = V1 and therefore the rank
of τ(X ∩U)∩ V1 over A is at most 2. However, sine the rank of X over A is k > 2,
then the rank of X ∩U is k as well and, by Lemma 1.25, the rank of τ(X ∩U) ∩ V1
is k as well (see 1.20), ontradition. 
5.3. Some extra details. In this nal subsetion, we explain - laim by laim - how
to avoid any use we made of the ambient eld struture on M. As already noted,
the proof of Theorem 3 relies on results of the rst setions of this paper only in the
treatment of the stable ase, and does not otherwise rely on M expanding a eld.
It will sue therefore to show that Theorem 2.2 as well is true independently of
the eld assumption. Therefore, throughout this setion we will assume that N is a
strongly minimal non-loally modular struture denable in an arbitrary o-minimal
struture M.
The following lemma shows that under these (a posteriori inonsistent) assump-
tions elds are (loally) denable in N :
Lemma 5.18. Let M be an o-minimal struture, N a 1-dimensional non-loally
modular strongly minimal set denable in M suh that N is dense in M . Then M
is uniformly unidimensional and every generi type in M is rih.
Proof. We already established that M is uniformly unidimensional (Lemma 5.5 and
Lemma 5.8).
Adding onstants, we may assume that N has weak EI. The non-loal modularity
ofN gives rise to a 2-dimensional family of plane urves inN (and hene inM). Suh
a family annot be denable in trivial strutures or in ordered vetor spaes, hene
by the Trihotomy Theorem for o-minimal strutures a real losed eld R is denable
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in M. By the unidimensionality of M every generi type in M is nonorthogonal to
a generi type in R. 
From the last lemma it follows that all the results of Setions 1 and 2 whih uses
the eld struture only in a loal way transfer to the present ontext. Here are some
examples:
(1) In Lemma 1.17: The fat that X is a graph of a C1-funtion is meaningless
without the existene of an ambient eld. But sine we are interested in
the result only loally near a generi point p0 = 〈x0, y0〉 ∈ X this an be
solved as follows. Sine x0, y0 ∈ N are generi inM they are non-orthogonal
to eah other and eah has an M-denable real losed eld ontaining it.
By non-orthogonality there exist losed (and non-trivial) M-intervals I1 ∋
x0, I2 ∋ y0, whih are denably homeomorphi to eah other. We may assume
that I1, I2 are denably homeomorphi to open intervals in the same eld R.
Hene, dierentiation an be take with respet to that eld struture. Note,
also, that by stable embeddedness, X ∩ I1 × I2 is denable, loally near p0
using only parameters from I1 ∪ I2. Thus, the lemma learly remains true in
this new formulation.
(2) Lemma 1.18: Again, we use the fat that x0, y0 are nonorthogonal to generi
elements in the same real losed eld.
(3) The two lemmas disussed above are ruial to prove Theorem 1.21, where
the assumptions are only meaningful in the presene of an ambient eld, but
whose onlusion is independent of that eld. Thus, we an reformulate the
theorem as follows: Let F be a ∅-denable (almost) normal family of plane
urves of dimension greater than 1. Let X be an A-denable plane urve of
rank greater than 1, p0 = 〈x0, y0〉 ∈ X generi in over A. Endow ∅-denable
neighbourhoods of x0 and y0 with a similar eld struture, as above, and
let d be the derivative - with respet to that eld struture - of the funtion
assoiated to X at x0. If p0 ∈ Cq0 for q0 ∈ Q and if f
′
q0
(x0) = d, then Cq0
and X touh eah other at p0 and dimM(p0, q0/∅) = 3.
This overs, all ourrenes of the eld struture in Setion 1. We now turn to
Setion 2.
(1) The onstrution of the urve X, depends only on the N -struture and so
auses no problem. We have to make sure, however, that there exists a urve
from the family F whih touhes X at a generi point. This follows, essen-
tially, from the version of Theorem 1.21 we just formulated above. However,
an alternative approah is also possible. Note that in the onstrution, we
only need the points z1, z2, x0, y0 to be independent generis. By hoosing
them all very lose to eah other, and restriting our attention to a small
interval ontaining them all, we may in fat assume (using stable embedded-
ness, as usual) that in that part of the proof we are working in an expansion
of a eld.
(2) Sine we heked that the results of Setion 1 go through, the proof of The-
orem 2.2 in the rst ase, (the general ase) needs no alteration. As for the
seond part (the speial ase), we note that the argument is only onerned
with what is going on near (in the o-minimal sense) the point p0. Thus
hoosing z1, z2, x0, y0 as suggested above, will assure that the argument will
need no alteration.
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