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Abstract
In this paper, we consider low rank matrix estimation using either matrix-version Dantzig Selec-
tor Aˆdλ as in (I.11) or matrix-version LASSO estimator Aˆ
L
λ as in (I.10). We consider sub-Gaussian
measurements, i.e., the measurements X1, . . . ,Xn ∈ Rm×m have i.i.d. sub-Gaussian entries. Suppose
rank(A0) = r. We proved that, when n ≥ Cm[r2 ∨ r log(m) log(n)] for some C > 0, both Aˆdλ and AˆLλ
can obtain optimal upper bounds(except some logarithmic terms) for estimation accuracy under spectral
norm. By applying metric entropy of Grassmann manifolds, we construct (near) matching minimax
lower bound for estimation accuracy under spectral norm. Note that, Candes and Plan [5], Negahban
and Wainwright [19], Rohde and Tsybakov [21] proved optimal upper bound for estimation accuracy
under Frobenius norm as long as n ≥ Cmr for some constant C > 0. We also give upper bounds and
matching minimax lower bound(except some logarithmic terms) for estimation accuracy under Schatten-
q norm for every 1 ≤ q ≤ ∞. As a direct corollary, we show both upper bounds and minimax lower
bounds of estimation accuracy under Ky-Fan-k norms for every 1 ≤ k ≤ m. Our minimax lower bounds
are similar to those given in an earlier paper by Ma and Wu [17].
I Introduction and an overview of main results
Low rank matrix estimation has been studied for several years in the literatures, such as Candes
and Plan [5], Koltchinskii [10], Koltchinskii [12] and Klopp [9] with references therein. In the gen-
eral settings, we have independent pairs of measurements and outputs, (X1,Y1), . . . , (Xn,Yn) ∈
(Rm1×m2 ,R) which are related to an unkown matrix A0 ∈ Rm1×m2 . We assume A0 has low rank,
i.e., r = rank(A0) ≪ (m1 ∧m2). The observations (Xj,Yj), j = 1, . . . , n satisfy the trace regression
model:
Yj =
〈
A0,Xj
〉
+ ξ j, j = 1, . . . , n (I.1)
where ξ j, j = 1, . . . , n are i.i.d. zero-mean random noises with variance Eξ
2 = σ2ξ < ∞. In this
paper, we only consider sub-Gaussian noise, i.e., |ξ|ψ2 . σ2ξ . The meaning of || · ||ψ2 and . will
be introduced later. 〈A, B〉 is used as notation for Tr(ATB) for any A, B ∈ Rm1×m2 . The task is to
estimate A0 based on the collected data (Xj,Yj), j = 1, . . . , n. Let Y := (Y1, . . . ,Yn)T ∈ Rn.
We use Π to denote the distribution of i.i.d. measurements Xj, j = 1, . . . , n, which are sampled
from the measurements setM. Distribution based dot product and L2-norm are defined as
〈A, B〉L2(Π) := E 〈A,X〉 〈B,X〉 (I.2)
and
||A||2L2(Π) := E 〈A,X〉
2 (I.3)
Several well-konwn measurementsM and Π have been studied in the literatures, such as
∗Thanks Vladimir Koltchinskii for refering this problem to me.
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EXAMPLE 1. Matrix Completion In this situation, Π denotes some distribution on the set
M = {ej(m1)⊗ ek(m2), j = 1, . . . ,m1, k = 1, . . . ,m2} (I.4)
where ej(m) denotes the j-th canonical basis vector in R
m. Most literatures considered Π as
a uniform distribution on the set M, see Koltchinskii [11], Koltchinskii et al. [13] and Rohde
and Tsybakov [21]. Lounici [16] and Klopp [9] studied general sampling on X instead. Under
the assumption of uniform distribution, the task means to estimate A0 from randomly observed
entries of A0 which are corrupted with noises. Rohde and Tsybakov [21] also considered sam-
pling without replacement from M, i.e. X1, . . . ,Xn are different from each other. A remark
is that when Π denotes the uniform distribution on M, we have ||A||2
L2(Π)
= 1m1m2 ||A||22 and
〈A, B〉L2(Π) = 1m1m2 〈A, B〉.
EXAMPLE 2. sub-Gaussian Design In this situation, Xj, j = 1, . . . , n are i.i.d. designed matri-
ces. The entries of every Xj are all i.i.d. sub-Gaussians. A real-valued random variable x is said
to be sub-Gaussian with parameter b > 0 if it has the property that for every t ∈ R one has:
Eetx ≤ eb2t2/2. In Gaussian and Rademacher cases, ||A||L2(Π) = ||A||2 and 〈A, B〉L2(Π) = 〈A, B〉.
Koltchinskii [11] studied the sub-Gaussian measurements for estimating density matrices in quan-
tum state tomography. Gaussian measurements are widely discussed in compressed sensing for
the reason that, with high probability, Gaussian random sampling operator satisfies the Restricted
Isometry Property, which will be introduced in Section II. Interested readers can read Baraniuk et
al. [2], Candes et al. [7].
EXAMPLE 3. Rank One Projection As described in Cai and Zhang [4], both Example 1 and
Example 2 have disadvantages. Under the matrix completion model, in order to get a stable
estimation of matrix A0, as pointed out by Candes and Recht [6], Gross [8], additional struc-
tral assumptions are needed. Actually, it is impossible to recover spiked matrices under matrix
completion model. However, under sub-Gaussian sampling, every measurements Xj, j = 1, . . . , n
require O(m1m2) bytes of space for storage, which will be huge when m is large. Therefore, Cai
and Zhang [4] proposed the rank one projection, Xj = α
T
j β j, j = 1, . . . , n, where αj, j = 1, . . . , n
and β j, j = 1, . . . , n are i.i.d. sub-Gaussian vectors. They proved that under rank one projection,
one is able to construct a stable estimator without addition structral assumptions. In addition,
only O(m1 +m2) bytes of space are needed for storage of every Xj, j = 1, . . . , n.
sub-Gaussian Design. In this paper, we only consider sub-Gaussian design with introduction
similar to Koltchinskii [11]. More precisely, we assume that the distribution Π satisfies that, for
some constant b0 > 0 such that for any A ∈ Rm1×m2 , 〈A,X〉 is a sub-Gaussian random variable
with parameter b0||A||L2(Π). This implies that EX = 0 and, for some constant b1 > 0,
|| 〈A,X〉 ||ψ2 ≤ b1||A||L2(Π), ∀A ∈ Rm1×m2 . (I.5)
In addition, assume that, for some constant b2 > 0,
||A||L2(Π) = || 〈A,X〉 ||L2(Π) ≤ b2||A||2, ∀A ∈ Rm1×m2 . (I.6)
A randommatrix X satisfying the above conditions will be called a sub-Gaussianmatrix. Moreover,
if X also satisfies the condition
||A||L2(Π) = ||A||2, ∀A ∈ Rm1×m2 (I.7)
then it will be called an isotropic sub-Guassian matrix. As was mentioned in Example 2, Gaussian
and Rademacher random matrices belong to the class of isostropic sub-Gaussian matrices. It eas-
ily follows from the basic properties of Orlicz norms, van der Vaart and Wellner [26], that for
2
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sub-Gaussian matrices ||A||Lp(Π) = E1/p 〈A,X〉p ≤ cpb1b2||A||2 and ||A||ψ1 := || 〈A,X〉 ||ψ1 ≤
cb1b2||A||2, A ∈ Rm1×m2 , p ≥ 1 for some universal constants cp > 0, c > 0.
To simplify our expressions,W.L.O.G., we assume m1 = m2 = m. Let X denotes the following
linear map:
∀A ∈ Rm×m,X (A) = (〈A,X1〉 , . . . , 〈A,Xn〉)T ∈ Rn (I.8)
Therefore, when Xj, j = 1, . . . , n are random matrices, X (A) is a random vector in Rn for every
A ∈ Rm×m. The adjoint operator X ⋆ is given as
∀U ∈ Rn,X ⋆(U) =
n
∑
j=1
〈
U,Xj
〉
Xj (I.9)
Now we introduce some notations we will use in this paper. For ∀A ∈ Rm×m,Let ||A||q denotes
the Schatten-q norm for every q ≥ 1, i.e., ||A||qq =
m
∑
j=1
σ
q
j (A), where we assumed that A has
singular value decomposition as A =
m
∑
j=1
σj(A)uj ⊗ vj with σj(A), j = 1, . . . ,m arranged in non-
increasing order. Therefore, || · ||2 is Frobenius norm, || · ||1 as nuclear norm and || · ||∞ as
spectral norm. Another similar norms are Ky-Fan norms. Given any 1 ≤ k ≤ m, the Ky-Fan-
k norm is defined as ||A||Fk :=
k
∑
j=1
σj(A), ∀A ∈ Rm×m. As described in Tao [24, Chapter 2],
|| · ||Fk : Rm×m → R is a convex function for every 1 ≤ k ≤ m. For a vector v ∈ Rn, we use |v|l2 to
denote the l2−norm, i.e., |v|2l2 =
n
∑
j=1
v2j .
We use Amax(r) to denote Amax(r) :=
r
∑
j=1
uj(A)uj ⊗ vj. We also define A−max(r) := A− Amax(r). A
cone C(r, β) is defined as
C(r, β) :=
{
A ∈ Rm×m, ||A−max(r)||1 ≤ β||Amax(r)||1
}
.
Let W :=
n
∑
j=1
ξ jXj. We use x & y to denote that x ≥ cy for some constant c > 0. Similar notation
is .. Let Ar denotes the set of all matrices A ∈ Rm×m with rank(A) ≤ r.
Based on the data (X1,Y1), . . . , (Xn,Yn), several estimators of A0 have been proposed. The fol-
lowing two estimators are well-studied in the literature. The first one is matrix-version LASSO
estimator:
AˆLλ := argmin
A∈Rm×m
n
∑
j=1
(〈
A,Xj
〉− Yj)2 + λ ||A||1 , (I.10)
where || · ||1 is used as a convex surrogate for rank(·) to "promote" low rank solution. Readers
can refer to Koltchinskii [10], Rohde and Tsybakov [21], and Klopp [9] for more details. Another
estimator is Dantzig Selector
Aˆdλ := argmin
A∈Rm×m
{||A||1 : ||X ⋆(X A− Y)||∞ ≤ λ} (I.11)
Candes and Plan [5] proved that, under Gaussian measurements, when n ≥ Cmr for some con-
stant C and |ξ|ψ2 . σξ , if we choose λ = C1σξ
√
nm log(m) for some constant C1 > 0, then
3
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||Aˆdλ − A0||22 ≤ C′
mrσ2ξ log(m)
n and ||AˆLλ − A0||22 ≤ C′
mrσ2ξ log(m)
n with high probability for some uni-
versal constant C′ > 0. They also showed that these upper bounds are optimal.
In addition, Lounici [16], Koltchinskii and Lounici et. al. [13] considered the following modified
matrix LASSO estimator:
AˆmLλ := argmin
A∈Rm×m
||A||2L2(Π) −
〈
A,
1
n
n
∑
j=1
YjXj
〉
+ λ ||A||1 . (I.12)
Under (near) matrix completion model and certain assumptions, optimal upper bounds (except
some logarithmic terms) for estimation accuracy under both the spectral norms, i.e., ||AˆmLλ −
A0||∞ and Frobenius norm i.e., ||AˆmLλ − A0||2, are obtained in [16] and [13].
However, there are few results about estimation accuracy under the spectral norm, i.e., ||Aˆdλ −
A0||∞ or ||AˆLλ − A0||∞. In this paper, we will give optimal(except some logarithmic terms)
upper bounds for them under sub-Gaussian measurements. Unlike [5], our analysis requires
n ≥ Cm[r2 ∨ r log(m) log(n)] for some constant C > 0 which requires higher order of r. The idea
of the proof is similar to Lounici [15]. We state our main results as follows, some notations will
be described in Section II.
Theorem I.1. Suppose Π is a sub-Gaussian distribution and n ≥ Cm[r2 ∨ r log(m) log(n)] for some
C > 0 and |ξ|ψ2 . σξ , if λ & C2σξ
√
nm logm for some C2 > 0, then there exists some constant C1 > 0
such that with probability at least 1− 4m ,
∣∣∣∣Aˆλ − A0∣∣∣∣∞ ≤ C1σξ
√
m logm
n
(I.13)
where Aˆλ can be Aˆ
d
λ and Aˆ
L
λ. C1 contains some constants related to distribution Π.
In fact, we can prove a further result by applying interpolation inequality.
Theorem I.2. Under the same assumptions of Theorem I.1, there exists some constat C1 > 0 such that,
for every 1 ≤ q ≤ ∞, with probability at least 1− 4m ,
∣∣∣∣Aˆλ − A0∣∣∣∣q ≤ C1
√
m log(m)
n
σξr
1/q (I.14)
and for any integer 1 ≤ k ≤ m,
∣∣∣∣Aˆλ − A0∣∣∣∣Fk ≤ C1(k ∧ r)
√
m log(m)
n
σξ (I.15)
where Aˆλ can be Aˆ
d
λ and Aˆ
L
λ. C1 contains some constants related to distribution Π.
The following Theorem shows that the previous bounds in Theorem I.1 and Theorem I.2 are
optimal in the minimax sense, except some logarithmic terms.
Theorem I.3. Suppose the i.i.d. noise ξ1, . . . , ξn ∼ N (0, σ2ξ ) and Π denotes sub-Gaussian distribution,2r ≤
m, then there exists some universal constant c > 0 and c′ > 0 such that for every 1 ≤ q ≤ ∞,
inf
Aˆ
sup
A∈Ar
PA
(
||Aˆ− A||q ≥ cσξr1/q
√
m
n
)
≥ c′ (I.16)
4
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and for any integer 1 ≤ k ≤ m,
inf
Aˆ
sup
A∈Ar
PA
(
||Aˆ− A||Fk ≥ cσξ(k ∧ r)
√
m
n
)
≥ c′ (I.17)
where PA denotes the joint distribution of (X1,Y1), . . . , (Xn,Yn) when Yj =
〈
A,Xj
〉
+ ξ j, j = 1, . . . , n.
The proof of Theorem I.3 applied the metric entropy bounds of Grassmann manifolds, intro-
duced in Section II.
The rest of the paper is organized as follows. In Section II, we introduce some preliminaries
which will be needed in our proof, such as Restricted Isometry Property with constant δr ∈ (0, 1),
Empirical Process Bounds, metric entropy bounds of Grassmann manifolds Gm,k and rotation invariance
of sub-Gaussians. In Section III, we will prove the upper bound of estimation accruacy under
Schatten-q norm for every 1 ≤ q ≤ ∞, as long as the assumption that δ2 . 1r holds. In Sec-
tion IV, we will prove that, under sub-Gaussian sampling, the random operator X satisfies the
assumption δ2 .
1
r with high probability when n ≥ Cm[r2 ∨ r log(m) log(n)] for some C > 0. In
Section V, by applying the metric entropy bounds, we can construct a set A ⊂ Ar such that the
minimax lower bounds in Theorem I.3 holds. In Section VI, results of numerical simulations will
be displayed.
II Definitions and Preliminaries
In this section, we will introduce some definitions and preliminaries we need for our proof.
Sub-differentials of nuclear norm. Given A ∈ Rm×m, rank(A) = rwith singular value decomposition,
A = UΣVT where U ∈ Rm×r, Σ ∈ Rr×r and V ∈ Rm×r, the sub-differential of the convex function
A→ ||A||1 is given as the following set, Watson [28]:
∂||A||1 :=
{
UVT +PS⊥1 ΦPS⊥2 ∈ R
m×m : ||Φ||∞ ≤ 1
}
(II.1)
where S1 denotes the linear span of {u1, . . . , ur} and S2 denotes the linear span of {v1, . . . , vr}. It
is easy to see that for any Λ ∈ ∂||A||1, we have ||Λ||∞ = 1 as long as A 6= 0.
Restricted isometry property, initially introduced by Candes and Plan [5], is defined as follows:
Definition 1. For each integer r = 1, 2, . . . ,m, the isometry constant δr of X is the smallest
quantity such that
(1− δr)||A||22 ≤
1
n
||X (A)||2l2 ≤ (1+ δr)||A||22 (II.2)
holds for all matrices A ∈ Rm×m of rank at most r.
We say that X satisfies the RIP with constant δr at rank r if δr is bounded by a sufficiently small
constant between 0 and 1. We proved that RIP holds with high probability under sub-Gaussian
measurements in Section IV. Our proof here is different from [5]. We obtain an upper bound for
the empirical process sup
||A||22≤[1/2,2],rank(A)≤r
∣∣∣∣∣ 1n
n
∑
j=1
〈
A,Xj
〉2 −E 〈A,X〉2
∣∣∣∣∣ while [5] applied an ǫ−net
argument to prove the RIP under Gaussian measurements. [5] proved RIP with higher probability
than ours, however ǫ−net argument is more complicated and cannot directly be applied to sub-
Gaussian measurements. We will see later that, when we have an sharp upper bound of δ2, we
are able to derive an optimal upper bound for estimation accuracy under spectral norm. The
following lemma is also due to [5]. We repeat their proof for self-containment.
5
Low Rank Matrix Estimation Dong Xia
Lemma 1. For integer r, r′ = 1, 2, . . . ,m and r + r′ ≤ m, suppose Assumption 1 holds for δr+r′ ,
then for any matrix A ∈ Rm×m and B ∈ Rm×m obeying 〈A, B〉 = 0 with rank(A) ≤ r and
rank(B) ≤ r′, we have
1
n
|〈X (A),X (B)〉| ≤ δr+r′ ||A||2||B||2 (II.3)
Proof. We can certainly assume that ||A||2 = ||B||2 = 1. Otherwise, we can just rescale A and B,
since (II.3) is invariant by scaling. Then according to definition of δr+r′ , we have
(1− δr+r′)||A± B||22 ≤
1
n
||X (A± B)||2l2 ≤ (1+ δr+r′)||A± B||22 (II.4)
According to these two inequalities, it is easy to get that
4
n
|〈X (A),X (B)〉| ≤ 4δr+r′ (II.5)
Empirical Process Bounds. Our techniques of proof requires some inequalities of empirical
process indexed by a class of measureable functions F defined on an arbitrary measureable
space (S,A). The following introductions are similar to Koltchinskii [11]. Let X,X1, . . . ,Xn be
i.i.d. random variables in (S,A) with common distribution P. One of these inequalities is the
Adamczak’s version of Talagrand inequality, [1]. Let F(X) ≥ sup
f∈F
| f (X)|,X ∈ S, be an envelope
of the class. Then, there exists a constant K > 0 such that for all t > 0 with probability at least
1− e−t,
sup
f∈F
∣∣∣∣∣ 1n
n
∑
j=1
f (Xj)−E f (X)
∣∣∣∣∣
≤K
[
Esup
f∈F
∣∣∣∣∣ 1n
n
∑
j=1
f (Xj)−E f (X)
∣∣∣∣∣+ σF
√
t
n
+
∣∣∣∣
∣∣∣∣max1≤j≤n |F(Xj)|
∣∣∣∣
∣∣∣∣
ψ1
t
n
] (II.6)
where σ2F := sup
f∈F
Var( f (X)). For ∀α ∈ [1, 2], || f ||ψα := inf
{
C > 0 :
∫
S ψα
( | f (X)|
C
)
dP ≤ 1
}
, where
ψα(t) := et
α − 1, t ≥ 0. Usually, ψ2 is related to sub-Gaussian tails and ψ1 is related to sub-
exponential tails.
Mendelson [18] developed a subtle upper bound on Esup
f∈F
∣∣∣∣∣ 1n
n
∑
j=1
f 2(Xj)−E f 2(X)
∣∣∣∣∣ based on
generic chaining bound. Talagrand’s generic chaining complexity, [23], of a metric space (T , d)
is defined as follows. An admissible sequence {∆n}n≥0 is an increasing sequence of parti-
tions of T (i.e. each partition is a refinement of the previous one) such that card(∆0) = 1 and
card(∆n) ≤ 22n , n ≥ 1. For t ∈ T , ∆n(t) denotes the unique subset in ∆n that contains t. For a set
B ⊂ T , D(B) denotes its diameter. Then, the generic chaining complexity γ2(T ; d) is defined as
γ2(T ; d) := inf{∆n}n≥0
sup
t∈T
∑
n≥0
2n/2D(∆n(t)), (II.7)
where the inf is taken over all admissible sequences of partitions. Talagrand [23] used the generic
chaining complexities to characterize the size of the expected sup-norms of Gaussian processes.
Actually, Talagrand [23] proved that for a Gaussian process Gt indexed by t ∈ T , one has
cγ2(T , d) ≤ Esup
t∈T
Gt ≤ Cγ2(T , d) (II.8)
6
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for some universal constant c,C > 0. Similar quantities as γ2(T , d) are also used to control the
size of empirical process indexed by a function class F . Mendelson [18] used γ2(F ,ψ2) to control
the size of expected emprical process. Suppose F is a symmetric class, that is, f ∈ F implies
− f ∈ F , and E f (X) = 0, for ∀ f ∈ F . Then, for some constant K > 0,
Esup
f∈F
∣∣∣∣∣ 1n
n
∑
j=1
f 2(Xj)−E f 2(X)
∣∣∣∣∣ ≤ K
[
sup
f∈F
|| f ||ψ1
γ2(F ,ψ2)√
n
∨ γ22(F ,ψ2)
n
]
(II.9)
We will apply these empirical bounds to prove strong RIP of δ2 for sub-Gaussian measurements.
Interpolation Inequality. For 0 < p < q < r ≤ ∞, let θ ∈ [0, 1] be such that θp + 1−θr = 1q .
Then for all A ∈ Rm1×m2 ,
||A||q ≤ ||A||θp||A||1−θr (II.10)
One proof of this inequality is given in Rohde and Tsybakov [21].
Metric entropy of Grassmann manifolds. The Grassmann manifold Gm,k is the collection of all sub-
spaces with dimension k in Rm. For any subspace E ∈ Gm,k we denote by PE the orthogonal
projection onto E. For any metric d : Gm,k ×Gm,k → R, an ǫ−net of Gm,k is a subset Γ of Gm,k such
that for any point x ∈ Gm,k can be approximated by a point y ∈ Γ such that d(x, y) < ǫ. The
smallest cardinality of an ǫ−net of Gm,k is called the covering number of Gm,k and is denoted by
N(Gm,k, d, ǫ). The metric entropy is the function logN(Gm,k, d, ·).
For every 1 ≤ q ≤ ∞, we define the metric τq : Gm,k × Gm,k → R by
∀E, F ∈ Gm,k, τq(E, F) = ||PE − PF||q (II.11)
According to definition of Schatten-q norms, the metric τq is well defined. Pajor [20] proved that
Proposition 1. For any integers 1 ≤ k ≤ m such that k ≤ m− k, for any 1 ≤ q ≤ ∞ and for every
ǫ > 0, we have ( c
ǫ
)d ≤ N(Gm,k, τq, ǫk1/q) ≤
(
C
ǫ
)d
, (II.12)
where d = k(m− k) and c,C > 0 are universal constants.
Given any metric d(·, ·) on Gm,k, an ǫ−packing is a subset Γ˜ ⊂ Gm,k such that for any x, y ∈
Γ˜, x 6= y, we have d(x, y) ≥ ǫ. The packing number of Gm,k, denoted as M(Gm,k, d, ǫ), is the largest
cardinality of an ǫ−packing of Gm,k. One can easily check that,
N(Gm,k, d, ǫ) ≤ M(Gm,k, d, ǫ) ≤ N(Gm,k, d, ǫ/2) (II.13)
Rotation invariance of sub-Gaussians. The proof of the following lemma can be found in Vershynin
[27, Lemma 5.9].
Lemma 2. Consider a finite number of independent centered sub-Gaussian random variables
Xj, j = 1, . . . , n. Then
n
∑
j=1
Xj is also a centered sub-Gaussian random variables. Moreover,
∣∣∣∣∣
∣∣∣∣∣
n
∑
j=1
Xj
∣∣∣∣∣
∣∣∣∣∣
2
ψ2
≤ C
n
∑
j=1
||Xj||2ψ2 (II.14)
where C > 0 is a universal constant.
7
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III Spectral norm rate under general settings
In this section, we will prove the upper bound for estimation accuracy under spectral norm in
general settings, as long as certain assumptions are satisfied. In the next section, we will show
that these assumptions are satisfied with high probability under sub-Gaussian measurements.
The assumption is related to the RIP constant δ2. It is similar to the Assumption 2 in Lounici [15].
Assumption 1. δ2 ≤ 1α(1+2c0)r for integer r ≥ 1 and some constant α > 1. c0 depends on whether
we study Aˆdλ or Aˆ
L
λ. Actually we can choose c0 = 1 for Aˆ
d
λ and c0 = 3 for Aˆ
L
λ.
According to Proposition 3, we see that Assumption 1 holds with probability at least 1− 1m as
long as n ≥ C1m[α2(1+ 2c0)2r2 ∨ α(1+ 2c0)r log(m) log(n)] for some C1 > 0. Note that we need
n & mr2 to get an optimal upper bound for spectral norm. However, n & mr is needed for stable
estimation under Frobenius norm as in [5]. We are not sure whether n & mr2 is indeed required
or some techiques are needed to get rid of one r. The following result is an immedate one from
Lemma 1.
Corollary 1. When Assumption 1 is satisfied, for any A and B ∈ Rm×m with rank(A) =
rank(B) = 1 and 〈A, B〉 = 0,
1
n
|〈X (A),X (B)〉| ≤ 1
α(1+ 2c0)r
(III.1)
The next lemma shows that when λ is able to hold the noise, Aˆλ − A0 belongs to some cone
defined in Section I.
Lemma 3. Take λ > 0 such that λ ≥ 2||W||∞, then we have∣∣∣∣∣∣X ⋆X (Aˆdλ − A0)∣∣∣∣∣∣
∞
≤ 3λ
2
, Aˆdλ − A0 ∈ C(r, 1) (III.2)
and ∣∣∣∣∣∣X ⋆X (AˆLλ − A0)∣∣∣∣∣∣
∞
≤ 3λ
2
, AˆLλ − A0 ∈ C(r, 3) (III.3)
Proof. We prove (III.2) first. According to definition of Aˆdλ, we get that
∣∣∣∣∣∣X ⋆X (Aˆdλ − A0)−W∣∣∣∣∣∣∞ ≤
λ. Then we get
∣∣∣∣∣∣X ⋆X (Aˆdλ − A0)
∣∣∣∣∣∣
∞
≤ ||W||∞ + λ ≤ 32λ. Since ||Aˆdλ||1 = ||Aˆdλ − A0 + A0||1 and,
by Weilandt-Hoffman inequality, Tao [24], we get that
||Aˆdλ||1 =||Aˆdλ − A0 + A0||1
≥
m
∑
j=1
∣∣∣σj(Aˆdλ − A0)− σj(A0)∣∣∣
≥
r
∑
j=1
(
σj(A0)− σj(Aˆdλ − A0)
)
+
m
∑
j=r+1
σj(Aˆ
d
λ − A0).
(III.4)
Since ||Aˆdλ||1 ≤ ||A0||1, we can get
m
∑
j=r+1
σj(Aˆ
d
λ − A0) ≤
r
∑
j=1
σj(Aˆ
d
λ − A0). Therefore, Aˆdλ − A0 ∈
C(r, 1). Now, we prove (III.3). According to standard convex optimization result, we know there
exists some Vˆ ∈ ∂||AˆLλ||1 such that
X ⋆X (AˆLλ − A0) :=
n
∑
j=1
〈
AˆLλ − A0,Xj
〉
Xj =
n
∑
j=1
ξ jXj − λVˆ (III.5)
8
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Since ||Vˆ||∞ ≤ 1, we get that ||X ⋆X (AˆLλ− A0)||∞ ≤ ||W||∞ + λ ≤ 3λ2 . According to the definition
of AˆLλ, we have
n
∑
j=1
(〈
AˆLλ,Xj
〉
−Yj
)2
+ λ||AˆLλ||1 ≤
n
∑
j=1
ξ2j + λ||A0||1 (III.6)
Therefore, we get that
n
∑
j=1
〈
AˆLλ − A0,Xj
〉2
+λ||AˆLλ||1 ≤
〈
AˆLλ − A0,W
〉
+ λ||A0||1
≤||AˆLλ − A0||1||W||∞ + λ||A0||1
≤λ
2
||AˆLλ − A0||1 + λ||A0||1
(III.7)
Which gives 2||Aˆλ||1 ≤ ||Aˆλ − A0||1 + 2||A0||1. Then we repeat the same process as above and
we have
||AˆLλ||1 ≥ ||A0||1 −
r
∑
j=1
σj(Aˆ
L
λ − A0) +
m
∑
j=r+1
σj(Aˆ
L
λ − A0) (III.8)
Since ||AˆLλ||1 ≤ ||A0||1 + 12 ||Aˆλ − A0||1, it is easy to get that,
1
2
m
∑
j=r+1
σj(Aˆ
L
λ − A0) ≤
3
2
r
∑
j=1
σj(Aˆ
L
λ − A0) (III.9)
Therefore, AˆLλ − A0 ∈ C(r, 3).
Lemma 4. Let Assumption 1 be satisfied. Then
κ(r, c0) := min
∆∈C(r,c0)
||X∆||l2√
n||∆max(r)||2
≥ c1 :=
√
1− 1
α
> 0. (III.10)
Proof. Assume ∆ ∈ C(r, c0) has singular value decomposition as ∆ =
m
∑
j=1
σj(∆)uj ⊗ vj. We know
that, based on Assumption 1 and Corollary 1
1
n
||X∆max(r)||2l2 =
1
n
r
∑
j=1
σ2j (∆)
〈X uj ⊗ vj,X uj ⊗ vj〉+ 1n
r
∑
i 6=j
σi(∆)σj(∆)
〈X ui ⊗ vi,X uj ⊗ vj〉
≥
(
1− 1
α(1+ 2c0)r
) r
∑
j=1
σ2j (∆)−
1
α(1+ 2c0)r
r
∑
i 6=j=1
σi(∆)σj(∆)
=||∆max(r)||22 −
1
α(1+ 2c0)r
||∆max(r)||21
(III.11)
9
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Therefore, we get that
1
n
||X∆||2l2 ≥
1
n
〈
X∆max(r),X∆max(r)
〉
+
2
n
〈
X∆max(r),X∆−max(r)
〉
≥||∆max(r)||22 −
1
α(1+ 2c0)r
||∆max(r)||21
− 2
α(1+ 2c0)r
||∆max(r)||1||∆−max(r)||1
≥||∆max(r)||22 −
1+ 2c0
α(1+ 2c0)r
||∆max(r)||21
≥
(
1− 1
α
)
||∆max(r)||22
(III.12)
where the last inequality comes from the fact that ||∆max(r)||1 ≤
√
r||∆max(r)||2, since rank(∆max(r)) ≤
r.
Now we state our main theorem as follows.
Theorem III.1. We choose λ as in Lemma 3 and let Assumption 1 be satisfied, if rank(A0) ≤ r, then
||Aˆdλ − A0||∞ ≤ cd
λ
n
, (III.13)
||Aˆdλ − A0||1 ≤ c′d
rλ
n
, (III.14)
and for any integer 1 ≤ k ≤ m,
||Aˆdλ − A0||Fk ≤ cd(1+ c0)
(k∧ r)λ
n
, (III.15)
where cd =
3
2 +
3(1+c0)
2
2α(1+2c0)c
2
1
and c′d =
3(1+c0)
2
2c21
. (III.13) and (III.14) are also true if we replace Aˆdλ by Aˆ
L
λ.
Proof. Our proof will use notation Aˆdλ, however, the method also works for Aˆ
L
λ. According to
Lemma 3, we have
∣∣∣∣∣∣X ⋆X (Aˆdλ − A0)
∣∣∣∣∣∣
∞
≤ 32λ. Let ∆ˆd := Aˆdλ − A0 =
m
∑
j=1
σj(∆ˆ
d)udj ⊗ vdj . Therefore,
we get 〈
X ⋆X ∆ˆd, ud1 ⊗ vd1
〉
≤ 3λ
2
(III.16)
However, we have that
〈
X ⋆X ∆ˆd, ud1 ⊗ vd1
〉
=
m
∑
j=1
σj(∆ˆ
d)
〈
X udj ⊗ vdj ,X ud1 ⊗ vd1
〉
≥n
(
1− 1
α(1+ 2c0)r
)
σ1(∆ˆ
d) +
m
∑
j=2
σj(∆ˆ
d)
〈
X udj ⊗ vdj ,X ud1 ⊗ vd1
〉
≥n
(
1− 1
α(1+ 2c0)r
)
σ1(∆ˆ
d)− n
α(1+ 2c0)r
m
∑
j=2
σj(∆ˆ
d)
(III.17)
Therefore, we have σ1(∆ˆ
d) ≤ 3λ2n + 1α(1+2c0)r ||∆ˆ
d||1. Meanwhile, with ∆ˆd ∈ C(r, c0), we have
〈
X ⋆X ∆ˆd, ∆ˆd
〉
≤ 3λ
2
||∆ˆd||1 ≤ 3(1+ c0)2 λ||∆
d
max(r)||1 ≤
3(1+ c0)
2
λ
√
r||∆dmax(r)||2 (III.18)
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According to Lemma 4, we have
〈
X ⋆X ∆ˆd, ∆ˆd
〉
≥ nc21||∆ˆdmax(r)||22. Together with (III.18) we get
||∆ˆd
max(r)
||2 ≤ 3(1+c0)λ
√
r
2nc21
. Therefore,
σ1(∆ˆ
d) ≤3λ
2n
+
1+ c0
α(1+ 2c0)r
||∆ˆdmax(r)||1
≤3λ
2n
+
3(1+ c0)
2λr
2α(1+ 2c0)rnc
2
1
=
λ
n
(
3
2
+
3(1+ c0)
2
2α(1+ 2c0)c
2
1
) (III.19)
Therefore, σ1(∆ˆ
d) ≤ cd λn . Meanwhile, ||∆ˆd||1 ≤ (1+ c0)||∆ˆdmax(r)||1 ≤ (1+ c0)
√
r||∆ˆd
max(r)
||2. The
upper bound for ||∆ˆd||Fk is just an immediate result.
Applying the interpolation inequality as (II.10), we get the following corollary.
Corollary 2. Under the same assumptions of Theorem III.1, there exists some constant C > 0
such that for every 1 ≤ q ≤ ∞, ∣∣∣∣Aˆλ − A0∣∣∣∣q ≤ Cλr1/qn (III.20)
where Aˆλ can be Aˆ
d
λ and Aˆ
L
λ.
IV Spectral norm rate under sub-Gaussian measurements
Based on the results in the previous section, we show the main theorem of this paper for sub-
Gaussian measurements. Under sub-Gaussian measurements, we will see that Assumption 1
holds with high probability. The following lemma is an immediate result from Proposition 3 in
Appendix B.
Lemma 5. Suppose Xj, j = 1, . . . , n are i.i.d. sub-Gaussian measurements and n ≥ C1m[α2(1+
2c0)
2r2 ∨ α(1+ 2c0)r log(m) log(n)] for some C1 > 0, then with probability at least 1− 1m , As-
sumption 1 holds.
The following lemma provides a choice of λ. The proof is given in Appendix A.
Lemma 6. Under the assumption that n ≥ C1m log(m) log(n) for some C1 > 0, if |ξ|ψ2 . σξ and
Π is a sub-Gaussian distribution, then for every t > 0, with probability at least 1− 2e−t − 1m we
have ∣∣∣∣∣
∣∣∣∣∣ 1n
n
∑
j=1
ξ jXj
∣∣∣∣∣
∣∣∣∣∣
∞
≤ Cσξ
√
mt
n
(IV.1)
for some constant C > 0, where C contains constant related to Π.
Now, we state the sub-Gaussian version of Theorem III.1.
Theorem IV.1. Suppose Xj, j = 1, . . . , n are i.i.d. sub-Gaussian measurements,|ξ|ψ2 . σξ and any α > 1,
c0 = 1 for Dantzig Selector, c0 = 3 for matrix LASSO estimator. There exists some constants C1,C2 > 0
such that when n ≥ C1m[α2(1+ 2c0)2r2 ∨ α(1+ 2c0)r log(m) log(n)] and λ := C2σξ
√
mn log(m),
with probability at least 1− 4m ,
∣∣∣∣Aˆλ − A0∣∣∣∣∞ ≤ cdC2σξ
√
m log(m)
n
(IV.2)
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and ∣∣∣∣Aˆλ − A0∣∣∣∣1 ≤ c′dC2σξ
√
m log(m)
n
(IV.3)
and for any integer 1 ≤ k ≤ m,
∣∣∣∣Aˆλ − A0∣∣∣∣Fk ≤ cd(1+ c0)C2σξ(r ∧ k)
√
m log(m)
n
(IV.4)
where Aˆλ can be Aˆ
d
λ or Aˆ
L
λ with only c0 different and cd, c
′
d are the same as Theorem III.1.
Proof. According to Lemma 5, Assumption 1 is satisfied with probability at least 1− 1m . With
C2 well chosen, we see that λ ≥ 2||W||∞ holds with probability at least 1− 3m from Lemma 6.
Therefore, based on Lemma 3 and Theorem III.1, we can get our desired bound.
The Theorem I.2 is a direct result of Theorem IV.1 by applying Corollary 2.
V Minimax Lower Bound
In this section, we will prove Theorem I.3. In an earlier paper by Ma and Wu [17], they provided
similar minimax lower bounds for more general norms by using volume ratios. Our method
constructs a well-seperated set of low rank matrices by applying the metric entropy bounds
of Grassmann manifold. Suppose 2r ≤ m, consider any 1 ≤ q ≤ ∞, by Proposition 1 and
inequality (II.13), we know that M(Gm,r, τq, ǫr1/q) ≥
(
c
ǫ
)r(m−r)
. Therefore, there exists a set B :={
PBj : Bj ∈ Gm,r
}
with card(B) ≥ 2r(m−r) and τq(PBj − PBk) ≥ c2 r1/q for any j 6= k. Based on B,
we construct the following set: A :=
{
κPBj : PBj ∈ B
}
with κ = c′σξ
√
m
n with a small positive
constant c′ > 0 which will be determined later.
For any Aj, Ak ∈ A, j 6= k, we know that τq(Aj − Ak) ≥ cκ2 r1/q. When ξ ∼ N (0, σ2ξ ), we can get
for any A, B ∈ Rm×m,
K(PA||PB) = EPA
[
log
PA
PB
(X1,Y1, . . . ,Xn,Yn)
]
= EPA
[
n
∑
j=1
(
− (Yi − 〈A,Xi〉)
2
2σ2ξ
+
(Yi − 〈B,Xi〉)2
2σ2ξ
)]
= EPA|ΠEΠ
[
n
∑
i=1
〈A− B,Xi〉 (2Yi − 〈A+ B,Xi〉)
2σ2ξ
]
=
n
2σ2ξ
||A− B||2L2(Π) .
n
σ2ξ
||A− B||22
(V.1)
where PA denotes the joint distribution of (X1,Y1), . . . , (Xn,Yn) when Yj =
〈
A,Xj
〉
+ ǫj, j =
1, . . . , n. The last inequality holds because Π is a sub-Gaussian distribution. From this inequality,
we know that for any Aj, Ak ∈ A, j 6= k,
K(PA j ||PAk) .
n
σ2ξ
||Aj − Ak||22 ≤
2nκ2r
σ2ξ
= 2c′mr ≤ (mr− r2) log 2 ≤ log(card(A)) (V.2)
The third inequality holds whenever c′ is small enough. Then Theorem I.3 is an immediate
conclusion by applying Tsybakov [25, Theorem 2.5]. Indeed, by applying [25, Theorem 2.5], we
12
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have
inf
Aˆ
sup
A∈Ar
PA
(
||Aˆ− A||q ≥ cσξr1/q
√
m
n
)
≥ c′ (V.3)
for certain c, c′ > 0. The minimax lower bound for Ky-Fan-k norm is similar by choosing r = k
and q = 1.
VI Numerical Simulations
In this section, we show the results of numerical simulations. Since (I.10) and (I.11) are equivalent
for certain λ > 0, we only implement numerical experiments for AˆLλ. I should point out that even
our analysis for optimal upper bound of ||AˆLλ − A0||∞ requires that n & mr2, our numerical
experiments will show that n & mr is indeed enough. To solve the optimization problem (I.10),
we will implement the Alternating Direction Method of Multipliers(ADMM), Boyd et. al. [3], Lin
et. al. [14]. (I.10) is equivalent to the following optimization problem:
Aˆλ := argmin
A=B∈Rm×m
n
∑
j=1
(〈
A,Xj
〉− Yj)2 + λ||B||1 (VI.1)
ADMM forms the augmented Lagrangian:
Lρ(A, B,Z) :=
n
∑
j=1
(〈
A,Xj
〉−Yj)2 + λ||B||1 + 〈Z, A− B〉+ ρ2 ||A− B||22 (VI.2)
ADMM consists of the iterations as in Algorithm 1. Many papers in the literature showed that
ADMM has good covergence properties. In our numcerical experiments, we choose n = 5mr and
λ = 7σξ
√
mn, where we fixed σξ = 0.01 and ξ ∼ N (0, σ2ξ ). The low rank matrix A0 is constructed
as a product of a m ∗ r Gaussian matrix and a r ∗ m Gaussian matrix. In our experiments, we
implemented m = 40, 50, 60 and 3 ≤ r ≤ 25, with 5 trials for every m and r. The measurements
X1, . . . ,Xn are random Gausisan matrices or Rademacher matrices. The numerical results in
Algorithm 1 ADMM Algorithm
Set up value of max_Iteration and tolerance ǫtol > 0
Initiate random A(0) ∈ Rm×m, B(0) ∈ Rm×m and Z(0) = 0 ∈ Rm×m, k=0
3: while k<max_Iteration do
A(k+1) = argmin
A∈Rm×m
n
∑
j=1
(
Yj −
〈
A,Xj
〉)2
+
〈
A− B(k),Z(k)
〉
+ ρ2 ||A− B(k)||22
B(k+1) = argmin
B∈Rm×m
λ||B||1 +
〈
A(k+1) − B,Z(k)
〉
+ ρ2 ||A(k+1) − B||22
6:
Z(k+1) = Z(k) + ρ(A(k+1)− B(k+1))
if ||A(k+1) − B(k+1)||22 ≤ ǫtol then
9: Reaching the tolerance. Return A(k+1) or B(k+1).
end if
k=k+1
12: end while
Return A(k+1) or B(k+1).
Figure 1 shows that under Gaussian measurements, we have ||AˆLλ − A0||∞ ∼ Cσξ
√
m
n where C is
13
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Figure 1: Accuracy (ratio) by Spectral Norm under Gaussian measurements. The number of measurements is n =
5mr with 3 ≤ r ≤ 21 and m = 40, 50, 60. The x-axis stands for the rank(A0). In (1a), the y-axis
represents the average loss (5 trials) under spectral norm, i.e., ||AˆLλ − A0||∞. We see that the average loss
decreases with rank(A0) increases. In (1b), the y-axis represents the ratio between the simulation accuracy
and theoretical order of accuracy, i.e.,
||AˆLλ−A0||∞
σξ
√
m/n
. It shows that the ratio belongs to [8, 10], remember that
we choose λ = 7σξ
√
m/n.
betwwen 8 and 10. Since we choose n = 5mr, i.e., σξ
√
m
n ∼ σξ
√
1
r , (1a) in Figure 1 shows that
||AˆLλ − A0||∞ depends only on the rank of A0.
In Figure 2, we show the behavior of accuracy by Spectral norm under Rademacher measure-
ments. Similar to the results of Figure 1, estimation accuracy decreases as rank(A0) increases.
14
Low Rank Matrix Estimation Dong Xia
2 4 6 8 10 12 14 16 18 20 22
0.008
0.01
0.012
0.014
0.016
0.018
0.02
0.022
0.024
0.026
r=rank(A0)
τ
∞
(Aˆ
λ
−
A
0
)
Accuracy under Spectral norm: Rademacher Measurements with n=5mr
 
 
m=40
m=50
m=60
(a) Accuracy under Spectral norm
2 4 6 8 10 12 14 16 18 20 22
3
4
5
6
7
8
9
10
11
12
13
14
r=rank(A0)
τ
∞
(Aˆ
λ
−
A
0
)
σ
√
m
/n
Spectral norm rate: Rademacher Measurements with n=5mr
(b) Accuracy ratio under Spectral norm
Figure 2: Accuracy by Spectral Norm (ratio) under Rademacher measurements. Similar to the results in Figure 1),
the ratio
||AˆLλ−A0||∞
σξ
√
m/n
∈ [8, 10].
A Proof of Lemma 6
A well-known fact is as follows, Rudelson and Vershynin [22].
Proposition 2. Let X ∈ Rm×m be a sub-Gaussian matrix. There exists a constant B > 0 such that
||||X||∞||ψ2 ≤ B
√
m.
Proof of Lemma 6. We consider sub-Gaussian noise, i.e., |ξ|ψ2 . σξ . We know that,∣∣∣∣∣
∣∣∣∣∣ 1n
n
∑
j=1
ξ jXj
∣∣∣∣∣
∣∣∣∣∣
∞
= sup
||U||2≤1,rank(U)≤1
1
n
n
∑
j=1
ξ j
〈
Xj,U
〉
.
Accroding to Proposition 3, there exists an event E with P(E ) ≥ 1− 1m such that X1, . . . ,Xn satisfy
the RIP with δ2 ≤ 12 , as long as n ≥ Cm log(m) log(n) for some C > 0. Now we fix X1, . . . ,Xn on
the event E and define KU := 1√n
n
∑
j=1
ξ j
〈
Xj,U
〉
for ∀U ∈ U1 := {U ∈ Rm×m : ||U||2 ≤ 1, rank(U) ≤ 1}.
This is a sub-Gaussian process indexed by U ∈ U1, since ξ j, j = 1, . . . , n are i.i.d. sub-Gaussians.
For any U,V ∈ U1, we have KU − KV = 1√n
n
∑
j=1
ξ j
〈
Xj,U −V
〉
. We konw that ξ j
〈
Xj,U−V
〉
, j =
1, . . . , n are i.i.d. centered sub-Gaussian random variables and |ξ j
〈
Xj,U −V
〉 |ψ2 . σξ | 〈Xj,U −V〉 |
for j = 1, . . . , n. We apply Lemma 2 and get ||KU − KV ||2ψ2 . σ2ξ 1n
n
∑
j=1
〈
Xj,U −V
〉2 ≤ σ2ξ (1 +
δ2)||U −V||22 ≤ 2σ2ξ ||U −V||22. Therefore, for every U,V ∈ U1, we have
||KU − KV ||ψ2 . σξ ||U −V||2 (A.1)
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By defining a distance d(U,V) := σξ ||U − V||2 for any U,V ∈ U1, we apply van der Vaart and
Wellner [26, Corollary 2.2.6], we get that
|| sup
U∈U1
KU||ψ2 .
∫ diam(U1)
0
√
logM(U1, d, ǫ)dǫ (A.2)
where diam(U1) = sup
U,V∈U1
d(U,V) ≤ √2σξ . It is easy to see that M(U1, d, ǫ) ≤ M(Gm,1, d, ǫ).
According to Lemma 1, we know that logM(U1, d, ǫ) ≤ logM(Gm,1, τ2, ǫσξ ) ≤ m log(
Cσξ
ǫ ). Put
these bounds into the integral, we get that
|| sup
U∈U1
KU ||ψ2 .
√
m
∫ 2σξ
0
√
log(Cσξ/ǫ)dǫ ≤
√
mσξ
∫ ∞
1/2
√
log(Cu)
u2
du .
√
mσξ (A.3)
Therefore, we know that || sup
U∈U1
KU||ψ2 .
√
mσξ . Therefore, for some C1 > 0 and for every ρ, t > 0,
P
(
sup
U∈U1
KU ≥ C1t
√
mσξ
)
=P
(
exp{(ρ sup
U∈U1
KU)
2} ≥ exp{C21ρ2t2mσ2ξ }
)
≤ exp{−C21ρ2t2mσ2ξ }E exp{( sup
U∈U1
KU)
2ρ2}
(A.4)
We can choose ρ . 1√
mσξ
such that E exp{( sup
U∈U1
KU)
2ρ2} ≤ 2 and we get that
P
(
sup
U∈U1
KU ≥ C1t
√
mσξ
)
≤ 2 exp{−C2t2},
for some C2 > 0. By the definition of KU , we get our desired bound. Since our analysis is
conditioned on the event E , there is an additional 1m .
B An Empirical Process Bound
Proposition 3. Suppose X1, . . . ,Xn are i.i.d. sub-Gaussian matrices with distribution Π. Then, for
an integer 1 ≤ r ≤ m and all matrix A with ||A||22 ∈
[
1
2 , 2
]
, we have that for every t > 0, with
probability at least 1− e−t,∣∣∣∣∣ 1n
n
∑
j=1
〈
A,Xj
〉2 −E 〈A,X〉2
∣∣∣∣∣ ≤ C||A||22
(√
t
n
∨ mrt log(n)
n
∨ rm
n
∨
√
rm
n
)
(B.1)
where C > 0 is a universal constant related to Π
Proof. We consider the following empirical process:
αn(r, T) = sup
A∈∆r(T)
∣∣∣∣∣ 1n
n
∑
j=1
〈
A,Xj
〉2 −E 〈A,Xj〉2
∣∣∣∣∣ (B.2)
where the set
∆r(T) :=
{
A ∈ Rm×m : T
4
≤ ||A||22 ≤ T, rank(A) ≤ r
}
(B.3)
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We want to obtain an upper bound of αn(r, T).
According to the Adamczak’s version of Talagrand inequality (II.6), there exists some constant
K > 0 such that for any t > 0, with probability at least 1− e−t,
αn(r, T) ≤ K
[
Eαn(r, T) + T
√
t
n
+
Tmrt log(n)
n
]
(B.4)
Here we used the following bounds:
sup
A∈∆r(T)
E 〈A,X〉4 . sup
A∈∆r(T)
||A||42 ≤ T2 (B.5)
where the first inequality comes from the fact E1/p 〈A,X〉p . ||A||2 for p ≥ 1 as introduced in
Section I. Meanwhile,∣∣∣∣∣
∣∣∣∣∣max1≤i≤n supA∈∆r(T) 〈A,X〉
2
∣∣∣∣∣
∣∣∣∣∣
ψ1
.
∣∣∣∣∣
∣∣∣∣∣ sup
A∈∆r(T)
〈A,X〉2
∣∣∣∣∣
∣∣∣∣∣
ψ1
log n
.rT||||X||2∞||ψ1 log(n) . rT||||X||∞||2ψ2 log(n) . rTm log(n)
(B.6)
where we used well-known inequalities for maxima of random variables in Orlicz spaces, van
der Varrat and Wellner [26, Chapter 2], and ||A||1 ≤
√
r||A||2 for any A ∈ ∆r(T).
Now we try to get an upper bound for Eαn(r, T). We apply Mendelson’s inequality (II.9) for the
class of functions Fr(T) := { fA(·) := 〈A, ·〉 : A ∈ ∆r(T)}.
According to the property of sub-Gaussiam matrices introduced in Section I, we know that
| fA(X)|ψ1 . ||A||2 ≤
√
T. We also konw the following bound for Talagrand’s generic chaining
complexities in Orclize space:
γ2(Fr(T);ψ2) ≤ γ2(Fr(T); c|| · ||2). (B.7)
where c > 0 is a constant, since ||A||ψ2 . ||A||L2(Π) . ||A||2 as introduced in Section I. From
Talagrand’s generic chaining bound, we get that
γ2(Fr(T); c|| · ||2) . E sup
A∈∆r(T)
|〈A,G〉| ≤ √rTE||G||∞ .
√
rTm (B.8)
where G ∈ Rm1×m2 denotes standard Gaussian matrix. The last inequality comes from the fact
that
E||G||∞ ≤ E1/2||G||2∞ ≤ ||||G||∞||ψ2
√
log 2 .
√
m (B.9)
where the first inequality comes from Jensen inequality and the last inequality comes from Propo-
sition 2. For the second inequality, by the definition of ||||G||∞||ψ2 ,
E exp
{
||G||2∞/||||G||∞||2ψ2
}
− 1 ≤ 1 (B.10)
By Jensen inequality, we get E||G||2∞/||||G||∞||2ψ2 ≤ log 2. Put these bound into (II.9), we get
E sup
f∈Fr(T)
∣∣∣∣∣ 1n
n
∑
j=1
f (Xj)
2 −E f 2(X)
∣∣∣∣∣ ≤ CT
(√
rm
n
∨ rm
n
)
(B.11)
Therefore, we get that with probability at least 1− e−t such that for some constant C > 0,
sup
A∈∆r(T)
∣∣∣∣∣ 1n
n
∑
j=1
〈
A,Xj
〉2 −E 〈A,X〉2
∣∣∣∣∣ ≤ C||A||22
(√
t
n
∨ mrt log(n)
n
∨ rm
n
∨
√
rm
n
)
(B.12)
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