



a thesis submitted for the degree of
Doctor of Philosophy





As prevalent mental illnesses, anxiety disorders affect people’s daily life seri-
ously and influent our society profoundly. However, the current symptom-
based diagnostic method cannot distinguish specific biological causes of
specific disorders, which leads to inaccurate diagnoses and inefficient treat-
ments. Since the non-invasive low-cost scalp electroencephalogram (EEG)
contains the information of anxiety-related brain activities, it is a possi-
ble medium for anxious personality prediction and diagnostic biomarkers
analysis.
Firstly, we propose a two-dimensional (2-D) conflict-focused CNN, which is
based on McNaughton’s conflict theory, to extract anxiety-related features
in the conflict-containing EEG, and thus, to make accurate predictions.
Moreover, the 2-D conflict-focused CNN is a generalized EEG feature ex-
traction architecture that extracts temporal and spatial features separately.
Our experimental results show that the 2-D conflict-focused CNN achieves
excellent and stable prediction performance over the datasets with differ-
ent temporal-spatial features. Meanwhile, it also provides better anxious
personality prediction compared to the traditional psychology method.
Secondly, we propose a three-dimensional (3-D) EEG structure to embed
the inherent spatial topology of the signals. Based on the representation
of the locality and globality of EEG features, we propose a 3-D generalized
CNN. It uses 3-D kernels to locate temporal-spatial features simultaneously
and generate hierarchical features from local to global. Experimental results
show that this architecture is capable of capturing temporal-spatial features
with different complexities. Moreover, it achieves state-of-the-art anxious
iii
personality prediction performance.
Thirdly, we propose an EEG-based model analysis scheme. From the de-
bugging side, we summarize the common but often neglected EEG debug-
ging dilemma, the triple-blind problem. And we propose the Validation-
Application-Exploration (VAE) solution to debug and verify the feature ex-
traction ability of the models gradually. From the visualization side, we pro-
pose a decision-making visualization scheme based on Layer-wise Relevance
Propagation (LRP) to visualize the features that significantly contribute to
the predictions. Experimental results show that the analysis scheme can de-
bug and tune a poorly-performing EEG-based model efficiently. Moreover,
it accurately visualizes the decision-making EEG temporal-spatial features
with different complexities, which sheds light on EEG-based research.
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6.1 A temporal-spatial EEG feature extraction scheme combining CNN and
LSTM. CNN is responsible for local and global feature extraction from
brain topological data at a time point. LSTM is used for temporal
feature discovery. Moreover, LRP is embedded in the architecture to




In recent years, it has been increasingly acknowledged that anxiety disorders, which
seriously affect people’s quality of life, are a leading source of mental illness. This the-
sis presents two Convolutional Neural Network architectures for EEG-based anxiety
personality prediction and potential biomarker visualization. Our proposed architec-
tures not only achieve excellent performance on anxious personality prediction but also
reveal essential EEG features that contribute to the predictions and thus, shed some
light on anxiety biomarker research.
This chapter firstly presents the motivations of the research. Secondly, it describes
the challenges, i.e., EEG temporal-spatial feature extraction, EEG-based model debug-




With the intensification of social competition and the accelerated pace of daily life,
people are increasingly troubled by anxiety disorders. Research in 2017 showed that
there were 3.8% of people (about 284 million) in the world suffering from anxiety
disorders [85], which was the most substantial proportion among all the mental and
substance use disorders, as shown in Table 1.1. In New Zealand, as shown in Figure
1.1, 8.54% of New Zealand adults (more than 420,000 people) have been diagnosed
with anxiety disorders including generalized anxiety disorder, phobias, post-traumatic
stress disorder and obsessive-compulsive disorder.
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Table 1.1: A brief summary of the data which follows on mental health
and substance use disorders in 2017. The data are taken from [85].
Clinical anxiety disorders are becoming a social concern, not only because they
severely affect people’s quality of life, but also they impose a considerable burden on
the economy and government.
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Figure 1.1: Prevalence by mental and substance use disorder, New
Zealand, 2017. The data are taken from [85].
• For individuals Anxiety disorders cause serious individual problems. They
cause hyperventilation, impaired immune function, or change digestive function.
Moreover, anxiety disorders could be the causes of other serious diseases, e.g.,
coronary heart disease [22], or the causes of severe behaviors, e.g., suicide [90].
• For our society According to the statistics provided by the World Health Orga-
nization (WHO), anxiety disorders contribute the sixth-largest loss to non-fatal
health loss globally, which causes a global total of 24.6 million Years Lived with
Disability (YLD) [80]. The economic [31] and social cost [60] of anxiety disorders
is also significant, which imposes a huge burden on our society and government.
Clinical anxiety disorders are hard to treat since the diagnostic method, the new
Diagnostic and Statistical Manual of Mental Disorders-5 DSM-5, is symptom-based,
which means it cannot distinguish specific biological causes of specific disorders [32].
This biological uncertainty leads to a lack of precision treatment. Therefore, the US
National Institute of Mental Health (NIMH) has proposed a syndrome-based system,
the Research Domain Criteria Project, to open a new era for clinical anxiety diagnosis
[44]. Critically, accurate diagnosis and effective treatment will depend on diagnos-
tic anxiety biomarkers; therefore, it is essential and urgently needed to find anxiety
biomarkers [43].
Electroencephalography (EEG) is the electrophysiological recordings generated by
the electrical activities of human brains. Many studies have been conducted on EEG-
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based biological feature analysis. For instance, Alzheimer’s disease recognition [59],
epileptic seizure detection [113], and Parkinson’s disease analysis [101]. Critically, EEG
recordings can assess anxiety-related brain activities [70]. Therefore, it is a possible
medium for studying the biological features of anxiety disorders.
Most of previous EEG data analysis focused on prior knowledge-based machine
learning methods [51][65][117]. As shown in Figure 1.2, the features are extracted in
the spatial, temporal, or frequency domain under the guidance of specific psychology,
neuroscience, or signal processing theories. Then, the feature vector is fed into a
machine learning classifier (support vector machine [58], decision tree [82], common
















Figure 1.2: A prior knowledge-based machine learning framework for
EEG analysis.
Domain knowledge indeed achieved excellent performance in many studies [47].
However, for the EEG-based anxiety personality prediction, which is an essential step
for decision-making feature visualization, the performance may be limited by insuf-
ficient prior knowledge. In this thesis, we adopted McNaughton’s conflict theory of
anxiety as the theoretical basis of the EEG-based anxiety analysis [70][94][69]. Mc-
Naughton’s theory extracted a conflict theory-based feature in EEG, i.e., Goal-Conflict-
Specific-Rhythmicity (GCSR), to predict the anxiety personalities of the participants.
This psychological method achieved state-of-the-art performance in the conflict-based
anxiety personality prediction. Specifically, the Pearson R correlation between the
predictions and the true anxiety personalities is 0.264 (p < 0.05). However, the disad-
vantage of this baseline method is that it only used one feature, which is insufficient
to represent complex anxiety activities. Critically, there may be potential features in
EEG, and the combination of the features achieves better performance.
To fully use potential features in EEG to make comprehensive predictions, deep
learning methods have been adopted in some EEG research [92][48]. Deep learning does
not rely on manually-extracted features that are based on prior knowledge. Instead, it
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automatically extracts hierarchical features using raw signals. Therefore, EEG-based
deep learning methods with automatic feature extraction provide a promising solution
for EEG-based anxious personality prediction.
A comprehensive EEG-based anxiety study using deep learning contains two parts,
i.e., anxious personality prediction and model analysis, as illustrated in Figure 1.3.
• Anxious personality prediction uses EEG signals with anxiety-related fea-
tures to train the designed models, and provides accurate anxious personality
predictions of the test participants.
• Model analysis answers two questions, 1) if the EEG-based models do not
perform as expected, how to debug and tune the models in the EEG debugging
scenario? 2) if the models achieve excellent prediction performance, how to open
















Figure 1.3: An EEG-based deep learning framework for anxious per-
sonality prediction. The first part is anxious personality prediction.
Based on the prediction performance, the model analysis part focuses
on either the model debug and tuning, or the decision-making feature
visualization.
Based on the EEG-based deep learning framework for anxious personality predic-
tion, this thesis has three goals,
• Goal 1 : Combine McNaughton’s theoretical framework and deep learning to
design an architecture to discover potential EEG features automatically and,
thus, to predict anxious personality.
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• Goal 2 : Design a generalized EEG characteristic-based deep learning architec-
ture without any specific psychological theory to predict anxious personality.
• Goal 3 : Visualize the decision-making anxiety features captured by the proposed
models, and provide support for anxiety biomarker research.
1.2 Challenges
The challenges, or research questions, of EEG-based anxious personality prediction
using deep learning lie in: 1) EEG feature extraction; 2) EEG-based model debugging
and tuning; 3) EEG-based decision-making visualization. These challenges involve one
or more of the following aspects: 1) EEG data; 2) EEG-based architecture design; 3)
subjective EEG labels, as shown in Figure 1.4.
EEG data EEG-basedModel EEG LabelPrediction
EEG feature extraction
EEG-based model debugging and tuning
EEG-based decision-making visualization
Figure 1.4: An Standard EEG-based deep learning task diagram, with
the indication of the different involvements of different challenges.
1.2.1 Anxiety-related EEG feature extraction
There are two design strategies for deep learning architectures with anxiety-related
EEG feature extraction ability. The theory-driven strategy focuses on the simulation
and optimization of the psychology theory where the theory-driven features derive from.
The feature-driven strategy focuses on the extraction of general EEG temporal-spatial
features. The different focus brings two different design challenges.
The representation of the psychology theory
Theory-based manual feature extraction has achieved excellent performance in some
EEG studies [47]. However, given the possible limitations of prior knowledge, per-
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formance may not be optimal, as shown in Figure 1.5(a). Therefore, how to explore
potential features? It is conceivable that if we embed traditional feature extraction into
a deep learning architecture, we can at least obtain similar performance. Furthermore,
with the advantage of parameter optimization, deep learning is capable of discovering



























(b) The theory-based deep learning method.
Figure 1.5: The disadvantage of the traditional feature extraction and
the advantage of the theory-based deep learning architecture. Instead
of using prior-knowledge, the theory-based deep learning model auto-
matically explore potential features, and thus increase performance.
This thesis is based on McNaughton’s conflict theory of anxiety [70], which uses
the extent of a conflict process in the brain, i.e., Goal-Conflict-Specific-Rhythmicity
(GCSR), to represent anxiety levels. However, GCSR is extracted by a simple theory-
based functional trial-type linear × quadratic contrast and also focuses on one theory-
driven frequency band (4-12 Hz) at one electrode (F8). Concerning trait anxiety that
may be related to an overall effect of different potential frequency bands at different
electrodes, the conflict-based anxious personality prediction still has room for improve-
ment. Therefore, how to thoroughly investigate potential features and achieve better
anxious personality prediction performance under the framework of McNaughton’s the-
ory? In other words, how to represent the theory in a deep learning architecture?
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The general EEG temporal-spatial feature extraction
Since EEG can be described by spatial and temporal dimension information, task-
stimulated and rest-state EEG features can be summarized as temporal-spatial patterns
[33][129]. However, for traditional EEG-based machine learning models, instead of us-
ing task-related temporal-spatial features, manually-extracted features are typically
used. Consequently, the prediction performance may be confined by the limitation of
the corresponding prior knowledge. Since no research has been conducted on simulta-
neous temporal-spatial feature extraction in a CNN, how can we design an architecture
to extract original temporal-spatial features simultaneously and automatically?
1.2.2 EEG-based model debugging and tuning
Traditionally, EEG-based studies mainly focused on state-of-the-art prediction perfor-
mance. However, what if an EEG-based model does not achieve expected prediction
performance? Which part causes the problem: data, model, or label?
For a traditional machine learning task, e.g., an image classification task, the answer
is simple: the designed architecture or the selected hyper-parameters are not appropri-
ate. Therefore, redesigning the architecture and tuning the parameters are essential to
achieve promising performance. However, this solution is based on an implied assump-
tion: the features indeed exist in the input, and the corresponding labels represent the
features correctly. For example, an image with a ‘bird’ label contains a ‘bird’ pattern.
For an EEG-based deep learning task, the quality of EEG features is affected by
noise and participants’ task proficiency, which means EEG signals may not contain
the features as expected. Therefore, in addition to model uncertainty (like traditional
tasks), an additional deeper uncertainty lies in EEG data. Moreover, the labels of
EEG inputs are the subjective evaluations from the participants, which may not rep-
resent the objective mental states accurately, and thus, causes the third uncertainty
in the EEG-based model debugging and tuning. Note that these uncertainties are not
unique to EEG recognition tasks. However, affected by severe EEG noise, subjective
label assessments, and the feasibility of feature stimulation tasks, the impact of such
uncertainties is more severe.
Generally, for EEG-based Pattern Recognition, if a model does not perform as
expected, three uncertain aspects could cause the problem, i.e., 1) EEG-based Model
design and hyper-parameter selection, 2) vague EEG features in the data, and 3) the
authenticity of EEG labels. Therefore, how to debug and tune an EEG-based model
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under this specific triple-blind situation?
1.2.3 EEG-based decision making visualization
Successful EEG-based models provided accurate task-related predictions. However,
they usually do not explain how to make these decisions. This lack of decision-making
explanation is a shortcoming of deep learning, i.e., the notorious ‘black box’ problem
[97][126]. For EEG-based anxious personality prediction, it is a particular drawback
since the decision-making features, which play the crucial role in anxious personality
prediction, are of utmost importance beyond the prediction performance. The reasons
are listed below.
• Even if a model performs well in prediction, it does not mean the model learns
essential features. Accidentally, the model may learn artificial noise. Therefore,
decision-making features reveal the behavior behind the predictions and thus,
increase reliability.
• Instead of a state-of-the-art prediction without an explanation, the decision-
making features, which could be potential anxiety biomarkers, are the aim of
the research.
Therefore, how to open the mysterious ‘black box’ to find out the decision-making
routine learned by the model? Alternatively, how to make the model to point out the
decision-making features in the inputs?
1.3 Contributions
The contributions of the thesis can be categorized into two parts: the model prediction
and the model analysis. In model prediction, this thesis proposes two EEG-based inter-
pretable deep learning architectures for anxious personality prediction, which achieve
state-of-the-art performance compared to the traditional method. In model analysis,
this thesis answers two questions, 1) if an EEG-based model does not perform as ex-
pected, how to tune it in the EEG-specific debugging scenario? 2) if an EEG-based
model achieves excellent predictions, how to visualize the decision-making features?
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1.3.1 Anxious personality prediction
This thesis proposes two CNN architectures to predict anxious personality from EEG
signals: a theory-driven two-dimensional (2-D) CNN and a feature-driven three-dimensional
(3-D) CNN.
Firstly, this thesis proposes a conflict-focused 2-D CNN, which is closely based on
the goal-conflict theoretical model developed by McNaughton [94]. For the architecture
design, convolutional kernels simulate the conflict feature extraction process, and thus,
embed the basic architecture of the conflict theory into the architecture of the model.
It should be noted that this architecture also reflects key objective design features of
the test situation used to elicit the EEG responses of interest. For the temporal-spatial
feature extraction, the model alternatively implements filtering (temporal feature ex-
traction) and contrast calculation (spatial feature extraction) in different layers. Crit-
ically, the theory-driven model automatically selects the frequency bands and modifies
functional contrast calculation whereas these are fixed in the original theory-driven
calculations. Generally, the 2-D conflict-focused CNN is based on but not constrained
by the conflict theory, therefore, it provides comprehensive predictions of trait anxiety.
Secondly, this thesis proposes a feature-driven 3-D generalized CNN, which simulta-
neously captures temporal-spatial information using 3-D convolutional kernels. Specif-
ically, for an EEG input, the ‘electrode’ dimension of a 2-D EEG matrix is expanded
to a 2-D brain topology and the temporal dimension is the third dimension, as shown
in Figure 1.6. This ‘matrix to tensor’ reshape operation facilitates the inherent spatial
relationship between signals and also preserves the temporal resolution. In light of this
3-D EEG construction, 3-D kernels are designed in different layers in the model. In the
shallow layer, 3-D kernels cover local temporal-spatial areas and generate local features.
With the increase of layers, 3-D kernels gradually cover broader brain topological areas
to generate hierarchical features. This architecture simultaneously integrates infor-
mation in different dimensions, and gradually generates hierarchical features from the
local temporal-spatial scale to global. Therefore, it presents better anxious personality
predictions.
1.3.2 EEG-based model analysis
A solution for EEG-based debugging
Firstly, this thesis summarizes and proposes the debugging and tuning dilemma in the
EEG scenario, i.e., the triple-blind problem, which is caused by vague EEG features,
10
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Figure 1.6: The EEG data reconstruction from 2-D to 3-D.
inappropriate EEG-based model design, and subjective EEG labels. To solve this prob-
lem, this thesis proposes a model Validation-Application-Exploration (VAE) solution.
The key idea is to make clear on two parts and investigate the third part, as described
below.
• Validation This thesis proposes an EEG-like temporal-spatial signal generation
method to synthesize EEG-like time series with basic temporal-spatial features
and accurate labels. If the proposed models are capable of detecting complex
temporal-spatial EEG features, then these basic features must be detected very
well. However, if the models do not perform well on this basic task, it means the
architecture modification and parameter tuning should be the main focus.
• Application After model validation, the models are applied to real EEG with
simple and explicit temporal-spatial patterns. The aim is to alleviate the bias
induced by artificial features and tune the model in the EEG environment. We
use motor imagery EEG patterns to fully evaluate the EEG feature extraction
ability [91][35].
• Exploration Finally, the models are used to explore the features that contribute
to the anxiety personality prediction.
Generally, if an EEG-based model does not work as expected, we gradually evaluate
the feature extraction performance on the artificial temporal-spatial patterns, simple
EEG patterns, and anxiety patterns. Through this step-by-step debug and tuning
process, the reliability and capability of the model are enhanced.
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EEG-based decision-making visualization
This thesis proposes an EEG decision-making visualization scheme based on Layer-wise
Relevance Propagation (LRP) [109]. By projecting the total contribution back to the
input space, LRP highlights the features that contribute to anxious personality pre-
diction. These features could be the traditional features that have been theoretically
proven, e.g., GCSR, or potential features that need further investigation.
1.4 Thesis Structure
The structure of the thesis is organized below.
In Chapter 2, the background of the thesis is presented. Firstly, the EEG character-
istics are described to provide a general introduction of EEG (Section 2.1). Secondly,
the traditional EEG feature extraction methods in temporal, spatial, and frequency
domain are described (Section 2.2). Then, an introduction to machine learning and
deep learning is presented (Section 2.3), followed by a literature review on EEG-based
machine learning and deep learning (Section 2.4). Fifthly, an automatic feature extrac-
tion scheme, EEGNet, is presented, and its disadvantages are discussed (Section 2.5).
Finally, different deep learning visualization methods are compared (Section 2.6).
In Chapter 3, McNaughton’s conflict theory of anxiety, which is the psychology
background of this research, is introduced (Section 3.1). Based on conflict feature ex-
traction in the theory, the 2-D conflict-focused CNN is proposed to predict anxious
personality (Section 3.2). The architecture is based on but not confined by the theory.
It extracts anxiety-related features in the conflict-containing EEG dataset automati-
cally. Moreover, the proposed 2-D CNN is generalized from a task-specific model to
a general EEG feature extraction scheme (Section 3.2). Finally, the prediction perfor-
mance of the 2-D conflict-focused CNN is presented (Section 3.3).
In Chapter 4, an intuitive 3-D EEG structure is proposed to substitute the tra-
ditional 2-D EEG structure (Section 4.1). Based on the 3-D representation, the 3-D
generalized CNN is proposed to extraction temporal-spatial features simultaneously
(Section 4.2). Moreover, the combination of the 3-D EEG structure and 3-D CNN
kernels exerts the hierarchical feature extraction ability, and generate features from
local to global gradually. Then, the comparison between the 2-D conflict-focused CNN
and the 3-D generalized CNN is presented (Section 4.3). Finally, the performance
evaluation of the 3-D generalized CNN is presented (Section 4.4).
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In Chapter 5, a pervasive (but often neglected) EEG-specific debugging dilemma,
the triple-blind problem, is proposed, followed by a solution, the VAE scheme (Section
5.1). This solution gradually tunes the model on basic and complex temporal-spatial
features. Then, a decision-making visualization framework is proposed to highlight the
essential EEG features that contribute to the predictions (Section 5.2). Finally, the
prediction performance and the corresponding decision-making evaluation on different
spatial-temporal features are presented to validate the effectiveness and reliability of
the models (Section 5.3).
In Chapter 6, the conclusion is presented (Section 6.1), followed by a brief discussion





This chapter introduces the background that relates to the EEG-based anxious person-
ality prediction. Specifically, Section 2.1 introduces the essential EEG characteristics,
which provide a general view of EEG. Section 2.2 introduces the traditional feature
extraction methods in temporal, spatial, and frequency domains. The aim is to provide
a comprehensive understanding of the manually-extracted EEG features. Section 2.3
focuses on the introduction of the feature recognition methods we used in this thesis,
i.e., machine learning or deep learning methods. We provide a comprehensive introduc-
tion starting from artificial intelligence, to machine learning, deep learning, deep neural
networks, convolutional neural networks, and finally, to the evaluation methods. Sec-
tion 2.4 provides a literature review on EEG-based machine learning and deep learning.
Section 2.5 introduces an EEG-based shallow neural network model, EEGNet, which
has automatic feature extraction ability. Meanwhile, we also discuss the disadvantage
of EEGNet caused by structural defects. Finally, Section 2.6 presents and compares
different types of deep learning visualization methods.
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2.1 EEG characteristics
EEG, which is an electrical representation of brain activities, is a group of signals
acquired from non-invasive electrodes on the scalp. Previous studies [104][52] have
shown that EEG contains induced or resting mental state features, which provides a
possible medium for mental state and trait analysis.
This section introduces EEG from two perspectives, i.e., an intuitive temporal-
spatial signal perspective and an implicit local-global feature perspective, which lays
a solid foundation for EEG characteristics-based data organization and architecture
design.
2.1.1 The temporal-spatial characteristics of EEG signals
Commonly, an EEG input sample to an analytic model is a group of time-variant
signals collected by an EEG cap with, typically, 16, 32, 64, 128, or 256 electrodes.
Since different signals are acquired from different electrodes with an inherent brain
topological relationship, there are spatial correlations between signals. Meanwhile, for
each time-variant signal, there are also temporal properties. Therefore, EEG can be
described as a set of signals with temporal-spatial characteristics, as described below.
Spatial brain topology
In this study, EEG signals were acquired by non-invasive electrodes in the standard 10-
20 EEG system, as shown in Figure 2.1. This topological arrangement aims to collect
electrical brain activities from different lobes, which are identified by the letters of the
electrodes, e.g., Pre-Frontal (Fp), Frontal (F), Temporal (T), Parietal (P), Occipital
(O), and Central (C). Meanwhile, Letter Z (zero) represents the midline sagittal plane
of the skull; Letter A (auxiliary) represents the bilateral references, which, in this case,
are the mastoids-prominent bones behind the outer ears. Even numbers are assigned
to the right, and odd numbers are assigned to the left. Importantly, ‘10’ in the ‘10-20’
naming means that the distance between lateral electrodes is 10% of the front-back
distance of the skull, and ‘20’ means that the distance between longitudinal electrodes
is 20% of the left-right distance of the skull. The 10-20 system provides a standard to
allocate electrodes and establishes a reproducible topological relationship that locates
each electrode reliably over a specific area of the brain. Based on this standard, the
position of any electrode can be uniquely determined. Therefore, there is a stable 2-D
topological relationship between EEG signals collected from the electrodes arranged in
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the 10-20 EEG system, which locates each electrode reliably over the specific areas of
the brain.
Figure 2.1: The 10-20 EEG system. The electrodes with thick circles
are adopted in the anxious personality prediction.
Temporal characteristics
Commonly, EEG signals that are collected from any task have a specific time sample
rate and time length. These temporal characteristics are based on the precision of the
signal collection devices and processing methods. Typically, temporal information of
EEG signals can be well represented by amplitude fluctuations, sample rates, and time
lengths.
Traditionally, EEG signals collected from different electrodes during a period can be
represented as a two-dimensional (2-D) matrix. The vertical dimension is the flattened
spatial dimension with electrodes arranged in an order, and the horizontal dimension







1, 2 128 256
Figure 2.2: The traditional 2-D EEG data structure. Each row is an
EEG signal from an electrode, and each column is time sample points
from all electrodes at a time point.
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2.1.2 The locality and globality of EEG features
The locality of EEG feature components
A local EEG feature originates from the electrical activities of a corresponding source
in the brain, as shown in Figure 2.3. These electrical activities are diffusely conducted
to the corresponding local area of the scalp and collected by the local electrodes.
This diffusion means the components of the local feature do not only exist in a single
EEG electrode. Conversely, the electrode that has the shortest distance to the signal
source has the maximum intensity, while the electrodes distributed around the central
electrode have an attenuated intensity. In this example, electrical activity, which is
generated by the motor cortex, is diffusely conducted to a C4 electrode-centered local
area. The feature component in the C4 electrode has the strongest strength, while
the surrounding electrodes exhibit attenuating characteristics. Therefore, these local










Figure 2.3: The formation of a local EEG feature. C4 electrode has
the shortest distance to the signal source, thus has the strongest inten-
sity. The electrodes surrounding C4 have attenuating characteristics.
All these related signals constitute a local feature.
The globality of EEG patterns
Ideally, local EEG features from different areas are triggered one by one according to
a time frame, which constitutes one global EEG pattern. For example, a pattern of a
mental state can be represented by a chain of brain activities in different brain regions
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and different frequency bands according to a time course.
2.1.3 Analysis difficulties caused by inherent EEG properties
Weak signal source
Since EEG is derived from the voltage fluctuations generated by ionic currents of
brain neurons, EEG signal sources are weak. Besides, the measuring electrodes are
not directly contacted with the sources. Specifically, the sources and the electrodes
are separated by brain tissues, skull, and scalp. This non-invasive characteristic means
EEG signals are attenuated during transmission from the sources to the electrodes; and
EEG signal voltage is usually within the microvolt range. Critically, cognitive features
are buried in this tiny voltage representation of brain activities, which increases the
analysis difficulty.
Noise sensitivity
Due to the weakness of EEG signal sources in brains, high-magnification and high-
precision amplifiers are required to amplify the signals during collections. These am-
plifiers standardize the signals to a normal range. However, the noise in the signals
receives equal magnification. That means, any minor disturbances, e.g., slight body
movements, head rotations, or even eye movements, can interfere with EEG signals.
Non-stationarity
Non-stationarity is an issue when the statistical distribution of an EEG trial changes
overtime. It can be caused by mental changes of a participant, e.g., fatigue, or technical
changes, e.g., drying electrode gel [19]. Therefore, for any trial, the distributions of
different epochs might be different. The statistical difference of two epochs in one trial
is shown in Figure 2.4.
Inter-subject variability
Inter-subject variability describes the character that for different participants, the sta-
tistical distributions are different [107]. This characteristic increases the analysis dif-
ficulty since EEG signals with similar brain activities from different participants have
completely different statistical distributions. The statistical difference of two trials
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Figure 2.4: An example of non-stationarity in DEAP dataset. For












-300 -200 -100 0 100 200 300
Participant 10
Participant 12
Figure 2.5: The segmentation of EEG trials for different participants.
2.1.4 An example of EEG temporal-spatial features
We introduce EEG motor imagery features to provide a general view of EEG temporal-
spatial features. First, what is a motor imagery task? Briefly, it is an experimental
paradigm that stimulates participants’ motor cortex activities and thus makes sure the
EEG signals have motor imagery features. Specifically, in a quiet, moderately bright
room, a participant sits on a chair with armrests, faces a computer, and maintains a
rest. Then, a visual cue indicates which motor imageries the participant should per-
form: right- or left- hand movement imagination. The participant will perform the
corresponding movement imagination in the next 5 seconds. During this period, the
EEG signals from different electrodes, especially at C3 and C4 locations, are collected
for further analysis. Then, the participant relaxes again, and prepare the next move-
ment imagination [21]. The experiment process is shown in Figure 2.6. Note that this
is the primary motor imagery task. Due to the need for different research purposes,
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there are several variations. For example, tongue and feet could also be involved in the
movement imagination; the length of the period of rest and cue execution could also
be different; there are also different types of cues, e.g., visual and visual+audio.
Figure 2.6: The basic experiment process of a motor imagery task.
In an EEG-based motor imagery task, the temporal-spatial representation of a right-
hand imagination pattern is shown in Figure 2.7.
• Spatial information The feature is located at C3 and C4 electrodes, which
correspond to the motor cortex areas for right and left hands.
• Temporal information During a right-hand movement imagination, the con-
tralateral cortical area (C3) becomes activated, which causes the amplitude of
EEG in alpha and lower beta bands attenuates. In other words, when a par-
ticipant starts to imagine right-hand movement, the EEG signals at C3 and C4




























Figure 2.7: The temporal-spatial representation of a right-hand motor
imagery pattern.
21
For a left-hand temporal-spatial feature, the pattern is similar, but oppositely. Gen-
erally, this temporal-spatial representation was defined as contralateral Event-Related
Desynchronization (ERD) in [81].
In summary, this section introduces the EEG temporal-spatial signal characteristics,
the local-global feature properties, and the analysis difficulties of EEG. Based on this
knowledge, a theory-driven temporal-spatial feature extraction scheme is proposed in
Section 3.2.3; an intuitive and effective three-dimensional (3-D) EEG data structure
is proposed in Section 4.1; and a hierarchical feature extraction scheme is proposed in
Section 4.2.
2.2 Traditional EEG feature extraction
Commonly-used EEG features in the temporal, spatial, and frequency domains are
presented to give a general view of EEG feature extraction.
2.2.1 Temporal feature extraction
The temporal domain is the most intuitive domain in EEG. The voltage waveforms
of EEG contain characteristic fluctuations (P300), information (entropy), complexity
(fractal dimension), which can be used to describe temporal features from different
aspects.
• P300: P300 (or P3) is an Event-Related Potential (ERP). It is an endogenous
potential representing the decision-making responding to a stimulus. In EEG
recordings, P300 is a positive deflection that occurs roughly at 250 to 500 ms
after a stimulus, as shown in Figure 2.8. Because ERP endogenously represents
a person’s decision-making sign, it has been widely used in brain-control speller
paradigm [49] and lie detection [2]. In [49], a Support Vector Machine (SVM)
P300 Speller Paradigm was proposed. Only a few data preprocessing steps were
involved to extract P300 features, i.e., bandpass filtering (0.5-30Hz) and nor-
malization. Then EEG trials with or without P300 features were fed into the
SVM model. Experimental results showed that the SVM machine captured P300
temporal patterns, and a classification rate of 84.5% was achieved with a high
transfer rate. In [63], batch normalization was implemented to solve the overfit-
ting and covariance shift problem caused by P300 EEG data in deep learning.
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Experimental results showed that batch normalization is a useful technique for
P300 temporal pattern recognition. Note that P300 (or P3) is just an example
within N1, N2, N3, P1, P2, and P3, which are all important for different purposes
[28].
Figure 2.8: P300, or P3, a positive deflection that occurs roughly
at 250ms to 500ms after a stimulus. Note that on the vertical axis,
positive potentials are below and negative potentials are above.
• Entropy: In information theory, entropy is defined to measure the amount of
information in signals [88]. In EEG recordings, since information sharply in-
creases (or decreases) during brain activities, entropy is a feasible way to indicate
brain events. Approximate entropy and sample entropy are commonly-used in
time-domain EEG processing. Here, we use approximate entropy for explanation
purposes. First, a N-sample EEG signal is taken as a sequence with length N,
i.e., x(1), ..., x(N). All the subsequences with a length of m are defined as
S(1) : x(1), x(2), x(3), ..., x(m) (2.1)
S(2) : x(2), x(3), x(4), ..., x(m+ 1)
......
S(N −m+ 1) : x(N −m+ 1), x(N −m+ 2), x(N −m+ 3), ..., x(N)
We use the vector distance between two segments to represent similarity. Now,
the question is, what is the similarity of segment Si with other segments? When
similarity is bigger than the threshold r, then two segments are similar. For Si,
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we calculate the ratio C(i, r,m) between the number of similar segments and
total segments as the similarity of Si,
C(i, r,m) =
number of segments similar to Si
total number of segments
. (2.2)






logC(i, r,m) . (2.3)
Then, we increase the length of the segments to m + 1 and calculate the total
similarity of the EEG sequence A(r,m+ 1). Finally, the approximate entropy is
defined as
ApEn(m, r) = A(r,m)− A(r,m+ 1) . (2.4)
If ApEn(m, r) is low, then the EEG signal is regular. However, if ApEn(m, r)
is high, the signal is relatively random. In [105], approximate entropy (ApEn)
was used to identify an epileptic seizure, which has an ApEn drop during seizure
occur. Two different neural networks were proposed to recognize the information
change caused by seizures. In [1], time sample entropy was adopted to measure
the regularity of background EEG activity of Alzheimer’s Disease (AD) patients
and healthy people. Experimental results showed significantly low time sample
entropy was received in the AD group compared to the age-matched controls.
The study suggested that nonlinear analysis of EEG recordings with entropy
provided a perspective for AD analysis.
• Fractal dimension: Fractal Dimension (FD) measures the geometric complexity
of a geometric object. If we take a temporal variation shape of EEG as a geometric
object, then we can use FD to measure the complexity. Higuchi Fractal Dimension
(HDF) is a commonly-used method to measure EEG complexity [83][3]. First, a
N-sample EEG signal is taken as a sequence with length N, i.e., x(1), ..., x(N).
Then, the sequence is decomposed into k subsequences, which have an interval
of k,





where b•c is the floor function, k is a constant, and m = 1, ..., k. For example, if
k = 3 and m = 1, ..., k, then
S13 : x(1), x(1 + 3), x(1 + 2 ∗ 3), ..., x(1 + b(N − 1)/3c ∗ 3) (2.6)
S23 : x(2), x(2 + 3), x(2 + 2 ∗ 3), . . . , x(2 + b(N − 2)/3c ∗ 3)
S33 : x(3), x(3 + 3), x(3 + 2 ∗ 3), . . . , x(3 + b(N − 3)/3c ∗ 3)
























HDF is correlated to age. HDF in EEG gradually decreases at the age of 60
[100], which is more significant in AD groups [7]. Several studies have shown
that FD is an effective measurement of conscious human brain activities in EEG
[77][83]. In [64], box-counting and Higuchi fractal dimensions were investigated
and implemented to extract temporal complexity features. In [127], FD was used
to evaluate two critical processes in acute stroke, namely, recovery prognosis and
clinical impairment.
2.2.2 Spatial feature extraction
An EEG trial contains several signals that are collected from different electrodes, i.e.,
spatial locations. This inherent topological relationship provides a multi-dimensional
space for spatial patterns. The most commonly-extracted spatial feature is Common
Spatial Patterns (CSP) [84] and cross-correlation [99].
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• Common Spatial Patterns (CSP) CSP identifies the significantly distinctive
brain topological patterns of different EEG classes. First of all, EEG trials are
taken as two-dimensional matrices with a shape of C×T , where C is the number
of electrodes, and T is the time sample points. In a C × T matrix, each column
vector at a time sample point is a spatial vector, as shown in Figure 2.9. With
the increase of time, the matrix can be taken as the spatial movement of the

























of the spatial vector
Figure 2.9: The spatial understanding of an EEG matrix. Each col-
umn is a spatial vector, and the matrix is the spatial movement of
the vector over time.
Based on the spatial understanding of an EEG matrix, the fundamental idea
of CSP is shown in Figure 2.10. For C-dimensional time-variant spatial vectors,
i.e., EEG trials, in two classes, there is an optimal C-dimensional space that is
formed by C number of C-dimensional spatial patterns. These patterns constitute
a C × C feature matrix, W . The top spatial pattern, which has the maximum
eigenvalue, mainly represents one class of time-variant spatial vectors; the bottom
pattern, which has the minimum eigenvalue, mainly represents another class of
time-variant spatial vectors. Because all the spatial patterns are in the same space
but do not overlap with each other, they are called common spatial patterns.
In EEG classification tasks, a Common Spatial Pattern for a class is called a
spatial filter. Mathematically, time-variant spatial vectors in an EEG trial firstly
project on the spatial filters, according to eq.(2.9),
ZC×T = WC×CEC×T (2.9)
where W is the common spatial filter matrix, and each row is a spatial filter; E




























































Figure 2.10: How the spatial patterns form a C-dimensional space for
distinguishing different class EEG.
spatial vectors, and each row represents the projections of all the spatial vectors
on one spatial filter. Then the variance of the projection on each spatial filter,
i.e., var(Zp) (p = 1− C), is calculated. Finally, all the variances are normalized
and passed through a log-transformation, according to eq.(2.10), to form a spatial





In [84], CSP was optimized to classify motor imagery movements in EEG for
three participants with accuracies of 90.8%, 92.7%, and 99.7%, respectively. In
[66], a Regularized Common Spatial Patterns (R-CSP) was proposed to overcome
the performance limitation caused by sample-based covariance matrix estimation.
By embedding the generic learning principle in R-CSP, stable estimation with-
out bias was achieved by covariance matrix regularization. Other research was
also conducted on CSP-based EEG spatial pattern recognition, for example, Fil-
ter Bank Common Spatial Patterns (FBCSP) [11], Sub-band Common Spatial
Patterns (SBCSP) [78].
• Cross-correlation EEG signals from different electrodes have correlations. There-
fore, we can use cross-correlation between signals to represent the spatial rela-





s1(t) · s2(t+ τ) dx (2.11)
where s1 and s2 are EEG signals from different electrodes in one EEG trial, re-
spectively. Cross-correlation can be used in motor imagery [54] and schizophrenia
recognition [23].
2.2.3 Frequency feature extraction
EEG signals can be decomposed into sub-signals with different frequency bands. Specif-
ically, the standard analytic frequency bands are delta (0.1 - 3 Hz), theta (4 - 7 Hz),
alpha (8 - 12 Hz), low-range beta (12 - 15 Hz), mid-range beta (16 - 20 Hz), high range
beta (21 - 30 Hz), and Gamma (30 - 100 Hz).
• Power Spectral Density (PSD): PSD describes the signal power distribution
over frequency, which can be obtained by fourier transform or wavelet analysis.
In EEG studies, averaged PSD within a specific frequency band is taken as the
EEG power feature for that frequency band [25][116]. In [102], an EEG frequency
feature-based machine learning model was proposed to identify emotions. Specif-
ically, the logarithm power spectral features in five different frequency bands, i.e.,
theta, slow alpha, alpha, beta, and gamma, were extracted from 32 EEG chan-
nels separately, which constituted 160 frequency features. Besides, the frequency
power difference between all symmetrical electrodes (14 pairs) was calculated in
four frequency bands mentioned above except slow alpha, which formed 56 fea-
tures. Therefore, a frequency feature vector with 216 features was extracted for
the input of the classifier. The EEG classification results were 67.7% and 76.1%
for arousal and valence, respectively. Note that this type of feature vector has
been commonly used in several studies [47], which proved its feasibility.
In [62], the power spectrum density of 30 channels (PSD30), the spectral power
of the hemispheric asymmetry index, which was calculated by power subtrac-
tion (DASM12) or division (RASM12), were extracted from a self-recorded EEG
dataset during music listening. SVM was used to prediction emotion states by
using the frequency vectors.
A brief summary of the commonly-used EEG features, which are extracted in the
temporal, spatial, or frequency domain, is shown in Table 2.1.
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Domain Features
Temporal P300, Entropy, Fractal dimension
Spatial CSP, Cross-correlation
Frequency PSD, PSD30, DASM12, RASM12
Table 2.1: A brief summary of the commonly-extracted EEG features
in different domains.
2.3 Machine learning and deep learning
2.3.1 Overview
As one of the main branches of Artificial Intelligence (AI), machine learning has made
tremendous progress in the past three decades [18][46]. Researchers have proposed a
series of models that have profound impacts on the fields of pattern recognition and
data mining, e.g., k near neighbors [8], random forests [39], support vector machine
[29]. In the past ten years, as an essential branch of machine learning, deep learn-
ing has gained considerable attention in the wave of big data [57]. Benefit from its
deep structure, for example, a neural network with many layers, deep learning can
mine information in big data and has obtained results that traditional shallow ma-
chine learning methods cannot achieve. One of the essential parts in deep learning
is Deep Neural Network (DNN), which has multiple layers of neurons to fit high di-
mensional non-linear features in big datasets [16]. As a type of DNN, Convolutional
Neural Network (CNN) integrates the human visual perception mechanism into DNN
to form a particular type of structure. CNN has the advantages of automatic local-
global feature extraction for multi-dimensional data, achieves significant performance
in the recognition of images (two dimensions)[34], videos (three dimensions) [50], and
signals (one or two dimensions)[26][4]. As the research object of the thesis, EEG is a set
of signals. Therefore, CNN is a potential method to analyze EEG patterns. The rela-
tionship of artificial intelligence, machine learning, deep learning, deep neural network,
and convolutional neural network is shown in Figure 2.11.
2.3.2 Fully-connected neural network
Neuron
In a dataset, there are one or more relationships between data and labels. A neural
network aims to use training data and labels to fit the relationship(s) by optimizing
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Figure 2.11: The relationship of artificial intelligence, machine learn-
ing, deep learning, deep neural network, and convolutional neural
network.
parameters. A neuron is the basic unit of a neural network. In this section, we introduce
neurons regarding the ability to represent and fit a function.
Assuming we have a simple dataset, which is the records of a person’s mood. We
use 1 and 0 to represent good and bad moods, respectively. In this dataset, the mood
y is affected by three factors, i.e., weather x1 (1: good; 0: bad), accompaniment x2 (1:
with; 0: without), work progress x3 (1: have; 0: no), as shown in Table 2.2.
x1 x2 x3 y
0 0 1 1
0 1 0 0
1 0 0 0
1 1 0 0
Table 2.2: A simple dataset for the introduction of neurons.
In this dataset, x1, x2, and x3 are data (or features); y is label. The specifc function
relationship between the data and the labels can be represented as eq.(2.12).
y = ε(2x1 + 0.5x2 + 3x3 − 2.9) (2.12)
where step function ε is
ε =
 1 x ≥ 00 otherwise (2.13)
When x3 = 1 (namely, this person has progress in work), no matter what the weather
or accompaniment status is, the person still has a good mood (y = 1). However, if
x3 = 0, which means there is no progress, y = 0 even if the weather is good x1 = 1 and
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there is an accompaniment x2 = 1. This relationship can be represented in a neuron
structure, as shown in Figure 2.12.
Figure 2.12: The representation of a simple function in a neuron
structure.
As shown in the figure, the input features x1, x2, and x3 are connected with the
neuron with weights w1, w2, and w3. b = −2.9 is the bias of the neuron, and the step
function ε is the nonlinear activation. The bias b makes sure the activation outputs
correct decisions by adjusting the weighted summation of inputs. Therefore, a neuron,
which uses input features to decide outputs, is a decision-making unit.
Gradient descent
In practice, we only have a dataset without knowing the data-label relationship. So,
how to adjust the weights and the bias to represent the relationship, and thus, to
predict the labels (as shown in Figure 2.13)?
Figure 2.13: A neuron with parameters w and b to be optimized.
First, we define Mean Square Error (MSE),




(y′ − y)2 (2.14)
where y′ is a predicted vector of n labels, y is the corresponding ground truth vector
of the n labels. MSE is the averaged squared difference between the predictions and
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labels. The more precise the predictions are, the less the MSE is. Also, when the
input data and labels are fixed, only the parameters of w and b affect MSE. There-
fore, we calculate the derivations of MSE regarding the parameters, i.e., ∂MSE/∂w1,
∂MSE/∂w2, ∂MSE/∂w3, and ∂MSE/∂b. On one hand, ∂MSE/∂wi > 0 (i = 1, 2, 3)
means MSE decreases with the decrease of wi. Therefore, updating wi by decreasing
it with (wi − ∂MSE/∂wi) will lower the MSE. On the other hand, ∂MSE/∂wi < 0
(i = 1, 2, 3) means MSE decreases with the increase of wi. Therefore, updating wi by
increasing it with (wi− ∂MSE/∂wi) will lower the MSE. There are the same rules for
the bias parameter. Therefore, to optimize parameters, the neuron will first make a pre-
diction based on its unoptimized parameters. Then, we can calculate the derivatives,
and update w, b according to eq.(2.15) and eq.(2.16).




b = (b− ∂MSE
∂b
)η (2.16)
Where η, ranging from 0 to 1, is the learning rate that controls the speed and the extent
of details of learning. Then, the neuron will make a prediction based on the trained
parameters, calculate the derivatives, and optimize the parameters again. This itera-
tion process stops when the MSE lower to a specific threshold we set before training.
This parameter optimization process is called gradient descent.
Fully-connected structure
In practice, the relationship between data and labels in a dataset is complicated for
a few neurons to learn. Typically, we use a fully-connected structure to fit a complex
relationship, as shown in Figure 2.14. Generally, the terms ‘shallow’ and ‘deep’ in neural
networks describe the number of layers. A shallow network refers to a network with a
small number of layers. On the other hand, a deep network refers to a network with
many layers. Given similar numbers of neurons, deep networks are stronger learners
than shallow networks.
As shown in Figure 2.14, the fully-connected structure has multiple layers. Each
layer has multiple neurons. The network tries to approximate the function
y = ((x1 + x2)
2 + (x1 + x2)
3)5 . (2.17)
This time, each neuron does not predict label y directly. Instead, it only responsible
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Figure 2.14: A fully-connected neural network. Ideally, the neurons
connected by bold lines represent a component, (x1 + x2)2, of the
prediction y = ((x1 + x2)2 + (x1 + x2)3)5. Note that the activation of
the neurons is ReLU [76].
for a component in the function. For example, the neurons connected by the bold lines
represent (x1 + x2)2. Therefore, the neurons in the first several layers are responsible
for generating low-level features (or components). The low-level features are taken
as the inputs of the later layers. Then, the deep layers generate high-level features,
and finally, predict the labels. Note that not every neuron in a neuron network gets
interpretable features (in fact, most of the neurons do not), the figure above is only
used for understanding purpose.
In a fully-connected neural network, we can also adopt gradient descent to optimize
all the weights and biases. After a forward prediction, the neural network optimizes
weights and biases layer by layer in backward order, namely, from the last to the first
layer. This parameter optimization is called Gradient Backpropagation [87].
2.3.3 Convolutional Neural Network
Convolutional Neural Network (CNN) is a variation of neural networks. The basic unit
of a CNN is a kernel. The operation of a kernel is illustrated in Figure 2.15.
As shown in the figure, the kernel only connects local data points of a two-dimensional
input, selectively. In the kernel coverage, each data point multiplies by a corresponding
kernel weight (different weights have different colors), and all the multiplications are
summed together. Then, the weighted summation is passed through activation, i.e.,
f(•), to get an output, i.e., a11, for the kernel coverage. With the movement of the
kernel coverage on the input, outputs for different regions are obtained by the same
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Figure 2.15: An example of the operation of a CNN kernel.
operation. Therefore, a kernel does not connect to all the input data points. Instead,
it only covers a local data region to generate nonlinear representations of basic local
components.
A CNN has multiple layers, and each layer has multiple kernels, as shown in Figure
2.16. Kernels in first layers, e.g., layer 1, combines local input information to generate
local features. With the increase of layers, e.g., layer 2, kernels gradually combine local
features to generate global features and thus form comprehensive representations of the
input. Since kernel shapes can be designed as any dimension, CNN achieves significant
performance on high dimensional data, e.g., image data (two dimensions) and video
data (three dimensions).
Figure 2.16: An example shows that kernels in different layers can
generate different levels of features in a simple CNN.
A convolution layer is equivalent to a fully-connected layer with shared weights. For
example, in Figure 2.16, in layer 1, the shape of the input, the convolution weights, and
the output are 3× 3, 2× 2, and 2× 2, respectively. Here, we only consider the simplest
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case. Namely, we assume layer 1 only has one kernel. The equivalent fully-connected
layer is shown in Figure 2.17. Nine input neurons and four output neurons correspond
to the 3 × 3 and 2 × 2 convolutional input and output, respectively. A set of four
weights, which corresponds to the 2 × 2 convolutional weights, multiply a specific set
of the input neurons to get an output. Although the equivalent neural network has
36 effective weight connections, only four different weights (marked in different colors)
are used repeatedly for four times, while the unmarked weights are all zero. Therefore,
CNN is equivalent to a fully-connected network with sharing weights, and the gradient
backpropagation can also be used to optimize parameters on a CNN.
Figure 2.17: A convolution layer is equivalent to a fully-connected
layer with shared weights.
2.3.4 Deep learning techniques for EEG analysis
In order to alleviate the analysis difficulties of EEG in deep learning, i.e., the inherent
characteristics of non-stationary, inter-subject variability, and noise sensitivity, several
techniques have been used in previous studies.
Batch Normalization
The EEG characteristics of non-stationary and inter-subject variability result in differ-
ent statistical distributions among input samples, which is described as the covariance
shift problem in EEG and severely affects model performance [118]. One standard so-
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lution is data normalization, which unifies the distributions while preserving individual




(i = 1...n) (2.18)
where X is a collection of input; Ave and V ar represent the expectation and variance of
the input collection X respectively; xi is an input sample; i is the input index ranging
from 1 to n; xnormi is the normalized input of xi. The input normalization effectively
alleviates the covariance problem in the input layer. However, the covariance shift
problem may also occur in the hidden layers of the networks. Specifically, different
output features from a previous layer may have different distributions, which means
the features are not represented under the same standard and thus, limits the learning
efficiency of the models. Therefore, Batch Normalization, according to eq.(2.19), is
embedded into the models to normalize features on the same scale [45].
fnormi,j =
fi,j − Ave(Fj)√
V ar(Fj) + δ
× γ + β (2.19)
In eq. (2.19), Fj is a batch of feature outputs from kernel j before non-linear activations;
fi,j is the feature output of kernel j (before a non-linear activation) based on the input
sample i in the batch; δ is a small number that increases the stability when the variance
of feature j, V ar(Fj), is small. The advantage of Batch Normalization is that it does
not normalize data into a fixed distribution. Although Batch Normalization firstly
conducts a standard normalization for features from kernels, it also uses two trainable
parameters, i.e., γ and β, to adapt any distribution that achieves optimal performance.
Note that Batch Normalization performs differently during training and testing. In
training, it gradually optimizes γ and β to find the optimal distribution; in testing,
the trained γ and β are fixed to perform optimal normalization. Typically, batch
normalization modules are deployed after convolution but before nonlinear activations.
Several studied have embedded Batch Normalization in their deep learning models
to alleviate the problems caused by EEG non-stationary and inter-subject variability
[56][92].
Dropout
EEG, which is sensitive to noise, has many data-specific noise patterns. Therefore,
Deep learning-based EEG pattern recognition can be easily affected by the over learn-
ing of non-generalizable noise patterns in a training set, which results in the overfitting
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problem in EEG scenarios. To alleviate this problem, we embed Dropout into the pro-
posed models. Specifically, in an epoch during the training process, Dropout randomly
selects kernels and sets the output to zero according to the dropout rate in each layer
[106]. This method ensures the networks do not overly enhance the connections that fit
non-generalizable noise and only focus on generalizable EEG patterns. During testing,
dropout is a transparent module, and the unbiased networks guided by dropout are
used to evaluate the test performance. Commonly, dropout modules are deployed after
nonlinear activations.
Exponential Rectified Linear Unit
Exponential Rectified Linear Unit (ELU), which is a commonly-used nonlinear activa-
tion function, is described as eq.(2.20),
f(x) =
x if x > 0λ(ex − 1) otherwise (2.20)
where λ(≥ 0) is hyper-parameter. Instead of setting the output for a negative input to
zero as ReLU [76], ELU provides a smooth exponential decrease. According to [56][92],
ELU, which is an alternative to ReLU, achieves better performance in EEG-related
tasks.
2.3.5 Model evaluation
The requirement of data
During training, a deep learning model minimizes the difference between the predictions
and the labels. By using Gradient Descent to adjust weights, the prediction ability
gradually approaches the optimal. This optimization process is a learning process of
a data-to-label mapping. Mathematically, a mapping relationship can be understood
as a function, and the data and labels are the inputs and outputs of the function,
respectively. Therefore, model optimization is a learning process of a function.
From the perspective of data, the performance of the function learning depends
on the sample volume and distribution. For example, assuming data point x in the
dataset D and the corresponding label y has a function relationship of y = x2. If the
data collection volume is small, then the function relationship is under-determined.
Therefore, the model can only roughly learn the mapping, as shown in Figure 2.18(a). If
the data collection volume is large but with imbalanced distribution, then the function
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is not fully presented, which leads to an incomplete mapping, as shown in Figure
2.18(b). Therefore, to fully reflect the relationship between data and labels, the data
collection should be large enough with a reasonable sampling distribution, as shown in
Figure 2.18(c).
(a) Sampling volume is small. (b) Sampling volume is large
but with imbalanced distribu-
tion.
Sample point
The relationship learned by a model
(c) Sampling volume is large with bal-
anced distribution..
Figure 2.18: The learning of a data-to-label mapping from the per-
spective of data. If the sampling volume is small, the learning is
coarse; if the sampling volume is acceptable but with an imbalanced
distribution, the learning is incomplete; only when the sample volume
is large with a reasonable sampling rate, the learning is successful.
Training, validation, and testing set
The evaluation process of a model contains training, validation, and testing. For a
data set that meets the requirement above, we first divide it into training and test
sets. The test set, which is not involved in training and validation, is only used for
the performance evaluation. For the training set, traditionally, all the data are used
for training to achieve good performance. Then, the test set is used for evaluation.
However, the model may over-focus on the details in the training set, which results
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in the ignorance of general features in the data and poor performance on the test set,
i.e., the overfitting problem. Therefore, how to monitor training statuses and prevent
overfitting? Also, to make sure good performance on both training and test sets, how
to pre-test the performance of the model and tuning parameters accordingly before
testing?
The solution is to divide the training set into training and validation sets. Similarly,
the training set is used for model training. Meanwhile, the validation set is taken as
a simulated test set. For each training epoch, the performance on the training and
validation sets are illustrated to monitor the model optimization, adjust parameters,
and prevent overfitting accordingly. Moreover, the validation set provides a test sim-
ulation. We can tune the model on both training and validation sets and then deploy
the model in the test environment.
The key to the allocation of the training, validation, and test sets is a consistent fea-
ture distribution. Inconsistent distributions may lead to inaccurate model evaluation.
For example, when a dataset is relatively small, the amount of data that contains dif-
ferent features is relatively small, and the possibility of uneven distribution increases.
That means a model that performs optimally under a training-validation-test alloca-
tion may not perform optimally under another allocation. Therefore, only models that
perform well under multiple assignments can be considered as stable models with ex-
cellent statistical performance. The method of multiple sets of data allocation on small
datasets is called cross-validation.
Cross validation
Practically, data collection may be subject to many factors, e.g., a complex collection
process and a long acquisition cycle, which results in small data sets. For example, EEG
data acquisition requires a large amount of prerequisite preparation, e.g., recruiting
subjects, equipment adjustment before collection, and participants’ practice in tasks.
Therefore, the size of the EEG datasets is usually small. The scale of three EEG
datasets are shown in Table 2.3.
Dataset Number of participants Number of samples
Conflict-containing EEG 81 about 2400
EEG Motor Imagery Dataset in PhysioNet 108 about 3500
BCI Competition IV Datasets(2b) 9 about 2100
Table 2.3: The scale of EEG datasets.
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When the scale of a dataset is relatively small, cross-validation is required instead
of a simple training-validation-test allocation described above. Firstly, the dataset
is divided into training and test sets. Similarly, the test set is only used for model
evaluation. Then, the training set is divided into several groups. In each fold, according
to an allocation order and a training-validation ratio, several groups are combined to
form a training set, and the rest forms a validation set. A sample in a training set may
become a sample in the validation set in different folds, which makes a ‘cross’ validation.
A data allocation with a train:valid:test ratio equals 4:1:1 is shown in Figure 2.19.
Figure 2.19: A 5-fold cross-validation scheme with a train:valid:test
ratio equals 4:1:1.
2.4 EEG analysis using machine learning or deep learn-
ing
EEG is a representation of brain activities. By analyzing EEG data, we can recognize
and analyze emotion, motor imagination, and pathological features in human brains.
Since machine learning and deep learning methods have strong data mining ability, this
section will introduce EEG analysis using machine learning and deep learning regarding
the main research directions.
2.4.1 EEG-based emotion recognition
EEG has strong correlations with emotions in human brains [42]. The most commonly
used EEG-based emotion dataset is DEAP [53]. Therefore, this literature review re-
garding emotion recognition mainly based on this dataset. Although we did not use
the same dataset, we believe the feature extraction methods and the machine learning
models are useful references for this thesis.
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In [15], Bastos-Filho et al. proposed a machine learning-based scheme for emotion
classification in EEG. Two kinds of emotions, i.e., calm and stress, were classified. The
authors adopted three general feature extraction methods in EEG, namely, statistical
characteristics, Power Spectral Density (PSD), and High Order Crossings (HOC). K-
Near Neighbour (KNN) was used to classify the features. Experimental results showed
that PSD achieved the best performance, with a classification rate of 70.1%.
In [120], Wichakam et al. classified EEG with different levels of valence and arousal,
which are the essential elements in a discrete emotion representation. The authors
considered three factors that affected the representation of emotion in EEG. Namely,
1) the number of electrodes, 32 or 10? 2) signal time length; 3) frequency feature
extraction, i.e., band power, or PSD wavelets? SVM was used to classify valence and
arousal with different levels. Experimental results showed that the classifier achieved
the relatively good performance when the band power was calculated on ten electrode
EEG with a one-minute time length.
In [27], Chen et al. used connectivity features at spatial electrodes to predict valence
and arousal in EEG. Specifically, the author adopted Pearson correlation, mutual in-
formation, and phase coherence as spatial features. A leave-one-out evaluation scheme
was used. Experiment results showed that mutual information on all bands was the
best feature to classify valence and arousal, with classification rates of 76.17% and
73.59%.
In [123], Xu et al. analyzed the correlations between spatial-spectral features and
emotions in EEG. The authors adopted two semi-supervised deep learning architec-
tures, i.e., stacked denoising autoencoder (SDAE) and deep belief networks (DBN),
to classify emotional status. They used a participant-specific evaluation method. Ex-
perimental results showed that DBN achieved averaged F1 scores of 86.67%, 86.60%,
and 86.69% for arousal, valence, and liking states, respectively. Moreover, the authors
analyzed the trained weights in the first layer of the deep network, which provided
insight into the relationship between spatial locations, frequency bands, and features.
In [125], Yin et al. proposed a Multiple-fusion-layer based Ensemble classifier of
Stacked Auto Encoder (MESAE) to extract and classify emotions in EEG. In MESAE,
each SAE was used to extract one physiological feature. Multiple SAE were ensembled
by an additional deep model. Experimental results showed that MESAE achieved the
best performance comparing to the previous results, with the F1 score increased 5.26%.
In [61], Li et al. proposed EEG Multi-dimensional Feature Image (EEG MFI)
sequences to represent features in spatial, spectral, and temporal domains in EEG.
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Meanwhile, the authors proposed a hybrid deep neural network that combined CNN
and LSTM to recognize patterns in EEG.
In [75], Moon et al. fed brain connectivity features into a proposed CNN structure.
As a representation of synchronized activities in different brain regions, brain connec-
tivity contains spatial interaction information. Experimental results showed that this
brain connectivity + CNN scheme achieved better performance than traditional PSD
methods.
In [55], Kwon et al. collected multi-mode physiological features, wavelet transformed
EEG spectrograms, and Galvanic Skin Response (GSR) features to predict emotions.
They proposed a CNN structure to combine all the features and make predictions.
Experimental results showed that the model achieved a classification rate of 76.56%
and 80.46% for valence and arousal, respectively.
In [124], Yang et al. combined CNN and RNN to recognize temporal and spatial
features in raw EEG, and then predict emotions. Specifically, EEG data at each time
point was fed into the proposed CNN, and temporal EEG vectors were fed into the
proposed RNN. Finally, the high dimensional spatial and temporal features were com-
bined. Experimental results showed that the proposed model achieved a classification
rate of 90.80% and 91.03% for valence and arousal, respectively.
In [121], Wilaiprasitporn et al. proposed two deep architectures, i.e., CNN + LSTM
and CNN + GRU, to predict emotions in EEG. Different from the study above [124],
the proposed architectures had serial structures. Specifically, raw EEG data first were
fed into a CNN, which was responsible for spatial feature extraction at each time
point. Then, the spatial features with a temporal relationship were fed into an LSTM
or GRU architecture to generate comprehensive features. Experimental results showed
that CNN + LSTM and CNN + GRU achieved similar performance. However, CNN
+ GRU was more efficient.
A summary of EEG-based emotion recognition using machine learning and deep
learning is shown in Table 2.4.
2.4.2 EEG-based motor imagery recognition
The EEG signals collected from C3 and C4 electrodes, which correspond to the motor
cortex in human brains, contain motor imagination features. These motor imagery
features, which reflect the subjective willingness of movements, can be used as control
signals for Brain-Computer Interface (BCI). Therefore, how to recognize these fea-
tures in EEG accurately and effectively is one of the main directions in EEG pattern
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Author (year) EEG Features Models













Xu et al. (2016) power features
SDAE
DBN





Li et al. (2017) MFI sequences CNN+LSTM
Moon et al. (2018) brain connectivity CNN





Yang et al. (2018) Raw data CNN + RNN
Wilaiprasitporn et al.(2019) Raw data
CNN + LSTM
CNN + GRU
Table 2.4: A summary of EEG-based emotion recognition.
recognition.
In [84], Ramoser et al. collected right- and left-hand movement imagination EEG
from three participants. For the first time, the authors adopted Common Spatial Pat-
tern (CSP) method to build a spatial filter for motor imagery feature extraction. They
implemented a simple linear classifier to distinguish the spatial patterns. Experimen-
tal results showed that the classification accuracies for the participant-specific classifier
were 90.8%, 92.7%, and 99.7%, respectively.
In [93], Schlogl et al. collected EEG signals at sixty electrodes from five participants
during a four-class motor imagery task. The EEG signals were passed into an Adaptive
Autoregressive (AAR) process first, and then the features were extracted by Kalman
filtering. The authors compared four types of classifiers, i.e., Minimum Distance Analy-
sis (MDA), Linear Discriminant Analysis (LDA), k-nearest-neighbor (KNN) classifiers,
and Support Vector Machine (SVM) classifiers. Experimental results showed that SVM
achieved the best performance and KNN obtained the worst.
In [24], Brunner et al. compared three unsupervised independent components anal-
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ysis (ICA) methods,i.e., Infomax, Fast ICA, and SOBI, which were spatial filtering
methods for motor imagery tasks. Meanwhile, they implemented a supervised CSP
method for comparing purpose. The EEG data were first passed through a Principle
Component Analysis (PCA) process for feature dimension reduction, and then fed into
the ICA or CSP models. Experimental results showed that Infomax achieved the best
performance, and CSP obtained the worst.
In [41], Hu et al. proposed a wavelet-based feature extraction method for motor
imagery EEG. They used the public dataset BCI competition 2003 EEG, which con-
tained the right- and left-hand imagination features. The authors took energy and
coefficients mean of wavelet packet decomposition (WPD) on specific electrodes as
original features. Then, the authors used the Fisher discriminant analysis (FDA) to
select features. Finally, the selected features from six channels were fed into a KNN
classifier.
In [99], Siuly et al. proposed a novel cross-correlation based method to extract the
features in BCI Competition III dataset IVa and IVb. Then, the authors used the
least square support vector machine (LS-SVM) to classify motor imagination EEG.
Meanwhile, for comparison purposes, they implemented a logistic regression classifier
and a kernel logistic regression classifier. The performance of the models was evaluated
by ten-fold cross-validation. Experimental results showed that LS-SVM achieved the
best classification accuracy over other logistic regression methods.
In [86], Robinson et al. collected EEG data when the participants (seven in total)
moved right hands in fast and slow speed. They adopted Wavelet-Common Spatial
Pattern (W-CSP) algorithm to extract features with high temporal-spatial-spectral
resolution. Then, the features were fed into a Fisher Linear Discriminant (FLD) classi-
fier. Experimental results showed that the averaged classification accuracy over seven
participants was 83.71 %. Furthermore, W-CSP provided the activation patterns of
the parietal and motor areas of the brains, which shed light on BCI development.
In [111], Tabar et al. studied motor imagery EEG patterns recognition using deep
learning. They proposed a deep network by combining CNN and SAE. CNN extracted
EEG temporal-spatial-spectral features from raw signals. SAE was used for classifica-
tion. Experimental results showed that the proposed structure achieved 0.547 kappa
value on BCI competition IV dataset 2b, which was 9% higher than the winner solu-
tion. Moreover, the authors pointed out that deep learning is an effective solution for
BCI classifiers.
In [71], Miao et al. proposed a Sparse Time-Frequency Segment Common Spatial
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Pattern (STFSCSP) to extract significant spatial-frequency-temporal patterns. In each
temporal-frequency segment, STFSCSP optimized discriminative spatial filters and
then extracted features. Then, Weighted Naïve Bayesian Classifier made predictions
based on the weighted STFSCSP features.
In [92], Schirrmeister et al. proposed two CNN architectures to classify motor
imagery EEG in the PhysioNet dataset. First, the authors proposed a Filter Bank
Common Spatial Pattern (FBCSP) based CNN, which had similar calculation as CSP
but with trainable parameters. Meanwhile, the authors proposed a deep ConvNets,
which used raw data to extract hierarchical features. Experimental results showed
that the mean decoding accuracies of the FBCSP-based CNN and the deep ConvNet
were 82.1% and 84.0%, respectively.
A summary of EEG-based motor imagery recognition using machine learning and
deep learning methods is shown in Table 2.5.

















































Miao et al.(2017) BCI competition datasets STFSCSP WNBC
Zhang et al.(2017) BCI competition datasets STFT CNN
Schirrmeister et al.(2017) PhysioNet [91][35] Raw data CNN
Table 2.5: A summary of EEG-based motor imagery recognition.
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2.4.3 EEG-based epileptic seizure detection
As one of the leading research directions of EEG pathology, epileptic seizure detection
received more attention in recent years. How to use machine learning or deep learning
methods to recognize seizure features with non-stationary and inter-subject variability.
Particularly, how to predict the onset of a patient’s illness?
In [73], Mirowski et al. used the EEG data collected one hour before the onset of
epileptic seizures to make predictions. They mainly used the correlation features of
paired EEG, i.e., cross-correlation, nonlinear interdependence, the difference of Lya-
punov exponents, and wavelet analysis-based synchrony. Then, different classifiers,
i.e., L1-regularized logistic regression, convolutional networks, and support vector ma-
chines, were used to make predictions. The experimental results on the standard
Freiburg EEG dataset (21 patients) showed that for each patient, there was at least
one method that can make accurate predictions, no false alarm.
In [96], Shoeb et al. proposed a patient-specific classifier to predict the onset of
an epileptic seizure in EEG. The authors extracted spectral features, spatial features,
time evolution features, and used SVM for seizure prediction. Experimental results
showed that the trained model achieved 96% classification accuracy (173 test cases)
with a median detection delay of 3 seconds and a false detection rate of 2 per 24 hours.
In [6], Ahammad et al. proposed a method to automatically detect epileptic seizure
event and onset. For epileptic seizure event detection, the author adopted the Bonn
University EEG database. They extracted energy, entropy, standard deviation, maxi-
mum, minimum, and mean from different sub-bands. Then, a linear classifier was used
to distinguish seizure-free or seizure EEG with an overall accuracy was 84.2%. For
seizure onset detection, the author used the CHB-MIT scalp EEG database. Wavelet-
based features, interquartile range (IQR), and mean absolute deviation (MAD) were
extracted, and then a linear classifier was used. Experimental results showed that the
model achieved a sensitivity of 98.5%, with an average latency of 1.76 seconds.
In [110], due to the difficulty of generalization of hand-engineering seizure features,
Supratak et al. proposed a deep learning model to automatically recognized generalized
patterns. They proposed a stacked autoencoder plus logistic classifier framework and
used greedy layer-wise training and global fine-tuning for training. Experimental results
showed that, in the CHB-MIT database, all the test cases could be detected with a
mean latency of 3.36 seconds and a low false detection rate.
In [112], to overcome the nonstationary and inter-subject variability problems in
seizure features, Thodoroff et al. proposed a recurrent convolutional neural network
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to capture generalized temporal-spatial-spectral features. Experimental results showed
that the proposed deep learning model achieved with high sensitivity and a false-
positive rate in a cross-patient classification. The model was robust regarding the
variation of electrode topology.
In [5], Acharya et al. proposed a thirteen layer CNN to extract hierarchical seizure
features and classify normal, preictal, and seizure classes. Experimental results showed
that the deep model achieved accuracy, specificity, and sensitivity of 88.67%, 90.00%,
and 95.00%, respectively.
In [40], Hossain et al. proposed a Deep CNN to automatically extract spectral-
temporal cross-patient features. Experimental results showed that the model achieved
an overall sensitivity of 90%, specificity of 91.65%, and accuracy of 98.05%. Moreover,
the model visualized the special orientation of band power features, which provided
insights into seizure detection and diagnosis.
A summary of EEG-based epileptic seizure detection using machine learning and
deep learning methods is shown in Table 2.6.















































Table 2.6: A summary of EEG-based epileptic seizure detection.
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2.5 Automatic spatial-temporal feature extraction
This section explains the design of EEGNet, which is an automatic EEG spatial-
temporal feature extraction scheme proposed by Lawhern et al. [56]. EEGNet achieved
high performance over different types of small EEG datasets. However, this spatial-
temporal scheme does not fit the properties of EEG temporal-spatial features. There-
fore, EEGNet does not generalize well on large-scale EEG datasets.
2.5.1 The basic spatial-temporal-temporal feature extraction
EEGNet originated from a spatial-temporal-temporal feature extraction scheme. ‘Spatial-
temporal’ means the types of features that kernels in the first and second layers focus
on (or the general kernel shapes of the different layers). Namely, the first layer is
used to extract the spatial features in the EEG data, and the second layer is used to
extract the temporal features from the outputs of the first layer. On the other hand,
‘temporal-spatial’ has the opposite feature extraction operation. As shown in Figure
2.20, the input EEG has a shape of C × T , where C is the number of electrodes,
and T represents the number of time samples. The convolutional kernels in the first
layer are spatial kernels. Each kernel has a shape of C × 1, and only detects a global
spatial feature by calculating a weighted summation between the kernel weights and a
corresponding spatial vector. Since there are sixteen kernels, sixteen spatial features
are generated at each time point. The output of the first layer, which has a shape
of 16× 1× T (featurenumber × height× timesample), contains sixteen time-variant
spatial features with a time length of T. In the second layer, since the height of the
output of the first layer is one, temporal kernels should be used. Specifically, temporal
kernels that cover all the sixteen features extracted from the first layer, is a reasonable
choice. Furthermore, this causes the height of the output of the second layer to also
equals one. That means, for the third layer, temporal kernels still should be used. This
spatial-temporal-temporal feature extraction is the intuitive design of EEGNet.
2.5.2 EEGNet architecture modification
However, instead of using this intuitive spatial-temporal-temporal architecture, a ques-
tion was proposed by the authors: for the temporal kernels in the second layer, is it
necessary to cover all the sixteen features extracted from the previous layer?’ As shown
in Figure 2.21, the output of the first layer is reshaped from 16× 1×T to 16×T . The
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Figure 2.20: The original design of EEGNet.
points. However, maybe covering only four features and a relatively long time length
bring a better performance. So, which is the best kernel shape for the second layer,
16× 4, 8× 8, 4× 16, and 2× 32? Consequently, what is the best kernel shape for the
third layer, 2× 16, 4× 8, and 8× 4?





















Figure 2.21: An investigation of the best kernel shapes for Layer 2
and 3.
Note that with the same learning ability (64 and 32 parameters for each kernel in the
second and third layer, respectively), these kernels weigh spatial and temporal feature
detection differently. Therefore, the trade-off between the height and width of kernels
was investigated. Experimental results suggested that kernel shapes of 2 × 32 and
8× 4 for the second and third layer provided robust performance across four different
datasets. Therefore, the modified EEGNet was proposed in [56], as shown in Figure
2.22. The number of the kernel weights and the corresponding valid connections in






























Layer 1 1440 92160
Layer 2 4096 524288
Layer 3 512 65536
Layer 4 512 512
Total 6560 682496
Table 2.7: The number of the kernel weights and the corresponding
valid connections of EEGNet.
2.5.3 The disadvantage of the spatial-temporal feature extrac-
tion
The spatial-temporal feature extraction in the first two layers did not fit the properties
of EEG features. According to section 2.2, feature components at different electrodes
may be located in different frequency bands, as shown in Figure 2.23(a). If a model
uses spatial-temporal feature extraction to generate spatial features first, it may not
perform well since it ignores the different frequency bands, as shown in Figure 2.23(b).
However, if a model uses a temporal-spatial feature extraction, i.e., temporal filtering
followed by the combination of the features from different electrodes, it fits the spatial-
temporal properties, as shown in Figure 2.23(c). The details of the temporal-spatial
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(c) A brief temporal-spatial feature extraction.
Figure 2.23: The disadvantage of the spatial-temporal feature extrac-
tion in EEGNet.
2.6 Deep learning visualization
Due to the poor visualization and interpretation for decision-making features in deep
learning, several visualization studies have been conducted [126]. This section discusses
three different types of deep learning visualization methods, i.e., sensitivity analysis,
deconvolution, and layer-wise relevance propagation, which focus on different aspects
of interpretation.
2.6.1 Sensitivity Analysis
Sensitivity analysis answers the question, what is the sensitivity of a prediction to each
input unit [98]? As shown in Figure 2.24, during testing, feeding a ‘cat’ image into a
well-trained image recognition model will receive a ‘cat’ prediction. Randomly fluctu-
ating an input pixel, e.g., ∆x11, will cause a corresponding change in the prediction,
e.g., ∆P . For each input pixel, sensitivity analysis measures the extent to which the
change of a pixel can change the prediction.
Mathematically, sensitivity analysis calculates the derivative of a prediction P in



























where S(x, y) is the prediction sensitivity to the input unit I(x, y). Therefore, instead
of measuring the absolute contribution to the prediction, the sensitivity of the pixel
represents the trend of the prediction in terms of the pixel value increase. For example,
as shown in Figure 2.25, the input image, which contains ‘scooters’, is fed into an object
recognition model, and a ‘scooter’ prediction is obtained. However, sensitivity analysis
highlights most of the area instead of the scooters. Because the analysis tells us, ‘if
you change the road pixels to scooter, you can receive a higher prediction score’. The
analysis does not tell us, ‘the scooters make contributions to the prediction.’ In the
EEG-based decision-making visualization, we want to find the ‘absolute’ contributions
to the anxious personality predictions, not the variations of the predictions in terms
Figure 2.25: An example of the sensitivity analysis. Instead of show-
ing the contribution to the prediction, the sensitivity map shows the
changing trend of the prediction. Note that the input image and the
sensitivity map are taken from [89].
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of input changes. Therefore, although sensitivity analysis provides a way of decision-
making visualization, it is not the ideal method for our study.
In [92], an EEG-based deep learning architecture was trained to recognize right
and left-hand motor imagery patterns. During testing, a sensitivity analysis was con-
ducted. By randomly varying the amplitude of a frequency component at an electrode,
the prediction sensitivity to each frequency band at each electrode was measured. Ex-
perimental results showed that the prediction was sensitive to the alpha band amplitude
fluctuations at C3 and C4 electrodes, which is consistent with the fact that C3 and C4
mainly measure the motor cortex activities.
2.6.2 Deconvnet
Deconvnet answers the question, what kind of input patterns can significantly activate
the investigated neuron in a CNN? In other words, what are the patterns that the
neuron tries to detect [128]? Specifically, for a CNN, if a neuron is activated, it outputs
a high activation feature map. Deconvnet projects the activation back to the input
space using the reverse calculation of convolution, i.e., deconvolution, to illustrate the
significant pattern.
The process of deconvnet is shown in Figure 2.26. For a well-trained CNN with
high performance on the test dataset, a test input is fed into the model, and the high
activation feature maps are recorded from an investigated neuron. The aim is to find
out the ‘input pattern’ that only lead to the significant activations of the neuron.
Convolution Layers Deconvolution Layers
HighActivation Feature




Input The feature detected bythe 2nd neuron in Layer 30
0
Figure 2.26: An example of the deconvnet. The highly-activated fea-
ture map from the investigated neuron, i.e, the second neuron in layer
3, is taken as the input of the reverse calculation of the convolution
layers. Note that, all the other outputs in layer 3 are set to zero. Note
that the input dog image, the high activation feature map, and the
deconvolution output are taken from [128].
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Therefore, the outputs of other neurons in the same layer are set to zero. Deconvnet
takes these high activation maps as the input, using deconvolution to project them
back to the input space. According to the result, the investigated neuron is responsible
for detecting ‘dogfaces’ [128].
In [68], an EEG-based CNN architecture was proposed to predict the extent of
driving fatigue of a hundred participants. Moreover, the corresponding deconvnet was
implemented to visualize the patterns in the EEG that cause significant activations.
Experimental results show that the model not only efficiently and accurately predicted
fatigue (97% accuracy) but also visualized the critical patterns detected by the inves-
tigated neurons.
2.6.3 Layer-wise Relevance Propagation (LRP)
LRP answers the question, what is the contribution of an input unit to a prediction?
[13]. Specifically, LRP takes a prediction of a network as the total contribution of all
the neurons in the network. It propagates this total contribution back through layers,
and finally distributes the contribution in the input space. For example, in an image
classification task, by propagating the accurate prediction through the well-trained
model to the input image, a LRP heatmap is achieved. It explains that cockscomb is
the most critical feature for a rooster classification, as shown in Figure 2.27.
Figure 2.27: An example of LRP. By redistributing the total contri-
bution, i.e., the correct prediction, back to the input space, the areas
that make significant contributions are highlighted. Note that the
input image and the LRP heatmap are taken from [12].
In an EEG scenario, LRP explains which EEG periods (time sample points) at which
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electrodes contribute significantly to the prediction? In [108], LRP was embedded into
an EEG-based two-layer neural network, which is used to recognize motor imagery
patterns on a small dataset. LRP heatmaps illustrated that C3 and C4 channels made
the most significant contributions to the accurate prediction. This result was the LRP
performance on a shallow neural network. Regarding deep networks, the design and
performance still need to be investigated since more layers and techniques are involved
in the contribution backpropagation. Finally, a brief comparison of the deep learning
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is the information we want.
Table 2.8: A brief summary of the different types of deep learning
visualization methods.
2.7 Summary
This chapter introduced the background and studies for the EEG-based feature extrac-
tion and visualization using deep learning. Firstly, the temporal-spatial and local-global
characteristics of EEG were introduced. Secondly, the traditional EEG features in the
temporal, spatial, and frequency domains were introduced. Thirdly, an automatic
spatial-temporal feature extraction scheme was presented, and the disadvantage was
discussed. Fourthly, the effective deep learning techniques for EEG analysis were de-
scribed. Finally, different types of deep learning visualization methods were compared.
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Now, the question is how to design an architecture with effective analytical techniques




The conflict process in the brain relates to the anxiety process in the mind. In Mc-
Naughton’s conflict theory of anxiety, anxiety-related features from conflict-containing
EEG signals reflect anxious personalities [70]. For example, Goal-Conflict-Specific-
Rhythmicity (GCSR), which reflects the extent of the conflict process, positively cor-
relates to the standard clinical scale for measuring anxiety, i.e., State-Trait-Anxiety-
Inventory (STAI) [94]. However, anxiety disorders may involve several conflict-related
features, and an overall effect may provide better anxious personality prediction. Since
manual search for these features is laborious, time-consuming, and error-prone, it is es-
sential to design a conflict-theory-focused model with automatic anxiety-related feature
extraction to predict anxious personality.
In this chapter, we propose a two-dimensional (2-D) conflict-focused CNN. It sim-
ulates the GCSR extraction process but with the advantages of automatic frequency
band selection and functional contrast calculation optimization, thus providing more
comprehensive trait anxiety predictions. Moreover, although the architecture is fun-
damentally derived from McNaughton’s theory, it is also a generalized EEG feature
extraction scheme, which adopts horizontal and vertical kernels in different layers to
simulate temporal signal filtering and spatial information combination.
The structure of this chapter is organized as follows. In Section 3.1, McNaughton’s
conflict theory of anxiety, which is the psychology background of this study, is de-
scribed. Specifically, as the design guide of the 2-D conflict-focused CNN, GCSR
feature extraction is emphasized. In Section 2.1, the characteristics of EEG are briefly
presented. Notably, the temporal-spatial characteristics of EEG signals and the local-
global characteristics of EEG features are summarized. In Section 3.2, the 2-D Conflict-
focused CNN, which is an automatic feature extraction scheme based on the conflict
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theory in Section 3.1, is proposed. Then, to fit the temporal-spatial characteristic in
Section 2.1, the generalization ability of the architecture is discussed. Finally, the per-
formance evaluation of the model is presented in Section 3.3, followed by a summary
and a further question in Section 3.4.
3.1 Psychology Background
A summary of McNaughton’s theory of the Behavioural Inhibition System and goal
conflict [70], which is the psychological basis and the starting point of this thesis, is
shown in Figure 3.1. The theory proposes a Goal-Conflict process in the brain, which
can be induced by the Stop Signal Task (SST) and relates to an anxiety process.
Specifically, Goal-Conflict-Specific-Rhythmicity (GCSR), which reflects this process
and is extracted from 4-12 Hz EEG signals at electrode F8 during the SST, is proposed
as a sign of an anxiety-related system working. Furthermore, at the personality level,
GCSRs are positively correlated to the commonly used anxious personality evaluation
scores, i.e., the State-Trait Anxiety Inventory (STAI) scores [103]. Critically, GCSR













Figure 3.1: A summary of McNaughton’s theory of GCSR and anx-
iety. As a sign of an anxiety-related system working, GCSR is posi-
tively correlated to the STAI score.
The remainder of this section first introduces Jeffrey Gray’s definition of anxi-
ety, which is adopted by McNaughton’s theory. Secondly, the stop signal task, i.e.,
a classic paradigm that induces the goal-conflict process in a participant’s brain, is
presented. Thirdly, Goal-Conflict-Specific-Rhythmicity, which measures the extent of
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conflict by using EEG signals collected during SST, is introduced. Fourthly, the key
to McNaughton’s theory, the correlation between goal-conflict processes (represented
by GCSR) and anxiety processes (represented by STAI), is explained. Finally, a re-
search question is proposed: How to better represent anxious personalities based on
McNaughton’s conflict theory of anxiety? In the perspective of computer science, how
to design a conflict theory-based deep learning model to explore more features auto-
matically and represent anxious personality comprehensively?
3.1.1 What is anxiety?
The psychologists and psychiatrists do not have a clear generally-accepted definition
of anxiety [69]. However, psychiatrists agree on what are anti-anxiety drugs. However,
what they call anti-anxiety drugs do not precisely match what they call anxiety. For ex-
ample, anxiety disorders, as defined in the standard diagnostic manual (the Diagnostic
and Statistical Manual of mental disorders, DSM), include phobia, panic, anxiety, and
obsession [79]. Nevertheless, phobia, panic, and obsession are not consistently affected
by the different classes of anti-anxiety drugs, whereas generalized anxiety is reduced
by all of them. (Even with generalized anxiety, the drugs are not 100% effective; it
is more like 40% of cases are improved.) So, instead of focusing on the mixture of
ambiguous definitions of anxiety, it is better to base research on the drugs, which are
clearly and uniquely defined and only affect a specific set of specific things. This is
where Jeffrey Gray’s definition comes from: ‘anxiety’ is the common changes that all
classes of anti-anxiety drugs (e.g., benzodiazepine, buspirone, pregabalin) produce [36].
3.1.2 Stop Signal Task
The Stop Signal Task (SST) is used for measuring stopping. There are two types of
trials in the task, namely, the go trial (Figure 3.2(a)) and the stop trial (Figure 3.2(b)).
In the go trial, a right or left arrow, which indicates the participant should click on the
corresponding button, is presented first. The participant is asked to concentrate on
making the go response correctly ‘as fast as possible’, which is usually within 500 ms.
Usually, wrong responses are infrequent and only occur if they are not concentrating.
In the stop trial, most settings are identical to the go trial except that a stop signal
(a tone) is presented after the start arrow instruction. The time interval between the
arrow instruction and the stop tone is called a Stop Signal Delay (SSD), which varies
in how close it is to the time when the participants are about to press. The question
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Figure 3.2: Two types of trials in SST. Both contain the arrow in-
struction, but only Stop trials have the stop tone, which affects par-
ticipants’ behaviors.
3.1.3 Conflict
In McNaughton’s theory, SST is used to generate conflict. The dominant theory of the
SST is that there are two independent parallel processes in the brain: the go process,
which is activated by the arrow instructions, and the stop process, which is activated by
the stop tones [14][114]. The key idea is that in a stop trial, a corresponding go process
still carries on in the background even when the stop process has been activated. Both
of the processes must ultimately reach the parts of the brain that generate the neural
activity that causes muscle contraction. So, there is a ‘race’ between the go and stop
processes in a stop trial, as shown in Figure 3.3. Sometimes, the stop process wins the
race, and avoidance behavior occurs (Figure 3.3(a)), and sometimes, the go process
wins the race and approach behavior occurs (Figure 3.3(b)). Note that it is not that
the participants do not try to stop. Their stop processes are activated but not quickly
enough.
The SSD controls the extent of avoidance and approach behaviors, which affect the
conflict process in the brain. If the SSD is short (Figure 3.3(a)), avoidance is strong
and approach is weak, so a ‘stop decision’ is made; if the SSD is long (Figure 3.3(b)),
approach is strong and avoidance is weak, so a ‘pressing button decision’ is made.
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Neither of the situations would cause the conflict process since either avoidance or
approach is dominant. However, if the SSD is medium, the stop process and the go
process have an equal chance of ending, as shown in Figure 3.3(c). The strength of the
go process equals that of the stop process, which means approach equals avoidance,
and therefore, there is Goal Conflict. According to Gray and McNaughton’s Behavioral





















(c) The same probability of winning, SSD=Medium.
Figure 3.3: A ‘race’ between go and stop processes in stop trials.
With the SSD changes from Short to Long, the difficulty of stopping
is gradually increasing. Especially when SSD equals medium, the
probability of approach and avoidance is the same. The figure is
taken from Shadli et al. [94]
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Figure 3.4: A full schematic of the Stop Signal Task [94]. Six SST
trials (SSD = Short, Medium, or Long; Type = Stop or Go) constitute
one conflict induction. Trials with the same SSD are presented in
pairs, i.e., the stop trial and the matching go trial. The order of trials
with different SSD is random.
3.1.4 The conflict-containing EEG dataset
We collected conflict-laden EEG from 81 participants during the Stop Signal Task(SST).
For each participant, an input sample was acquired during one conflict induction in
SST. For each induction, six SST trials with different task types (Stop or Go) and
SSD (Short, Medium, or Long) were respectively collected from fifteen electrodes in
the 10-20 EEG system. As shown in Figure 3.5, during 0.5 seconds, EEG signals with
the same trial type are acquired from fifteen electrodes. All the six EEG trials for one







Task STOP GO STOP GO STOP GO
SSD Short Short Medium Medium Long Long




Figure 3.5: The collection of the six different types of EEG trials in
one conflict induction. Note that an EEG trial is constituted by EEG
signals from fifteen electrodes. Trial type is a combination of task
type (Stop or Go) and SSD type (Short, Medium, or Long).
3.1.5 Contrast
Contrasts are used to extract conflict-related features in the conflict-containing dataset.
A contrast is a set of weights used to measure the trend of data. A quadratic contrast
is used to measure a quadratic trend. For example, the quadratic trend between x1,
x2, and x3 is measured by eq.(3.1).









If the result is non-zero, there is a quadratic trend in the data points, as shown in
Figure 3.6. Therefore, the weights of the data points, i.e., −1/2, 1, −1/2, are a
quadratic contrast. Besides, orthogonal contrasts are a pair of contrasts with a zero
cross-product.
3.1.6 Goal-Conflict-Specific-Rhythmicity
Goal-Conflict-Specific-Rhythmicity (GCSR) is a feature that measures the extent of
the conflict process in the brain. We extracted this measure of conflict from a set of six
trials with different trial types, i.e., go and stop, and different SSD, i.e., short, medium,
and long.
For normal GCSR feature extraction, firstly, we calculate the pure stop effect, which
represents the strength of all processes generated by a stop signal rather than other
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Figure 3.6: The quadratic contrast calculation for the data points x1,
x2, and x3. It is the weighted summation between the contrasts and
the data. If there is a non-linear trend, then the result is non-zero
(the red line).
processes that are identical to a go trial. As illustrated in Figure 3.7, in order to
get the pure stop activity with a specific SSD, the activity in the stop trial, which
includes both go and stop processes, is subtracted from the activity in the matching
go trial, which is located immediately before or after the stop trial. Because of this
adjacent relationship, the matching go trial contains the identical processes related to


















Figure 3.7: The calculation of the pure stop activity with a specific
SSD. By subtracting the matching go trial from the stop trial, only
the component induced by the stop tone, i.e., the pure stop activity,
is obtained. Since the processes of the stop and the matching go
trial before the stop tone are generated by the same settings, the
subtraction for the pure activity is zero.
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From the signal power perspective (as introduced in Section 2.2.3), the power of the
pure stop activity can be seen as subtracting the power of the matching go trial from
that of the stop trial, as shown in eq.(3.2).
P SSDpure = P
SSD
stop − P SSDgo (3.2)
where P represents the power of a particular type of activity (Stop, Go, or Pure) with
a specific SSD (Short, Medium, or Long).
The GCSR extraction process is shown in Figure 3.8. Specifically, six EEG signals
in one conflict induction, namely, two types of trials (go and stop) with three different
SSD (Short, Medium, and Long), are used to measure the extent of each conflict pro-
cess. Firstly, the signals are filtered in the frequency range from 4 to 12 Hz, followed
by a power calculation. Then, for each SSD, the power of the stop trial (P SSDstop ) sub-
tracts the matching go trial (P SSDgo ) to obtain the power of pure stop activity (P SSDpure ).
Theoretically, the power of pure stop activity, which reflects the strength of the stop
process, should change linearly with the increase of SSD, as shown in the dashed line in
































Figure 3.8: The GCSR extraction process. Six EEG trials with differ-
ent types and SSD are fed into the bandpass filter, power calculation,
pure stop process calculation, and the nonlinearity calculation.
will contain an additional conflict-related component, as illustrated in the black line in
Figure 3.9. This nonlinearity is further calculated to get a GCSR expression.
Mathematically, GCSR is defined as eq.(3.3),
GCSR = (P̃MediumStop − P̃MediumGo )−
(P̃LongStop − P̃
Long
Go ) + (P̃
Short
Stop − P̃ ShortGo )
2
(3.3)
where P̃ is the power of a filtered signal with a particular SSD and a trial type. Ac-


























Figure 3.9: The relationships between SSD and the filtered power of
pure stop effect. Hypothetically, if there is no conflict at SSD =
Medium, the power should change linearly with the increase of SSD.
However, if the anxiety mechanism is indeed activated, the GCSR
will reflect the extent of the anxiety-related process activation. Note
that as long as the dashed line is linear, we can extract the medium
conflict component independently in the form of a simple orthogonal
quadratic contrast. It does not matter whether the slope is positive,
negative, or zero.
be zero. However, if there is a Conflict component, the output of (3.3) will represents
the extent of the conflict. Note that GCSR calculation can be taken as an orthogonal
quadratic contrast calculation of the power of filtered SST trials. The contrast weights
for different SST trials are shown in Table 3.1. These orthogonal quadratic contrasts
are used to detect the difference of the linear-quadratic trend between the powers of
Go trials and Stop trials.
Short Medium Long
Stop -1 2 -1
Go 1 -2 1
Table 3.1: A simple linear× quadratic contrast matrix that has been
used to extract the nonlinear conflict component.
Critically, all current classes of anxiolytic drugs mentioned in Section 3.1.1 de-
crease GCSR in healthy participants in the Stop Signal Task, which makes GCSR a
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biomarker for Gray’s definition of anxiety. Furthermore, in principle, the feature ex-
traction scheme and the calculation could be used to obtain any other frequency or
any other class of feature to test for conflict-related changes. Once such a conflict-
related feature was detected, its link to anxiety processes could then be validated with
anxiolytic drugs in the same way as GCSR itself had to be.
3.1.7 State-Trait Anxiety Inventory
The Spielberger State-Trait Anxiety Inventory (STAI) is a commonly used questionnaire-
based approach that evaluates the trait anxiety of a person [103]. Specifically, there
are 40 questions, each one with a 4-point Likert scale option. A participant is required
to specify his (or her) subjective level of agreement (or disagreement) on a symmetric
agree-disagree scale. Then, a trait STAI score is calculated to represent an anxious
personality. Usually, higher scores are positively correlated with higher levels of anx-
iety. If a participant’s score is higher than 45, he (or she) has a high probability of
having clinical anxiety disorders. The scale is a better representation of clinical level
of anxiety (which is often mixed with depression) than specific to pure anxiety.
Importantly, consistent with McNaughton’s theory, the GCSR values, which are
extracted from participants’ EEG signals during SST, are positively correlated to the
STAI scores of the participants [94]. This result provides a potential method of improv-
ing the measurement of anxious personalities based on McNaughton’s conflict theory.
3.1.8 The baseline of the conflict-based anxiety predictions
Based on the correlation between the conflict process and the anxiety-related system
working in human brains, McNaughton’s theory extracted a conflict-related GCSR
feature to predict anxious personalities, i.e., STAI scores. Specifically, McNaughton
extracted GCSR from the conflict-containing EEG of the participants. Then, a Pearson
correlation between GCSR and STAI scores of the participants was calculated. A
positive correlation means that the higher the GCSR, the higher the anxiety level.
Experimental results showed that the Pearson R correlation is 0.264 (p < 0.05) [94].
Since this thesis takes McNaughton’s theory of conflict as the background, the result is
the baseline of our research. We will compare the performance of our proposed models
with this baseline on the same conflict-containing dataset.
67
3.1.9 Expectation
As explained in Section 3.1.6, Goal-Conflict-Specific-Rhythmicity is an anxiety biomarker
based on Gray’s definition of anxiety. However, only one frequency band (4 to 12Hz) at
one electrode (F8) has been thoroughly researched and was based on theoretical expec-
tations. There are possibilities that a more accurate representation of anxiety-related
processes would be achieved with potential features in different frequency bands at
different electrodes with different contrast calculations, as shown in Figure 3.10. How-
ever, due to the long time period of theoretical research and laborious manual feature
extraction, an analytic model is essential to explore potential features automatically
within the framework of McNaughton’s theory and represent anxious personalities with




















Stop Trial | Short SSD
F8
Stop Trial |Medium SSD
F8
Go Trial | Short SSD
F8
Go Trial |Medium SSD
F8
Stop Trial | Long SSD
F8
Go Trial | Long SSD
Anxiety
Personality
The Framework of McNaughton’s Theory
Figure 3.10: A comprehensive anxious personality prediction based
on McNaughton’s Conflict theory of anxiety.
• Theory Representation: The model should be capable of representing the
Conflict feature extraction in Figure 3.8. To embed the theory, the model should
have the ability of signal filtering, spatial contrast calculation, and power calcu-
lation.
• Automatic Feature Extraction: The model should have automatic feature
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extraction ability to explore potential features in different frequency bands with
different contrasts.
• Feature Visualization and Interpretation: The model should have the po-
tential to visualize the decision-making features to provide a reasonable insight.
In light of these requirements, a Convolutional Neural Network (CNN) is adopted.
The convolution calculation between the input EEG signals and kernel weights can
simulate signal filtering, contrast calculation, and power calculation in the conflict
feature extraction. Therefore, McNaughton’s theory can be embedded into a CNN
model. Moreover, CNN has excellent automatic spatial-temporal feature extraction.
3.2 2-D conflict-focused CNN
The critical point to the design of a theory-driven computational model is the represen-
tation of the theoretical calculation in the model. Regarding the design of the model
based on McNaughton’s theory, embedding the signal filtering and contrast calculation
modules to make the model conflict-focused is the primary goal. In this section, the
representation ability of two-dimensional (2-D) convolutional kernels is described first.
Then, we propose the 2-D conflict-focused CNN, which is based on the feature extrac-
tion of McNaughton’s conflict theory but has automatic feature extraction ability, and
thus, can better predict anxious personality. By comparing with the GCSR feature ex-
traction scheme, the theory-driven architecture is presented and discussed. Finally, the
proposed model is further interpreted as a general temporal-spatial feature extraction
scheme.
3.2.1 The representation ability of 2-D convolutional kernels
Trainable convolutional kernels are ideal for the simulation of signal filtering and con-
trast calculation because of their inherent characteristics of convolution and the flexible
settings of kernel shapes. Moreover, benefiting from optimization in CNN, the fre-
quency bands of the simulated filters and the weights of the contrast calculations are




Commonly, the characteristics of a signal filter can be described in the frequency do-
main. For example, the frequency response of a bandpass filter with a frequency range
of 10-20 Hz is illustrated in Figure 3.11(a). Theoretically, the 10-20 Hz frequency com-
ponent of an input signal can pass through this filter with no amplitude attenuation.
However, other frequency components are blocked. As depicted in Figure 3.11(a), the
frequency characteristics of the filtered signal equals the multiplication of the frequency
representation of the input and the frequency response of the filter.
In the time domain, the filtering process is represented by a convolution calculation
(sign: ⊗). Theoretically, the multiplication between the frequency characteristics of a
signal and a bandpass filter in Figure 3.11(a) equals the convolution between the input
and the impulse response of the bandpass filter in the time domain, as shown in Figure
3.11(b).
In CNN, as shown in Figure 3.11(c), since the kernel’s weights for one input channel
convolved with the input, these weights correspond to a ‘virtual’ filter in the frequency


































(a) The frequency-domain analysis of a signal filtering
=ImpluseresponseTime domainsignal Time domainFiltered signalTimeDomain ⨂








(c) The signal filtering processing of a convolutional kernel.
Figure 3.11: The comparison between a filter and a convolutional
kernel. Generally, convolutional kernels can be taken as trainable
filters, with kernel weights as the impulse responses of the filters.
70
Note that convolutions by CNN are correlation calculations. Compared to convolutions
in signal processing, the weights of a CNN kernel are not horizontal flipped. However,
this does not affect the explanation above, because we can take the kernel weights as a
horizontally flipped impulse response. Moreover, since flipping in the time domain does
not affect the bandpass characteristics in the frequency domain, we can directly perform
Fourier transform on the kernel weights to obtain the frequency domain characteristics
of the impulse response (or the ‘virtual’ filter). Note that, in order to interpret the
kernel weights as an impulse response, the kernel shape is set to be horizontal.
The advantage of simulating signal filtering using CNN kernels is that the convo-
lutional weights, i.e., the impulse responses of the simulated filters, can be optimized
under the guidance of the anxiety-related labels. That means, the CNN kernels grad-
ually construct filters that extract the potential anxiety-related features by optimizing
the impulse responses, to meet the requirement of the labels, and to accurately predict
anxious personality.
An example of signal filtering simulation
In order to validate the simulation and optimization ability of CNN filters, a simple
experiment was conducted. Firstly, three different types of signals that had significant
power in different frequency bands, i.e., 5-13 Hz, 14-22 Hz, and 23-32 Hz, were gener-
ated. Then, a simple CNN architecture, which used three kernels to detect frequency










Figure 3.12: A simple CNN architecture that validates the filtering
ability of CNN kernels.
Ideally, after training, we expect that each kernel should be optimized to a bandpass
filter that only focused on one frequency feature. The frequency representations of
the impulse response of each CNN filter before and after training were calculated, as
shown in Figure 3.13(a). Practically, after training, each kernel specifically enhanced
the bandpass capability for one unique frequency band while weakening the signal
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components in other frequency bands. For example, for Kernel 1, the amplitude in 5-13
Hz was enhanced significantly with the attenuation in other bands, which means Kernel
1 mainly focused on the power feature in 5-13 Hz. Therefore, each kernel is responsible
for the signal filtering of one type of input. The training effect for CNN filters is
better illustrated by the frequency response difference between post- and pre-training,
as shown in Figure 3.13(b). Comparing to the frequency characteristics before training,
the trained filters focus on the frequency bands of 5-13 Hz, 14-22 Hz, and 23-32 Hz
respectively, with attenuation of other frequency bands. Note that although clear filter
modifications have been achieved, it is only based on a shallow and simple architecture
with a few parameters. For large scale networks, the trained filter characteristics
are harder to illustrated due to the complex connections of neurons. Therefore, this
example is only a conceptual illustration. By implementing a simple CNN architecture
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Figure 3.13: The frequency characteristics of each kernel before and
after training. (a)The frequency analysis of the impulse response of
each CNN kernel before and after training. (b)The amplitude change
of each kernel after and before training.
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3.2.2 The architecture of the 2-D conflict-focused CNN
The data structure and the corresponding anxiety-related labels
Regarding the input data structure for the 2-D conflict-focused CNN, six different types
of EEG signals from one electrode constitutes a 2-D matrix with a shape of 6×64. For
each signal, there are 64-time points with a sampling rate of 128 Hz representing the
500ms period immediately after presentation of the Stop signal, or the matching time
point in the preceding Go trial. Since fifteen electrodes are used for EEG collection,
there are 15 2-D matrices for one conflict induction. Therefore, the shape of the input
data structure is 15×6×64 (format : channels×SSTtypes×time), as shown in Figure
3.14. This thesis takes the data organization as a 2-D EEG data structure. Because
the kernels in the 2-D conflict-focused CNN take each 2-D matrix (shape = 6 × 64)
as a calculation unit for 2-D convolution. Meanwhile, the corresponding label of an
input sample is the participant’s STAI score, which is the commonly used clinical trait



















Figure 3.14: The 2-D input data structure for the 2-D contrast-
focused CNN.
2-D conflict-focused CNN
The 2-D conflict-focused CNN aims to accurately predict the anxious personalities
of the participants with more automatic-detected anxiety-related features under the
framework of McNaughton’s conflict theory.
Theoretically, the conflict process in the brain relates to the anxiety process in the
mind. Thus, the conflict-related features, which are extracted from the EEG signals
during the conflict process inductions, have the potential to represent trait anxious
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levels. For example, GCSR, which is a representation of the extent of a conflict pro-
cess, is positively correlated to STAI. However, GCSR is only extracted by a sim-
ple theory-based functional trial-type linear × quadratic contrast and also focuses on
one theory-driven frequency band (4-12Hz) at one electrode (F8). Concerning trait
anxiety that may involve an overall effect of conflict features in different frequency
bands at different electrodes, the conflict-based anxious personality prediction still
has room for improvement. Critically, designing the contrast for high specificity may
have lost considerable sensitivity. Since the manual searching of these features and
design of an optimal calculation are laborious, time-consuming, and error-prone, it is
essential to design a conflict-theory-based model with the automatic anxiety-related
feature extraction ability. Practically, as shown in Figure 3.15, how to automatically












Figure 3.15: A theory-driven architecture relates the conflict-
containing EEG with the anxiety-level evaluations (STAI) by auto-
matically extract anxiety-related features to predict anxious person-
alities.
In light of this expectation, this section proposes a 2-D conflict-focused CNN. By
simulating the conflict feature extraction process, this architecture is closely based on
the theoretical model to make predictions, but with optimizable parameters. Specifi-
cally, 2-D kernels with horizontal and vertical shapes simulate learnable temporal filters
and optimizable contrast calculations in different layers. That means the architecture
has the advantages of automatic frequency band selection and contrast calculation
optimization. Therefore, it provides a comprehensive prediction of the anxious per-
sonalities of the participants, which are unconstrained by psychological theory. The
architecture of the 2-D conflict-focused CNN is shown in Figure 3.16. It is made up of
five layers, namely, 1) Temporal filtering layer, 2) Spatial GCSR calculation layer,































Figure 3.16: 2-D conflict-focused CNN. We adopt the format ‘kernel
number at kernel height × kernel weight’ to represent the shapes of
the kernels in each layer.
• Temporal Layer: As shown in Figure 3.17, in the temporal layer, there are
four convolutional kernels. Each kernel provides 15 trainable filters as there are
15 channels in an input sample. Each filter has a horizontal shape of 1× 64 and
corresponds to one channel. The longer the kernel length is, the higher temporal
resolution the kernel output has. Therefore, we set the kernel length to 64 to
achieve a time resolution of 0.5s under the sample rate of 128Hz. Therefore, the
shape of each kernel is 15 × 1 × 64 (format : channels × height × width). The
role of the trainable filters in each kernel is to find features buried in different
frequency bands and electrodes. The output of each kernel is a combination
of filtered features from different electrodes, which has a shape of 6 × 64, i.e.,
six different SST trials and 64-time samples for each trial. Since there are four
kernels, the output of the temporal layer has a shape of 4× 6× 64, which is fed












Layer 1Raw EEG input
The output of
one kernel
Figure 3.17: A detail structure of the temporal layer of the 2-D
Conflict-focused CNN.
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• Spatial (GCSR) Layer: As shown in Figure 3.18, in the Spatial (GCSR)
Layer, there are also four convolutional kernels. Each kernel provides 4 trainable
contrasts as there are 4 channels in the input. Each contrast has a vertical shape
of 6 × 1 and corresponds to the output from one kernel in the temporal layer.
Therefore, the shape of each kernel is 4×6×1. The role of the trainable contrasts
in each kernel is to combines six types of features from the SST trial dimension,
which is kept by the first layer, to generate a conflict-related feature. The output
of each kernel has a shape of 1× 64, which means the temporal resolution (0.5s)
is kept for further analysis. The output at each time sample point is a conflict
component achieved by filtering and contrast within the specific time window.












Figure 3.18: A detail structure of the spatial layer of the 2-D Conflict-
focused CNN.
• GCSR Accumulation layers: To gradually generate high-level features and
also reduce the temporal resolution, Layer 3 and 4 use four temporal kernels with
a shape of 1× 32 and 1× 10 respectively.
• Fully-Connected Layer: Finally, a fully-connected layer is used to combine
the features and give an anxious personality prediction.
To better present the advantages of the weight sharing characteristics of CNN de-
scribed in Section 2.3.3, we calculate the number of the kernel weights and the corre-
sponding valid connections in each layer, as shown in Table 3.2.
Several deep learning techniques are embedded in the architecture. Specifically,
Batch normalization is used in each layer to reduce the covariance shift problem caused






Layer 1 3844 1105920
Layer 2 100 6144
Layer 3 516 16896
Layer 4 164 3840
Layer 5 97 96
Total 4721 1132896
Table 3.2: The number of the kernel weights and the corresponding
valid connections of the 2-D Conflict-focused CNN.
2, 3, and 4 to alleviate the overfitting problem. Besides, Exponential Rectified Linear
Unit (ELU) is adopted as the activation function according to the suggestion of [56].
A detailed explanation of these techniques is given in section 2.3.4.
3.2.3 A general EEG-based temporal-spatial feature extraction
Although the 2-D conflict-focused CNN is based on McNaughton’s conflict theory
of anxiety, the horizontal-vertical feature extraction can be interpreted as a general
temporal-spatial EEG-based feature extraction scheme.
Theoretically, an EEG pattern can be interpreted as a temporal-spatial global pat-
tern that combines feature components in different frequency bands at different elec-
trodes, as shown in Figure 3.19. The horizontal-vertical feature extraction of the 2-D
Conflict-Focused CNN is an ideal option for the temporal-spatial EEG features. For
example, the EEG pattern contains two components, i.e., the power increase in the
alpha band at electrode P8 and beta bands electrode Fz. Ideally, in the temporal layer,
different trainable filters with a horizontal kernel shape are used to extract features
in different frequency bands. Therefore, the frequency components are extracted by
different filters separately. In the spatial layer, to generate global brain-topological
features, spatial kernels with a vertical shape are used to combine different frequency
components at different electrodes. Therefore, the proposed horizontal-vertical feature






















Figure 3.19: The general temporal spatial feature extraction of the
2-D Conflict-Focused CNN.
3.3 Performance evaluation
A deep learning model study includes the design, implementation, and evaluation. The
evaluation of a model includes training, validation, and testing. In previous sections,
the design ideas and implementation of the 2-D conflict-focused CNN were elaborated.
In this section, the performance evaluation is presented.
3.3.1 Cross validation on the conflict-containing dataset
Regarding the conflict-containing EEG dataset adopted in this study, three-fold cross-
validation was used. Specifically, EEG from 81 participants was collected during the
past three years, with each year having 27 participants. Six participants from each
year were randomly allocated to the test set, so there were 18 test participants in total.
For the rest of 21 participants each year, they were allocated in different groups, as
shown in Figure 3.20. The allocation of training and validation sets in different folds


























Figure 3.20: The conflict-containing EEG data allocation for training,
validation, and test sets.
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Fold Training Set Validation Set
1 Group 1 & 2 Group 3
2 Group 1 & 3 Group 2
3 Group 2 & 3 Group 1
Table 3.3: The allocation of the training and validation sets in differ-
ent folds for the conflict-containing EEG dataset.
To avoid allocation bias, we implemented train-validation-test data allocation twenty
times randomly. Then, we did twenty times three-fold cross-validation to check the
MSE, which is the commonly-used evaluation index for a regression task.
3.3.2 Model evaluation
For each train-validation-test data allocation, in each fold, the corresponding training
set is used for training and the validation set is for model modification, e.g., learning
rate, or dropout rate tuning. The training and validation loss of the 2-D conflict-
focused CNN in fold one in a train-valid-test data allocation is shown in Figure 3.21.
Note that no matter what the data allocation is or which fold do we investigate, the
















The epoch when 
the training stops.
Figure 3.21: The training and validation loss of the 2-D conflict-
focused CNN in one fold in a train-validation-test data allocation
during training.
As shown in the figure, we selected the epoch with the minimum validation loss as
the stop training epoch. Namely, the model is well-trained after this epoch. Because,
after this epoch, the training loss keeps decreasing while the validation loss slightly
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increases, which indicates overfitting. Therefore, we took the model after this epoch of
training as the well-trained model in the fold for the data allocation.
In each allocation, we used three-fold cross-validation as the evaluation method.
Mean Square Error (MSE) loss was taken as the performance measure. In each fold,
we used the training criteria described above to train and validate the 2-D conflict-
focused CNN. Then, we applied the model on the test set to check the corresponding
MSE for performance evaluation. Each fold has a set of train, validation, and test MSE
loss, and there are three folds in each allocation. Because we evaluated the model on
twenty train-validation-test allocations, we have twenty evaluation results. We used
the averaged measure as the performance evaluation of the model, as shown in Table
3.4. In Section 4.4, we will compare this result with the MSE of the 3-D generalized
CNN.
Fold 1 Fold 2 Fold 2
Train 0.07589319 0.06789508 0.05914117
Validation 0.08191850 0.08011822 0.08728466
Test 0.08789452 0.08408639 0.08609947
Table 3.4: The averaged MSE loss of the 2-D conflict-focused CNN
over twenty-time three-fold cross-validations.
Since the psychological baseline method adopted Pearson R as the performance
measure, we calculated the participant-wise Pearson R correlation between the par-
ticipants’ averaged predictions and true STAI scores on the test set for comparison
purposes. To demonstrate how successful the fit is from a linear perspective, we used
percent variance (R2 × 100). Specifically, in statistics, the variance of a dependent
variable, e.g., the anxious personality (the STAI scores), is regarded as a character-
istic, which can be explained by the corresponding independent variables, e.g., input
EEG. Percent variance refers to the proportion of the variance that the independent
variables explained by using the proposed statistical model. The performance of the
2-D conflict-focused CNN is shown in Table 3.5.
According to Table 3.5, compared to the baseline study (Section 3.1.8) with a Pear-
son R Correlation of 0.2640 (Variance accounted for equals 7%, p < 0.05.) [94], the
2-D Conflict-focused CNN, which is closely based on the GCSR theoretical model but
with automatic feature extraction ability, achieves better and stable performance.
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Fold 1 2 3 Baseline
R value 0.4955 0.5253 0.5124 0.264
Percent Variance 25% 28% 26% 7%
p value 0.037 0.025 0.030 <0.05
Table 3.5: The performance of the 2-D conflict-focused CNN on the
test set
3.4 Summary
This Chapter proposed a conflict-theory-based CNN architecture, i.e., the 2-D conflict-
focused CNN, for anxious personality prediction. By embedding the conflict theory, the
architecture can automatically explore conflict-containing features to predict anxious
personality. By adopting temporal and spatial kernels in different layers, the architec-
ture was capable of extracting general temporal-spatial features in EEG. Therefore,
although the design of the architecture originated from the psychology theory, it also
had generalization ability. Experimental results also validated the model.
Despite the improvement of the anxious personality prediction, regarding the EEG
feature extraction scheme, there is still room for improvement. Although the 2-D
conflict-focused CNN adopted temporal-spatial kernels for filtering and global infor-
mation combination, it did not fully take advantage of the hierarchical feature extrac-
tion ability. Also, the feature extraction did not comply with the local-global feature
characteristics. So, how to organize local and global features in the EEG structure and





Intuitively, time-variant brain activities can be represented in a three-dimensional (3-D)
perspective. Namely, at each time point in the temporal dimension, a 2-D brain topo-
logical heatmap reflects the extent of activations in different brain regions. However,
traditionally, EEG signals from different electrodes, which are electrical representa-
tions of brain activities, are organized in a 2-D structure. The dimension reduction is
caused by the flattened topology, namely, from 2-D brain topology to a one-dimensional
(1-D) flattened vector. Therefore, the 2-D EEG structure does not include the inher-
ent spatial characteristics, which results in the limitation of the hierarchical feature
extraction.
In this chapter, a 3-D EEG data structure is proposed. By organizing local and
global features according to the inherent temporal-spatial EEG relationship, this data
structure provides an intuitive and efficient way for EEG hierarchical feature extrac-
tion. Then, the 3-D generalized CNN is proposed. Specifically, the 3-D kernels si-
multaneously integrate information in the temporal and brain-topology related spatial
dimensions, and gradually generate hierarchical features from local to global.
The structure of this chapter is as follows. In Section 4.1, the limitation of the
hierarchical feature extraction based on the 2-D structure is described, followed by the
proposition of the 3-D structure. In Section 4.2, the 3-D generalized CNN is proposed
to extract hierarchical temporal-spatial features in the 3-D EEG. Section 4.3 provides
a comparison between the 2-D conflict-focused CNN and the 3-D generalized CNN.
Finally, the performance evaluation is shown in Section 4.4.
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4.1 From 2-D EEG matrix to 3-D EEG tensor
4.1.1 The shortage of the 2-D EEG data structure
The traditional 2-D EEG representation (Section 2.1.1) is the commonly-used input
data structure in many successful feature extraction-based EEG classification tasks.
Importantly, instead of directly putting raw 2-D EEG data into a classification mod-
ule, feature extraction is conducted first. During this process, raw temporal-spatial
EEG signals are transformed into feature vectors, and temporal-spatial information is
compressed or lost. Therefore, the detailed temporal-spatial characteristics of EEG
signals have little influence on the performance of feature extraction-based models, as
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Figure 4.1: The temporal-spatial characteristics of 2-D EEG signals
are reduced or lost during the EEG data projection from a raw input
space to a feature space.
Feature extraction-based EEG tasks usually base on small datasets with theory-
driven features. For complex EEG pattern recognition based on large datasets, deep
learning, which uses raw EEG signals as input and automatically extracts hierarchical
features, is a promising solution. However, the flattened electrode dimension in raw
2-D EEG data does not include the inherent topology of electrodes, which causes two
problems.
The inconsistency of electrode arrangement orders
In different studies, the EEG time series acquired by different electrodes in a period are
arranged in different orders in the spatial dimension of the 2-D representation. This
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inconsistency of spatial arrangements implicitly changes the local and global feature
organization. For example, a group of EEG feature components, which are supposed to
constitute a local feature, are allocated discretely, which results in a different form of
local and global features. This inconsistency affects the hierarchical feature extraction
of deep learning models. Moreover, an optimal architecture based on one electrode
arrangement may not be the best for another arrangement. Therefore, the inconsistency
of the data structure leads to the incomparable of model design. The shortage of
flattened spatial dimensions in the 2-D EEG representation, which does not follow the
spatial brain topology, is amplified in deep learning-based EEG tasks.
The limitation of the hierarchical feature extraction ability
As described in Section 3.2.3, the 2-D Conflict-focused CNN embeds horizontal and
vertical kernels to extract the temporal-spatial EEG features in the 2-D EEG signals.
Although this generalized scheme, which is based on the temporal-spatial characteris-
tics, achieves excellent performance, its hierarchical feature extraction is confined by
the 2-D EEG structure. Specifically, instead of covering adjacent local electrodes, the
horizontal kernels only cover a single electrode to generate filtered features. Then,
vertical kernels cover all the filtered features from different electrodes at once to gener-
ate global features, which lacks hierarchical feature extraction from local to the global
scale, as shown in Figure 4.2.





A kernel does not consider
local adjacent features and
only cover a single electrode.
A kernel does not extract
hierarchical features and
only combine all the
electrodes at once.
Figure 4.2: The shortage of the temporal-spatial feature extraction
adopted by the 2-D conflict-focused CNN. The horizontal kernels in
the first layer lack of local feature discovery and the vertical kernels
in the second layer have no hierarchical feature extraction ability.
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This temporal-spatial feature extraction based on the 2-D EEG representation may
achieve acceptable performance on simple EEG patterns. However, for complex and
unknown high-dimensional features, such as potential anxiety biomarkers, it may not
be ideal due to the locality and globality of EEG features.
4.1.2 The 3-D EEG data structure
Intuitively, brain activities within a period can be represented as a series of time-variant
brain topological heatmaps, as shown in Figure 4.3(a). Each heatmap illustrates the
extents of activations in different regions at a time sample point, where red areas
are activated and blue areas are silenced. Since EEG is an electrical representation
of brain activities, it can be organized under this time-variant topological structure.
Specifically, as shown in Figure 4.3(b), each brain topological matrix at a time point
can be interpreted as voltage amplitudes from different electrodes according to the
10-20 EEG system. Since brain activities change over time, EEG can also be repre-
sented by a series of brain topological matrices, which shows a three-dimensional EEG
representation. Therefore, by combining spatial brain topology (Section 2.1.1) and
temporal dimension (Section 2.1.1), this thesis proposes a 3-D EEG data structure.
Critically, the flattened electrode dimension in the 2-D EEG is expanded into a 2-D
brain topological plane according to the 10-20 EEG system. That means, the 2-D
matrix representation is reshaped into the 3-D tensor representation, which consid-






(a) An intuitive brain activity representation:
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(b) The proposed 3-D EEG structure.
Figure 4.3: A 3-D EEG data structure derived from the intuitive
representation of brain activities.
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The basis of the local-to-global hierarchical feature extraction
Regarding the temporal-spatial feature extraction scheme for the 2-D EEG structure
(Section 3.2.3), the 2-D Conflict-focused CNN employs horizontal and vertical kernels
to alternatively extract temporal and spatial features in Layer 1 and Layer 2. On the
other hand, previous research has shown that combining temporal and brain-topology-
related spatial information simultaneously and thus, generating hierarchical features
from local to global could achieve better performance. However, this hierarchical fea-
ture extraction scheme relies on a 3-D EEG representation that organizes local and
global brain information properly. In terms of the locality of EEG feature components,
the 3-D EEG structure organizes local features according to their inherent spatial rela-
tionships. Moreover, these local features are distributed across time, which constitute
global patterns. In light of this feature organization, hierarchical feature extraction
using CNN with 3-D kernels is an ideal option. Generally, as shown in Figure 4.4,
local temporal-spatial features from different regions are located by 3-D CNN kernels
covering local areas. Then, the extracted local features are combined by medium-size
3-D CNN kernels corresponding to a broader range of the brain to generate hierarchical
features. Finally, all the hierarchical features are combined to generate global patterns
by the kernels covering the whole brain topology. This step-by-step extraction from
local to global scale not only facilitates the hierarchical feature extraction of CNN











Figure 4.4: A hierarchical feature extraction scheme based on the 3-D
EEG structure.
87
A unified EEG data organization
Due to inconsistent electrode arrangements in the 2-D EEG representation, local and
global features are inconsistently organized. Therefore, different feature extraction
schemes based on different arrangements do not have strict comparability. Moreover,
these one-dimensional (1-D) electrode arrangements are not based on any theory and
cannot be used as a standard. Conversely, the 3-D EEG representation extends the
flattened spatial dimension according to the standard 10-20 system, which is unique
and interpretable. Therefore, the 3-D EEG representation is a unified standard for or-
ganizing EEG data, which provides the data basis for the comparison between different
architectures.
The foundation for the decision-making visualization
The 3-D data framework provides an interpretable structure for the local and global
feature allocation, which facilitates the explicit local-to-global feature extraction using
3-D CNN kernels. Therefore, in the decision-making feature visualization, the total
contribution of the network to the predictions can be meaningfully assigned to each
kernel layer by layer, and finally projects on the input space. Experimental results in
Section 4.4 show that the 3-D data representation facilitates feature extraction and
corresponding visualization, thus lay a solid foundation for decision-making visualiza-
tion.
4.2 3-D Generalized CNN
4.2.1 Architecture
The 3-D EEG structure, which embeds the temporal-spatial characteristics of EEG
signals, provides an interpretable and standard framework for local and global feature
representation. Based on this input structure, 3-D convolutional kernels in CNN, which
simultaneously covers spatial brain topology (2-D) and temporal dimension (1-D), pro-
vides an ideal solution for hierarchical EEG feature extraction. Therefore, this thesis
proposes a 3-D generalized CNN, which is a further generalization of temporal-spatial
EEG feature extraction. By using 3-D convolutional kernels, the 3-D Generalized
CNN can directly leverage temporal-spatial EEG features at different scales. It si-
multaneously integrates information in the temporal, brain-topology-related spatial,
and SST trial dimensions, and gradually generates hierarchical features from local
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temporal-spatial scale to global [118][119]. This 3-D architecture, which detects more
targeted brain-topology-related features but with almost the same number of param-
eters, presents better anxious personality predictions. The architecture of the 3-D
Generalized CNN is shown in Figure 4.5. Generally, we replace the first two layers of
the 2-D Conflict-focused CNN with three 3-D convolutional layers, which simultane-
ously combine the temporal-spatial features in different scales and gradually generate
hierarchical features from local to global brain areas. The details of the 3-D input struc-
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Figure 4.5: The Architecture of the 3-D Generalized CNN.
The anxiety-containing dataset
To clearly illustrate the transition from the 2-D to the 3-D data structure, the rep-
resentation of the anxiety-containing EEG for the 2-D conflict-focused CNN is first
reviewed. Six different types of signals from one electrode constitute a matrix with
a shape of 6 × 64, where each row represents a type of signal with 64-time sample
points (sample rate equals 128 Hz). Matrices from fifteen electrodes made up an input
sample with fifteen channels, as shown in Figure 4.6. For the 3-D representation of
the anxiety-containing EEG, signals from different electrodes with the same SST type
are arranged according to the 10-20 EEG system topology, which made up a 3-D EEG
tensor. The height and width of the tensor represent front-back and left-right spatial
dimensions, respectively, and the depth represents the temporal dimension. Six differ-
ent types of EEG are categorized into six tensors, which forms one input sample for
the 3-D Generalized CNN. Generally, this 3-D data organization explicitly categorizes
different types of SST trials into different tensors while retaining brain topological and
temporal information in each tensor. Therefore, the input samples contain spatial,
89
temporal, and SST dimensions, which facilitates the extraction and combination of
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Figure 4.6: The transformation of the anxiety-containing EEG struc-
ture from 2-D matrices to 3-D tensors.
Based on the 3-D EEG structure, the 3-D generalized CNN adopts 3-D kernels to
extract hierarchical features from local to global. This more targeted feature extraction
scheme has the potential to improve the GCSR-based anxious personality prediction.
The architecture includes six layers, as described below.
Layer 1: Local Feature extraction
For Layer 1, as illustrated in Figure 4.7, there are four 3-D convolutional kernels.
Each 3-D kernel combines local topology (2 × 2 electrodes) and temporal (24-time
samples) areas from 6 different SST trials to generate local features. Therefore, the
kernels have a shape of 2 × 2 × 24 × 6 (format: height × width × time × channels).
Instead of covering all the electrodes as 2-D kernels, these 3-D kernels only focus on
local brain areas first. Meanwhile, the kernels also cover different SST trials, which
means they calculate GCSR-like values by using information from local brain areas.
The outputs of the first layer still retain the spatial and temporal resolution. There are
four feature tensors corresponding to four kernels. Each time series at a spatial location
in a tensor (illustrated in the gray shade) is a local time-variant feature generated from
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Figure 4.7: A detailed view of Layer 1 of the 3-D generalized CNN.
Layer 2: Hierarchical Feature extraction
For Layer 2, four 3-D convolutional kernels with a shape of 2×2×24×4 are deployed,
as shown in Figure 4.8. Note that the kernel shape represents the kernel coverage for
the output of the first layer, not for the input sample. Namely, the kernels in Layer 2
cover four spatially related local features (2× 2) and 24 timing related features from 4
different feature tensors to generate hierarchical features. The corresponding receptive
field, i.e., the kernel coverage for the input, is 3 × 3 × 47, which means the kernels in
Layer 2 cover nine local electrodes and 47-time samples to extract hierarchical features,
as depicted in Figure 4.8. A detailed discussion about the receptive fields for different
layers is in Section 4.3. Similarly, the output of the second layer, which contains
four tensors of hierarchical features, still retains the spatial and temporal information.
Each time series at a spatial location in a tensor is a higher level time-variant feature
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Figure 4.8: A detailed view of Layer 2 of the 3-D generalized CNN.
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Layer 3: Global Feature extraction
For Layer 3, there are four 3-D convolutional kernels with a shape of 4 × 1 × 3 × 1,
as shown in Figure 4.9. This layer combines all the hierarchical features to generate
global brain features. Therefore, the kernels cover the whole spatial areas of the outputs
of Layer 2 while keeping the temporal coverage as one, which means there is no more
temporal information involves in this layer. The receptive field of this layer is 3×5×47.
Namely, each kernel combines EEG signals from all electrodes (3× 5) and 0.36 second
(47÷128 ≈ 0.36s) to generate global features through three levels of feature extraction.
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Figure 4.9: A detailed view of Layer 3 of the 3-D generalized CNN.
Layer 4 and 5
The architecture of these two layers is identical to the Layer 3 and 4 in the 2-D Conflict-
focused CNN. Each layer embeds four temporal filters to gradually generate high-level
features and reduce resolution in the temporal domain. The identical setting aims to
provide the same condition for comparing the two different feature extraction schemes
in the 2-D Conflict-focused CNN and the 3-D generalized CNN, which will be discussed
in Section 4.3.
Layer 6
Finally, for Layer 6, a fully-connected layer combines all the features from the previous
layer to make an anxious personality prediction.
92
The number of the kernel weights and the corresponding valid connections in each





Layer 1 2308 1069056
Layer 2 1540 267264
Layer 3 52 3072
Layer 4 516 16896
Layer 5 164 3840
Layer 6 97 96
Total 4677 1360224
Table 4.1: The number of the kernel weights and the corresponding
valid connections of the 3-D generalized CNN.
4.3 The comparison of EEGNet, 2-D CNN, and 3-D
CNN
EEGNet and 2-D Conflict-focused CNN
The 2-D Conflict-focused CNN and EEGNet have similarities. Namely, both architec-
tures use 2-D convolutional kernels (horizontal and vertical) to extract EEG features.
However, the purposes and design ideas are different. Specifically, EEGNet is the op-
timal solution that aimed to achieve good performance on the specific datasets. The
2-D conflict-focused CNN is a generalized temporal-spatial feature extraction scheme,
which is derived from McNaughton’s conflict theory of anxiety. For the architecture
design, EEGNet adopted vertical-horizontal kernels to extract spatial and temporal
features in different layers according to the results of optional architecture design.
Conversely, the 2-D conflict-focused CNN uses horizontal-vertical kernels to simulate
signal filtering and spatial feature generation, which effectively extracts temporal and
spatial features in different layers. A brief comparison of the two architectures is listed
below.
• Feature extraction: EEGNet extracted spatial EEG information using vertical
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convolutional kernels without distinguishing feature frequency bands, which does
not conform to the temporal-spatial characteristics of EEG features and has poor
interpretation. In contrast, the horizontal and vertical kernel design, i.e., the
temporal-spatial feature extraction scheme, of the 2-D conflict-focused CNN is
more in line with the feature characteristics and thus, generalizes well.
• Network connectivity: In EEGNet, a kernel in one layer only connected to
a corresponding kernel in the next layer to form a feature extraction channel.
This clear but limited connection means the kernels were not fully connected,
and the hierarchical feature extraction ability was not fully exploited. In the 2-D
conflict-focused CNN, there is no limited connectivity. Each layer combines all
the features from the previous layer to generate high-level representations, which
makes the network fits more in feature exploration.
• Dataset scale: The scale of EEGNet is small, which means it is only effective on
the selected small scale datasets. For example, the Motor Imagery dataset, which
is one of the datasets that EEGNet is tested on, only contains three participants.
In comparison, due to the fully connected characteristic, 2-D CNN can extract
features from a large amount of data from multiple participants. For example,
the anxiety-containing dataset has 81 participants.
2-D CNN and 3-D CNN
The only difference between the 2-D conflict-focused CNN and the 3-D generalized
CNN is the feature extraction scheme, i.e., a filtering-to-global or hierarchical feature
extraction. Regarding network architectures, the difference originates from the design
of convolutional kernels. Specifically, on the one hand, the 2-D conflict-focused CNN
uses horizontal kernels for single signal filtering, and then, uses vertical kernels for
filtered feature combination; on the other hand, the 3-D generalized CNN uses 3-
D kernels for local feature generation, hierarchical feature combination, and global
feature extraction. The 2-D CNN aims to detect simple features while the 3-D CNN is
responsible for complex high-level features. Regarding data structure, the difference is
based on the different EEG representations, i.e., the commonly used 2-D matrices or
the proposed brain topology-based 3-D tensors.
In order to compare different feature extraction ideas under the same condition, all
the other settings, except the feature extraction module, are identical - for example, the
last three layers in both architectures. Moreover, for the feature extraction modules,
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although the architectures are designed to capture features differently, there are still
two aspects that should be identical, i.e., the trainable parameters and the receptive
fields.
• Trainable parameters: The first and second layers of the 2-D CNN constitute
the temporal-spatial feature extraction module. For the first layer, the kernel
shape is 1 × 64 × 15 (format : height × width × channel), which means each
kernel contributes 961 (64× 15 + 1(bias) = 961) trainable parameters. There are
four kernels in Layer 1; therefore, 3844 (961×4 = 3844) trainable parameters for
Layer 1. For Layer 2, the kernel shape is 6× 1× 4, which means each kernel has
25 (6× 4 + 1(bias) = 25) trainable parameters. Similarly, there are four kernels
in Layer 2, so the total trainable parameters are 100 (25 × 4 = 100). Besides,
Batch Normalization in two layers brings 16 weights. Therefore, there are 3960
(3844 + 100 + 1 = 3960) trainable parameters in the 2-D temporal-spatial feature
extraction module.
For the 3-D CNN, the local-to-global feature extraction module contains the
first three layers. For Layer 1, the kernel shape is 2×2×24×6 (format : height×
width× length× channel). Each kernel has 577 (2× 2× 24× 6 + 1(bias) = 577)
trainable parameters. Four kernels in Layer 1 make 2308 (577 × 4 = 2308)
weights. For Layer 2, the kernel shape is 2 × 2 × 24 × 4, so each kernel has 385
(2 × 2 × 24 × 4 + 1(bias) = 385) parameters and the total number for Layer 2
is 1540 (385× 4 = 1540). For layer 3, the kernel shape is 1× 3× 1× 4, so each
kernel has 13 (3× 4 + 1(bias) = 13) parameters. The total parameter for Layer 3
is 52 (13× 4 = 52). Besides, Batch Normalization in these layers contributes 24
weights. Therefore, the number of the trainable parameters for the hierarchical
feature extraction module is (2308 + 1540 + 52 + 24 = 3924).
In machine learning, model complexity refers to the number of linear and non-
linear features that a model can extract. Therefore, different feature extraction
schemes lead to different complexity. For example, the 3-D conflict-focused CNN
has higher complexity because it extracts more detailed hierarchical features than
the 2-D CNN. However, although high complexity brings a better learning ability,
it also results in higher ease of overfitting. Therefore, by setting the number
of trainable parameters of the two models to be approximately the same, i.e.,
3960 vs. 3924, we not only set the conditions to be consistent but also alleviate
overfitting.
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• Receptive fields: The receptive field of a kernel is the kernel coverage to the
input space, which represents the scale of the input that is responsible for each
feature point generation. To compare two feature extraction methods under the
strictly same condition, output features from the modules should base on the
same input scale. Therefore, the receptive field of the kernels in Layer 2 of the
2-D conflict-focused CNN and Layer 3 of the 3-D generalized CNN should be
similar.
For the 2-D CNN, the kernels in Layer 1 cover global brain topology and 64-
time samples to generate features. Each data point in the output is derived from
input EEG signals with this scale. Then, the kernels in Layer 2 cover different
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Figure 4.10: The receptive fields of the kernels in different Layers in
the 2-D conflict-focused CNN.
For the 3-D CNN, the receptive field is more obvious because the 3-D EEG rep-
resentation and kernels intuitively reflect the local-to-global hierarchical feature
extraction. The receptive field of each layer is shown in Figure 4.11. Note that,
the gradual expansion of the receptive fields from Layer 1 to 3 can be understood
as the attention of the 3-D CNN kernels gradually change from the local to global.
Therefore, different feature extraction modules in two architectures are based on
similar sizes of the receptive fields to generate global features.
Generally, the 2-D conflict-focused CNN and the 3-D generalized CNN share the
design of trainable parameters and receptive fields. Therefore, we can compare these
two architectures in the identical condition.
• Although the two networks have almost the same number of trainable parameters,
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Figure 4.11: The receptive fields of different layers in the 3-D gener-
alized CNN.
2-D CNN, it covers all the electrodes at once to generate global features. For the
3-D CNN, it gradually covers targeted areas specifically with a clear purpose and
higher efficiency.
• Although the receptive fields are similar, the 2-D CNN only extract temporal-
spatial features once. In contrast, the 3-D CNN performs three-level feature
extraction from local to global, which is more suitable for EEG hierarchical fea-
tures.
• The feature extraction method of 3-D CNN is more interpretable, and the re-
sponsibility of each kernel is more clear, which provides a solid foundation for the
decision-making visualization in Chapter 5.
A comparison of EEGNet, 2-D conflict-focused CNN, and 3-D generalized CNN
is shown in Table 4.2. In summary, with the same learning ability and receptive
field, the 3-D generalized CNN takes advantage of the 3-D EEG representation to
organize the weights appropriately, which facilitates the hierarchical feature extraction
ability. However, the performance of a model also depends on the complexity of EEG
features. If EEG features are relatively simple, the 2-D CNN without complex structure
may achieve better performance; if EEG features are relatively complex, the feature










EEGNet F F F (682496) F
2-D CNN FF FFF FF (1132896) FFF
3-D CNN FFF FFF FFF (1360224) FFF
Table 4.2: The comparison of EEGNet, 2-D conflict-focused CNN,
and 3-D generalized CNN.
4.4 Performance evaluation
Regarding the evaluation of the 3-D generalized CNN, we also adopted three-fold cross-
validation and the identical twenty data allocations as presented Section 3.3.1. Also, we
used MSE as the performance measurement. The averaged MSE of train, validation,
and test in three folds over twenty data allocations is shown in Table 4.3.
Fold 1 Fold 2 Fold 2
Train 0.06684537 0.05741892 0.05263198
Validation 0.07961730 0.07646915 0.08538621




Table 4.3: The averaged MSE of the 3-D generalized CNN over
twenty-time three-fold cross-validations. Note that we also present
the averaged MSE of the 2-D CNN on the test set for comparison
purposes.
As shown in the table, the 3-D generalized CNN achieved less averaged test loss
in different folds comparing to the 2-D conflict-focused CNN. The t-test difference of
the performance of the 3-D and 2-D models regarding test MSE is t(4) = 24.8983 (p
= 0.0016), which is considered to be very statistically significant, and thus verifies the
advantage of the 3-D model.
The participant-wise Pearson R correlation between the participants’ average pre-
dictions and true STAI scores was calculated on the test set to compare with the
baseline in psychology and provide an evidence for visualization, as shown in Table
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4.4. Regarding the percent variance (R2 × 100%), the average performance of the 3-D
model (33%) is higher than that of the 2-D model (26%). Besides, the averaged percent
variance of the 3-D model (33%) achieves almost four times higher than the previous
study (7%), which is based on the theoretical GCSR contrast [94]. Note that since the
model is inevitably affected by issues like covariance shift and the fluctuation of mental
states during SST, the results are promising.
Fold 1 2 3 2D CNN Baseline
R value 0.5639 0.5851 0.5655 0.5124 0.264
Percent Variance 32% 34% 32% 26% 7%
p value 0.015 0.011 0.014 0.030 <0.05
Table 4.4: The Pearson R correlation of the 3-D generalized CNN on
the test set
Now the question is, since the well-performed model (in terms of the MSE on the test
set) achieved good results on the participant-wise Pearson R correlation, what is the
decision-making features inside the EEG data? In Chapter 5, in the anxiety biomarker
visualization, we will visualize the decision-making features of this well-trained model,
which also achieved excellent performance comparing to the psychological baseline
(Table 4.4), to find significant features in the conflict-containing dataset.
4.5 Summary
This chapter firstly proposes the spatial-temporal 3-D EEG data structure, which
organizes local and global EEG features according to the inherent topology. Then,
based on this data structure, the 3-D generalized CNN is proposed to extract hier-
archical temporal-spatial features from local to a global scale. Benefiting from the
rich temporal-spatial information in the 3-D EEG, the 3-D generalized CNN achieved
state-of-the-art performance for the anxious personality prediction.
Although both the 2-D conflict-focused CNN and the 3-D generalized CNN achieve
promising performance on anxious personality prediction, their generalization ability
still needs to be validated. Moreover, a prediction is only a part of the story. How






Traditionally, EEG-based deep learning tasks mainly focused on participants’ task-
related state or trait predictions, e.g., trait emotion prediction or motor imagery state
prediction. However, they lacked an in-depth model analysis. Individually, on one
aspect, even a well-designed EEG-based model can achieve poor performance if it is
not well debugged and tuned. How can we modify an EEG-based model to achieve
excellent performance in an EEG-specific debugging situation? Moreover, how can we
verify and improve the validity and reliability of the EEG-based model? On another
aspect, instead of acceptable prediction performance, the decision-making features that
contribute to the predictions is the goal of EEG-based deep learning tasks. How can
we open the blackbox to visualize the decision-making features?
In this chapter, an EEG-specific debugging dilemma, i.e., the triple-blind problem,
is summarized first. Then, the Validation-Application-Exploration(VAE) scheme is
proposed to solve this problem. From the perspective of EEG feature extraction, an
EEG-based model is gradually validated and applied to an artificial EEG dataset with
basic temporal-spatial features, the motor imagery dataset with EEG temporal-spatial
features, and the conflict-containing dataset with anxiety-related features.
Then, Layer-wise Relevance Propagation (LRP) is embedded in the proposed models
to visualize decision-making features. LRP propagates the total contribution of the
models back to the input space layer by layer according to the contribution rate of
each neuron. LRP answers the question ‘if an EEG-based model predicts well, what
are the significant features that contribute to the decision making?’
The structure of this chapter is organized below. Section 5.1 focuses on the EEG-
based model debugging and tuning. The triple-blind dilemma in EEG is summarized
in Section 5.1.1, followed by the VAE solution in Section 5.1.2. Section 5.2 focuses on
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decision-making feature visualization. The general idea of LRP is described in Section
5.2.1, and LRP for different modules is discussed in Section 5.2.2. Finally, in Section
5.3, based on the VAE scheme, the prediction performance and the decision-making
visualization are presented to verify the validity and reliability of the proposed models.
5.1 The debugging and tuning of EEG-based models
Even for a well-designed and implemented EEG-based deep learning model, appropriate
debugging and tuning are essential to achieve expected performance. If a model does
not perform as expected, what is the EEG-specific debugging dilemma? How can we
debug and tune the model from the perspective of EEG feature extraction?
In Section 5.1.1, the triple-blind problem, which is an EEG-specific debugging
dilemma, is presented first. The traditional deep learning model debugging and tuning
has uncertainty in models only. However, a poor performance by an EEG-based model
may be caused by the uncertainties of EEG data, label, or model. In Section 5.1.2, the
Validation-Application-Exploration (VAE) scheme is proposed to solve the situation
from the perspective of EEG feature extraction. Specifically, the feature extraction
of a poorly-performed model is firstly tuned on artificial EEG datasets with basic
temporal-spatial features, which guarantee the certainties in data and labels. Then,
the model is further applied to a Motor Imagery EEG dataset with temporal-spatial
EEG features. Finally, the model is deployed to explore anxiety-related features in the
conflict-containing dataset. The VAE solution gradually tunes an EEG-based model to
achieve expected feature extraction ability and thus, verifies the validity and reliability.
5.1.1 The triple-blind problem
The debugging and tuning process in an image recognition task is presented first to
compare with the unique debugging situation in EEG-based tasks. If a deep learning
model does not perform as expected, the main problems lie in the model, e.g., the ar-
chitecture or the hyper-parameters. Therefore, modifying the architecture and tuning
the parameters are crucial to obtain excellent performance. However, the modification
is based on an implicit assumption. Namely, the samples in the dataset have clear fea-
tures, and the corresponding labels accurately represent the features. For example, an
image with a ‘dog’ label contains a dog pattern. Since the data and labels are reliable,
the only uncertainty is in the model. However, does an EEG sample with a ‘happy’
label contain happy components? Do EEG-based tasks also have an implicit assump-
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tion about the certainties of data and labels? How about the debugging situation in
EEG-based tasks?
In EEG-based deep learning tasks, when a model does not achieve acceptable per-
formance, three uncertainties need to be considered.
• Data Due to the complexity of brain activities, the task proficiency of partici-
pants, and the inherent characteristics of EEG, EEG signals may not have the
features that they are supposed to have.
• Label Due to subjective assessment, the labels may not accurately reflect the
objective extent of features. For example, a participant’s EEG has no happy
components. However, he labels his state as a medium happy level because the
medium level is the lowest level of his ranking.
• Model As with standard deep learning models, the architecture may not be
suitable for the features, and the hyper-parameters may not be optimal. If data
and labels do not have any uncertainty, then the model will be the last thing to
focus on.
Therefore, instead of only one blindside as in traditional deep learning tasks, there
are two more blindsides, i.e., EEG data and labels in EEG-based tasks, which result
in an EEG-specific debugging and tuning dilemma, the triple-blind problem. If we
directly tune a model on a specific EEG dataset with ambiguous data and labels, the
goal of tuning is not clear, and the results are not convincing.
5.1.2 The Validation-Application-Exploration(VAE) scheme
Most of the previous EEG-based deep learning studies mainly focused on state-of-
the-art prediction performance, which was obtained by feeding task-specific EEG into
theory-driven models [48][9][130]. However, if an EEG-based model does not perform as
expected, the triple-blind problem brings a debugging and tuning dilemma. Specifically,
the feature uncertainty in the EEG data and the label uncertainty result in an unreliable
evaluation basis, which means not only the model design but also the data and labels
cause poor performance. In other words, even if the model achieves promising results
on a particular EEG dataset, the versatility and reliability of the model cannot be
adequately verified.
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We proposed the Validation-Application-Exploration (VAE) scheme to solve the
debugging dilemma from the perspective of EEG temporal-spatial feature extraction.
There are three steps:
• Validation we adopted artificial EEG-like signals with basic temporal-spatial
features to preliminarily verify the feature extraction ability of the proposed
models.
• Application we applied the models to the motor imagery dataset with clear
temporal-spatial EEG patterns. In other words, we tuned the models in the
real EEG environment to enhance the EEG temporal-spatial feature extraction
ability.
• Exploration we deployed the models on the conflict-containing EEG to explore
anxiety-related features.
Generally, we gradually debugged and verified the feature extraction ability of the
models from simple and explicit artificial features to EEG temporal-spatial features.
The details of the Validation-Application-Exploration steps are described below.
Model validation on the basic artificial temporal-spatial features
Unreliable EEG features and inaccurate subjective labels cause the triple-blind situa-
tion, which leads to inefficiency and unreliability of the EEG-based model debugging.
Conversely, if an ideal artificial EEG dataset has basic temporal-spatial features with
accurate labels, then the uncertainty of data and labels will no longer exist. Further-
more, the proposed models, which have the complex EEG temporal-spatial feature
extraction ability, must capture these basic patterns and achieve acceptable perfor-
mance. In other words, if the proposed models perform poorly on this ideal dataset,
then the models, not the data or the labels, is responsible. Therefore, model modifica-
tion should be conducted.
Practically, since EEG signals are confined by inherent characteristics, e.g., non-
stationary, inter-subject variability, noise sensitivity, and subjective label evaluation,
the uncertainties brought by data and labels are inevitable. It is inefficient and unreli-
able to validate the primary feature extraction ability by using practical EEG datasets.
Therefore, we proposed a scheme to generate EEG-like temporal-spatial signals with
artificial local-global patterns. Then, we verified the basic temporal-spatial feature
extraction of the proposed models on the artificial EEG datasets with specific features
and accurate labels.
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The key to the generation of the EEG-like artificial signals is the construction of a
temporal-spatial pattern, which is defined by 1) spatial electrode; 2) frequency band;
3) temporal amplitude; 4) temporal length; 5) Signal-Noise-Ratio (SNR). For example,
an EEG-like temporal-spatial signal with an artificial pattern at C4 electrode, in the
10 Hz alpha band, with an amplitude of one Volt, one second time length, and -3dB
SNR is shown in Figure 5.1. In the time-domain, the feature is buried in the intense
noise. However, in the frequency-domain, the alpha frequency band has significant



















































Figure 5.1: The construction of an artificial EEG temporal-spatial
feature. In the time-domain, an artificial feature can be represented as
temporal voltage fluctuations at a specific electrode. In the frequency-
domain, an artificial feature can be illustrated by a time-frequency
analysis of the artificial signal.
For the model validation, we generated three types of artificial EEG datasets, which
correspond to three different EEG tasks, i.e., two-class classification, four-class classi-
fication, and regression.
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• Two-class classification: We constructed two-class EEG-like signals. Each
class has one distinct temporal-spatial feature, which has specific energy at a
particular electrode in a given frequency band within a random period. The
characteristics of the features for different classes are shown in Table 5.1. We keep
the amplitude and length of the features in the two classes the same to reduce
the complexity of the features. Because, as the first step of model validation, we
want to verify the basic temporal-spatial feature extraction ability. If the models
have EEG feature extraction ability we designed, then they must capture these
simple features. The designed features without noise are illustrated in Figure 5.2.
For each class, we generated 10000 samples to make sure the scale of the dataset
is large enough. The primary temporal-spatial feature extraction ability of the
proposed models is tuned and validated on the two-class artificial EEG first.
Class 1 Class 2
Electrode C3 C4
Frequency Band 10 Hz 20 Hz
Amplitude 1.5 V 1.5 V
Temporal Length 1 s 1 s
Table 5.1: The characteristics of the two-class artificial features. Note
that we keep the amplitude and length of the features in the two
classes the same to reduce the complexity of the features.
Class 1 Class 2
Figure 5.2: Two artificial features from different electrodes and fre-
quency bands in the two-class classification. For each class of data,
only the correspond feature occur in the signals. Note that the fea-
tures can be initialized at any time points.
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• Four-class classification: To validate the multi-feature classification ability,
we also constructed four-class EEG-like signals. Similarly, each temporal-spatial
feature from one class has specific energy at a particular electrode in a given
frequency band. The detailed characteristics of the features are shown in Table
5.2. Each class has 5000 samples. The spatial relationship of these features is
shown in Figure 5.3.
Class 1 Class 2 Class 3 Class 4
Electrode FCz C6 CPz C5
Frequency Band 5 Hz 10 Hz 15 Hz 20 Hz
Amplitude 1.5 V 1.5 V 1.5 V 1.5 V
Temporal Length 1 s 1 s 1 s 1 s





Figure 5.3: Four artificial features from different electrodes and fre-
quency bands in the four-class classification.
• Regression: EEG-based deep learning tasks not only contain the classifications
of discrete brain states but also include the regressions of continuous brain states.
In an EEG-based regression task, the features at different electrodes in distinct
frequency bands contribute to a continuously-changed mental state dynamically.
In this artificial simulation, the power of the features at different electrodes in
frequency bands contribute positively or negatively to a continuously-changing
score, which is a simulation of continuous brain activities. Specifically, three
electrodes and distinguished frequency bands were selected, i.e., 10 Hz at C6






Figure 5.4: Selected electrodes and frequency bands for the artificial
regression task.
The power of the features contributes to a continuous score, as described in
eq.(5.1),
Score = 11× PA − 5× PB + 7× PC (5.1)
where PA, PB, and PC represent the power of the three features, respectively.
The relationship between the power of the features and the score is illustrated
in Figure 5.5. At stage one, the power increase of Feature A and the decrease of
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Feature A Feature B Feature C
Score
Stage 1 Stage 2
Figure 5.5: The relationship between the power of the dynamic fea-
tures and the continuous labels in the artificial regression task.
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Feature A and B show positive and negative correlations, respectively. At stage
two, the score reaches a specific value, i.e., 57.5, and Feature C is triggered.
Feature C contributes to the score positively, while Feature A and B no more
increase or decrease. The question is, are the models able to detect the dynamic
correlations between the features and the continuous scores (labels)?
A crucial factor that affects the performance of the simulation tasks above is signal
noise. Therefore, we add Gaussian white noise with different levels to the artificial
EEG datasets according to [115]. Signal-Noise-Ratio (SNR), which represents noise
levels, is the power ratio between signals and noise, as defined in eq.(5.2).




The relationship between dB and the signal-noise power ratio is shown in Table 5.3.
To test the performance of the models in noise, we gradually increase the intensity of
noise. In other words, we reduce SNR in the artificial signals from 10 dB to -10 dB.
SNR 10 5 3 0 -3 -5 -10
signal-noise power ratio 10 3 2 1 1/2 1/3 1/10
Table 5.3: The relationship between dB and the signal-noise power
ratio.
In summary, we designed three artificial EEG-like datasets with basic temporal-
spatial features to simulate three types of EEG-based deep learning tasks. As the
first step of model validation, the proposed models, which have complex EEG feature
extraction ability, should be able to capture discrete and continuous features. If the
models can not complete these primary tasks, then the uncertainty lies in the model
design, and model debugging is necessary.
Model application on the motor imagery features
Even if the proposed models have primary temporal-spatial feature extraction ability
on the artificial datasets, they may not perform well in the complex EEG environment.
Therefore, it is essential to tune the models to alleviate the bias of artificial patterns
and thus, enhance real EEG feature extraction.
In the model application step, we selected the Motor Imagery dataset with specific
temporal-spatial features as the basis of tuning [91][35]. The motor imagery features
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(image right or left hands) are described in Section 2.1.4. Meanwhile, subjective la-
bels accurately represent the different movements of imagination. We gradually tuned
the models from artificial pattern-specific to general EEG pattern-specific and thus,
validate the effectiveness and reliability of the models in a real EEG environment.
Model exploration on the conflict-containing features
When the proposed models were equipped with general EEG temporal-spatial feature
extraction ability, we deployed them on the conflict-containing EEG dataset to explore
anxiety-related features.
Note that, since the datasets for these steps have different formats and scales, the
proposed architectures have to adjust correspondingly for each dataset. For example,
• a sample in the conflict-containing EEG has six trials, which corresponds to six
tasks in SST. However, a sample in the motor imagery dataset or the artificial
datasets has only one trial. Therefore, the input layer of the architectures for
different datasets have to have adjusted the formats.
• the motor imagery dataset and the artificial datasets have relatively large scales.
Therefore, we increase the number of the kernels in the architectures.
Practically, it is hard to apply an identical architecture to different datasets with-
out adjustments. Therefore, the VAE scheme focuses on the feature extraction ideas
instead of an identical architecture.
In summary, to solve the triple-blind problem, we proposed the VAE debugging and
tuning scheme. Firstly, the basic feature extraction ability of the proposed models are
tuned on the artificial datasets with primary temporal-spatial features and accurate
labels. Then, the EEG temporal-spatial feature extraction is further enhanced by
tuning on a simple but real EEG dataset. Finally, the model is deployed to the conflict-
containing dataset for the exploration of anxiety-related features. The whole debug and
tuning process is from general feature extraction to detailed optimization, as shown






Figure 5.6: The debug and tuning process of VAE from general di-
rection to detailed optimization. VAE is a solution for validating the
feature extraction ability and improve reliability, not for continuous
parameter tunning.
5.2 Decision-making feature visualization
Prediction performance is an essential part of EEG-based deep learning tasks. With
the help of the VAE scheme, the proposed architectures can achieve excellent prediction
performance. However, the models do not provide insights into the decision making of
the predictions, which leads to two problems:
• Inability to thoroughly verify the feature extraction ability: Although
the stable and excellent prediction performances validate the feature extraction
ability of the models to some extent, a more convincing way is to open the
‘black box’ of the deep learning models. Then, we can compare the ground truth
features and the decision-making features, which facilitates the understanding of
the decision-making behaviors of the proposed models.
• Inability to provide insights: In EEG-based mental state predictions, decision-
making features are associated with biomarkers of mental states. For example,
the decision-making features of the anxious personality prediction could be the
potential anxiety biomarkers, which play a crucial role in accurate diagnosis and
effective treatment. Therefore, the decision-making visualization is of utmost
importance beyond the prediction performance of the ‘black box’.
‘If an EEG-based model achieves excellent prediction, what are the decision-making
features?’ In Section 2.6, we described three deep learning visualization methods, i.e.,
sensitivity analysis, deconvolution, and layer-wise relevance propagation, which focused
on different aspects of the networks. Since we want to find the ‘absolute’ contribution
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in the EEG, we adopted layer-wise relevance propagation instead of sensitivity analysis
and deconvolution, which focus on ‘relative’ contributions of a network and patterns
of a single neuron, respectively.
5.2.1 Layer-wise Relevance Propagation (LRP)
We employed Layer-wise Relevance Propagation (LRP) to open the ‘black box’ of
the proposed deep learning models. LRP takes a model’s correct prediction as the
total network contribution, which is originated from the input. LRP propagates the
total contribution back layer by layer according to the contribution rates of neurons.
Finally, the contribution is redistributed to the input space. LRP heat maps illustrate
the weighting distribution of the prediction in the input space. In the EEG scenario, it
answers the question, ’Which components in the EEG are significantly related to the
prediction?’.
Generally, LRP propagates the total evidence, e.g., the prediction, back to the input












where ali is the activation of neuronli; wij is the weight connection between neuronli











kwkj) is the normalized






j is the evidence of neuron
l+1
j back
to neuronli; Rli is the total evidence it receives from layer l + 1.
To reveal the idea of contribution redistribution behind eq. (5.3), we adopted a sim-
ple fully-connected architecture to explain LRP. As shown in Figure 5.7, an output layer
(with only one neuron) and the previous layer (with four neurons) are fully-connected.
Assuming the total contribution of neuronl+1j is R
l+1
j , what is the contribution of
neuronli? According to eq. (5.3), there are four calculation steps:



















Figure 5.7: A simple fully-connected architecture for LRP explana-
tion.






• Step 4: according to the ratio in step 3, LRP allocates a part of the total







The fully-connected architecture for the LRP explanation above only has one neu-
ron in layer l+1. A more general case is two fully-connected hidden layers with i and
j number of neurons. This time, not only the neuronl+1j but also all the other neurons
in layer l+1 can propagate contribution to neuronli. Therefore,
∑
j is added to eq.(5.7)
to form eq.(5.3).
5.2.2 LRP embedment in deep learning modules
Convolution layer
As described in Section 2.3.3, a convolution layer is equivalent to a fully-connected layer
with shared weights. Therefore, the contribution redistribution for a fully-connected
layer can be adopted by a convolution layer.
Batch Normalization
During an evaluation process, Batch normalization for the output of a neuron is de-





× γ + β (5.8)
Firstly, the feature f outputted by a neuron is normalized by subtracting the evaluated
mean µ and dividing by the square of the evaluated variance
√
σ. Then the normalized
value multiplies a trained parameter γ and adds a trained parameter β. γ and β provide
a chance to normalize the values in the best scale instead of a fixed range.
We broke down Batch Normalization into a series of simple calculations, as shown
in Figure 5.8, to analyze the contribution flow from back to front. Virtual neurons (N1,
N2, N3, and N4) in the flow conduct the simple calculations step by step. Note that, the
LRP for batch normalization in testing can not be taken as transparent because there
are two additional contribution sources, i.e., two additional terms µ and β in figure 5.8.
Therefore, given the contribution of the next module A is Rj, what is the contribution
of neuronli by the contribution propagated through the batch normalization module?
Figure 5.8: The decomposition of Batch Normalization. A virtual
neuron simulates a step of the calculation. The LRP for batch nor-
malization in testing can not be taken as transparent because there
are two additional contribution sources, i.e., two additional terms µ
and β.
First of all, given the contribution of Module A to the prediction is Rj, what is the
contribution R4 of the virtual neuron N4? Since the only connection for the module is
the connection with the neuron N4, the contribution of the module has to be derived
from N4, therefore,
R4 = Rj . (5.9)
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Given the contribution of N4 is R4, how much does the contribution R3 of the neuron
N3 accounts for? The total contribution received by N4 is (f − µ)/
√
σ × γ + β, and
the contribution of N3 is (f − µ)/
√
σ × γ, which makes the contribution ratio ((f −
µ)/
√
σ × γ)/((f − µ)/
√







σ × γ + β
×R4 . (5.10)
Since the connection between N3 and N2 is the only connection for N3, N2 has the
whole contribution of N3,
R2 = R3 . (5.11)
Similarly,
R1 = R2 . (5.12)
Given the contribution of N1 is R1, how much does the contribution of the i th neuron
in layer l (Rji ) accounts for? The total contribution received by N1 is f − µ, and the
contribution of Neuronli is f , which makes the contribution ratio f/(f−µ). Therefore,





During an evaluation process, the forward and LRP process can be summarized
below.
Forward process Relevance decomposition
In evaluation y = (f − µ)/(
√
σ)× γ + β Rli = (f/x1)(x3/x4)R
Step 1 x1 = f − µ R1 = R2 Step 4
Step 2 x2 = x1/
√
σ R2 = R3 Step 3
Step 3 x3 = x2γ R3 = x3/x4R4 Step 2
Step 4 x4 = x3 + β R4 = Rj Step 1
Table 5.4: The forward process and reverse contribution analysis of
batch normalization.
Activation function and Dropout
The forward process of a neural network can be understood as a series of sequential
operations. An operation module with input and output, e.g., a fully-connected layer,
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a convolutional layer, batch normalization module, or an activation, is shown in Figure
5.9. Assuming we know the contribution of the output Rpost, which is obtained by LRP
in the post layers, what is the contribution of the inputs Rprei (i = 1...n)? The key is
to figure out the contribution of each input source, which is determined by the input
and operation.
An operation module






Figure 5.9: An operation module in a neural network with input and
output. The module could be a fully-connected layer, a convolutional
layer, batch normalization module, or an activation.
For an ELU activation operation in a neural network, the input only has one con-
tribution source, i.e., the weighted summation by a neuron, as shown in Figure 5.10.
This single input will be fully-contributed to the output. Therefore, the contribution





































where the in the numerator indicates the contribution of the input; the in the denom-
inator indicates the total contribution received by the output. Since there is only one
contribution source, the ratio equals one. Therefore, for the contribution redistribution
of an ELU activation operation, the output contribution transmits directly back to the
input, which means an ELU activation operation can be taken as transparent in LRP.
Since Dropout is taken as a transparent module in an evaluation process, the prop-




In summary, Section 5.2 introduces a decision-making visualization method for deep
learning models. When a model achieves excellent prediction performance, what we
care about is whether the decision behind the predictions make sense. LRP redis-
tributes the total contribution back in the input and illustrates the decision-making
features.
5.3 Performance evaluation
Section 5.1 explained when an EEG-based model does not perform as expected, how to
modify the temporal-spatial feature extraction gradually, and put the model back on
track. Then, Section 5.2 further described when the EEG-based model achieves excel-
lent performance, how to visualize the decision-making features, and in turn, validate
the effectiveness of the feature extraction modification in Section 5.1. Based on the
model analysis from the two aspects, this section evaluates the efficacy and reliability
of the proposed models. Specifically, the prediction performance and decision-making
visualization of the proposed models are validated on basic artificial temporal-spatial
features, simple and explicit EEG features, and complex anxiety-related features. We
not only want the models to achieve excellent predictions, but also to make decisions
based on interpretable features.
5.3.1 Prediction Performance
This section presents the prediction performance of the proposed models according to
the order of the VAE scheme. Namely, the models are gradually tuned and validated
on the artificial EEG datasets, the Motor Imagery dataset, and the conflict-containing
dataset.
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The artificial EEG datasets with Basic temporal-spatial features
We generated three different types of datasets to evaluate the performances of the
models on different types of EEG-based tasks, i.e., two-class feature classification, four-
class feature classification, and continuous feature regression. For each dataset, since
the scale is large enough, the dataset was directly divided into training, validation,
testing sets without cross-validation. We used the training set to train the model, and
the validation set to tune the model. Finally, the prediction performance on the test
set is presented below.
• two-class feature classification The prediction performance of the 2-D conflict-
focused CNN and the 3-D generalized CNN on the two-class dataset with different
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(b) The 3-D generalized CNN.
Figure 5.11: The prediction performance of the proposed models on
the two-class dataset with different noise levels.
As shown in Figure 5.11(a), when the SNR is relatively high, i.e., 10 dB, 5
dB, 3 dB, and 0 dB, the 2-D conflict-focused CNN achieves excellent predictions
on the test set by only one training epoch. That means, without the significant
influence of noise, the artificial features are easy to capture. However, with the
increase of the noise level (SNR decreases from -3 dB to -5 dB), the model needs
more epochs for training to achieve 100% test accuracy. When the noise level is
significantly high, i.e., SNR equals -10 dB, the features are entirely submerged in
the noise. The model is unable to reliably distinguish between the two classes and
the prediction fluctuates around 70%. For the 3-D generalized CNN, as shown in
Figure 5.11(b), the performances under different noise levels are similar to that
of the 2-D CNN, with a slightly better performance (less training epochs needed
to achieve 100% test accuracy) when SNR is -3 dB or -5 dB.
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• four-class feature classification In this task, we increased the number of
classes with different temporal-spatial features to exam the multi-feature extrac-
tion ability of the models. The four-class performance of the 2-D conflict-focused
CNN and 3-D generalized CNN with varying levels of noise are shown in Figure
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(b) The 3-D generalized CNN.
Figure 5.12: The prediction performance of the proposed models on
the four-class dataset with different noise levels.
As shown in Figure 5.12(a), when SNR is relatively high, i.e., 10 dB, 5 dB, 3
dB, and 0 dB, the 2-D conflict-focused CNN achieves 100% four-class predictions
after the first training epoch, which indicates these noise levels do not affect the
feature extraction. However, with the increase of noise power, more training
epochs are required. Specifically, two and four training epochs are needed to
get 100% test accuracy when SNR equals -3 dB and -5 dB respectively. When
SNR is -10 dB, the stable test accuracy is around 65% after several epochs of
training. For the 3-D generalized CNN, as shown in Figure 5.12(b), the model
performance is similar to the 2-D CNN. When the SNR equals -10 dB, in the
early stage of training, the performance on the test set fluctuated around 25%,
which means random guesses in a four-class task. After twelve training epochs,
the classification performance of the model gradually improved and maintained
at about 60%, which is slightly lower than the 2-D CNN.
• continuous feature regression The prediction performance of the 2-D conflict-
focused CNN and the 3-D generalized CNN on the regression dataset with dif-
ferent noise levels are illustrated in Figure 5.13. Specifically, at a certain noise
level, we adopted the Pearson R correlation between the test predictions and the
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(b) the 3-D generalized CNN.
Figure 5.13: The prediction performance of the 2-D conflict-focused
CNN and the 3-D generalized CNN on the regression dataset with
different noise levels. We adopted the Pearson R correlation between
the test predictions and the labels as the evaluation index.
As shown in Figure 5.13(a), when the noise level is relatively low (SNR equals
10 dB, 5 dB, and 3 dB), test Pearson R achieves 0.95 (p < 0.001) with about
five training epoch, which means the model can fit the test labels accurately.
As the noise increases (SNR decreases from 0 dB to -5 dB), the growth trend
of R slows down, and the maximum Pearson R values that the model achieves
are dropped from 0.95 to 0.85. When the noise reaches -10 dB, the test set can
only reach an R correlation of about 0.60 with the slowest increasing trend. The
prediction performance of the 3-D generalized CNN is depicted in Figure 5.13(b).
The trend of R correlation with different noise levels is similar. Except that the
performances are slightly better when the SNR equals -5 dB and -10 dB.
The Motor Imagery dataset with simple and explicit EEG features
After the validation of the basic feature extraction ability, we applied the models to
the motor imagery dataset in the real EEG environment. We took the data of 50
participants for training and used another 10 participants for model evaluation. We
ran each model five times. The averaged prediction performance of the 2-D conflict-
focused CNN and the 3-D generalized CNN is shown in Figure 5.14. With the increase
of the training epochs, the test loss (Figure 5.14(a)) and the accuracy (Figure 5.14(b))
of the models decrease and increase respectively. Note that although the two models
do not have significantly different performance regarding prediction, the 3-D CNN
achieved more accurate visualization results, which will be described in Section 5.3.2.
Also, note that the prediction performance of the 3-D CNN has more fluctuations than
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that of the 2-D CNN. Because the motor imagery patterns are mainly spatial features,
the complex temporal-spatial 3-D kernels may not entirely fit the features, and the
high complexity is easy to cause overfitting. On the other hand, the anxiety features,
which have more complex temporal-spatial characteristics, fit the 3-D model better.
(a) The test loss (b) The test accuracy.
Figure 5.14: The averaged prediction performance of the 2-D conflict-
focused CNN and the 3-D generalized CNN on the motor imagery
dataset.
The conflict-containing dataset with anxiety-related features
Finally, we deployed the proposed models on the conflict-containing dataset to predict
anxious personality. The performance is shown in Section 3.3 and 4.4.
5.3.2 Decision-making visualization
This section presents the decision-making features of the corresponding prediction tasks
by using LRP. The decision-making visualization not only validates the EEG temporal-
spatial feature extraction ability but also provides insights into EEG-based research.
Artificial EEG datasets with basic temporal-spatial features
• two-class feature classification The key idea of LRP is redistributing the total
contribution of the network, i.e., an accurate prediction, back to the input space
according to the contribution ratios of the neurons in different layers. An LRP
heatmap in the input space represents the extent of contribution of each input
unit, i.e., each sample point at an electrode in an EEG trial. Therefore, the shape
of an original LRP heatmap should be consistent with that of input. For the two-
class feature classification task, the generated EEG input has a shape of 45×512
121
(channels × samples). Therefore, the original decision-making visualization in
the input space should have the same shape. For example, for a sample in Class
1, we embedded a feature component at the C4 electrode in a period of about
0.75s to 1.75s, as shown in Figure 5.15(a). Note that the SNR of the data is
-5 dB, which means the feature is affected by the significant noise power. The
decision-making visualizations of the temporal-spatial features captured by the
2-D CNN and 3-D CNN using LRP are shown in Figure 5.15(b) and 5.15(c).
Our models not only locate the spatial location of the feature accurately but also
capture the temporal distribution. However, it should be noted that the 2-D
CNN-based LRP visualization is affected more by noise than 3D CNN as there












(a) The ground truth.
(b) The temporal-spatial feature captured by the 2-D
CNN and visualized by LRP.
(c) The temporal-spatial feature captured by the 3-D
CNN and visualized by LRP.
Figure 5.15: An example of temporal-spatial feature visualization us-
ing LRP in the two-class feature classification task.
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Over different artificial temporal-spatial recognition tasks, LRP is capable of
visualizing spatial location as well as temporal distribution. However, we mainly
focused on the features of different classes distributed at different spatial locations
(the two-class and four-class feature classification tasks) and also their interac-
tions (the regression task). Therefore, we accumulated the original heatmaps
along the time axis and got the spatial decision-making heatmaps. In the follow-
ing tasks, we only focus on the spatial decision-making heatmaps, which reflect
the general feature distributions.
The spatial decision-making features captured by the 2-D conflict-focused CNN
and the 3-D generalized CNN for the two-class classification are illustrated in Fig-
ure 5.16. For the 2-D conflict-focused CNN (Figure 5.16(a)), when the strength of
the noise is weak (10 dB, first column), the decision-making features are consistent
with the ground truth. With the increase of the noise level, the decision-making
features are affected by uncorrelated noise. Meanwhile, the identification of a
class not only depends on the appearance of the corresponding feature (red area)
but also on the disappearance of the feature for another class (blue area). When
Class 1
Class 2
10dB 5dB 3dB 0dB -3dB -5dB -10dB
+
-
(a) the 2-D conflict-focused CNN.
Class 1
Class 2
10dB 5dB 3dB 0dB -3dB -5dB -10dB
+
-
(b) the 3-D generalized CNN.
Figure 5.16: The decision-making visualization of the proposed mod-
els for the two-class classification with the increase of noise levels.
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the noise level is too high (-10 dB), the model can not capture the designed
features, and only illustrate noise (the last column). For the 3-D generalized
CNN (Figure 5.16(b)), the trend of the features with the increase of the noise
level is similar. However, when SNR equals -10 dB, the 3-D generalized CNN
still can extract correct features, which shows a better feature extraction ability.
• four-class feature classification The decision-making features of the 2-D conflict-
focused CNN and the 3-D generalized CNN for the four-class predictions are
shown in Figure 5.17. For the 2-D conflict-focused CNN, when the noise level is







(a) the 2-D conflict-focused CNN.







(b) the 3-D generalized CNN.
Figure 5.17: The decision-making visualization of the proposed mod-
els for the four-class classification with the increase of noise.
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low (10 dB, 1st column), the decision-making features for the four classes are
consistent with the designed temporal-spatial features, i.e., the ground truth.
The model can capture the features accurately, even as the number of classes
increases. With the increase of the noise level, the decision-making features
are affected by unrelated noise. Moreover, the identification of a class not only
depends on the appearance of the corresponding feature (red area) but also on
the disappearance of other features (blue areas). When the noise is too high
(-10 dB), the 2-D conflict-focused CNN confuses the decision-making features for
Class 3 and 4. For the 3-D generalized CNN, the basic trend is the same. The
main difference occurs when the noise level is too high (-10 dB). Namely, the 3-D
generalized CNN can still capture the correct features for each class, as shown in
the last column of Figure 5.17(b).
• continuous feature regression The decision-making features of the 2-D conflict-
focused CNN and the 3-D generalized CNN for the regression tasks are shown in
Figure 5.18. For the 2-D conflict-focused CNN (Figure 5.18(a)), when SNR is 10
dB (1st column), with the increase of the score, the model successfully discovers
the dynamic relationship between the features and the scores. Specifically, the
power of the feature at electrode C6 and FCz has a positive and negative correla-
tion with the scores. When the score reaches a certain level, e.g., about 57.5, the
power of the feature at CP5 electrode begins to play a positive role. Generally,
the model can capture the dynamic relationships between the designed features
and the score. With the increase of the noise level, the model still can capture
the relationship, but with random noise fluctuations. When SNR equals -3 dB,
-5 dB, or -10dB, the model only choose easy-detected features to give predictions
roughly. The model ignores the negatively-correlated feature at FCz due to the
extensive noise. For the 3-D generalized CNN, the detected dynamic relationship
is similar. However, with the increase of noise, the 3-D generalized CNN shows
a more stable feature extraction since it can capture the negatively-correlated
power at FCz when SNR equals -3dB and -5dB.
In summary, this section verifies the basic temporal-spatial feature extraction
ability of the 2-D conflict-focused CNN and 3-D generalized CNN. Both pro-
posed feature extraction strategies perform well on the classification tasks with
discrete features and the regression tasks with continuous features. Moreover,





















(b) the 3-D generalized CNN.
Figure 5.18: The decision-making visualization of the proposed mod-
els for the regression with the increase of noise.
dictions. Besides, the stability of the models under different noise conditions is
also evaluated.
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The Motor Imagery dataset with simple and explicit EEG features
In the motor imagery task with two classes, 3D CNN+LRP can capture and visualize
the spatial location (corresponding to the motor cortex) and the temporal distribution
of the features. For example, in a right-hand movement imagination of test participant
1, the temporal-spatial feature is shown in Figure 5.19(a). However, for 2D CNN+LRP,
the temporal-spatial feature extraction ability is relatively weak. As shown in Figure
5.19(b), the temporal-spatial feature in the original heatmap is represented sparsely,
so does the spatial decision-making heatmap.
(a) 3-D CNN + LRP
(b) 2-D CNN + LRP
Figure 5.19: The feature extraction and visualization of the 3-D CNN
and 2-D CNN for a right-hand imagination example in the motor
imagery task.
The decision-making features of the 2-D conflict-focused CNN and the 3-D gener-
alized CNN for the motor imagery tasks are shown in Figure 5.20. Specifically, the
decision-making feature for each test participant (ten in total) is obtained by averag-
ing all the LRP heatmaps of the participant, which eliminates the influence of random
noise and illustrates general patterns. Generally, both the 2-D conflict-focused CNN
and 3-D generalized CNN use contralateral ERD (described in Section 2.1.4) as the
decision-making features. For example, for the 2-D conflict-focused CNN, as shown in
Figure 5.20(a), the decision-making feature of a right-hand imagination of a participant
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(a) the 2-D conflict-focused CNN.
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(b) the 3-D generalized CNN.
Figure 5.20: The decision-making visualization of the proposed mod-
els for the motor imagery task.
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left-side (C3) power decrease (blue area). Similarly, for the 3-D generalized CNN, as
shown in Figure 5.20(b), we can observe the same features. Moreover, the decision-
making features are more concentrated with the electrodes that correspond to the
motor cortex, i.e., C3 and C4. Therefore, the hierarchical feature extraction of the 3-D
generalized CNN plays an essential role in accurate feature visualization. Generally,
the proposed models are tuned and validated in a real EEG environment with specific
temporal-spatial EEG features.
The conflict-containing dataset with anxiety-related features
We used 3-fold cross-validation to evaluate the performance of the models on the
test set. There are eighteen participants in the test set, and each participant has
about thirty input samples. In one fold, for an input sample of a test participant,
the model provides an anxious personality prediction and the corresponding decision-
making heatmap. Therefore, there are about thirty heatmaps for each participant in
one fold. We averaged the heatmaps to get general decision-making patterns selected
by the model. So, each test participant has three averaged heatmaps corresponding to
three folds. The averaged decision-making LRP heatmaps of the participants captured
by the 3-D CNN in three folds are shown in Figure 5.21.
As shown in the Figure, a part of the participants have similar patterns across
three folds, e.g., participant 11, 1, 5, 10, 7, and 15. Furthermore, this similar pattern
is also consistent across participants. However, some of the participants also have
different patterns across three folds, e.g., participant 2, 12, 17, and 6. The question
is, do all the participants have a significant decision-making pattern? To answer this
question, we did repeated measure Analysis of Variance (ANOVA) on the original
data of the heatmaps. Specifically, we set two repeat measure factors, which reflect
the two dimensions of the brain topology, i.e., a ‘left-right’ factor with five levels and
a ‘front-back’ factor with three levels. Importantly, these two factors can represent
exactly the same topology as the 2-D electrode arrangement. Meanwhile, ‘participant’
is taken as a between factor with three subjects, i.e., folds, in each group. The analysis
results show that the effect of the left-right factor has a significant cubic pattern with
F (1, 36) = 11.442 (p < 0.005), as shown in Figure 5.22. The right side has high
heatmap values comparing to the left side, which has a significant drop. However, the
effect of the front-back factor is not significant, with F equals 0.696 (p = 0.14) and
1.800 (p = 0.188) for the linear and quadratic patterns. A significant general pattern
for all the participants is shown in Figure 5.23.
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Figure 5.21: The general decision-making patterns of the test partic-

















Figure 5.22: The effect of the left-right factor. We can see a significant
cubic pattern across the brain from left to right.
Figure 5.23: The significant decision-making pattern for all the par-
ticipants.
As shown in Figure 5.23, the right frontal area of the heatmap, where GCSR is
from, positively correlates with anxiety levels. Although the location of the hot spot
is at F4, which has a slight deviation from GCSR theoretical position F8, it is accept-
able since different participants may wear electrode caps differently. Meanwhile, the
negative relationship between frontal midline components and the anxiety personality
may indicate the network discovered the theory that frontal midline theta rhythm is
negatively correlated with anxiety-related personality traits [74]. The other patterns
in the figure still need further psychological interpretations.
5.4 Summary
This chapter presented an EEG-based model analysis method. Particularly, it an-
swers two questions, 1) when an EEG-based model does not perform as expected,
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how to gradually tune the model from the perspective of feature extraction under an
EEG-specifc debugging situation? 2) when an EEG-based model achieves excellent
performance, how to explain the decision behavior? In other words, how to visualize
the decision-making biomarkers?
Based on these questions, we first summarized and proposed the triple-blind prob-
lem, and then proposed the VAE scheme to gradually tune the EEG-based models. We
embed LRP into the EEG-based models to visualize the decision characteristics of the
model. The experimental results show that the models can obtain better prediction
performance and accurate decision feature visualization on different datasets, which






This thesis focuses on EEG-based anxious personality prediction and model analysis.
Generally, it achieves the goals we proposed in Section 1.1. For anxious personality
prediction, we first proposed the 2-D conflict-focused CNN, which is a McNaughton’s
conflict theory-driven deep learning architecture (Goal 1 ). It automatically extracts
anxiety-related features and makes predictions. Then, we proposed the 3-D general-
ized CNN (Goal 2 ). Without any specific psychological EEG theory, this model is
only based on general temporal-spatial characteristics of EEG. It gradually extracts
temporal-spatial features from local to global and makes predictions. Importantly,
these architectures are capable of generalizing from the specific task to general EEG
feature extraction schemes. For the EEG-based model analysis, we proposed differ-
ent analysis strategies according to the performance of the models. In the cases that
the EEG-based models do not perform as expected, we proposed the VAE debugging
and tuning scheme to modify the models gradually from the perspective of feature
extraction. In the cases that the EEG-based models achieve excellent performance,
we proposed a decision-making visualization scheme based on LRP. It illustrates the
features that contribute to the predictions significantly and sheds light on the anxiety
biomarker research (Goal 3 ).
In Chapter 3, we proposed the 2-D conflict-focused CNN, which mainly focuses on
the extraction of the anxiety-related features in the conflict-containing EEG. Specif-
ically, we used horizontal and vertical kernels to simulate the filtering and contrast
calculation in the conflict theory. With the optimization of the parameters, the fil-
tering and contrast calculation gradually converge to a state where the predictions
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fit the anxious level evaluation labels best. Therefore, the 2-D conflict-focused CNN
is capable of discovering potential anxiety-related features in the conflict-containing
EEG. Furthermore, we generalized the model from a task-specific architecture to a
general EEG temporal-spatial feature extraction scheme. Experimental results show
that the 2-D conflict-focused CNN achieved accurate predictions over temporal-spatial
features with different complexities. Meanwhile, it achieves better anxious personality
prediction comparing to the traditional method [94].
In Chapter 4, we proposed a novel 3-D EEG data structure to include the inherent
brain topology within the EEG signals from different electrodes. This data organization
considers the locality and globality of EEG features and provide the data basis for the
hierarchical EEG feature extraction. Then, we proposed the 3-D generalized CNN.
The 3-D convolutional kernels cover the temporal-spatial features simultaneously and
generate hierarchical features from local to global gradually. Experimental results show
that the 3-D generalized CNN is capable of extracting EEG temporal-spatial features
with different complexities accurately. Moreover, it achieved state-of-the-art anxious
personality prediction.
In Chapter 5, for the first time, we summarized the EEG-specific debugging dilemma,
the triple-blind problem. To solve this triple-blind situation, we proposed the VAE
debugging and tuning scheme, which is an effective modification for EEG-based mod-
els from the perspective of feature extraction. Then, we proposed a decision-making
visualization scheme to visualize the features that contribute to the predictions signif-
icantly. Experimental results show that the proposed models can accurately visualize
the decision-making features with different complexities. Importantly, due to the hi-
erarchical feature extraction, the 3-D generalized CNN achieved better visualizations
under the same noise level.
In summary, this thesis focuses on EEG-based anxious personality prediction. Dif-
ferent from most of the previous studies, which only focused on prediction tasks, we
conducted a detailed EEG-based model analysis. Moreover, the proposed models have
generalized temporal-spatial feature extraction ability and can be used for a broad
range of EEG tasks. Meanwhile, the model analysis strategy is a general EEG debug-
ging and tuning method, which provides an effective way to verify the reliability and
understand the decision-making behaviors of EEG models.
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6.2 Future work
• The generation of synthetic EEG This thesis uses Sine waves at specific
electrodes with specific frequency bands and amplitudes to represent temporal-
spatial features. The extraction of these features is a practical and effective step
for the validation of the temporal-spatial feature extraction ability. Nevertheless,
a more accurate EEG synthesis method could focus on elements with different
amplitudes and varying frequency in a feature band, e.g., from 7 to 12 Hz, as




aisin(2πfit+ ψi) + noise (6.1)
where i the i th component of a trial of synthesis EEG data; ai is the amplitude of
the component i; fi is the frequency; ψi is the phase; noise is Gaussian white noise
with a specific SNR. This generation of synthetic EEG considers the frequency
variations centered in a frequency, therefore in line with EEG characteristics.
Moreover, due to the local diffusion characteristics of EEG features, a synthetic
EEG feature should be centered at the electrode corresponding to the source of
the activity in the brain. Meanwhile, the adjacent electrodes should have the
features with attenuated amplitudes. Therefore, how to construct such a local
feature instead of a feature that only exists at one electrode?
• The automatic selection of parameters The traditional design of deep learn-
ing architectures involves the selections of many parameters (or hyper-parameters).
Inevitably, we have to select some of them using prior knowledge manually. How-
ever, the hyper-parameters and the architectures obtained in this way may not be
optimal. Therefore, how to automatically adjust the architectures and parame-
ters to obtain a better model is one of the next research directions [30][17][72][38].
• The modification of the EEG-based architectures This thesis mainly fo-
cuses on different CNN architectures. Experimental results show that the models
can capture temporal-spatial features accurately. An alternative type of archi-
tecture could be Long Short-Term Memory (LSTM), which is good at time series
analysis. Also, we can combine CNN and LSTM together. Namely, using CNN
to extract local and global features at a time point and using LSTM to associate
temporal relationships. Furthermore, we can embed LRP into this CNN+LSTM
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architecture and visualize decision-making features. By comparing the perfor-
mance of our CNN-based models with this CNN+LSTM model, maybe we will
discover more. A preliminary EEG-based model combining CNN, LSTM, and
















Figure 6.1: A temporal-spatial EEG feature extraction scheme com-
bining CNN and LSTM. CNN is responsible for local and global fea-
ture extraction from brain topological data at a time point. LSTM is
used for temporal feature discovery. Moreover, LRP is embedded in
the architecture to visualized decision-making features.
6.3 Final words
EEG has lots of uncertainty; anxiety is complicated. The combination of these two
increases the complexity significantly. This thesis only explores a tip of the iceberg. I
hope it can shed some light on this topic.
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