A common way to solve the problem of how to obtain the optimal experimental conditions and the experimental results based on limited experimental data is that use of the traditional genetic algorithm optimization BP neural network algorithm (BPGA). However, the experimental results are often unstable and the error of the optimal results is also relatively large. Therefore, we propose a method of sinusoidal adaptive genetic algorithm (SAGA) double optimization BP neural network. The simulation results show that our proposed algorithm effectively improves the accuracy of the extreme value optimization of the nonlinear function. The network prediction error reaches −0.008 to 0.008, the average extreme value is accurate to 0.0084, and the optimal extreme value is accurate to 0.00007.
I. INTRODUCTION
In May 1997, the DEEP BLUE computer developed by IBM defeated chess master Kasparov, and artificial intelligence has gradually become a research hotspot since the 21st century. With the deepening of people's research on neural networks and its advantages in dealing with complex problems, more and more scholars are involved in the research of neural networks. The purpose of the optimization algorithm is to find the optimal experimental conditions and experimental results [1] . It is easy to find the optimal value under the condition that the optimization equation is known, but in practical engineering applications, such problems are often encountered, such as the controller parameter optimization problem in the chemical reaction process, the aircraft dynamic model problem in the aerospace field, the robot path planning problem, and the limited number of times due to time and financial problems. These problems are some nonlinear models that are complicated and difficult to accurately represent with mathematical models [2] . The known conditions are only some discrete input and output data, it is difficult to find The associate editor coordinating the review of this manuscript and approving it for publication was Long Wang. the extreme value [3] , so it is very meaningful to study the problem of extremum of unknown nonlinear functions.
For an unknown nonlinear function, it is difficult to accurately find the extreme value only by the finite input and output data of the function. Artificial neural network (ANN) is a multi-unit combined network model established by learning the neural structure of the human brain. It has wide range of practical applications in the fields of mathematics, meteorological prediction and pattern recognition [4] . The neural network can be divided into supervised learning [5] , unsupervised learning and mixed learning. It is mainly used to solve nonlinear mapping and classification problems in pattern recognition [6] . It has good adaptive ability, memory association ability and nonlinear mapping ability [7] , [8] . Among them, Back Propagation (BP) neural network is the core of the forward network, the essence of the neural network, and it has become a predictive model for application research because it has the function of realizing any complex nonlinear mapping [9] , [10] . Therefore, for the problem of the unknown function equation mentioned above, BP neural network can be used to fit the prediction equation.
Although BP network has strong local search ability, the learning algorithm is not efficient [11] and easily fall into local extreme value. Genetic algorithm (GA) is a global search algorithm based on biological evolution mechanism, which is frequently used to make up for the problems of traditional neural network in poor search mechanism, insufficient robustness and easy to fall into local extreme points [12] . The genetic algorithm can perform parallel computing, and because the algorithm is an effective heuristic search algorithm, it also has high search efficiency. Based on the features of GA and BP algorithm, a combined algorithm of BP neural network and genetic algorithm is generated, which is widely used in optimization and prediction [13] , [14] .
For the extreme value optimization mentioned above, the predecessors have done a lot of work, and many scholars believe that extreme value optimization is a special type of adaptive controller. This concept was first proposed in the 1950s by American scholars Draper and Y.T.Li, and the essence is to automatically find the maximum or minimum value of a function. Yang and Jing [15] proposed to use the inertia weight adaptive adjustment strategy to improve the Particle Swarm Optimization (PSO) algorithm for function extremum optimization. Wu [16] proposed using genetic algorithm to optimize the ant colony algorithm's initial pheromone for function extremum optimization. The advantage of these studies is that the initialization values are optimized by algorithms, not random set. However, the disadvantage is that the function must be given. Unfortunately, the expression for these functions are difficult to represent and find. To solve this issue, Hu et al. [17] , [18] combines BP neural network and genetic algorithm to perform extreme value optimization. Firstly, the BP network is used to fit the function, and then the genetic algorithm is used to obtain the extremum, which fully exerts the nonlinear function fitting ability of BP neural network and the global optimization ability of genetic algorithm. This method overcomes the drawbacks that the function expression must be known. However, the initial weights of the BP neural network are randomly selected, and the role of the genetic algorithm is only to obtain the extremum of the trained BP network. Therefore, there are problems such as unstable network, slow convergence, and easy to generate local value. According to the above research, BP network can be used as the core to carry out algorithm combination. It can not only obtain the extreme value of the function under the premise that the function is unknown, but also optimize the BP neural network initialization value to make the fitting effect of the BP network more stable and the convergence speed much faster.
According to the above research, we propose a method of double optimization BP neural network based on SAGA algorithm, which is a combined algorithm based on BP network. Firstly, the genetic algorithm is used to optimize the initialization weights and thresholds of the BP network through the principle of minimum prediction error [19] . After training the BP network, the genetic algorithm is used to obtain the extreme value by using the trained network. Moreover, the genetic algorithm is prone to problems such as deviation of evolution direction, low efficiency in search later, and easy to fall into local optimal solution. This paper improves the genetic algorithm from the direction of crossover rate and mutation rate. Finally, an effective and stable extreme value system that can obtain the experimental extremum with only limited experimental data is obtained.
Section II introduces the improvement of genetic algorithm crossover rate and mutation rate, and determines the structure of BP network, including the output layer, hidden layer and the number of output layers as well as the network fitting and extreme value optimization steps. The empirical study in section III, the MATLAB simulation experiment is implemented. The effectiveness and stability of the improved algorithm are illustrated by comparing the traditional BPGA method, GA algorithm double optimization BP neural network method and SAGA algorithm double optimization BP neural network method. Finally, we discuss our results and conclude the paper in Section IV.
II. PROCESS OF IMPROVING THE ALGORITHM
The SAGA algorithm double optimization BP neural network nonlinear function extreme optimization research is divided into three parts: a. research on improvement of sinusoidal adaptive genetic algorithm, b. BP neural network structure determination, c. optimizes the weights and thresholds of BP neural network with improved genetic algorithm for network fitting training and extreme value optimization.
A. IMPROVEMENT OF GENETIC ALGORITHM
In 1962, the genetic algorithm was first proposed [20] . In 1975, Professor J. H. Holland of the United States formally proposed the core idea of genetic algorithm, namely ''survival of the fittest'', and continuously obtained the optimal solution from the global through iterative method [21] . The genetic algorithm is similar to natural evolution. Its basic principle is to initialize the population after encoding the genes on the chromosome, and then perform operations such as selection, crossover and mutation, and then seek the optimal solution according to the fitness function. The basic flow of the traditional genetic algorithm is as follows:
1) Population initialization: Set the counter of the evolutional generation to t = 0, the maximum evolutional generation to T, and finally randomly generate M individuals as the initial population P(0). 2) Calculate the fitness value: If the fitness value satisfies the termination condition, then the genetic termination, otherwise continue to perform downward. 3) Selection operation: The purpose is to eliminate individuals with low fitness and retain individuals with high fitness. 4) Crossover operation: The purpose is to generate new individuals and explore new solutions. 5) Variation operations: The aim is to maintain the diversity of the population. A new population P (t = 1) is generated by operations such as selection, crossover, and mutation. 6) Calculate the fitness value.
7)
Judge whether the inheritance is terminated: if t ≤ T and the fitness value does not satisfy the termination condition, then t = t + 1, jump to step 4) to start a new round of inheritance. If t > T or the fitness value satisfies the termination condition, then genetic termination. The choice of crossover rate and mutation rate [22] is one of the core problems of genetic algorithm, which will affect the convergence and search speed of genetic evolution. The crossover rate and mutation rate of traditional genetic algorithms use fixed values. For different problems, it is necessary to repeatedly experiment to determine the best value, but the effect is often poor and the crossover rate and mutation rate requirements of different genetic stages of the same problem are also different. Therefore, Srinivas is proposed to adaptive genetic algorithm (AGA) [23] . The basic idea of AGA is that the crossover rate and the mutation rate are adjusted according to the change of fitness, that is, when the individual's evolutionary state is tending to be consistent or limited to local optimum, the crossover rate and the mutation rate are increased. When individuals are more dispersed, the crossover rate and mutation rate are reduced. At the same time, for individuals with fitness greater than the average fitness of the group, reduce the crossover rate and the mutation rate, and preserve the good individuals; for individuals with the fitness less than the average fitness of the group, increase the crossover rate and the mutation rate, eliminate the poor individuals and add new individual [24] . The adjustment functions for the crossover rate and the mutation rate of the adaptive genetic algorithm are as follows:
where, k 1 ∼k 4 are adaptive control parameters, p c is the crossover rate, p m is the mutation rate, f max is the largest fitness value in the population, f avg is the average fitness value of all individuals in the population, f is the larger individual fitness value of the population participating in the crossover operation, and f is the fitness value of the mutant individual. The AGA algorithm is flawed. It is easy to see from functions (1) and (2) that p c and p m are close to zero when the individual fitness in the population is closer to the maximum fitness, i.e. f max − f ' ≈ 0. This situation is more suitable in the later stage of the genetic algorithm, but it is very unfavorable at the beginning and is prone to precocity. In response to this problem, Ziwu Ren proposed an improved adaptive genetic algorithm (IAGA) based on AGA, which added an elite retention strategy based on AGA [25] . The function is as follows:
where p c1 is the fixed maximum of the crossover probability, p c2 is the fixed minimum of the crossover probability, p m1 is the fixed maximum of the probability of variation, and p m2 is the fixed minimum of the probability of variation. Based on experience, in this experiment, p c1 = 0.9, p c2 = 0.6, p m1 = 0.1, and p m2 = 0.001. In fact, there is a certain problem with this kind of algorithm. If the fitness of a large-scale individual in the population is close to the average fitness, its crossover probability and mutation probability will be very large. If it is very close to the maximum fitness, then the crossover probability and mutation probability at this time will be small. The adaptive crossover probability and mutation probability of IAGA can be very steep, causing local convergence. To solve this problem, Hu et al. [26] proposed the sinusoidal adaptive genetic algorithm (SAGA). The function is as follows:
According to the distribution of population and fitness value, the algorithm adaptively changes the crossover rate and mutation rate of the whole population, so that their trend gradually becomes stable from the shock. The pre-evolution design has a large crossover rate and mutation rate to enhance the search ability, and adopts lower crossover rate and mutation rate in the later stage to determine the best individual. The images of equations (5) and (6) shown in figures 1 and 2 are sinusoidal images, thus ensuring that the crossover rate and the variation rate are not steep and change in a stable manner. Because −1 ≤ sine ≤ 1, it can weaken the situation that the operator probability is too large or too small due to the fitness close to the average fitness or the maximum fitness, and overcomes the situation of being partially optimal due to the stagnation of the population.
B. BP NETWORK STRUCTURE DETERMINATION
The topology of the BP neural network includes three parts: the input layer, the hidden layer (multiple layers) and the output layer. As shown in Fig. 3 , the three-layer BP neural network is shown. From the perspective of topology, BP neural network can be regarded as a nonlinear function, and the mapping of input to output is arbitrary. The activation function of the network uses the Sigmoid function, and the algorithm uses the Levenberg-Marquardt (LM) algorithm [27] . The core of the BP neural network is the BP algorithm, which includes the forward propagation of the signal and the back propagation of the error. In the case of forward propagation, the signal input from the input layer passes through the hidden layer to the output layer, and if the output layer result does not reach the expected result, it is transferred to the back propagation process of the error. In the case of back propagation, the error of each layer of neurons is inversely derived through the error of the output layer, and the connection weights and thresholds of the network are corrected by the error size.
The motivation is to reduce the output error and achieve the desired effect.
Theorem 1: Kolmogorov theorem. Given an arbitrary continuous function f : [0, 1] m → R n , where R is the real number set, m is the number of input layer nodes, and n is the number of output layer nodes. f can use the BP network to complete the arbitrary approximation function [28] .
Theorem 2: If given an arbitrary ε and under the norm of L2: f : [0, 1] m → R n , then there is a three-layer BP neural network that can approximate in the range less than any ε square error f .
The structure determination of BP neural network is divided into three parts, one is the number of nodes of the input layer and the output layer, the other is the number of layers of the hidden layer, and the third is the number of nodes of the hidden layer.
1) The number of nodes in the input and output layers: Inputs and outputs depending on the actual problems.
2) The number of layers in the hidden layer: It can be known from the theorem one and two that a three-layer BP neural network can approximate the function in a range smaller than any ε square error. It can be seen that the three-layer BP neural network is a general function approximator. The application is very extensive.
3) The number of nodes in the hidden layer: The number of nodes in the hidden layer has a great influence on the BP network. If there are too many nodes, the process not only is training time-consuming, but also the problem of over-fitting. Wang et al. [29] proposed the ''three-point method'' algorithm, but it is more complicated and not suitable for this system. The optimal number of hidden layers can be referred to the following empirical function [30] .
where m is the number of hidden layer nodes, l is the number of output layer nodes, n is the number of input layer nodes, and a is a constant between 0∼10. In the actual calculation, the general range is first determined according to the function, and then the optimal number of nodes is determined by the trial method [31] . Generally, the error of the BP neural network decreases first and then increases as the number of nodes increases.
C. NETWORK FITTING AND EXTREME VALUE OPTIMIZATION
SAGA optimized BP neural network weight threshold for network fitting training and extreme value optimization flow chart shown in Fig. 4 , divided into SAGA optimization BP neural network weights and thresholds, BP neural network training fitting and SAGA extreme find the best three parts. The basis of the algorithm is BP neural network. The auxiliary algorithm of the algorithm is genetic algorithm, which is optimized in front of and behind BP neural network. The front is to optimize the initial weights and thresholds of the BP network, followed by the global optimization, the two algorithms complement each other and work together to achieve the purpose of extreme value optimization. The first part is the SAGA to optimize the BP neural network weights and thresholds. Each individual in the population contains the ownership weights and thresholds of the neural network. The individual calculates the fitness of each individual through the fitness function, and obtains the individual who meets the requirements through operations such as selection, crossover, and mutation. The individual decoding obtains the initial weights and thresholds of the neural network. The second part is the BP neural network training fitting. According to the features of the optimization function, the appropriate neural network structure is constructed. The BP network is trained by the input and output data of the nonlinear function, and the better function fitting is obtained. The last part is the SAGA extreme optimization. The value predicted by BP neural network is used as the fitness value of the genetic algorithm, and then the global optimal value of the function is found through operations such as selection, crossover and mutation.
The steps to optimize BP neural network [32] using SAGA are as follows:
1) Population initialization: First of all, the problem of coding mode. Since the weights and thresholds of BP neural network are in the range of (−1, 1), if binary coding is used, the chromosome will be too long, so the study uses real number encoding method. Each individual is a real number string consisting of input and hidden layer connection weights, hidden layer and output layer connection weights, hidden layer thresholds, and output layer thresholds. 2) Fitness function: The adaptation value of the chromosome is evaluated according to the response of the BP neural network. In this study, the sum of the absolute values of the error between the expected output value and the actual output value is taken as the fitness value. The function is as follows:
In the function 8, F is the fitness value, k is the coefficient, k = 1 in this paper.l is the number of network output nodes, abs is the absolute value function, d i is the expected output value of the i-th node of the BP neural network, and o i is the predicted outputs value.
3) Selection process: Select new individuals to form new
populations based on fitness values. This study uses the roulette method [33] , which is based on the fitness ratio selection strategy. The selection probability p i of each individual i is calculated by the following function:
In the function, N is the population size, F i is the individual fitness value. Since the fitness value of the study is as small as possible, the fitness value is reciprocal before calculating the selection probability, i.e. f i , where k is the coefficient, and k = 1 in this paper. 4) Crossover operation: Since the study uses a real number coding method, the crossover operation uses a real number intersection method. The intersection method of chromosomex i and chromosome x j at the k position is as shown in function (10), where b is a random number between [0, 1]:
The crossover operation is shown in Algorithm 1: 
where x max and x min are the upper and lower bounds of the gene x ij respectively. G max is the maximum number of evolutions of the genetic algorithm, g is the current number of iterations of the algorithm, and r, r is the random number between [0, 1]. The mutation operation is shown in Algorithm 2: 6) Repeat operation 2) to 5) until the termination condition is satisfied.
III. EMPIRICAL STUDY
The experimental environment used in this paper is MATLAB R2018a. In order to better verify the effect of the non-linear function extreme optimization algorithm of the double optimization BP neural network of SAGA algorithm, a lot of simulation experiments were carried out on the traditional BPGA method, GA algorithm double optimization BP neural network method and SAGA algorithm double optimization BP neural network method.
A. EXPERIMENTAL PREPARATION
For better comparison, choose the function of the fit as y = x 2 1 + x 2 2 . It is easy to see that the global minimum of the function is 0, and the corresponding coordinates are (0, 0). Although it is easy to see the extreme points from the function, it is very difficult to solve the extreme solution if the function is unknown. The 4000 sets of input and output data of the fitting function were randomly taken as experimental data, and 3900 sets of data were randomly selected as training data, and the remaining 100 sets of data were used as test data. In this experiment, the maximum number of iterations of the genetic algorithm is set to 100 and the population size is 20. According to the features of the two inputs and one output of the experimental function, the number of input layer nodes and output layer nodes of the BP neural network are determined to be 2 and 1, respectively, and the number of hidden layer nodes is set to 5 according to the empirical function and the trial and error method.
B. COMPARISON EXPERIMENT
In the paper [35] , the traditional BPGA method is used for extreme value optimization. The BP neural network is used to train and fit, and then the genetic algorithm is used to find the optimal value. The resulting extreme value was 0.0206 and was taken at the (0.0003, −0.009) point. In this paper, only one experiment was conducted to draw conclusions, and the results were not convincing. Therefore, the next three experiments in this study run ten times for each experiment, and ten new experiments in each experiment use new data sets, which can avoid special situations and make the results more convincing. Table 1 shows the results of ten experiments using the traditional BPGA method. It is obvious that the experiment is basically consistent with the results in paper [35] . The absolute average of the ten results is 0.068, and the running time is about 45 seconds, of which 3 seconds is used for network training fitting, and the remaining 42 seconds used to find the extreme value. However, it is obvious that the experimental results are very unstable and the jump is relatively large. Since the mean is closest to the results of the fifth experiment, the results of the fifth experiment were analyzed. Figure 5 and Figure 6 are the BP network prediction error graph and the extreme value optimization graph for the fifth experiment (the x-axis is a sample of 100 sets of test data, and the y-axis is the error in Figure 5 . The x-axis is the evolutional generation in Figure 6 , and the y-axis is the adaptability), the BP neural network prediction error is between −0.5 and 0.3, and the optimal extreme value is −0.063. In general, the traditional BPGA extreme value optimization algorithm has a general network fitting and extreme value optimization effect.
As shown in Table 2 , the results of ten experiments of the GA algorithm double optimization BP neural network algorithm and the SAGA algorithm double optimization BP neural network algorithm are shown. The GA algorithm double optimization BP neural network algorithm is based on the traditional BPGA method, and then the GA algorithm is used to optimize the initial weights and thresholds of the BP network. The SAGA algorithm double optimization BP neural network algorithm is based on the GA algorithm double optimization BP neural network algorithm, and the genetic algorithm's crossover rate and mutation rate are optimized. It is easy to calculate the mean value of ten results of the GA algorithm double optimization BP neural network algorithm is 0.0438, and the mean value of the ten experimental results of the SAGA algorithm double optimization BP neural network algorithm is 0.0084 but the running time is between 400 and 600 seconds. About 400 seconds is used for network training fitting, and the remaining 40 seconds is the genetic algorithm to obtain the extreme value. It can be seen that the algorithm complexity is improved after the improvement, but compared with the traditional BPGA algorithm, the performance is obviously improved, and the optimization effect is effective.
Since the mean value of the ten experiments of the GA algorithm double optimization BP neural network algorithm is the closest to the ninth experiment result, the ninth experiment result is mainly studied. Fig. 7 and Fig. 8 are BP network prediction error graph and extreme value optimization graph for the ninth experiment, respectively (In Fig. 7 , the x-axis is a sample of 100 sets of test data and the y-axis is the error. In Fig. 8 , the x-axis is the evolutional generation and the y-axis is the adaptability). It is easy to see that the BP network prediction error is between −0.15 and 0.1, and the extreme value is 0.0491.
Similarly, the mean value of the ten experiments of the SAGA algorithm double optimization BP neural network algorithm is similar to the tenth experiment. Therefore, we focus on the tenth experiment to represent the effect of the SAGA algorithm dual optimization BP neural network algorithm. Fig. 9 and Fig. 10 show the BP network prediction error graph and the extreme value optimization graph of the tenth experiment (In Fig. 9 , the x-axis is a sample of 100 sets of test data and the y-axis is the error. In Fig. 10 , the x-axis is the evolutional generation and the y-axis is the adaptability). It is easy to see that the BP neural network prediction error is between −0.008∼0.008 and the extreme value is 0.0069, which is obtained at (0.001, 0.0044). Among the ten results, the first experiment results are impressive and can be accurate to 0.00007. Figure 11 is a graph showing the fitting effect of the predicted output and the expected output of the first experiment. It can be seen from the figure that the two results are coincident, indicating that the experimental results are very good. Table 3 shows the prediction error and the extreme value statistics of the three methods. As we can see from the table that the traditional BPGA algorithm, the GA algorithm double optimization BP neural network algorithm, the SAGA algorithm double optimization BP neural network three algorithms in the prediction error, the extreme point and the extreme value of the three aspects of the progress in a more optimized direction. The optimization level of the GA algorithm double optimization BP neural network algorithm is 1.3 times that of the traditional algorithm, but the optimization effect is unstable, and the optimization level of the SAGA algorithm double optimization BP neural network algorithm is ten times that of the traditional algorithm, and the optimization effect is relatively stable, which can be obtained from it that the SAGA algorithm can not only greatly improve the accuracy of the entire optimization algorithm, but also improve the stability of the algorithm. According to the fitting function, it is easy to find the minimum value of 0 at (0, 0), and the extreme point of the SAGA algorithm double optimization BP neural network algorithm is (0.001, 0.0044), and the minimum extreme value is 0.0069, which can be concluded that the SAGA algorithm double optimization BP neural network algorithm can accurately calculate the fitting function and solve the extremum.
C. RESULT ANALYSIS Figure 12 shows an analysis of the experiment. The traditional BPGA algorithm first uses the BP neural network to fit the function, and then uses the genetic algorithm to obtain the extreme value. The algorithm can perform the extreme value optimization task with short running time and the extreme value can be accurate to −0.063. However, the initialization weights and thresholds of the BP neural network are randomly set, and the crossover rate and mutation rate of the genetic algorithm are fixed, so the operation effect is very unstable. The GA algorithm double optimization BP neural network algorithm solves the BP neural network initialization weights and thresholds problem based on the traditional algorithm. The BP neural network determines a suitable initial value by the principle of minimum prediction error. Although the complexity of the algorithm is increased, the extreme value reaches 0.0491 and the stability of the network is enhanced. Finally, the SAGA algorithm double optimization BP neural network algorithm solves the selection problem of genetic algorithm crossover rate and mutation rate through sine function. Although the running time increases, the extremum can be accurate to 0.0069, and the network fitting effect and optimization effect very stable.
IV. CONCLUSION AND DISCUSSION
In this paper, the sinusoidal adaptive genetic algorithm double optimization BP neural network is proposed to optimize the extreme value. The improved genetic algorithm is used to optimize the weight threshold initialization and global optimization. Three progressive simulation experiments show that compared with the optimization effect of 0.0206 in the literature 35, the optimization method proposed in this paper can accurately search the unknown function for extreme value. In the experiment, the best extremum can be solved to 0.00007, and the extreme value optimization effect is very significant. However, there are also problems such as long running time of the algorithm. This is also the next step of research work.
