Abstract
Introduction
The ability of the Internet to support multimedia applications such as Realplayer [17, 181 and Microsoft NetShow [ 131 will become increasingly difficult because these applications' unresponsiveness to network congestion places unfair demands on the network, particularly in light of an exponentially increasing volume of traffic. These applications generally blast UDP packets across a network at the expense of applications using TCP. Active queuemanagement schemes [3, 10, 5, 6, 161 for routers are being proposed to punish these non-adaptive applications by dropping the packets from their flows to ensure that wellbehaved TCP applications do not starve for network resources. Consequently, the performance of multimedia applications will be crippled, thus providing the impetus for our work -an interpacket-spacing scheme with control feedback, layered on top of UDP, that can be used by multi-media applications to achieve good performance in the presence of active queue management.
0.2

Insight
\
Based on our recent work in network traffic characterization [24, 7, 81, we observed significant packet loss even when the offered load was less than half of the available network bandwidth. An analysis of our 11s [ 11 simulations revealed that this behavior was due to simultaneous bursts of traffic coming from client applications and overflowing the buffer space in the bottleneck router. Metaphorically, this could be viewed as what happens at a major highway interchange during rush hour where everyone wants to go home simultaneously at 5:OO p.m., thus "overflowing" the highway interchange. To avoid such a situation, some people self-regulate themselves by heading home at a different time, i.e., spacing themselves out from other people.
If we view vehicles as packets and the highway interchange as a router, then to avoid buffer overflow and enhance throughput, packets should not be blasted onto the network one after another. Instead, packets should be spaced out over time. To test this hypothesis, we ran live wide-area network (WAN) tests between Los Alamos National Laboratory (LANL), University of Illinois at UrbanaChampaign (UIUC), and Ohio State University (OSU). These tests consisted of sending UDP packets between LANL and either UIUC or OSU at different packet-spacing intervals. Figures 1 and 2 show the throughput and packet loss, respectively, of a representative test between LANL and UIUC [4] . When the packet spacing is zero, e.g., today's UDP-based multimedia-streaming applications, the throughput is 62 Mb/s but with a packet loss of almost 90%! With as little as 100 p s of spacing between packets, the throughput remains the same, but the packet loss drops all the way down to 35%. And when the packet spacing is SO ps, the throughput is actually higher than when the packets are not spaced as in UDP-based multimedia streaming.
All curves from our other live WAN tests have the same general shape. That is, the throughput initially increases when the amount of packet spacing increases and then decreases exponentially as the amount of spacing increases further. The packet-loss percentage immediately decreases in an exponential manner as packet spacing increases.
Related Work
In 1997, Mahdavi and Floyd its maximum rate because some real-time applications find that halving the sending rate is unnecessarily severe and can noticeably reduce the user-perceived quality [23] [2] study the effect of uniform packet spacing (or "pacing") over a round-trip time in TCP. While pacing results in better fairness, throughput, and lower drop rates in some cases, the throughput is worse than regular TCP most of the time because a paced-TCP is susceptible to synchronized losses and delays congestion notification. In contrast, we focus on the effects of packet spacing over UDP with control feedback rather than on TCP itself.
In general, our packet-spacing protocol differs from the above work in several ways. First, rather than focusing primarily on being compatible orfuir with TCP, our rate-adjusting protocol addresses fairness while simultaneously delivering UDP-like bandwidth. Second, we accomplish the above feat by introducing the counterintuitive notion of packet spacing. Third, rather than relying on equation-based congestion control to more smoothly adapt the sending rate, we allow the sending rate to adapt as needed (based on available network resources). We then rely on transcoding, e.g., mapping a multimedia stream onto rapidly-varying available bandwidth [ 191, to smooth out any potentially rapid change in available bandwidth.
Approach
Pucket spucirzg refers to the delay introduced between two consecutive packets, as shown in Figure 3 . Here, t , is the amount of spacing between packets, and t , is the transmission time for each packet. By introducing such a dclay, bursts of packets can be spaced out, resulting in fewer packet drops at intermediate routers and potentially higher throughput at the end host, as shown back in Figure 1 . Thus, packet spacing can potentially be used as a mechanism to assist in congestion avoidance and control.
Based on Figure I , the ideal operating region of our packet-spacing mechanism ranges from 50 ps to 500 ps. No packet spacing or packet spacing of less than 50 ps results in very high packet loss with less delivered bandwidth than when the packet spacing is SO ps.
Depending on the application, the ideal packet-spacing range may be as small as 100 ps to 200 ps in order to get UDP-like bandwidth but with significantly less packet loss, e.g., at 200 ps, bandwidth is 50 Mb/s while packet loss is only IO%, or as large as 400 ps to 500 ps to obtain TCP-like reliability but with higher throughputs. To exploit this counterintuitive finding, we develop our packet-spacing protocol (PSP) to adjust the amount of packet spacing based on feedback from the network.' ' We note that at the present time, the feedback is only used for adjusting the packet spacing and that no retransmissions are done at this time. 
Packet-Spacing Protocol (PSP)
In PSP, the sender transmits packets at the highest possible rate, i.e., no inter-packet spacing, and the receiver sends acknowledgments every round-trip time (RTT) for the packets it received. (This RTT is the base propagation-delay time, not the dynamic RTT. To keep the protocol simple, we did not experiment with dynamic RTTs.)
We calculated the base RTT by performing ping during connection set-up.' After the connection is established, the sender conveys the calculated RTT to the receiver by including it within the header of each packet. Note that this is not required after the first acknowledgment is received, but we have left this provision so that dynamic RTTs can be used in the future. Each acknowledgment contains the number of packets that were received in the previous RTT.
When the sender receives such acknowledgments, it compares the number of packets sent, p s e n t , in the previous ( I ) anything smaller generated significantly higher packet loss with no benefit with respect to throughput and ( 2 ) finding the ideal packet spacing within this range quickly would take no more than seven RTTs. Larger spac-'A more sophisticated mechanism could be developed to get a better estimate of the RTT. However, for the purposes of our experiments, we only needed a value that was reasonable enough to provide timely feedback.
ings can be reached in only a few more RTTs because the packet spacing increases exponentially. Figure 5 shows a comparison between PSP and damped PSP. In this figure, each experiment was run for 100 s, and the sending rate for each was plotted. With damping, the overall throughput increased by 10%. 
Experiments
For our WAN simulations, we used ns-2, which is a network simulator developed by the VINT group [ I]. We will refer to senders and receivers as agents, which follows naturally from the terminology employed by ns-2. Our simple packet-spacing agents (PSAs) implement packet spacing without feedback while our adaptive packet-spacing agents implement the damped PSP rather than the plain PSP. Figure 6 shows the network topology that we used in our experiments. The k nodes on the left ( n l , n2, . . . , n k ) simulate senders on an Ethernet that are transmitting via a common gateway router (e.g., LAN/WAN gateway or n , i d d l e ) to a WAN backbone running at 155 Mb/s or OC-3. All the receivers are aggregated into the node ns,,,k. The gateway router has a buffer size of 10 packets, lOO-Mb/s Ethernet links with 2-ms delays to the senders, and a 155-Mb/s link with 40-ms delay to the receivers. This delay is typical of the delay found in a transcontinental WAN connection. 
Architecture
PSA Simulations
Here we study the behavior of ( I ) Figure 7 shows the throughput for a single PSA for packet spacings between 0 p s and 5000 ps. (Note that there is no other traffic on the network besides that of the single PSA.) As expected, the sender and receiver throughputs are the same. This is because there is no other traffic on the channel, and therefore, no packet loss.
Single PSA
Competing PSAs
In Figures 8 and 9 , the region of interest occurs between 0 p s and 1000 ps. With a packet spacing of 0 p s , the sender throughput is 100 Mb/s while the receiver-realized throughput is only a measly 10 Mb/s with a packet loss of 90%! As packet spacing increases, the packet-loss percentage drops sharply, and the throughput at the receiver actually increases to its'maximum point at 1000 p s of interpacket spacing. This phenomena is similar to what we found with our live WAN tests in Figures 1 and 2. 
PSAs Competing with TCP Agents
In these experiments, we ran simulations with 1 , 2 , 4 , 8, and 16 sendedreceiver TCP pairs and an equal number of PSA pairs, respectively. Figures 10 and 11 show the behavior of one particular PSA competing with 15 other PSAs and 16 TCP connections. All other simulations resulted in similar behavior. Again, we see that the behavior is strikingly similar to that seen in the actual WAN experiments. The optimal performance of the PSAs with respect to throughput and packet loss occurs at 1000 ps to 1050 p s , i.e., throughput is 1 1 Mb/s while packet loss is 0%. Figures 12 and 13 show the throughput and packetloss behavior of one particular TCP connection competing with 15 other TCPs and 16 PSAs, respectively. In these figures, we cannot help but notice that the TCP throughput does not increase beyond 2.7 Mb/s (even when the PSA throughput is low)! The reason for this behavior has nothing to do with the TCP-friendliness of our damped PSP and has everything to do with TCP's default advertised receiver window of 20 packets. This receiver's window size is the default in many operating systems and artificially limits the amount of outstanding data that a sender can have in the network. Further, the figures also show that with very small packet spacings, the PSAs operate like UDP connections (as 
3.2.4
To verify our claim that packet-spaced traffic stays spaced out by the time it reaches the receiver (rather than getting clumped as claimed by 
CL
Our adaptive PSAs implement the damped PSP, which tries to find the ideal packet spacing under varying network conditions. We first show the behavior of two adaptive PSAs competing against each other and then with two additional TCP connections. As in Section 3.2, the TCP connections were that of infinite file transfers. Figure 16 shows how the sending rate of an adaptive PSA varies with time. The adaptive PSA makes small oscillations around the ideal sending rate. Figure 17 demonstrates that our adaptive PSAs are fair (when both are started simultaneously) as both adaptive PSAs have sending rates that lie on the fairness line. Figure 18 shows us a portion of the fairness graph where one adaptive PSA started 10 seconds later than the other. As we can see, both adaptive PSAs change their rates in a fair manner and eventually make small oscillations about the ideal sending rate.
--
Competing Adaptive PSAs
Competing Adaptive PSAs with Background Traffic
In this simulation, we ran I O TCP connections with infinite file transfers in the background and two adaptive PSAs competing in the foreground. Figure 19 shows that the adaptive PSAs respond readily to congestion. And again, both adaptive PSAs have very similar sending rates.
Conclusion
Perhaps the most interesting result in this paper is that a receiver's realizable throughput actually increases (up to a point) even when the sender's transmission rate decreases.
This result has dramatic implications on many of today's multimedia applications that blast packets onto the network as fast as possible, i.e., no packet spacing. By slowing down the introduction of packets into the network, congestion is alleviated at the intermediate routers; this, in turn, results in a net increase in throughput. Thus, this work provides an incentive for multimedia provides not to blast UDP packets indiscriminately into the network. In addition, it provides motivation for the deployment of a packet-spaced protocol Our damped packet-spacing protocol (PSP), implemented via an adaptive PSA, sends data near its "optimal" sending rate by using a simple feedback mechanism that reports packet loss every RTT. This mechanism in turn controls the amount of packet spacing. Our preliminary results demonstrate that by introducing packet spacing to a multimedia stream, packet loss can be reduced dramatically without much loss in throughput.
Future work includes examining the performance of our damped PSP with different types of application traffic. Of particular interest are those applications that generate data in short bursts with relatively large intervals between bursts.
Based on the experimental results presented here, we expect that the packet loss that would normally be induced by these bursts to be greatly reduced.
