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Abstract
A necessary and sufficient condition is obtained for the lexicographic (resp. categorical) product from
a Deza digraph to another to be also a Deza digraph; moreover, constructions of Deza digraphs from the
incidence structures associated with vector spaces (resp. distance-regular graphs) are given.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
A digraph Γ is a pair (X, R) where X is a finite set of vertices and R ⊆ X2−{(x, x) | x ∈ X}
is a set of arcs. We often write VΓ for X and AΓ for R, respectively. Γ is an undirected graph
if R = Rt , where Rt = {(x, y) | (y, x) ∈ R}. If (x, y) ∈ R, we say x dominates y. The set
of vertices of Γ dominated by x is said to be the out-neighbors of x , denoted by x+. The set of
vertices of Γ dominating x is said to be the in-neighbors of x , denoted by x−. The common out-
neighbors of two vertices x and y of Γ are defined by Nx,y = x+∩ y+. A digraph Γ is said to be
regular of valency k if there exists a constant number k such that |x+| = |x−| = k for each vertex
x of Γ . A path of length r from u to v is a finite sequence of vertices (u = w0, w1, . . . , wr = v)
such that (wi−1, wi ) ∈ AΓ for i = 1, 2, . . . , r . A path (w0, w1, . . . , wr ) is said to be a circuit
of length r if w0 = wr . The girth of Γ , denoted by g(Γ ), is the length of a shortest circuit. The
number of arcs traversed in a shortest path from u to v is called the distance from u to v in Γ ,
denoted by ∂(u, v). Throughout this paper, we use the term ‘digraph’ to mean a finite digraph
with at least two vertices.
In [3], Erickson et al. introduced Deza graphs as a generalization of strongly regular graphs,
and made the basic theory.
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Definition 1.1. Suppose Γ is a regular graph on n vertices with the adjacency matrix A. Γ is
said to be an (n, k, b, c)-Deza graph or DG for short if
A2 = k I + bB + cC,
for binary matrices B and C such that B + C + I = J , where J is the all one matrix of degree
n, and I is the identity matrix of degree n.
These graphs are called Deza graphs because they were introduced in a slightly more restricted
form by Deza and Deza [2]. Very recently, as a directed version of Deza graphs, the concept of
Deza digraphs was introduced by Wang and Feng [5].
Definition 1.2. Let Γ be a regular digraph on n vertices with the adjacency matrix A. Γ is said
to be an (n, k, b, c)-Deza digraph or DDG for short if
AAt = k I + bB + cC, (b ≤ c)
for some symmetric nonzero binary matrices B and C such that B + C + I = J .
Note that a regular digraph with valency k and n vertices is an (n, k, b, c)-DDG if, for any
two distinct vertices u and v, |Nu,v| = b or c. A DDG need not be connected. However each
connected component is a DDG. Hence we only consider connected DDGs in this paper.
Lemma 1.1. Let A = (ai j ) be a binary matrix of degree n with constant row sum (resp. column
sum) k. If n ≥ 2k, by choosing a suitable order of rows and columns, A is a matrix with zero
diagonal entries.
Proof. Suppose that ai i = 0 for 1 ≤ i ≤ m < n. We will show that ai i = 0 for 1 ≤ i ≤ m+1 by
choosing a suitable order of rows and columns. If ai j = 0 for some (i, j) with m+ 1 ≤ i, j ≤ n,
by exchanging the i th row and (m + 1)th row (resp. j th column and (m + 1)th column), ai i = 0
for 1 ≤ i ≤ m + 1. Now suppose that ai j = 1 for all i, j with m + 1 ≤ i, j ≤ n. Since n ≥ 2k,
there exists t (1 ≤ t ≤ m) such that at,m+1 = am+1,t = 0. By exchanging the t th row and
(m + 1)th row, ai i = 0 for 1 ≤ i ≤ m + 1. Hence the desired result follows. 
For a given symmetric 2-(v, k, λ)-design with v ≥ 2k, by choosing a suitable order of points
and blocks, the incidence matrix of the design is the adjacency matrix of an (n, k, λ, λ)-DDG.
Therefore, the notion of DDGs is a generalization of a symmetric 2-design.
In this paper, we focus on the constructions of Deza digraphs. In Section 2 a necessary and
sufficient condition is obtained for the lexicographic (resp. categorical) product from a Deza
digraph to another to be also a Deza digraph. In Section 3 we construct digraphs from the
incidence structures associated with vector spaces. In Section 4 we construct Deza digraphs from
the incidence structures associated with distance-regular graphs.
2. The lexicographic product and categorical product
In this section we discuss when the lexicographic (resp. categorical) product from a Deza
digraph to another is also a Deza digraph. We begin with a lemma.
Lemma 2.1. For special values (n, k, b, c), the following hold:
(i) There exists no any (n, k, k, k)-DDG.
(ii) If Γ is an (n, k, 0, 0)-DDG, then k = 1, i.e., Γ is a directed cycle Cn .
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(iii) If Γ is an (n, k, k − 1, k − 1)-DDG with k ≥ 2, then Γ = Kn , a complete graph on n
vertices.
(iv) If Γ is an (n, k, b, c)-DDG with n = 2k − c, then Γ = Kn .
Proof. (i)–(ii) are immediate by Definition 1.2.
(iii) Let Γ be an (n, k, k − 1, k − 1)-DDG with k ≥ 2. For a given vertex u, let u+ =
{u1, u2, . . . , uk}. Since |u+ ∩ u+i | = k − 1 for each i , the induced subgraph on u+ is a compete
graph. Let Ω = VΓ \ (u+ ∪ {u}). Suppose Ω 6= ∅. Pick a vertex v ∈ Ω . Since |Nu,v| = k − 1,
there exists a vertex ut such that ∂(v, ut ) = 1. It follows that |u−t | ≥ k + 1, a contradiction.
Hence Ω = ∅, i.e., Γ = Kn .
(iv) Let Γ be an (n, k, b, c)-DDGs with n = 2k−c. For any u ∈ VΓ , letΩ = VΓ \(u+∪{u}).
Then |Ω | = n − k − 1. Suppose Ω 6= ∅. For any vertex v ∈ Ω , v+ contains at most n − k − 2
vertices in Ω , and so |Nu,v| ≥ k − (n − k − 2)− 1 = c + 1, a contradiction. Therefore, Ω = ∅,
i.e., Γ = Kn . 
Definition 2.1. Let Γ1 and Γ2 be two digraphs. The lexicographic product Γ1[Γ2] from Γ1 to Γ2
is a digraph with the vertex set VΓ1 × VΓ2 and the arc set
{((u1, u2), (v1, v2)) | (u1, v1) ∈ AΓ1, or u1 = v1 and (u2, v2) ∈ AΓ2}.
A digraph Γ is a tournament, if g(Γ ) > 2 and (x, y) ∈ AΓ or (y, x) ∈ AΓ for any two
distinct vertices x and y of Γ . If a tournament is an (n, k, b, c)-DDG, then n = 2k+1 and c < k.
Theorem 2.2. Let Γ1 be an (n, k, b, c)-DDG, and let Γ2 be an (n′, k′, b′, c′)-DDG. Then
Γ = Γ1[Γ2] is a DDG if and only if one of the following holds:
(i) Γ1 = Kn and b′ = c′.
(ii) Γ1 = Kn and n′ = 2k′ − b′.
(iii) Γ1 is a tournament, b = c and b′ = c′.
Proof. By Definition 2.1, Γ is regular of valency kn′ + k′. For any two distinct vertices
u = (u1, u2) and v = (v1, v2) of Γ , we obtain
|Nu,v| =

kn′ + |Nu2,v2 |, if u1 = v1,|Nu1,v1 | · n′ + 2k′, if (u1, v1), (v1, u1) ∈ AΓ1,|Nu1,v1 | · n′, if (u1, v1), (v1, u1) 6∈ AΓ1 and u1 6= v1,|Nu1,v1 | · n′ + k′, otherwise.
(1)
Note that Γ is a DDG if and only if |Nu,v| takes at most two values for any two distinct vertices
u and v of Γ .
We distinguish the following three cases.
Case 1. Γ1 = Kn . If b′ = c′, then |Nu,v| takes at most two values for any two distinct vertices u
and v of Γ . Then Γ is a DDG, and (i) holds. Now suppose b′ < c′. Then Γ is a DDG if and only
if |M1| ≤ 2, where
M1 = {(n − 1)n′ + b′, (n − 1)n′ + c′, (n − 2)n′ + 2k′}.
Since (n − 1)n′ + b′ < (n − 1)n′ + c′, we have
(n − 2)n′ + 2k′ = (n − 1)n′ + b′ or (n − 2)n′ + 2k′ = (n − 1)n′ + c′.
It follows that n′ = 2k′ − c′ or n′ = 2k′ − b′. If n′ = 2k′ − c′, by Lemma 2.1, Γ2 = Kn′ , a
contradiction to b′ < c′. Hence n′ = 2k′ − b′ and so (ii) holds.
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Case 2. Γ1 is a tournament. In this case, k > c. By (1) Γ is a DDG if and only if |M2| ≤ 2,
where
M2 = {kn′ + b′, kn′ + c′, bn′ + k′, cn′ + k′}.
Since kn′ + c′ ≥ kn′ + b′ > cn′ + k′ ≥ bn′ + k′, we have b = c, b′ = c′ and (iii) holds.
Case 3. Γ1 is neither Kn nor a tournament. In this case, at least two cases in the last three cases
in (1) appear. Suppose b < c. Since cn′ + 2k′ > bn′ + 2k′, cn′ + k′ > bn′ + k′ and cn′ > bn′,
|Nu,v| takes more than two values, a contradiction. Therefore, b = c. By Lemma 2.1 we obtain
k ≥ c + 2, and so
kn′ + c′ > cn′ + 2k′ > cn′ + k′ > cn′.
Hence |Nu,v| takes more than two values, a contradiction. 
Remark 2.1. In Theorem 2.2, the (n, k, b, c)-DDGs with n = 2k−b are involved. Such digraphs
exist, for example, (4, 2, 0, 1)-DDG, (5, 3, 1, 2)-DDG, (6, 4, 2, 3)-DDG and (8, 4, 0, 2)-DDG.
(See [5]).
Definition 2.2. Let Γ1 and Γ2 be two digraphs. The categorical product Γ1 ⊗ Γ2 from Γ1 to Γ2
is a digraph with the vertex set VΓ1 × VΓ2 and the arc set
{((u1, u2), (v1, v2)) | (u1, v1) ∈ AΓ1 and (u2, v2) ∈ AΓ2}.
Theorem 2.3. Let Γ1 be an (n, k, b, c)-DDG, and let Γ2 be an (n′, k′, b′, c′)-DDG. Then
Γ = Γ1 ⊗ Γ2 is a DDG if and only if one of the following holds:
(i) Γ1 is a directed cycle and |{b′, c′, 0}| ≤ 2.
(ii) Γ2 is a directed cycle and |{b, c, 0}| ≤ 2.
(iii) b = c, b′ = c′, kc′ = ck′, and cc′ 6= 0.
(iv) b = b′ = 0, c = k and c′ = k′.
Proof. By Definition 2.2, Γ is regular of valency kk′. For any two distinct vertices u = (u1, u2)
and v = (v1, v2) of Γ ,
|Nu,v| =
|Nu2,v2 | · k, if u1 = v1,|Nu1,v1 | · k′, if u2 = v2,|Nu1,v1 | · |Nu2,v2 |, otherwise. (2)
By (2) Γ is a DDG if and only if |M| ≤ 2, where
M = {kb′, kc′, bk′, ck′, bb′, bc′, cb′, cc′}.
If c = 0, M = {kb′, kc′, 0}, and so (i) holds by Lemma 2.1. In a similar way, (ii) holds if
c′ = 0.
Now suppose cc′ 6= 0. Since {kc′, bc′, cc′} ⊆M, we have b = c or c = k. On the other hand,
{ck′, cb′, cc′} ⊆M implies that b′ = c′ or c′ = k′.
Case 1. b = c and b′ = c′.
Note thatM = {kc′, ck′, cc′}. Since kc′ > cc′ and ck′ > cc′, we obtain kc′ = ck′; and so (iii)
holds.
Case 2. c = k and c′ = k′.
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Note thatM = {kb′, kk′, bk′, bb′}. Suppose b 6= 0. Since kk′ > kb′ and bk′ > bb′, we have
kk′ = bk′, i.e., k = b, a contradiction to Lemma 2.1. Hence b = 0 andM = {kb′, kk′, 0}. By
|M| ≤ 2, we obtain b′ = 0; and so (iv) holds.
Case 3. b = c and c′ = k′, or c = k and b′ = c′.
Anyway, we have M = {kb′, kk′, bk′, bb′}. Since kk′ > bk′ and kb′ ≥ bb′, we obtain
kk′ = kb′, i.e., k′ = b′, a contradiction to Lemma 2.1. 
Remark 2.2. In Theorem 2.3, the (n, k, 0, k)-DDGs are involved. Such digraphs exist, for
example, directed cycles, Cay (Z9, {1, 4, 7}) and Cay (Z2n, {1, n+1}). It seems to be interesting
to characterize such digraphs.
3. Deza digraphs associated with vector spaces
In this section, we shall construct DDGs from some incidence structures associated with
vector spaces.
Let Fq be a finite field with q elements, and let Fnq be the n-dimensional row vector space over
Fq . For any integers 0 ≤ m ≤ n, let
[
n
m
]
=
n∏
i=n−m+1
(q i − 1)
m∏
i=1
(q i − 1)
.
For a positive integer n at least six, let
P = {P | P is a 2-dimensional subspace of Fnq},
L = {L | L is an (n − 2)-dimensional subspace of Fnq}.
(3)
Let Ai be the incidence matrix of the incidence structure (P,L) as follows: P ∈ P is incident
with L ∈ L if and only if
dim(P ∩ L) =
{
i, for i = 1 or 2,
1 or 2, for i = 3.
By [4, Corollary 1.8], each Ai is a square matrix of order [ n2 ].
Lemma 1.1 tells us, by choosing a suitable order of rows and columns, each Ai is a matrix
with zero diagonal entries for 1 ≤ i ≤ 3. Therefore, we always assume that each Ai is a matrix
with zero diagonal entries. In the rest of this section we shall prove that the digraph Γi with the
adjacency matrix Ai is a DDG, and compute their parameters.
Theorem 3.1. The digraph Γ2 is a DDG with parameters ([ n2 ], k, b, c), where
k =
[
n − 2
2
]
, b =
[
n − 4
2
]
, c =
[
n − 3
2
]
. (4)
Proof. By [4, Corollary 1.9] we obtain the values of k, b and c, as desired. 
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Denote by GLn(Fq) the set of all the n × n nonsingular matrices over Fq . Then GLn(Fq)
forms a group under matrix multiplication, and acts transitively on the set of all the subspaces
with the same dimension. By [4, Theorem 1.6], the order of this group is
|GLn(Fq)| = q n(n−1)2
n∏
i=1
(q i − 1).
Theorem 3.2. The digraph Γ1 is a DDG with parameters ([ n2 ], k, b, c), where
k = (qn−2 + qn−3)
[
n − 2
1
]
,
b = (q + 1)2
([
n − 2
2
]
− 2
[
n − 3
2
]
+
[
n − 4
2
])
,
c = qn−3
[
n − 2
1
]
+ (qn−2 − qn−4)
[
n − 3
1
]
.
(5)
Proof. For any P ∈ P , by the transitivity of GLn(Fq) on P , we may assume that P has a matrix
representation of the form
P = (I (2) 0(2,n−2)). (6)
Each element L of L P has a matrix representation of the form
L =
(
x y 0
X Y L1
)
,
where (x, y) 6= 0, (XY ) is an (n − 3)× 2 matrix and L1 is an (n − 3)× (n − 2) matrix of rank
n − 3. It follows that L has a matrix representation(
0 1 0
X 0 L1
)
or
(
1 y 0
0 Y L1
)
;
consequently, we obtain the value of k.
Let P and Q be two elements of P such that dim(P ∩Q) = 0. By the transitivity of GLn(Fq)
on the set {(P, Q) | dim(P ∩ Q) = 0, P, Q ∈ P}, we may assume that P and Q have the matrix
representations (6) and
Q = (0(2) I (2) 0(2,n−4)), (7)
respectively. For any 1-subspace P1 of P and any 1-subspace Q1 of Q, there exist 1-subspace P2
of P and 1-subspace Q2 of Q such that P1+ P2 = P and Q1+ Q2 = Q. Therefore, the number
of elements L ∈ L satisfying L ∩ P = P1 and L ∩ Q = Q1 is equal to the number of elements
L ∈ L satisfying P1, Q1 ⊆ L and P2, Q2 6⊆ L . By the principle of inclusion and exclusion, the
number of elements L ∈ L satisfying L ∩ P = P1 and L ∩ Q = Q1 is[
n − 2
2
]
− 2
[
n − 3
2
]
+
[
n − 4
2
]
.
Since both P1 (resp. Q1) has q + 1 choices as a 1-subspace of P (resp. Q), we obtain the value
of b.
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Let P and Q be two elements of P such that dim(P ∩Q) = 1. By the transitivity of GLn(Fq)
on the set {(P, Q) | dim(P ∩ Q) = 1, P, Q ∈ P}, we may assume that P and Q have the matrix
representations (6) and
Q =
(
1 0 0 0(1,n−3)
0 0 1 0(1,n−3)
)
, (8)
respectively. Let L ∈ L P,Q . If e1 = (1, 0, . . . , 0) ∈ L , by the principle of inclusion and
exclusion, the number of such subspaces L is[
n − 1
n − 3
]
− 2
[
n − 2
n − 4
]
+
[
n − 3
n − 5
]
= qn−3
[
n − 2
1
]
− qn−4
[
n − 3
1
]
.
If e1 = (1, 0, . . . , 0) 6∈ L , then L has a matrix representation of form
L =
x1 1 0 0x2 0 1 0
X 0 0 L1
 ,
where x1, x2 ∈ Fq , X is an (n − 4)× 1 matrix over Fq , and L1 is an (n − 4)× (n − 3) matrix of
rank n − 4. Then the number of such subspaces L is
qn−2
[
n − 3
n − 4
]
= qn−2
[
n − 3
1
]
.
Therefore, the value of c is obtained. 
Theorem 3.3. The digraph Γ3 is a DDG with parameters ([ n2 ], k, b, c), where
k =
[
n − 2
2
]
+ (qn−2 + qn−3)
[
n − 2
1
]
,
b =
[
n − 4
2
]
+ (q + 1)2
([
n − 2
2
]
− 2
[
n − 3
2
]
+
[
n − 4
2
])
+ 2(qn−4 + qn−5)
[
n − 4
1
]
,
c =
[
n − 3
2
]
+ qn−3
[
n − 2
1
]
+ (qn−2 + qn−4)
[
n − 3
1
]
.
(9)
Proof. For any P ∈ P , by Theorems 3.1 and 3.2 we obtain the value of k.
Let P and Q be any two elements of P such that dim(P ∩ Q) = 0. The number of L
satisfying P ⊆ L and Q ⊆ L (resp. dim(P ∩ L) = dim(Q ∩ L) = 1) is given by Theorem 3.1
(resp. Theorem 3.2). Now we count the number of L satisfying P ⊆ L and dim(Q ∩ L) = 1.
Assume that P and Q have the matrix representations (6) and (7), respectively. Then L has a
matrix representation of the form
L =
I (2) 0 0 00 0 1 0
0 A32 0 A34
 or L =
I (2) 0 0 00 1 a23 0
0 0 A33 A34
 , (10)
where a23 ∈ Fq , A32, A33 ∈ Mn−5,1(Fq) and A34 is an (n − 5)× (n − 4) matrix of rank n − 5.
The number of subspaces L with the first form (resp. second form) in (10) is qn−5[ n − 4n − 5 ] (resp.
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qn−4[ n − 4n − 5 ]), so the number of L satisfying P ⊆ L and dim(Q ∩ L) = 1 is
qn−5
[
n − 4
n − 5
]
+ qn−4
[
n − 4
n − 5
]
= (qn−4 + qn−5)
[
n − 4
1
]
. (11)
Since the number of L satisfying Q ⊆ L and dim(P ∩ L) = 1 is also given by (11), we obtain
the value of b.
Let P and Q be two elements of P such that dim(P ∩ Q) = 1. Assume that P and Q have
the matrix representations (6) and (8), respectively. The number of L satisfying P ⊆ L and
Q ⊆ L (resp. dim(P ∩ L) = dim(Q ∩ L) = 1) is given by Theorem 3.1 (resp. Theorem 3.2).
Now we count the number of L satisfying P ⊆ L and dim(Q ∩ L) = 1. Then L has a matrix
representation of the form
L =
(
I (2) 0 0
0 A23 A33
)
, (12)
where A23 is an (n− 4)× 1 matrix, and A33 is an (n− 4)× (n− 3) matrix of rank n− 4. So the
number of subspaces L with the form (12) is
qn−4
[
n − 3
n − 4
]
= qn−4
[
n − 3
1
]
.
Since the number of L satisfying Q ⊆ L and dim(P ∩ L) = 1 is also qn−4
[
n − 3
1
]
, we obtain the
value of c. 
4. Deza digraphs associated with distance-regular graphs
In this section we will construct DDGs from the incidence structures associated with distance-
regular graphs. We first recall the definition of distance-regular graphs. For more information, the
reader may consult the book of Brouwer et al. [1].
Let ∆ = (X, R) be a connected graph of diameter d. Then ∆ is said to be distance regular
whenever for all integers h, i, j (0 ≤ h, i, j ≤ d), and for all x, y ∈ X with ∂(x, y) = h, the
number
phi, j = |{z ∈ X | ∂(x, z) = i, ∂(z, y) = j}|
is independent of the choice of x and y. The numbers phi, j are called intersection numbers of ∆.
It is conventional to abbreviate ci := pii−1,1 for 1 ≤ i ≤ d. Observe that ∆ is regular.
For a bipartite distance-regular graph with a bipartition X1∪X2, define the incidence structure
(X1, X2) as follows:
x ∈ X1 is incident with y ∈ X2 if and only if ∂(x, y) = 1. (13)
By Lemma 1.1 we always assume that A is an incidence matrix with zero diagonal entries of an
incidence structure in this section.
Theorem 4.1. Let ∆ be a bipartite distance-regular graph on 2n vertices with diameter d ≥ 3
and valency k, and let A be the incidence matrix of the incidence structure (X1, X2) defined in
(13). Then the digraph Γ with the adjacency matrix A is an (n, k, c2, c2)-DDG whenever d = 3,
and an (n, k, 0, c2)-DDG whenever d ≥ 4.
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Proof. Note Γ is regular of valency k. For any two distinct vertices x and y of Γ , we have
|Nx,y | =
{
c2, if d = 3,
0 or c2, if d ≥ 4.
Hence the desired result follows. 
Let Q be a set of size q > 1. Let X = Qd , i.e., the direct product of d copies of Q. Two
vertices α = (α1, α2, . . . , αd) and β = (β1, β2, . . . , βd) ∈ X are adjacent if and only if
|{i | αi 6= βi , 1 ≤ i ≤ d}| = 1.
Then this graph is distance regular and is called the Hamming graph, denoted by H(d, q).
Let V be a (2m − 1)-dimensional vector space over Fq when q > 1, and a (2m − 1)-element
set when q = 1. Let [ Vi ] denote the collection of i-dimensional subspaces of V when q > 1,
and the collection of all the i-subsets when q = 1. Let Jq(2m − 1,m,m − 1) denote a bipartite
graph with a bipartition[
V
m − 1
]
∪
[
V
m
]
,
where x ∈ [ Vm − 1 ] and y ∈ [ Vm ] are adjacent if and only if x ⊂ y. The graph Jq(2m−1,m,m−1)
is distance regular, called the doubled Odd graphwhen q = 1, and the doubled Grassmann graph
when q > 1.
Since both H(d, 2) and Jq(2m−1,m,m−1) are bipartite, we obtain the following examples
of DDGs.
Example 4.1. For the Hamming graph H(d, 2) with d ≥ 4, let A be the incidence matrix of the
incidence structure (X1, X2) defined in (13). Then the digraph with the adjacency matrix A is a
(2d−1, d, 0, 2)-DDG.
Example 4.2. For Jq(2m − 1,m,m − 1) with m ≥ 3, let A be the incidence matrix of the
incidence structure (X1, X2) defined in (13). Then the digraph with the adjacency matrix A is a
(
(
2m−1
m
)
,m, 0, 1)-DDG whenever q = 1, and a ([ 2m − 1m ], [ m1 ], 0, 1)-DDG whenever q > 1.
A distance-regular graph ∆ = (X, R) is said to be of order (s, t) if, for each vertex x ∈ X ,
the induced subgraph on x+ is a disjoint union of t + 1 cliques with each of size s. Then each
maximal clique is of size s + 1, and each vertex is contained in t + 1 maximal cliques. Denote
the set of all maximal cliques by L. Define the incidence structure (X,L) as follows:
x ∈ X is incident with L ∈ L if and only if x ∈ L . (14)
Theorem 4.2. For a distance-regular graph on n vertices of order (s, s), let A be the incidence
matrix of the incidence structure (X,L) defined in (14). Then the digraph with the adjacency
matrix A is an (n, s + 1, 0, 1)-DDG.
Proof. The proof of the theorem is similar to that of Theorem 4.1 and will be omitted. 
Since the Hamming graph H(d, d) with d ≥ 2 is of order (d − 1, d − 1), we obtain the
following example of DDGs.
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Example 4.3. For the Hamming graph H(d, d) with d ≥ 2, let A be the incidence matrix of the
incidence structure (X,L) defined in (14). Then the digraph Γ with the adjacency matrix A is a
(dd , d, 0, 1)-DDG.
5. Concluding remarks
Suppose Γ is an (n, k, b, c)-DDG with the adjacency matrix A. Then there exist symmetric
nonzero binary matrices B and C such that AAt = k I + bB + cC , where I + B + C = J . Let
ΓB be a graph with adjacency matrix B, and let ΓC be a graph with adjacency matrix C . Both
ΓB and ΓC are the Deza children of Γ . Note that a Deza child of a DDG is the complement of
another. All the DDGs in Theorems 3.1–3.3 have the same Deza children—a strongly regular
graph and its complement. The Deza children of the DDGs in Theorem 4.1 are a halved graph of
the bipartite distance-regular graph and its complement. The above facts imply that there may be
a natural connection between DDGs and distance-regular graphs.
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