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The theory of isomorphs is reformulated by defining Roskilde-simple systems (those with iso-
morphs) by the property that the order of the potential energies of configurations at one den-
sity is maintained when these are scaled uniformly to a different density. If the potential en-
ergy as a function of all particle coordinates is denoted by U(R), this requirement translates into
U(Ra) < U(Rb) ⇒ U(λRa) < U(λRb). Isomorphs remain curves in the thermodynamic phase
diagram along which structure, dynamics, and excess entropy are invariant, implying that the phase
diagram is effectively one-dimensional with respect to many reduced-unit properties. In contrast
to the original formulation of the isomorph theory, however, the density-scaling exponent is not
exclusively a function of density and the isochoric heat capacity is not an exact isomorph invariant.
A prediction is given for the latter quantity’s variation along the isomorphs. Molecular dynamics
simulations of the Lennard-Jones and Lennard-Jones Gaussian systems validate the new approach.
I. INTRODUCTION
In regard to structure and dynamics, liquids or solids dominated by van der Waals or weakly ionic and dipolar
interactions, as well as metals, have more regular behavior than condensed matter dominated by directional bonds
(hydrogen or covalent bonds) or strong Coulomb forces [1–13]. This old insight has recently been formalized and
confirmed by computer simulations of several models systems [12]. Thus it has been shown that systems with strong
virial potential-energy correlations – a characteristic of the former class of systems – have “isomorphic” curves in the
condensed-matter region of the thermodynamic phase diagram, curves along which structure and dynamics in properly
reduced units are invariant to a good approximation. This means that for many quantities the phase diagram becomes
effectively one-dimensional, a property that rules out anomalies [14]. The systems in question were first referred to as
“strongly correlating” [7], but this name was often confused with strongly correlated quantum systems and now the
term “Roskilde-simple systems” or just “Roskilde systems” is used [11–13, 15–21]. A recent review of the isomorph
theory was given in Ref. 12.
An important experimental signature of Roskilde-simple systems is that they obey power-law density scaling over
limited density variations, i.e., that the relaxation time is a function of ργ/T where ρ is the density, T the temperature,
and γ the so-called density-scaling exponent [22, 23]. These systems also obey isochronal superposition by which is
meant the property that the average relaxation time determines the entire relaxation-time spectrum [24, 25]. A further
application of the isomorph theory is the fact that for Roskilde-simple systems the melting line is an isomorph, which
explains the invariances along it of several quantities [26–29].
A system of N particles in volume V is considered with number density ρ ≡ N/V . The theory of isomorphs refers
to quantities given in so-called reduced units [27]. The length and energy units are ρ−1/3 and kBT , respectively, the
time unit depends on the dynamics (Newtonian or Brownian). In terms of the particle coordinates the configuration
vector is defined by R ≡ (r1, ..., rN ); its reduced-unit version is given by R˜ ≡ ρ1/3R. The original isomorph theory
[27] defines two thermodynamic state points with density and temperature (ρ1, T1) and (ρ2, T2), respectively, to be
isomorphic if the following condition is obeyed: Whenever two physically important configurations of the state points,
R1 and R2, have the same reduced coordinates, i.e., ρ
1/3
1 R1 = ρ
1/3
2 R2, the following applies
exp(−U(R1)/kBT1) ∼= C12 exp(−U(R2)/kBT2) . (1)
It is understood that the constant C12 does not depend on the configurations. Thus whenever two configurations of
isomorphic state points have the same reduced coordinates, their canonical probabilities are (almost) identical. This
implies (almost) identical structure and dynamics in reduced units [27].
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2It was recently shown that the existence of isomorphs for a given system is conveniently expressed in the “hidden-
scale-invariance” identity that factorizes the potential-energy function U(R) as follows [12, 30]
U(R) ∼= h(ρ)Φ˜(R˜) + g(ρ) . (2)
Here the function Φ˜(R˜) is dimensionless and state-point independent. Equation (2) expresses a global, approximate
scale invariance in the sense that the function Φ˜(R˜), which determines structure and dynamics in reduced coordinates,
is unchanged for a uniform scaling of all particle coordinates. This global approximate scale invariance is in the present
paper modified into a more local form of scale invariance valid along each isomorph separately.
In practice, the theory proposed below does not drastically change the predictions of the original isomorph theory
[27] although there are some subtle, but significant differences. In Sec. II we present an intuitive approach emphasizing
the underlying physical idea. Section III proceeds axiomatically and derives the isomorph theory from a new definition
of Roskilde-simple systems. Because of its axiomatic approach Sec. III can be read independently of Sec. II. Section
IV establishes the connection between the two approaches and finally Sec. V summarizes the paper.
II. TOWARDS A GENERALIZED ISOMORPH THEORY: AN INTUITIVE APPROACH
For numerical tests it is convenient to transform Eq. (2) into an equation relating the potential-energy surfaces at
two different densities, ρ1 and ρ2. In the following we let R1 and R2 denote configurations at densities ρ1 and ρ2,
respectively, which have identical reduced coordinates, i.e., ρ
1/3
1 R1 = ρ
1/3
2 R2 ≡ R˜. By elimination of Φ˜(R˜) Eq. (2)
implies
U(R2) ∼= h1(ρ2)U(R1) + g1(ρ2) . (3)
Here the functions h1(ρ2) and g1(ρ2) depend also on ρ1, which henceforth plays the role of reference density for
which reason the ρ1 dependence is only indicated in the subscript 1. Equation (3) describes how the potential-energy
surface at density ρ1 scales when density is changed to ρ2, namely to a good approximation simply by a linear, affine
transformation. In particular, Eq. (3) implies Eq. (1) if the temperatures involved obey T2/T1 = h1(ρ2) = h(ρ2)/h(ρ1)
[12, 27], which is thus the condition for identifying isomorphic state points. This observation forms the basis of the
so-called “direct isomorph check”[27] in which configurations drawn from an equilibrium simulation at ρ1 are used
to test the scaling by evaluating the potential energy after uniformly scaling the configurations to density ρ2. As
an example, in Fig. 1 this is done for the single-component Lennard-Jones (LJ) system with ρ1 = 1.0 and ρ2 = 2.0
(LJ units). The black and red points refer to drawing R1’s from equilibrium simulations at T1 = 2.0 and T1 = 4.0,
respectively (LJ units). The original isomorph theory implying Eq. (3) predicts these two scatter plots to lie on a
common straight line. This applies approximately, but not exactly. Thus doubling the sampling temperature from
2.0 to 4.0, changes the estimated value of h1(ρ2) by roughly 5%. As demonstrated below, such small deviations
have significant consequences for the variation of the isochoric heat capacity CV along the isomorphs [31] and for the
temperature dependence of the density-scaling exponent γ.
In order to generalize Eq. (3) to account for derivations from it, we assume a general one-to-one mapping of the
potential-energy surface at ρ1 to that at ρ2:
U(R2) ∼= f1(ρ2, U(R1)) . (4)
The original formulation of the isomorph theory as expressed in Eq. (3) is recovered as the first-order Taylor approx-
imation to Eq. (4). Consider a direct isomorph check corresponding, e.g., to the black points in Fig. 1 (T1 = 2.0).
For the relevant range of potential energies Eq. (3) is evidently an excellent approximation to Eq. (4) if one identifies
h1(ρ2, U1) ≡
(
∂f1 (ρ2, U1)
∂U1
)
ρ2
(5)
in which U1 is the mean potential energy at the reference state point (ρ1, T1). Defining T2 ≡ h1(ρ2, U1)T1, the state
point (ρ2, T2) is isomorphic to the state point (ρ1, T1), compare the discussion above after Eq. (2). Following Ref. 27
it is straightforward to show that:
1. The canonical probabilities of the configurations R1 and R2 are identical, implying that all structural charac-
teristics are invariant in reduced units [27];
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FIG. 1: Results from uniform scaling of configurations of a Lennard-Jones (LJ) liquid from density 1.0 to density 2.0 (in the
LJ unit system defined by ǫ = σ = 1). Black gives a scatter plot for configurations generated at temperature 2.0, red at
temperature 4.0, in both cases from simulations at the reference density ρ1. Dashed lines are linear regression fits and numbers
in parenthesis indicate the estimated error on the last digit. RDI is the Pearson correlation coefficients for the two data sets.
The strong correlations between original, U1 ≡ U(R1), and scaled potential energies, U2 ≡ U(R2), confirms that the LJ liquid
is a Roskilde-simple system, i.e., one with strong virial potential-energy correlations and good isomorphs [27]. The distributions
of U1 for temperature 2.0 and 4.0, respectively, are indicated on the x-axis. 1728 LJ particles were simulated in the NV T
ensemble using a Nose-Hoover thermostat with time constant 0.2. The time step was 0.001 and the potential was cut and
shifted at 4.5. All simulations were carried out using the Roskilde University Molecular Dynamics (RUMD) code optimized for
graphics processing units [32].
2. since the excess entropy depends only on structure, this quantity is also an isomorph invariant;
3. the reduced forces associated with the configurations R1 and R2 are identical, which implies that the dynamics
is isomorph invariant in reduced units. The predicted isomorph invariance of structure and dynamics for the
state points of Fig. 1 is confirmed in Fig. 2.
An obvious question is: Are there corrections to these three points coming from the fact that they were derived from
a first-order approximation to Eq. (4)? Based on considerations of the dependence on the system size N , this cannot
be the case: The range of potential energies sampled at (ρ1, T1) depends on the system size. The standard deviation
of U1/N is proportional to 1/
√
N , i.e., had we simulated a four times bigger system, the distributions in Fig. 1 would
be half as wide. Thus approaching the thermodynamic limit, the first-order approximation to Eq. (4) becomes better
and better; in other words, the three above predictions are not influenced by the higher-order derivatives of Eq. (4)
since the predictions deal (implicitly) with the thermodynamic limit.
But which predictions do change in the new formulation of the isomorph theory, Eq. (4)? In the formulation
Eq. (3) the ratio T2/T1 is given by h1(ρ2), which only depends on the densities involved, ρ1 and ρ2. In the new
formulation this ratio is given by h1(ρ2, U1) and may also depend on the isomorph in question – parameterized by
U1, the potential energy at the density ρ1. It follows that the density-scaling exponent [27] γ ≡ (∂ lnT/∂ ln ρ)Sex may
vary on the isochores, whereas in the original isomorph theory γ was predicted to be constant on these [27]. Fig. 3(a)
shows that γ indeed does change on the ρ = 1 isochore, slowly approaching the limit 4 valid at very high temperatures
at which the LJ potential’s repulsive r−12 term completely dominates.
Many thermodynamic response functions get a contribution from the second derivatives of f1(ρ2, U1) – the exceptions
being those for which the excess entropy is kept constant. An important case is the excess isochoric heat capacity,
CexV , which is predicted to be isomorph invariant in the original formulation of the theory [27] though this is not
always accurately obeyed in simulations [31]. Writing CexV,2 = (∂U2/∂T2)ρ2 = (∂U2/∂U1)ρ2 (∂U1/∂T2)ρ2 and using
T2 = h1(ρ2, U1)T1, it is straightforward to show that 1/C
ex
V,2 = 1/C
ex
V,1 + (T1/h1(ρ2, U1)) (∂h1(ρ2, U1)/∂U1)ρ2 . This
can be rewritten as
CexV,2 = C
ex
V,1
/[
1 +
(
∂ lnh1(ρ2, U1)
∂ lnT1
)
ρ2
]
. (6)
For LJ systems an analytical expression for h1(ρ2, U1) has been derived [33, 34], which combined with Eq. (6) shows
that the variation of CexV (ρ2) along an isomorph is determined by the two numbers γ1 and (∂γ1/∂T )ρ1 . Figure 3(b)
tests the prediction for CexV,2 for three isomorphs generated with T1 = 2.0, 3.0, and 4.0, respectively, at the reference
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FIG. 2: Investigations of the isomorph invariance of structure and dynamics of the LJ system for the state points of Fig. 1
according to which (ρ, T ) = (1.0, 2.0) is predicted to be isomorphic with (2.0, 2.0 ·22.11) = (2.0, 44.22) since the linear regression
slope of the direct isomorph check (black points) in Fig. 1 is 22.11. Similarly, (ρ, T ) = (1.0, 4.0) is predicted to be isomorphic
with (2.0, 84.00). a) Mean-square displacement in standard LJ units for the four state points. b) Mean-square displacement in
reduced units, demonstrating isomorph invariance [27]. c) Radial distribution functions in reduced units, also demonstrating
isomorph invariance though with minor deviations at the first peak maximum.
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FIG. 3: (a) Density-scaling exponent γ of the LJ system calculated from the fluctuation expression [27] γ = 〈∆W∆U〉/〈(∆U)2〉
at density 1.0 as a function of temperature, a quantity the original isomorph theory predicted to only depend on the density
[27]. Dashed curve: a power law plus 4 (the expected high-temperature limit) plotted as a guide to the eye. (b) Excess
isochoric heat capacity along three different isomorphs, a quantity the original isomorph theory predicts to be isomorph
invariant [27]. The full curves are the predictions of the new formulation of the isomorph theory (Eq. (6) with h1(ρ2) =
(ρ2/ρ1)
4 (γ1/2− 1) − (ρ2/ρ1)
2 (γ1/2− 2) in which γ1 ≡ γ(ρ1, T1) [33, 34]), based on input from the simulations at density 1.0
in (a), i.e., without any fitting. As low densities are approached, the theory generally breaks down. For the lowest T1 we
included one data point where this starts to happen (open black circle). This point is a metastable liquid in the gas-liquid
co-existence region, it has negative virial and a low virial potential-energy correlation coefficient R – these three properties all
indicate breakdown of the isomorph theory [27].
density ρ1 = 1.0. The values of γ1 and (∂γ1/∂T )ρ1 were determined from the ρ = 1.0 simulations reported in Fig. 3(a).
As can be seen in Fig. 3(b) the CexV (ρ2) prediction agrees very well with the simulations.
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FIG. 4: Tests of the new definition of a Roskilde-simple system. Each figure shows the potential energies of 20 configurations
taken from an equilibrium simulation, which have subsequently been scaled 20% uniformly up and down in density and plotted
as a function of density after being normalized by subtracting the average potential energy and scaled by the standard deviation
(averages and standard deviations were determined from 1000 configurations). For a ideal Roskilde-simple system the curves
cannot cross each other. (a) Data for the LJ system at the state point (ρ, T ) = (1.0, 2.0) where this system has strong virial
potential-energy correlations (R = 0.99). (b) Data for the Lennard-Jones Gaussian (LJG) system [35] at the state point
(ρ, T ) = (0.4, 0.138) where R = 0.16.
III. AXIOMATIC FORMULATION
In the previous section an isomorph was identified by the potential energy at the reference density ρ1, which is
convenient in numerical tests of the theory. In this section we formalize the new theory, and this is based on identifying
isomorphs by their excess entropy.
A Roskilde-simple system is henceforth defined by the property that whenever two configurations Ra and Rb refer
to the same density, one has
U(Ra) < U(Rb) ⇒ U(λRa) < U(λRb) . (7)
Because this will apply for scaling “both ways”, an equivalent formulation is to replace⇒ by⇔, which in turn implies
that if two configurations have the same potential energy, their scaled versions also have same potential energy. Thus
an equivalent definition of a Roskilde-simple systems is
U(Ra) = U(Rb) ⇒ U(λRa) = U(λRb) . (8)
Any Euler-homogeneous potential-energy function obeys this condition, but so does a homogeneous function plus a
constant; in view of this Eq. (8) may be said to expresses a generalized homogeneity condition. Presumably no other
systems obey Eq. (8) for all configurations. In the following we make the weaker assumption that Eqs. (7) or (8)
apply for most of the physically relevant configurations. This reflects the fact that the isomorph theory is inherently
approximate for realistic models.
Figure 4 shows the potential energies as functions of density for scaled configurations of the LJ system, which
has strong virial potential-energy correlations in the dense fluid phase, as well as for the Lennard-Jones Gaussian
(LJG) system for which this is not the case. In each subfigure 20 configurations were picked from an equilibrium
simulation at the density marked by the red vertical dashed line, and each of these were scaled uniformly to densities
involving changes of ±20%. According to Eq. (7) curves giving the potential energy of such uniformly scaled
configurations cannot cross each other. Since compression increases the potential energy dramatically, in order to
facilitate comparison with Eq. (7) we subtracted at each density the mean potential energy and scaled by the
standard deviation – still, a system is perfectly Roskilde-simple if no curves cross each other. This is obeyed to a good
approximation for the LJ system, but not for the LJG system; the low-density weak violations observed for the LJ
system reflect the fact that it here gradually enters a region of weaker virial potential-energy correlations (compare
Fig. 3(b)).
Below, in Secs. III A – IIID whenever a thermodynamic quantity is given without reference to a specific configuration
R, this refers to the thermal equilibrium value at the thermodynamic state point in question. For instance, when we
write U , this means the average potential energy at the state point in question, whereas writing U(R) signifies the
potential energy of the configuration R (a different notation is used in Sec. IV which relates the formal theory to Sec.
II).
6Recall that the entropy S may be written as a sum of the ideal-gas entropy Sid at the same density and temperature
and the so-called excess entropy, S = Sid + Sex. For an ideal gas Sex = 0; for any system with interactions Sex < 0
because no matter what is the nature of the interactions, such a system must be more ordered than an ideal gas.
The Appendix reviews the definition of the excess free energy and other excess thermodynamic quantities; it also
reviews the derivation of the microcanonical ensemble expression for Sex, which is needed below for developing the
new formulation of the isomorph theory.
In their theory of thermodynamic fluctuations Landau and Lifshitz define the entropy fluctuation at a given state
point as the change in the equilibrium entropy “formally regarded as a function of the exact value of the fluctuating
energy” [36]. We shall adopt this definition of a microscopic entropy function, except for exclusively focusing on the
configurational degrees of freedom, i.e., replacing energy by potential energy and entropy by excess entropy. More
generally, given a system and a set of coarse-grained variables A1, ..., An, for any given microstate Γ one can define an
entropy function S(Γ) as the logarithm of the total number of microstates that have the same coarse-grained variables
as Γ [37]. Clearly, S(Γ) depends on the choice of coarse-grained variables. The case discussed by Landau and Lifshitz
corresponds to that of a single coarse-grained variable, namely the energy; we here follow this except for using the
potential energy.
We thus define the microscopic excess entropy function Sex(R) as the thermodynamic excess entropy of a system
with potential energy U(R) at the density ρ of the configuration R:
Sex(R) ≡ Sex(ρ, U(R)) . (9)
Here Sex(ρ, U) is the thermodynamic equilibrium (i.e., average) excess entropy of the state point with density ρ and
average potential energy U . Inverting this relation, the potential-energy function by definition obeys
U(R) = U(ρ, Sex(R)) (10)
in which U(ρ, Sex) on the right-hand side is the thermodynamic equilibrium potential energy as a function of density
ρ and thermodynamic excess entropy Sex, evaluated by substituting Sex = Sex(R).
By definition, Eqs. (9) and (10) apply for any system. We now limit the discussion to Roskilde-simple systems.
Suppose R1 is a configuration at density ρ1 with the same reduced coordinate as R2, a configuration at density ρ2.
It follows from Eq. (9) and the microcanonical expression for the excess entropy (Eq. (A.1) of the Appendix) that if
“Vol” is the reduced-coordinate configuration-space volume, one has
Sex(R1)/kB = −N lnN + ln
(
Vol{R˜′ |U(ρ−1/31 R˜′) < U(R1)}
)
. (11)
Likewise
Sex(R2)/kB = −N lnN + ln
(
Vol{R˜′ |U(ρ−1/32 R˜′) < U(R2)}
)
. (12)
Because R2 = ρ
−1/3
2 ρ
1/3
1 R1, applying λ = ρ
−1/3
2 ρ
1/3
1 in the ⇔ version of Eq. (7) to the inequality of the first set (Eq.
(11)) we see that the two sets are identical. Thus Sex(R1) = Sex(R2), which means that for a Roskilde-simple system
Sex(R) depends only on the configuration’s reduced coordinate:
Sex = Sex(R˜) . (13)
Equation (10) thus becomes
U(R) = U(ρ, Sex(R˜)) . (14)
This “U = U” relation, which links the microscopic potential-energy function to the thermodynamic average potential-
energy function, gives the fundamental characterization of Roskilde-simple systems. It is understood that, just as
in the original isomorph theory, this identity is generally not obeyed exactly for all configurations, but to a good
approximation for most of the physically relevant configurations. We proceed to derive the consequences of Eq. (14).
7A. Invariance of structure and dynamics along the configurational adiabats
In reduced coordinates Newton’s second law for a system of identical masses is d2R˜/dt˜2 = F˜ in which the reduced
force vector is defined from the full force vector F that give all particle forces in one single vector by F˜ ≡ Fρ−1/3/kBT
[27] (the below derivations all generalize straight away to systems of particles with different masses).
In general one has F˜ = F˜(R), implying different dynamics at different state points. For a Roskilde-simple system,
however, as we shall see now, the reduced force is a function of the reduced configuration vector, F˜ = F˜(R˜). To show
this, note that since ∇ = ρ1/3∇˜, Eq. (14) implies F = −∇U = −(∂U/∂Sex)ρ ρ1/3∇˜Sex(R˜). Since (∂U/∂Sex)ρ = T ,
this means that F˜ = −∇˜Sex(R˜)/kB. Thus the reduced force is a unique function of the reduced coordinates. This
implies that the reduced-unit dynamics is invariant along the configurational adiabats, because via Eq. (13) two state
points on a given isomorph – given by a certain value of Sex – correspond to the same range of reduced coordinate
vectors R˜.
The fact that the dynamics is invariant along the configurational adiabats immediately implies invariance of the
reduced-unit structure and dynamics: If the same configurations are traced out in the course of time at two different
state points – except for a uniform scaling of space and time – the structure as measured, e.g., via the reduced-unit
radial distribution function or higher-order correlation functions must be identical at the two state points. This is
of course consistent with the fact that Sex, a measure of the structural disorder, by definition is constant along the
configurational adiabats.
B. Isomorphs
Inspired by the above we define isomorphs as the configurational adiabats in the thermodynamic phase diagram.
Thus by definition the excess entropy is an isomorph invariant and, as we have seen in Sec. III A, structure and
dynamics are invariant to a good approximation along the isomorphs.
Expanding Eq. (14) to first order at constant density at any given state point leads to
U(R) ∼= U + T (ρ, Sex)
(
Sex(R˜)− Sex
)
. (15)
Consider two state points (ρ1, T1) and (ρ2, T2) with the same excess entropy Sex. If R1 and R2 are two physically
relevant configurations of these state points with same reduced coordinates, Eq. (15) implies that if one for brevity
writes T (ρ1, Sex) = T1 and T (ρ2, Sex) = T2, the following applies
U(R1)− U1
kBT1
∼= U(R2)− U2
kBT2
. (16)
Changing sign and taking the exponential this becomes Eq. (1), the condition that the two state points are isomorphic
according to the original definition [27]. Thus, as also stated in Sec. II, the original formulation of the theory is the
first-order approximation to the new formulation.
C. Strong virial potential-energy correlations for constant-density fluctuations
The microscopic virial is defined [10, 38] by
W (R) ≡ −1
3
R · ∇U(R) . (17)
Recall that at any state point the average of W (R) (denoted by W ) gives the contribution to the pressure from the
interactions via the general equation of state pV = NkBT +W [10, 38].
Below, we first show that the potential energy determines the virial, which implies that these quantities are strongly
correlated. Next we calculate the proportionality constant of the virial potential-energy fluctations. In regard to the
first objective, suppose two configurations are given, Ra and Rb, which have the same density and the same potential
energy, U(Ra) = U(Rb). We conclude from Eq. (8) that U(λRa) = U(λRb). Taking the derivative of this with
respect to λ results in Ra · ∇U(λRa) = Rb · ∇U(λRb), which for λ = 1 implies W (Ra) = W (Rb). Thus any two
configurations with same density and potential energy have the same virial. This means that W is a function of U ,
8which implies perfect correlations between potential energy and virial at constant density. No realistic systems obey
Eq. (8) perfectly, so in practice the correlations will not be perfect, but merely strong.
The constant of proportionality between the equilibrium virial and potential-energy fluctuations at a given state
point is denoted by γ and referred to as the density-scaling exponent [8, 12, 27], i.e., γ is characterized by
∆W (t) ∼= γ∆U(t) . (18)
Reference 27 defined γ at any given state point by
γ(ρ, Sex) ≡
(
∂ lnT
∂ ln ρ
)
Sex
(19)
and derived the general fluctuation expression
γ(ρ, Sex) =
〈∆W∆U〉
〈(∆U)2〉 . (20)
Here the angular brackets denote canonical NV T averages. Whenever Eq. (18) is obeyed to a good approximation,
i.e., for Roskilde-simple systems, Eq. (20) implies that γ of Eq. (19) is the same as that appearing in Eq. (18),
ensuring consistency. We proceed to derive Eq. (18) from Eq. (19) for Roskilde-simple systems.
As shown in the Appendix W (R) = (∂U(R)/∂ ln ρ)
R˜
[27], an expression which basically expresses that the virial
is given by the work done to uniformly expand a given configuration. Substituting Eq. (14) into this expression leads
to
W (R) =
(
∂U(ρ, Sex(R˜))
∂ ln ρ
)
R˜
=
(
∂U(ρ, Sex(R˜))
∂ ln ρ
)
Sex
. (21)
Expanding the partial derivative to first order around the equilibrium values of virial and excess entropy at the state
point in question leads to
W (R) ∼= W +
(
∂2U
∂Sex∂ ln ρ
)(
Sex(R˜)− Sex
)
. (22)
Interchanging the orders of the differentiations and recalling that (∂U/∂Sex)ρ = T , we get
W (R)−W ∼=
(
∂T
∂ ln ρ
)
Sex
(
Sex(R˜)− Sex
)
. (23)
Eliminating Sex(R˜)− Sex from Eqs. (23) and (15) leads to
W (R)−W ∼=
(
∂ lnT
∂ ln ρ
)
Sex
(
U(R˜)− U
)
. (24)
This can be rewritten as
W (R) ∼= γ(ρ, Sex)U(R) + C(ρ, Sex) (25)
in which γ(ρ, Sex) is the density-scaling exponent defined in Eq. (19) and C(ρ, Sex) = W − γ(ρ, Sex)U . For the
constant-density equilibrium fluctuations at a given state point Eq. (25) implies Eq. (18), i.e., strong virial potential-
energy correlations.
9D. Single-parameter family of reduced-coordinate constant-potential-energy hypersurfaces
Molecular dynamics may be reformulated to deal with geodesic motion on the constant-potential-energy hypersur-
face, co-called NVU dynamics [39, 40]. In reduced coordinates, the constant-potential-energy hypersurfaces are the
sets defined by {R˜′ |U(ρ−1/3R˜′) = Const.}. In general, these sets are parameterized by the two parameters specifying
a thermodynamic state point, e.g., density and temperature, corresponding to different dynamics at different state
points. For a Roskilde-simple system, however, Eq. (14) implies that these sets are all constant-excess-entropy hyper-
surfaces. Consequently, the constant-potential-energy hypersurfaces are parameterized by a single number, the value
of the excess entropy [27]. Each isomorph corresponds to a particular reduced-coordinate constant-potential-energy
hypersurface, and the fact that these are parameterized by a single number throughout the two-dimensional thermo-
dynamic phase diagram implies isomorph invariance of the NVU dynamics, which for most quantities give results that
in the thermodynamic limit are identical to those of conventional Newtonian NV T dynamics [40].
IV. CONNECTING TO THE APPROACH OF SEC. II
To establish the equivalence of the formulations of the new isomorph theory given in Secs. II and III, respectively,
we consider two state points (ρ1, T1) and (ρ2, T2) with same excess entropy, Sex(ρ1, T1) = Sex(ρ2, T2). If R1 is a
configuration corresponding to density ρ1 and similarly for R2, by definition of the microscopic entropy function
(Eqs. (9) and (10)) we have (recall that U(ρ, Sex) and Sex(ρ, U) are the thermodynamic functions relating state point
averages)
U(R1) = U(ρ1, Sex(ρ1, U(R1)))
U(R2) = U(ρ2, Sex(ρ2, U(R2))) . (26)
Writing as in Sec. II for brevity U(R1) = U1 etc, if the two configurations have the same reduced coordinates,
R˜1 = R˜2, we have since Eq. (13) implies Sex(ρ1, U1) = Sex(ρ2, U2)
U2 = U(ρ2, Sex(ρ2, U2)) = U(ρ2, Sex(ρ1, U1)) . (27)
Comparing to Eq. (4) leads to the identification
f1(ρ2, U1) = U(ρ2, Sex(ρ1, U1)) . (28)
To validate this expression we calculate the ratio T2/T1, which according to Sec. II should be given by T2/T1 =
(∂f1/∂U1)ρ2 . Since the two state points in question have same excess entropy, denoted by Sex below, and ρ1 plays
the role of reference density, i.e., is constant throughout, Eq. (28) implies
(
∂f1
∂U1
)
ρ2
=
(
∂U(ρ2, Sex)
∂Sex
)
ρ2
(
∂Sex
∂U1
)
ρ1
. (29)
From the definition of temperature this gives the required
(
∂f1
∂U1
)
ρ2
=
T2
T1
. (30)
V. CONCLUDING REMARKS
Appendix A of the original isomorph paper Ref. 27 showed that points B, C, and D of Sec. III are equivalent,
i.e., if any one of these three points applies, the two others follow by necessity. In that paper isomorphs were defined
from the condition Eq. (1), and the reduced-unit isomorph invariance of structure and dynamics was derived from
this equation. In Ref. 27 Eq. (1) was shown to imply that isomorphs are configurational adiabats. In contrast, we
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have here defined the isomorphs as the configurational adiabats and showed that structure and dynamics are invariant
along these.
In the present treatment Eq. (16) and thus Eq. (1) is derived from a first-order expansion of the fundamental
equation Eq. (14), which implies invariance of structure and dynamics when isomorphs are defined as the config-
urational adiabats. Moreover, the hidden-scale-invariance identity Eq. (2) is replaced by Eq. (14), and the two
abstract functions h(ρ) and Φ˜(R˜) in Eq. (2) are replaced by the temperature T (ρ, S) and the microscopic entropy
function S(R˜). In practice, the main changes compared to the original isomorph theory are that CV is only isomorph
invariant to first order [31] because the proof of its isomorph invariance was based on Eq. (16) [27] and that, like-
wise, the density-scaling exponent is only approximately a function merely of the density. Another implication is
that the density-scaling phenomenon involves a hierarchy of approximations: In the simplest case the density scaling
exponent γ is constant, implying that the isomorphs (=isochrones) are given by ργ/T = Const. In the more general
case described by the hidden scale invariance identity of the original formulation of the isomorph theory Eq. (2),
the isomorphs are given by h(ρ)/T = Const. corresponding to a density-scaling exponent (Eq. (19)) that may vary
throughout the phase diagram, but only as a function of density. Finally, the present formulation allows for the
density-scaling exponent to vary more generally.
For a pair-potential system with v(r) =
∑
n εn(r/σ)
−n, because of the structural invariance along an isomorph in
reduced coordinates one has U(ρ, Sex) =
∑
n Cn(Sex)ρ
n/3 [33, 34]. This equation of state, which was previously derived
by Rosenfeld assuming quasiuniversality [41], implies T (ρ, Sex) =
∑
n C
′
n(Sex)ρ
n/3. For the LJ system this leads to
the isomorph equation
[
α12(Sex)ρ
4 − α6(Sex)ρ2
]
/T = Const., which implies the expressions tested numerically in
Fig. 3.
In summary, this paper proposes a new definition of a Roskilde-simple system, Eq. (7). Equivalently, one may use
Eq. (8) as the definition. The original isomorph theory from 2009 [27] is recovered as the first-order approximation
to the new one. The new definition does not change the class of Roskilde-simple systems. This class is still believed
to include most van der Waals bonded and metallic solids and liquids, as well as the weakly ionic or dipolar systems,
and exclude most hydrogen-bonded and covalently bonded systems, as well as the strongly ionic or dipolar systems.
The new isomorph theory is simpler than the original one and its predictions are more accurate.
Appendix: Excess thermodynamics and the configuration-space microcanonical expression for the excess
entropy
We consider a system of N identical particles in volume V with density ρ = N/V . The particle coordinates are
given by the 3N -dimensional vector R ≡ (r1, ..., rN ) and the corresponding reduced (dimensionless) coordinate vector
is defined by R˜ ≡ ρ1/3R. This Appendix derives an expression for the microscopic virial, summarizes the definition of
excess (configurational) thermodynamic quantities, and derives the microcanonical expression for the excess entropy
at the state point defined by density ρ and average potential energy U :
Sex(ρ, U)/kB = −N lnN + ln
(
Vol{R˜|U(ρ−1/3R˜) < U}
)
. (A.1)
Here “Vol” refers to the volume of the set in question, which is the R˜ integral of the unity function over all configu-
rations R = ρ−1/3R˜ with potential energy below U , i.e., U(R) < U .
1. An expression for the microscopic virial
Consider the infinitesimal uniform expansionR→ (1+dλ)R. The relative volume change is dV/V = (1+dλ)3−1 =
3 dλ, which implies d ln ρ = dρ/ρ = −dV/V = −3 dλ, i.e., dλ = −(1/3) d ln ρ. The change of the configuration vector
is given by dR = dλR, so the change of the potential energy is dU(R) = dλR · ∇U(R) = −(1/3) d lnρR · ∇U(R).
Comparing to the definition of the virial Eq. (17) we get dU(R) = d ln ρW (R). The reduced coordinate R˜ is constant
during the uniform expansion, so we conclude that
W (R) =
(
∂U(R)
∂ ln ρ
)
R˜
. (A.2)
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2. Excess thermodynamic quantities
Recall from statistical mechanics that if the momentum degrees of freedom are denoted by P ≡ (p1, ...,pN ) and
H(P,R) is the Hamiltonian, the Helmholtz free energy F is given by the classical partition function as follows (where
β ≡ 1/kBT ) [10]
e−βF =
1
N !
∫
dPdR
h3N
e−βH(P,R) . (A.3)
The appearances of Planck’s constant h and the indistinguishability factor 1/N ! ensure proper correspondence to
quantum mechanics. These factors are conveniently absorbed by writing F = Fid+Fex in which Fid is the free energy
of an ideal gas at the same density and temperature, Fid = NkBT (ln(Λ
3ρ)−1) where Λ = h/√2pimkBT is the thermal
de Broglie wavelength (m is the particle mass) [10]. The result of these manipulations is that the excess free energy
Fex is given by
e−βFex =
∫
dR
V N
e−βU(R) . (A.4)
In the case of free particles, U = 0, we get Fex = 0 as required for consistency. Note that there is no 1/N ! factor in
Eq. (A.4), so Fex is formally the free energy of a system of distinguishable particles with no momentum coordinates.
Due to the separation F = Fid + Fex, all thermodynamic quantities that are derivatives of F likewise separate
into an ideal-gas contribution and an “excess” contribution. For instance, for the entropy one has S = Sid + Sex in
which Sex = −(∂Fex/∂T )ρ, the isochoric specific heat separates into a sum of two terms and the well-known relation
CexV = (∂Sex/∂ lnT )ρ applies, etc.
The excess entropy obeys Sex < 0 because a liquid is more ordered than an ideal gas at the same density and
temperature. As temperature goes to infinity, the system approaches the complete chaos of an ideal gas, so Sex → 0
for T →∞ at fixed density. The relation between excess entropy, potential energy, and temperature is the usual one,
i.e.,
(
∂Sex
∂U
)
ρ
=
1
T
. (A.5)
For the pressure the equation defining the average virial W , i.e., the average of W (R) of Eq. (17), pV = NkBT +W
[10]. This implies that p = pid + W/V . Thus the excess pressure is W/V , which in terms of Fex is given by
W/V = −(∂Fex/∂V )T .
3. The microcanonical expression for the excess entropy
The Heaviside theta function is denoted by Θ(x); recall that this function is unity for positive arguments and zero
for negative,. The dimensionless volume of the set of configurations with potential energy less than U is denoted by
Ω(U) and given by
Ω(U) =
∫
dR
V N
Θ(U − U(R)) . (A.6)
If Xi is one of the 3N particle coordinates and ∂j ≡ ∂/∂Xj, the microcanonical average of Xi∂jU(R) is by definition
〈Xi∂jU(R)〉mc =
∫
(dR/V N )Xi(∂jU(R)) δ(U − U(R))∫
(dR/V N ) δ(U − U(R)) . (A.7)
Following Pauli [42], via the fact that Θ′(x) = δ(x) and a partial integration we get for the numerator
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∫
dR
V N
Xi(∂jU(R)) δ(U − U(R)) = d
dU
∫
dR
V N
Xi(∂jU(R))Θ(U − U(R))
=
d
dU
∫
dR
V N
Xi(∂j (U(R)− U))Θ(U − U(R))
= − d
dU
δij
∫
dR
V N
(U(R)− U) Θ(U − U(R))
= δij
∫
dR
V N
Θ(U − U(R))
= δij Ω(U) . (A.8)
The denominator of Eq. (A.7) is Ω′(U), so all together we get
〈Xi∂jU(R)〉mc = δij Ω(U)
Ω′(U)
. (A.9)
Next, the canonical average of Xi∂jU(R) is calculated. If Z =
∫
dR/V N exp(−βU(R)) is the partition function we
have 〈Xi∂jU(R)〉can =
∫
dR/V N Xi(∂jU(R)) exp(−βU(R))/Z = −kBT
∫
dR/V N Xi∂j exp(−βU(R))/Z, which via
a partial integration gives kBTδij . Since averages are ensemble independent (in contrast to fluctuations), Eq. (A.9)
implies
Ω(U)
Ω′(U)
= kBT . (A.10)
Combined with Eq. (A.5) this implies that (∂Sex/∂U)ρ = 1/T = kB d lnΩ(U)/dU , i.e.,
Sex = kB lnΩ(U) + Const. (A.11)
The constant is determined from the above-mentioned boundary condition Sex → 0 for T → ∞ at constant density.
From Eq. (A.6) we see that the constant is zero. Rewriting finally the definition of Ω(U) as an integral over the
reduced coordinate vector R˜ leads to Eq. (A.1).
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