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Abstract
The aim of this note is to extend the result of Angel and Holroyd [AH11] concerning the
transience and the recurrence of transfinite rotor-router walks, for random initial configuration
of rotors on homogeneous trees. We address the same question on directed covers of finite
graphs, which are also called trees with finitely many cone types or periodic trees. Furthermore,
we provide an example of a directed cover such that the rotor-router walk can be either
recurrent or transient, depending only on the planar embedding of the periodic tree.
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transience.
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1 Introduction
Suppose we are given a finite strongly connected and directed graph G with adjacency matrix
D = (dij)i,j∈G. Using G, one can construct a labelled rooted tree T in the following way. Start
with a root vertex which is labelled with some i ∈ G. Then define the tree recursively such that,
if x is a vertex in T with label i ∈ G, then x has dij successors with label j. The tree T is called
the directed cover of G. Random walks on directed covers of graphs have been studied by Takacs
[Tak97], Nagnibeda and Woess [NW02]. On infinite graphs, their methods have been extended
by Gilch and Mu¨ller [GM11].
Rotor-router walks have been first introduced into the physics literature under the name Eulerian
walks by Priezzhev, D.Dhar et al [PDDK96] as a model of self organized criticality, a concept
established by Bak, Tang and Wiesenfeld [BTW88]. To define a rotor-router walk on a
graph consider on each vertex of the graph an arrow (the rotor) pointing to one of the neighbours
of the vertex. A particle performing a rotor-router walk first changes the rotor at its current
position to point to the next neighbour, in a fixed order chosen at the beginning, and then moves
to the neighbour the rotor is now pointing at. These walks have received increased attention
in the last years, and in many settings there is remarkable agreement between the behaviour of
rotor-router walks and the expected behaviour of random walks. For example, see Holroyd
and Propp [HP10], who showed that many quantities associated to rotor-router walks such as
normalized hitting frequencies, hitting times and occupation frequencies, are concentrated around
their expected values for random walks.
For a bibliographical picture in this context, see also Cooper and Spencer [CS06], Doerr and
Friedrich [DF06], Angel and Holroyd [AH11], and also Cooper, Doerr et al. [CDST06].
On the other hand, rotor-router walks and random walks can also have striking differences. For
example, in questions concerning recurrence and transience of rotor-router walks on homogeneous
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trees, this has been proven by Landau and Levine [LL09]. For random initial configurations
on homogeneous trees, see Angel and Holroyd [AH11]. Furthermore, one can use rotor-router
walks in order to solve questions regarding the behaviour of random walks: for example, in [HS11]
we have used a special rotor-router process in order to determine the harmonic measure, that is,
the exit distribution of a random walk from a finite subset of a graph.
In this note, we extend the result of Angel and Holroyd [AH11, Theorem 6] for rotor-router
walks with random initial configuration of rotors on directed covers of graphs. The proofs are
a generalization of [AH11] and are based on the extinction/survival of an appropriate multitype
branching process (MBP). Such a MBP encodes the subtree on which rotor-router particles can
reach infinity. We also give several examples where different phase transitions may appear. We give
a graph G with two types of vertices and consider its directed cover T with all its possible planar
embeddings in the plane. For the same random initial configuration of rotors on these trees, we
show that the behaviour of the rotor-router walk depends dramatically on the planar embedding.
This corresponds to the fact that different rotor sequence gives rise to different behaviour of the
rotor-router walk.
2 Preliminaries
Graphs and Trees. Let G = (V,E) be a locally finite and connected directed multigraph, with
vertex set V and edge set E. For ease of presentation, we shall identify the graph G with its vertex
set V , i.e., i ∈ G means i ∈ V . If (i, j) is an edge of G, we write i ∼G j, and write d(i, j) for
the graph distance. Let D = (dij)i,j∈G be the adjacency matrix of G, where dij is the number of
directed edges connecting i to j. We write di for the sum of the entries in the i-th row of D, that
is di =
∑
j∈G dij is the degree of the vertex i.
A tree T is a connected, cycle-free graph. A rooted tree is a tree with a distinguished vertex r,
called the root. For a vertex x ∈ T , denote by |x| the height of x, that is the graph distance from
the root to x. For h ∈ N, define the truncated tree T h = {x ∈ T : |x| ≤ h} to be the subgraph of
T induced by the vertices at height smaller or equal to h. For a vertex x ∈ T \ {r}, denote by x(0)
its ancestor, that is the unique neighbour of x closer to the root r. It will be convenient to attach
an additional vertex r(0) to the root r, which will be considered in the following as a sink vertex,
which we call the down sink s´ = r
(0). Additionally we fix a planar embedding of T and enumerate
the neighbours of a vertex x ∈ T in counter-clockwise order (x(0), x(1), . . . , x(dx−1)) beginning with
the ancestor. We will call a vertex y a descendant of x, if x lies on the unique shortest path from
y to the root r. A descendant of x, which is also a neighbour of x, will be called a child. The
principal branches of T are the subtrees rooted at the children of the root r.
Directed Covers of Graphs. Suppose now that G is a finite, directed and strongly connected
multigraph with adjacency matrix D = (dij). Let m be the cardinality of the vertices of G, and
label the vertices of G by {1, 2, . . . ,m}. The directed cover T of G is defined recursively as a rooted
tree T whose vertices are labelled by the vertex set {1, 2, . . . ,m} of G. The root r of T is labelled
with some i ∈ G. Recursively, if x is a vertex in T with label i ∈ G, then x has dij descendants
with label j. We define the label function τ : T → G as the map that associates to each vertex in
T its label in G. The label τ(x) of a vertex x will be also called the type of x. For a vertex x ∈ T ,
we will not only need its type, but also the types of its children. In order to keep track of the type
of a vertex and the types of its children we introduce the generation function χ = (χi)i∈G with
χi : {1, . . . , di} → G. For a vertex x of type i, χi(k) represents the type of the k-th child x(k) of x,
i.e.,
if τ(x) = i then χi(k) = τ(x
(k)), for k = 1, . . . , di.
As the neighbours
(
x(0), . . . , x(dτ(x))
)
of any vertex x are drawn in clockwise order, the generation
function χ also fixes the planar embedding of the tree and thus defines T uniquely as a planted
plane tree. The tree T constructed in this way is called the directed cover of G. Such trees are
also known as periodic trees, see Lyons [LP], or trees with finitely many cone types in Nagnibeda
2
k →
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r
Figure 1: A finite piece of the Fibonacci tree T2 with root of type 2, for the planar embedding
given by χ.
and Woess [NW02]. The graph G is called the base graph or the generating graph for the tree T .
We write Ti for a tree with root r of type i, that is τ(r) = i.
Example 2.1. The Fibonacci tree is the directed cover of the graph G on two vertices with
adjacency matrix
(
0 1
1 1
)
. The (α, β) bi-regular tree with parameters α, β ∈ N is the directed
cover of the graph G on two vertices with adjacency matrix
(
0 α
β 0
)
.
Rotor-Router Walks. On a locally finite and connected graph H, a rotor-router walk is de-
fined as follows. For each vertex x ∈ H fix a cyclic ordering c(x) of its neighbours: c(x) =(
x(0), x(1), . . . , x(deg(x)−1)
)
, where x ∼H x(i) for all i = 0, 1, . . . , deg(x)− 1 and deg(x) is the degree
of x. The ordering c(x) is called the rotor sequence of x. A rotor configuration is a function
ρ : H → H, with ρ(x) ∼H x, for all x ∈ H. By abuse of notation, we write ρ(x) = i if the rotor
at x points to the neighbour x(i). A rotor-router walk is defined by the following rule. Let x be
the current position of the particle, and ρ(x) = i the state of the rotor at x. In one step of the
walk the following happens. First the position of the rotor at x is incremented to point to the
next neighbour x(i+1) in the ordering c(x), that is, ρ(x) is set to i + 1 (with addition performed
modulo deg(x)). Then the particle moves to position x(i+1). The rotor-router walk is obtained by
repeatedly applying this rule.
Recurrence and Transience Suppose now that the graph H is infinite and connected, and let
o be a fixed vertex in H, the root. Start with a particle at o and let it perform a rotor-router
walk stopped at the first return to o. Either the particle returns to o after a finite number of steps
(recurrence), or it escapes to infinity without returning to o, and visiting each vertex only finitely
many times (transience). In both cases, the positions of the rotors after the walk is complete are
well defined. Before starting a new particle at the root, we do not reset the configuration of rotors.
We then start a new particle at the root o, and repeat the above procedure, and so on. This type
of rotor-router walk is called transfinite rotor-router walk, see Holroyd and Propp [HP10]. Let
En = En(H) be number of particles that escape to infinity after n rotor-router walks are run from
o in this way. The following result, due to Schramm states that a rotor-router walk is no more
transient than a random walk. See [HP10, Theorem 10] for a proof.
Theorem 2.2. [Density bound–Schramm] For any locally finite graph, any starting vertex o, any
cyclic order of neighbours and any initial rotor positions,
lim sup
n→∞
En
n
≤ E ,
where E denotes the probability that a simple random walk on H started at the origin o never
returns to o.
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3 Recurrence and Transience of Rotor-Router Walks
We study now the behaviour of transfinite rotor-router walks on directed covers of graphs for
random initial rotor configurations. In particular, we generalize a theorem of Holroyd and
Angel [AH11, Theorem 6] which proves a transition between recurrent and transient phases for
transfinite rotor-router walks on homogeneous trees Tb of degree b, with random initial rotor
configuration (ρ(v))v∈Tb . The random variables ρ(v) are i.i.d on {0, 1, . . . , b}.
For the tree T with root r, the quantity En(T , ρ) represents the number of particles that escape
to infinity after n rotor-router walks are run from r with initial rotor configuration ρ, and E(T )
represents the probability that a simple random walk on T started at r, never returns to r. The
theorem then states the following.
Theorem 3.1 (Angel and Holroyd). For a random i.i.d. initial rotor configuration ρ on the
homogeneous tree Tb, writing v for an arbitrary vertex, we have almost surely
(i) lim
n→∞
En(Tb, ρ)
n
= E(Tb), if E
[
ρ(v)
]
< b− 1; (Transience)
(ii) En(Tb, ρ) = 0 for all n ≥ 0, if E
[
ρ(v)
] ≥ b− 1. (Recurrence)
The discontinuous phase transition above is related to a branching process. The main idea of the
proof is to model the connected subtree of vertices, along which particles may move to infinity, as
a Galton-Watson tree. In the case of directed covers, since we have vertices of different types, we
need to model a multitype branching process (MBP).
Multitype Branching Processes. A multitype branching process (MBP) is a generalization
of a Galton-Watson process, where one allows a finite number of distinguishable types of particles
with different probabilistic behaviour. The particle types will coincide with the different types of
vertices in the direct covers under consideration, and will be denoted by {1, . . . ,m}.
Amultitype branching process is a Markov process (Zn)n∈N0 such that the statesZn = (Z
1
n, . . . , Z
m
n )
are m-dimensional vectors with non-negative components. The initial state Z0 is nonrandom. The
i-th entry Zin of Zn represents the number of particles of type i in the n-th generation. The
transition law of the process is as follows. If Z0 = ei, where ei is the m-dimensional vector
whose i − th component is 1 and all the others are 0, then Z1 will have the generating function
f(z) =
(
f1(z), . . . , fm(z)
)
with
f i(z) = f i(z1, . . . , zm) =
∑
s1,...,sm≥0
pi(s1, . . . , sm)z
s1
1 · · · zsmm , (1)
and 0 ≤ z1, . . . , zm ≤ 1, where pi(s1, . . . , sm) is the probability that a particle of type i has sj
children of type j, for j = 1, . . . ,m. For i = (i1, . . . , im) and j = (j1, . . . , jm), the one-step
transition probabilities are given by
p(i, j) = P[Zn+1 = j|Zn = i] = coefficient of zj in
(
f (z)
)i
:=
∏
k∈G
fk(z)ik .
For vectors z, s, we write zs = (zs11 , . . . , z
sm
m ). Let M = (mij) be the matrix of the first moments:
mij = E[Z
j
1 |Z0 = ei] =
∂f i(z1, . . . , zm)
∂zj
∣∣∣∣
z=1
(2)
represents the expected number of offsprings of type j of a particle of type i in one generation. If
there exists an n such that m
(n)
ij > 0 for all i, j, then M is called strictly positive and the process
Zn is called positive regular. If each particle has exactly one child, then Zn is called singular. The
following is well known; see Harris [Har63].
Theorem 3.2. Assume Zn is positive regular and nonsingular, and let r(M) be the spectral radius
of M . If r(M) ≤ 1, then the process Zn dies with probability one. If r(M) > 1, then Zn survives
with positive probability.
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3.1 Nondeterministic Rotor Configurations on Directed Covers
Recall the setting we are working on: G is a finite strongly connected graph with vertices labelled
by {1, . . . ,m}; for i ∈ G, Ti is the directed cover of G with root r of type i. For a vertex x ∈ Ti
with τ(x) = j ∈ G, we have denoted by x(0) its ancestor, and by x(1), . . . , x(dj) its dj children. We
choose the cyclic ordering c(x) of the neighbours of x to be (x(0), x(1), . . . , x(dj)), and we allow the
initial rotor to point at an arbitrary neighbour in this order. We will embed the tree in the plane
in such a way that the rotors turn in counter-clockwise order, when following this rotor sequence.
Recall also that for some rotor configuration ρ on Ti, we write ρ(x) = k if the rotor at x points to
the neighbour x(k).
Let now D = (D1, . . . ,Dm) be a vector of probability distributions: for each i ∈ G, Di is a
probability distribution with values in {0, . . . , di}. Consider a random initial configuration ρ of
rotors on Ti, such that
(
ρ(x)
)
x∈Ti are independent random variables, and ρ(x) has distribution Dj
if the vertex x is of type j. Shortly
ρ(x)
d∼ Dj ⇐⇒ τ(x) = j. (3)
If (3) is satisfied, we shall say that the rotor configuration ρ is D = (D1, . . . ,Dm)-distributed, and
we write ρ
d∼ D. Performing transfinite rotor-router walks on Ti with D-distributed initial rotor
configuration ρ, we observe a phase transition between the recurrent and transient regimes, similar
to the case of homogeneous trees in Theorem 3.1. For defining the critical point of this phase
transition, we need to introduce some additional definitions.
Consider a general tree T with rotor configuration ρ. For a vertex x ∈ T define the set of good
children as
{
x(k) : ρ(x) < k ≤ dτ(x)
}
. This means that a rotor-router particle starting at a vertex
will first visit all its good children before visiting its ancestor. An infinite sequence of vertices(
xn
)
n∈N with each vertex being a child of the previous one, is called a live path if for every n ≥ 0
the vertex xn+1 is a good child of xn. An end of T is an infinite sequence of vertices x1, x2, . . .
each being the ancestor of the next. An end is called live if the subsequence (xi)i≥j starting at one
of its vertices is a live path.
Denote by E∞(T , ρ) = limn→∞ En(T , ρ) the total number of particle escaping to infinity, when
one launches an infinite number of particles. Recall now an useful result for general trees T , whose
proof can be found in [AH11, Proposition 8].
Proposition 3.3. The total number of escapes E∞(T , ρ) equals the number of live ends in the
initial rotor configuration ρ.
Definition 3.4. For i ∈ G and k ∈ {0, . . . , di} denote by Cji (k) the number of good children with
type j of a vertex x with type i, if the rotor ρ(x) at x is in position k, i.e.,
C
j
i (k) = #
{
l ∈ {k + 1, . . . , di} : χi(l) = j
}
.
We have that
∑
j∈G C
j
i (k) = di − k. Using this definition we can now define a MBP which models
connected subtrees consisting of only good children. In this MBP, pi(s1, . . . , sm) represents the
probability that a vertex of type i has sj good children of type j, with j = 1, . . . ,m. Define the
generating function of the MBP as in (1) and the probabilities pi by
pi(s1, . . . , sm) =
{
Di(k) if for all j = 1, . . . ,m : sj = Cji (k), and k ∈ {0, . . . , di},
0 otherwise,
(4)
with Di(k) = P[ρ(x) = k], for k ∈ {0, . . . , di} and i ∈ G. In the following we always make the
additional assumption that that this MBP is positive regular and nonsingular, such that Theo-
rem (3.2) can be applied. In particular when the rotors point to every neighbour with positive
probability these two conditions are always satisfied. Let M(D) be the first moment matrix — as
defined in (2) — of the MBP with offspring probabilities given in (4). We are now ready to state
our theorem, as an extension of [AH11, Theorem 6].
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Theorem 3.5. Let ρ be an initial random rotor configuration with distribution D = (D1, . . . ,Dm)
on the directed cover Ti with root r of type i, of a finite graph G with m vertices. Let n particles
perform transfinite rotor-router walks on Ti. Then we have almost surely:
(a) Recurrence: En(Ti, ρ) = 0, for all n ≥ 0 and i ∈ G if r
(
M(D)) ≤ 1;
(b) Transience: limn→∞
En(Ti, ρ)
n
= Ei for all i ∈ G if r
(
M(D)) > 1.
The quantity Ei represents the probability that a simple random walk starting at the root r of Ti
never returns to r, and r
(
M(D)) is the spectral radius of M(D).
Proof of Theorem 3.5(a). For any fixed x ∈ Ti with τ(x) = j ∈ G the set of descendants of x that
can be reached via a path of good vertices forms a multitype branching process with offspring
distributions pj(s1, . . . , sm) defined as in (4). The survival/extinction of this MBP is controlled by
the matrix of the first moments M(D) = (mij)i,j∈G.
Since r(M(D)) ≤ 1, the extinction probability is 1 by Proposition 3.2 and the MBP dies almost
surely, hence there are no live paths. Therefore by Proposition 3.3 there are no escapes almost
surely and En(Ti, ρ) = 0. This gives the recurrence of the rotor-router walk with random initial
configuration ρ which is D = (D1, . . . ,Dm)-distributed.
Transience. The transience part in Theorem 3.5 requires some additional work. We can assume
that the direct cover Ti is not isomorphic to single infinite path, since by Theorem 3.1 we have
recurrence in that case for any initial rotor distribution.
The frontier rotor-router process Fρ(n). For a fixed rotor configuration ρ consider the follow-
ing process which generates a sequence Fρ(n) of subsets of vertices of the tree. Fρ(n) is constructed
by a rotor-router process consisting of n rotor-router walks starting at the root r, such that each
vertex of Fρ(n) contains exactly one particle. In the first step put a particle at the root r and set
Fρ(1) = {r}. Inductively given Fρ(n) and the rotor configuration that was created by the previous
step, we construct the next set Fρ(n+1) using the following rotor-router procedure. Perform rotor-
router walk with a particle starting at the root r, until one of the following stopping conditions
occurs:
(a) The particle reaches the down sink s´. In this case we set Fρ(n+ 1) = Fρ(n).
(b) The particle first reaches a vertex x, which has never been visited before. In this case we set
Fρ(n+ 1) = Fρ(n) ∪ {x}.
(c) The particle reaches an element y ∈ Fρ(n). We delete y from Fρ(n), i.e. set F ′(n) = Fρ(n)\{y}.
At this time there are two particles at y, both of which are restarted until stopping condition
(a), (b) or (c) for the set F ′(n) applies to them. Note that since we are on a tree at least one
particle will stop at a child of y after one step, due to halting condition (b).
We will call the set Fρ(n) the frontier of n particles. In the following we give several properties of
the frontier Fρ(n).
Lemma 3.6. The process generating Fρ(n) is always terminating in a finite number of steps and
the set of vertices visited by the particles during this process is finite.
Proof. We prove this by induction. For n = 1 the statement is obviously true.
Let V (n) be the set of vertices visited while computing Fρ(n). Assuming V (n) is finite we know
that after a finite number of steps the rotor-router walk first exits the set V (n) at some vertex x.
If x = s´ we are in case (a) and V (n + 1) = V (n). If x 6∈ Fρ(n) we are in case (b) and we have
V (n+ 1) = V (n) ∪ {x}.
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Figure 2: Fρ(40) on the Fibonacci Tree, for ρ(x) = x
(deg(x)−1)
Finally, if x ∈ Fρ(n) two particles are restarted at x. If both particles visit children of x in the
first step, the process stops and these two vertices are added to V (n). In the case that one of the
particles visits the ancestor of x in the first step, this particle continues its walk until of the three
stopping conditions occurs. Since the first edge that is traversed in the same direction twice is
an edge emanating from the starting vertex (see Angel and Holroyd [AH12, Lemma 8]) the
particle will enter the sink before it will return to x. Hence each vertex of Fρ(n) can be visited at
most once during the formation of Fρ(n+ 1). This means in particular that V (n) is expanded by
only a finite number of vertices.
Remark 3.7. Note that whenever a previously unexplored vertex is reached, it is immediately
added to the set Fρ(n). Hence max{|x| : x ∈ V (n)} = max{|x| : x ∈ Fρ(n)}.
Definition 3.8. For each vertex x ∈ T denote by C(x) = {y ∈ T : y is a descendant of x} ∪ {x}
the cone of x.
Lemma 3.9. C(x) 6= C(y) for all x, y ∈ Fρ(n) with x 6= y. Let ρ′ be the rotor-router configuration
at the end of the process generating Fρ(n). Then for all x ∈ Fρ(n) the rotor configuration in the
cone of x is unchanged, that is, ρ|C(x) ≡ ρ′|C(x).
Proof. This follows immediately from the procedure generating the frontier.
Let
M(n) = max
ρ
max
{|x| : x ∈ Fρ(n)}. (5)
be the maximal height of the frontier Fρ(n). We will need an upper bound for M(n). Since
whenever stopping condition (c) occurs, the frontier moves one level upwards at the vertex of
Fρ(n) that was hit. We have the trivial upper bound of M(n) ≤ n. This bound is tight for general
trees as shows the example of a single infinite path, where the frontier Fρ(n) for n ≥ 2 consists of
a single vertex at distance n − 2 from the root vertex, with the remaining n − 1 particles in the
down sink s´.
In the case of directed covers with irreducible cone types which are not isomorphic to a single path,
M(n) seems to grow logarithmically in n (see Figure 2). For our purposes, a weak upper bound of
the form M(n) ≤ cn for a constant c < 1 is sufficient.
Lemma 3.10. There exists a constant c < 1 such that M(n) < cn, for all n large enough.
Proof. Let x be an element of Fρ(n) with maximal distance M = |x| to the root r. Denote by
p = (r = x0, x1, . . . , xM = x) the shortest path between r and x. Since Fρ(1) = {r} and by the
iterative construction of Fρ(n), there exist 1 = n0 < n1 < · · · < nM = n, such that xi ∈ Fρ(ni) for
all i ∈ 0, . . . ,M . Since T is a directed cover that is not isomorph to a single infinite path, it follows
that for all n big enough, there exist a constant κ > 0, such that #
{
v ∈ p : deg(v) ≥ 3} ≥ κM .
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We want to find a lower bound for ni+2 − ni, that is, for the number of steps needed to replace
xi by xi+2 in the frontier. At time ni, the vertex xi is added to the frontier. The next time after
ni that a particle visits xi halting condition (c) occurs, thus the rotor at xi is incremented two
times. As long as not all children of xi are part of the frontier, every particle can visit xi at most
once, since it either stops immediately at a child of xi on stopping condition (b) or is returned
to the ancestor of xi. Thus at subsequent visits the rotor at xi is incremented exactly once. In
order for xi+2 to be added to the frontier, the rotor at xi has to point at direction xi+1 twice.
Thus replacing xi with xi+2 in the frontier, needs at least deg(xi) particles which visit xi. Hence,
ni+2 − ni ≥ deg(xi)
We have
M−2∑
i=0
ni+2 − ni = nM + nM−1 − n1 − n0 < 2n.
On the other hand, denote by
p2 = #
{
xi : i ∈ {0, . . . ,M − 2} s.t. deg(xi) = 2
}
p3 = #
{
xi : i ∈ {0, . . . ,M − 2} s.t. deg(xi) ≥ 3
}
,
then
M−2∑
i=0
ni+2 − ni ≥
M−2∑
i=0
deg(xi) ≥ 3p3 + 2p2 = 3p3 + 2(M − 1− p3)
≥ p3 + 2M − 2 ≥ (κ+ 2)M − 2κ− 2.
Thus M ≤ 2
κ+2n+ 2, which proves the claim.
The number of particles on the frontier. For the frontier process Fρ(n) defined above, when
starting n rotor particles at the root, we end up with exactly one particle at each vertex of Fρ(n)
and the rest are in s´ = r
(0) (the ancestor of the root). In order to obtain a lower bound for the
cardinality of Fρ(n), we first get an upper bound for the number of particles stopped at s´. This
will be achieved using Theorem 1 from [HP10]. Define
ℓ(n) = {x ∈ Ti : |x| =M(n) and the path from r to x contains no vertex of Fρ(n)}, (6)
where M(n) is defined in (5). By construction, the set Fρ(n) may have “holes”: this means that
Fρ(n) is not a cut in the tree. By introducing the set ℓ(n) in (6), we fill this holes by adding
additional vertices on the maximal level M(n). All these additional vertices were not touched by
a rotor particle during the formation of Fρ(n). Fix n and a rotor configuration ρ, and let
S = Fρ(n) ∪ ℓ(n) (7)
be the sink determined by the frontier process Fρ(n). Denote be T Si the finite tree which is obtained
by truncating Ti at S, i.e. T Si = {x ∈ Ti : C(x) ∩ S 6= ∅}.
Let (Xt) be the simple random walk on Ti. Let Ts´ = min{t ≥ 0 : Xt ∈ s´} and TS = {t ≥ 0 :
Xt ∈ S} be the first hitting time of s´ and S respectively. Consider now the hitting probability
h(x) = hSs´(x) = Px[Ts´ < TS], (8)
that is, the probability to hit s´ before S, when the random walk starts in x. We have h
(
s´) = 1
and h(x) = 0, for all x ∈ S and h(x) = 0 for all x ∈ Ti \ T Si .
Start now n rotor particles at the root r, and stop them when they either reach s´ or S. By the
Abelian property of rotor-router walks (see [AH12, Lemma 24]) and by the construction of the
frontier process Fρ(n) we will have exactly one rotor particle at each vertex of Fρ(n), no particles
at ℓ(n), and the rest of the particles are at s´. In order to estimate the proportion of rotor particles
stopped at s´ we use Theorem 1 from [HP10], which we state here adapted to our case.
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Theorem 3.11 (Theorem 1, [HP10]). Consider the sinks s´ and S as above, and let (Xt) be the
simple random walk on Ti. Let E be the set of edges of Ti and suppose that the quantity
K = 1 +
∑
(x,y)∈E
|h(x) − h(y)| (9)
is finite. If we start n rotor particles at the root r, then∣∣∣h(r)− ns´
n
∣∣∣ ≤ K
n
, (10)
where ns´ represents the number of particles stopped at s´.
Lemma 3.12. The constant K is equal to
K = 1 +
(
M(n) + 1
)(
1− h(r)).
Proof. The function h is harmonic away from the sink: h(x) = 1deg(x)
∑
y∼x h(y), if x /∈ s´∪S, and
h(x) = 0 for x ∈ (Ti \ T Si ) ∪ S. Therefore, there are only finitely many non zero summands in (9).
For a vertex x ∈ T Si \ S and its ancestor x(0), we always have h
(
x(0)
) ≥ h(x), and
h
(
x(0)
)− h(x) = deg(x)−1∑
i=1
(
h(x) − h(x(i))).
Then
K = 1 +
(
h
(
r(0)
)− h(r)) +M(n)−1∑
k=0
∑
x∈Sk
deg(x)−1∑
i=1
(
h(x) − h(x(i))),
where Sk = {y ∈ Ti : |y| = k} represents the k-th level of the tree Ti. For a fixed k
∑
x∈Sk
deg(x)−1∑
i=1
(
h(x)− h(x(i))) = ∑
x∈Sk
h
(
x(0)
)− h(x) = ∑
x∈Sk−1
deg(x)−1∑
i=1
(
h(x) − h(x(i)))
=
∑
x∈Sk−j
deg(x)−1∑
i=1
(
h(x)− h(x(i))), for j = 2, . . . , k − 1
= h
(
r(0)
)− h(r) = 1− h(r).
Summing up over all levels the claim follows.
Corollary 3.13. There is a constant κ ∈ (0, 1), such that #Fρ(n) > κn, for all n large enough.
Proof. From (10), we have
ns
´
n
≤ K
n
+h(r), where ns´ is the number of particles stopping at s´ in the
frontier process Fρ(n). Putting together Lemma 3.10 and 3.12, we obtainK < 1+(cn+1)(1−h(r)).
Putting κ′ = h(r)(1− c)+ c < 1, we get ns´ < κ′n. Since #Fρ(n) = n−ns´ , the claim follows.
Corollary 3.14. Let ρ be an initial random rotor configuration with distribution D = (D1, . . . ,Dm)
on the directed cover Ti with root of type i, of a finite strongly connected graph G with m vertices.
Suppose r (M(D)) > 1. Then there exists δi, ci > 0, such that for all n
P
[
En(Ti, ρ) < δin
] ≤ e−cin, for all i ∈ G.
Proof. Consider n rotor walks particles and build the frontier process Fρ(n). The MBP with
probabilities pi as in equation (4) and r (M(D)) > 1 survives with positive probability pi. Hence,
for each i ∈ G, with positive probability there exists a live path starting at the root of Ti. Existence
of a live path implies that the first particle escapes, hence
P[E1(Ti, ρ) = 1] = pi > 0, for all i ∈ G.
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Denote now by X the set of vertices x ∈ Fρ(n), for which there is a live path starting at x. Then
#X =
∑
x∈Fρ(n) Yx, where the random variables Yx ∼ Bernoulli
(
pτ(x)
)
are independent Bernoulli
random variables. Recall that τ(x) represents the type of the vertex x. By the construction
of Fρ(n), after starting n rotor walks in the root r, we have exactly one rotor particle in each
x ∈ Fρ(n). By Corollary 3.13, we have #Fρ(n) > κn. Hence E[#X ] ≥ #Fρ(n)p > κpn, where
p = mini pi > 0. Let us first prove that
En(Ti, ρ) ≥ #X. (11)
From [HP10, Lemmas 18,19], it suffices to prove (11) for the truncated tree T Hi = {x ∈ Ti : |x| ≤
H}, with H > M(n), i.e.,
En(T Hi , SH , ρH) ≥ #X. (12)
En(T Hi , SH , ρH) represents the number of particles that stop at SH = {x ∈ Ti : |x| = H} when
we start n rotor-router walks at the root of Ti and rotor configuration ρH (the restriction of ρ on
T Hi ). In the tree T Si , truncated at the frontier S, start n particles at the root, and stop them when
they either reach S or return to s´. Moreover, the vertices at distance greater than M(n) were
not reached, and the rotors there are unchanged. Now for every vertex x in X restart one particle.
Since there is a live path a x the particle will reach the level H without leaving the cone of x, at
which point the particle is stopped again. Hence if we restart all particles which are located in
Fρ(n) at least #X of them will reach level H before returning to the root. Because of the abelian
property of rotor-router walks, (12) follows, therefore also (11).
Using the Chernoff bound, there exists δi ∈ (0, 1) such that
P
[
En(Ti, ρ) < δin
] ≤ P[#X < δin] ≤ P[#X < δi
κp
E[#X ]
]
≤ exp
{
−
(
1− δi
κp
)2
2
E[#X ]
}
≤ exp
{
−
(
1− δi
κp
)2
2
κpn
}
.
We can then choose ci > 0 such that
P
[
En(Ti, ρ) < δin
] ≤ e−cin,
which proves the statement.
We shall also need [AH11, Lemma 25] which holds for general trees.
Lemma 3.15. For a graph G with m vertices and Ti its directed cover with root r of type i ∈ G, let
Tχi(1), . . . , Tχi(di) be its principal branches rooted at the children r(k) of the root, with k = 1, . . . , di.
Let ρ be some rotor configuration on Ti and ρk be its restriction on the tree Tχi(k). For each i ∈ G,
let
li = lim inf
n→∞
En(Ti, ρ)
n
and lki = lim inf
n→∞
En(Tχi(k), ρk)
n
, k = 1, . . . , di.
Then
li ≥ 1− 1
1 +
∑di
k=1 l
k
i
= 1− 1
1 +
∑
j∈G dij lj
. (13)
The probability Ei that a simple random walk (Xt) on Ti never returns to the root satisfies an
relation similar to (13). If r is the root of Ti, then Ei = Pr[Xt 6= s´, ∀t ≥ 0]. Factorizing the
random walk on Ti with respect to the first step, we get
(
1− Ei
)(
di + 1−
m∑
j=1
dij
(
1− Ej
))
= 1,
which gives
Ei = 1− 1
1 +
∑
j∈G dijEj
(14)
We are now able to prove the transience part in Theorem 3.5.
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Proof of Theorem 3.5(b). For each i ∈ G, let
li = lim inf
n→∞
En(Ti, ρ)
n
.
Using Borel-Cantelli Lemma for the events in Corollary 3.14, it follows that for each i, there exists
δi such that
P
[
lim sup
n→∞
En(Ti, ρ)
n
< δi
]
= 0.
Since
P
[
lim sup
n→∞
En(Ti, ρ)
n
< δi
]
= 1− P
[
lim inf
n→∞
En(Ti, ρ)
n
≥ δi
]
,
we have P[li ≥ δi] = 1, with δi > 0. Let ai be some positive constants such that li ≥ ai for all i.
Then
li ≥ 1− 1
1 +
∑
j∈G dijaj
a.s.
Applying this repeatedly gives that for all i, li is greater or equal to the fixed point of the iteration
ai 7→ 1− 1
1 +
∑
j∈G dijaj
from Rm 7→ Rm. The return probabilities Ei are also solutions of the same fixed point equation
(14). Hence li ≥ Ei. On the other hand, by Theorem 2.2 we have li ≤ Ei, which implies
lim
n→∞
En(Ti, ρ)
n
= Ei, for all i ∈ G,
if r(M(D)) > 1, which proves the desired.
Remark 3.16. For a supercritical positive regular multitype branching process, in the event of
nonextinction, the genealogical tree has branching number r(M). Like above, M represents the
matrix of the first moments of the MBP, and r(M) its spectral radius.
This means that in the transient case we have r(M(D)) = br(D), where br(D) is the branching
number of the genealogical tree with offspring distributions as given in (4). For more information
on the relation between the spectral radius of a branching process and the branching number, see
Lyons [Lyo90].
3.1.1 Examples
Example 3.17. Let us first consider a generalized Fibonacci tree depending on the parameter
α ∈ N. Consider the graph G with adjacency matrix
D =
(
0 α
1 1
)
,
and Ti its directed cover with root of type i = 1, 2. Depending on the values of α, the rotor-router
walk on Ti can be either transient or recurrent. If α = 1 we get the Fibonacci tree, and for α = 2
we get the binary tree. On such trees we take a random initial configuration of rotors which is
uniformly distributed on the neighbours. Since these trees have 2 types of vertices (first type 1
with α children of type 2, and second type 2 with 1 child of type 1 and one of type 2), we have
D = (D1,D2), with D1 = Uniform(0, . . . , α) and D2 = Uniform(0, 1, 2). Consider the following
generation function χi:
χ1(1) = . . . = χ1(α) = 2 and χ2(1) = 1 and χ2(2) = 2.
The transition probabilities pi, i = 1, 2 defined in (4), which model a MBP consisting of only good
children are then given by:
p1(0, 0) = . . . = p1(0, α) =
1
α
and p2(0, 0) = p2(1, 0) = p2(1, 1) =
1
3
.
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k →
χai (k) 1 2 3
i→
1 2
2 2 1 1
(a) recurrent
k →
χbi(k) 1 2 3
i→
1 2
2 1 2 1
(b) critical
k →
χci(k) 1 2 3
i→
1 2
2 1 1 2
(c) transient
Figure 3: Different planar embeddings of the same tree.
For the generating functions f i(z), with z = (z1, z2) we then get:
f1(z) =
1
α+ 1
(
1 + z2 + z
2
2 + · · ·+ zα2
)
f2(z) =
1
3
(1 + z1 + z1z2).
The behaviour of rotor-router walks on directed covers of graphs is controlled by the matrixM(D)
of the first moments of the MBP defined above. The entries of M(D) can be computed using (2),
and for this particular example we have
M(D) =
(
0 α/2
2/3 1/3
)
.
The spectral radius is r(M(D)) = 16
(
1 +
√
12α+ 1
)
. Therefore, the rotor-router walk is
• recurrent for α ≤ 2
• transient for α > 2.
In particular, the rotor-router walk on the Fibonacci tree and on the binary tree is recurrent. Note
here the contrast with the simple random walk which is transient.
The next example shows a case where different planar embeddings of the same tree, gives rise to
changes in the recurrence/transience of the rotor-walk with random initial rotor configuration.
Example 3.18. Consider a generating graph with 2 vertex types and adjacency matrix
D =
(
0 1
2 1
)
.
There are three possible planar embeddings χa, χb and χc, which are shown in Figure 3 together
with the directed covers they generate. On these trees we perform transfinite rotor-router walks
where the rotors are initially distributed according to the uniform distribution on both types on
vertices. The following table shows the generating functions, the first moment matrix and spectral
radius of the associated MBP in all cases.
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generating function 1st moment matrix spectral radius
χa
Figure 3a
f1(z) =
1
2
(z2 + 1)
f2(z) =
1
4
(z21z2 + z
2
1 + z1 + 1)
M =
(
0 12
5
4
1
4
)
r(M) =
√
41+1
8 < 1
χb
Figure 3b
f1(z) =
1
2
(z2 + 1)
f2(z) =
1
4
(z21z2 + z1z2 + z1 + 1)
M =
(
0 12
1 12
)
r(M) = 1
χc
Figure 3c
f1(z) =
1
2
(z2 + 1)
f2(z) =
1
4
(z21z2 + z1z2 + z2 + 1)
M =
(
0 12
3
4
3
4
)
r(M) =
√
33+3
8 > 1
Hence depending only on the planar embedding the rotor-router walk is either recurrent (for χa),
recurrent in the critical case (for χb) or transient (for χc). Another interpretation of this example
is: on the same tree (forgetting now about the planar embedding) different rotor sequence gives
rise to different behaviour of the rotor-router walk, for random initial configuration of rotors.
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