The leverage effect has become an extensively studied phenomenon which describes the (usually) negative relation between stock returns and their volatility. Although this characteristic of stock returns is well acknowledged, most studies of the phenomenon are based on cross-sectional calibration with parametric models. On the statistical side, most previous works are conducted over daily or longer return horizons, and few of them have carefully studied its estimation, especially with high frequency data. However, estimation of the leverage effect is important because sensible inference is possible only when the leverage effect is estimated reliably. In this paper, we provide nonparametric estimation for a class of stochastic measures of leverage effect. In order to construct estimators with good statistical properties, we introduce a new stochastic leverage effect parameter. The estimators and their statistical properties are provided in cases both with and without microstructure noise, under the stochastic volatility model. In asymptotics, the consistency and limiting distribution of the estimators are derived and corroborated by simulation results. For consistency, a previously unknown bias correction factor is added to the estimators. Applications of the estimators are also explored. This estimator provides the opportunity to study high frequency regression, which leads to the prediction of volatility using not only previous volatility but also the leverage effect. The estimator also reveals a theoretical connection between skewness and the leverage effect, which further leads to the prediction of skewness. Furthermore, adopting the ideas similar to these, it is easy to extend these methods to other important aspects of stock returns, such as volatility of volatility.
Many later works either compare the two effects or seek to argue that they can both be at work [Nelson (1991) , Engle and Ng (1993) , Glosten, Jagannathan, and Runkle (1993) , Bekaert and Wu (1997) and Wu (2001) , Hasanhodzic and Lo (2011) ]. While there is little agreement concerning the fundamental causes behind the leverage effect, that is not the focus of this paper.
As most early studies are conducted over daily or longer time horizons, it is worthwhile to examine this phenomenon with high frequency data, which provides the opportunity to explore more closely the relation between stock price and its own volatility. Some recent work has demonstrated that the volatility asymmetry still appears over fairly small time intervals. But some new aspects are added as both very good and bad news increase volatility, with the latter having a more severe effect [Barndorff-Nielsen, Kinnebrock, and Shehpard (2008b) , Chen and Ghysels (2011) ]. Also, the leverage effect decays exponentially as the time lag between return and volatility increases. In the literature, the peak effect is obtained at instantaneous correlation between return and volatility [Bollerslev, Litvinova, and Tauchen (2006) , Bouchaud, Matacz, and Potters (2001) ] 1 . This corresponds to our definition of the leverage effect as being instantaneous. For further discussion of this effect, see the end of Section 2.2.
Although many papers deal with the source or new properties of the leverage effect, few have tried to rigorously estimate it, which is critical for supporting any conclusive claims. There are actually many pitfalls if simple correlation estimators are applied to the estimation of the leverage effect.
Those estimators lose consistency with high frequency data [Aït-Sahalia, Fan, and Li (2011)] . It is the purpose of this article to construct nonparametric estimators of leverage effects in a stochastic volatility model. This paper defines a new general form of the leverage effect as the covariance (a covariation, to be precise) between the stock return and a function of its volatility. A first study of the classical equi-distant sampling case without microstructure noise serves as the foundation for study (later in the paper) of more complicated cases and provides some insights into the estimation problem. Even with equi-distant observations without microstructure noise, this paper discovers a bias correction factor which is critical to obtaining consistency. The bias correction factor may also have a substantial impact on the estimated value since it functions as a magnifier, especially when estimates are close to zero. This factor is previously unknown. It is not hard to conjecture that when the situation becomes more complicated as market microstructure noise is presented, the bias 1 The relative change between time lag and lagged leverage effect should be maintained, even if the consistency may be an concern, since the consistency can be achieved by a bias correction multiplier from our study shown later. correction factor may play an even more important role in estimation. Indeed, as estimators of the leverage effect for this case are derived, the bias correction factor is found to be bigger than that in the case with uncontaminated continuous price paths. As is emphasized by [Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a) and Renault and Werker (2009) ] in their studies, it is more natural to work with irregularly spaced data in practice. Based on the results in equi-distant cases, the extension of estimators to irregularly spaced data can be constructed in a similar way, with some adaptations.
Statistical properties such as consistency and asymptotic distribution are carefully studied in different settings. These asymptotic properties have applications to hypothesis testing (e.g. for model checking) and constructing confidence intervals. To examine the theoretical results in data, simulations, which further corroborate all the theoretical findings, are provided .
There are many ways to apply the estimators of the leverage effect depending on the practical purpose. One way to explore the potential application of the estimators is embedded in the definition of the stochastic parameter of the leverage effect. According to the definition, one specific choice of the function imposed on volatility gives rise to a unique relation between the leverage effect and skewness, which will help to estimate skewness consistently. This may introduce further applications in hedging strategy or new product design (see Neuberger (2011) ). Another carefully chosen function of volatility can simplify the estimation of high frequency regression coefficients. This leads to an interesting discovery in volatility prediction. The empirical study with Microsoft stock data (2008) (2009) (2010) (2011) shows strong predictive power of a term containing the leverage effect on the next period volatility. The power is comparable to that of current period volatility which is believed to be the most significant term in volatility prediction.
The main results of this paper will be given in Sections 2 and 5. The data generating mechanism and model setting can be found in Section 2.1. The (stochastic) parameter of the leverage effect is defined in Section 2.2. Based on this, for the case without microstructure noise, the estimator and limit theorems can be found in the following Section 2.3 and Section 2.4. Simulation results are provided in Section 3. Results that corroborate the theorems can be found in Section 3.1. Section 4 studies the case where market microstructure noise is present in the data. The estimator and limit theorems for this case are provided in Section 4.1 and Section 4.2. Simulation results are also provided in Section 5. The extension to irregularly spaced data can be found in Section 6. Section 7 shows the relation between leverage effect and skewness. Section 8 implements an application of the leverage effect in high frequency regression. The details of empirical studies are in Section 9. Section 10 provides the conclusion. Proofs are in the Appendix.
2 Main Results.
Data Generating Mechanism
In general, we shall work with a broad class of continuous semimartingales, namely Itô processes. In econometrics and financial mathematics studies, this is the most popular model for log price processes due to no-arbitrage considerations [Delbaen and Schachermayer (1994 ].
Definition 1. A process X t is called an Itô process provided it satisfies
where µ t and σ t are adapted càdlàg locally bounded random processes, and W t is a Wiener process.
The underlying filtration will be called (F t ). The probability measure will be called P .
The integrated variance process is given as
The process (2) is also known as the quadratic variation of X. We shall sometimes also use the term "integrated volatility."
We further assume that σ t is also an Itô process (see the next section for discussion of this)
where B t is another Wiener process independent of W t , and a t , f t , and g t are all assumed to be Itô processes.
Clearly, in this Stochastic Volatility (SV) model, X t corresponds to the log return process and σ t is its own volatility process. Both processes have a common driving Wiener process W t , which accommodates the leverage effect.
To summarize the technical requirements, specify exact conditions as follows:
Assumption 1. The system satisfies (1) and (3), where X and σ are continuous processes (the continuous modification). We assume that all the coefficients f t , g t , a t , µ t are locally bounded in absolute value. We also assume that σ t is locally bounded away from zero. 2
The parameter: A definition of leverage effect
As we have seen in the introduction, the literature offers various perspectives on how to specify a parameter for this effect, cf. also the discussion below in this section. This paper concentrates on the estimation of the following stochastic parameter:
Definition 2. The stochastic parameter of the contemporaneous leverage effect is defined as the quadratic co-variation between X t and F (σ 2 t )
where we suppose that
The incorporation of the function F allows more flexibility and a wider range of applications when different forms of volatility are of interest, such as log volatility processes which tend to be more stationary over time as implied by many empirical studies. The actual choice of F will depend on the practical purpose and empirical evidence. The inclusion of this function can also help reveal some interesting connection between leverage effects and other statistics. Further interpretation of this specification will be seen in Section 7 and Section 8.
We stop here for a moment to reflect on the definitions. First of all, we work with continuous processes. The interface with jump processes remains to be explored. The latter permits additional concepts of asymmetry, in particular the semivariance of Barndorff-Nielsen, Kinnebrock, and Shehpard (2008b) . The connection between semivariance and the leverage effect (and skewness, cf. Section 7)
in this paper is an important question which we leave for future investigation. This is necessarily a complex matter, as it involves a different model of the price process (continuous paths vs. jumps).
Once one works with continuous paths, the assumption that the leverage effect is instantaneous is both natural in a semimartingale model for σ t , and is empirically supported by the finding in Bollerslev, Litvinova, and Tauchen (2006) , where it was shown that that the connection between 2 To get from local boundedness to results that cover the whole time imterval, use arguments as in Chapter 2.4.5 (p.
160-161) of Mykland and Zhang (2012) . |σt| is locally bounded from above by continuity. The assumptions guarantee that the equivalent martingale measure for X exists locally. This is used in the proofs, cf. the beginning of Section A.1.
return and volatility is most significant when the time lag is 0. This does not contradict the fact that the effect can appear at a greater time lag, as documented by Chen and Ghysels (2011) .
As far as the Itô process (continuous semimartingale) assumption is concerned, this assumption appears frequently both on the options pricing side [Hull and White (1987) , Stein and Stein (1991) , Heston (1993) , Ball and Roma (1994) The above is, of course, a set of theoretical considerations. We finally appeal to the results in Section 9 to show that our current definition of volatility asymmetry does find something empirically relevant: we substantially improve the prediction of next-period volatility using the current-period leverage effect.
Estimation in the Absence of Microstructure Noise
As the first step, we shall work with the equally spaced case for the process X t ; specifically it is observed every ∆t n,i+1 = ∆t = T n units of time, at times 0 = t n,0 < t n,1 < t n,2 < . . . < t n,n = T . Furthermore, we divide observed values into K n blocks, with block size M n = [c √ n] (except possibly for the first and last block, which does not matter for the asymptotics), for some constant c. The boundary points are on the grid H = {0 < τ n,1 < τ n,2 < · · · < τ n,Kn−1 ≤ T }, where
The factor 2 in the first equation above might look unnatural to be included. However, it is crucial for the consistency of the estimator. See Remark 3 for a discussion of this previously unknown factor.
Theorem 1. Under Assumptions 1-2, as n → ∞ and T fixed,
In practice, the non-centered version can be applied with less programming effort. Therefore, our later simulation mainly adopts the non-centered version of estimator.
Remark 3. The origin of the factor 2 in the estimator can be found in the proof of Theorem 1. For intuition, however, we give here a verbal explanation of the source of this adjustment constant. Let us consider the case where F (x) = x. Sinceσ 2 t is a consistent estimator of σ 2 t , then the first multiplication (X τ i+1 − X τ i )(σ 2 τ i+1 − σ 2 τ i ) already gives a consistent (though infeasible) estimator of the leverage effect in the interval (τ i , τ i+1 ]. Then one may expect the remainder term (
, the product does not converge to zero but to one half of the leverage effect. To see why it is one half, note that each increment
∆t term is roughly an (inconsistent) estimator of σ 2 t j . Thus the cross product gives an average of leverage effects over (
t is considered to be constant over (τ i , τ i+1 ], that average of leverage effects will give a value of about half of the leverage effect over the entire interval. Hence we have reduced the estimation of leverage effect by half. An adjustment factor of 2 therefore needs to be added to achieve consistency.
Estimation of asymptotic variance
Under Assumptions 1-2, as n → ∞ and T fixed,
and
stably in law 7 , where Z 1 is a standard normal random variable and independent of F T .
Notice that the limiting distribution Z 1 is the same in both limits. In other words, the difference between the two statistics converges to zero in probability. With this feasible CLT one can conduct hypothesis testing and construct confidence interval about the leverage effect parameter.
Remark 1 (continued). The result (13) opens paths to estimating the tuning parameter c in (9). We here outline two approaches.
Method 1: The conceptually simplest possibility is to pick c = arg min{G 1 n + G 2 n } over a suitable grid of c's. If the grid is nested and becomes dense as n → ∞, this automatically provides a consistent estimator of c.
Method 2: Since Method 1 is computationally heavy, we here also propose an alternative two step method. Fix an initial value c 0 , and compute (G 1 n + G 2 n )(c 0 ). On the other hand, we can reduce estimation of γ 2 = T 0 (F (σ 2 t )) 2 σ 6 t dt to the local estimation of volatility by the methods in Section 4.1 in Mykland and Zhang (2009) . Call this latter estimateγ 2 . We thus obtain that c −1
A consistent estimate of c 2 is thus given from (9) aŝ
The two methods can be used together, with the second providing a starting point for seaching for a minimum in Method 1.
Simulation Results
All simulation results are based on 10000 sample paths while varying the sample size n, function F and optimal choice of c (path dependent). In the simulation, the properties of the estimator are studied with the Heston model [Heston (1993) ]. In order to corroborate the theoretical limit distribution, the distribution of the statistic in Theorem 1
, and the statistics in Theorem 3,
are studied. So if the asymptotics correctly predict small sample behavior, the distributions should be close to the standard normal distribution.
The Heston model used in the simulation is of the form:
Normality demonstration
In the simulation, the true log price is simulated from the Heston model with broadly realistic parameter values: κ = 5, θ = 0.04, γ = 0.5, ρ = − √ 0.5 over 1 trading day. Two different sampling frequencies are studied to examine the small sample behavior. The first is when the data are observed at one minute frequency, which corresponds to sample size 390. The second is when the data are observed at every second, which corresponds to sample size 23400. The results are given in Table 1 .
Estimation with Microstructure Noise
It is well known that markets are not so ideal that log price processes can be simply represented by pure semimartingales. This has long been thought about as "microstructure", see, for example, Roll (1984) , O'Hara (1995) , Harris (1990) and Hasbrouck (1996) . In the context of high frequency data, such microstructure was originally observed through the so-called signature plot (introduced by Andersen, Bollerslev, Diebold, and Labys (2000) , see also the discussion in Mykland and Zhang 
Several approaches 8 seek to deal with microstructure noise while estimating integral volatility, and they shed light on how to proceed in the estimation of leverage effects in the similar situation. Among these approaches, this paper has focused on pre-averaging. The pre-averaging method [Jacod, Li, Mykland, Podolskij, and Vetter (2009) , Podolskij and Vetter (2009a) , Mykland and Zhang (2011a)] provides a plausible way to solve the problem with microstructure. Therefore all of the following discussion will be in the framework of pre-averaging and the blocking method will be adjusted as follows:
The contaminated log return process Y t is observed every ∆t n,i = T n units of time, at times 0 = t n,0 < t n,1 < t n,2 < . . . < t n,n = T . Assumption 3.
2 ) and t ⊥ ⊥ the W and B processes, for all t.
We also assume that t 's have finite fourth moment, and are independent of both return and volatility processes.
We can also relax these assumptions, cf. the development in Mykland and Zhang (2011a) .
Here two nested levels of blocks will be required. The first level of blocks defines the range of pre-averaging and the second one implements a blocking idea similar to that in the case without noise in section 2.3.
Blocks are defined on a much less dense grid of τ n,i , also spanning [0, T ], so that
(the last block, however, includes T). We define the block size by
In principle, the block size M n,i can vary across the trading period [0, T ], but for this development we take M n,i = M n : it depends on the sample size n, but not on the block index i.
We then use as an estimated value of the efficient price in the time period [τ n,i , τ n,i+1 ):
Treating the estimated efficient price as a new data frame, we proceed as in Section 2.3 but with X t replaced byX t , n by n = n/M n (up to rounding), and t n,i by τ n,i . Furthermore, we divideX t values into K n blocks, with block size L = L n = [c √ n ] (except possibly for the first and last block, which does not matter for the asymptotics), for some constant c. The boundary points are on the grid
The case with microstructure noise
In the case with microstructure noise, the data blocking mechanism will be similar to that just stated, but less complicated where
]. The interval between successive observations is now ∆t = ∆t n = t n,j+1 − t n,j = T /n.
Note that the factor 2 in the previous proposed estimator in equation (5) is now changed to 3
instead. This change is due to the pre-averaging method we adopted first in order to asymptotically eliminate the impact of noise on the estimation. The change is consistent with the adjustment to estimate realized volatility by pre-averaging, cf. Jacod, Li, Mykland, Podolskij, and Vetter (2009) .
Theorem 4. Under Assumptions 1-3, as n → ∞ and T fixed,
stably in law 9 , where Z is a standard normal random variable and independent of F T .
The optimal c and c 1 that minimize the asymptotic variance are derived as follows:
where A = 16
In practice, c and c 1 can be estimated by minimizing G 1 n + G 2 n defined in the next section, over a suitable grid of c's and c 1 's. If the grid is nested and becomes dense as n → ∞, this automatically provides a consistent estimator of c and c 1 .
Estimation of asymptotic variance
By the same methods as in the proof of Theorem 1, we have the following convergences in probability
The equation (27) gives the estimation of the asymptotic variance. With this estimation, a feasible version of the central limit distribution can be derived.
Theorem 5. Under Assumptions 1-3, as n → ∞ and T fixed,
stably in law 10 , where Z 1 is a standard normal random variable and independent of F T .
Simulation for the case with microstructure noise
Similarly to the case without microstructure noise, the small sample behavior of the asymptotic normality can be demonstrated by simulating the statistics
The Heston model is once again applied in the simulation. The parameterization is the same with κ = 5, θ = 0.04, γ = 0.5, ρ = − √ 0.5. The true log price process is latent. It is contaminated by market microstructure as in equation (17). The standard deviation of noise is set to be a = 0.0005. This is also a realistic value in practice. Since the first step of pre-averaging consumes part of the data and reduces the sample size for the second step of estimation, the choices of n are bigger than those in the case without noise. The frequency is chosen as one second, which produces 23400 observations in each trading day. The results corroborate the theorem and are demonstrated in 
Irregularly Spaced Data
So far our analysis in cases both with and without microstructure noise has been based on measuring prices at regularly spaced intervals. In some ways it is more natural to work with prices measured in tick time and so it would be desirable to extend the above theory to cover irregularly spaced data. Assumption 4. The observation times (t n,i ) satisfy the condition that:
where
G (s) is locally bounded away from 0, and G is bounded.
With the change of time under the assumption(T), the stochastic volatility model can be written as:
where W e and B e are independent Wiener processes.
Proposition 1. The leverage effect in Definition 2 satisfies X, F (σ 2 ) T = Z, F (s 2 ) T .
Proof:
With all index notation kept the same as in section 2.3, the estimator of Z, F ( s 2 G ) T can be constructed similar to equation (5), with one adaptation:
The CLT, estimation of asymptotic variance, and feasible CLT follow for the estimator Z, F (s 2 T as in the equi-distant case without microstructure noise. The results for the case with microstructure noise can be derived analogously. Considering the contaminated process
, with all index notation kept the same as in section 4, the estimator of the leverage effect can be constructed as follows:
We emphasize that this estimator is feasible (observable), since both contaminated price Y t and observation times t n,i and λ n,i are directly observable from the market.
The CLT, estimator of asymptotic variance and feasible CLT can be derived in a similar manner as when observations are regularly spaced.
Leverage Effect and Skewness
From [Mykland and Zhang (2009) , Section 2.5], leverage effect(F (x) = x) and skewness have a close relationship. For equi-distant data, the skewness of returns in high frequency data satisfies (as n → ∞)
where Z is a standard normal random variable. This is a biased and inconsistent estimator, but it is interesting to find that leverage effect appears on the right hand side. When the mean is removed in blocks of size M , this empirical skewness converges to the leverage effect plus a mixed normal error:
Z M is chosen differently in this paper and in [Mykland and Zhang (2009)] . It is a constant instead (i.e., M does not grow with n). This tells us that in the case where skewness is hard to estimate directly, the consistent estimation proposed by this paper provides an alternative way to estimate skewness.
To further emphasize that we are indeed estimating a form of skewness by the leverage effect, we now consider the predictable instantaneous skewness:
We obtain Proposition 2. Subject to regularity conditions, as n → ∞,
It should be noted that since E ∆X 3 t n,i+1 |F t i is an unobservable quantity, this proposition also does not yield a method of estimation. It does, however, clarify the relationship between skewness and leverage effect.
The existence of a connection between skewness and the leverage effect has previously been noted in Meddahi and Renault (2004) , see the discussion following Proposition 3.4 (p. 370).
Leverage Effects and Regression Coefficients
The estimation of leverage effects also has an application to estimating the regression coefficient of the volatility on its own log return. On one hand, the existence of leverage effect implies the relation of volatility and the log return as stated below:
On the other hand, the leverage effect specified as X, log σ takes the following form:
Equations (33) and (34) suggest two ways of applying the estimation of leverage effects (F (x) = x and F (x) = 1 2 log(x)) to the estimation of the regression coefficient of the volatility process on its own log return process. The second method only involves lower orders of the volatility process, and is thus comparatively robust. We will use this method in the next section.
Empirical Study
In the empirical study, we employ Microsoft stock trades data from the New York Stock Exchange (NYSE TAQ). The years under study are 2008 through 2011. Even though the stock is traded between 9:30 am and 4:00pm, the window 9:45am-3:45pm is chosen in the empirical analysis. The reason for choosing this window is that a vast body of empirical studies documents increased return volatility and trading volume at the open and close of the stock market [Chan, Chockalingam, and Lai (2000) and Wood, McInish, and Ord (1985) In section 8, we explored intra-day high frequency regression. It is clear that two forms of the leverage effect reveal the relation between volatility and return in the regression model. One way to extrapolate this intra-day behavior to between-day volatility prediction is to include the previous day's return but scaled by a time-varying leverage effect. Technically, all regressors are now in the drift term.
Since we are not trying to discover the best model calibration for volatility prediction, but rather to investigate the predictive power of return scaled by leverage effect, the prediction model is simply a linear regression (or AR (2)). Though this may not be a very sophisticated model, the results can still improve understanding the role of leverage effects in volatility prediction :
• The integrated volatility
σ 2 t dt can be estimated by various methods. In this empirical study, the pre-averaging method [Jacod, Li, Mykland, Podolskij, and Vetter (2009) ] is adopted.
• ∆X t i− denotes the overnight log return.
• t i t i−1 2f t dt can be estimated by the proposed leverage effect estimator in this paper when setting
• The inclusion of lagged volatilities and overnight returns is due to the empirical finding of volatility clustering.
In this study, since we do not consider the case with jumps involved, we first remove the days with jump activities applying the jump test from Lee and Mykland (2012) . 11 Alternatively, one can also apply the jump tests as in Aït-Shalia and Jacod (2009), Barndorff-Nielsen and Shephard (2004) , Barndorff-Nielsen and Shephard (2006) , Mancini (2001) , Podolskij and Ziggel (2010) , and other work by the same authors.
We also follow the convention by pre-averaging the data over every 5 minutes in the first step.
We explore the volatility prediction over a 2-day period, a longer period than one day, because of the comparatively slower convergence rate of the estimators as discussed in Section 5. In order to check the robustness, we also repeat the regression replacing return scaled the leverage effect by return itself.
The prediction results are shown in the Table 3 . And the time series plot of the estimated leverage effect is give in Figure 1 . Table 3 : 2-day ahead volatility prediction results with Microsoft 2007-2010 data. RV t denotes the estimated integrated volatility at day t; R t− denotes overnight return for day t; RLE denotes the log return scaled by leverage effect at day t (estimated leverage effect × log return). R t−1 denotes the previous period return itself without scaling. "SS explained" denotes the sum of squares gained by adding each co-variate in the order presented in the table.
"SS explained" is the main indicator to show whether return scaled by leverage effect has a big contribution to the prediction of leverage effect. The first column of p-valued based on t-test is given just as reference information. Of course, since the co-variates are not independent from the response variable, this statistics cannot really tell whether the corresponding covariate should be included in the model. The third column gives the collinearity diagnostic by variance inflation factors (vif) (see, for example, Weisberg (2004)).
Since almost all vif values are close to 1, one can consider the covariates not to be collinear with each other. The sum of squares explained by the return scaled by the leverage effect (RLE) are substantial even when this term is included in the model last. Most of these sums of squares are comparable with the sum of squares explained by the previous day's volatility, which is believed to be the most significant factor for volatility prediction [Engle (1982) , Bollerslev (1986) ]. In all cases, RLE has stronger predictive power than the two-period lagged integrated volatility does. This strongly suggests the inclusion of return scaled by leverage effect into any model trying to predict next-period's volatility. The predictive power of a time-varying leverage effect estimator is consistent with earlier work by Engle and Ng (1993) and Chen and Ghysels (2011) , but here appears in a new form. In addition, the previous period return does not contribute to the sum of squares as much as the one scaled by the leverage effect. In some case, the previous period return is not significant while the return scaled by the leverage effect explains significant amount of sum of squares.
Conclusion
This paper provides nonparametric estimators of the leverage effect, and analyzes them both theoretically and in simulation. The definition of the stochastic parameter of the leverage effect involves a twice differentiable monotone function. Even though the reliance of the estimation on higher moments of volatility is of concern in practice, the carefully chosen function F can help to reduce the order of moments required and provide robust results. Other benefits of this function can be easily seen in the discussion of the connection between the leverage effect and skewness. While the sum of intra-day cubic returns is not a consistent estimator of skewness, the p-skewness (Section 7) can instead be estimated consistently by the leverage effect estimators proposed in this paper. The related properties of p-skewness can also be studied by the results provided here. Clever choices of the function F can also reduce the work of calculation, such as the estimation of high-frequency regression coefficients.
Instead of estimating both leverage effects and also realized volatility, a different form of the leverage effect can serve as the estimated coefficient (Section 8). If the properties of the estimated coefficient are of interest, it is more attractive to apply the method in equation (34), whose statistical properties have already been studied in this paper, than to apply the first ratio statistic in equation (33) whose statistical properties require further efforts to investigate.
The bias correction factors in the estimators contribute to an important finding in this paper and are previously unknown. They not only provide the consistency of the estimation, but also imply that simple covariance estimators tend to underestimate the leverage effect, especially when the values of the leverage effect are close to zero. The amplifying factors play a vital role of bias correction in the estimation.
The empirical studies demonstrate the importance of the leverage effect in volatility prediction.
Even though the simple regression (or AR(2)) model is adopted in the study, the explanatory power of RLE is surprisingly high. It is almost of the same magnitude as the predictive power of the current period volatility which is widely considered to be the main source of variation in volatility prediction.
This suggests that time-varying leverage effects should be included additionally to explain the variation and clustering in volatility prediction models.
Even though we have provided a way to deal with irregularly spaced data, it is important to study the estimation of leverage effects and the asymptotic properties of estimators when time is endogenous (as in Li, Mykland, Renault, Zhang, and Zheng (2009) ). Different methods of dealing with microstructure noise should also be studied and compared with the ones in this paper. Our findings create the important necessary foundation for further analysis both theoretically and empirically, as well as an investigation of how to carry out risk management in the presence of leverage effects.
Finally, as discussed in Section 2.2, many open questions remain in terms of model specification (continuous vs. jumps, semimartingale vs. long range dependence), with reference to the papers cited in that section. In particular, the connection to semivariance remains to be explored.
Hence,
} + o p (1).
It follows that
where, except for a few terms at the edge,
.
And so the martingale increment becomes
The martingale up to time t is
Although M n above is observed in discrete time, we can interpolate the martingale into a continuous martingale up to any time t, see, in particular, Heath (1977) , as well as Mykland (1995) and the references therein. This interpolation is closely related to Skorokhod embedding in Brownian motion, see, for example, Appendix I of Hall and Heyde (1980) . Then we only need to prove the CLT for the interpolated continuous martingale. Therefore we can apply Theorem 2.28 (p. 152) in Mykland and Zhang (2012) to prove the CLT. The conditions of cited theorem will follow from the development in the rest of Appendix A, in particular (A.16) and (A.19) , and the approximation in Lemma 2. Alternatively, one can develop a functional argument for the CLT as in Jacad (2009), Jacod and Shiryaev (2003) , Jacod and Protter (2011) and Podolskij and Vetter (2009b) .
A.3 The aggregate conditional variance
In order to calculate the quadratic variation, we will calculate the aggregate conditional variance of
(A.8)
We will first prove that τ i+1 ≤t (E(∆V n τ n,i+1 |F i )) 2 is negligible, of order O p (M 2 ∆t 2 ). Except a few terms at the edge, the following could be established.
τ n,i
We derive that
With this result, we can calculate the conditional variance by only considering conditional second moments instead.
A.4 Aggregate conditional second moment
(A.11)
Applying Lemma (1), we can prove the following results
(A.14)
The above 3 equations lead to the following asymptotic conditional variance:
To finalize the proof of the theorem, we need the quadratic variation of the interpolated martingale. The following lemma shows that the quadratic variation is the same as the aggregate conditional variance as in equation ( 
A.5 Elimination of the bias term
The bias in the limit of X, F (σ 2 ) T also depends on the limit of [M n , W We only need to study the first case W (i) t = W t . In this case, since the covariance between O p (M n ∆t) terms and W t will be of even higher order (at least O p ((M n ∆t) 3/2 )), those are negligible in the limit. Thus we only need to consider the following aggregate conditional expectation:
+ ∆W τ n,i+1 (X τ n,i − X τ n,i−1 )(σ 2 τ n,i − σ 2 τ n,i ) − ∆W τ n,i+1 (X τ n,i+1 − X τ n,i )(σ Thus, [M n , W ] t = O p (M n ∆t) 3/2 ) for any t ∈ (0, T ].
All the proofs above can be easily extended to the case for any t ∈ (0, T ]. Thus, as outlined at the end of Section A.2, with (A.3), (A.19), (A.16), and (A.18), the proof of Theorem 1 is completed by applying the Central Limit Theorem for semimartingales (refer to the version in Mykland and Zhang (2012) , Thm 2.28).
B Proof of Theorem 2
With Taylor expansion, the first order difference of the two estimators is: τi+1≤t 2 Mn(Mn−1)∆t F (σ τn,i )(∆X τn,i+1 ) 3 . In order for any term to make a difference in the limit, it must be of order lower than O p (M n ∆t). As in the proof of Proposition 2, we can show that the difference term is of order higher than O p (M n ∆t):
Theorem 2 is easily proved with this result and a slight variation in the proof of Theorem 1.
C Proof of Theorem 3
As we already seen in the proof of theorem 1 that i 1 Mn∆t E((X τ n,i+1 − X τ n,i ) 2 (σ 2 τ n,i+1 −σ 2 τ n,i ) 2 |F i ) p → 4 c 2 T T 0 (F (σ 2 t )) 2 σ 6 t dt+ T 0 (F (σ 2 t )) 2 σ 4 t ( 14 3 f 2 t + 8 3 g 2 t )dt. In order to prove the consistency of equation (11), one can again apply the martingale convergence argument. According to Lemma 2, it suffices to check wether the conditional variance of the martingale converges to 0. By applying Lemma 1, one can obtain: ∆X τi ∆Z τi M −1/2 )}.
