Abstract. We propose a method of automatic news topic detection in large-scale data. First, topic words are detected based on their word entropy. Then, the topic word co-occurrence net is constructed via the semantic relationships of topic words represented by their orders in which they appear within the original text. Finally, implied communities are detected in the topic word co-occurrence net through modularity measures. Each implied community is regarded as a news topic. Experimental results show that this method can be used to effectively identify the key topic of each news report, with the presence of topic content in human-readable form.
Introduction
Topic detection task refers to discovering topics contained in text data without priori knowledge. In order to achieve this purpose, the text data relevant to the same topic should be aggregated and the content of the topic can be represented by a group of words. Thus topic detection task is similar to the clustering process of text data. Therefore, the previous studies of topic detection mainly focus on selection and optimization of clustering methods. For example, in early TDT evaluation the clustering algorithms often used are Kmeans [1] and Single-Pass [2] , and then researchers make some improvement on the basis of the clustering algorithm [3, 4, 5] . The drawback of clustering algorithms is high complexity of time and space, and the quality of clustering centers will directly affect accuracy of the following topic detection.
Besides clustering methods, topic models have been widely applied in topic detection tasks. A representative topic model is LDA (Latent Dirichlet Allocation) model [6] proposed by Blei, et al. This model, which is also a topic model, is a probability generative model constructed based on PLSI model [7] . The model can process large-scale data, for its parameters will not increase linearly with the growth of the collected texts. However, whether a topic model or a clustering method, they are both based on bag-of-words model, thus damaging semantic relationships of Chinese lexicon. Jianhong Shi et al [8] use frequent item set algorithm, the FP-Growth, to uncover the collocation relationships of words, so as to obtain the semantic relationships among words.
Frequent item refers to repeated word combinations or high-frequency combinations of multiple words co-occurred in the texts. However, FP-Growth algorithm can only find relevant factors but is incapable of discovering their ordinal relation. Besides, some other researchers extract topic words and then construct a topic word co-occurrence map to discover topics [9, 10] . These methods, with the same drawback of FP-Growth algorithm, fail to unveil sequenced relationships in the word map, which goes against representation of Chinese topics. In order to fill this research gap, this study makes use of word entropy to extract topic words and constructs a topic word co-occurrence net with sequenced orders among words, and finally achieves topic detection task through modularity measures.
The rest of the paper is organized as follows. Section 2 describes related work regarding word entropy and modularity measure. Section 3 details the proposed topic detection method based on word entropy. The experiments and result analysis come in Section 4 and Section 5 is conclusion. 
Related Work

Word Entropy
The entropy of word indicates complexity of the word context. That is to say, the more types of words the word co-occurs with, the larger entropy of the word is. Huang et al [11] segment Chinese words by calculating the uncertainty of character strings on the left and right of a word string by means of entropy. In Chinese word segmentation, the larger value of the entropy of character strings on the left and right of a word string, the more uncertainty. This means the larger probability for the character string to become a word.
Generally, topic words will repeatedly appear in news reports. However, it is hard to distinct the topic words from other high-frequency words that are unrelated to the topic merely through word frequency computation. Compared with other non-topic high-frequency words, the topic words in news reports appear in the title, lead and text repeatedly, and describe the same or similar content. Collocations of the topic words in the context with punctuation centered are relatively stable from the perspective of entropy. Therefore, the word entropy can be used to evaluate the possibility of a word as a topic word. Larger word entropy means smaller semantic discrimination, whereas smaller word entropy indicates larger semantic discrimination of a word. The content of core topic in a text unit generally extends through the full text, but for a punctuation sentence, the words that constitute the core topic lack the capability of semantic distinction. Therefore, after the basic stop words are filtered out, the word of larger entropy than threshold value can be taken as the topic. Eq.1 is the entropy calculation formula of the ith word in a text:
Wherein, N represents the total number of words in a punctuation sentence which contains the word i w ; and i n represents the frequency of the word i w in the punctuation sentence. Punctuation sentence is the unit for calculating the entropy of a word in a text set. All the punctuation sentences in a news report constitute a text set for calculating the word entropy of the news report.
Modularity Measure
Modularity measure [12] is often used for measuring community stability in the network. The topic words extracted in the text are used to construct the topic word co-occurrence net, from which the topics are detected via the modularity measure. The text adopts the FastUnfolding algorithm proposed by Blondel et al to realize the value of modularity.
The basic steps are as follows:
(1) Initialize node data, and classify every node into different communities.
(2)Traverse every node, and calculate the modularity gain of each node according to Eq.2. If the maximum gain is larger than 0, classify it into the adjacent community; otherwise, keep it in the original community, till the community which the node belongs to does not change.
(3) Construct a new map, and the points in the new map represent the different communities generated in the last stage. Weight of sides is the sum of the weights of all the sides between every two nodes in two communities. Repeat the second step until the maximum value of modularity is obtained.
The aforesaid three steps can be divided into two stages. The first stage comprises
Step (1) and (2) to determine the community of each node. The second process contains Step (3) for constructing the new map and repeating the first stage until the value of modularity does not change.
The specific calculation formula of modularity measure is as follows:
Topic Detection Method Based on Word Entropy
In the topic detection method based on word entropy, firstly, words of the text are segmented and the basic stop words are filtered out in the preprocessing stage. Then entropy of the word is used for obtaining topic word candidate set to construct the topic word co-occurrence net. Constructing the topic word co-occurrence net requires that the multiple topic words in the same punctuation sentence form the Bigram combination to maintain the semantic relationships of the topic words. Finally, after modularity measures applied in the topic word co-occurrence net, every implied community in the topic word co-occurrence net becomes a topic. The basic procedure of this method is shown in Fig.1 .
Fig.1 Flow diagram of topic detection
Extraction of Topic Words
Obtaining the topic of a document means to detect its main content, which will generally repeat several times in the full document. A document can be regarded as a set constituted by multiple punctuation sentences. The content of the topic will appear repeatedly in multiple punctuation sentences, thus the semantic distinction degree of topic words in the punctuation sentences is relatively low, while the entropy is high. 
Construction of Topic Word Co-occurrence Net
After the topic words candidate set is obtained, the multiple topic words in the same punctuation sentence are constructed as the Bigram combination according to the order in which they appear in the original text, and then count them. For instance, Example 1 and Example 2 are punctuation sentences of a same news report. Every topic word is taken as a node of the network, and the Bigram itself records the direction of the side between two nodes, and the number records the weight of the sides.
Example 1 Guinea before no find have been/done Ebola virus Example 2 Ebola virus generally by blood and other body fluid diffuse Table 1 includes three topic words which are "Ebola", "virus" and "Guinea" in Example 1 and Example 2. And the Bigram combination is shown in Table 2 . The bigram combinations that reach threshold value are selected to construct the topic word co-occurrence net, whose result is shown in Fig.2 .
Fig.2 drawing of topic word co-occurrence net
The bigram combination can present ordinal collocations of the topic and filter them by means of entropy of the words. Any words that compose the topic words combination with the weighted entropy below the threshold value will be deleted.
Topic Detection
The topic word co-occurrence net contains multiple topics in the original data. In order to detect the independent topics from the topic word co-occurrence net, we regard the topic word co-occurrence net as a network and the implied communities contained in the network as topics. Therefore, topic detection can be seen as an issue of community discovering. This study adopts modularity measures to acquire the implied communities within the network. Fig.3 results of modularity measures As shown in Fig.3 , each node is a topic word, and every two nodes are connected by a directional side which represents the order in which the two nodes on the two ends of the side appear in the flow of speech. The thickness of the sides represents the degree of strength. The thicker the side, the higher the frequency of co-occurrence of the nodes on the two ends. Fig.3 shows the relevant topics of an event which contains the core topic and other sub-topics. Every topic in the topic word co-occurrence net should be mapped to the original text to construct the text-topic matrix in processing the data set that contains multiple news events. In the end the different texts with the same core topic are correlated.
Sub-topic merging
Generally, a news report is corresponding to one core topic and multiple sub-topics, and a topic is corresponding to multiple news reports, as shown in Fig.4 . The core topic and sub-topics of a text are extracted according to the method introduced in 3.3. A topic word co-occurrence net contains multiple topics of multiple texts. Judging the relationships of the topics in the topic word co-occurrence net mainly depends on whether the multiple topics belong to the same text set. If the multiple topics belong to the same text set, the topic of the highest side weight is the core topic, while other topics are sub-topics. For example, in Fig.4 4 . Thus Topic 2 and Topic 3 belong to the same text set, and if the side weight of Topic 2 is larger than that of Topic 3, Topic 2 is the core topic.
Fig.4 mapping of topic-document
Generally, every core topic has its own independent text set, but the sub-topics that are subject to different core topics might be the same or similar. In addition to detecting the core topic of a text, the topic detection method based on word entropy can also detect multiple sub-topics. Topic merging is not only capable of detecting the core topic in the data, but also capable of obtaining the sub-topics subordinated to the core topic as well.
Experiment and result analysis
Data Description
The data used in the news topic analysis is totally 16,447 news reports in 2014 from five major portal news websites, namely, Sina, Sohu, Netease, Tencent and PhoenixNet. There are 4,086 reports related to "Ebola epidemic situation", 11,908 reports related to "Malaysia Airline incident", and 1,389 reports related to "occupying central district of HongKong". Every text is preprocessed, including sentence divisions, word segmentations via the CUC word segmentation software, stop words filtering and then topic words extraction.
Experimental Procedure
(1) Words of the text are segmented and the basic stop words are filtered out in the preprocessing stage.
(2) The entropy of each word in a news text is calculated and the average word entropy is taken as the threshold value for topic word extraction.
(3) The topic word co-occurrence net is constructed based on topic phrase bigrams. (4) Modularity measures are applied in the topic word co-occurrence net for topic recognition.
(5) All the topics of a news event are merged via topic-document mapping.
Evaluation
The indicators such as precision and recall are used to evaluate topic recognition results. Their calculation are Eq.3 and Eq.4 as follows:
Wherein, TP represents the number of correctly recognized texts, FP represents the number of incorrectly recognized texts and FN represents the number of texts which have not been recognized. F value is used to show the experiment effect by combining evaluation results of the indicators of both precision and recall. The calculation of F value is Eq.5 as follows:
Result of Topic Detection
The entropy of words in every news report is calculated according to Eq.1. Because the lengths of every news reports are various, the threshold value of the word entropy should be adjusted in line with each news report.
Fig.5 topic word co-occurrence net composed by Top 20 topic words
The topic word co-occurrence net is identified according to the number of communities obtained in Fig.5 . Every side in the figure is directional, and the direction denotes the order in which the nodes on the two ends of the side appear in the flow of speech. The thickness of the sides represents the degree of strength. The thicker the side, the higher the frequency of co-occurrence of the nodes on the two ends. Fig.5 above is divided into 9 independent topics, but parts of the topics are sub-topics subordinated to the core topic. Every topic in Fig.5 is mapped to a group of texts and the relation of the topics are detected through the texts reflected by each topic. Fig.6 topic-text mapping relation As shown in Figure 6 , the nodes represented by the numbers in the figure are topics, and other splashes in light color stand for the texts related to the specific topics. Some texts only contain one of the 9 topics in Fig. 5 , and some other texts contain multiple topics. For example, the Topics 4 to 9 and Topic 1 in the figure are mapped to the same texts. That is to say, these texts contain multiple topics which include one core topic and several sub-topics. For the texts containing multiple topics, its core topic is determined by judging the weight of each topic in the topic word co-occurrence net. The topic of the highest weight is the core topic and other topics are sub-topics of this topic. The result of topic merging is shown in the following Fig.7 . Fig.7 example of topic detection result The table below is the statistical result of topic detection. The table shows the influence of the topic word co-occurrence net constituted by the topic words of different number on the accuracy rate and recall rate of topic detection. As shown in Table 3 , the method based on word entropy has favorable effects on accurate detection of the topics of the texts. Within a certain scope the number of bigrams in the topic word co-occurrence net is from 20 to 40. As the number of topic words increases, the accuracy rate and recall rate will grow with it; but when the number topic words is around 40 to 50, the accuracy rate and recall rate both begin to decrease. That means that, in the experiment, when the number of topic words in the topic word co-occurrence net is 40, the three different news events can be better distinguished. However, when the number of topic words is above 40, some topic words of worse distinguishing ability will enter into the topic word co-occurrence net with the increase of topic words, leading to a decrease of accuracy rate. On the whole, the recall rate is low. The reason for the low recall rate is mainly because some news reports are short and their content is just one aspect of the news events. The entropy of the core topic words is too low, thus the recall rate is reduced.
Contrastive Analysis of Topic Detection
The contrastive analysis of the results of topic detection mainly refers to the comparison between the result of the topic detection method introduced in this study and the topic detection result of LDA [14] model. LDA model uses a k-dimensional implied random variable complying with Dirichlet Distribution to represent the subject of the document and to simulate the generation process of the document. LDA model essentially is a three-layer Bayesian model which comprises three layers, namely, word, subject and document. Each document is represented as a text formed by multiple potential subjects, where each subject is a polynomial distribution in the fixed wordlist. All the documents in the text set can share these subjects. The following Fig.8 is a representing graph of LDA model.
Fig.8 generation of LDA model
In the experiment the two kinds of news reports data used are the same. The parameter setting of the LDA model is as follows:
Topic Number = 3； alpha=50/3; beta=0.1; iteration=200; Wherein, Topic Number means the number of categories of the topics. Alpha and beta are two priori probabilities. Iteration refers to the times of iteration in the sampling process. LDA model represents the topics in the form of word clustering. Below a topic is represented with 20 topic words, and the statistical result of topic detection is as follows: Comparing the statistical results of Table 3 and Table 4 , the effect of topic detection based on word entropy has great improvement compared with LDA model. As for topic representation, the following table shows the topic representation result of LDA model. As shown in the table above, on the whole each topic is distinguished, but a few of topic words are wrongly placed. For example, "MH17", "armed forces" and "crash" appear in the topic of "Ebola epidemic situation". These topic words should belong to the topic "Malaysia Airline incident". These topics in Fig.7 are not wrongly classified into the subnet of other topics. In addition, the topic words contained in the three topics all include "represent", but the word itself has no ability of distinguishing different events. However, LDA model is incapable of excluding this kind of words that have no semantic distinction ability. These topic words can only be excluded through the stop words list defined by users. However, if the data to be processed is entirely unknown, the stop words list defined by users might cause loss of key topic words, and then cause inaccurate expression of the topic content. The topic detection method based on word entropy first uses the comprehensive word entropy, and then filters out the words that cannot be distinguished existed in multiple texts. Finally, compared with the topic representation of LDA model, topic representation based on topic word co-occurrence net is more readable and accurate in expressing meaning.
Conclusions
It is significant to extract topic content with complete semantic information from the massive text data for a better and quicker understanding of text data, and thus we propose a topic detection method based on word entropy so as to achieve this goal. This method detects news topic through steps of preprocessing, topic words extraction and topic word co-occurrence net construction. The results of the experiment prove that the method can effectively detect the topic content in the text data and judge the news events which the specific news reports belong to according to their core topic.
There are some limitations in our study. Although this study is capable of effectively detecting hot topics with concentrated data, the news topic could be left out when the number of news reports related is too small. In addition, the news report that contains multiple topics belonging to different news events might be falsely detected to some extent.
