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I. INTRODUCTION 
We shall deal throughout with square matrices with complex elements. 
Hermitian matrices will be denoted by H and K. As in [l] and [2], the 
inertia of a matrix A, written In A, is defined to be an integer triple (v(A), 
v(A), S(A)) where n(A), v(A), and 6(A) are, respectively, the number of 
eigenvalues of A with positive, negative, and zero real part. 
We consider first the matrix equation AX = X3. A well-known result 
(cf. [3], p. 901) asserts that a nonzero solution X exists if and only if A and B 
have a common eigenvalue. It is also known [ibid] that a nonsingular X 
exists if and only if A and B have identical eigenvalues and elementary 
divisors. We generalize these results by giving best possible bounds on the 
rank of a solution matrix X. 
The rest of the paper deals with the matrix inequality R(AH) = 
&AH + HA*) 3 0 (positive semidefinite). We demonstrate a simultaneous 
decomposition of A and H (under R(AH) 3 0) into, respectively, block- 
triangular and blockdiagonal form. Each diagonal block of A has either 
a single, imaginary, eigenvalue, or two, nonimaginary, eigenvalues, which 
may be written as CY and -&. This decomposition enables us to use rank and 
inertial bounds obtained for the diagonal blocks of A to give bounds for 
general A. 
We give bounds on the inertia of H under R(AH > 0, of specified rank I, 
and also under R(AH) > 0, with no restriction on the rank of R(AH). From 
the first-mentioned inertial bounds we easily obtain bounds on the rank 
of H under R(AH) > 0, of rank Y. Proofs that all these bounds are best 
possible may be found in [4]. 
These bounds all generalize a theorem which is due to Ostrowski and 
Schneider [2], and, independently, to Taussky [5]. It may be stated as the 
* This research was supported in part by NSF Grbnt No. G-19052. 
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MAIN INERTIA THEOREM. For a given matrix A, there exists a Hermitian 
H for which R(AH) > 0 (positive definite) if and only ;f 6(A) = 0. 
If R(AH) > 0, then In A = In H. 
II. PRELIMINARIES 
If R(AH) > 0, of rank Y, and B = SAP, K = SHS*, then R(BK) = 
SR(AH)S* > 0, of rank r, and In K = In H. Thus we may simultaneously 
replace A by a matrix similar to it and H by a matrix complex congruent 
to it. In particular, we shall often assume A to be in a variant of Jordan 
canonical form, or, on the other hand, that H = H,, @ 0, where H,, is 
nonsingular. 
Although we will not state this explicitly in each theorem, when we say 
that A has eigenvalues, say, 01~ , 01s , . . . . 0~~ , we wish to allow any matrix A 
whose eigenvalues form a subset of 01~ , . . . . 01~ . If any 01~ is not actually an 
eigenvalue of A, it will, of course, be assumed to have elementary divisors 
of degree zero. 
We shall often use (for proof see [4] or [6]) the following theorem. 
In what follows, - denotes a zero matrix. 
THEOREM A. Let 
where A, A,, and A,, are square. Let 01 be an eigenvalue of A, and let the degrees 
of the elementary divisors associated with c1 be a, > a2 > *-a > ak in A, 
4 Z b, 3 *-a < b, in A,, and cl 3 c2 > -a* 3 c, in A,, . Then for all i 
we have 
(Now and hereafter we take ai = 0 if i > h, etc.) 
III. THE MATRIX EQUATION AX = XB 
Suppose we are given m x m matrix A and n x n matrix B, and let 
(pi , . . . . CQ be the set of all eigenvalues of either A or B. Suppose the degrees 
of the elementary divisors associated with cq are ali > aaf > *-a > ai* in 
A and b,’ > b,i > *-- > bi, in B. 
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THEOREM 1. Suppose X satisfies AX = XB. Then 
0 < rank X < 2 2 min(a,l, b,i). 
i-1 j=l 
PROOF: We apply an argument used previously by Goddard and Schnei- 
der [7] and Drazin and Haynsworth [S]. For our given X, there exist non- 
singular R and S so that RXS = I @ 0, where order I = rank X. Since 
AX = XB, we also have (RAR-l)(RXS) = (RXS)(S-lBS). We let C == 
RAR-1 and D = S-IBS; clearly A and C, B and D, have the same eigen- 
values and the same elementary divisors. If we partition C and D conform- 
ably with I @ 0 we have 
[;: :] = [E;: :g[r :] = [I :] [$ f$] = [“” O12] 
Clearly C,, = 0, D,, = 0 and C,, = D,, . Let cli 3 cai > .a* > CA be 
the degrees of the elementary divisors associated with CQ in C,, . It follows 
from Theorem A 
cji < min(aji, bji) 
for all i and j. Hence we have 
This completes the proof. The theorem is clearly best possible. 
IV. SIMULTANEOUS DECOMPOSITION OF A AND H UNDER R(AH)> 0 
We first assume that H is nonsingular, and then take A = &L1 @ Aii , 
where Aii has either one, imaginary, eigenvalue, 01~ , or two, nonimaginary, 
eigenvalues, 0~~ and -& (we may further assume R(q) > 0 and ai # uj 
for i # j). We partition H conformably with A. 
We claim first that Hii is nonsingular for all i. Suppose not; by permutation 
of rows and columns we may assume H,, is singular. Repartition A and H 
so that A = A,, @ A,, , where A,, is the original A,, and A,, is the direct 
sum of the original A,, , i = 1, . . . . K - 1, and so that H is conformable. 
We may assume that H,, = Kaa @ 0, where &.a is nonsingular. We reparti- 
tion again, so that, for Ka, nonsingular, 
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NOW R(AH),, = &A&& + I&A;) = 0 as R(AH), = 0. We have 
chosen A,, , A, so that --AC1 and A,, have no eigenvalues in common. 
Hence Kar = 0, and H is singular, a contradiction. 
Now we will assume A = $, @ Aii (as above), H = [Hij], so that H 
and Hit , for all i, are nonsingular. Next I claim that if we allow A to be 
upper-triangular (in blocks), we may take Hdj = 0 whenever i # j. 
Again we repartition so that A = A,, @ A,, , where A,, is the original 
A kk: , and H conformable. Let 
s = I 
[. 
--H12H&1 I 1 ; s-1 = [. I H12Hii1 1 I 
Then calculation shows that 
SHS* = HI1 - ff12HT,‘H21 H,,] = [“t’ L;,] = L’ 
SAS-1 = All 
[ . 
A,,H&’ - H&f&I 
A*2 
Let the rank of R(AH) be r. We have SR(AH)S = R(SAS-l * SHS*) = 
RF) ; 
WnLn) h2L22 
R(BL) = [+L,,B: R(B2&,,)l a ” 
of rank r. We note that L,, , L,, are nonsingular. We have for i = 1,2, that 
R(BicLii) = R(A,,L,,) > 0, of rank < Y. 
We could repeat this process on A,, = B,, and L,, , etc., until we have, in 
place of the original H, a matrix congruent to it: H = x @ Hip , where all 
Hii are nonsingular, and in place of the original A, a matrix similar to it: 
A = [Aij], with Ai, = 0 if i > j, and with each Aii actually equal the original 
Adi in A = T$=, @ Aii. 
For singular H, we take H = HI @ 0, where Hl is nonsingular, and 
perform the above decomposition on Hl . Thus we may write H = 
(X:=1 @ Hii) @ 0, with 1 < K, and A block-triangular, conformably, with 
each Aii, i = 1, . . . . Z, having the simple eigenvalue structure discussed in 
the beginning of this section. 
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V. THE MATRIX INEQUALITY R(AH) 3 0 
WHEN A HAS EICENVALUES (Y AND -4 
We first discuss a special case. 
LEMMA 1. Suppose a matrix A has a single etgenvalue a, which is not 
imaginary, with k elementary divisors, of degrees a, > a2 > *** > ak . If H 
is nonsingular and satisJies R(AH) >, 0, of rank r, then 
k < r. 
PROOF: We assume that A is in a variant of Jordan canonical form: 
A = aI + 2 z:=, @ Ui = OJ + 2U, where ugp = 6,+,, for each Vi , and 
where the order of each lJi is ai. 
We have K = R(AH) = R(a)(H) + UH + HU*. The relationship 
between the ranks of H and K is not clear. However, if we consider sub- 
matrices H,, , K, , etc., consisting of those rows which correspond to last 
rows of the U, , a relationship is clear. We find that K,, = H,,(R(ol)I + U*), 
and as R(ol) # 0, we have R(ar)I + U* nonsingular and rank H, = rank K, 
< r. This follows from: U, = 0, hence (UH), = U,H = 0; and (R(ol)H + 
HU*), = H,(R(ol)I + U”). 
Now H,, and K,, have k rows, as there are k blocks Ui ; if k > r, the rows 
of H, and also H are linearly dependent, and H would be singular. This 
completes the proof. 
We note that by Theorem 1, for a matrix A with a single, nonimaginary, 
eigenvalue (II, if R(AH) = 0 then H = 0. 
THEOREM 2. Suppose a matrix A has only two eigenvalues 01 (such that 
R(m) > 0) and --(Y. Suppose A has elementary divisors of degree a, > a2 > 
*.* > ak associated with Q and d1 > dz > *a* > dt associated with -CL 
Suppose H is nonsingular and satisfies R(AH) > 0, of rank r. Then 
ai > d,+ , di 2 a+ for all i (1) 
and 
InEZ=InA=@ai,~di,O). 
i-l i=l 
(2) 
PROOF: We prove (1) first. We may assume A = A, 0 A, , where A, 
has eigenvalue a! and A, has eigenvalue ---Cu. We partition H conformably: 
H = [HJ, i, j = 1, 2. For i = 1, 2, there exist S, such that S,H,,S,* = 
RANK AND INERTIA BOUNDS FOR MATRICES 105 
Ki @ 0, where Ki is nonsingular. Then for S = S, @ S, , we have upon 
reindexing, 
Also, SAS-’ = SIA,S,l 0 S2A,S;1. As HI, and Hs3 are nonsingular, 
if SAP is partitioned with SHS* we have, by Theorem IV of [l], A,, = 0 
and A, = 0; hence 
SAS-’ = 
As before, we write A for SAS-I, H for SHF. We will denote the degrees 
of the elementary divisors associated with LY by /$ > **a > /J, in A,, and 
K 2 *mm 3 ya in A,, , and the degrees of the elementary divisors associated 
with ---Or by cr > me* 3 es in A,, and J& > *a* 3 [r in A,, . 
We have, as HI, and H, are nonsingular, 
rank H < rank H,, + rank[H,H,] + rank Hs + rank[H,,H,,J. (3) 
We shall next demonstrate that from R(AH) > 0, of rank r, we may obtain 
upper bounds for each of the expressions in the right hand side of (3). Cal- 
culation shows that, if we let K = R(AH), 
K<i = R(AgiHii) >, 0, of rank < Y, for i = 1,3. (4) 
and 
Kii = 0 for i = 2,4. (5) 
From Lemma 1 we have that p < Y, s < r, and then as A,, , A, , HI, , 
and Hs3 are all nonsingular, 
rank H,, = $pi , 
s 
rank H,, = 2 l i . (6) 
i=l 61 
Calculation further shows that the submatrices [HBHz4] and [HalHa 
are, respectively, solutions of 
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and 
But from (5), &a = 0 and Kd4 = 0; since K > 0, this implies that all of 
K= , K24 , KJ1 , Kd2 are 0. Hence using Theorem 1 we obtain 
rank [H2JL1 < z min hi , 4 
i=l 
(7) 
Now, inserting (6) and (7) in (3), we obtain 
rankH<2fii+z 
i=l i=l 
(8) 
i=l i=l 
We can have H nonsingular only if yi < di and si < ai for all i. Suppose 
ai < d.~+i for some i; then as s < r, we have ai < d,+i < d,+i . By Theorem 
A, d,+i < ci . Thus ai < & , and H must be singular. The same argument 
applies if di < u,+~ for some i. 
That (2) is true follows from the definition of the ai and di and from Lem- 
ma 2 of [1] (if 6(A) = 6(H) = 0 and R(AH) > 0, then In A = In H). 
VI. THE MATRIX INEQUALITY R(AH) > 0 WHEN A HAS ONE, IMAGINARY 
EIGENVALUE 
We first obtain a decomposition similar to that described in Section IV, 
except that the block-diagonal matrix K is no longer similar to H, but has 
elements “close enough” to a matrix similar to H so that In K = In H. 
We shall assume that H is nonsingular and A = xf=, @ Aii , where each 
Aii has a single elementary divisor, and where all these elementary divisors 
are associated with the same, imaginary, eigenvalue. As before we partition A 
so that A = A,, @ A,, , where A,, in the original Akk , and A,, is the direct 
sum of the original Aii , i = 1, . . . . K - 1; we partition H conformably. We 
have 
R(AH),, = R(AiiHii), R(AH), = Q(AiiHij + HijAz), j # i. (9) 
It is not necessarily true in this case that H,, is nonsingular; however, by 
Theorem II of [l], there exists a nonsingular L,, so that R(A,&,,) = 0. 
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We define a matrix K = [Kid, i, j = 1,2, by Kzz = Hzz + eLS2 and 
Kij = Hii otherwise. Here E is small enough so that In K = In H (this is 
possible as H is nonsingular) and Kz2 is nonsingular (this is possible as 
det(H,, + G&,) is nonzero for all but a finite number of values of c). It 
follows from (9) that R(AK) = R(AH). 
As in Section IV, we can find a block-triangular matrix similar to A and 
a block-diagonal matrix congruent to K. Upon repeating this process a finite 
number of times, each time to smaller submatrices of A and H, we obtain a 
block-triangular A, for which each Aii has a single elementary divisor, and 
a block-diagonal K, for which In K = In H. Further R(AK) > 0, of the 
same rank as the original R(AH). 
LEMMA 2. If A has a single, imaginary, ezgenvalue, with k elementary 
divisors, of degrees a, > **a 3 a, , and H is nonsinguiar, satisfying R(AH) >, 0 
of rank r, then 
I r(H) - v(H) I < k. (10) 
and 
r < 4H), 4W < z Kaj + 1)Pl. (11) 
PROOF: We replace A by the block-triangular matrix similar to it and H 
by the corresponding block-diagonal K. Obviously In K = xF=, In Ki, . As 
K is block-diagonal, R(AK),, = R(AiiKiJ > 0. By Theorem II of [l], 
I+L) - d&i) 1 < 1, and rank R(AiiKii) < r(K,,), v(Kii) < [(a, + 1)/2]. 
Statement (10) now follows immediately, and as R(AK) 2 0, we have 
r < 2 rank R(&Hd < n(K), v(K) d 2 [(a, + *)I. 
Now (11) follows. 
VII. RANK AND INERTIAL BOUNDS ON H UNDER R(AH) 2 O,FOR GENERAL A 
For the bounds given below, we shall assume that A has eigenvalues 01~) 
--oli (with R(oli) > 0), i = 1, . . . . M, with the degrees of the associated 
elementary divisors being ali > aai > **a > a& and dli > dzi 3 -.- > dii , 
respectively, and ai (imaginary), i = M + 1, . . . . N, with the associated 
elementary divisor degrees being ali >, ad >, a** > ali . 
We first note a previously-proved (see Corollary II.2 of [l]) bound on the 
rank r of R(AH) if R(AH) > 0: 
r < r(A) + v(A) + $$ 2 [ajiPI- 
i=-M+1i=1 
(12) 
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Our rank and inertial bounds on Hare of course valid only for such T as satisfy 
(12). 
We further define 
S, = 2 ki (th e number of elementary divisors associated 
GM+1 with imaginary eigenvalues) 
6, = S(A). 
Our bounds will be in terms of these expressions. 
THEOREM 3. Suppose A is given, and H satisfies R(AH) 3 0, of rank r. 
Then 
Y < a(H) + v(H) < M,+ + IV,.+ + M,- + N,- + 6, (13) 
-(M,- + 6,) < n(H) - v(H) ,( M,+ + 6, (14) 
max{O, Y - v(A)} < r(H) < M,.‘~ $ N,+ + 8, (15) 
max (0, r - r(A)} < v(H) < M,- + N,- + 8, . (16) 
PROOF: We immediately assume the simultaneous decomposition of 
Section IV: that H = (x:r @ Hii) @ 0, and A, partitioned conformably, 
is block-triangular; further Aii has only eigenvalues LYE and -& (i = 1, ..,, M) 
or 01~ (i = M + 1, . . . . N). Let us further assume that LY( and -& have, 
respectively, associated elementary divisor degrees rri > 7rai > *.* 3 ?rii , 
Vii > v2” > ... > I& in Aii , (i = 1, ..,, M) and 01~ has associated elementary 
divisor degrees 6ri > Sai > a*- > St, in Aid (i = M + 1, . . . . N). 
The lower bound of (13) follows from part of Theorem IV of [l] (if 
R(AH) > 0, rank R(AH) < rank H). We have 
4H) = $4H,d, v(H) = SV(H~J. (17) 
i=l i=l 
RANK AND INERTIA BOUNDS FOR MATRICES 109 
We shall use 
R(AiiHii) = R(AH),, > 0, of rank, say, Si < r 
to calculate r(Hii) and v(Hii), using Theorem 2 and Lemma 2. 
For i = 1, . . . . M we have from (1) and (2) that 
n-(Hii) = z vrji v(Hii) = c vji 
j=l i=l 
and 
7rji 2 vi si+j >, v;+j 3 Vji > 79 sl+j 2 vf+j * 
Hence by Theorem A we have 
(18) 
n-(HJ = 8 z-l + 2 min (v:+~ , vji) < 2 uji + 2 min (u:+~ , dji) 
j=l j=l 
(19) 
and 
v(Hii) < 2 dt + z min (d5+j , a:) 
j=l j=l 
(20) 
v(Hii) - n(Hii) < 2 dji. 
j=l 
For i = M + 1, . . . . N we have by (10) and (11) 
I +&i) - v(fL) I < ki (21) 
and 
si d +L), v(ffii) < 2 [(St + 1)Pl < 2 @ii + 1)/21 (22) 
j=l i=l 
Inserting (19) and (22) in (17) we obtain the upper bounds of (15) and (16). 
To complete the upper bound of (13) we need add only that obviously 
2 (~(Hii) + v(f&i)) < 2 z ~ji = 6, e 
i=M+l i==M+lf=l 
Now also (14) follows immediately upon inserting (20) and (21) in (17). 
It remains only to prove the lower bounds of (15) and (16) when, respectively, 
either r > v(A) or r > n(A). 
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To do this we partition A and H so that H =: HI, @ H,, @ 0, A is con- 
formably partitioned and block-triangular, where A,, has nonimaginary and 
A22 imaginary eigenvalues. For this partitioning (I 8) still holds; in addition 
we have Y < sr + sa . As 6(A,,) = 0, by Lemma I of [ 11, v(H,,) < v(All) ~=- 
v(A). By the previously-proved lower bound of (13), we have x(Hrr) -++ 
v(H,,) 3 s1 . Combining the last two statements we obtain 
n(Hll) 2 s1 - v(H,,) 3 ~1 -- 44 (23) 
From Y < sr + sa and summing the lower bounds of (22) over all imaginary 
eigenvalues of A, we obtain 
+f,,) 2 ~2 2 y - $1 . (24) 
From (23) and (24) we get, as r(H) = r(H,,) + n(Hzz), the desired lower 
bound of (15); clearly the lower bound of (16) may be proved in the same 
way. The theorem is proved. 
THEOREM 4. Suppose A is given and H satisfies R(AH) > 0. Then 
--v(A) - 6, < n(H) - v(H) < r(A) + 8, (25) 
0 < +f) < +A) + 6, (26) 
0 < @) < ~(4 + 6,. (27) 
PROOF: It is easy to see by their definition that M,+ and (M,+ + N,.‘) 
are bounded from above by r(A), and M,.- and (MT- + IV-) are bounded 
from above by v(A). Theorem 4 now follows immediately from Theorem 3. 
Our final theorem is a bound on the rank of H. 
THEOREM 5. Suppose A is given and H satisfies R(AH) > 0, of rank Y. 
Then 
max(r, 2r - r(A) - v(A)) < rank H < My+ + N,+ + M,- + N,- + 6, . 
(28) 
PROOF: As rank H = r(H) + v(H), we obtain the upper bound and 
the first of the lower bounds immediately from (13). The second lower bound 
is obtained by adding the lower bounds of (15) and (16). 
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VIII. REMARK 
We note that in Lemma 2, if we let k, be the number of elementary 
divisors of odd degree, a slight modification of our previous argument gives 
this is a closer bound than (10). Al so, in both of theorems 3 and 4, if H is 
nonsingular, we can replace 6, by S,, , where a,,,, is the number of elementary 
divisors of odd degree associated with imaginary eigenvalues. In the case 
where Y = 0 and H is nonsingular, (14) is then replaced by 
For nonsingular A, this may easily be proved from work of Loewy [lo] and 
Bromwich [ 111. 
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