The use of channel feedback from receiver to transmitter is standard in wireline communications. While knowledge of the channel at the transmitter would produce similar bene ts for wireless communications as well, the generation of reliable channel feedback is complicated by the rapid time variations of the channel for mobile applications. The purpose of this paper is to provide an information-theoretic perspective on optimum transmitter strategies, and the gains obtained by employing them, for systems with transmit antenna arrays and imperfect channel feedback. The spatial channel, given the feedback, is modeled as a complex Gaussian random vector. Two extreme cases are considered: mean feedback, in which the channel side information resides in the mean of the distribution, with the covariance modeled as white, and covariance feedback, in which the channel is assumed to be varying too rapidly to track its mean, so that the mean is set to zero, and the information regarding the relative geometry of the propagation paths is captured by a non-white covariance matrix. In both cases, the optimum transmission strategies, maximizing the information transfer rate, are determined as a solution to simple numerical optimization problems. For both feedback models, our numerical results indicate that, when there is a moderate disparity between the strengths of di erent paths from the transmitter to the receiver, it is nearly optimal to employ the simple beamforming strategy of transmitting all available power in the direction which the feedback indicates is the strongest.
Introduction
Antenna arrays, at the receiver or at the transmitter, are widely recognized as an e ective means of improving the capacity and reliability of a wireless communication link. In a typical cellular or personal communication system, size and complexity limitations preclude deployment of an antenna array at the mobile, usually a small, hand-held unit. On the other hand, it is reasonable to assume that the base station is equipped with an antenna array. In such a setting, the use of transmit antenna arrays provides a powerful method for increasing downlink (base-to-mobile) capacity. There are two key techniques that have been proposed in the literature for exploiting transmit antenna arrays:
1. Space-time coding 1, 2, 3], which provides diversity in a fading environment. This does not require any knowledge of the spatial channel on the part of the transmitter.
2. Transmit beamforming, which assumes that the transmitter has accurate knowledge of the channel through feedback from the receiver, and can therefore perform spatial matched ltering or (in a multiuser context) interference suppression 4, 5].
These two strategies are based on two di erent, and extreme, assumptions regarding the channel feedback available at the transmitter: space-time coding requires no feedback, whereas beamforming requires accurate feedback. Clearly, there are situations where neither of these assumptions is valid, and one would expect that the transmitter strategy in such situations would be some blend of space-time coding and beamforming. Our purpose in this paper is to make this intuition precise by providing information-theoretic insights into the appropriate transmitter strategies when the channel feedback available to the transmitter is imperfect. Characterization of the information-theoretic capacity of channels with imperfect feedback is the subject of several recent publications. The approach in this paper is motivated by the results obtained in 6, 7] , which provide forward and converse coding theorems for certain channels with imperfect feedback. A similar feedback model is adopted in 8], where optimum transmission strategies with perfect and imperfect feedback are examined and classi ed. In 8], a given transmission strategy is classi ed according to the rank of its input spatial covariance matrix. For instance, a beamforming strategy corresponds to a rank one matrix while a covariance matrix with full rank indicates a diversity strategy. Such a classi cation is also adopted in this paper. With perfect channel feedback, it is shown in 8] that the optimal strategy entails transmission in a single direction speci ed by the feedback (beamforming strategy). Conversely, with no channel feedback, it is shown in 9] and 10] that the optimum strategy is to transmit equal power in orthogonal independent directions (diversity strategy). Many practical diversity transmission strategies are analyzed in 9]. Optimum power control and variable rate transmission strategies when the same side information is available to transmitter and receiver, as well as when the side information is available only to receiver, are analyzed in 11]. The remainder of this paper is organized as follows. Section 2 contains the system model and formal problem statement. Section 3 contains our main results. Numerical results are presented in Section 4. Section 5 contains a discussion of these results and of possible directions for future work.
Overview of Results
It is assumed that the transmit antenna has M elements, and that the receive antenna has a single element. The channel coe cients from the M transmit elements to the receive element are denoted by the M 1 complex vector h. We consider the following abstraction to model partial knowledge of the channel at the transmitter. The corresponding system model is depicted in Figure 1 . Problem Set-Up: The input to the channel is given by the M 1 complex vector x. The receiver knows h, and receives y = x H h + n where n N(0; 2 ) is circularly symmetric complex Gaussian noise with variance 2 =2 per dimension, and where a H denotes conjugate transpose of vector a. The transmitter receives channel feedback f from the receiver. Given f, the transmitter knows that the channel h is distributed according to a complex Gaussian distribution N( ; ), where and denote the mean and covariance of h. Note that both and can be functions of f.
Problem: For h N( ; ), what is the input distribution p(x) that maximizes the mutual information I(x; yjh), subject to Efjjxjj 2 g P .
Note: For notational simplicity, throughout this paper h N( ; ) is assumed to be a proper 1 complex Gaussian random vector, so that its distribution is completely speci ed by and . If h is not a proper complex Gaussian vector, then the problem needs to be reformulated in terms of realvalued variables. Our main results, Theorems 3.1 and 3.2, apply to real as well as complex-valued channels.
The preceding maximization problem can be simpli ed as follows. Let p o (x) be the maximizing input distribution with covariance matrix Q and power Efjjxjjg 2 = tracefQg = P . For xed h, the channel is an additive Gaussian noise channel, with input distribution constrained to have covariance Q. As shown in 10], the maximum mutual information of this channel is log h H Qh= 2 + 1 and the maximizing input distribution is proper complex Gaussian, p o (x) = N(0; Q).
is not a function of h, it also maximizes I(x; yjh). The optimization problem is now one of nding the optimum choice of the covariance matrix Q o maximizing the mutual information I(x; yjh) for power constraint P . The problem can be stated as follows:
subject to the power constraint tracefQg = P , where 2 is variance of the additive circular complex Gaussian noise. Note that the expectation in (1) is computed using distribution h N( ; ). A given transmission strategy is completely characterized by its covariance matrix Q. The strategy consists of transmitting independent complex circular Gaussian symbols along the corre- Viswanathan 6] imply that an achievable information transfer rate between the input and the output in the preceding system model can be computed in the following two steps:
1. At time t, based on the \instantaneous" information provided by the current channel feedback vector f(t), nd the optimum input distribution which maximizes the mutual information, subject to an instantaneous power constraint Efjjx(t)jj 2 g P (t).
Based on the solution to
Step 1, and on the joint distribution of the channel and the feedback, nd the optimum power pro le fP(t); 0 t < 1g.
While the results reported in this paper may be viewed as solving Step 1 of the preceding approach in a speci c setting, such an interpretation would not hold in most practical situations, where the feedback may be noisy. In this case, maximization of the mutual information based on the instantaneous feedback as outlined in Step 1 need not be optimal, since knowledge of the feedback values at multiple times can help combat the randomness in the feedback. However, the framework of this paper can form the basis for a practical, albeit suboptimal, design in such situations. For example, the transmitter may derive a (possibly suboptimal) estimate of and based on more than one value of the feedback, and may then (again suboptimally) use the problem set-up in (1) to nd a strategy that maximizes the long-term information transfer rate.
Presently, the general solution to the optimization problem in (1) for the general form of h N( ; ) is not known. The following special cases have been previously considered in the literature:
1. The optimum covariance for the special case of no feedback, h N(0; I), is derived by Telatar in 10] . In that case, the diversity strategy with power distributed equally in orthogonal independent transmit directions is optimum.
2. The optimum transmission strategy in the low SNR regime ( ! 1) for the special case h N(0; ) is found in 8]. It is shown that beamforming in the direction corresponding to the largest eigenvalue of the channel covariance matrix is asymptotically optimum as the SNR tends to zero.
In this paper, the optimum distribution is characterized in the following two cases:
1. Mean Feedback: In this case, the channel distribution is modeled at the transmitter as h N( ; I), where the mean may be interpreted as an estimate of the channel based on the feedback, and may be interpreted as the variance of the estimation error. In practice, these quantities could be computed at the transmitter based on knowledge of the joint statistics of h and f. An example of such a computation is given in Section 4 as part of the numerical results for mean feedback.
The quality of the mean feedback depends on the feedback signal-to-noise ratio (SNR) jj jj 2 = , and this ratio is zero when no feedback is available. Our results show that the optimum solution is to use beamforming along (Q is unit rank) when the feedback SNR is larger than a threshold, and to use M-fold diversity (Q is full rank) otherwise. In the latter case, the power is distributed according to a water pouring strategy between the direction and the remaining M ? 1 orthogonal directions, which receive equal powers.
Covariance Feedback: The channel distribution known to the transmitter is h N(0; ).
This models a situation in which the channel may be varying too rapidly for the feedback to give an accurate estimate of the current channel value. However, the relative geometry of the propagation paths changes more slowly, and is re ected in the covariance matrix . See 13] for a physical channel model justifying these assumptions. In practice, the covariance matrix could be computed at the receiver via long-term time averaging of the channel realizations and reliably transmitted to the transmitter through a low data rate feedback channel.
For covariance feedback, our results show that the optimum solution consists of independent Gaussian inputs along the M eigenvectors of . The solution resembles water pouring, in that eigenvectors corresponding to larger eigenvalues receive more power (the power along some of the eigenvectors may be zero, so that the optimal diversity order may be less than M). 
The rst summand in (7) is less than or equal to zero by the necessary condition for optimality given in (4) (8) Note that the M-dimensional probability distribution of v is symmetric with respect to all axes, excluding the v 1] axis (due to the nonzero mean of v 1]). Furthermore, the function under the expectation in (8) is anti-symmetric. We conclude that the expectation in (8) is zero, so that the su cient condition in (7) To complete the solution, it remains only to specify the value of o 1 .
Computation of o 1 in Theorem 3.1.
The power constraint implies that o 1 lies in the range 0 o 1 P . Although a closed form analytic solution for this quantity does not appear to be available, o 1 can be determined numerically by a one-dimensional search over the range. Another possibility is to use the observation that, as a function of the two parameters o 1 and o , the cost function is concave, while the power constraint is convex. Hence, these parameters can be numerically determined by the projected gradient descent algorithm 15], which in this case is guaranteed to converge to the global minimum.
The mean feedback model was previously considered in 8], where a similar computation is performed for two antenna elements (M = 2). Speci cally, the optimum transmit directions established analytically in Theorem 3.1 are determined in 8] by numerical simulations, and a su cient condition on feedback SNR jj jj 2 = for the beamforming strategy to be optimum is given. Proof: For conciseness, only an outline of the argument is presented, since, with slight modications, arguments used to prove Theorem 3.1 also apply here. In this case, our \guess" for the optimum transmit directions is given by the columns of U . After projecting the channel onto the \guessed" directions as v = U H h, the optimization problem in (1) 
subject to the power constraint tracefQg = P , where v N(0; ). To establish the theorem, it su ces to show that the maximizing covariance matrix in (9) is diagonal. As in the proof of Theorem 3.1, consider a restricted optimization problem, where the search is restricted to only diagonal nonnegative de nite matrices satisfying the power constraint in (9) .
By the convexity of the restricted optimization problem, there exists a unique diagonal matrix D o , with real nonnegative entries, which solves the restricted optimization problem. Furthermore, D o satis es the necessary condition of optimality on the restricted constraint set which is used to show its overall optimality.
Similarly to (7), it is su cient to establish that D o satis es the following inequality for all nonnegative complex matrices Q satisfying the power constraint water pouring problem which can be solved by a number of numerical algorithms, such as the projected gradient descent algorithm 15]. Intuitively, higher power should be transmitted in the directions of the larger eigenvalues of , since large eigenvalues correspond to stronger, and hence more reliable, channels.
Numerical Results
Mean Feedback: h N( ; I)
To obtain numerical results for this case, the following Rayleigh fading channel model is simulated.
Let h(t) be an AR(1) random process with forgetting factor a, h(t) = ah(t ?1)+w(t), where w(t)
is an M When a d = 0:9, the quality of the feedback is relatively high, which means that the channel estimate speci ed by the conditional mean is close to the true channel. This results in the beamforming strategy performing identical to the optimum strategy. The diversity strategy in this case is too conservative, losing about 2 dB in performance over a wide range of SNR's as compared to the beamforming strategy. With a d = 0:6, the conditional mean conveys less accurate information about the state of the channel. Nevertheless, the performance of the beamforming and optimum strategies is almost identical. This result is somewhat surprising, and highlights the robustness of the beamforming strategy to imperfections in the feedback. Of course, the gap between the performance of the diversity and optimum strategies is smaller than in Figure 2 . Finally, the channel feedback quality is poor when a d = 0:3. This case turns out roughly equivalent to the case of no feedback, in that the diversity strategy performs close to the optimum strategy, while the beamforming strategy performs about 1 dB worse than the optimum at high SNRs.
Covariance Feedback: h N(0; ) In this case, the transmitter has no information about the mean, but has long-term knowledge of the spatial correlation matrix . The achievable long-term information transfer rate for a transmit strategy with input covariance matrix Q is given by evaluating (1) with an appropriate The diversity strategy is implemented by the input covariance matrix (1=M)I, and the beamforming strategy is implemented by transmitting all of the available power in the direction of the unit vector corresponding to the largest diagonal entry of .
Let i denote the i-th eigenvalue (in this case the i-th diagonal entry) of . Figure 5 displays the information transfer rate (bits per transmission) achieved by the transmission strategies with M = 3, 1 = 2 = 3 . In this case, the performance of the diversity strategy is optimum, while the transmit beamforming strategy (equivalent here to using a single transmit antenna element) performs less than 1 dB worse than the optimum over a wide range of SNR values. Figure 6 displays the performance of the transmission strategies for M = 3, 1 = 2 = 1 = 3 = 2. In this case there is a single direction which is 3 dB stronger than the other directions speci ed by . Somewhat surprisingly, the beamforming strategy transmitting in the stronger direction achieves the performance of the optimum strategy for all displayed values of SNR. Hence, no penalty is incurred for not utilizing the lower power directions, leading us to conjecture that, in general, such a beamforming strategy is close to being optimal for small M, when has at least a moderate eigenvalue spread. 
Conclusions and Future Work
For a single transmit element, prior work 6, 11, 7] has shown that, in terms of informationtheoretic limits, there is little to be gained by exploiting knowledge of the channel at the transmitter for a single transmit antenna element. As our numerical results indicate, for transmit antenna arrays, the gain through even partial knowledge of the channel can be substantial. For mean feedback, the beamforming strategy performs close to the optimal strategy when the feedback is of reasonable quality. The beamforming strategy performs close to the optimal strategy for covariance feedback when there is a stronger path present which can be exploited by the beamforming. Overall, the beamforming strategy appears to be a viable transmission strategy when meaningful channel feedback is present. Furthermore, the use of the beamforming strategy simpli es operation at the mobile, since only a single data stream needs to be decoded. The optimum transmission strategies presented in this work are based on random coding arguments. Hence, future work in this area includes design of practical coding strategies for exploiting partial knowledge of the spatial channel.
A possible extension of the information-theoretic approach taken in this paper is to consider optimum transmission strategies in the context of the multiuser system model. The problem can be formulated as a search for the optimum transmission strategies in a broadcast channel as a function of the quality of channel feedback at the transmitter. Such optimum strategies, if found, would provide a valuable benchmark for the performance of the practical transmit beamforming strategies, such as those proposed in 4, 5] .
