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Abstract
In this paper, we give a new realization of crystal bases for irreducible highest weight
modules over Uq(G2) in terms of monomials. We also discuss the natural connection
between the monomial realization and tableau realization.
Introduction
In 1985, the quantum groups Uq(g), which may be thought of as q-deformations of the uni-
versal enveloping algebras U(g) of Kac-Moody algebras g, were introduced independently by
Drinfel’d and Jimbo [1, 4]. The integrable highest weight representations over symmetrizable
Kac-Moody algebras can be deformed consistently to the highest weight representations over
the corresponding quantum groups for generic q [20]. From this point of view, the crys-
tal basis theory for integrable modules over quantum groups was developed by Kashiwara
[10, 11]. Crystal bases can be viewed as bases at q = 0 and they are given a structure of
colored oriented graphs, called the crystal graphs. Crystal graphs have many nice combina-
torial properties reflecting the internal structure of integrable modules. In [13], Kashiwara
and Nakashima gave an explicit realization of crystal bases of finite dimensional irreducible
modules over classical Lie algebras using semistandard tableaux with given shapes satisfying
certain additional conditions. Motivated by their work, Kang and Misra discovered a tableau
realization of crystal bases for finite dimensional irreducible modules over the exceptional Lie
algebra G2 [9]. In [17], Littelmann gave another description of crystal bases for finite dimen-
sional simple Lie algebras using the Lakshmibai-Seshadri monomial theory. His approach was
generalized to the path model theory for all symmetrizable Kac-Moody algebras [18, 19].
∗This research was supported by KOSEF Grant # 98-0701-01-5-L
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In [14], Kashiwara and Saito gave a geometric realization of the crystal graph B(∞) of
U−q (g) as the set of irreducible components of a lagrangian subvariety L of the quiver variety
M and in [25], Saito extended their idea to the crystal base B(λ) of irreducible highest
weight modules of Uq(g). In [21], a crystal structure on the set of irreducible components
of a lagrangian subvariety Z of the quiver variety M was given. In [22], Nakajima gave
the set of Uq(Lg)-modules M(P ), called the standard modules, with a loop algebra Lg of
g and Drinfel’d polynomials P , and in [23] he introduced the t-analogs χq,t of q-character.
While studying the t-analogs of q-character of standard modulesM , he discovered that these
irreducible components of a lagrangian subvariety Z are identified with certain monomials,
and so the action of Kashiwara operators can be interpreted as multiplication by monomials.
Moreover, in [12, 24], Kashiwara and Nakajima gave a crystal structure on the set M of
monomials and they showed that the connected componentM(λ) ofM containing a highest
weight vector M with a dominant integral weight λ is isomorphic to the irreducible highest
weight crystal B(λ). But, they did not give an explicit characterization of monomials in
M(λ). For the special linear Lie algebra, in [8], Kang, Kim and the Author gave an explicit
characterization and investigated the connection with the realization in terms of semistandard
tableaux. Moreover, for the affine Lie algebra A
(1)
n , in [15], Kim gave an explicit description
and she gave crystal isomorphisms from monomial realization to path realization and Young
wall realization given in [3, 5, 6, 7].
In this paper, for any dominant integral weight λ, we give an explicit description of the
crystal M(λ) for Uq(G2). In addition, we discuss the connection between the monomial
realization and tableau realization of crystal bases given by Kang and Misra.
Acknowledgments. The author would like to express his sincere gratitude to Professor
S.-J. Kang and Doctor J.-A. Kim for their interest in this work and many valuable discussions.
1 Crystal bases and Nakajima’s monomial
1.1 Crystal bases for Uq(G2)
Let A =
(
2 −3
−1 2
)
be a Cartan matrix of type G2. Then we have the finite dimensional
simple Lie algebra G2 and the quantum group Uq(G2) associated to A with a Cartan subalgebra
h, the set of simple roots Π = {α1, α2} and the set of simple coroots Π
∨ = {h1, h2}. Let Λi ∈ h
∗
(i = 1, 2) be the fundamental weight and set P = ZΛ1 ⊕ ZΛ2 and P
+ = Z≥0Λ1 ⊕ Z≥0Λ2.
Then every finite dimensional Uq(G2)-module M is a direct sum of irreducible modules V (λ)
with λ ∈ P+.
LetM be a finite dimensional Uq(g)-module, then we have the crystal basis (L,B) [10, 11].
The set B gives a colored oriented graph structure with the arrow defined by
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b
i
−→ b′ if and only if f˜ib = b
′.
The graph B is called the crystal graph ofM . Moreover, the crystal bases have a nice behavior
with respect to the tensor product. See [2] for more details of quantum groups and crystal
bases.
Now we give the description of the set of tableaux of type G2 which is a realization
of crystal basis [9]. Let λ be a dominant integral weight. Then the crystal graph B(λ)
of the irreducible highest weight module V (λ) is realized as the set of tableaux on I =
{1, 2, 3, 0, 3, 2, 1} with the linear order 1 ≺ 2 ≺ 3 ≺ 0 ≺ 3 ≺ 2 ≺ 1. To describe B(λ), we need
some definitions and conditions.
Definition 1.1. For i, j = 0, 1, 2, 3, we define
dist(i, j) = dist(j, i) = j − i for i < j, i, j = 1, 2, 3,
dist(i, 0) = dist(0, i) = 4− i for i = 1, 2, 3,
dist(i, j) = 8− (i+ j) for i, j = 1, 2, 3.
We also define dist(a, b) = dist(b, a) and dist(a, a) = 0 for all a, b ∈ I.
Now, we are ready to give a characterization of tableaux for type Uq(G2).
Proposition 1.2. For a dominant integral weight λ, the crystal graph B(λ) is realized as the
set of tableaux T of shape λ with entries on I such that
(i) the entries of T weakly increase along the rows, but the element 0 cannot appear more
than once,
(ii) the entries of T strictly increase down the columns, but the element 0 can appear more
than once,
(iii) for each column C of length 2 with the entries a,b, dist(a, b) ≤ 2 for a = 1, 0 and
dist(a, b) ≤ 3 otherwise,
(iv) for each pair of adjacent columns C, C ′ of length 2 with the entries (from left to right
and from top to bottom) a, b, c, d, dist(a, d) ≥ 3 for a = 2, 3, 0 and dist(a, d) ≥ 2 for
a = 3.
1.2 Nakajima’s monomials
In this subsection, we recall the crystal structure on the set of monomials discovered by
Nakajima [24]. Our presentation follows that of Kashiwara [12]. Moreover, we only treat the
monomials for the type Uq(G2).
Let M be the set of monomials in the variables Yi(n) for i = 1, 2 and n ∈ Z. Here,
a typical elements M of M has the form M = Yi1(n1)
a1 · · ·Yir(nr)
ar , where ik = 1, 2 and
3
nk, ak ∈ Z for k = 1, · · · , r. Since Yi(n)’s are commuting variables, we may assume that
n1 ≤ n2 ≤ · · · ≤ nr.
For a monomial M = Yi1(n1)
a1 · · ·Yir(nr)
ar , we define
wt(M) =
r∑
k=1
akΛik = a1Λi1 + · · · arΛir ,
ϕi(M) = max
({ s∑
k=1
i
k
=i
ak | 1 ≤ s ≤ r
}
∪ {0}
)
,
εi(M) = max
({
−
r∑
k=s+1
ik=i
ak | 1 ≤ s ≤ r − 1
}
∪ {0}
)
.
It is easy to verify that ϕi(M) ≥ 0, εi(M) ≥ 0, and 〈hi,wt(M)〉 = ϕi(M)− εi(M).
First, we define
nf = smallest ns such that ϕi(M) =
s∑
k=1
ik=i
ak
ne = largest ns such that ϕi(M) =
s∑
k=1
ik=i
ak.
In addition, choose integers c12 and c21 such that c12 + c21 = 1, and define
A1(n) = Y1(n)Y1(n+ 1)Y2(n+ c21)
−1,
A2(n) = Y2(n)Y2(n+ 1)Y1(n+ c12)
−3.
Now, the Kashiwara operators e˜i, f˜i (i = 1, 2) on M are defined as follows.
f˜i(M) =
0 if ϕi(M) = 0,Ai(nf )−1M if ϕi(M) > 0,
e˜i(M) =
0 if εi(M) = 0,Ai(ne)M if εi(M) > 0.
Then the maps wt : M → P , ϕi, εi : M → Z ∪ {−∞}, e˜i, f˜i : M → M ∪ {0} define a
Uq(g)-crystal structure on M [12].
Moreover, we have
Proposition 1.3. [12]
(a) For each i = 1, 2, M is isomorphic to a crystal graph of an integrable U(i)-module.
(b) Let M be a monomial of weight λ such that e˜iM = 0 for all i = 1, 2, and let M(λ) be
the connected component of M containing M . Then there exists a crystal isomorphism
M(λ)
∼
−→B(λ) given by M 7−→ vλ.
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Example 1.4. Let c12 = 1 and c21 = 0. Then the connected component containing Y1(0)
which is isomorphic to the crystal graph M(Λ1) is given as follows:
Y1(0)
1
−→ Y1(1)
−1Y2(0)
2
−→ Y1(1)
2Y2(1)
−1 1−→ Y1(1)Y1(2)
−1
1
−→ Y1(2)
−2Y2(1)
2
−→ Y1(2)Y2(2)
−1 1−→ Y1(3)
−1
2 Characterization of M(λ) and connection with tableau re-
alization
2.1 Characterization of M(λ)
In this subsection, we give an explicit characterization of the crystal M(λ) for Uq(G2). For
simplicity, we take integers c12 = 1 and c21 = 0. Then we have
A1(n) = Y1(n)Y1(n+ 1)Y2(n)
−1, A2(n) = Y2(n)Y2(n+ 1)Y1(n+ 1)
−3.
To characterize M(λ), we first focus on the case that λ = Λk (k = 1, 2). Let M0 = Yk(m)
for m ∈ Z, then we see that
wt(M0) = Λk, ϕi(M0) = δik and εi(M0) = 0 for all i = 1, 2.
Hence e˜iM0 = 0 for all i = 1, 2 and the connected component containing M0 is isomorphic to
B(Λk) over Uq(G2). For simplicity, we will take M0 = Yk(1), and that does not make much
difference.
We set Y0(m)
±1 = 1 for all m ∈ Z. For m ∈ Z, we introduce new variables
(2.1)
Xi(m) =
{
Yi−1(m+ 1)
−1Yi(m) for i = 1, 2,
Y1(m+ 1)
2Y2(m+ 1)
−1 for i = 3,
Xi(m) =
{
Yi−1(m+ (4− i))Yi(m+ (4− i))
−1 for i = 1, 2,
Y1(m+ 2)
−2Y2(m+ 1) for i = 3,
X0(m) = Y1(m+ 1)Y1(m+ 2)
−1.
Now, we give a lemma which plays a prominent role in characterizing the connected
component containing a monomial M . By direct calculation, we have
Lemma 2.1. For m ∈ Z, we have
(a) X1(m)X0(m− 1) = X2(m)X3(m− 1) (b) X1(m)X3(m− 1) = X2(m)X0(m− 1)
(c) X1(m)X2(m− 1) = X3(m)X0(m− 1) (d) X1(m)X1(m− 1) = X0(m)X0(m− 1)
(e) X2(m)X2(m− 1) = X3(m)X3(m− 1) (f) X2(m)X1(m− 1) = X0(m)X3(m− 1)
(g) X3(m)X1(m− 1) = X0(m)X2(m− 1) (h) X0(m)X1(m− 1) = X3(m)X2(m− 1)
Remark 2.2. If we consider the monomials Xα(m)Xβ(m− 1) in the left hand side, we have
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dist(α, β) ≥ 3 if α = 2, 3 or 0,
dist(α, β) ≥ 2 if α = 3.
Similarly, if we consider the monomials Xγ(m)Xδ(m− 1) in the right hand side, we have
dist(γ, δ) ≤ 2 if γ = 1, 0,
dist(γ, δ) ≤ 3 otherwise.
Proposition 2.3. (a) Let M0 = Y1(1) = X1(1) be a monomial of weight Λ1 such that
e˜iM0 = 0 for i = 1, 2, then the connected component M(Λ1) of M containing M0 is
{Xa(1) | a = 1, 2, 3, 0, 3, 2, 1}.
(b) Let M0 = Y2(1) = X1(2)X2(1) be a monomial of weight Λ2 such that e˜iM0 = 0 for
i = 1, 2. Then the connected component M(Λ2) of M containing M0 is
{Xa(2)Xb(1) | a ≺ b, or a = b = 0}.
Proof. Since it is very easy to see (a), we only treat (b). By Proposition 1.3, it suffices to
prove that M(Λ2) ∪ {0} is closed under the actions of e˜i and f˜i for i = 1, 2, and M0 is the
unique monomial of weight Λ2 such that e˜iM0 = 0 for i = 1, 2. But, it is clear by the following
connected component of Y2(1) = X1(2)X2(1).
X1(2)X2(1)
X1(2)X3(1)
X2(2)X3(1)
= X1(2)X0(1)
X2(2)X0(1)
= X1(2)X3(1)
X2(2)X3(1) X3(2)X0(1)
= X1(2)X2(1)
X2(2)X2(1)
= X3(2)X3(1)
X0(2)X0(1)
= X1(2)X1(1)
••
2
1
1
1 2
2 1
1 2
• •
X2(2)X1(1)
= X0(2)X3(1)
X3(2)X2(1)
X0(2)X2(1)
= X3(2)X1(1)
X
3
(2)X
2
(1)
= X0(2)X1(1)
X
3
(2)X
1
(1)
X
2
(2)X
1
(1)
2 1
1
1
2
Remark 2.4. If we take M0 = Yk(N) (k = 1, 2), then we need to replace Xi(m) by Xi(m +
N − 1).
Applying Lemma 2.1, i.e., replacing monomials in the left hand side with the monomials
in the right hand side, we have
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Theorem 2.5. LetM0 = Y2(1) = X1(2)X2(1) be a monomial of weight Λ2 such that e˜iM0 = 0
for i = 1, 2. Then the connected component M(Λ2) of M containing M0 is characterized as
M(Λ2) =
{
Xa(2)Xb(1)
∣∣∣∣ (i) a ≺ b, or a = b = 0,(ii) dist(a, b) ≤ 2 for a = 1, 0, dist(a, b) ≤ 3 otherwise.
}
.
We now consider the general case. By direct calculation, we have
Lemma 2.6. For m ∈ Z, we have
X0(m)
2 = X3(m)X3(m).
Proposition 2.7. Let λ = mΛ1 + nΛ2. Then the connected component M(λ) containing
M0 = Y1(1)
mY2(1)
n = X1(1)
m(X1(2)X2(1))
n
is expressed as the set of monomials
M = Xa1(2) · · ·Xan(2)Xb1(1) · · ·Xbm+n(1)
(a1  · · ·  an, b1  · · ·  bm+n)
satisfying following conditions:
(2.2) aj ≺ bj unless aj = bj = 0 for j = 1, · · · , n.
Proof. As in Proposition 2.3, it suffices to prove the following statements:
(a) For all i = 1, 2, we have e˜iM(λ) ⊂M(λ) ∪ {0} and f˜iM(λ) ⊂M(λ) ∪ {0}.
(b) If M ∈ M(λ) and e˜iM = 0 for all i = 1, 2, then M =M0.
We first prove the statement (a). Let M be a monomial of M(λ). Assume that f˜iM 6= 0
for i = 1, 2. Then f˜iM is obtained by multiplying Ai(k)
−1 from M for some k. Note that
A1(k)
−1 and A2(k)
−1 are expressed as
(2.3)
A1(k)
−1 = X1(k)
−1X2(k) = X3(k − 1)
−1X0(k − 1)
= X0(k − 1)
−1X3(k − 1) = X2(k − 2)
−1X1(k − 2)
and
(2.4) A2(k)
−1 = X2(k)
−1X3(k) = X3(k − 1)
−1X2(k − 1).
Suppose that f˜iM does not satisfy the condition (2.2). It means that
Ai(k)
−1 = Xp(2)
−1Xp+1(2) for some p determined by (2.3) and (2.4)
and there is no element among b1, · · · , bn larger than p+ 1, where p+ 1 denote by the next
element of p under the ordering in I. But, by the condition (2.2), there should be a Xp+1(1)
in M and so it is a contradiction.
Similarly, we can prove that e˜iM(λ) ⊂M(λ) ∪ {0}.
To prove (b), suppose M ∈ M(λ) and e˜iM = 0 for all i = 1, 2. Then we can easily check
that bn+1, · · · , bm+n, a1, · · · , an should be 1. Moreover, b1, · · · , bn should be 2. Therefore, we
have M = X1(1)
m(X1(2)X2(1))
n = Y1(1)
mY2(1)
n.
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Remark 2.8. For dominant integral weights λ, µ, and τ such that λ = µ+ τ , we have
M(λ) = {M1M2 |M1 ∈ M(µ), M2 ∈M(τ)}.
Now, we consider a monomialM inM(λ) with a dominant integral weight λ = mΛ1+nΛ2.
At first, for any expression of
M = Xa1(2) · · ·Xan(2)Xb1(1) · · ·Xbm+n(1),
we put Xi(j) in the j-th row from bottom so that Xb(j) exists to the right hand side of Xa(j)
for a  b. That is,
Xan(2) · · ·Xa1(2)
Xbn+m(1) · · ·Xbn+1(1)Xbn (1) · · ·Xb1(1)
Secondly, we apply the following rules:
(al-1) If there is a pair (Xα(2),Xβ(1)) such that Xα(2)Xβ(1) is one of monomials in the left
hand side of Lemma 2.1, and Xα(2) and Xβ(1) lie in the same column or Xβ(1) lies
in the left hand side of Xα(2), then we replace (Xα(2),Xβ(1)) with (Xγ(2),Xδ(1))
which is the pair of monomials corresponding to Xα(2),Xβ(1). Moreover, if there
are several such pairs, then we apply above rule from the pair (Xα(2),Xβ(1)) with the
largest distance between Xα(2) andXβ(1) to the pair (Xα′(2),Xβ′ (1)) with the smallest
distance between Xα′(2) and Xβ′(1).
(al-2) If there is a pair (Xγ(2),Xδ(1)) such that Xγ(2)Xδ(1) is one of monomials in the right
hand side of Lemma 2.1, and Xδ(1) lies in the right hand side of Xγ(2), then we replace
(Xγ(2),Xδ(1)) with (Xα(2),Xβ(1)) which is the pair of monomials corresponding to
Xγ(2),Xδ(1). Moreover, if there are several such pairs, then we apply above rule from
the pair (Xγ(2),Xδ(1)) with the largest distance between Xγ(2) and Xδ(1) to the pair
(Xγ′(2),Xδ′ (1)) with the smallest distance between Xγ′(2) and Xδ′(1).
(al-3) If there is a pair (X0(p),X0(p)) (p = 1, 2), then we replace (X0(p),X0(p)) by (X3(p),X3(p)).
From now on, we denote by [M ] the expression of monomial M obtained by (al-1),(al-2)
and (al-3).
Example 2.9. (a) Let λ be a dominant integral weight Λ1 + 3Λ2 and let M be a monomial
Y1(2)
3Y1(3)
−3Y1(4)
−1Y2(2)
2Y2(3)
−1, then it can be expressed as
M = X2(2)X1(2)
2X1(1)X2(1)X3(1)X0(1)
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and so it is a monomial of M(λ). Moreover, we have
X1(2)X1(2)X2(2)
X0(1)X3(1)X2(1)X1(1)
=
(al-1)
X1(2)X2(2)X2(2)
X3(1)X3(1)X2(1)X1(1)
=
(al-1)
X1(2)X2(2)X3(2)
X3(1)X3(1)X3(1)X1(1)
=
(al-1)
X2(2)X2(2)X0(2)
X3(1)X0(1)X3(1)X2(1)
.
Therefore,
[M ] = X0(2)X2(2)
2X2(1)X3(1)X0(1)X3(1).
(b) Let λ be a dominant integral weight 2Λ2 and let M be a monomial Y1(2)
2Y1(4)
−2,
then it can be expressed as
M = X0(2)
2X0(1)
2
and so it is a monomial of M(λ). Moreover, we have
X0(2)X0(2)
X0(1)X0(1)
=
(al-2)
X1(2)X0(2)
X0(1)X1(1)
=
(al-1)
X2(2)X3(2)
X3(1)X2(1)
.
Therefore,
[M ] = X3(2)X2(2)X2(1)X3(1).
By the algorithm (al-1),(al-2) and (al-3), we have
Theorem 2.10. Let λ = mΛ1 + nΛ2. Then the connected component M(λ) containing
M0 = Y1(1)
mY2(1)
n = X1(1)
m(X1(2)X2(1))
n
is expressed as the set of monomials
M = Xa1(2) · · ·Xan(2)Xb1(1) · · ·Xbm+n(1)
(a1  · · ·  an, b1  · · ·  bm+n)
satisfying following conditions:
(i) 0’s can not be repeated in a1, · · · , an and b1, · · · , bm+n , respectively,
(ii) aj ≺ bj unless aj = bj = 0 for j = 1, · · · , n,
(iii) for j = 1, · · · , n,
dist(aj , bj) ≤ 2 if aj = 1 or 0,
dist(aj , bj) ≤ 3 otherwise,
(iv) for j = 2, · · · , n,
dist(aj , bj−1) ≥ 3 if aj = 2, 3 or 0,
dist(aj , bj−1) ≥ 2 if aj = 3.
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2.2 Connection with other realizations of crystal graphs
In this subsection, we give a natural 1-1 correspondence between monomial realization and
tableau realization of crystal bases of type Uq(G2).
Let λ = mΛ1 + nΛ2 be a dominant integral weight. The tableau realization T (λ) of
B(λ) given by Kang and Misra was obtained by imbedding B(λ) to B(Λ1)
⊗m ⊗ B(Λ2)
⊗n.
Similarly, if we imbed B(λ) to B(Λ2)
⊗n⊗B(Λ1)
⊗m, we can have another tableau realization
S(λ). That is, for a dominant integral weight λ = mΛ1 + nΛ2, we can associate a diagram
which is a collection of n boxes in top row and m+ n boxes in bottom row in right justified
rows and B(λ) is realized as the set S(λ) of tableaux satisfying the same condition as T (λ)
on this diagram.
Theorem 2.11. Let λ = mΛ1 + nΛ2 be a dominant integral weight. Then there is a crystal
isomorphism ψ :M(λ)→ S(λ).
Proof. Let M be a monomial in M(λ). Then M is expressed as
M = Xa1(2) · · ·Xan(2)Xb1(1) · · ·Xbm+n(1)
in Theorem 2.10. We define ψ(M) by the tableau
bm+n · · · bn+1 bn · · · b1
an · · · a1
.
Then it is clear that ψ(M) belongs to S(λ) by the condition (i)-(iv) in Theorem 2.10.
Conversely, for a tableau
T =
bm+n · · · bn+1 bn · · · b1
an · · · a1
∈ S(λ),
we also define ψ−1(T ) by the monomial
Xa1(2) · · ·Xan(2)Xb1(1) · · ·Xbm+n(1).
Then by definition it is clear that ψ and ψ−1 are inverses to each other.
Now, it remains to show that ψ is a crystal morphism. But, because of (2.3) and (2.4), it is
easy to see that ψ is a crystal morphism of Uq(G2)-modules from the definition of Kashiwara
operators on the set M of monomials and the tensor product rule of Kashiwara operators
which is applied to the set S(λ).
Example 2.12. Let λ be a dominant integral weight Λ1 + 3Λ2 and let M be a monomial
Y1(2)
3Y1(3)
−3Y1(4)
−1Y2(2)
2Y2(3)
−1 ∈ M(λ) given in Example 2.9 (a), then it can be ex-
pressed as
M = X0(2)X2(2)
2X2(1)X3(1)X0(1)X3(1).
Then we have
ψ(M) =
3 0 3 2
2 2 0
.
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We have the following proposition between S(λ) and T (λ).
Proposition 2.13. [16] For a dominant integral weight λ = mΛ1 + nΛ2, there is a crystal
isomorphism ϕ : S(λ)→ T (λ) for Uq(G2)-module given by
ϕ(S) = S2,1 ← S2,2 ← · · · ← S2,n ← S1,1 ← · · · ← S1,m,
where Si,j ∈ S(Λi) (i = 1, 2) is the column of S of length i from right to left.
Corollary 2.14. Let λ = mΛ1 + nΛ2 be a dominant integral weight. There is a crystal
isomorphism φ :M(λ)→ T (λ).
Proof. By Theorem 2.10 and Proposition 2.13, φ = ϕ ◦ ψ is a crystal isomorphism.
Example 2.15. LetM be a monomial Y1(2)
3Y1(3)
−3Y1(4)
−1Y2(2)
2Y2(3)
−1 given in Example
2.12. Then we have
φ(M) = S2,1 ← S2,2 ← S2,3 ← S1,1
=
2
0
←
3
2
←
0
2
← 3
=
3
1
3
2
3
3 1
.
Conversely, let T be a tableau of T (Λ1 + 3Λ2)
T =
3
1
3
2
3
3 1
.
By applying the reverse bumping rule to the entries from bottom to top and from right to
left, i.e., from the entry 1 of the rightmost column to the entry 1 on top of the leftmost
column, we have the following sequence
(0, 2, 2, 3, 2, 0, 3).
Therefore, we have
S2,1 =
2
0
, S2,2 =
3
2
, S2,3 =
0
2
and S1,1 = 3 ,
and since
ψ−1(S2,1) = X0(2)X2(1), ψ
−1(S2,2) = X2(2)X3(1),
ψ−1(S2,3) = X2(2)X0(1), ψ
−1(S1,1) = X3(1),
we have
ϕ−1(T ) = ψ−1(S2,1)ψ
−1(S2,2)ψ
−1(S2,3)ψ
−1(S1,1)
= Y1(2)
3Y1(3)
−3Y1(4)
−1Y2(2)
2Y2(3)
−1.
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2.3 Another realization of crystal graphs
In this subsection, we discuss about another connected component which is isomorphic to the
crystal graph B(λ) with a dominant integral weight λ. More precisely, let M0 be a monomial
Y1(−1)
mY2(−2)
n = X1(−1)
m(X1(−1)X2(−2))
n. ThenM0 is a monomial of weightmΛ1+nΛ2
such that e˜iM0 = 0 for all i = 1, 2. Moreover, we have
Theorem 2.16. Let λ = mΛ1 + nΛ2. Then the connected component M
′(λ) containing
M0 = Y1(−1)
mY2(−2)
n = X1(−1)
m(X1(−1)X2(−2))
n
is expressed as the set of monomials
M = Xa1(−1) · · ·Xam+n(−1)Xb1(−2) · · ·Xbn(−2)
(a1  · · ·  am+n, b1  · · ·  bn)
satisfying following conditions:
(i) 0’s can not be repeated in a1, · · · , am+n and b1, · · · , bn, respectively,
(ii) aj ≺ bj unless aj = bj = 0 for j = 1, · · · , n,
(iii) for j = 1, · · · , n,
dist(aj , bj) ≤ 2 if aj = 1 or 0,
dist(aj , bj) ≤ 3 otherwise,
(iv) for j = 1, · · · , n− 1,
dist(aj , bj+1) ≥ 3 if aj = 2, 3 or 0,
dist(aj , bj+1) ≥ 2 if aj = 3.
Proof. By the same argument in Proposition 2.7, it is proved. So we omit it.
Theorem 2.17. Let λ = mΛ1 + nΛ2 be a dominant integral weight. Then there is a crystal
isomorphism ψ :M′(λ)→ T (λ).
Proof. Let M be a monomial in M′(λ). Then M is expressed as
M = Xa1(−1) · · ·Xam+n(−1)Xb1(−2) · · ·Xbn(−2).
We define ψ(M) by the tableau
a1 · · · an an+1 · · · am+n
b1 · · · bn
.
Then it is clear that ψ(M) belongs to T (λ) by the condition (i)-(iv) in Theorem 2.16.
Conversely, for a tableau
12
T =
a1 · · · an an+1 · · · am+n
b1 · · · bn
∈ T (λ),
we also define ψ−1(T ) by the monomial
Xa1(−1) · · ·Xam+n(−1)Xb1(−2) · · ·Xbn(−2).
Then by definition it is clear that ψ and ψ−1 are inverses to each other. Moreover, it is also
easy to see that ψ is a crystal morphism of Uq(G2)-modules.
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