Several methods for training feed-forward neural networks require second order information from the Hessian matrix of the error function. Although it is possible to calculate the Hessian matrix exactly it is often not desirable because of the computation and memory requirements involved. Some learning techniques does, however, only need the Hessian matrix times a vector. This paper presents a method to calculate the Hessian matrix times a vector in O(N) time, where N is the number of variables in the network. This is in the same order as the calculation of the gradient to the error function. The usefulness of this algorithm is demonstrated by improvement of existing learning techniques.
Introduction
The second derivative information of the error function associated with feed-forward neural networks forms an N N matrix, which is usually referred to as the Hessian matrix. Second derivative information is needed in several learning algorithms, e.g., in some conjugate gradient algorithms ) time-and memory requirements. For that reason it is often not worth while explicitly to calculate the Hessian matrix and approximations are often made as described in Buntine 91] . The second order information is not always needed in the form of the Hessian matrix. This makes it possible to reduce the time-and memory requirements needed to obtain this information. The scaled conjugate gradient algorithm M ller 93a] and a training algorithm recently proposed by Le Cun involving estimation of eigenvalues to the Hessian matrix Le Cun 93] are good examples of this. The second order information needed here is always in the form of the Hessian matrix times a vector. In both methods the product of the Hessian and the vector is usually approximated by a one sided di erence equation. This is in many cases a good approximation but can, however, be numerical unstable even when high precision arithmetic is used.
It is possible to calculate the Hessian matrix times a vector exactly without explicitly having to calculate and store the Hessian matrix itself. Through straightforward analytic evaluations we give explicit formulae for the Hessian matrix times a vector. We prove these formulae and give an algorithm that calculates the product. This algorithm has O(N) time-and memory requirements which is of the same order as the calculation of the gradient to the error function. The algorithm is a generalized version of an algorithm outlined by Yoshida, which was derived by applying an automatic di erentiation technique Yoshida 91] . The automatic di erentiation technique is an indirect method of obtaining derivative information and provides no analytic expressions of the derivatives Dixon 89]. Yoshida's algorithm is only valid for feed-forward networks with connections between adjacent layers. Our algorithm works for feed-forward networks with arbitrary connectivity.
The usefulness of the algorithm is demonstrated by discussing possible improvements of existing learning techniques. We here focus on improvements of the scaled conjugate gradient algorithm and on estimation of eigenvalues of the Hessian matrix.
Notation
The networks we consider are multilayered feed-forward neural networks with arbitrary connectivity. The network @ consist of nodes n l m arranged in layers l = 0; . . . ; L. The number of nodes in a layer l is denoted N l . In order to be able to handle the arbitrary connectivity we de ne for each node n l m a set of source nodes and a set of target nodes.
S l m = fn r s 2 @j There is a connection from n r s to n l m ; r < l; 1 s N r g
(1)
T l m = fn r s 2 @j There is a connection from n l m to n r s ; r > l; 1 s N r g The training set accociated with network @ is 
and w lr ms is the weight from node n r s to node n l m . w l m is the usual bias of node n l m . f(v l pm ) is an appropriate activation function, e.g., the sigmoid. The net-input v l pm is chosen to be the usual weighted linear summation of inputs. The calculations to be made could, however, easily be extended to other de nitions of v l pm . Let an error function E(w) be
where w is a vector containing all weights and biases in the network, and E p is some appropriate error measure associated with pattern p from the training set. Based on the chain rule we de ne some basic recursive formulae to calculate rst derivative information. These formulae are used frequently in the next section. Formulae based on backward propagation are 
The rst and second terms of equation (7) will from now on be referred to as the A-and B-vector respectively. So we have
We rst concentrate on calculating the A-vector. Lemma 1 Let ' l pm be de ned as ' l pm = d T dv l pm dw . ' l pm can be calculated by forward propagation using the recursive formula 
Proof.
For the output layer we have A Lh ji = L pj u h pi as desired. Assume that the lemma is true for all nodes in layers k > l. 
Using the chain rule we can derive analytic experessions for l pm and l pm .
So if the lemma is true l pm and l pm are given by
The rest of the proof is done in two steps. We look at the parts concerned with the l pm and l pm factors separately. For all output nodes we have For
For all nodes n r s 2 S 
Improvement of existing learning techniques
In this section we justify the importance of the exact calculation of the Hessian times a vector, by showing some possible improvements on two di erent learning algorithms.
The scaled conjugate gradient algorithm
The scaled conjugate gradient algorithm is a variation of a standard conjugate gradient algorithm. The conjugate gradient algorithms produce non-interfering directions of search if the error function is assumed to be quadratic. Minimization in one direction d t followed by minimization in another direction d t+1 imply that the quadratic approximation to the error has been minimized over the whole subspace spanned by d t and d t+1 . The In the standard conjugate gradient algorithms the step size t is found by a line search which can be very time consuming because this involves several calculations of the error and or the rst derivative. In the scaled conjugate gradient algorithm the step size is estimated by a scaling mechanism thus avoiding the time consuming line search. The step size is given by 
Eigenvalue estimation
A recent gradient descent learning algorithm proposed by Le Cun, Simard and Pearlmutter involves the estimation of the eigenvalues of the Hessian matrix. We will give a brief description of the ideas in this algorithm mainly in order to explain the use of the eigenvalues and the technique to estimate them. We refer to Le Cun 93] for a detailed description of this algorithm.
Assume that the Hessian H(w t ) is invertible. We then have by the spectral theorem from linear algebra that H(w t ) has N eigenvectors that forms an orthogonal basis in < N Horn 85] . This implies that the inverse of the ) time which is infeasible for large N. Le Cun et al. argues that only a few of the largest eigenvalues and the corresponding eigenvectors is needed to achieve a considerable speed up in learning. The idea is to reduce the weight change in directions with large curvature, while keeping it large in all other directions. They choose the search direction to be d t = ?(G(w t ) ? oretically it would be enough to substract the component in the direction of already estimated eigenvectors once, but in practice roundo errors will generally introduce these components again.
Le Cun et al. approximates the term H(w t )e m i with a one sided di erencing as shown in equation (15) . Now this term can be calculated exactly by use of the algorithm described in the last sections.
Conclusion
This paper has presented an algorithm for the exact calculation of the product of the Hessian matrix of error functions and a vector. The product is calculated without ever explicitly calculating the Hessian matrix itself. The algorithm has O(N) time-and memory requirements, where N is the number of variables in the network.
The relevance of this algorithm has been demonstrated by showing possible improvements in two di erent learning techniques, the scaled conjugate gradient learning algorithm and an algorithm recently proposed by Le Cun, Simard and Pearlmutter.
