Classical genetic approaches for interpreting variants, such as case-control or co-segregation studies, require finding many individuals with each variant. Because the overwhelming majority of variants are present in only a few living humans, this strategy has clear limits. Fully realizing the clinical potential of genetics requires that we accurately infer pathogenicity even for rare or private variation. Many computational approaches to predicting variant effects have been developed, but they can identify only a small fraction of pathogenic variants with the high confidence that is required in the clinic. Experimentally measuring a variant's functional consequences can provide clearer guidance, but individual assays performed only after the discovery of the variant are both time and resource intensive. Here, we discuss how multiplex assays of variant effect (MAVEs) can be used to measure the functional consequences of all possible variants in disease-relevant loci for a variety of molecular and cellular phenotypes. The resulting large-scale functional data can be combined with machine learning and clinical knowledge for the development of ''lookup tables'' of accurate pathogenicity predictions. A coordinated effort to produce, analyze, and disseminate large-scale functional data generated by multiplex assays could be essential to addressing the variant-interpretation crisis.
Introduction
Technological advances are making the routine sequencing of human genomes increasingly practical, including in clinical settings. However, our inability to interpret the clinical consequences of genetic variants discovered by sequencing remains a critical roadblock to the progress of precision medicine. The scale of the interpretation problem is massive: about nine billion singlenucleotide variants (SNVs) are possible, not including indels and copy-number variants. Each variant can be found in the heterozygous or homozygous state, and there are an effectively infinite number of variant combinations. 4.6 million missense variants have already been found in the 140,000 exomes and genomes in the Genome Aggregation Database (gnomAD), 1 and 99% of these missense variants are rare (minor allele frequency < 0.005). Although many of these variants occur within genes that are already implicated in human disease, only 2% have a clinical interpretation in ClinVar 2 ( Figure 1A , left). Unfortunately, over half of the interpreted variants are considered variants of uncertain significance (VUSs) ( Figure 1A , right), which are ''trapped in the interpretive void'' between benign and pathogenic. 3 Each of the variants that have been previously detected, as well as the billions of variants that might be identified in the future as genome sequencing becomes ubiquitous, could be benign, pathogenic, or of intermediate effect by virtue of affecting the function or expression patterns of disease-associated genes. Genome-wide association studies (GWASs) and expression quantitative trait locus (eQTL) analysis can link variants with disease. However, their scope has largely been limited to common variants because they require accurate estimation of the differences in allele frequency between groups of affected and control subjects. 4, 5 Rare variants in a gene can be aggregated for tests of gene-disease association. Although such burden tests can point to genes that harbor disease-causing variants, they do not provide clear interpretations for the individual rare variants.
Historically, when a rare or de novo genetic variant was observed in a gene that was already implicated in an individual's phenotype, the variant was deemed causal. As increasing numbers of individuals are sequenced, avoiding inaccurate interpretations will require sounder strategies, even for Mendelian disorders. 6 A major opportunity for clinical genetics lies in ''actionable'' genes (e.g., BRCA1 [MIM: 113705] and breast cancer [MIM: 604370] ), where knowledge of a pathogenic variant provides the evidence for changes in medical management. 7 Except for obviously pathogenic nonsense and canonical splicesite variants, newly observed variants in actionable genes do not usually have enough evidence to be classified as either pathogenic or benign and are therefore interpreted as VUSs. A VUS can be confusing for patients and physicians because it creates uncertainty and cannot be used for guiding diagnosis or management.
Various strategies exist for overcoming the challenges posed by VUSs and include family segregation, computational variant-effect prediction, data sharing, and functional assays. Currently, only computational prediction can provide evidence for variant interpretation at the necessary scale. However, different computational prediction algorithms often give conflicting information. 9, 10 Furthermore, a recent evaluation of predictor performance on 21 human disease-associated genes revealed that at sensitive thresholds detecting 90% of pathogenic variation, false predictions are made 30% of the time. 11 At more stringent thresholds yielding errors 10% of the time, only 20% of pathogenic variants are captured. Because of this lack of consistency and poor performance, computational predictions are not considered strong evidence for or against pathogenicity. 8 Another strategy is to broadly share observations regarding specific rare variants with the clinical genetics community. Although such datasharing efforts are laudable, they will not produce information for most newly observed variants, many of which will only ever be found in a small number of individuals. A final strategy is functional assessment in a well-validated assay. Functional data constitute one of the strongest types of evidence for classifying a variant as pathogenic or benign, 8 so functional assays represent a viable strategy for overcoming the VUS challenge. However, functional assays have traditionally been applied to each VUS as it is encountered in an individual. The rapid rate of VUS discovery makes this post hoc, one-at-a-time approach impractically expensive and too slow to benefit the individual in whom the variant was found. Thus, functional assays should instead be implemented in a comprehensive and systematic fashion. Specifically, we envision measuring the effect of every possible nucleotide substitution at all clinically relevant loci in the human genome a priori. The result would be a comprehensive atlas of functional data to facilitate variant interpretation.
The advent of multiplexed assays for variant effect (MAVEs), in which functional data are collected for massive numbers of variants in a single experiment, makes this goal feasible. 12 MAVEs work by directly linking the genotype of each variant to its effect in a functional assay. This linkage enables the use of DNA sequencing for scoring each variant simultaneously. For example, massively parallel reporter assays (MPRAs) query the effects of regulatory DNA variants on the expression of reporter genes, 13 whereas splicing assays reveal variant effects on mRNA processing. 14, 15 The effect of variants on mRNA stability and translation can also be measured by multiplex assays. [16] [17] [18] Finally, deep mutational scans query the effect of amino acid substitutions on protein Here, we describe how functional elements in the genome might be prioritized for MAVEs, how MAVEs could be applied genome-wide, how MAVE data might be used for predicting pathogenicity, and the challenges that we anticipate will arise from bringing MAVE results into the clinic. We also propose the initiation of a community-wide effort to develop an atlas of functional data to empower variant interpretation.
Prioritization of Functional Elements
The genome contains functional elements, which are discrete segments of the genome such as enhancers, promoters, and coding sequences. 23 Of all the functional elements in the genome, which should be subjected to MAVEs for ensuring maximum clinical utility? Our proposed heuristic for clinical importance combines an assessment of whether knowledge of pathogenic variants in the functional element is actionable, the likelihood that the effect of a large number of VUSs will be clarified, and the feasibility of applying MAVEs.
Significant effort has already gone into identifying actionable genes, 24 and these genes should have the highest priority. For example, the American College of Medical Genetics (ACMG) identified 59 genes in which pathogenic variants are actionable 25, 26 and recommends that incidentally discovered pathogenic variants in these genes be returned to the individual. In another example, the Clinical Pharmacogenomics Implementation Consortium (CPIC) identified 17 genes in which variants can be used to inform dosing because they alter the efficacy or side effects of drugs. 27 In addition to highly actionable genes, genes with large numbers of conflicting reports of clinical significance in ClinVar should also be prioritized, given that functional data for variants in these genes could immediately be used to help resolve the conflicting reports. Finally, the number of NIH-registered genetic tests for a given gene is a useful proxy for its current clinical testing volume and for the likelihood of identifying additional VUSs ( Figure 1B ). 28 Genes with large numbers of registered tests and existing VUSs are clearly in need of additional variant-interpretation support.
A recent publication weighed medical value, conflicting reports of clinical significance, and testing volume as criteria for identifying genes for functional study. 29 We suggest that MAVEs for these genes be prioritized. For other genes, practical considerations such as coding-sequence length or the anticipated difficulty of developing a MAVE can diminish priority. For example, variants in TTN (MIM: 188840) can cause dilated cardiomyopathy (MIM: 604145). TTN is an otherwise high-priority gene, but it encodes a massive 36,000 aa protein with multiple isoforms, presenting a major challenge for assay development.
Beyond the ACMG and CPIC examples, thousands of functional elements have already been linked to disease through decades of research, and more links will be discoveredso, too, will the number of elements for which variants are actionable. In addition to the possibilities highlighted here, MAVEs could be applied to functional elements that show depletion of variation in the population or elements associated with tumorigenesis.
Annotating Every Possible Variant in Disease-Related Functional Elements
MAVEs can be used to produce an atlas of the effects of variation in functional elements in the human genome ( Figure 2 ). Different MAVE strategies have been developed, but they share a common framework. Variants are synthesized, introduced into a model system, and selected for a phenotype of interest. The effects of each variant in the assay are determined by library sequencing, which reveals the frequency of each variant before and after selection. Some aspects of MAVEs, namely library synthesis and sequencing, are relatively well established and have been described extensively. 12, 13, [31] [32] [33] Here, we focus on the aspects that are critical for the goal of prospectively interpreting human genetic variation. MAVEs can be divided into categories according to the type of variant they are designed to interrogate: protein-coding variants, splice variants, or transcriptional regulatory variants. In ideal assays, known pathogenic and benign variants would have large differences in their measured functional effects. Other important issues include assay reproducibility, scalability, cost, and complexity.
So far, assays for protein-coding variants have been designed to interrogate each variant's effect on a specific function of a particular protein. For example, a PPARg-specific MAVE was used to discriminate between pathogenic lipodystrophy variants and high-frequency, most likely benign variants (FPLD3 [MIM: 604367]). 21 Stimulation with PPARg agonists leads to enhanced uptake of oxidized low-density lipoprotein via transcriptional induction of CD36 expression. 34 The effect of all possible PPARg
SNVs on the expression of CD36 in response to multiple agonists was measured in macrophages. Proteinspecific assays, such as the one for PPARg function, can be highly accurate, but developing them is costly and time consuming. Measuring a specific protein function might also reveal only part of the picture by missing variants that negatively affect other aspects of a protein's function. An ideal approach is to develop many different MAVEs for specific functions of each protein of interest. Indeed, this approach is warranted for high-priority genes such as BRCA1 and BRCA2, both of which encode complex proteins with multiple domains and binding partners. Expert panels exist for many genes associated with disease risk, and they could and should be consulted to provide guidance for assay design. However, developing specific MAVEs for every disease-relevant protein is, for now, prohibitively time and resource intensive. Therefore, generalizable large-scale assays for an informative phenotype are needed. Steady-state protein abundance is an example of such a phenotype: most coding variants that destabilize the protein also cause a decrease in steady-state abundance. 35 38 A similar assay could be developed in human cells. However, measuring steady-state abundance will be difficult for proteins that oligomerize or are found in complexes.
Furthermore, many variants are pathogenic by a mechanism other than loss of abundance. Therefore, assays of steady-state abundance could be combined with assays for other informative molecular phenotypes such as protein localization, temperature sensitivity, aggregation, or turnover rate. Another example of a generalizable assay is genetic complementation, in which variants are introduced into a model system where growth is dependent on variant activity. In one example, the effect of 179 variants of 22 human disease-related genes were quantified in a yeast complementation assay. 11 The functional data from the complementation assays distinguished known pathogenic and benign variants with higher precision and specificity than computational variant-effect predictions. In another example, saturation genome editing in a haploid human cell line was used for measuring the effects of most SNVs in a portion of the essential gene DBR1 (MIM: 607024). 15 In addition to complementation assays, cell-based protein-protein interaction assays could be applied in a general fashion to probe the effects of variants on disease-related interactions. This approach is bolstered by the fact that surveys of protein-protein interactions have revealed many interactions that, when disrupted, are deleterious. [39] [40] [41] [42] [43] [44] Moreover, protein interactions can reveal defects in protein folding and stability, which helps to explain why approximately one-third of disease-related variants in proteins with multiple interaction partners disrupt all of the interactions of that protein. 45 Variants of protein-coding genes can also result in pathogenicity by altering splicing. 35% of all variants in disease-related genes have been suggested to directly affect splicing by modifying cis-regulatory elements. 46 Splicing and other RNAprocessing steps such as alternative polyadenylation are particularly well suited for investigation through MAVEs because distinct isoforms can be counted directly with RNA sequencing. MAVEs for splicing have already been implemented for both direct genome editing 15 and minigene assays. 14, 47, 48 MAVEs have also been developed to probe the effects of variants in untranslated regions of mRNAs on message stability and protein expression. [16] [17] [18] Variation in transcriptional regulatory elements is also important, and pathogenic regulatory variants have been identified for a number of Mendelian disorders. [49] [50] [51] [52] To capture cellular context, MAVEs can be performed in a cell type that is as close as possible to the diseaserelevant one. A more general solution to the context problem might be to collect MAVE data for each functional element in a panel of different cell types and assays. Combining these data could result in more accurate and context-specific inferences about variant effects. For example, in the ENCODE project, data from different cell lines revealed cell-type-specific chromatin states. Measurements in a sufficient number of different cell types can reveal the dependency of chromatin state on cell type. 63 We note that, presently, MAVEs must be performed in cells that can be efficiently transfected or transduced. Thus, many, but not all, cells are compatible with MAVEs. Third, even with MAVEs, we face a problem of scale. Generalizable MAVEs help to address this problem, but presently, only a few generalizable assays exist. Fortunately, assay design is only limited by imagination. For example, single-cell RNA sequencing has been used for multiplex quantification of the impact of Cas9-mediated gene deletions. 64, 65 As our ability to capture genome sequences and RNA transcripts from single cells improves, the effect of variants on the transcriptome or chromatin-accessibility landscape could be discerned in a comprehensive manner. Single-cell genomic assays could be generalizable to most functional elements and allow new classes of proteins and noncoding sequences to be assessed. Another way to address the scale problem is to use the increasingly rich set of MAVE datasets to build the next generation of variant-effect predictors. For example, DeepBind is an algorithm that uses deep learning to predict the sequence specificity of RNA-and DNA-binding proteins. 66 DeepBind is trained on MAVE data, including DNA-binding assays such as SELEX, protein-binding microarrays, and RNA-binding assays such as RNAcompete. [67] [68] [69] MAVE data can also be useful in evaluating new predictive tools, as was done for EVmutation, which predicts variant effects in proteins from co-variation in multiple-sequence alignments. 70 Predictive models can also be trained on MAVE results from fully random libraries, as opposed to libraries of SNVs. Functional data from random libraries can be extremely informative, revealing general patterns. For example, the splicing patterns of nearly two million synthetic, alternatively spliced minigenes were recently measured.
14 These patterns were used to train a model of alternative splicing, which strongly outperformed other models. The quality of the model can be traced to the larger size of the training dataset than of the number of splice events that naturally occur in the genome. A fourth limitation of MAVEs is that the data they produce can be noisy. The most effective way to prevent erroneous variant interpretations owing to noisy data is through proper experimental design and quantification of the uncertainty associated with each measurement. Inclusion of appropriate positive and negative controls in these assays can also assist in reducing background noise. MAVE technologies are new and rapidly expanding, so consensus on proper experimental design and data analysis is evolving. However, models for computing error estimates that consider sampling noise and the distribution of scores for variants between replicate experiments are available. 71, 72 As the field moves forward, unification of data analysis and error-estimation methods will enable comparisons of data quality across MAVEs just as it has for earlier technologies. 73 Fifth, interpretation of MAVE results can be complicated by interactions between variants in different functional elements or between variants and environmental effects. Intergenic epistatic effects can be important but are often ignored. For example, the lifetime risk for breast cancer in BRCA1 carriers can range from 28% to 50% for those in the lowest risk group depending on genetic background, whereas the range for the highest risk group is 81%-100%. 74 For investigating epis- 75, 76 and overexpression 77 screening highlights how multiplex assays could be used for understanding the effects of copy-number variation. These assays quantify the effect of single-gene deletion or overexpression. Cas9 can also be used to delete larger regions, leading to a better understanding of the effects of copy-number variation. 78, 79 However, breakpoints will have to be carefully chosen given that an effectively infinite number of copy-number variants are possible.
How Should MAVE Data Be Used to Provide Evidence for Variant Pathogenicity?
As MAVEs are increasingly used to comprehensively measure the effects of variants in disease-related functional elements, the next question is how MAVE data should be used to provide evidence for variant pathogenicity. Answering this question is a central challenge because it is clear that clinical laboratories are currently having trouble with using functional data to agree on variant interpretations. 80 The large scale of MAVE data provides several key advantages that could help alleviate the problematic nature of using functional data for interpretation. First, all variants within a MAVE are tested simultaneously so that measurements for different variants are readily comparable to each other, whereas one-at-atime assays are performed by different personnel in different research labs at different times. Second, the comprehensive nature of MAVE data means that they can be validated through assessment of their sensitivity to and specificity for the correct identification of variants of known clinical effect or by comparison to the results of other low-throughput, gold-standard assays. A third, more practical advantage is that all MAVEs could be made available through a central database, which would ameliorate the need to manually hunt for data in publications.
If a reasonable number of variants with known clinical effects are available for a given functional element, machine learning with MAVE data as features can be used for quantifying the likelihood of variant pathogenicity. For example, PPARg MAVE data were used for training a classifier that maximized discrimination between a set of pathogenic lipodystrophy variants and a set of highfrequency, most likely benign variants. 21 The classifier was then used for predicting the probability of variant pathogenicity for 42 rare, previously unseen PPARg variants. The probability of pathogenicity, determined from the MAVE data, was combined with lipodystrophy prevalence for estimation of a pathogenicity odds ratio for each variant. Post hoc validation revealed that individuals carrying variants with high pathogenicity odds ratios were likely to display clinical features of lipodystrophy. Furthermore, individuals carrying variants with low pathogenicity odds ratios did not have clinical features of lipodystrophy, and these variants were indistinguishable from the wild-type in standard PPARg reporter assays. The PPARg work highlights how MAVE data could be used in the context of work led by ClinGen and disease-specific working groups such as ENIGMA and InSiGHT toward building probabilistic models for variant interpretation. 24, 27, 81, 82 These models incorporate various types of evidence, including phenotype and family history, pathology and clinical testing data (e.g., imaging and echocardiography), allelic observations (i.e., the co-occurrence of variants in cis or trans), familial segregation and de novo occurrence, data on population frequency, functional assays, and predictive algorithms. Ultimately, MAVE-derived probabilities of pathogenicity could be incorporated into these models as well. 83 In contrast to the current variant-byvariant approach, MAVE-driven ''precomputation'' of the likelihood of pathogenicity will benefit from the fact that multiple variants that exhibit the same MAVE phenotype (or a given range for a quantitative phenotype) can be binned for the purpose of estimating their likelihood of pathogenicity.
Assay validation will be different depending on the gene and the clinical outcomes. For example, it is of critical importance that MAVEs for genes such as BRCA1 and BRCA2 have both high sensitivity and specificity because a misclassified variant could lead to life-altering prophylactic surgeries or a missed opportunity for cancer prevention for an entire family. For other genes, less stringent validation might be acceptable. For some pharmacogenes, it might be advisable to compromise some specificity for the increased sensitivity required for identifying all possible individuals who might be at risk of a drug overdose because alternative drugs are available. 84 The validation strategies we have discussed thus far require variants of known effect for assessment of the sensitivity and specificity of a given MAVE. However, most functional elements have few or no variants of known clinical effect. For these functional elements, the strategy would be more complex, and MAVE data would need to be used more cautiously. Although imperfect, MAVE data could be validated through testing of tens of variants in low-throughput, gold standard assays. Another option when each functional element has only a few variants of known clinical effect would be to conduct pooled MAVE validation. Just as the performance of minor-allele-frequency based inference of non-pathogenicity can be validated with variants from many genes, 1 MAVE performance could be assessed with a pooled set of variants of known clinical effect from all functional elements of the same type.
Finally, MAVE data could be used for nominating variants for deeper clinical phenotyping. Here, the goal would be to generate enough validation data to determine the degree to which the MAVE results are associated with pathogenicity. Even without such validation, clinical geneticists might still find MAVE data useful when they interpret new variants. For example, an MPRA measurement could show that a suspicious variant causes a large decrease in transcription, or a deep mutational scan might indicate that the variant protein is completely unstable and therefore likely to be nonfunctional. Ultimately, generation of MAVE data and clinical phenotyping of variants constitute a virtuous cycle. We expect that precision medicine and other clinical genetics initiatives around the world will rapidly increase the number of variants with well-established clinical effects.
A related challenge is that the use of functional data as evidence presupposes a clear relationship between a functional element and a disease. Thanks to efforts in many fields, our knowledge of the relationships between functional elements and disease is growing rapidly. For example, sequencing of trios with Mendelian disease, comparison of tumor and normal tissue, GWASs, eQTL analyses, and various functional genomics efforts have all helped to reveal an astonishing number of these relationships. In some cases, the nature of the relationship is relatively simple. For example, in many pharmacologically relevant genes, loss of gene expression or protein activity directly alters drug metabolism. 84 In these cases, the strategy outlined above can be applied in a straightforward fashion. In other cases, the relationships between a functional element and disease are more complex. For example, germline variants in the tumor suppressor PTEN (MIM: 601728) can cause Cowden syndrome (MIM: 158350) and can also confer an increased risk of autism. 85, 86 In addition, somatic PTEN variants appear to drive tumorigenesis, especially for endometrial and brain cancer. 87 These complex relationships could be disentangled with the use of multiple MAVE datasets generated from a variety of distinct assays in different cell types. Each of these datasets could reveal a part of the puzzle, and the main analytical challenge would be to integrate them into uniformly applicable, easily understood evidence for use in the clinic. However, deciphering the relationship between variant effects in a functional assay and pathogenicity is one of the most difficult challenges facing the use of functional data in the clinic. In some cases, this relationship will remain clouded and MAVE data will be of limited use. As MAVEs become less expensive, they could also prove useful in the discovery of genes and regulatory elements that cause disease when mutated. An increasingly prevalent strategy in genetics involves comparing the burden of rare variants in each gene between case and control subjects. These studies of variant burden improve their power by using PolyPhen-2 or other computational methods to weight variant counts by the likelihood that the variant is damaging. 4 Thus far, the nascent MAVE field has openly shared variant data. In many cases, all variants for the functional element in question can be found in large supplemental tables available for download from journals. In a move toward the model described above, PPARg MAVE data are available via a user-friendly, interactive website (see Web Resources). A centralized database, providing a consistent web interface, would allow third-party resources (e.g., ClinVar) to reliably link to a MAVE-based score and underlying data for each variant.
Privacy protections will require careful consideration, given that queries for the functional data for individual variants could inadvertently reveal personal information. Further consideration of these issues is warranted, but the obstacles do not seem insurmountable. Examples of measures that could be taken to ensure privacy include client-side applications that download MAVE-derived data in bulk so that individual genotypes are queried only on the user's system. Alternatively, queries could be sent via encrypted communication with trusted servers that have secured logs.
Incentives for data providers to submit their results to a centralized database could include aggregated usagetracking information that provides evidence of the impact of their work while still protecting user privacy. Centralized dissemination would ideally have licensing procedures that ensure attribution and (if appropriate) intellectual-property rights for data providers. Appropriate journal and funding policies requiring data deposition and open licensing would provide both publication and funding incentives for centralized MAVE availability.
The Goal: A MAVE-Data-Driven Prediction for Every Variant Genome-guided precision medicine requires accurate, genome-wide variant interpretation, which cannot be accomplished by traditional approaches. We envision a community-driven effort that uses MAVEs to tackle the problem of variant interpretation. Presently, MAVE results are available for a minor but growing number of human functional elements. Ultimately, we predict that most disease-related functional elements will have many different associated MAVE datasets, much in the same way that the ENCODE project has quantified many different chromatin features at most positions in the genome in many different cell types. Like the ENCODE project, comprehensive MAVE data will be useful for understanding the importance of each variant and predicting its role in disease.
We suggest a three-pronged approach for leveraging MAVEs. First, diseasespecific MAVE datasets should be collected for the most clinically relevant functional elements. For example, the set of 59 genes for which the ACMG suggests the return of incidental results should be studied in detail. Second, all disease-related functional elements should be interrogated by general molecular and cellular MAVEs. Third, MAVE data should be used for improving computational predictors of variant effect. Computational predictors could ultimately be replaced as MAVE data become available for all loci, but it seems more likely that both approaches will co-exist synergistically.
Organizing a community-driven effort to use MAVEs to tackle the variant-interpretation problem will require coordination for unification of data formats, essential metadata, quality-control approaches, and protocols for data distribution. The community must also ensure that the uncertainty associated with each score is assessed fairly and reported consistently. Engagement with clinicians and clinical laboratories early in the process is critical for the data to be maximally useful. A top-down model where the NIH and other organizations create a consortium whose goals, methods, and structure are determined at the beginning is one possibility. Another possibility is a bottom-up model where interested scientists and clinicians organize themselves. In either case, the need for variant functional data is acute, and MAVEs offer a strong potential solution. Now is the right time to begin.
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