Abstract-In the age of pervasive internet where people are communicating, networking, buying, paying bills, managing their health and finances over the internet, where sensors and machines are tracking real-time information and communicating with each other, it is but natural that big data will be generated and analyzed for the purpose of "smart business" and "personalization". Today storage is no longer a bottleneck and the benefit of analysis outweighs the cost of making user profiling omnipresent. However, this brings with it several privacy challenges -risk of privacy disclosure without consent, unsolicited advertising, unwanted exposure of sensitive information and unwarranted attention by malicious interests. We survey privacy risks associated with personalization in Web Search, Social Networking, Healthcare, Mobility, Wearable Technology and Internet of Things. The article reviews current privacy challenges, existing privacy preserving solutions and their limitations. We conclude with a discussion on future work in user controlled privacy preservation and selective personalization, particularly in the domain of search engines.
I. INTRODUCTION
The internet is a fast growing phenomenon and the statistics released recently are a fitting testimony to this enormous growth. As per the 2014 Global Internet Report released by the Internet Society [34] , the internet will have 3 billion users by 2015, the mobile broadband exceeded fixed users as of 2010, there were 1 billion internet hosts as of 2013, and developing countries have more than 50% share in the world's mobile broadband subscribers. In short, the internet is pervasive.
Use of internet has become inevitable and the convenience it brings gets attractive by the day. Whether it is buying things online, paying bills, connecting and communicating with friends and family or a simple web search, the internet has seeped deep into our everyday life.
While this kind of pervasive connectivity is a thing to applaud, it does bring with it several challenges; especially in the age of big data and extreme analytics. The digital footprint left by users is becoming worth its weight in gold because of the opportunities to store and mine this data for the benefit of smart business solutions. It is not only business that benefits from big data, but several domains including law and order, health care and research stand to gain from its virtues. No wonder it is now said that "Data is the new oil".
However it brings to light several privacy challenges. Data Privacy is defined as "the freedom from unauthorized intrusion" [4] . Internet users are usually unaware that they are leaving a digital footprint. They are unsure if and what part of their personal data is visible or who has access to it. They are oblivious to the fact that their data is being used by third parties for personal gain. However more and more users are gradually becoming privacy-aware. In a research study conducted by the Pew Research Internet Project 1 , 91% of Americans felt that consumers have lost control over how personal information is collected and used by companies. However 55% of them were willing to share their personal information in certain circumstances when doing so gave them access to free services [22] . Therefore it is becoming increasingly important to find a balance between privacy and utility of personal information. It is time for service providers to adopt privacy preserving solutions and embrace the "privacy-by-design" paradigm instead of making privacy an afterthought.
It is a well known fact that privacy preservation comes at the cost of utility. The more privacy preserved a data set is, lesser the information it provides. A novel approach would be to put the user in control of how much privacy he is ready to sacrifice in order to get better utility. Also, as data collection and usage mining becomes transparent and users understand what data is being mined and how it is used, they may be willing to share their personal information with increased confidence.
This 
II. RELATED WORK
Weber [48] surveyed the security and privacy challenges related to Internet of Things where solutions that address the privacy and security issues of IoT architecture and IoT data were studied. The study also suggested establishment of a legal framework that is flexible and takes into account the underlying technology and principles. Charu et al. [1] discussed IoT from a data analytics perspective and suggested various privacy preserving solutions for mining and managing IoT data. Zhang et al. [49] surveyed privacy and security challenges with respect to online social networks and addressed the utility vs. privacy preservation conflict and suggested opportunities to resolve these conflicts. Fung et al. in [50] discuss how Privacy Preserving Data Publishing (PPDP) is a unique problem and address privacy challenges in data publishing while summarizing different approaches to PPDP. Eran, Wang and Cranor [51] examine the privacy vs. personalization issues in various personalization based systems like social, behaviour and location based profiling.
All of the above work focused on privacy risks associated with specific domains where they weighed risks and discussed existing solutions to specific areas. There is no work which provides a holistic view of privacy risks and remedies in the age of extensive use of internet, collection of big data and state of the art analytics spanning all domains. Our survey attempts to fill this gap by surveying privacy/personalization challenges and opportunities across various domains like Web Search, Social Networking, Healthcare, Mobility, Wearable Technology and Internet of Things.
III. BIG DATA -CHALLENGES AND OPPORTUNITIES
Data is generated from online transactions, social network interactions, machine to machine communication, web searches, health management, financial management and even entertainment [39] . Data is also no longer in a structured form but comes in all flavors including unstructured click streams, videos, pictures etc. Data is generated at great speed and in high volumes. Storing or transmitting such huge volumes of data is no longer a challenge with the advent of technological advancements in storage and networking. Analyzing such heaps of data in record times is also not a challenge any more because of the availability of newer algorithms and big data analytical framework. This is the world of big data analytics which brings with it several benefits as well as concerns.
A. Big data -Opportunities 1. Healthcare: Big data presents a lot of analytical and data mining opportunities in the healthcare domain. The discovery of inconceivable side effects by drug interactions is one such example. It was discovered through big data analytics that when Paxil and Pravachol are taken together they increase a patient's blood glucose to diabetic levels. For the one million users who were taking both of these drugs together, this discovery was a boon. [39] Researchers in South Africa discovered a correlation between therapeutic use of Vitamin B and the delay of progression to AIDS and death of HIV positive patients. In a region where therapies for people living with AIDS are expensive this was a critical discovery. [39] A more common example is of Google Flu Trends which makes predictions and locates flu outbreaks based on aggregated search queries. [39] 2. Mobility: Mobile devices are always on and are location aware with multiple sensors (cameras, GPS, microphones and Wi-Fi) [39] . This enables collecting of location based data and harvesting of the same for benefits like real-time traffic analysis, crowd handling, law and order and targeted location based marketing.
Smart grid:
This includes sophisticated usage of smart grid data from utility companies to monitor and control electricity use, to predict energy demands, locate outages, and speed up repairs. Consumers also stand to benefit from this kind of analytics because they can manage their usage patterns to lower their consumption and go green.
Retail:
Usage of big data analytics in retail includes and is not limited to real-time stock analysis (every store, every shelf), up selling and cross selling analytics (frequent item sets), targeted marketing, studying customer's in-store behavior to improve the store lay out and personalized recommendations.
Law Enforcement:
Big data analytics has played an important role in law enforcement. Contributions include fraud detection and prevention, criminal behavior and suspect identification and forensic data analysis to name a few.
B. Big data -Challenges

Identity and Sensitive attribute disclosure:
Even though data providers anonymize the data before publishing, such data is susceptible to external linkage attacks where an adversary is able to link publicly available data to the anonymized data and determine the identity of records. Narayan and Shmatikov demonstrated this in [27] , when they de-anonymized Netflix's anonymized data set by linking it with user profile data from IMDB. Similarly Latanya Sweeny [36] was able to deanonymize a Massachusetts hospital's anonymized health records by linking the data set with publicly available voting list and determine the governor of Massachusetts' health problem (sensitive attribute disclosure).
2. Automated Recommendations: Big data analytics attempts to profile a user's worth by their click history, web searches, shopping habits and social interactions. A user is provided with recommendations that he may not agree with or necessarily be in need of. Recommendations at the least can be irritating. However they can result in a privacy breach if such recommendations were revealed on a user's social site without the user's consent. Profiling also facilitates differential pricing and search discrimination on ecommerce websites which is controversial. Differential pricing or price discrimination, as defined by Mikians et al. in [26] , is the ability of an ecommerce website to price a product on a per customer basis -using attributes of a user drawn from his user profile. The authors in [26] also suggest the existence of search discrimination, which is to steer a user to an appropriately priced set of products based on his profile attributes.
3. Predictive Analysis: While predictive analysis is invaluable when it comes to detecting and preventing crime or an epidemic, it can get out of hand if the same is applied to individual purchase habits. An infamous example is the New York Times story about retail giant Target's "Pregnancy Prediction Score" based on a woman's purchase habits. Duhigg in [8] sheds light on how Target identified about 25 products which when bought by their female customers according to a particular pattern, enabled Target to assign such shoppers a pregnancy prediction score. Most importantly it enabled them to estimate a due date, so Target could send them coupons timed to specific stages of pregnancy.
IV. GENERAL PRIVACY MEASURES
Before we delve into privacy it is important to understand the definitions of some of the privacy measures and the context in which they are used. Kifer et al. in [21] One easy way of preserving privacy is to blend with the crowd. In the data or information context this means generalizing or anonymizing the data so as to not let one user's record stand out. Generalization involves recoding an attribute value so it is no longer specific while Suppression refers to hiding an attribute value or not releasing it at all. Following are four approaches that have often been used to achieve generalization and suppression.
A. k-anonymity
As indicated by Sweeny in [36] a released data set is k anonymous if, within the data set, a record is indistinguishable with at least k-1 other records. kanonymity ensures that even with external linkage attacks, each released record will relate to at least k-1 records and therefore provide no useful information to the attacker. Table 1 is the original data set while Table 2 represents the anonymized data set satisfying 3-anonymity. Limitations of k-anonymity: There is a trade-off between data utility and privacy. A high value of k ensures better privacy preservation but reduces data utility. As indicated by Kifer et al. in [21] , solutions with only kanonymity are susceptible to sensitive attribute disclosure. For example, for the data set in Table 2 , for an adversary knowing that Kevin is a male born in the 1960s is enough to determine that Kevin suffers from Incontinence. This is because there is no diversity in the sensitive attributes of the k-anonymized equivalence class C1. This brings us to the next measure in privacy preservation called -diversity.
B. L -diversity
L-diversity as proposed by Kifer et al. in [21] ensures that the sensitive attributes in each equivalence class are diverse. A set of records in an equivalence class C is ldiverse if it contains at least "well represented" values for each sensitive attribute. For example: For equivalence class C2, in Table 2 , sensitive attribute of health condition is represented by (l=2) diverse values, namely, Incontinence and STD. So this class is 2-diverse.
Limitations of l-diversity: Li et al. discuss the limitations of l-diversity in [20] . For example, considering all six records in Table 2 Therefore data sets where the distribution of a sensitive attribute in a particular class is very different from its distribution in the overall data set are susceptible to skewness attacks. This brings us to another privacy measure called t-closeness.
C. T-closeness
T-closeness as proposed by Li et al. in [20] considers the distance between the sensitive attribute distribution in each class, to its overall distribution. By definition, a set of records in an equivalence class C is t-close, if the distance between the distribution of a sensitive attribute A, in C, and its overall distribution in the record set is not greater than a threshold value of t.
When a record set is t-close, an adversary can learn very little individual-specific information irrespective of the amount of background knowledge he possesses about the record set. t-closeness resists the following attacks:
 Skewness attack: Since the within-group distribution of confidential attributes is the same as the distribution of those attributes for the entire data set, no skewness attack can occur.  Similarity attack: Again, since the within-group distribution of confidential attributes mimics the distribution of those attributes over the entire data set, no semantic similarity can occur within a group that does not occur in the entire data set.
Limitations of t-closeness:
Domingo-Ferrer et al. in [7] argue that while [20] discusses several ways to check tcloseness, it does not provide any computational procedure to ensure t-closeness is enforced. DomingoFerrer et al. in [7] also argue that enforcing t-closeness severely limits the amount of useful information that is released.
D. Differential privacy
Differential privacy is popular in mining of tabular data. As illustrated in Figure 1 , it is an approach that adds randomness to statistical queries. Dwork in [9] suggests that the risk to someone's privacy should not increase as a result of participating in a statistical database. Task and Clifton in [37] suggest that "Differential privacy uses noise to obscure an individual's contribution to aggregate results and offers a strong mathematical guarantee that the individual's presence in the data set is hidden." By definition in [9] , a randomized function K satisfies ε-differential privacy, if for all data sets D1 and D2, differing in at most one element, and any subset S of possible outcomes in Range (K), 
Achieving -differential privacy:
-differential privacy is achieved by adding a random noise to the query results. Example: Let K be a count function = "Count the number of people older than 60." For data set of size = n people, Range (K) = {1, 2, 3 . . . n}. Sensitivity of K, i.e. K = 1 for any D1 and D2 differing in one element. The noise added to the query is related to the sensitivity of the query. Sensitivity is defined as:
2. Limitations of differential privacy: Yang et al. in [45] , list limitations of Differential Privacy as:
 The physical meaning of is not clear to real users making it hard for users to select the appropriate ε value to maximize the utility of the results provided by differential privacy mechanism.  Most existing studies focus on querying static databases. Handling differential privacy protocols for arbitrarily updated databases is difficult and needs to be explored further.  Current differential privacy techniques assume a central database with a single owner. It will be interesting to see how differential privacy fairs in distributed and multi-owner environment.  Existing studies on differential privacy assume a simple data model (statistics single or multidimensional numerical spaces). Mechanisms to extend differential privacy to more complicated data domains (graphs or strings) or complex query plans (recursive SQL queries) need to be explored.
V. DOMAIN LEVEL RISKS AND REMEDIES
A. Web search engines
Online search engines are tools that help users find information. These search engines use the information provided by users, in terms of their search history to build their "user profiles". Rich user profiles enable the search engines to provide better personalized search results.
However, this puts the user's privacy at risk. Apart from the risk of exposing one's identity, there is the added disadvantage of being subjected to unsolicited advertising and unwanted disclosure of sensitive information. Rich user profiles contain a lot of personally identifiable information, which can attract unwarranted malicious interests. A search engine is only as successful as the number of useful search results it provides. Search engines and recommendation systems benefit from users who make personal information available, thereby providing tailormade search results and/or recommendations. However a user risks his/her privacy to gain personalized recommendations.
Sanchez et al. in [33] , propose a mechanism where users are in control of the amount of private information they reveal vs. the degree of richness their user profiles retain. Their solution obfuscates the original query by adding "k" number of fake queries to the original query and then submitting the entire set to the Web Search Engines (WSE). However unlike solutions like TrackMeNot which generate "k" random queries, their solution generates "k" queries that are semantically related to the original query. The semantic distance ensures that the fake queries do not deviate far away from the interests of the user thereby ensuring the user profiles are still meaningful. Users control the number of fake queries added as well as the amount of semantic distance between the original and fake queries.
The contributions of Sanchez et al. include the proposal of a new scheme to generate distorted queries from a semantic point of view, thereby preserving utility of user profiles. Their work also supported complex queries and provided a tradeoff between Utility and Privacy addressed via configurable parameters.
While the contributions of their work towards providing users with control over their privacy preservation and personalization are exciting, the performance impact is not studied in detail. The solution makes use of knowledge bases like WordNet and Open Data Project (ODP) to extract query topics and concepts that are at a given semantic distance from the query topic. This is an important step in their obfuscation technique. While the average time taken for a query found in WordNet is 30 ms, it is 1500 ms for one not found in WordNet and found in ODP in the second iteration. Also, the approach obfuscates the search queries, but the submission of these queries to search engine is not linked to a particular protocol.
Viejo et al. in [42] propose profiling users locally based on their social network account usage instead of their web search history. They then use the local profile as a base to obfuscate the user's search queries. By not using a user's web search history to create a user profile, this approach forces search engines to focus on a user's "macro" interests instead of their fine-grained "micro" interests.
However local profiles built thus are static and may not represent a user's true interests over time. Also, query obfuscation in this approach, is based on a high-level characterization of user's interests and ignores the semantic preservation of the original query.
Hassan et al. in [12] discuss the ongoing European Union funded EEXCESS 2 project as an example of providing improved user recommendations by making use of intensive user profiling techniques. One of the major 2 eexcess.eu challenges is that the EEXCESS architecture is based on a federated recommender system in which future partners may join. The trustworthiness and the intent of these partners are not necessarily known. The information collected and disclosed to recommenders may not, in itself, be sensitive; however, cross-referencing it with external big data sources and analyzing it through big data techniques may create breaches in user privacy. Since, untrustworthy partners may have access to such big data sources and analysis techniques that privacy becomes a clear challenge. The EEXCESS project addresses the challenges of guaranteeing privacy, based on flexible privacy policies and evaluating the trust and reputation of a recommender. Although EEXCESS project proposes a novel usercontrolled approach to privacy preserving searches that ensure rich recommendations as results, it requires a complete architectural change to how web searches are done.
B. Social Networking
In the context of this paper we refer to sites such as Facebook, Linked in, Flicker etc., as social networks. These are sites where users can befriend other entities and be linked to and interact with them, tag them, discuss and present opinions/preferences/reviews.
As of June 2014, on an average 829 million users were active on Facebook per day. Monthly active user counts go up to 1.07 billion [29] . Social networking sites have proliferated into our lives like never before. While these sites bring indisputable convenience of staying connected, they often bring with them several privacy challenges. Disclosing information on such platforms is usually with consent, but users are often unaware of privacy settings and are not sure if and how their data will be used.
As noted by Zheleva and Getoor in [47] privacy in social networks can be discussed under two scenarios: privacy breaches and data anonymization.
1. Privacy breach: To quote Zheleva et al., "Privacy breach occurs when a piece of sensitive information about an individual is disclosed to an adversary, someone whose goal is to compromise privacy." Privacy breach includes the following type of disclosures:  Identity disclosure: Identity disclosure happens when an adversary is able to map a social network profile to a real world entity.  Attribute disclosure: Attribute disclosure occurs when an adversary is able to determine the sensitive attribute value. A sensitive attribute is one which the user intended to keep private.  Social link disclosure: Social link disclosure happens when an adversary learns about a sensitive link between two users (which the users intended to keep private).
Affiliation link disclosure: Affiliation link disclosure happens when an adversary is able to determine if a user belongs to a particular affiliation group. Affiliation link disclosures often lead to attribute, social link and identity disclosures. Therefore it is important to preserve the privacy of a user's affiliations.
Data Anonymization:
This presents a scenario when data provider would want to release data to researchers, keeping in mind user's privacy. Privacy preservation often comes down to how well one can hide in a crowd. In order to accomplish this, the data provider would have to perturb the data by generalization and/or anonymization. Anonymizing social network data presents more challenges than anonymizing tabular data (used in traditional data publishing). This is because in the social network context one has to anonymize the attributes as well as the network structure. Some of the methods discussed by Zheleva et al. in [47] are listed below:
 Naive Anonymization of network structure: A naive way of anonymizing a social network structure is to empty the profile of all of its attributes and leave only the link structure. However such a structure is still susceptible to attacks where an adversary remembers the structure of his own network and has created a particular pattern of links to the nodes of interest before the structure is anonymized.  K-degree anonymity:
Having background knowledge about the sub-graph structure of "a node of interest" enables an adversary to identify that node in an anonymized network. Here the node's links (or degree) become tools that reveal its identity and should therefore be hidden. k-degree anonymity states that each node should have at least k-1 other nodes with the same degree, in an anonymized network.  K-neighborhood anonymity: An adversary having background information about a node's 1.5 hop neighborhood can easily identify the node in an anonymized network. To overcome such attacks kneighborhood anonymity is used. k-neighborhood anonymity states that each node should have a 1.5 hop neighborhood graph that is isomorphic to the 1.5 hop neighborhood graphs of at least k-1 other nodes in the anonymized network.  K-candidate anonymity: This is a more general privacy preservation measure which takes care of background attacks regardless of the size of the neighborhood information possessed by the adversary. It states that an anonymized graph satisfies k-candidate anonymity if for any structural query Q posed to this network, there is at least a set of k nodes that match Q.  Anonymization of attributes: During attribute anonymization each node in the social network is treated as a record having several attributes and these attributes are anonymized by way of generalization and suppression. Some of the techniques used are k-anonymity, l-diversity, tcloseness and differential privacy.
Privacy preservation in social networks is relatively new in the realm of data privacy research. Research has begun to understand and overcome some of the challenges. However more work towards comparing anonymization techniques in terms of utility preservation remains to be done. Also exciting is the study of user-controlled privacy vs. utility preservation such that individual requirements can be met.
C. Healthcare
A lot of valuable data is generated between patient visit records, prescription history, immunization and lab records and interactions with health care providers. Storing such data in-house is sometimes not an option for many healthcare providers. The trend is to shift towards third party storage and management of Personal Health Records (PHR), where service providers like Microsoft Health Vault store and manage PHR data interactions. PHR services like these are convenient because they enable efficient storage and sharing of health records.
However, there are several security and privacy risks associated with these solutions which unless mitigated make these solutions less attractive. PHRs contain Personally Identifiable Information (PII) and many healthcare providers as well as patients are concerned about this being stored in third-party sites. These sites also become targets of malicious attacks because of the sensitive information they store.
Samavi et al. in [32] , an empirical study on "PHR User Privacy Concerns and Behaviors", found out that in-spite of having privacy concerns, 60% of the study-respondents, reported not reading privacy agreements. PHR users who were highly concerned about privacy did not change their default privacy settings. Therefore the authors conclude that PHR architects and developers cannot rely on "privacy agreements" alone and identify a critical need for adopting alternative privacy preserving options.
Anonymizing and encrypting the files before outsourcing them seems like an appropriate and feasible solution. Giving the patients the control of how to encrypt their files and whom to give access to what part of their PHR is a novel approach. Heurix et al. in [13] discuss the prejudice and discrimination patients are subjected to in the event of unauthorized disclosure of their Electronic Health Records (EHR) to insurance companies or even potential employers. The authors present a pseudonymization approach that preserves the patient's privacy and data confidentiality and provides a balance between privacy and data usability. Pseudonymization combines the strength of anonymization and full document encryption. It separates medical content (like xray images) from personally identifiable information (PII) like name, date of birth etc. Both records are assigned randomly selected pseudonyms. These pseudonyms act as access tokens: knowing the correct pseudonym will help re-link the health records with the corresponding patient. The pseudonyms are protected with encryption using a user-specific secret key. Unlike anonymization, pseudonymization is reversible only by authorized users who possess the secret key. Pseudonymization relies on encryption, but unlike full document encryption, here only the metadata is encrypted, considerably reducing the [19] propose a patient centric Attribute Based Encryption (ABE) framework, for sharing PHR in cloud environments, under multi-owner settings. The framework lets patients the right to grant and revoke access to their PHR files. In order to address scalable key management, the authorized users are divided into two domains -Public (hospitals, doctors, pharmacists, researchers) and Personal (friends and family).
The public domain will have multiple Attribute Authorities (AAs) like Hospitals, Pharmacies, Insurance Companies etc. Readers from each domain get their secret keys (role based attributes), from their respective domain AAs. For example, a doctor in the hospital domain will obtain his secret key from the Hospital AA. This secret key is based on the doctor's role, and may look like "hospital H1, surgeon, M.D., cardiology". Here Multi Authority ABE (MA-ABE) is used to encrypt data. In the personal domain, PHR owner defines a set of data attributes like "personal information", "medical history", "allergies", "prescription" etc. A user in the personal domain can send a message to the PHR owner and request access to a set of attributes.
The PHR owner then grants the requester access to a subset of data attributes. Here Key Policy ABE (KP-ABE) is used to encrypt data. PHR owners' files are encrypted with both fine-grained (personal domain) and role-based (public domain) access policy. Once encrypted only authorized users with the required attribute based access can decrypt these files.
While this is a novel approach to give user's control of who they share their health data with, it is not clear how well this fares when the number of PHR users grows in the public and the personal domain. It is yet to be seen if the solution scales efficiently.
D. Context Aware Mobility
As per the 2014 Global Internet Report released by the Internet Society [34] , number of internet users over mobile broadband exceeded fixed users four years ago in February 2010. With the advent of smart phones, accessing the internet over mobile devices has seen an unprecedented surge in the recent years. Mobile devices are capable of providing rich location based information because they are equipped with several sensors like camera, GPS, microphone, Wi-Fi, accelerometers, gyroscopes etc. These sensors are capable of capturing user context information such as location, temperature, motion and other entities in the vicinity. Location based and context based personalization services use this context (mainly location and time information) to provide tailor made recommendations. While this is a cool utility, it does put the mobile user's privacy at risk.
Most of the work done in privacy preservation of context aware applications focuses on location and activity inference. As indicated by Jagtap et al. in [17] , the existing controls on context-aware systems are static and predetermined. On most smart phones a user is asked permission to share sensor information such as location at install time. This is not enough because context is dynamic and in itself can determine what data should be shared. In fact users should be given the control of deciding what sensor information they would like to share, with whom and under what context. Jagtap et al [17] , capture these requirements in their on-going project where they built a policy based framework that uses semantic reasoning to control the flow of information from the sensors. It uses OWL ontology to represent dynamic context aware system and a combination of OWL-DL and Jena rules to specify privacy policies. The system uses automatic generalization of context attributes (like building name instead of the exact GPS coordinates) based on user specified privacy policy.
Web Ontology Language (OWL) [25] , a W3C standard, is a language for processing web information. It is written in XML and is designed to be interpreted by computers. OWL-DL [25] is a sub language of OWL and supports those users who want the maximum expressiveness without losing computational completeness (all entailments are guaranteed to be computed) and decidability (all computations will finish in finite time) of reasoning systems. OWL DL was designed to support the existing Description Logic business segment and has desirable computational properties for reasoning systems. Jena [24] is an API in the Java programming language, for the creation and manipulation of RDF graphs. Jena was developed to satisfy two goals: to provide an API that was easier for the programmer to use than alternative implementations and to be conformant to the RDF specifications. Resource Description Framework (RDF) is a W3C standard for describing web content. RDF describes a web resource with its title, author, copyright information and its contents.
Cornelius et al. in [5] proposed AnonySense, a privacy aware architecture, in which sensor data is anonymized before sharing it. Context Privacy Services (CoPS) [31] puts user in control of when, how and with whom a user's context will be shared but it does not cater to contextdependent privacy policies.
While solutions in context-aware privacy preservation aim to achieve user controlled context sharing, the scalability, performance and utility of these solutions needs to be established and is the focus of future research.
E. Wearable Technology
Wearable technology or wearable devices refer to small electronic computers that are incorporated into clothing or accessories and are worn on the body [18] . Wearable technology is often more sophisticated than hand held computers in terms of bio-feedback and real-time communication capability. Examples of such technology includes and is not limited to glasses, watches, on-body life logging cameras, hearing aids, heart-rate monitors, vital sign recorders and smart fabric. Some of the more invasive wearable technology includes devices that are implanted inside a human body. As discussed by Davenport in [6] devices which may revolutionize the treatment and quality of life for patients with end-stage kidney disease. Add to this the research at Google X to manufacture an implantable technology for early cancer detection [43] , where users will ingest a pill that releases nano particles and attaches itself to body cells and proteins, which subsequently reports health information to a wearable device. With this research Google is trying to change medicine from reactive and transactional to proactive and preventative. Life loggers include on-body passive cameras and microphones, which could essentially be "always on" and have the ability to act as long-term archiving devices and memory aids. Some examples of logging devices are the Narrative Clip 3 , Autographer 4 , Google Glass [35] and Microsoft's SenseCam [30] , which are now affordable and available for public use. The Narrative Clip is a small wearable camera that includes location sensing. It is 1.42 x 1.42 x .35 inches and weighs approximately 0.7 ounces. The battery life of one charge of the Narrative Clip is around 24-30 hours, enough for two days of use before you need to recharge the Clip. This is for the default setting of one photo every 30 seconds. The clip costs anywhere from $229 to $279 and can be bought off getnarrative.com [44] . The Autographer is slightly larger than the narrative clip in form and has an in-built GPS sensor. It costs about $399 and can be bought via autographer.com [44] . Google Glasses look like a pair of eyeglasses, but the lenses of the glasses are an interactive, smart phone-like display, with natural language voice command support as well as Blue-tooth and Wi-Fi connectivity. Google Glass is powered by the Android mobile operating system and compatibility with both Android-powered mobile devices and Apple iOS-powered devices is expected. One can become an explorer and buy glass by visiting one of the "Glass Base Camps" in the United States. Glass was sold for about $1500 in 2013 [35] . Microsoft's SenseCam (now available to buy as Vicon Revue), has been extensively used in retrospective memory assistance. SenseCam is a wearable camera that takes photos automatically [30] .
As noted by Wolf et al. in [44] , the reasons for using such devices are manifold: to provide healthcare assistance (in the form of personal memory aids or introspection), or simply to record memorable events (such as a holiday trip or a birthday). Hodges et al. in [14] discuss the use of Microsoft's SenseCam as a retrospective memory aid in a 12-month clinical trial with a patient suffering from Amnesia. Their results indicate periodic review of images captured by SenseCam significantly improved the recall rate by the patient which was previously impossible. Vallurupalli et al. in [41] discussed the feasibility of using Google Glass to explore different scenarios in cardiovascular fellowship, where fellows can better their education by getting real-time and appropriate supervision by experienced faculty. The mock trainee wore a Google Glass and the live video stream from Glass was fed via Blue tooth or Wi-Fi to a smart 3 getnarrative.com 4 autographer.com device for the supervisor to view and advice. Through this study it was concluded that wearable technology can enhance medical education once available widely. While one cannot dispute the positive impact wearable technology has had in the medical domain, issues related to privacy continue to surface, especially with respect to who has access to the data collected by these devices and how it is communicated among various data recipients. Wearable camera devices also capture tons of images, many of which may put the participant's as well as a bystander's privacy at risk. To address ethical and privacy issues with the use of wearable cameras in health care and research, Kelly et al. in [3] , attempt to formalize protection for all under best ethical practices by developing an ethical framework.
However, majority of privacy concerns with wearable technology, are in its non medical use, especially with the "life logging" function and the long term archiving facility that it brings with it. Intille et al. in [16] depicted several scenarios where the use of wearable technology can intrude the wearer's as well as a bystander's privacy and discussed how social expectations as well as privacy laws need to change, to prevent privacy erosion, as the use of wearable technology becomes pervasive in our society.
Significant research is underway to address privacy issues with wearable devices. Yus et al. developed FaceBlock [46] , as a solution to preserve privacy of users in the scenario where eye wear devices are raising privacy concerns among the general public. FaceBlock allows users to state their policy about being photographed (allow vs. disallow pictures) by other people. FaceBlock generates an Eigen face, a mathematical representation or a face identifier, using a picture of a user's face. Whenever a Glass user is in the vicinity of the user, FaceBlock forms an adhoc connection with it and sends the face identifier along with the policy. In order to enforce the policy, the FaceBlock application running on Google Glass uses the face identifier to detect if the user who shared the policy is part of the pictures taken by the device. It then selectively obscures the face of all the people who have sent such a policy to the device.
Pappachan et al. in [28] , describe a context-aware privacy model (represented using OWL [25] ontologies and SWRL [15] [40] , address the privacy concerns of FPPOV imagery by providing a formulation around such images to classify them as "images that might pose a privacy concern" vs. "images which contain salient information with respect to a particular behavioral research task". The formulation centers on a 2 x 2, Privacy-Saliency matrix, which helps take next steps of either discarding images with privacy concern altogether or retaining the images after blurring the areas with privacy concern. The authors also combine sensor data such as geo locations and data streams collected from mobile phone accelerometers to assist location and motion filtering techniques to address privacy concerns in FPPOV imagery.
F. Internet of Things
With the advent of Radio Frequency Identification (RFID) technology, which enables objects with unique identifiers to transmit data and communicate with other objects on a real-time basis, the internet of things has become a reality. As noted by Charu et al. in [1] , the number of interconnected devices outran the number of humans on this planet as of 2008. Real-time communication between these interconnected devices generates enormous amount of data whose collection and processing is a challenge. This challenge is surmounted by the use of big data analytics. However, such data presents several privacy risks because it often contains identifiable and sensitive information. As indicated by Charu et al. in [1] , there are privacy risks during data collection, data transmission and data mining.
RFIDs can be tracked and if these RFIDs are on a person, the Electronic Product Code (EPC) emitted by the device becomes a unique identifier of that person. This data collection process poses risk of exposing the whereabouts of the individual. Charu et al. in [1] propose several solutions to mitigate this risk.
Protect RFID privacy by way of the kill command. The password protected kill command can be triggered by a signal at point of sale. It disables the tag and the device no longer emits EPC. Although this works for products with short life span, it may not work with smart products, which need to function throughout their life time.
Have tags that have locking and unlocking mechanism. The tags will emit EPC only during specified data collection times, when the environment is known to be secure. Security during data transmission can be handled by encrypting the EPC before transmission. However this is limited in application because the encryption only protects the contents of the tag and not the tag itself.
Embed dynamic encryption ability within the tag. The authors cite some of the cryptographic schemes with rewritable memory inside the tags. Readers can encrypt a tag and write it back to this memory (every time a tag is read and decrypted), so as to confuse an eavesdropper with different encrypted tags at different times. This solution comes at considerable cryptography cost.
Use of blocker tags which spam unauthorized readers so as to cause such readers to stall.
Mask the RFID tags with a set of pseudonyms and transmit the pseudonym instead of the EPC. This makes is difficult for malicious parties to identify the tags because the tags are associated with different pseudonyms at different times.
Charu et al. in [1] , also discuss mechanisms to maintain privacy during data sharing. These techniques include aggregation and reducing the accuracy of the data by kanonymity, l-diversity, t-closeness and differential privacy. A novel approach would be to provide users control over what information is shared, with whom and under what context. This idea has also been addressed by Charu et al. in [1] , in the context of semantic web, where apart from specifying access control, a user can control fine-tuned granularity of query responses depending upon the identity of the entity requesting the query and its context.
Location is a context-rich piece of information that is both sensitive and necessary for many IoT scenarios such as participatory sensing or location-based online services. Agir et al. in [2] , discuss a general approach to preserve location privacy which is commonly tracked by location sensing devices and applications that feed the Internet of Things (IoT). They propose an adaptive location privacy protection scheme that takes into account not only the geographical but also the semantic information of urban locations, as well as user's sensitivities to obfuscate the location information that is transmitted to a service provider of Internet of Things. Their scheme also emulates a sophisticated adversary attack and thereby estimates the users expected privacy levels. In essence, the protection mechanism iteratively adjusts its obfuscation parameters until the user's sensitivity preferences are satisfied.
Gudymenko et al. in [11] suggest that mere technological solutions will not be sufficient to mitigate the privacy risks associated with the Internet of Things (IoT). They opine that privacy regulation and legal enforcement of privacy rights is vital for the management of privacy in the realm of IoT. The authors indicate that the following requirements must be considered when approaching privacy risks associated with RFID based IoT:
 Assessment of privacy compliance of the RFID system: via Privacy Impact Assessment (PIA) certification.  Ability to opt-out: Users should be able disable communication of their RFID devices at any time.  Ability to permanently disable the tag: Some tags can be remotely reactivated even after being temporarily disabled using the "kill command". Therefore mechanism should be provided to permanently disable or physically destroy the tag.
 Marking the intelligence-enabled artefacts:
Attaching special markers to smart things to indicate their IoT activity. 
VI. CONCLUSION AND FUTURE WORK
This survey presents the opportunities and challenges that are associated with being "connected" in the digital world. This paper focuses on bringing out various privacy challenges that are present in all areas of internet usage including Web Search, Social Networking, Healthcare, Mobility, Wearable Technology and Internet of Things. Several widely discussed and adopted privacy preservation mechanisms are presented for each domain. Limitations of existing solutions and the scope of future work are also discussed.
One problem that is gaining continued focus is privacy preserving web search and selective personalization where the user is in control of the degree of personalization vs. privacy. We intend to tackle this problem in our future work where a user can conduct anonymous web searches by way of crowd hiding. This will be achieved by obfuscating original search queries with semantically related fake queries. Users will specify the amount of obfuscation that can be applied to their search queries in terms of the number of fake queries added and the semantic distance between the original and fake queries. Users will also be able to decide what part of their user profile they are willing to share with recommenders. They will be able to play with these settings and be provided with instant feedback on how their privacy settings affect the quality of their search results so they can make an informed decision.
