Abstract-We consider decentralized control of a process with multiple sensors, controllers and actuators interconnected by analog erasure links. To stabilize the process, feedback information has to be transmitted over both implicit signaling channels through the process and over external erasure channels. However, the signaling is complicated by the fact that in the absence of guaranteed acknowledgments, the transmitter cannot be certain that the receiver has received the intended data. Based on a data flow network model, a necessary condition for the mean squared stabilizability is obtained. Stabilizing algorithms are then designed to prove the sufficiency of the condition.
algorithms required for decentralized stabilization, such as the algorithms proposed in [4] and [5] , rely on a sequence of information transmissions, they may not be directly applicable to this problem. The chief contribution of this paper is the identification of conditions on the process and the external communication channels that are necessary for the process to be stabilized in a decentralized manner. Conversely, we provide an algorithm that allows decentralized stabilization of the process if these conditions are satisfied.
Most of the work on control across communication channels that erase packets stochastically (also known as analog erasure links) has focused on centralized control-namely the case when there is only one controller present, which obviates the need for signaling in the sense described above. In this setting, if the analog erasure links are present between the sensor and the controller, desynchronization between the transmitter and the receiver is not important since the optimal strategy for the sensor is to transmit the latest data irrespective of whether or not the old data were received successfully [6] [7] [8] [9] . However, when the analog erasure link is present between the controller and the actuator, the data that needs to be transmitted by the controller may depend on whether the previous transmission was successful or not. Thus, even in this centralized setting, desynchronization between the transmitter and the receiver makes stabilization more difficult [8] . It is only recently that the stabilizability conditions have been identified without the presence of acknowledgements for this channel [10] . We provide such stabilizability conditions for decentralized systems, where signaling provides an additional complication.
There have not been many works that have considered distributed control and imperfect communication channels simultaneously. There are some works when the communication channel model adopted is that of a digital noiseless channel with limited bit rate [11] [12] [13] [14] . However, such a channel model does not display the desynchronization effect mentioned above and hence is not directly relevant to our problem. The work in [15] considers control design for distributed systems in the presence of analog erasure links, but presents only sufficient conditions to achieve a given level of performance and does not consider stabilizability. The recent work [16] presents an interpretation of the signaling required for decentralized stabilization in terms of information from an unstable mode to itself through the process. Our paper uses a similar interpretation of signaling through the process; however, the presence of analog erasure links presents an additional complication.
The main result of this paper consists of a necessary and a sufficient condition for stabilizability of a decentralized control system in which analog erasure channels connect sensors to controllers, and the controllers to actuators. The sufficient condition is proved by constructing a specific algorithm. We solve the desynchronization problem mentioned above by constructing an algorithm to re-synchronize the system periodically. For the extreme case of only one sensor, controller, and actuator, the problem reduces to that of centralized control and our results recover the conditions in [8] , [10] , [17] . Alternatively, for the case when the erasure probability in every channel is zero (i.e., all the channels are reliable), we recover the classical framework of [5] . In this sense, our results form a bridge between the two streams of work.
The paper is organized as follows: Section II formulates the problem. Section III states the main result of this paper, which is proved in Section IV. For pedagogical ease, the proof is first presented for the case when no measurement and process noises exist (Section IV-B) and then extended to the general case (Section IV-C). Section V concludes the paper.
Notation: The space of n-dimensional real vectors is denoted by R n . The eigenvalues of an n × n matrix A are denoted by
, and its spectral radius by ρ(A). A lowercase letter with a subscript, such as x i , denotes the i-th element of the vector x. A lowercase letter with a superscript, e.g., x (i) , denotes the i-th vector in a sequence of ordered vectors.
II. PROBLEM STATEMENT
Process and Control Stations: Consider a discrete time linear time-invariant process with M control inputs (each applied by a different control station) that evolves as
where x(k) ∈ R n is the state of the process,
. . , M is the control input applied by the i-th control station and w(k) ∈ R n is the process noise. Each control station i (1 ≤ i ≤ m) consists of a sensor S i , a controller C i , and an actuator A i . At each time k, the sensor S i generates a measurement y (i) ∈ R t i according to the equation
Define the overall sensing matrix C and the overall actuation matrix B for the system as
Given matrices A, B i and C i , define R i as the controllable subspace and K i as the unobservable subspace for station i. Assumption 1 (Noises and Initial Vector):
are assumed to be random vectors with elements distributed according to an arbitrary probability density function with bounded support and zero mean.
2) The covariance matrices of the noise vectors are diagonal so that
3) The initial condition x(0) is a random vector with zero mean and Ex i (0)x j (0) = 0 for i = j. Assumption 2 (System Structure):
1) The matrix A is in the Jordan form with real eigenvalues. The case with complex eigenvalues is similar but notationally more involved. 2) Similar to the assumption made in [13] and [18] , the geometric multiplicity of every eigenvalue is equal to 1. 3) All eigenvalues of A lie outside the unit circle, so that no mode of the system is stable without input from at least one control station. 
where ϕ denotes that the receiver knows that an erasure event has occurred at the current time. The probability ε is called the erasure probability of the channel. For simplicity, we assume that the transmission across the channel can be completed within a sampling period [7] , [8] .
At every time k, in every control station i, the sensor S i transmits data to the controller C i across a dedicated analog erasure channel. Similarly, the controller C i transmits data to actuator A i across a separate analog erasure channel. Note that there is no explicit communication among the control stations. Denote the set of erasure probabilities for the 2M analog erasure channels as E.
Assumption 3 (Mutual Independence): The erasure event processes on the various analog erasure channels are mutually independent. Further, all the primitive random variables in the system (w(k), v (i) (k) s, x(0) and the erasure events) are mutually independent, which means, in particular, that the process and measurement noises are white.
Remark 1: It is worth pointing out that because of the presence of analog erasure channels, the input u (i) (k) in (1) should be interpreted as the control input applied by A i , rather than that generated by C i .
Assumption 4 (Computational Capability):
To concentrate on the effect on stabilization in the presence of the erasure channels, we assume that every controller and sensor has access to the system model and has unlimited computational power. However, to prevent the actuators from assuming the role of the controllers, we assume that the actuators do not have access to the system model and are only able to perform logical operations, such as buffer retrieval (see also [10] ).
Since multiple actuators can potentially control a single mode, we need a coordinating mechanism to arbitrate between them.
Assumption 5 (Actuator Coordinating Mechanism): An actuator coordinating mechanism exists that buffers all incoming signals sent to the actuators and releases them to the intended actuators according to a static priority scheme. Note that implementing this mechanism does not require access to the plant model and is in keeping with Assumption 4.
Stabilizability: We say that the system (1) is stable in the mean square sense if and only if
where c is a positive constant. If there exist design parameters such that the closed loop system is stable in this sense, the system is stabilizable. The design parameters are the information that each sensor S i transmits to the controller C i , the information that C i transmits to the actuator A i , and the logical operation that each actuator performs. Note that these parameters implicitly include the controller design. Problem Statement: We wish to obtain conditions on the set of erasure probabilities E and the system matrices under which the system (1) is stabilizable.
III. MAIN RESULT
Our main result is based on the characterization of the implicit data flow in the system (1) . Define the n eigenvalues of A by {λ i |i = 1, . . . , n} and the corresponding eigenvectors by The mode x (m) is unstable if the corresponding eigenvalue λ m lies outside the unit circle. For every mode x (m) of the system (1), define
If there is no i such that
, the mode x (m) cannot be stabilized by any one control station acting alone. In this case, the information about the value of this mode needs to be signaled through the plant from the sensors in Q m to the control stations connected to the actuators in D m , through the communication network defined together by the system and the external analog erasure channels. We say that control station i is connected to control station j, and denote it as j → i, if R j ⊂ K i . Intuitively speaking, this condition implies that at least one mode controllable from station j is observable from station i. Thus, this mode can be used to transmit information from the control station j to control station i through signaling [3] . Define a directed path of control stations P j 1 ,jp from station j 1 to station j p as the set (if it exists) of stations j 1 , j 2 , . . . , j p such that j 1 → j 2 → · · · → j p and all j i s, i = 1, . . . , p are distinct. Since the control systems are cooperating with one another, if there is a directed path from j 1 to j p , then j 1 can transmit information to j p through repeated signaling. Finally, if there exists a directed path P i,j for any two stations i and j (with i = j), we say that the system in (1) is strongly connected.
Assumption 6: System (1) is strongly connected. Assumption 6 was shown in [2] and [4] to be sufficient for the system (1) to be stabilizable if the explicit communication channels are perfect. We assume that this condition holds to study the additional burden on stabilizability imposed by the erasure channels.
Assumption 6 ensures the existence of a data flow network for every unstable mode, constructed as follows. For every mode x (m) , define a directed graph G m = (V m , E m ). Every node of the graph represents a distinct device (sensors, controllers or actuators) in the system. We will use the terms node and device interchangably. The edge set is constructed as follows. For every pair of a sensor S i ∈ Q m and an actuator A j ∈ D m , consider all possible paths P ij with the constraint that there is no intermediate node k for which either condition S k ∈ Q m or A k ∈ D m holds. For each such path P ij = {i, j 1 , j 2 , . . . , j} with i → j 1 → j 2 · · · → j, introduce directed edges from the node corresponding to sensor S i to the one corresponding to controller C i , from C i to A i , from A i to S j 1 and so on till the edge from C j to A j . By considering all the possible paths from i to j and all node pairs (i, j), we obtain the edge set E m . The edges that connect the sensors to the controllers and the controllers to the actuators correspond to external communication channels and are assigned the erasure probability of the corresponding channel from the set E. The edges that connect the actuators to the sensors are signaling channels and are assigned an erasure probability of 0.
Example 1: Consider the process
being observed by three sensors where Fig. 1 illustrates the graph G 1 for mode x (1) . In the figure, the solid arrows represent the analog erasure links and the dashed arrows represent the signaling channels. We also include two nodes labeled as the mode x (1) in the graph to indicate the source and destination of the information flow.
For the communication graph G m , define a cut-set as a division of all the nodes in the network into two sets: (i) a source set that contains, in particular, all the nodes corresponding to the sensors S i ∈ Q m , and (ii) a sink set that contains, in particular, all the nodes corresponding to the actuators A j ∈ D m . For each cut-set, define the cut-set probability as the product of the erasure probabilities for all the edges from any node in the source set to any node in the sink set. Finally, define the max-cut erasure probability of the graph G m as the maximum cut-set probability among all the possible cut-sets for the graph. The following is the main result of this paper.
Theorem 1: Consider the problem formulation in Section II. For each unstable mode x (m) of the system, construct the graph G m and let p max−cut(Gm) be the max cut erasure probability for this graph. The decentralized control system (1) can be stabilized only if for every unstable mode x
Further, let n max the maximum number of directed paths that shares a single communication channel. If the analog channel dimension p > n max , the condition (7) is also sufficient for the stabilizability of decentralized control system (1).
IV. PROOF OF THE MAIN RESULT
We begin by proving the necessity of the condition (7). The sufficiency of the condition is then proved in two steps. In Section IV-B, we prove the sufficient condition in the case if there are no process and measurement noises in the system. Then, we proceed to the case when bounded noises are present in Section IV-C.
A. Proof of Necessity
Proof of Necessity for Theorem 1: The system (1) being stabilized is equivalent to all modes {x (i) }, i = 1, . . . , n being stabilized. By construction, G m is the union of all possible paths that can transmit information about the value of the mode x (m) to the actuators that can control the mode. The evolution of this mode is governed by the Jordan block J m of the matrix A that corresponds to the eigenvector Λ m . Construct a graph G * m by starting with G m and performing the following actions: 1) Identify a cut-set in G m for which the cut-set probability is equal to p max_cut (G m ). 2) For this cut-set, introduce a perfect link (i.e. link with erasure probability 0 and no delay) between every pair of nodes in the source set of G m . Since, in particular, all the sensors that can observe x m in the set Q m are in the source set, this operation implies that all nodes in the source set are provided access to the data generated by all the sensors at that time step. Thus, effectively, there is only one sensor present. 3) Similarly, introduce a perfect link between every pair of nodes in the sink set. Since, in particular, all the actuators in the set D m are in the sink set, this operation implies that there is effectively only one actuator in the sense that all actuators have the same information about the mode value x m (k). Further, allow the nodes in the sink set thus obtained to have knowledge of the state model and unlimited computational power. Since the communication graph G m is a subgraph of G * m and in G * m , the components have more knowledge and computation power than in G m , a necessary condition for the mode x (m) to be stabilized across G m is that it can be stabilized across G * m . Now, by relabeling the source set as the sensor and the sink set as the controller, we realize that stabilization of the mode x (m) across the graph G * m is a special case of the problem studied in [17] . Specifically, we are interested in a necessary condition for stabilization for a linear time-invariant system in which the sensor is connected to the controller through a network of erasure channels with its max cut erasure probability p max_cut (G m ). For this situation, [17, Prop. 5] states that a necessary condition for any algorithm to stabilize this mode is p max_cut (G m )|λ m | 2 < 1. By considering all modes of the system, we prove the necessity of Theorem 1.
B. Proof of Sufficiency in the Absence of Noises
We now prove the sufficiency of the condition in Theorem 1 for stabilization of the system (1) when no process and measurement noises are present. We construct a specific algorithm for this purpose. The algorithm relies on systematic signaling of information through the plant from one control station to another. The signaling strategy we use is based on the following structural result. 
for an appropriately calculated set of parameters {α i (k)}. Therefore, the term c jβ A k x(0) can be computed by the control station given the values y Proof: Since i → j, Lemma 1 implies that there exist parameters η, θ and l ij such that c jθ A l ij b iη = 0. The input u (i) (k) is set to be a zero vector except the η-th component that is set to be u
Further, set all control inputs from every other station except i to be 0 for all time steps. At timek + 1 + l ij , the control station j observes
Since station j can compute c jθ Ak +1+l ij x(0) according to Lemma 2, it can compute γ at timek + 1 + l ij .
Remark 2: Note that signaling the value γ at time k alters the state x(k) for future times. To eliminate the effect of the signaling, control station i can construct an input sequence u
, which is independent of γ. From now on, we assume that once the control station i has signaled any value to another station j, it cancels the effect of this signaling. Notice that if n iη < l ij , station i must wait for at least l ij + 1 steps before canceling the signaling effect to make sure that station j correctly decodes γ.
Remark 3: The value γ may be the initial condition of a mode x m (0). In our stabilization algorithm, we will assume that if the initial condition of a mode is sought to be signaled, then a unique identifier corresponding to the mode m is transmitted first. This convention resolves any ambiguity in the information received by a control station that seeks to decode the transmissions from control station i. The effect of the two transmissions can be canceled as described above. Remark 4: It is possible that actuators corresponding to multiple control stations may transmit information to the same control station simultaneously. For instance, in Fig. 1, A 1 and A 2 may apply signaling inputs at the same time. In this case, S 1 will be unable to decode the information from either actuator. To prevent this event, all the incoming signaling sequences are buffered and released by the coordinating mechanism to the intended actuators serially. The priority for various actuators is decided a priori and known to all the control stations.
Repeated application of Lemma 3 yields the following result. Lemma 4: Let i 1 → i 2 → · · · → i n with S i ∈ Q m and A i n ∈ D m for some mode m. Then, there exists a sequence of transmissions such that S i can transmit any value γ to A i n .
Remark 5: Since the system matrix A is in the Jordan form, if the mode value x (m) (k) is known to the control station C j , it can construct a sequence of control inputs that can drive this mode to 0 without affecting the evolution of the other modes. We call this input sequence as the stabilizing sequence for the mode m.
Remark 6: There may exist a mode x (m) ∈ R i ∩ R j for two stations i and j, i = j. If actuators A i and A j apply the stabilizing sequence for the mode m whether simultaneously or sequentially, the mode x (m) will not be driven to the origin. To solve this problem, the indices of the modes whose stabilizing sequences have been received from the various controllers are recorded at the actuator coordinating mechanism. If a stabilizing sequence for the same mode arrives later, it is discarded.
The above discussion pertains to the case when there are no erasures. When there are erasures, we will use the same algorithms for signaling and stabilization as described above; however, every transmission will be repeated M times, where M is a design parameter. Clearly, as M increases, the probability of a successful transmission also increases. (0) is transmitted by the sensor S i 1 to the controller C i n and the stabilizing sequence for this mode is transmitted from C i n to A i n at every time step. 1 For external channels, the messages are transmitted simultaneously using the fact that the channel supports a vector at every time step. For signaling channels, the actuator coordinating mechanism imposes a schedule so that two actuators do not change the plant state simultaneously. Every stabilizing sequence that is successfully received is stored by the actuator coordinating mechanism. As mentioned above, whenever the transmission is across an erasure channel, it is repeated N s times. (III) Stabilization: In this phase, the stabilizing sequences held in phase II are released one by one by the actuator coordinating mechanism. Denote the length of this phase by n a . Actuators apply the released stabilizing sequences to stabilize the system. Every mode is stabilized in sequence, with n steps allocated to it. If there is no stabilizing sequence corresponding to a node buffered by the actuator coordinating mechanism, that node is allowed to evolve in open loop.
Thus, every batch of the stabilization algorithm is of length L = n o + N s + n a . The stabilization algorithm consists of repeating these batches. In the k-th batch, during the observation phase, the sensors observe the initial conditions x m ((k − 1)L) and the control stations seek to stabilize them.
Proof: A sufficient condition for the system to be stable is that every mode is stabilized. Since there is no process or measurement noise, if the stabilizing sequence corresponding to a particular mode is received by the actuator coordinating mechanism, by the end of phase II in any batch, the mode value is set to the value of zero by the end of phase III and the mode is stable from that time onwards. Note that the algorithm we propose transmits information from sensors in S m to the actuator coordinating mechanism across the graph G m . The communication channels from actuator nodes to sensor nodes in G m have erasure probability zero; however, they introduce a finite and constant delay. We can construct another graph G m that is identical to G m , except for the introduction of "dummy" edges in place of these signaling channels, such that all these edges have erasure probability 0, and incur a delay of one time step. Given the stabilization protocol above and the sequence of erasure events, the actuator coordinating mechanism receives the same data across the graph G m as the graph G m , and hence the stabilization conditions are equivalent across the graph G m . But we note that the algorithm for transmitting information about mode m across G m is the same as the algorithm proposed in [17] for control of a plant across a network with erasure chan-nels. Since the mode m evolves according to the system matrix J m , [17, Proposition 6] yields that the mode m will be stable if p max _cut (G m )|λ max (J m )| 2 < 1. Since (7) ensures that this condition is met for every mode m, and the condition p > n max ensures that there are sufficient dimensions in the communication channel to deliver information from multiple paths simultaneously, (7) is a sufficient condition for stability.
C. Proof of Sufficiency With Bounded Noise
We now derive the sufficient condition of the system (1) with process and measurement noise being present. As stated in Section IV-B, we assume that these noises have bounded support; in particular,
The stabilizing algorithm is the same as before except that the stations transmit the state value at time (K − 1)L during the K-th batch, instead of transmitting the initial state at every step. Further, for signaling when i → j, we use the fact that since the process and measurement noises are bounded, the output at the station j, denoted as y jθ , is also bounded when the station i does not apply any input. If the station i chooses an input large enough to make y jθ exceed the bound, station j can always detect a transmission from station i.
To transmit a value γ to station j when the bound of the output y jθ in the absence of input from station i is Y j , station i quantizes γ using an encoding function f enc : R → Z for l ∈ Z + and quantization level Δ > 0,
The signaling input u i (k) is selected as
where u it (k) represent the t-th element of u i (k) and l ij was defined in Lemma 1. The sensor estimates the output y jθ(k) using the open loop system model and computes the estimation errorỹ jθ (k) at every k. If the input u it (k) is applied, the magnitude of the error |ỹ jθ (k)| will lie in the interval [(2l − 1)Y j , (2l + 1)Y j ]. Station j can thus decode l using the decoding function f dec : Z → R:
With the encoding and decoding strategies (9), (11), station j can recover γ with a quantization error bounded by Δ/2. We now show that with this change in the signaling strategy, the algorithm proposed in the noiseless case will also stabilize the process with noise.
Proof:
We need only to show that the mode m can be driven to a bounded value with the received quantized feedback information in the noisy case.
Denote the event that the control sequence is applied at K-th batch by E 1 . The covariance of mode x m under this event can be bounded by where M m > 0 is the bound of the quantization error. The covariance of mode x m , denoted by P m (k) thus evolves as
where p F = Pr{E (KL) is bounded, the whole sequence P m (k) is also bounded. Since (7) ensures that this condition is met for every mode m, it is a sufficient condition for stability.
V. CONCLUSION
In this paper, decentralized control system over both erasure and signaling channels is studied. Explicit communication graph is proposed to study the feedback information flow for stabilization. A necessary and sufficient condition for its stabilizability is obtained. Stabilizing algorithms are constructed to prove the sufficient condition.
