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Resumen Este art´ıculo presenta un len-
guaje para especificar las reglas de un
mo´dulo de transferencia morfo´logica pa-
ra un sistema de traduccio´n automa´tica
(TA) as´ı como el compilador que se tie-
ne que utilizar para convertir esta espe-
cificacio´n en un programa ejecutable. El
mo´dulo de transferencia morfolo´gica tra-
baja sobre la salida que produce un ana-
lizador morfolo´gico seguido de un desam-
biguador le´xico categorial, es decir, tra-
baja sobre secuencias de formas le´xicas
(lema, categor´ıa le´xica y caracter´ısticas
morfolo´gicas). Un conjunto de reglas es-
pecifica un mo´dulo que detecta la se-
cuencia de formas le´xicas ma´s larga en-
tre aquellos patrones especificados, con-
sulta el diccionario bilingu¨e para todas
las formas le´xicas, las manipula y a con-
tinuacio´n escribe la secuencia de formas
le´xicas correspondiente en la lengua me-
ta. El lenguaje esta´ disen˜ado de mane-
ra que un lingu¨ista pueda escribir reglas
fa´cilmente; a partir de ellas el compila-
dor genera un programa lex que realiza
la tarea. Este sistema ha sido utilizado
para construir el mo´dulo de transferen-
cia de interNOSTRUM, un sistema de TA
castellano–catala´n.
1 Introduccio´n
La mayor´ıa de sistemas de TA esta´n organi-
zados en torno a la denominada arquitectu-
ra de transferencia (Arnold et al. 1994; Ar-
nold 1993; Hutchins y Somers 1992): el tex-
to en la lengua origen (LO) es analizado y
transformado en una representacio´n abstrac-
ta (ana´lisis) que es convertida (transferen-
cia) en una representacio´n similar pero en
la lengua meta (LM), y finalmente, el tex-
to de la LM es generado a partir de esta
u´ltima representacio´n (generacio´n). El siste-
ma de TA castellano–catala´n interNOSTRUM
(descrito en este mismo congreso (Canals-
Marote et al. 2001) y disponible en http:
//www.internostrum.com/) utiliza una es-
trategia de transferencia morfolo´gica avanza-
da que es muy parecida a la utilizada en sis-
temas de TA comerciales para PC tales como
Transcend RT de Transparent Technologies,
las primeras versiones de Power Translator
de Globalink y Reverso de Softissimo. El
funcionamiento de interNOSTRUM tiene las
siguientes fases:
1. ANA´LISIS
• Ana´lisis morfolo´gico
• Desambiguacio´n le´xica categorial
(estad´ıstica)
2. TRANSFERENCIA
• Consulta al diccionario bilingu¨e
• Procesamiento de patrones de pala-
bras (concordancias, reordenacio´n,
cambios le´xicos)
3. GENERACIO´N
• Generacio´n morfolo´gica
• Postgeneracio´n (reglas para la apos-
trofacio´n y guionado en catala´n).
En particular, el disen˜o del mo´dulo de trans-
ferencia en interNOSTRUM esta´ basado en
un cuidadoso estudio de “caja negra” de las
estrategias de transferencia de los sistemas
de TA mencionados anteriormente (para de-
talles, consu´ltese Mira i Gime`nez y Forcada
(1998); Forcada (2000)).
2 El mo´dulo de transferencia
La tarea de transferencia esta´ organizada en
patrones que representan secuencias de for-
mas le´xicas de la lengua origen (FLLO) de
longitud fija; una secuencia sigue un cierto
patro´n cuando contiene la secuencia de ca-
tegorias le´xicas correspondiente. El sistema
contiene un cata´logo de patrones que sabe co-
mo procesar. Los patrones no son “frases” ni
constituyentes en un sentido sinta´ctico estric-
to, porque son planos y sin estructura, pero la
deteccio´n de patrones es un avance con res-
pecto al mero ana´lisis morfolo´gico y puede
ser considerado como una forma rudimenta-
ria de ana´lisis sinta´ctico, de ah´ı el nombre de
transferencia morfolo´gica avanzada.
La deteccio´n de patrones funciona como
sigue: si el mo´dulo de transferencia empie-
za a procesar la ie´sima FLLO del texto, li,
e´ste intenta comparar la secuencia de FLLO
li, li+1, . . . con todos los patrones que hay en
su cata´logo: escoge el patro´n ma´s largo que
coincida, procesa la secuencia detectada (mi-
rar ma´s abajo), y el proceso continu´a en la
FLLO li+k, donde k es la longitud del patro´n
que se acaba de procesar1. Si ningu´n patro´n
coincide con la secuencia que empieza con la
FLLO li, e´sta se traduce como una palabra
aislada y el proceso comienza de nuevo con la
FLLO li+1 (es decir, cuando ningu´n patro´n es
aplicable, el sistema recurre a la traduccio´n
palabra por palabra). No´tese que cada FLLO
es procesada una sola vez: los patrones no se
solapan; por tanto, el procesamiento se rea-
liza de izquierda a derecha y en fragmentos
bien definidos.
El procesamiento de patrones toma la se-
cuencia de FLLO detectada y construye (uti-
lizando un programa para la consulta del dic-
cionario bilingu¨e) una secuencia de formas
le´xicas en la lengua meta (FLLM) que puede
estar reordenada, y de la que se pueden haber
eliminado o a la que se pueden haber an˜adi-
do FL. La informacio´n sobre la flexio´n de las
FLLM es generada de manera que se obser-
ve la concordancia dentro de la secuencia (si
es necesario). Por ejemplo, el patro´n caste-
llano art´ıculo–adjetivo–nombre (como puede
ser “una sen˜al inequ´ıvoca”) se convierte en
una secuencia sin reordenar en catala´n (“un
senyal inequ´ıvoc”), despue´s de propagar el
ge´nero masculino en catala´n (era femenino en
castellano) de “senyal” al art´ıculo y al adje-
tivo.2
1En los casos en los que pueda existir ambigu¨edad
debida a la presencia de ma´s de un patro´n que coin-
cida con la entrada, la eleccio´n del patro´n ma´s largo
la resuelve de manera expeditiva.
2Adema´s, el mo´dulo de transferencia puede man-
tener informacio´n de “estado” para asegurar la rela-
cio´n entre patrones como la concordancia de nu´mero
entre sujeto y verbo. Esta informacio´n de estado se
actualiza despue´s del procesamiento de cada patro´n.
Naturalmente, un cata´logo finito de se-
cuencias “congeladas” de longitud fija no
puede cubrir todas las posibles formas que un
cierto constituyente (p.e. un sintagma nomi-
nal) pueda tomar, pero si los patrones son es-
cogidos de manera que cubran los feno´menos
ma´s comunes, se puede obtener una calidad
razonable, en particular cuando, como es el
caso de interNOSTRUM, las lenguas origen y
meta son sinta´cticamente similares. Este di-
sen˜o —que favorece los patrones ma´s largos—
permite a los desarrolladores construir prime-
ro un sistema palabra por palabra (que es co-
mo funciona por defecto el mo´dulo de trans-
ferencia salvo que un patro´n sea detectado) y
an˜adir patrones incrementalmente con la con-
fianza de que, si los patrones y sus acciones
asociadas esta´n definidos correctamente solo
se pueden producir mejoras en la calidad de
la traduccio´n.
Tenemos que resaltar que una de las opcio-
nes en el disen˜o de interNOSTRUM es que to-
dos los mo´dulos se comunican con los dema´s
a trave´s de flujo de texto por dos razones:
primero, para un diagno´stico de errores fa´cil
durante el desarrollo del sistema y segundo
porque es una eleccio´n natural cuando se uti-
liza un sistema operativo orientado a texto
como Linux (o, ma´s generalmente, Unix); es-
to causa una pequen˜a cantidad de reana´lisis
a la entrada de cada mo´dulo. Au´n as´ı, la
velocidad obtenida actualmente en interNOS-
TRUM sobrepasa las mil palabras por segun-
do en un PC t´ıpico de 1998. El mo´dulo de
transferencia, por tanto, lee FLLO de la en-
trada esta´ndar y escribe FLLM por la salida
esta´ndar.
3 Especificacio´n del mo´dulo de
transferencia
En lugar de programar el mo´dulo de trans-
ferencia directamente en C o en un lenguaje
similar, hemos disen˜ado un lenguaje de alto
nivel (con palabras clave en catala´n) que pue-
de ser usado por un lingu¨ista, despue´s de un
per´ıodo de entrenamiento3, para codificar:
• los patrones de FLLO que tienen que ser
detectados para su procesamiento;
• la extraccio´n de caracter´ısticas gramati-
cales como el lema, ge´nero o nu´mero de
las FLLO;
3del orden de un mes en el largo la resuelve de
manera expeditivaproyecto interNOSTRUM
• la manipulacio´n de FLLO y el monta-
je de sus traducciones (consultadas en
un diccionario bilingu¨e), junto con otras
FLLM generadas internamente (si es ne-
cesario) para producir el patro´n meta.
3.1 Estructura del programa
El programa tiene dos secciones: la seccio´n
de declaraciones y la seccio´n de reglas.
La seccio´n de declaraciones: Esta sec-
cio´n incluye:
• La palabra clave separa seguida de una
expresio´n regular que define los espacios
en blanco que pueden ser encontrados
entre formas le´xicas. En interNOSTRUM
un mo´dulo anterior al de ana´lisis encap-
sula los blancos y material de formato
de RTF y HTML entre dobles corchetes
para que sea tratado como espacios en
blanco simples en todos los mo´dulos. Es-
te material sera´ usado para reconstruir el
formato despue´s de la generacio´n.
• La palabra clave lema seguida de una
expresio´n regular define la parte de la
forma le´xica que contiene el lema (se
asume que el lema es la primera par-
te de una forma le´xica). Por ejemplo,
“[A-Za-z]+” (en interNOSTRUM esta
expresio´n es demasiado larga como pa-
ra reproducirla aqu´ı ya que contiene ca-
racteres acentuados y signos de puntua-
cio´n, que son tambie´n tratados como pa-
labras).
• La palabra clave formlex seguida de una
expresio´n regular define la forma le´xica
gene´rica. En interNOSTRUM esta forma
le´xica gene´rica consiste en la expresio´n
regular del lema seguida de “[^/]+"/"”
(cualquier cosa que empiece con un lema
y acabe con “/” es una forma le´xica).
• La palabra clave cua seguida de una ex-
presio´n regular define la parte de la for-
ma le´xica que viene a continuacio´n del
lema y la categor´ıa. En interNOSTRUM
se trata de “/”.
• Una serie de declaraciones de categor´ıas
le´xicas consistentes en la palabra clave
catlex, un identificador, el s´ımbolo :=
y una expresio´n regular que seleccionara´
aquellas formas le´xicas que sera´n trata-
das como una categor´ıa particular. He-
mos de destacar que el lingu¨ista puede
incluir cualquier informacio´n de la forma
le´xica para definir una categor´ıa; las ca-
tegor´ıas pueden ser muy gene´ricas (p.e.
todos los nombres) o muy espec´ıficas
(p.e. so´lo aquellos determinantes que
son demostrativos plurales).
• Una serie de declaraciones de atribu-
tos, que consisten en la palabra clave
atribut, un identificador, el s´ımbolo :=
y una expresio´n regular que describe los
posibles valores que se pueden encontrar
en una forma le´xica para un cierto atri-
buto (como pueden ser el ge´nero o el
nu´mero).
• Una serie de declaraciones de variables
de estado, que consiste en la palabra cla-
ve estat y un identificador. Las va-
riables de estado se usan para transfe-
rir valores de atributos activos (mirar la
palabra clave activa ma´s abajo) de un
patro´n a otro.
La seccio´n de reglas: Esta seccio´n es una
secuencia de reglas (en formato libre) patro´n-
accio´n. Cada regla tiene tres partes:
• La definicio´n del patro´n que sera´ de-
tectado, consistente en la palabra cla-
ve detecta y una secuencia de cate-
gor´ıas le´xicas previamente declaradas
con catlex. Cabe resaltar que, si la en-
trada coincide con dos reglas diferentes,
primero, prevalece la ma´s larga y, segun-
do, para patrones de la misma longitud,
prevalece la regla definida en primer lu-
gar. La longitud de los patrones so´lo esta´
acotada por la capacidad de memoria de
el sistema.
• Una declaracio´n de aquellos atributos
que son relevantes para una regla par-
ticular y que por tanto han de ser acti-
vados, es decir, extra´ıdos de las FL. Los
nombres de atributos siguen a la pala-
bra clave activa. Adema´s de los atribu-
tos definidos con atribut, las categor´ıas
le´xicas definidas con catlex tambie´n son
extra´ıdas de las FL y pueden ser mani-
puladas.
• Finalmente, la accio´n a realizar para el
patro´n, encapsulada entre llaves y es-
crita utilizando las reglas del siguiente
apartado.
3.2 El lenguaje de las acciones
Las acciones son secuencias de sentencias es-
pecificadas en un lenguaje de alto nivel, que
recuerda a C, y que puede ser especificado
por la siguiente grama´tica:
Stats → Stat ; Stats
Stats → Stat
Stat → { Stats }
Stat → si ( Cond ) Stat
Stat → si ( Cond ) Stat
altrament Stat
Stat → envia Expr
Stat → $ num .orig. id := Expr
Stat → $ num .meta. id := Expr
Stat → id := Expr
Stat →
Cond → Cond o Conj
Cond → Conj
Conj → Conj i SimCon
Conj → SimCon
SimCon → ( Cond )
SimCon → no SimCon
SimCon → Expr compop Expr
Expr → Expr SimplExp
Expr → SimplExp
SimplExp → net SimplExp
SimplExp → $ num .orig. id
SimplExp → $ num .meta. id
SimplExp → & num
SimplExp → string
SimplExp → id
donde: si ( . . . ) . . . altrament . . . es la sen-
tencia condicional; $ seguido de un nu´mero
positivo i (num) representa la ie´sima FLLO
en el patro´n actual; el s´ımbolo & seguido de
un nu´mero positivo i (num) representa el es-
pacio en blanco entre la ie´sima y la ie´sima+1
forma le´xica; el operador := asigna el valor de
la parte derecha a la parte izquierda; envia
manda una expresio´n a la salida esta´ndar;
compop representa uno de los operadores
de comparacio´n de cadenas == (igual) o !=
(diferente); los operadores no, i y o son los
operadores lo´gicos not, and y or respectiva-
mente; string es una cadena entrecomillada,
y .orig. y .meta. son utilizadas respec-
tivamente para seleccionar la informacio´n en
las formas le´xicas de la lengua origen y la
lengua meta. Por ejemplo, la construccio´n
$2.orig.gen se referir´ıa al atributo gen de
la segunda FLLO en el patro´n mientras que
$2.meta.gen se referir´ıa al mismo atributo
de la FLLM obtenida tras una consulta al
diccionario bilingu¨e (la consulta al dicciona-
rio bilingu¨e esta´ implicita en todas las accio-
nes). La concatenacio´n de cadenas se rea-
liza simplemente escribiendo las expresiones
de cadena una al lado de otra. Un identifi-
cador en una expresio´n de cadena representa
el contenido de la variable de estado corres-
pondiente.
3.3 Un ejemplo
A continuacio´n se expone como ejemplo un
fichero que contiene un regla simple para la
concordancia entre nombre y determinante.
#DECLARACIONES
# espacios, retornos de carro y cualquier
# cosa entre [[...]] es espacio en blanco
separa :=
"([ \n\t]|\[\[([^\]]|][^\]])*]])+";
# los nombres contienen la cadena "<n>"
# seguida opcionalmente por "<acr>"
catlex nombre:="<n>(<acr>)?";
# los determinantes pueden ser subcate-
# gorizados <det><def>, <det><ind>, ...
catlex det :=
"<det>(<def>|<ind>|<dem>|<pos>)";
# nos interesan el ge´nero y el nu´mero
atribut gen:=
{"<m>","<f>","<mf>","<GD>"};
atribut nbr:=
{"<sg>","<pl>","<sp>","<ND>"};
# GD significa "ge´nero meta por
# determinar"; ND significa "nu´mero
# meta por determinar";
#REGLAS
# Una regla simple para concordar nu´mero
# y ge´nero entre determinante y nombre
detecta det nombre
{
# Extrae ge´nero, nu´mero y categorı´as
activa gen nbr det nombre;
# Hace algo solo si ambas partes
# concuerdan (forman una unidad en la LO)
si ( ( ( ($1.orig.gen!="<mf>")
i($2.orig.gen!="<mf>")
i($1.orig.gen==$2.orig.gen) )
o( ($1.orig.gen=="<mf>")
o($2.orig.gen=="<mf>") ) )
i ( ( ($1.orig.nbr!="<sp>")
i($2.orig.nbr!="<sp>")
i($1.orig.nbr==$2.orig.nbr) )
o( ($1.orig.nbr=="<sp>")
o($2.orig.nbr=="<sp>") ) ) )
# Hace algo solo si el ge´nero o el nu´mero
# cambian en la traduccio´n
si ( ($1.orig.gen!=$1.meta.gen)
o ($1.orig.nbr!=$1.meta.nbr)
o ($2.orig.gen!=$2.meta.gen)
o ($2.orig.nbr!=$2.meta.nbr) )
# Si el ge´nero del nombre esta´ por
# determinar, lo toma del determinante,
# si e´ste tiene un ge´nero definido. Si no,
# toma el ge´nero masculino. Si ambos esta´n
# por determinar, adoptan el masculino.
si ($2.meta.gen=="<GD>")
{
si (($1.meta.gen!="<mf>") i
($1.meta.gen!="<GD>"))
$2.meta.gen:=$1.meta.gen
altrament
{
$2.meta.gen:="<m>";
si ($1.meta.gen=="<GD>")
$1.meta.gen:="<m>"
}
}
# si no, se establece la concordancia por
# transferencia de ge´nero del nombre al
# determinante si ninguno es ambiguo.
altrament
{
si ($2.meta.gen!="<mf>")
{
si ($1.meta.gen!="<mf>")
$1.meta.gen:=$2.meta.gen
}
altrament
si ($1.meta.gen=="<GD>")
$1.meta.gen:="<m>"
};
# Ahora el nu´mero. Si el nu´mero en la
# LM esta´ por determinar para el nombre
# pero esta´ definido para el determinante,
# toma e´ste a partir de aquı´; si no,
# adopta el singular.
si ($2.meta.nbr=="<ND>")
{
si ($1.meta.nbr!="<sp>")
$2.meta.nbr:=$1.meta.nbr
altrament
$2.meta.nbr:="<sg>"
}
# Si ambos esta´n definidos, se transfiere
# el nu´mero del nombre al determinante
altrament
{
si ($2.meta.nbr!="<sp>")
si ($1.meta.nbr!="<sp>")
$1.meta.nbr:=$2.meta.nbr
};
# Escribe el patro´n meta
envia $1.meta.lem $1.meta.det
$1.meta.gen $1.meta.nbr &1;
envia $2.meta.lem $2.meta.nombre
$2.meta.gen $2.meta.nbr;
4 El compilador
El compilador MorphTrans ha sido desa-
rrollado en Linux utilizando las herramien-
tas cla´sicas de construccio´n de compiladores
yacc (bison) y lex (flex). El compilador
lee un fichero fuente MorphTrans (.trf) y
escribe un fichero lex que es convertido a
continuacio´n en un fichero en C, compilado
y enlazado al programa de consulta del dic-
cionario bilingu¨e para producir un programa
ejecutable. El programa lex esta´ construido
de forma que cada patro´n se convierte en una
expresio´n regular que se usa para buscarlo y,
como parte de la accio´n asociada, el patron
es segmentado en formas le´xicas y espacios en
blanco, procesado para extraer los atributos
utilizando sus definiciones regulares, y mani-
pulado de acuerdo con co´digo escrito por el
lingu¨ista, convenientemente convertido a C
por el compilador. La consulta al diccionario
bilingu¨e se hace a trave´s de una funcio´n C
con prototipo
char * Bilingue( char * ) ;
que toma una FLLO y proporciona una
FLLM que es su equivalente designada para
la lengua meta.
5 Conclusiones
Hemos presentado un lenguaje y un compila-
dor que pueden ser utilizados para especificar
e implementar la tarea de transferencia en un
sistema de TA basado en la arquitectura de
transferencia morfolo´gica avanzada, siempre
que las formas le´xicas producidas en la fase
de ana´lisis (ana´lisis morfolo´gico y desambi-
guacio´n le´xico categorial) sean proporciona-
das como cadenas. El mo´dulo resultante con-
sulta los lemas en un diccionario bilingu¨e, de-
tecta patrones de formas le´xicas de la lengua
origen y las manipula de forma que son con-
vertidas en las correspondientes secuencias de
formas le´xicas de la lengua meta. El lenguaje
y el compilador son lo suficientemente flexi-
bles para ser aplicados a otros sistemas y a
otras lenguas origen y meta, siempre que las
formas le´xicas este´n dadas como texto y ten-
gan el formato lema–categor´ıa–informacio´n
de inflexio´n. Los mo´dulos resultantes son
capaces de procesar alrededor de mil formas
le´xicas por segundo para un par de docenas
de reglas de sintagmas nominales y preposi-
cionales. La complejidad temporal tiene dos
componentes: el tiempo de deteccio´n de pa-
trones que aumenta muy lentamente con el
nu´mero de reglas, y el tiempo de proceso de
la aplicacio´n de las reglas, el cual depende di-
rectamente de la cobertura de las reglas defi-
nidas, es decir, la frecuencia con que el co´digo
asociado a cada patro´n ha de ser ejecutado
porque e´ste ha sido detectado.
6 Trabajo futuro
En la actualidad estamos trabajando en las
siguientes direcciones:
• Te´cnicas para identificar, a partir de
co´rpora bilingu¨es, posibles patrones no
incluidos en el sistema.
• La optimizacio´n del co´digo generado pa-
ra la deteccio´n de las reglas con el fin de
acelerar el funcionamiento del mo´dulo.
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