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We present a wave-memory driven system that exhibits intermittent switching between two
propulsion modes in free space. The model is based on a point-like particle emitting periodically
cylindrical standing waves. Submitted to a force related to the local wavefield gradient, the particle
is propelled, while the wave field stores positional information on the particle trajectory. For long
memory, the linear motion is unstable and we observe erratic switches between two propulsive modes
: linear motion and diffusive motion. We show that the bimodal propulsion and the stochastic as-
pect of the dynamics at long time are generated by a Shil’nikov chaos. The memory of the system
controls the fraction of time spent in each phase. The resulting bimodal dynamics shows analogies
with intermittent search strategies usually observed in living systems of much higher complexity.
At the individual level, random switches between
straight line motion and erratic changes in direction has
been observed in many living systems such as microscopic
bacteria [1], flies [2, 3] or macroscopic animal foraging [4].
The theoretical description of animal foraging based on
bimodal exploration of space probably cannot be sepa-
rated from a fine analysis of the spatial heterogeneities
of their environment [5, 6]. However, in some specific
cases, the origin of bimodal motions may be justified us-
ing optimal search strategies in the absence of cues [7].
Indeed, without any cues about the target location, bi-
modal motions can be encountered when exploration and
exploitation tasks are not performed simultaneously, for
instance in fishes looking for prey of various sizes [8].
In contrast, when the searcher can perform both tasks
simultaneously, Levy flights strategies [9, 10] with ex-
ponents depending on the target properties are optimal
even if their observations and relevances in the context
of animal motions has been raised [11–13].
The theoretical description of these individual tra-
jectories usually involves some stochasticity: from
the pioneer work of Pearson [14] to the numerous
recent theoretical analysis using persistent random
walks [15, 16]. Apart from such stochastic models
individual trajectories of erratic aspects may also be
obtained from deterministic rules, in which stochasticity
becomes an emergent behaviour. Emergent complexity
from simple deterministic model rules would provide a
robust artificial implementation of bimodal explorations.
The statistics of both phases of motion would not be
pre-set in an arbitrary manner. Instead it could be
adjusted by changing one single tunable parameter.
In this Letter, we consider a single point-like particle
ruled by a deterministic set of equations, which exhibits
two intertwined modes of space exploration : ballistic
and local erratic motions. The model is inspired from
chaotic systems, time-delayed differential equations, and
hydrodynamics experiments.
Chaotic dynamics provide a first source of inspiration.
Intermittent switches between laminar and erratic phases
in dynamical systems were first found experimentally in
thermal convection [17]. Their origin has been ratio-
nalized using low-dimensional nonlinear models [18, 19].
However, the low dimensionality of those models pre-
vents the observation of diffusive dynamics. Nevertheless
with a deterministic set of equations, diffusive behaviours
with kinks can be observed using Wolfram cellular au-
tomata [20] or Red queen walk [21]. In these cases, infor-
mation is encoded into the environment and shows that
memory-driven dynamics may exhibit emergent diffusive
properties.
As a consequence, delayed differential equations pro-
vide a second natural source of inspiration. Adding a
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2delay in differential equation [22–24] can trigger insta-
bilities and intermittency whose applications range from
car following model [25–27], complex population dynam-
ics variations in trophic levels [28], instabilities in delayed
logistic dynamics [29] to laser destabilization [30]. In con-
trast, stabilizing effects of time-delayed term is also used
in control theory, in stochastic dynamics [31] or phototac-
tic robots [32, 33]. Dynamics with multiple delays have
also been investigated and the nonlocality in time offers a
hierarchy of mathematical complexity that may serve as
computational principles, for example trough spatiotem-
poral spikes coding in the context of deterministic neural
networks [34] and that may be used to generate bimodal
distribution of motion. The addition of long lasted mem-
ory in numerical stochastic processes such as in Elephant
Random Walk [35] can also trigger different phases of
motion [36]. Remarkably a single tunable non-Markovian
model [37] exhibits diffusion, subdiffusion, superdiffusion
or signature of intermittent behaviors.
An hydrodynamics experiment provides the third
source of inspiration and a new conceptual framework
to store information. The implementation of a spatially
extended and tunable memory in a simple determinis-
tic physical system was achieved with walking droplets
on a vertically vibrated bath [38, 39]. A silicone droplet
compelled to bounce on a vertically vibrated liquid sur-
face generates by its successive impacts monochromatic
cylindrical standing waves, thanks to the proximity of
the Faraday instability. In return, the waves propel the
droplet along the surface. The waves are slowly damped
in time, with the temporal decay controlled by the bath
acceleration [40]. Besides this particular experimental
implementation, it is an example of physical trajectory
encoding in a surrounding wave medium [41]. The cen-
ter of each circular wave pattern is located at the exact
previous position of the walker such that a positional in-
formation is stored in an oscillating wave field [40, 42, 43].
While deposition of information along a path like for ants
may lead to bio-inspired algorithmic principles [44], the
wave persistence defines a memory time during which
the positional information is stored in a way suitable for
defining a Turing machine [45]. Besides wave-particle in-
spired dynamics [38, 39, 41–43, 46–59], walking droplets
exhibit cascades of bifurcation to chaos in Coriolis and
Coulomb force field [60] as well as intermittency in har-
monic potential [53, 60–65]. Non steady propulsions have
been reported in asynchronous bouncing modes [66, 67]
and speed limit cycle and chaotic behaviour for the free
particle [68] has been investigated for synchronous bounc-
ing modes. In this article we leverage the wave-memory
to implement three modes of motion at the single particle
level in a same model: ballistic, diffusive and intermittent
motions.
The experiment-inspired numerical model is imple-
mented as follow. The iterative dynamics consists in the
parallel equations of motion of a particle at the posi-
tion ~rk at the kth bounce and its associated wave field
ζ(~r, t). The motion is decomposed in two phases of re-
spective duration t1 and t2 such that t1 + t2 = T is the
wave period. Phase 1 corresponds to a free flight mo-
tion, in which the particle follows a planar motion above
the wave field at constant horizontal velocity. Phase 2
corresponds to the contact with the surface which yields
both interaction with the waves and energy dissipation.
The particle slides on the surface for a duration t2 with
an exponentially decaying speed before taking off again.
At the peculiar instant between phase 1 and phase 2,
the particle gets a kick of momentum proportional to the
local slope of the wave field. The wave field is updated si-
multaneously. A new standing cylindrical wave is added,
centred at the current position of the particle. The total
wave field ζ(~r, t) after the N -th bounce at time tN writes
ζ(~r, tN ) = ζ0
N∑
n=1
J0
(
2pi
λ
|~r − ~rn|
)
e−
|~r−~rn|
δ e−
tN−tn
Me (1)
where ζ0 accounts for the amplitude of one standing
cylindrical Bessel wave J0 and λ is the wavelength. In
the inspiring experiments λ ' 5 mm and is used to
normalize the lenght scale. The memory parameter Me
sets the effective number of active wave sources, and
δ = 2.5λ accounts for the spatial attenuation of viscous
dissipation [40] (see Supplemental Materials for the
numerical values and appendix A of [69] for a detailed
description of the algorithm). The control parameter
Me is expected to play a key role in the dynamics.
The particle trajectories for increasing memory pa-
rameter Me are shown in Fig. 1(a) (see also the sup-
plemental movies SM1 and 2). They are obtained from
the same initial conditions and a simulation time of
∆Tsimu = 2.5 10
5T . For Me = 50, the particle moves
along a straight line, as described in previous works [42].
This linear motion results from a stable balance between
propulsion from the wavefield and dissipation by wave
emission and viscous friction [46]. From Me = 150,
straight line motions are interspersed by sudden changes
of direction. Successive zooms in Fig. 1(a) reveal erratic
changes of direction at the scale of the wavefield wave-
length, alternating with periods of linear motion. For
larger Me the length of straight line trajectories shorten
on average : the memory parameter affects the rates of
switching dynamics between both modes of space explo-
ration. The switch between linear and erratic motion
finds a signature in the particle speed. Figure 1(b,c,d)
presents the temporal evolution of the velocity modu-
lus v for increasing memory corresponding to the trajec-
tories shown in Fig. 1. For Me = 50 (Fig. 1b), tran-
sient speed oscillations decrease exponentially in time,
and the dynamics converges toward an uniform linear
motion. Note that a similar behavior has been ob-
served both experimentally and numerically by Bacot et
3al. [68]. For Me = 150 (Fig. 1 (c)), the temporal sig-
nal of the particle speed is a succession of oscillations
of slowly increasing amplitude and more complex excur-
sions of short duration. On a longer time scale, we ob-
serve intermittent switches between slow diverging speed
oscillations (laminar phase) followed by erratic motion
(chaotic phase). For longer memory parameter, the lam-
inar phases shorten while erratic phases become predom-
inant (Fig 1(b,c,d)).
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FIG. 1. (color online) Evolution of the wave memory-
driven particle dynamics with increasing memory (a) Par-
ticle trajectories obtained for increasing values of Me =
50, 150, 250, 500, 1250. They correspond to the same simu-
lation time. Zoom into one trajectory details shows evidences
of a bimodal dynamics. Straight lines alternate with jiggling
motion. (b)-(d) Particle speed as a function of time for in-
creasing memory parameters (b) Me = 50, (c) Me = 250,
(d) Me = 1250. Above Me = 140, the dynamics is unstable.
Duration of the laminar phases decrease with Me.
The relation between the trajectories and the speed is
described in Fig. 2. Figure 2(a) zooms on a wobbling
phase between two rectilinear parts of the dynamics at
Me = 250. Figure 2(b) shows the associated speed oscil-
lations. Linear motion coincides with speed oscillations,
while erratic trajectories coincides with erratic speed fluc-
tuations. We use a local radius of curvature of the trajec-
tory greater than λF for at least 100 bounces as a crite-
rion for defining a straight line. Starting the description
from the beginning of a laminar phase, the divergence
of speed oscillations leads to vanishing velocity (Zero (Z)
point in Figs 2a and 2b ). This specific moment cor-
responds to a sharp change of direction in the particle
trajectory. At Z, the particle hits the surface wavefield
with a positive slope which triggers a back motion and
initiates the transition from the linear phase to the wob-
bling phase. Then the particle navigates erratically in a
confined region of space during a period ∆Twobble. The
complex trajectory in the wobbling phase is attributed to
the dynamical trap of the particle by the wave field struc-
ture. After a certain period of time the wobbling phase
ceases and the particle enters again in a phase of straight
line motion of duration ∆Tline (E point in Fig. 2(a),(b)).
The spatial extent of the trajectory in the wobbling phase
is of the order of ten wavelengths as emphasized in grey
of Fig. 2(a). The histogram inset of Fig. 2(a) reveals that
the erratic phases perform a statistically isotropic reori-
entation of the trajectory. The duration of straight line
motions follows an exponential distribution as evidenced
in Fig. 2(c). As the memory parameter is increased, the
distribution of time in the laminar phase remains expo-
nential and the average time decreases.
To analyse further the chaotic nature of the wave dy-
namics, we decompose the wave field using Graf’s theo-
rem into the co-moving Frenet basis centred at the po-
sition of the particle (see Supplemental Materials). The
wave force is decomposed into a tangential component
Re(C1) and a normal component Im(C1). A subset of
the flow for Me = 250 is plotted in Fig. 3(a), in the three
dimensional phase space (V,Re(C1)/ζ0, Im(C1)/ζ0). We
observe a converging flow along the axis Im(C1)/ζ0 fol-
lowed by a diverging spiral in the plane (V,Re(C1)/ζ0).
This type of trajectory in phase space is encountered in
Shil’nikov type chaos in which the flow converges to-
ward a saddle point before diverging by spiralling out-
ward in a plane. To evidence the nature of this chaos,
we compute the saddle index ν = tI/tD [70] which mea-
sures the ratio between the reinjection time scale tI and
the time scale tD of the diverging flow. They are mea-
sured from the temporal evolution of Im(C1)/ζ0 and its
quadrature Re(C1 − 〈C1〉)/ζ0 in the vicinity of the sad-
dle (see Figs 3(b) and 3(c)). We find ν = 0.05 which
is much smaller than 1 and necessary for the existence
of a Shil’nikov chaos [70]. Shil’nikov chaos has been
observed in several contexts from Belousov-Zhabotinsky
reaction [71], electrode dissolution [72, 73], Chua oscil-
lator [74] to CO2 laser [75, 76]. It is encountered when
an homoclinic cycle interacts with a subcritical Hopf bi-
furcation [77]. Exponential distribution of the laminar
phase have been demonstrated in the context of type-II
intermittency [78]. We find here that Shil’nikov chaos
exhibits the same feature.
Finally, we analyze the statistical properties of the
long term dynamics by measuring the normalized Mean
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FIG. 2. (color online) Description of the bimodal dynamics
(a) Zoom on the path of one wobble phase. Inset : histogram
of θ2 − θ1 showing a uniform distribution. (b) Speed as a
function of time. The gray zone corresponds to the tum-
ble phase shown in Fig.2a. Wobbling motion corresponds
to erratic fluctuation of speed (chaotic phase) while straight
line motion corresponds to slow diverging oscillation of speed
(laminar phase). (c) Probability distribution (lin-log.) of the
time spent in straight line for Me = 250.
Squared Displacement (MSD) of the particle 〈|~r − ~r0|2〉.
Figure 4(a) shows the MSD as a function of time ∆T
for increasing memory parameters and indicates several
regimes. For Me = 100, the MSD scales as ∆t2, as ex-
pected for a ballistic motion. For larger memory, the dy-
namics exhibit three regimes. At short time ∆t/T < 10,
a MSD typical of ballistic motion is recovered. At inter-
mediate time scale 10 < ∆t/T < 103, we observe super-
diffusive motion, in which the local MSD exponent α de-
fines as α = d(log(〈|~r − ~r0|2〉)/d(∆T ) lies in the range
[1, 2]. The evolution of α as a function of the memory
parameter Me is indicated in the inset of Fig. 4(b). Its
value is a direct consequence of the proportion of time
spent in both phases of motion and we measure Pline and
Pwobble as the fraction of time spend in linear and erratic
phase respectively. Figure 4(c) shows the evolution of
Pline and Pwobble with Me. We identify a critical mem-
ory parameter Me? = 140± 5 corresponding to the onset
of a bimodal dynamics, above which a Shil’nikov chaos
is triggered. For Me > Me?, Pwobble increases, following
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FIG. 3. (color online) Instability characterization (a) 3D rep-
resentation in the (V,Re(C1)/ζ0, Im(C1)/ζ0)-space for a tra-
jectory at Me = 250 (vicinity of the grey part Figs 2 (b,c).
The slow outward spiraling flow of the laminar phase alter-
nates with fast out-of-phane inward injection of the erratic
phase, signature of a Shil’nikov type chaos. (b,c) Time series
of Im(C1)/ζ0 and its centered quadrature Re(C1 − 〈C1〉)/ζ0
in lin-log scale. Dashed lines evidence exponential evolution
and provide the convergence tI and divergence tD time. The
color code is as in Fig. 2 (b,c).
a scaling law Pwobble ∼ (Me −Me?)β with an exponent
β = 0.4 ± 0.08. In contrast the transition from the in-
termittent to the diffusive regime is progressive and we
observe no signature of a discontinuity.
In this Letter, we have studied the dynamics of a parti-
cle propelled by a self-generated wave field in two dimen-
sions. The wave field creates a time-dependent erratic
environment with long temporal coherence, coupled to
the particle time evolution. The temporal damping of the
waves controls a transition from a purely ballistic motion
to erratic switches between ballistic and local diffusive
motions. The characteristics of this purely determinis-
tic dynamics are set by the properties of a Shil’nikov
chaos occuring at the vicinity of a saddle point interact-
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FIG. 4. (color online). Statistical properties of
long-time dynamics (a) MSD for increasing values
of the memory parameter Me (From blue to yellow:
100, 200, 375, 500, 1000, 2000, 5000, 104) as a function of the
time ∆t. Three regions can be distinguished: ballistic
( ∆t
T
< 10), superdiffusive (10 < ∆t
T
< 103) and diffusive
( ∆t
T
> 103). (Inset) Evolution of α with Me in lin-log. scale.
(c) Measure of Pwobble (resp. Pline) the proportion of time
spent in the tumble phase (Black circle) (resp. in the running
phase (red circle)). Inset, Pwobble presents a scaling law
Pwobble ∼ (Me−Me?)0.4.
ing with a Hopf bifurcation. The concomitance of bal-
listic, superdiffusive and diffusive dynamics for various
time scales is usually encountered in the context of inter-
mittent search strategies [7, 79]. Especially, the dynam-
ics illustrated in this article reminds the run and tumble
dynamics of chemotactic bacteria [1]. In our case of a
purely deterministic dynamics, it is interesting to note
that such a multiscale feature can be encoded here by a
simple deterministic wave-memory. It is worth noticing
that this numerical experiment does not involve external
noises neither interactions with other particles so that the
diffusive behavior of the particle results from the wave-
memory only.
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