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Abstract 
 
We show how the sine and cosine integrals may be usefully employed in the evaluation 
of some more complex integrals. 
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1. Introduction 
 
As noted by Glaisher [23], the sine and cosine integrals were introduced by Schlömilch 
[35] in 1846 to evaluate integrals of the form 
 
                             2 2
0
sin( )tx dx
a x
∞
−∫  and 2 20
cos( )x tx dx
a x
∞
−∫  
 
The sine and cosine integrals, and , are defined [24, p.878] by ( )si x ( )Ci x
 
(1.1)       sin( )
x
tsi x dt
t
∞
= −∫   
 
and for x  > 0 
 
(1.2)      
0
cos cos 1( ) log
x
x
t tCi x dt x dt
t t
γ
∞ −= − = + +∫ ∫  
 
where γ  is Euler’s constant. The equivalence of these two representations is 
demonstrated at the end of this section. 
 
Schlömilch [35] actually employed a slightly different sine integral  which is 
defined in [24, p.878] and also in [1, p.231] by 
( )Si x
 
(1.3)        
0
sin( )
x tSi x dt
t
= ∫     
 
We have  
              
0 0
sin sin sin( )
x
x
t tsi x dt dt dt
t t t
∞ ∞
= − = −∫ ∫ ∫ t   
 
and using the well-known integral from Fourier series analysis [4, p.286] 
 
(1.4)             
0
sin
2
t dt
t
π ∞= ∫  
 
we therefore see that the two sine integrals are intimately related by 
 
(1.5)        ( ) ( )
2
si x Si x π= −      
 
Schlömilch [35] has shown in a rather complicated manner that 
 
(1.6)                  2 2
0
sin( ) sin( ) ( ) cos( ) ( )a tx dx at Ci at at Si at
a x
∞
= −−∫   
 
(1.7)                  2 2
0
cos( ) cos( ) ( ) sin( ) ( )x tx dx at Ci at at Si at
a x
∞
= +−∫  
 
Curiously, it will be noted for example that the left-hand side of (1.6) approaches zero as 
 whereas the right-hand side oscillates (which initially made me think that the 
correct integrals should involve rather than ). We note that (1.6) appears in 
[7, Ch. II, (18)].  
a →∞
( )si at ( )Si at
 
Schlömilch [35] has also shown that 
 
(1.8)                  2 2
0
sin( ) 1 cos( )
2
a tx dx at
a x
π
∞
= −−∫   
 
 2
(1.9)                 2 2
0
cos( ) 1 sin( )
2
x tx dx at
a x
π
∞
=−∫  
                                                                                                                                            □ 
 
In this section we show the equivalence of the two representations for the cosine integral 
set out in (1.2). This analysis is based on a short paper by Omarjee [34] which in turn 
relies on the treatise published by Gronwall [25] in 1918. 
 
We designate ( )A x  as 
 
                       
0
1 cos( )
x tA x dt
t
−= ∫  
 
and consider 
 
(1.10)          
0
1 cos( )
n tA n dt
t
π
π −= ∫  
 
                              
1
2
0
1 cos 2n u du
u
π−= ∫  
 
Simple algebra gives us 
 
          1 cos 2 1 cos 2 1 1 cos 2
sin sin sin
n u n u n u
u u u u u u
π π π ππ ππ π π
− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + − − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦   
 
and we have 
 
           
1 1 1
2 2 2
0 0 0
1 cos 2( ) ( ) ( )cos 2
sin
n uA n du f u du f u n u du
u
ππ π ππ
−⎡ ⎤= + −⎢ ⎥⎣ ⎦∫ ∫ ∫  
 
where 1( )
sin
f u
u u
π
π= −  and L’Hôpital’s rule shows that  0lim ( ) 0u f u→ = . 
 
We have 
 
          
1 1
2 2
10 0
1 cos 2 2 sin(2 1)
sin
n
k
n u du k u du
u
ππ ππ =
−⎡ ⎤ = −⎢ ⎥⎣ ⎦ ∑∫ ∫ π  
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1
12
2 1
n
k k=
= −∑   
 
and we easily determine that 
 
             
1 1
2 2
0 0
1( )
sin
f u du du
u u
π
π
⎡ ⎤= −⎢ ⎥⎣ ⎦∫ ∫   
                             
1
2
0
log
tan( / 2)
u
uπ=        
 
                             log 2log 2π= −  
 
Hence we have 
(1.11)        
1
2
1 0
1( ) 2 log 2log 2 ( )cos 2
2 1
n
k
A n f u n u du
k
π π
=
= + − −−∑ ∫ π  
 
We now consider the difference 
 
             
0
1 cos( ) log( ) log( )
n
n
tc A n n dt n
t
π
π π π−= − = −∫  
 
                                                
1
0 1
1 cos 1 cos log( )
nt tdt dt n
t t
π
π− −= + −∫ ∫  
 
                                                
1
0 1
1 cos cosnt tdt dt
t t
π−= −∫ ∫  
and we see that 
 
              
1
0 1
1 cos coslim nn
t tc dt
t t
∞
→∞
−= −∫ ∫ dt   
 
We note from (1.11) that 
              
1
2
1 0
12 log 2log 2 ( )cos 2
2 1
n
n
k
c n f u
k
π
=
= − − −−∑ ∫ n u du  
 
From the definition of Euler’s constant we have 
 
 4
                
4
1
1lim 2 2log(4 ) 2
n
n k
n
k
γ→∞ =
⎡ ⎤− =⎢ ⎥⎣ ⎦∑   
and 
                
2
1
1lim log(2 )
n
n k
n
k
γ→∞ =
⎡ ⎤− =⎢ ⎥⎣ ⎦∑  
 
and by subtraction we obtain 
 
                
2
1
1lim 2 log 3log 2
2 1
n
n k
n
k
γ→∞ =
⎡ ⎤− = +⎢ ⎥−⎣ ⎦∑  
 
or equivalently 
 
(1.12)      
1
1lim 2 log 2log 2
2 1
n
n k
n
k
γ→∞ =
⎡ ⎤− = +⎢ ⎥−⎣ ⎦∑  
 
From the Riemann-Lebesgue lemma [4, p.313] we see that 
 
(1.13)      
1
2
0
lim ( )cos 2 0
n
f u n u duπ→∞ =∫  
 
which may also be obtained directly using integration by parts. 
 
Hence we see that lim nn c γ→∞ =  and we obtain the known integral 
                           
(1.14)      
1
0 1
1 cos cost tdt dt
t t
γ
∞−= −∫ ∫   
 
which may be written as 
 
                   
1
0 1
1 cos 1 cos cos cosx x
x x
t t t tdt dt dt dt
t t t
∞− −= + − −∫ ∫ ∫ ∫ t   
 
                   
0
1 cos coslog
x
x
t tdt x dt
t t
∞−= − −∫ ∫   
 
and thus we have shown that for x > 0 
 
 5
(1.15)          
0
1 cos coslog
x
x
t tdt x dt
t t
γ
∞− = + +∫ ∫   
 
which proves (1.2). 
                                                                                                                                            □ 
 
We see from (1.10) and (1.11) that 
 
                   
1 1
2 2
10 0
1 cos 2 12 log 2log 2 ( )cos 2
2 1
n
k
n u du f u n u du
u k
π π π
=
− = + − −−∑∫ ∫   
 
and we have 
 
                    1 cos 2 log (2 )n u du u Ci n u
u
π π− = −∫  
 
We see from (1.2) that 
 
                   
0
lim[log ( )]
x
x Ci x γ→ − = −  
and using 
 
                   log (2 ) log(2 ) (2 ) log(2 )u Ci n u n u Ci n u nπ π π− = − − π    
we obtain 
 
                   
0
lim[log (2 )] log(2 )
u
u Ci n u nπ γ π→ − = − −    
 
Therefore we have 
 
(1.16)        
1
2
0
1 cos 2 ( ) log( )n u du Ci n n
u
π π γ π− = − + +∫  
 
and we see that 
 
                 
1
2
10
1( )cos 2 2 log 2log 2 ( ) log( )
2 1
n
k
f u n u du Ci n n
k
π π π γ
=
= + − + − −−∑∫ π   
 
                                                
1
1( ) 2 log 2log 2
2 1
n
k
Ci n n
k
π γ
=
= + − −−∑ −   
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Noting that 
1
1lim 2 log 2log 2
2 1
n
n k
n
k
γ→∞ =
⎡ ⎤− = +⎢ ⎥−⎣ ⎦∑  and lim ( ) 0n Ci nπ→∞ = , it is clear that the 
integral approaches zero as  (as predicated by the Riemann-Lebesgue lemma). n →∞
 
We note from [38, p.20] that 
 
(1.17)            
1
1 12 2
2 1 2
n
k
n
k
ψ γ
=
⎛ ⎞= + + +⎜ ⎟− ⎝ ⎠∑ log 2  
 
where ( )xψ  is the digamma function [sr, p.] and this gives us 
 
(1.18)           
1
2
0
1( )cos 2 ( ) log
2
f u n u du Ci n nπ π ψ ⎛ ⎞= + + −⎜ ⎟⎝ ⎠∫ n      
 
We note from [19] that if ( )xφ  is of bounded variation on [0  then we have a version 
of the Poisson summation formula 
, ]b
 
(1.19)           
10 0
1 (0 ) ( ) 2 ( )cos 2
2
b b
n
x dx x nx dxφ φ φ π∞
=
+ = + ∑∫ ∫            
 
and with our definition of ( )f u , where (0 ) 0f + = , this becomes 
 
                     
1
2
1 0
4log 2 ( )cos 2
n
f u n uππ
∞
=
= ∑ ∫ du  
 
and (1.18) gives us the series 
 
(1.20)           
1
4 1log 2 ( ) log
2n
Ci n n nπ ψπ
∞
=
⎡ ⎤⎛ ⎞= + + −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑  
      
We showed in [15] that 
 
(1.21)           [ ]
1
( 1/ 2) log 2 ( 1) cos(2 ) (2 ) sin(2 ) (2 )n
n
a a n a Ci n a n a si n aψ π π π π∞
=
+ = + − +∑  
 
and with  we get 1/ 2a =
 
(1.22)           
1
1( ) [log 2
2n
Ci n ]π γ∞
=
= −∑  
 
 7
and hence we have 
 
(1.23)         
1
1 22 log
2n
n nψ γ log π
∞
=
⎡ ⎤⎛ ⎞+ − = +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑  
 
It may be seen from (1.12) and (1.17) that 1lim log
2n
nψ→∞ n
⎡ ⎤⎛ ⎞+ −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  as required for the 
convergence of the above series. 
 
                                                                                                                                            □ 
 
Another demonstration of (1.23) is shown below.  
 
Merkle and Merkle [30] have shown that 
 
(1.24)          
0
1( ) (1 ) (1 )[ ( )
1n
xx n n x x
n
ψ ψ ψ γ∞
=
−⎡ ⎤+ − + − = − + −⎢ ⎥+⎣ ⎦∑ 1] 
 
where a misprint in their formula has been corrected. This may be written as 
 
                   
1
1( ) (1 ) [ ( ) ] 2(
1n
xx n n x x x
n
ψ ψ ψ γ∞
=
−⎡ ⎤+ − + − = − + + −⎢ ⎥+⎣ ⎦∑ 1)  
 
With  we get 1/ 2x =
 
                   
1
1 1 1 1(1 ) 2
2 2(1 ) 2 2n
n n
n
ψ ψ ψ γ∞
=
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞+ − + + = − + +⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥+⎝ ⎠ ⎝ ⎠⎣ ⎦⎣ ⎦∑             
 
which may be written as 
 
                  
1
1 1log log (1 ) log 2 1
2 2(1n
n n n n
n
ψ ψ∞
=
⎡ ⎤⎛ ⎞+ − + − + + = −⎜ ⎟⎢ ⎥+⎝ ⎠⎣ ⎦∑ )  
 
Equivalently we have 
 
                  
1 1
1 1log (1 ) log log 2 1
2 2(1n n
n n n n
n
ψ ψ∞ ∞
= =
⎡ ⎤⎡ ⎤⎛ ⎞+ − − + − − = −⎜ ⎟ ⎢ ⎥⎢ ⎥ +⎝ ⎠⎣ ⎦ ⎣ ⎦∑ ∑ )  
 
It is shown in [19] that 
 
(1.25)        
1
1 1 1(1 ) log 1 log(2 )
2(1 ) 2 2n
n n
n
ψ γ π∞
=
⎡ ⎤+ − − = + −⎢ ⎥+⎣ ⎦∑    
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and we again deduce (1.23) 
 
                
1
1 22 log
2n
n nψ γ log π
∞
=
⎡ ⎤⎛ ⎞+ − = +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑  
                                                                                                                                            □ 
 
Referring to (1.18) we make the summation 
    
             
1
2
2 2 2
1 1 10
1 ( ) 1( ) cos 2
2n n n
Ci n nS f u n u du n
n n n
ππ ψ∞ ∞ ∞
= = =
⎛ ⎞= = + +⎜ ⎟⎝ ⎠∑ ∑ ∑∫ 21
1 log
n n
∞
=
−∑      
 
We showed in equation (6.130v) in [15] that 
 
(1.26)          2 2 2
2
1
( ) 1 5log 2 2 ( 1)
6 24n
Ci n
n
π π π π ς∞
=
′= − − − −∑   
 
and de Doelder [20] showed that 
 
(1.27)          2
1
1 1 7 (3) ( 2 log 2) (2)
2 2n
n
n
ψ ς γ ς∞
=
⎛ ⎞+ = − +⎜ ⎟⎝ ⎠∑  
 
and this identity was subsequently generalised by Coffey [13]. 
 
This gives us 
 
                    2 2 21 5 7log 2 2 ( 1) (3) ( 2 log 2) (2) (2)
6 24 2
S π π π ς ς γ ς ς′ ′= − − − − + − + +  
 
and using     
 
                  2
1 1( 1) (1 log 2 ) (2)
12 2
ς γ π π′ ′− = − − + ς  
 
this becomes 
 
                   23 7 (3) (2)(log 2log 2)
8 2
S π ς ς π= − + + −   
 
Assuming that interchanging the order of summation and integration is valid, we have 
 
 9
                   
1 1
2 2
2 2
1 10 0
1 c( )cos 2 ( )
n n
n uos 2f u n u du f u
n n
ππ∞ ∞
= =
=∑ ∑∫ ∫ du   
 
and using the well known Fourier series [4, p.338] 
 
                   2 2 222
1
cos 2 1( )
6n
n u B u u u
n
π π π∞
=
⎛ ⎞= = − +⎜ ⎟⎝ ⎠∑   
 
we obtain 
                   
1 1
2 2
2 2
2
1 0 0
1 1( )cos 2 ( )
6n
f u n u du f u u u
n
π π∞
=
⎛ ⎞= − +⎜ ⎟⎝ ⎠∑ ∫ ∫ du   
 
We see that 
 
       
1 1
2 2
2 2 2 2
0 0
1 1( )
6 sin
1
6
f u u u du u u du
u u
ππ π π
⎛ ⎞ ⎛ ⎞⎛ ⎞− + = − − +⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠∫ ∫        
 
                                                
1 1 1
22 2 2
2 2 2
0 0 0
1 1
6 sin sin sin
u udu du du
u u u u
π π ππ π ππ π
⎛ ⎞= − + −⎜ ⎟⎝ ⎠∫ ∫ ∫ π      
 
                                                  ( )
1
2
2
0
1u dπ+ −∫ u                                                             
We showed in [15] that 
 
(1.28)                  
2
2
00
( 1)2 2
sin (2 1)
n
n
x dx G
x n
π ∞
=
−= =+∑∫      
 
where G  is Catalan’s constant. This result is well-known and an alternative proof is  
contained, for example, in Bradley’s website [10]. 
 
We also showed that [15] 
 
(1.29)                  
22
0
72 (
sin 2
x dx G
x
π
3)π ς= −∫  
 
The evaluation of this integral is also contained in Bradley’s website [10] and an 
alternative proof was provided by De Doelder [20].  
 
The desired equivalence follows by simple algebra. 
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                                                                                                                                      □ 
 
In the following section we show how the sine and cosine integrals may be employed to 
derive Kummer’s Fourier series for log ( )xΓ . 
 
2. A new derivation of Kummer’s Fourier series for log ( )xΓ  
 
We showed in [18] that for  > 0 and  a 1n ≥
 
[ ]1
0
1(2.1)   log ( )sin 2 log cos(2 ) (2 ) sin(2 ) (2 )
2
x a n x dx a n a Ci n a n a si n a
n
π π π ππΓ + = − − −∫ π
 
(2.2)   [ ]1
0
1log ( )cos 2 sin(2 ) (2 ) cos(2 ) (2 )
2
x a n x dx n a Ci n a n a si n a
n
π π π ππΓ + = − − +∫ π    
 
which correct the entries reported in [24, p.650, 6.443.5 & 6.443.6]. As noted in [18], 
both of these integrals also hold in the limit as . 0a →
 
We designate  by ( )F a
 
                 
1
0
( ) log ( )F a a x dx= Γ +∫
 
and differentiation gives us 
 
                
1
0
( ) ( ) log ( 1) log ( ) logF a a x dx a a aψ′ = + = Γ + − Γ =∫
 
Integration then results in 
 
               ( ) (0) logF u F u u u− = −
 
and using Raabe’s integral [38, p.18] 
 
              
1
0
1(0) log ( ) log(2 )
2
F x dx π= Γ =∫    
we see that  
 
              
1
0
1log ( ) log(2 ) log
2
a x dx a a aπΓ + = + −∫   
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as reported in [38, p.207]. 
 
We then deduce the Fourier series for log ( )a xΓ +  which is valid for 0 < x  < 1 
    
(2.3)   1log ( ) log(2 ) log
2
a x a a aπΓ + = + −  
 
                              [ ]
1
1 sin(2 ) (2 ) cos(2 ) (2 ) cos(2 )
n
n a Ci n a n a si n a n x
n
π π π ππ
∞
=
− − +∑ π  
 
                              [ ]
1
1 log cos(2 ) (2 ) sin(2 ) (2 ) sin(2 )
n
a n a Ci n a n a si n a n
n
xπ π π ππ
∞
=
− − −∑ π   
 
Letting  and / 2a a→ / 2x a→  in (2.3) gives us 
 
        1 1log ( ) log(2 ) log( / 2)
2 2
a a aπΓ = + − 1
2
a  
                                
   { }2 2
1
1 log( / 2) 2sin( ) cos( ) ( ) cos ( ) sin ( ) ( )
n
a n a n a Ci n a n a n a si n a
n
π π π π π ππ
∞
=
⎡ ⎤− − + −⎣ ⎦∑  
 
Equation (2.3) also applies in the limit as  because referring to (1.2) we have  0a →
 
                
0 0
0
cos 1lim[cos ( ) log ] lim cos log [cos 1] cos
y
y y
ty Ci y y y y y y dt
t
γ→ →
⎡ ⎤−− = + − +⎢ ⎥⎢ ⎥⎣ ⎦∫   
 
and, applying L’Hôpital’s rule, we see that 
 
                
0 0
cos 1lim[log (cos 1)] lim log
y y
yy y y y
y→ →
⎡ ⎤−− = ⎢ ⎥⎣ ⎦  
 
                                                [ ]
0 0
cos 1lim log lim
y y
yy y
y→ →
⎡ ⎤−= ⎢ ⎥⎣ ⎦  
 
                                                [ ] [ ]
0 0
lim log lim sin 0
y y
y y y→ →= − =  
 
We therefore obtain 
 
(2.4)         
0
lim[cos ( ) log ]
y
y Ci y y γ
→
− =  
 
or equivalently 
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0
lim[cos(2 ) (2 ) log(2 )]
a
n a Ci n a n aπ π π
→
γ− =  
 
which results in 
 
(2.5)         
0
lim[cos(2 ) (2 ) log ] log(2 )
a
n a Ci n a a nπ π γ→ π− = +  
 
Similarly we have 
                
0 0
0
cos 1lim[sin ( )] lim sin sin log sin
y
y y
ty Ci y y y y y dt
t
γ→ →
⎡ ⎤−= + +⎢ ⎥⎢ ⎥⎣ ⎦∫   
 
and, since 
0 0 0
sinlimsin log lim lim log 0
y y y
yy y y y
y→ → →
= = , this results in 
 
(2.6)        
0
limsin(2 ) (2 ) 0
a
n a Ci n aπ π→ =    
 
Therefore we have the limit as   0a →
 
               
1 1
1 (0)cos(2 ) log(2 )log ( ) log(2 ) sin(2 )
2 n n
si n x nx n x
n n
π γ ππ ππ π
∞ ∞
= =
+Γ = − +∑ ∑  
 
and using (1.1) (0) / 2si π= −  we obtain Kummer’s Fourier series for log ( )xΓ ([27] and 
[38, p.17]) which is valid for 0 < x  < 1 
 
(2.7)       
1
1 1 log(2 )log ( ) log(2 ) cos(2 ) sin(2 )
2 2n
nx n x n x
n n
γ ππ π π
∞
=
+ π⎡ ⎤Γ = + +⎢ ⎥⎣ ⎦∑  
 
With  in (2.3) we obtain Nielsen’s representation [31, p.79] which is valid 1a =
 for 0 < x  < 1  
 
(2.8)      
1
1 (2 )sin(2 ) (2 )cos(2 )log (1 ) log(2 ) 1
2 n
Ci n n x si n n xx
n
π π ππ π
∞
=
−Γ + = − +∑ π  
 
Note that in this case, the sine and cosine integral functions do not contain the variable x  
in their arguments. 
 
Equation (2.3) may be written in a more compact form as 
 
             
1
1 slog ( ) log(2 ) log log
2 n
n xa x a a a a
n
in(2 )ππ π
∞
=
Γ + = + − − ∑  
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1
(2 )sin 2 ( ) (2 )cos 2 ( )
n
Ci n a n a x si n a n a x
n
π π π π
π
∞
=
+ − ++∑  
 
Using the familiar Fourier series [12, p.241] which is valid for 0 < x < 2π  
 
            1
1 s( )
2 n
nxx
n
π ∞
=
− =∑ in     
 
we obtain for 0 < x  < 1  
 
(2.9)      1 1log ( ) log(2 ) log
2 2
a x a x a aπ ⎛ ⎞Γ + = + + − −⎜ ⎟⎝ ⎠  
 
                                   
1
sin[2 ( )] (2 ) cos[2 ( )] (2 )
n
n a x Ci n a n a x si n a
n
π π π
π
∞
=
+ − ++∑ π  
 
and with  we obtain (2.8) again. 1a =
 
By symmetry we have for 0 <  < 1 a
 
(2.10)    1 1log ( ) log(2 ) log
2 2
a x a x x xπ ⎛ ⎞Γ + = + + − −⎜ ⎟⎝ ⎠  
 
                                  
1
sin[2 ( )] (2 ) cos[2 ( )] (2 )
n
n a x Ci n x n a x si n x
n
π π π
π
∞
=
+ − ++∑ π  
 
With  in (2.9) we obtain for 0 < a  < 1 0x =
 
(2.11)   1 1log ( ) log(2 ) log
2 2
a aπ ⎛ ⎞Γ = + − −⎜ ⎟⎝ ⎠ a a  
 
                                 
1
sin(2 ) (2 ) cos(2 ) (2 )
n
n a Ci n a n a si n a
n
π π π
π
∞
=
−+∑ π   
 
A different derivation of (2.11) is given in [18] using Bourguet’s formula [40, p.261] 
 
      
1 0
1 1 1 sin(2log ( ) log(2 ) log
2 2 (n
n xa a a a
n x a
ππ π
∞∞
=
⎛ ⎞Γ = + − − +⎜ ⎟ +⎝ ⎠ ∑∫
)
)
dx  
 
which may be derived using the Euler-Maclaurin summation formula (see for example 
Knopp’s book [26, p.530]). The formula (2.11) was also given by Nörlund [33, p.114]. 
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Letting  in (2.10) results in 1/ 2a =
 
(2.12) 
     
1
1 1 ( 1)log log(2 ) log [sin 2 (2 ) cos 2 (2 )]
2 2
n
n
x x x x n xCi n x n x si n x
n
π π ππ
∞
=
−⎛ ⎞Γ + = + − + −⎜ ⎟⎝ ⎠ ∑ π π
 
Letting 1x x→ −  in (2.7) results in 
 
      
1
1 1 log(2 )log (1 ) log(2 ) cos(2 ) sin(2 )
2 2n
nx n x n x
n n
γ ππ π π
∞
=
+ π⎡ ⎤Γ − = + −⎢ ⎥⎣ ⎦∑  
 
so that 
 
      
1
cos(2 )log ( ) log (1 ) log(2 )
n
n xx x
n
ππ ∞
=
Γ + Γ − = +∑  
 
and, as pointed out by Berndt [8], using (3.4.2) we easily obtain Euler’s reflection 
formula for the gamma function 
 
      ( ) (1 )
sin
x x
x
π
πΓ Γ − =  
 
We also have the difference 
 
      
1
log(2 )log ( ) log (1 ) 2 sin(2 )
n
nx x n
n
γ π xππ
∞
=
+Γ − Γ − = ∑          
 
                                                                                                                                          □ 
 
Largely for my own benefit, we set out a heuristic exposition of Parseval’s Theorem in 
the case where [0  is the interval of integration: ,1]
 
Letting 
                   0
1
( ) ( cos 2 sin 2 )n n
n
f x a a nx b nxπ π∞
=
= + +∑  
we see that 
 
                
1
0
0
( )f x dx a=∫  
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1 1
2
0 0
1( ) cos 2 cos 2
2n n
f x nx dx a nx dx aπ π= =∫ ∫  
 
                
1 1
2
0 0
1( )sin 2 sin 2
2n n
f x nx dx b nx dx bπ π= =∫ ∫  
 
and thus we have 
 
                
1
2 2 2
0
10
1( ) ( )
2 n nn
2f x dx a a b
∞
=
= + +∑∫  
or                    
                 
2 21 1 1 1
2
10 0 0 0
( ) ( ) 2 ( )cos 2 ( )sin 2
n
f x dx f x dx f x nx dx f x nx dxπ π∞
=
⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡⎜ ⎟= + +⎢ ⎥ ⎢ ⎥ ⎢⎜ ⎟⎣ ⎦ ⎣ ⎦ ⎣⎝ ⎠
∑∫ ∫ ∫ ∫
2⎤⎥⎦
 
                                                                                                                                          □ 
 
Applying Parseval’s theorem to (2.3) gives us 
 
               
21
2
2 2
10
( )1 1log ( ) log(2 ) log
2 2
n
n
f ax a dx a a a
n
π π
∞
=
⎡ ⎤Γ + = + − +⎢ ⎥⎣ ⎦ ∑∫                      
 
where 
 
2 2 2( ) (2 ) (2 ) log 2[cos(2 ) (2 ) sin(2 ) (2 )]lognf a Ci n a si n a a n a Ci n a n a si n a aπ π π π π π= + + − +  
 
We see that 2 2(1) (2 ) (2 )nf Ci n si nπ π= +  and thus we have 
 
             
21 2 2
2
2 2
10
1 1 (2 )log ( 1) log(2 ) 1
2 2 n
Ci n si nx dx
n
(2 )π ππ π
∞
=
+⎡ ⎤Γ + = − +⎢ ⎥⎣ ⎦ ∑∫   
 
With  we get 1/ 2a =
 
             [ ]1 2 222 2 2
10
1 1 1 ( ) (log log 1
2 4 2 n
Ci n si nx dx
n
)π ππ π
∞
=
+⎛ ⎞Γ + = − +⎜ ⎟⎝ ⎠ ∑∫       
 
                                             2 2 2
1
1 log 2 ( 1) (log 2
12
n
n
Ci n
n
)π
π
∞
=
−+ + ∑                  
 
With  we have 0a =
 16
             
2
2 2
0
(0) lim[ (2 ) log 2cos(2 ) (2 ) log ]
4n a
f Ci n a a n a Ci n a aπ π π→= + + − π  
 
It is shown in [18] that 
 
        [ ]
0
lim ( ) cos( ) log log
a
Ci a a aμ μ γ→ − = μ+   
 
Therefore we see that 
       
        [ ]2 2
0
lim ( ) cos( ) log [ log ]
a
Ci a a aμ μ γ→ − = + μ      
 
and we have 
 
              [ ]2 2 2 2( ) cos( ) log ( ) cos ( ) log 2cos( ) ( ) logCi a a a Ci a a a a Ci a aμ μ μ μ μ μ− = + −    
 
                                                           2 2( ) log 2cos( ) ( ) logCi a a a Ci a aμ μ= + − μ
2 a
 
                                                          2 2[cos ( ) 1]loga aμ+ −
 
We see that 
 
                    2 2[cos ( ) 1]log [cos( ) 1][cos( ) 1]loga a a aμ μ μ− = + −
 
                                                  22
cos( ) 1[cos( ) 1] ( log )aa a
a
aμμ −= +   
 
and using L’Hôpital’s rule we see that 
 
                 2 2
0
lim[cos ( ) 1]log 0
a
a aμ→ − =
 
Therefore we obtain 
 
              
2
2(0) [ log(2 )]
4n
f nπ γ π= + +  
 
which results in 
 
     ( )1 22 2 2 22 2
10
1 1 1log ( ) log (2 ) 2 log(2 ) log (2 )
4 48 2 n
x dx n n
n
ππ γ γ π ππ
∞
=
Γ = + + + +∑∫                                  
 
Noting that 
 17
 
2 2 2 22 log(2 ) log (2 ) 2 log(2 ) 2[ log(2 )]log log log (2 )n n n n 2γ γ π π γ γ π γ π+ + = + + + + + π  
 
we immediately deduce that 
 
1 2 2
2 2
2 2
0
1 1 (2)log ( ) log(2 ) log (2 ) [ log(2 )]
12 48 6 3 2
x dx γ π ς ςγ π π γ π (2)π π
′ ′′Γ = + + + − + +∫  
 
which was previously obtained by Espinosa and Moll [22].  
 
We shall see in (7.5) that 
 
         2 2
1
1 cos(2 ) (2 ) sin(2 ) (2 )
n
n a Ci n a n a si n a
n
π π π
π
∞
=
+∑ π     
                                 
                  21 1 12[log (1 ) log ( )] ( 1) log 2 ( 1)
6 2 12
G a a a a a a a ς⎡ ⎤ ⎡ ′= + − Γ + − + − + − ⎤−⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
and hence we obtain 
          
21 2 2
2
2 2
10
1 1 (2 ) (2log ( ) log(2 ) log log
2 2 n
Ci n a si n a) 1
12
x a dx a a a a
n
π ππ π
∞
=
+⎡ ⎤Γ + = + − + +⎢ ⎥⎣ ⎦ ∑∫     
 
              21 1 12[log (1 ) log ( )] ( 1) log 2 ( 1) log
6 2 12
G a a a a a a a ς⎧ ⎫⎡ ⎤ ⎡ ⎤′− + − Γ + − + − + − −⎨ ⎬⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎩ ⎭ a                                
 
A different method of deriving Kummer’s Fourier series for log ( )xΓ is shown below. 
 
3. Fourier coefficients for log x  
 
The following exposition is adopted from Nielsen’s book [31] with a little added 
embellishment. 
 
We have the Fourier series for log x  
 
                      0
1
1log ( cos sin )
2 n nn
x a a nx b n
∞
=
= + +∑ x   
 
where, as proved below, we have  
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(3.1)              
2
0
1 1log .cos (2 )
2n
Si na x nx dx si n
n n
π (2 )π πππ π π
⎡ ⎤= = − + = −⎢ ⎥⎣ ⎦∫  
 
(3.2)              [ ]2
0
1 1log .sin (2 ) log(2 )nb x nx dx Ci n nn
π
π γ ππ π= = − −∫  
 
First of all we consider the integral  
 
                      
00 0
sin sinlog .cos log
xx xnt ntt nt dt t d
n nt
= −∫ ∫ t  
 
We have 
                       
0 0 0 0
sin sinlim log sin lim log lim log lim 0
t t t t
nt ntt nt t t t t
t t→ → → →
= = =  
 
Therefore we get      
 
                      
0 0
sin log sinlog .cos
x xnx x ntt nt dt d
n nt
= −∫ ∫ t       
 
                                              
0
sin log 1 sinnxnx x u du
n n u
= − ∫    
 
and hence we obtain 
 
                     
0
sin log ( )log .cos
x nx x Si nxt nt dt
n n
= −∫      
 
With integration by parts we get 
 
                     cos coslog .sin log
xx xat att at dt t d
a atαα α
= − +∫ ∫ t   
 
                                             cos cos 1 1log
x x xat att d
a atα α α
−= − + +t dt
at∫ ∫  
 
                                             cos cos 1 log loglog (cos 1)
axax u xx du a
a u aα
α α−= − + + − +∫ a  
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Therefore, in the limit as 0α → , we get 
 
                    
0 0
cos cos 1 loglog .sin log
x axax u xt at dt x du
a u
−= − + +∫ ∫ a  
          
and using (1.15) we have  
 
(3.3)            [ ]
0
1log .sin ( ) cos( ) log log
x
t at dt Ci ax ax x a
a
γ= − − −∫  
 
as reported in Nielsen’s book [31, p.12], 
 
We therefore obtain 
 
       [ ]2
0
1 1log .sin (2 ) log(2 )nb x nx dx Ci n nn
π
π γ ππ π= = − −∫  
 
We also have 
 
                    
2
0
0
1 1 log log(2 ) 1
2 2
a x dx
π
ππ= =∫ −  
 
and we obtain the Fourier series (where we have made the substitution 2x xπ→ ) 
 
1
[ (2 ) log(2 )]sin(2 ) [ (2 ) / 2]cos(2 )log(2 ) log(2 ) 1
n
Ci n n n x si n n xx
n
π γ π π π ππ π π
∞
=
− − − += − +∑ π
 
so that for 0 < x  < 1 
 
(3.4)        
1
[ (2 ) log(2 )]sin(2 ) [ (2 ) / 2]cos(2 )log 1
n
Ci n n n x si n n xx
n
π γ π π π π
π
∞
=
− − − += − +∑ π  
 
Making use of the familiar Fourier series [12, p.241] 
 
(3.4.1)         
1
1 s( )
2 n
nxx
n
π ∞
=
− =∑ in                     (0 < x < 2 )π  
 
(3.4.2)         ( )
1
coslog 2sin / 2
n
nxx
n
∞
=
⎡ ⎤ = −⎣ ⎦ ∑      (0 < x  < 2 )π  
 
we therefore obtain the Fourier series  
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1 11 log log(2sin ) ( log 2 )
2 2
x x xπ γ π ⎛ ⎞+ − + + −⎜ ⎟⎝ ⎠(3.5)               
 [ ]
1
(2 ) log sin 2 (2 )cos 2
n
Ci n n n x si n n x
n
π π π
π
∞
=
− −=∑                     π  
 
 (3.5) we let 1x x→ −In  and combine the resulting identity with (3.5) to obtain  
 
1
2 (2 )cos 2log log(1 ) log(2sin ) 2
n
si n n xx x x
n
π ππ π
∞
=
+ − − + = − ∑  (3.6)          
 
nd subtraction results in a
 
( ) [ ]
1
(2 ) log sin 22log log(1 ) ( log 2 ) 1 2
n
Ci n n n x
x x x
n
π πγ π π
∞
=
−− − + + − = ∑  (3.7)        
   
mbining (3.4) with (2.8) Co
 
1
1 sin(2 ) (2 ) cos(2 ) (2 )log ( ) log log(2 ) 1
2 n
n x Ci n n x si nx x
n
π π ππ π
∞
=
−Γ + = − +∑                 π
 
e obtain another derivation of Kummer’s Fourier series for log ( )xΓw   
 
1
1 1 log(2 )log ( ) log(2 ) cos(2 ) sin(2 )
2 2n
nx n x n x
n n
γ ππ π π
∞
=
+ π⎡ ⎤Γ = + +⎢ ⎥⎣ ⎦∑                 
 
tegrating (3.4) gives us In
 
2
1
[ (2 ) log(2 )][1 cos(2 )] [ (2 ) / 2]sin(2 )log 2
(2 )n
Ci n n n x si n n xx x
n
π γ π π π π
π
∞
=
− − − − += ∑         π
 
nd with  we have a  1/ 2x =
 
2
1
[ (2 ) log(2 )][( 1) 1]log 2 4
(2 )
n
n
Ci n n
n
π γ π
π
∞
=
− − − −= ∑           
 
. The digamma function 
e showed in [18] that for > 0 
(4.1)       
4
 
W a
 
1
0
( ) cos 2 sin(2 ) (2 ) cos(2 ) (2 )x a n x dx n a si n a n a Ci n aψ π π π π+ = +∫ π     
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and for a 0≥  
(4.2)       
1
0
( ) sin 2 sin(2 ) (2 ) cos(2 ) (2 )x a n x dx n a Ci n a n a si n aψ π π π π+ = − +∫ π                               
 
rect the entries in [24, p.652, 6.467.1 & 2]. These integrals may als
obtained directly by differentiating (2.1) and (2.2). 
which cor o be 
 
Prima facie, we would therefore expect to have the Fourier series for 0 < x  < 1 
  
(4.2.1)    ( ) log 2 [sin(2 ) (2 ) cos(2 ) (2 ) os 2
1n
]cx a a n a si n a n a Ci n a nψ π π π π+ = + +∑ xπ∞  
=
 
1
2 [sin(2 ) (2 ) cos(2 ) (2 )]sin 2
n
n a Ci n a n a si n a n xπ π π π∞
=
− −∑                                           π
 Poisson summation formula, we obtain 
 
 
As noted in [19], using the
1
1( ) log 2 [cos(2 ) (2 ) sin(2 )
2
a a n a Ci n a n a s
a
(4.3)       (2 )]
n
i n aψ π π π= − + +∑ π∞
=
       
ay be derived by differentiating (2.11). Equation (4.3) concurs with Nörlund’s 
analysis [33, p.108]. It should be noted that this is not a Fourier series. 
)]
 
and this m
 
Applying Parseval’s theorem to (4.2.1) gives us 
 
(4.3.1)     2 2 2( ) log 2 [ (2
1
2
10
) (2
n
x a dx a Ci n aψ π+ = + ∑∫ si n a∞
=
+  π
 
 
  2 ]
so that 
 
1
2 2
10
( 1) 2 [ (2 ) (2 )
n
x dx Ci n si nψ π π∞
=
+ = +∑∫  (4.3.2)  
                                                                                                                                           □ 
et 
                            
 
Lerch [28] proved the following theorem in 1895: 
 
L
   
1
( ) sin 2n
n
cf x nx
n
π∞
=
=∑  
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 < 1; then the derivative of ( )f x xbe convergent for 0 <  is given in this interval by 
 
(4.4)                   1
0
( ) ( )sin(2n n
n
sin 1)xf x c c n xπ ππ +=′ −∑  
∞
⋅ = +
vided that the last series converges uniformly for 
 
where 0 0c =  pro 1xε ε≤ ≤ −  for all  
ε > 0. Equation (4.4) may be written as 
 
                          1
sin( ) sin ( )sin(2 1)x 1
1
n n
n
f x c x c c nπ xπ π+
=
 
e conditions, we also have 
                        
π
∞′ ⋅ = − + − +∑
 
Subject to the sam
 
   
1n n
( ) cos 2ncg x nxπ∞=∑  
en 
=
th
1
0
sin( ) ( ) cos(2 1)n n
n
xg cx c n xπ                        ππ
∞
+
=
⋅ = − +∑  ′
or 
1 1
1
sin( ) cos ( )cos(2 1)n n
n
xg x c x c c n xπ(4.5)                π ππ
∞
+
=
′ ⋅ = − + − +∑  
) results in 
.6)              
 
Applying (4.4) to (3.6
 
 1 1 2( log 2 ) sin(4
1
x
x x
γ π π⎡ ⎤+ − + ⎥⎦  ⎢ −⎣
 
1
12 (2 ) 2 (2 ) (2[ 1] ) log sin(2 1)
n
nCi Ci n Ci n n x
n
π π π∞
=
+⎡ ⎤= − + − + + +⎢ ⎥⎣ ⎦∑                         π
es converge uniformly for 
 
1xε ε≤ ≤ −  for all  εprovided that the last seri > 0. 
ith  we obtain 
        
 
1/ 2x =W
 
 
1
12 ( log 2 ) (2 ) ( 1) (2 ) (2[ 1] ) logn
n
nCi Ci n Ci n
n
γ π π π π∞ +
=
⎡ ⎤  − + = − + − − + +⎢ ⎥⎣ ⎦∑   
                       
 
 [ ] 1
1 1
1(2 ) ( 1) (2 ) (2[ 1] ) ( 1)            logn n
n n
nCi Ci n Ci n
n
π π π∞ ∞ +
= =
+= − + − − + − −∑ ∑   
We know from [37] that 
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11
1( 1) logn
n
n
n
∞ +
=
log
2
π += −∑  
n
                       
 
and we have 
 
          ( 1)n [ ]
1 1
(2 ) (2[ 1] ) (2 ) 2 ( 1) (2 )
n n
Ci n Ci n Ci Ci nπ π π∞ ∞
= =
− + = + −  π∑
 
          
−∑
 
This results in
 
 
1
1( 1) (2 ) 1 log 2
2
n
n
Ci nπ γ∞
=
− = − −∑   (4.7)   
 
which concurs with Nielsen’s book [31, p.80]. 
.8)            
 
The following related result was obtained in [trig] 
 
 ( )(4
1
( 1) ( ) 1 log 2
2n=
1n Ci nπ γ∞ − = − −∑    
                 
 
Applying (4.5) to (3.5) results in 
  
1
1 1 1
2 1
cot sin (2 )cos [ (2 ) (2[ 1] )]cos(2 1)
n
x x si x si n si n n x
x x
π π π π π π π π∞
=
⎤ = − + +⎥⎣ ⎦  
                                                                                     □ 
Kummer’s formula (2.7) may be written as 
 
⎡ − − −⎢ − ∑
 
                                                      
 
(4.9)     
1
log ( ) log logsin ( log 2 )(1 2 )
2 2 2 n
x x x
n
1 1 1 log sin 2n nxππ π γ π ∞Γ = − + + − +
 (4.4) we obtain Lerch’s trigonometric series 
xpansion for the digamma function for 0 <
π=∑    
 
and applying Lerch’s differentiation formula
xe < 1 (see for example Gronwall’s paper [25, 
d Nielsen’s book, Die Gammafunktion, [32, p.204]) p.105] an
 
(4.10)       
1
( )sin cos ( log 2 )sin sin(2 1) log
2 n
x x x x n x
n
1nπψ π π γ π π π
=
+ + + = − + ⋅∑  
 
5. Miscellaneous integrals 
∞ +
z and Stegun [1, p.232] define the auxiliary functions
 
( )f x and (  as )g xAbramowit
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0sin(5.1)            ( ) cos ( ) sin ( ) yf x x si x xCi x dy
y x
∞
+ = +∫  
.2)           
= −
 
 
0
cos( ) cos ( ) sin ( ) yg x xCi x x si x dy
y x
∞
(5 = − − = +∫   
nd report that for R
 
e ( )x  > 0 a
 
2
0
( )
1
xuef x d
u
∞ −
= +∫   (5.3)            u
.4)           
 
 2
0
( )
1
xuueg x du
u
∞
(5
−
= +∫  
 is easily seen that
 
 ( ) ( )f x g′ = −It x . 
sults may be easily derived by considering the double integral 
 
 
The above re
                (a )
0 0
siny xI e− += ∫ ∫  y dx dy∞ ∞
 
here integrating with respect to x  gives us w
 
                     ( )
0
1a y xe dx
a y
∞
− + = +∫  
 
nd thus we have a
 
0
sin y dy
a y+   
ing with respect to  gives us 
∞
= ∫I              
 
imilarly, integrat yS
 
( )
2
0 0
1sin ( )
2 1
ax ax
a y x yx iy iye ee y dy e e e dy
i x
∞ ∞− −
− + − −= − = +∫ ∫                       
 
herefore we see that T
 
2
0 0
sin
1
axe ydx dy
x a y
∞ ∞−
=+ +∫ ∫  (5.5)            
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and the validity of the operation 
                    
 
( ) ( )
0 0 0 0
sin sina y x a y xdx e y dy dy e y dx
∞ ∞ ∞ ∞
− + − +=∫ ∫ ∫ ∫                      
is confirmed by [6, p.282].  
 
The formula  
 
(5.6)            cos
axx
2
0 01
e ydx dy
x a+ y
∞ ∞−
= +∫ ∫   
d in a similar fashion.  
         
 
may be derive
 
It may be seen that 
 
 
0
sin( ) cos( ) ( ) sin( ) ( ) yf ax ax si ax ax Ci ax dy
y ax
∞
= − + = +∫    
and we have 
 
0 0
sin sin( )y ady dv
y ax v x
∞ ∞
=+ +∫ ∫            v   
 
so that 
0
sin( )( ) cos( ) ( ) sin( ) ( ) avf ax ax si ax ax Ci ax dv
v x
∞
= − + = +∫              
 
imilarly we have S
 
0
cos( )( ) [cos( ) ( ) sin( ) ( )] avg ax ax Ci ax ax si ax dv
v x
∞
= − + = +∫              
hat 
    
 
We see from (5.5) t
 
 2
0
( )
1
axuef ax du
u
∞ −
= +∫               
 
2 2
0 1 /
xve dv
v a
∞
=
−
+∫                              
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2 2
0
xvea d
a v
∞ −
= +∫                              v
 
e accordingly obtain the known integral [24, p.338, 3.354.1] 
 (5.7)          
W
 
2 2
0
1 [sin( ) ( ) cos( ) ( )]
xve∞ − dv ax Ci ax ax si ax
a v a
= −+∫  
hich was originally derived in another paper by Schlömilch [36] in 1846 (his two papers 
same the journal alongside each other). 
ilarly we find that 
 
w
[35] and [36] are actually printed in 
 
Sim
 
(5.8)            2 2( )
xvv eg ax dv
a v
∞ −
= +∫  0
 that for
 
 ,a μso  > 0 we have [24, p.338, 3.354.2] 
(5.9)           
 
2 2
0
[cos( ) ( ) sin( ) ( )]
vv e dv a Ci a a si a
a v
μ
μ μ μ μ
−
= − ++∫    
e see that (5.7) appears in [24, p.338, 3.354.1] for 
∞
 
 ,a μW  > 0   
                  
 
2 2
0
1 [sin( ) ( ) cos( ) ( )
ve dv a Ci a a si a
a v a
μ
]μ μ μ μ
−
= −+∫  
nd this is also valid in the limit as 
∞
 
0μ →a  because we easily see that 
                  
 
2 2
0
1 (0)
2
dv si
a v a a
π∞ = = −+∫  
 
The substitution  in (5.7) gives us  
                  
logv x= −
 
1 1
2 2 2 2
0 0 log
ve tdv dt
a v a t
μ μ∞ − −
=+ +∫ ∫  
 
and we therefore obtain 
(5.10)        
 
1 1
2 2
0
1 [sin( ) ( ) cos( ) ( )]
log
t dt a Ci a a si a
a t a
μ
μ μ μ
−
= −+∫   μ
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With 1μ =  we obtain the known result [24, p.523, 4.213.1] 
 
1
2 2
0
1 [sin( ) ( ) cos( ) ( )]
log
dt a Ci a a si a
a t a
= −+∫  (5.11)        
 
and differentiating this with respect to  results in [24, p.523, 4.213.5]. 
ion of (5.10) with respect to 
a
 
Differentiat μ  results in 
            
1 1
2 2
log cos( ) sin( )sin( ) c s( ) ( ) cos( )t t a aa dt a a a Ci a a
μ μ μo sin( ) ( )
log
a a si a
a t0
μ μ μ μ
−
= + −∫ μ μμ μ ++
e have used the elementary derivatives 
 
                   
 
where w
sin( )( )d txsi tx
dx x
=  and cos( )( )d tCi tx
dx x
= . x
 
o that s
 
1 1
2 2
0
log cos( ) ( ) sin( ) ( )
log
t t dt a Ci a a si a
a t
μ
μ μ μ
−
= ++∫  (5.12)         μ
 
With 1μ =  we obtain the known result [24, p.523, 4.213.3] 
(5.13)         
 
1
2 2
0
log cos( ) ( ) sin( ) ( )
log
t dt a Ci a a si a
a t
= ++∫  
 
and differentiating this with respect to  results in [24, p.524, 4.213.7] 
(5.14)         
a
 
1
2 22 2
0
log 1 1[sin( ) ( ) cos( ) ( )]
2 2log
t dt a Ci a a si a
a aa t
= −⎡ ⎤+⎣ ⎦
∫  −
 further differentiation of (5.12) with respect to  gives us 
(5.15)         
 
 uA
 
1 1 2
2 2
0
log 1 [sin( ) ( ) cos( ) ( )
log
t t dt a a Ci a a si a
a t
μ
]μ μ μμ
−
= − −+∫  μ
which concurs with (5.10) because we note that 
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1 11 2 2
1
2 2 2 2               
0 a 0
log 1
log log
t t adt t dt
t a t
μ
μ
−
− ⎡ ⎤= −⎢ ⎥+ +⎣ ⎦∫ ∫   
 
                                                                                                                                        □ 
etting a
  
 
 2a nπ→L  in (5.10) gives us 
               
 
1 1
2 2 2 2
0
1 [sin(2 ) (2 ) cos(2 ) (2
4 log 2
x dx n a Ci n a n a si n a
n a x n a
μ
)]π μ π μ π μ ππ π
−
= −+∫  μ
nd we make the summation 
          
 
a
 
1 1
2 2 2 2
1n 10
1 [sin(2 ) (2 ) cos(2 ) (2 )]
4 log 2n
x dx n a Ci n a n a si n a
n a x n a
μ
π μ π μ π μ π μπ π
−∞ ∞
=
= −+∑ ∑∫   
 
ssuming that interchanging the order of summation and integration is valid we have 
         
=
A
 
1 11 1
2 2 2 2 2 2 2 2 2
1 10 0
1
4 log 4 (log )n n
x dx x dx
n a x a n x a
μ μ
π π
− −∞ ∞
= =
=+ +∑ ∑∫ ∫  /
 
1 1
2 2 2 2 2
1
4 (log ) /
x dx dx
a n x aπ= +∑∫                                               10 n
μ−∞
=
 
en use the well known identity ([11, p.296], [26, p.378]) 
 
We th
(5.16)                  2 2 2
1 4n nπ=
1 1 12
1 2c
c
c e c
∞
= − ++ −∑  
 
 give us to
                           2 2 2 2 1/
1
1 1 12 a
∞ ⎡= − +⎢ ⎥∑ 4 (log ) / 1 log 2 logan
a
n x a x x xπ=
⎤
+ −⎣ ⎦  
 
Hence we have 
 
11 11 1
2 2 1/
0
1 1 1
og / 2 1 log 2 loga
x
2 2 2
10 4 ln
dx a x dxdx
x a a x x x
μ μ− −⎡ ⎤= − +⎢ ⎥−⎣ ⎦∫ ∫  
 
                  
a nπ= +
∞∑
 
1
1 [sin(2 ) (2 ) cos(2 ) (2 )]
2n
n a Ci n a n a si n a
n a
π μ π μ π μ ππ
∞
=
= −∑                             μ
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and, at this stage, we recall (2.11) 
 
            1 1log ( ) log(2 ) log( )
2 2
a a a aμ π μ μ⎛ ⎞Γ = + − −⎜ ⎟⎝ ⎠    μ
                              
 
   sin(2 ) (2 ) cos(2 ) (2 )n a Ci n a n a si n a
n
π
1n
μ π μ π μ π μ
π
∞ −+∑   
ave 
.17)   
=
 
so that we h
 
 
1 1
1/
1 1 1 1log ( ) log(2 ) log( )
1 log 2 log 2 2a
a x dx a a a a
x x x
μ
(5 μ
0
π μ μ μ
−⎡ ⎤ ⎛ ⎞− + = Γ − − − +⎜ ⎟⎢ ⎥− ⎝ ⎠∫  
ith  we obtain [24, p.550, 4.283.10] 
.18)  
⎣ ⎦
 
1a =W
 
(5  
1 11 1 1 1 1log ( ) log(2 ) log
1 log 2 log 2 2
x dx
x x x
μ
μ
0
π μ μ μ
− ⎛ ⎞− + = Γ − − − +⎜ ⎟⎢ ⎥− ⎝ ⎠⎣ ⎦∫  
⎡ ⎤
 
With 1μ =  in (5.18) we obtain [24, p.550, 4.283.2] 
.19)   
 
 
1
0
1 1 1 1 log(2 ) 1
1 log 2 log 2
dx
x x x
π⎡ ⎤+ − =⎢ ⎥−⎣ ⎦∫  (5 −
 
With 1μ =  in (5.17) we obtain 
.20)   
 
 
1
1/
0
1 1 1 1log ( ) log(2 ) log( )
1 log 2 log
(5
2
 
2a
a dx a a a a
x x x
π⎡ ⎤ ⎛ ⎞− + = Γ − − − +⎜ ⎟⎢ ⎥− ⎝ ⎠⎣ ⎦∫  
he substitution  in (5.20) gives us 
          
1/ au x=T
 
 
1 1 1
1/
0 0
1 1 1 1 1
1 log 2 log 1 log 2 log
a
a
a dx u du
x x x u u
−⎡ ⎤ ⎡− + = − +⎢ ⎥ ⎢− −⎣ ⎦ ⎣∫ ∫ u
⎤⎥⎦
    
             
  
 
1 1
                                             
0 2(u u
= −⎢⎣∫
 
1 1
1) log log
au u du
u
−⎡ ⎤+ ⎥− ⎦
    
e obtain a slightly different derivation of [24, p.550, 4.283.10] 
         
Hence w
 
 
1 1
0
1 1 1 1log ( ) log(2 ) log
2( 1) log log 2 2
au u du a a
u u u
π
−⎡ ⎤+ ⎛ ⎞− = Γ − − −⎜ ⎟⎢ ⎥− ⎝ ⎠⎣ ⎦∫  a a+  
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With 1/ 2a =  in (5.17) we obtain 
 
( )(5.21)    1
0
1log(2 )
1 2log 2 log 2 2 2 2
1
2
1 1 1 1 1log log(2 ) 1x dx
x x x
μ μ π μ
−⎡ ⎤ ⎛ ⎞− + = Γ − + −⎜ ⎟⎢ ⎥−∫ μ μ+⎝ ⎠⎣ ⎦  
 
ngand letti  1μ =  in this results in [24, p.550, 4.283.5] 
   
 
 
1
2
0
1 1 1 dx− + 1 [log 2 1]
1 2log 2 log 2x x x
⎡ ⎤ = −⎢ ⎥−⎣ ⎦∫  
substitution  in (5.19) we get  
(5.22)
 
With the logu x= −
 
             
1 1 1 1 1 1dx ∞⎡ ⎤ ⎡ ⎤− = − − +⎢ ⎥
0 0
1
1 log 2 log 1 2
u
u
e du
x x x e u u
−
+ ⎢ ⎥− −⎣ ⎦⎣ ⎦
 
ereby obtain the known integral [38, p.16] 
∫ ∫
 
and we th
 
(5.23)   
0
1 1 11 log(2 )u
1
1 2 2
ue du
e u u
π
∞ ⎡ ⎤− + = −⎢ ⎥∫  −−⎣ ⎦
 
ing (5.22) from (5.18) gives us 
.24)  
Subtract
 
 
(5  
1 11 1 1 ( 1)au du−⎡ ⎤ − ⎛ ⎞
0
1log ( ) log 1
1 log 2 log 2
a a a a
u u u
− + = Γ − − + −⎜ ⎟⎢ ⎥− ⎝ ⎠⎣ ⎦∫  
We now refer to Malmstén’s formula [38, p.16] (which is also derived in equation 
.25)           
 
(E.22g) of [16])  
 
 
0
log ( ) ( 1)
1
t at
t
t
e e da a e
e t
∞ − −
−
−
⎡ ⎤−Γ = − −⎢ ⎥−⎣ ⎦∫  
t
e of variables  gives us 
(5
 
tu e−=and a chang
 
(5.26)            
1 1 1log
au du−⎡ ⎤−Γ =
0
( ) 1
1 log
a a
u u
− +⎢ ⎥−⎣ ⎦∫  
is from (5.24) gives us 
 
Subtracting th
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1 1 11 11 l
a au u dua a
− −⎡ ⎤− −− −
0
1 og 1
log 2 log 2
a a
u u
⎛ ⎞+ = − − + −⎢ ⎥ ⎜ ⎟⎝ ⎠⎣ ⎦∫  
Differentiating this results in 
 
 
(5.27)        
1
1 111 loga a duu u u− −⎡ ⎤− +∫
0
1 log
2 log 2
a
u a
= −⎢ ⎥⎣ ⎦  
and we see that 
 
 
                 
1
1 111 la au u− −⎡ − +
1 1
0 0
1 1og
2 log log 2
adu uu du
u u a
−−⎤ = +⎢ ⎥⎣ ⎦∫ ∫  
The last integral is well known and is easily evaluated as follows.  
 ( > 0) and, integrating that expression, we obtain Frullani’s 
              
 
 
We have r
∞
= ∫
0
1/ rxe d− x r
integral 
   
1 1 0 0 1r
a n a
rx rxdr dr e dx dx e dr
∞ ∞
− −= =∫ ∫ ∫ ∫ ∫    
hich implies that       
 
w
 
               
0
log
x axe ea d
x
∞ − −−= ∫  x
The substitution 
 
xu e−=  gives us the well known integral 
.28)     
 
(5  
1 1au −
0
1log
log
a du
u
−= ∫  
and this confirms the above analysis. 
                                                        □ 
We have from (5.12) 
          
 
 
                                                                                    
 
 
 
1 1
2 2 2 2  
0 4 logn a x
log cos(2 ) (2 ) sin(2 ) (2 )x x dx n a Ci n a n a si n a
μ
π μ π μ π μ π μ
−
= +∫  π +
 
 32
and we make the summation 
 
        
1 1 logx xμ
2 2 2 2
1 10
[cos(2 ) (2 ) sin(2 ) (2 )]
4 logn n
dx n a Ci n a n a si n a
n a x
π μ π μ π μ π μπ
∞
= =
= ++∑ ∑∫   
                                            
−∞
 
 1 1( ) log( )
2 2
a a
a
ψ μ μ μ
⎡ ⎤= − +⎢ ⎥⎣ ⎦    
 
where we have used (4.3). 
 
Assuming that interchanging the order of summation and integration is valid we have 
 
1 11 1
2 2 2 2
log
4 log
x x dx x
n a xπ =+∑∫ 2 2 2 21 10 0
1 (log ) /
4 (log ) /n n
x x a d
a n x a
μ μ
π
− −∞ ∞
= = +∑∫  
               
       
 
and using (5.16) gives us    
 
       
1
1(log ) / 1 1 1x x a a
2 2 2 2 1/
1 4 (log ) / 2 1 log 2an
x
n x a x x
μ
μ
π
−∞ −
=
⎢ ⎥+ −⎣ ⎦
so that 
⎡ ⎤= − +∑  
 
 
            
11 1( ) log( )a a 11/
0
1 1
2 1 log 2a
a x dx
a a x x
μψ μ μ− + =μ
−⎡ ⎤− +⎢ ⎥−⎣ ⎦∫    
or equivalently 
.29)            
 
 
 
1
1
1/
0
1 1( ) log( )
1 loga
aa a x
a x x
μ dxψ μ μ −⎡ ⎤− = −⎢ ⎥−⎣ ⎦∫(5    
The substitution  results in 
      
 
1/ au x=
 
   
11 1 11 1
1/
0 0
1 1
1 log 1 log
a
a
a x dx u dx
a x x u u
μ μ− −⎤ ⎡ ⎤− = −⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦∫ ∫  
so that 
⎡
 
1
1
0
1 1( )                         log( )
1 log
aa a u dx
u u
μψ μ μ −⎡ ⎤− = −⎢ ⎥−⎣ ⎦  
 (5.28) we obtain the well known integral representation  
 
∫
 
Using
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1 1
0
1( )
1 log
aua d
u u
xψ
−⎡ ⎤= −⎢ ⎥−⎣ ⎦∫  
 
With  we obtain the known result [9, p.178] 
                          
1a =
 
   
1 1 1⎡ ⎤
0 1 log
du
u u
γ = +⎢ ⎥−⎣ ⎦∫   
Direct integration shows that 
                  
 
 
   
1 1 1⎡ ⎤ 1
0
0
log(1 ) ( )
1 log
du u li u
u u
+ = − − +⎢ ⎥−⎣ ⎦∫     
 function defined by 
0
( )
log
u dtli u
t
= ∫where ( )li u  is the logarithm . Hence we see that 
.30)      
 
 
1
lim[ ( ) log(1 )]
u
li u uγ
→
= − −  (5
                            
 
                                                                                                             □ 
We also have from (5.7) 
                  
 
 2 2
0
1 [sin( ) ( ) cos( ) ( )
ve dv n Ci n n si n
n v n
μ
]μ μ μ
∞ −
= −+∫    μ
 
and we make the summation 
 
2 2
1 10
1 [sin( ) ( ) cos( ) ( )]
n n
dv n Ci n n si n
n v n
ve μ                     μ μ μ μ∞
= =
= −+  
Assuming that interchanging the order of summation and integration is valid 
∞ −∞∑ ∑∫
 
 
2 2 2 2
1 10 0
1ve dv
μ∞ −∞
=∑ ∑                     v
n n
e dv
n v n v
μ
∞ ∞−
= =+ +∫ ∫  
and using  
 
(5.31)           2 2
1
coth 2
n
v v
v n v
π π
=
= +1 1
∞
+∑    
 
we have 
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(5.32)           2
10
1 coth 1 1 [sin( ) ( ) cos( ) ( )]
2
v
n
v v e dv n Ci n n si n
v n
μπ π μ μ μ μ
∞ ∞−− = −∑∫   
 
e note that Mathematica cannot evaluate this integral. 
ith 
=
W
 
W μ π=  we have 
                 
 
   2
10 n
1 coth 1 ( 1) ( )
2
n
vv v e dv si n
v n
ππ π π
∞ ∞−− −=∑∫   
nce  
                 
=
 
and si
   
1
( 1)n ( ) log 2
2 2n
si n
n
π ππ
=
= −∑   
we obtain 
(5.33)         
∞ −
 
 
2
0
1 coth 1 log 2
2 2 2
vv v e dv
v
ππ π π π∞ −− = −∫             
 
With 2μ π=  we have 
 
2
2
10
1 coth 1 (2
2
v
n
v v si ne dv
v n
π )π π π∞ ∞−
=
− =∑∫                     
 
and si
 
nce 
                   
1
(2 ) log(2 )
2n
si n
n
π π π π∞
=
= −∑   
 
e obtain w
 
2
2
0
1 coth 1 log(2 )(5.34)        
2 2
vv v e dv
v
ππ π π π π
∞
−− = −∫   
 
ore generally, using (2.11), we see that 
(5.34.1)   
M
 
2
0
1 coth 1 1 1log ( ) log(2 ) log
2 2 2
vv v e dv
v
μπ π μ π μ μ μπ
∞
−− ⎛ ⎞= Γ − − − +⎜ ⎟⎝ ⎠∫   
      
                                                                      □                                                                    
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The substitution  gives us 
         
tanu x=
 
 
2
2       
0 0
exp( tan )
1
puep x dx du
u
π ∞ −
− = +∫ ∫   
 
 
p                                               sin ( ) cos ( )Ci p p si p−  =
 
where we h
 
ave used (5.7). We therefore obtain [24, p.336, 3.341] 
.35)         
2
exp( tan ) sin ( ) cos ( )p(5
0
x dx pCi p p si p
π
− = −∫  
               
 
so that 
 
2
0
exp( 2 tan ) sin 2 (2 ) cos 2 (2 )n a x dx n aCi n a n a si n a
π
  π π π π π− = −∫  
 
Referring to (2.11) 
 
1
1 1 1 1log ( ) log(2 ) log [sin(2 ) (2 ) cos(2 ) (2 )]
2 2 n
a a a a n a Ci n a n a si n a
n
π π ππ
∞
=
⎛ ⎞Γ = + − − + −⎜ ⎟⎝ ⎠ ∑ π π
nd using  
              
 
a
 
 
1
1 exp( 2 tan ) log[1 exp( 2 tan )]
n
n a x a x
n
π π∞
=
− = − − −∑    
 
e obtain an integral representation for log ( )aΓ  w
 
2
0
1 1 1log ( ) log(2 ) log log[1 exp( 2 tan )]
2 2
a a a a a
π
π ππ
⎛ ⎞Γ = + − − − − −⎜ ⎟⎝ ⎠ ∫  (5.36)     x dx
nes app aring in [29]. 
. Binet’s integrals for the digamma function 
tute 
 
These integrals complement the related o e
 
6
 
We substi nμ =  in (5.9) and make the summation 
 
                2 2
1 10
[cos( ) ( ) sin( ) ( )]
nvve dv na Ci na na si na
∞ −∞ ∞
= − +∑ ∑∫  
n na v= =+
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and the geometric series gives us 
 
2 2 2 2
1 0 0 ( )(1 )
nv vvedv dv
∞ ∞∞
=∑                  v
n
ve
a v a v e
− −
−
= + + −∫ ∫
so that we have 
             
 
 
 2 2
10
[ ( ) cos( ) ( )sin( )]
( )( 1)v n
v dv Ci na na si na na
a v e
∞ ∞
=
= − ++ − ∑∫    
 
e now let 2a aπ→  and 2v tπ→W  to obtain 
.1)       
 
 2 2 2
10
[cos(2 ) (2 ) sin(2 ) (2 )]
( )( 1)t n
t dt n a Ci n a n a si n a
a t e π
π π π π
∞ ∞
=
= − ++ − ∑∫  (6
 
nd using (4.3) 
            
a
 
 
1
1( ) log 2 [cos(2 ) (2 ) sin(2 ) (2 )]
2 n
a a n a Ci n a n a si n a
a
ψ π π π π∞
=
= − + +∑     
 
we then see that 
.2)      
 
 2 2 2
0
1( ) log 2
2 ( )( 1)t
ta a
a a t e π
dtψ
∞
= − − + −∫(6    
quation (6.2) is well known and, inter alia, is reported in [40, p.251] and is frequently 
entiating Binet’s second formula for the log gamma function. 
Alternatively, we substitute 
 
E
obtained by differ
 
2a nπ=  in (5.9) and make the summation 
            
 
   2 2 2
1 10 4n nn v
[cos(2 ) (2 ) sin(2 ) (2 )]
vve dv n Ci n n si n
μ
πμ πμ πμ πμ
∞ −∞ ∞
= − +∑ ∑∫  
ssuming that it is valid to change the order of summation and integration 
            
π= =+
 
A
 
 2 2 2 2 2 2
1 10 04 4
v v
n n
ve vedv dv
n v n v
μ μ
π π
∞ ∞− −∞ ∞
= =
=+ +∑ ∑∫ ∫    
 
nd using (5.16) we have a
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2 2 2
1 0 0
1 1 1 1
4 2 1 2
v
v
v
n
ve dv e dv
n v e v
μ
μ
π
∞ ∞−∞ −
=
⎡ ⎤= − +⎢ ⎥+ −⎣ ⎦∑∫ ∫                 
 
Therefore we obtain 
 
            
10
1
2 1
n1 1 1 [cos(2 ) (2 ) sin(2 ) (2 )]
2
v
v
n
e dv n Ci n si n
e v
μ πμ πμ πμ πμ
∞ ∞−
=
⎡ ⎤− + = − +⎢ ⎥−⎣ ⎦ ∑∫  
sults in  
 
and using (4.3) this re
 
 
0
1 1 1 1log ( )
1 2 2
v
v e dve v
μ μ ψ μ μ
∞
−⎡ ⎤− + = − −⎢ ⎥−⎣ ⎦∫(6.3)                   
rentiating Binet’s first formula for the log gamma 
nction. 
arnes double gamma function 
   
 
which may be obtained by diffe
fu
 
7. The B
 
Integration by parts results in 
 
 [cos( ) ( ) sin( ) ( )] [sin( ) ( ) cos( ) ( )]xx ax Ci ax ax si ax dx ax Ci ax ax si ax
a
+ = −∫    
 
                                                                  1 [sin( ) ( ) cos( ) ( )]ax Ci ax ax si ax dx
a
− −∫  
where we note that 
 
    1 [sin( ) ( ) cos( ) ( )] cos( ) ( ) sin( ) ( )d ax Ci ax ax si ax ax Ci ax ax si ax  − = +  
dx a
 
sin( )( )d si ax = a
dx x
 and x cos( )( )d aCi ax
dx x
= .  because x
have 
 
We 
 
1[sin( ) (si ax Ci∫      ) ( ) cos( )] [cos( ) ( ) sin( ) ( ) log ]ax Ci ax ax dx ax ax ax si ax xa− = − + −  
       
 
which may be verified by noting that 
 
1 [cos( ) ( ) sin( ) ( ) log ] sin( ) ( ) cos( ) ( )d ax Ci ax ax si ax x ax Ci ax ax si ax
dx a
+ − = −  
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Hence we obtain 
 
             [cos( ) ( ) sin( ) ( )] [sin( ) ( ) cos( ) ( )]xx ax Ci ax ax si ax dx ax Ci ax ax si ax
a
+ = −∫  
 
 2
1 [cos( ) ( ) sin( ) ( ) log                                                                   ]ax Ci ax ax si ax x
a
+ + −  
nd we have the definite integral   
(7.1)      
 
a
 
0
[cos( ) ( ) sin( ) ( )] [sin( ) ( ) cos( ) ( )]
u ux ax Ci ax ax si ax dx au Ci au au si au
a
+ = −∫  
 
                                                      2
1 [cos( ) ( ) sin( ) ( ) log log ]au Ci au au si au u a
a
γ+ + − − −                           
here we have employed the limits (2.5) and (2.6) 
 
w
 
         lim
0
[cos( ) ( ) log ] log
u
au Ci au u aγ→ − = +  
 
         
0
limsin( ) ( ) 0
u
au Ci au→ =    
 
From (4.3) we see that 
 
1
1( ) log 2 [cos(2x          ) (2 ) sin(2 ) (2 )]
2 n
x x x x n x Ci n x n x si n xψ π π π π∞
=
− + = +∑   
e have the integral 
 
and w
 
   
10 0
1 ( ) log
u 1 [cos(2 ) (2 ) sin(2 ) (2 )]
2 2
u
n
x x x xψ⎡ − +⎢ ⎥∫ dx x n x Ci n x n x si n x dxπ π π π∞=⎤ = +⎣ ⎦ ∑∫   
                         
 
   
1n
sin(2 ) (2 ) cos(2 ) (2 )
2
n u Ci n u n u si n uu
n
π π π π
π
∞ −= ∑   
                          
=
 
 
 2
1
cos(2 ) (2 ) sin(2 ) (2 ) log log(2
(2 )n
n u Ci n u n u si n u u )
n
nπ π π π γ π
π
∞
=
+ − − −+∑                             
his may be written as 
    
 
and, using (2.11) t
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                           1 1log ( ) log(2 ) log
2 2 2
u u uπ⎡ ⎤⎛ ⎞= Γ − − − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  u u
                           
 
   2
cos(2 ) (2 ) sin(2 ) (2 ) log log(2 )
(2 )
n u Ci n u n u si n u u n
n
π
1n
π π π γ π
π
∞ + − − −+∑    
                        
=
                          
 
 1 1log ( ) log(2 ) log
2 2 2
u u uπ⎡ ⎤⎛ ⎞= Γ − − − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦  u u
  
  
 
 2
1
cos(2 ) (2 ) sin(2 ) (2 )
(2 )n
n u Ci n u n u si n u
n
π π π
π
∞
=
++∑ π     
 
                           
 
 2
[ log(2 )] (2) (2)
4
uγ π ς ς
π
′+ −−                                                    
         
  
 
We note that 
 
 
2
  
0 ⎣ ⎦ 0
1( ) log ( ) [2 log 1]
2 4 2
u u u ux x x x dx x x dx uψ ψ⎡ ⎤− + = − − +⎢ ⎥∫ ∫  
 
tegration by parts results in 
            
In
 
0 0
( ) log ( ) log ( )
u u
x x dx u u x dxψ = Γ − Γ∫ ∫   
 
.  
Using Alexeiewsky’s theorem [38, p.32] 
.2)   
where we have used 
0u→ 0lim[ log ( )] lim[ log (1 ) log ] 0uu u u u u u→Γ = Γ + − =
 
 
(7  
0
1 1log ( ) log ( ) log (1 ) ( 1) log(2 )
2 2
u
x dx u u G u u u u πΓ = Γ − + − − +∫   
 
2 ( ) 1/ ( )x G xΓ = is defined by [38, p.25] where the Barnes double gamma function 
 
2
2 22
1
1(1 ) (2 ) exp ( ) 1 exp
2 2
k
u
k
u uG u u u u u
k k
π γ ∞
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤ ⎛ ⎞+ = − + + +(7.3)     −⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭∏  
e obtain w
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20
1 1 1( ) log (1 ) log(2 )
2 2 2
u
x x dx G u u u uψ π= + + − −∫             
herefore we have 
 
           
 
T
2
0
1 1( ) log log (1 ) log(2 ) log
2 2 2
u ux x x x dx G u u uψ π⎡ ⎤ ⎡− + = + − − −⎢ ⎥ ⎢⎣ ⎦ ⎣∫  
3
2
⎤⎥⎦
nd hence we see that 
 
 
a
     2
1
cos(2 ) (2 ) sin(2 ) (2 )
(2 )n
n u Ci n u n u si n u
n
π π π π
π=
+     
          
∞∑
 
   2 2
1 1 1 [ log(2 )] (2) (2)[log (1 ) log ( )] ( 1) log
2 4 8 4
uG u u u u u u u γ π ς ςπ
′+ −= + − Γ + − − +  
ann zeta function it is easily shown that 
     
 
Using the functional equation for the Riem
 
 2
1 1( 1) (1 log 2 ) (2)
12 2
ς γ π π′ ′− = − − +                ς
 
which may be written as 
 
(7.4)          2
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∑
                             
 21 1 1 1 1[log (1 ) log ( )] ( 1) log ( 1)
2 4 6 8 2
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We note the Gosper/Var
 
 log ( 1) log ( ) ( 1) ( 1, )G u u u uς ς′ ′+ − Γ = − − −  (7
 
his functional equation was derived by Vardi in 1988 and also by Gosper in 1997 (see T
[2]). Then, using the well-known result [5, p.264] in terms of the Bernoulli polynomials 
                           
 
 ( )(1 , ) nB un u
n
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2 2
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ς π π π ππ
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hich was reported by Elizalde [21] in 1985 for  > 0. 
                                                                                                                                         □ 
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x xavdv∞ ∞ π π π π= − +
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2 2
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π π π π ςπ γπ π
∞
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Using (2.11) this becomes  
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ly, integrating the left-hand side of (7.8) gives us 
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2 2⎢ ⎥ −⎣ 2 1v
v v x
G x x x x dv
e π
π ς
∞ +⎡ ⎤ ′+ = − + + − −⎦ ∫  
 
here  is the Barnes double gamma function. This result was originally obtained by 
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We may also derive (7.5) by employing (2.1) and making the summation 
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where A  is the Glaishe t 
reported as approximately 
r-Kinkelin constan and from [38, p.25] the numerical value is 
nce 3 a  we obtain 
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1 1 ( 1)
2 12
ς⎡ ⎤′+ − −⎢ ⎥⎣ ⎦                                                       
                                                                                                                                           □ 
 
ing the sine and osine integrals are contained, inter 
et us assume that (i) the oscillatory integral  exists where > 0 and (ii) 
is strictly decreasing for . 
tegral is strictl
 
.1)            > 0 
                
Further integrals and series involv c
alia, in [15], [18] and [19]. 
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Let us assume that (i) the integral  exists where > 0, (ii) > 0 for 
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 number of other papers and most of them are 
ternet. Sure ow is the time that all of our 
 
9. Open access to our own w
 
This paper contains references to a
urrently freely available on the in ly nc work 
should be freely accessible by all. The mathematics community should lead the way on 
this by publishing everything on arXiv, or in an equivalent open access repository. We 
think it, we write it, so why hide it? You know it makes sense. 
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