Computer simulations based on the Monte Carlo method are often used for the probabilistic assessments of fatigue lives of structures and mechanical components. This is due to relatively easy simulation and reliability calculation procedure, particularly if the direct Monte Carlo method is applied. The only disadvantage of such a method is the necessity of large number of repetitions required for a high level of reliability. Useful tips enabling the decrease of the number of samplings in the simulation procedure and preserving the required reliability level are the subject of the discussion presented below.
INTRODUCTION
The inherent feature of fatigue behavior of structural components is the scatter of fatigue lives resulting from the scatter of the source parameters such as the loading magnitude, material properties, geometrical features of a component etc. The scatter of fatigue lives of structural components is also the reason of differences between deterministically predicted fatigue lives and those observed in service [6, 11] . The differences are sometimes very large irrespective of the life prediction method and are often attributed to imperfections of models used for fatigue life calculations. However, the disagreement may also be caused by the uncertainty of the input data used for fatigue life predictions. The apparent feature of the uncertainty of the input data is its scatter, characterized often by the coefficient of variation (COV), expressed as the ratio of the standard deviation, σ x , to mean value, µ x , of the parameter (random variable) X, i.e. V x = σ x /µ x . More information on the scatter of the parameter being analyzed is given by the probability distribution. In order to account for the uncertainty of the input data in the fatigue life assessment a probabilistic approach is needed.
FATIGUE LIFE ASSESSMENT

DETERMINISTIC METHODS
There are three fatigue life assessment methods used often in engineering practice, i.e. the nominal stress method called often as the S-N approach, the strain-life method called as the local strain, ε-N, approach and the fracture mechanics based approach denoted often as the da/dN-∆K method.
The nominal stress or simple engineering reference stress, S, is used in the S-N method as the load parameter ( Fig. 1 ) and therefore the fatigue properties must be determined in terms of the same parameter. The main task and the main difficulty of an analyst is assure that the same reference stress is used for the determination of the basic fatigue S-N curves and the quantification of fatigue damage in the machine element represented here by a notched component. The local strain-life (ε-N) method is based on the analysis of the actual elastic-plastic strains and stresses at the critical point (such as the notch tip) and the local strain, ε, represents the load parameter. 
Stress -strain analysis
Material properties
The actual local strains and stresses are usually determined using simplified methods of elastic-plastic stressstrain analysis such as the Neuber rule [17] or the Equivalent Strain Energy Density (ESED) method [16] . Stress intensity factor
The fracture mechanics based method (Fig. 3) requires the analysis of the fatigue crack growth from its initial dimension, a 0 , to the critical size, a f . The load parameter is represented by the Stress Intensity Factor, K, and the material fatigue properties are characterized by the relationship between the crack growth rate, da/dN, and the stress intensity range, ∆K.
Most of the parameters and input data used in the presented approaches are scattered (uncertain). In order to predict in the deterministic analysis sufficiently safe (conservative) fatigue lives, the uncertainty of fatigue data is accounted for by selecting parameters of the basic S-N, ε -N or da/dN -∆K curve that corresponds to greater survival probability (e.g. 97%).
However, only the probabilistic analysis makes it possible to account for the uncertainty of the input data and to rationally assess its effect on the resultant fatigue life of analyzed structures or machine components.
UNCERTAINTY OF DATA
The uncertainty of data in a fatigue analysis concerns three main groups, i.e. service loading, fatigue properties of the material or component, and the local geometry of a component. Depending on the methodology the input data might be expressed by a set representing both material properties and the geometry together. Geometrical features are sometimes included into fatigue properties of a component (e.g. S-N curves for welded joints) and the scatter of the geometrical parameters of a component can also influence the final stress-life resistance of the component.
Service loading
Accurate knowledge of the service loading is crucial for the fatigue life prediction of structural components. In most practical cases the load is usually variable amplitude process (history) dependent on the operating conditions, character of the service task and operator's (user's) skills and habits. The service loading is a random variable and it is difficult to account for all possible operating conditions of a machine or structure. The acquired data is always limited and the variability that may occur in service needs to be accounted for in the probabilistic life prediction.
Service loading are formally defined in certain cases and recommended by special guidelines or standards. They are usually given in the form of loading/stress spectra or stress histories [1] . The standard loading must be scaled for the actual object by using a scaling parameter such as the maximum stress range, ∆S max . Such an approach requires a stress analysis to be carried out for prescribed representative loads.
A simple way of accounting for the potential uncertainty of service loading is to assume the scaling parameter as a random variable. In case of stress history acquired in service the mean value of the scaling parameter can be assumed as equal to one. The scaling parameter is usually described by normal distribution and its scatter, measured by the COV, is equal to V S = 0.05 -0.10 [20] .
Fatigue data
As far as the fatigue properties are concerned three types of randomness can be distinguished [4] , i.e. withinspecimen, specimen-to-specimen, and batch-to-batch randomness. The within-specimen randomness can be observed in the crack growth rate used in the fracture mechanics approach, whereas most of other fatigue properties show the randomness of the last two types, observed in laboratory tests under the same loading and environment conditions. This is usually the result of imperfections and differences occurring within acceptable tolerances of the manufacturing process. Statistical parameters characterizing fatigue properties, which can be considered as random variables, are obtained in a natural way from the statistical analysis of test results (see Fig. 4a , 4b and 4c). Parameters such as the fatigue limit, S e , cyclic stress and strain coefficients, σ' f and ε' f , and the crack growth constant, C, are usually log-normally distributed random variables and logarithmic coordinates are used for their graphical presentation. The scatter (COV) of the fatigue limit, S e , depends on the specimen (component) geometry and it usually varies from V S = 0.05 -0.1 for plain specimens to V S = 0.1 -0.2 for welded joints [7, 21] . The scatter of parameters, σ' f and ε' f , used in the strainlife approach is usually smaller than that appearing in the S-N data. This is due to thorough manufacturing process of small specimens used in the strain-life method. The coefficient of variation of the strain-life parameters can be approximately assumed as V σ = 0.05 and V ε = 0.1. Scatter of the fatigue crack growth parameter, C, is small if the entire da/dN-∆K curve is obtained from one specimen (V C = 0.1), however if the da/dN vs. ∆K curve is based on data obtained from several specimens, the scatter of parameter C may increase to V C = 0.2. In such a case parameter C can also be treated as dependent on the exponent n [3] which in turn is characterized by normal distribution with the COV value of V n = 0.05 -0.1.
Component geometry
Geometrical features of structural components are the result of both the design and manufacturing processes. The overall shape (Fig. 4) and dimensions (diameters, cross-section, plate thickness, etc.) as well as parameters describing the local geometry (notch radii, angles, etc.) are prescribed (defined) at various stages of the design process. These parameters are achieved during the manufacturing process with certain accuracy and repeatability regardless whether they were considered as deterministic single-valued quantities or they were assigned certain tolerances. In either case they are random variables in reality. Hence, scatter of the global and local geometrical parameters of structural components reflects their quality of manufacturing. Changes in the global geometry resulting in changes of the cross-section area or introducing additional local bending due to misalignment (Fig. 4a ) of a component may lead to the change of the magnitude of service loading (nominal stresses). Such factors may increase the scatter of the service loading parameters used in the analysis. The local geometry of a component (Fig. 4b ) affects significantly the fatigue process, especially in the early crack initiation stage or the early fatigue crack growth. Subsequently, it significantly affects also the scatter of the fatigue life. Depending on the approach used for the fatigue life analysis and the life calculation procedure, the local geometry can be described using the notch factor, K f , (nominal stress approach), or the stress concentration factor, K t , in the case of the strainlife approach. In the case of the fracture mechanics based method the initial crack size, a i , plays similarly important role as the stress concentration factor, K t . The measured values of the weld toe radius, ρ, and the weld angle, Θ, shown in Fig. 5 , can be used as a base for the calculation of the stress concentration, K t , and the fatigue notch factor, K f , of welded joints. The experimental data [10, 12] indicates that both factors can be sufficiently accurate described by the Weibull distribution with the COV being in the range of V K = 0.05 -0.2. As far as the initial crack dimensions are concerned several different statistical probability distributions are used [13] . The log-normal or exponential probability distributions seem to fit best to a variety of experimental data. The mean value of the initial crack depth, a i , depends on the quality of the material and the component and varies from 0.005 mm for turbine blades [5] to 5 mm for welded bridge structures [6] . The scatter of the initial crack size is relatively large, i.e. V a = 0.2 -1.0 [13] .
PROBABILISTIC FATIGUE LIFE ASSESSMENT
There are many methods of reliability estimation suitable for probabilistic assessment of fatigue lives of structural components [9] . Among them the Monte Carlo based computer simulation is often used as a tool. The Monte Carlo simulation procedure enables the statistics of the fatigue life to be determined from the distributions of the input variables. It requires the repetition of the deterministic fatigue life assessment procedure for a number of input data sets sampled according to their probability density distributions (Fig. 6) . The main advantage of the simulation approach is the possibility of using even very complex models for life predictions. It is also important to note that the simulation procedure is not limited to any specific type of probability density distribution or the maximum number of probability distributions and the number of variables used in the simulation or the magnitude of scatter [3, 24] of these variables.
The simulation based approach enables also to adjust some limits concerning the magnitude of random variables by truncating a portion of the probability distribution. The truncation of the probability distribution of fatigue strength from the left hand side, in the region of low values of S e , or the limitation of the probability distribution of the initial crack size, a i , from the right hand side (large a i ) is equivalent to the rejection of badly manufactured objects that would be normally rejected during the final quality control tests. The actual values of parameters to be considered as random variables can be selected, with some approximation, by perturbation analysis [9] . However, for a more accurate assessment of the importance of particular random variables the sensitivity analysis needs to be carried out [9] . Sensitivity analysis involves the determination of the rate of variation of the resultant variable (fatigue life or probability of failure) with respect to a small variation of an input random variable. The sensitivity can be obtained by finding the derivative of the output variable with respect to the input parameter [9] . For fatigue lives resulting from simulation analyses, a following formula for sensitivity w Tv has been proposed: 
The sensitivity w Tv shows the relative change of the fatigue life, T r , at given probability of failure, P f , caused by the change of the scatter, ∆V x , (∆V x = ∆σ x /µ x ) of the random variable X. The same way the sensitivity w Tm can be calculated, showing the relative change of the fatigue life, T r , due to the relative change of the mean value, ∆µ x /µ x , of the random variable X:
The change of the scatter, ∆V x , and the change of the mean value, ∆µ x , of the random variable X is very small.
Results of sensitivity analysis concerning fatigue lives obtained from the probabilistic simulation of fatigue lives based on the nominal stress approach as an example are shown in Fig. 7 . The formulae defined above make it possible to compare directly the sensitivities w Tv and w Tm corresponding to all random variables. As a result it is possible to assess the importance of random variables in relation to both their scatter and the mean value. Expressions (1) and (2) can be rewritten for sensitivities w Pv and w Pm showing the relative change of the probability of failure P f due to the relative change the scatter and the mean value of the random variable respectively.
SOME NEW IDEAS CONCERNING SIMULATION BASED FATIGUE LIFE PREDICTIONS
Relative fatigue life distribution It has been found advantageous to carry out the simulation-based fatigue life analyses using the concept (index) of relative fatigue life. This conclusion was drawn from observations of the basic formula in the nominal stress (S-N) approach used for the calculation of fatigue lives. The simplest formula given below accounts for the service loading in the form of the stress spectrum, (Fig. 1 , where s i = ∆S i /∆S max ) and it neglects the fatigue limit for spectrum levels of having stress ranges smaller than the fatigue limit, i.e. all spectrum levels are accounted for in the damage analysis.
If parameters S e , ∆S max and K f are assumed to be random variables and x R , x S and x K are the corresponding relative random variables, Eq. (3) can be written in the form of expression (4) .
A relative random variable, x x , is defined as the ratio of value of the random variable, X, to its mean value µ x . The quantity, T o , is the reference life corresponding to mean values of all random variables:
The relative fatigue life is defined as T w = T/T o . It is apparent that the relative life does not depend on the form of the service-loading spectrum and therefore both the probability density distribution of the relative fatigue life, T w , and the relative fatigue life T r w at given probability of failure P f , depends only on the distributions of the random variables. Hence, in order to obtain the relative fatigue life distributions one can use, in probabilistic fatigue life assessments, a more computationally efficient stress spectrum or constant amplitude loading instead of the actual long reversal-by-reversal stress history.
Due to a more complicated procedure of fatigue life calculation based on the strain-life and fracture mechanics approaches similar independence of the distribution of the relative fatigue life, T w , of the form of service loading can be only assumed by analogy. The data presented in Fig. 8 , which were generated using the strain-life approach, indicate that the same results, in terms of the probability of failure, are obtained for the actual long stress history, the corresponding cumulative stress spectrum, and the constant amplitude loading. Thus, by using the stress spectrum, the computing time needed for the simulation can be reduced by a factor equal to the ratio of the number of cycles in the stress history to the number of steps (stress levels) in the stress spectrum. The reduction factor can be further increased several times proportionally to the number of stress levels in the stress spectrum if the simulation is carried out using the C.A. loading. However, for the notch-strain approach care must be taken while selecting the mean value of the stress range ∆S, since the loading level affects the predicted relative fatigue life T r w (Fig. 9) . The C.A. results, shown in Fig. 9 , were obtained for the mean value of the stress range ∆S equal to the mean value of the maximum stress range ∆S max occurring in the entire stress spectrum.
Fitting a theoretical distribution
The probability of failure in the direct Monte Carlo simulation method is calculated as the ratio of the number of failures to the number of simulations (repetitions). Such an approach is not very efficient since a large number of repetitions are required if a high level of reliability is required.
Several methods (variance reduction techniques) are available [9] , which enable reduction of the number of repetitions without the increase of the error of estimated quantities. These procedures are useful when the computing process is very long and time-consuming [18] . However, thanks to the steady increase of computers computational power even very large number of simulations (repetitions) of the same calculation procedure does not at present pose any serious problem.
The failure probability can be also calculated from the distribution function fitted to the results of simulation. However, if the fitting is carried out for the entire set of simulated results, the calculated low failure probabilities may significantly differ from the theoretical values. This is usually due to the inaccurate fitting of selected probability distribution function into the region spanning over the left tail-part of the simulated set of results (Fig. 10) . Therefore, it is better if the distribution function is fitted into the truncated distribution. Fig. 10 Fitting the standard probability distribution function into the simulation results
If the left-tail region of the probability distribution is properly selected the fatigue lives, calculated from the fitted distribution, agree fairly well with the accurate theoretical values. This phenomenon can be seen in Fig. 11 , where the fatigue lives calculated from the distributions fitted into a set of 2000 simulation results are compared to analogous values obtained from the theoretical distributions. k (see Eq. 4). The parameter k in the formula is equal to the slope m of the S-N curve if the random variable x X represents the fatigue limit, S e , (x X = x R ) and/or it represents the fatigue notch factor, K f , (x X = x K ). The exponent k = -m if the random variable x X represents the maximum stress range, ∆S max , (x X = x S ). The theoretical distributions were determined according to the formula: f T (t) dt = f X (x) dx [2] .
The extend of the left part of the distribution of the simulated set of results can be selected by minimizing the statistics based on the χ 2 test. The examples discussed above indicate that adequate fit of the probability distribution function into the simulated set of results may potentially decrease the number of necessary repetitions of the Monte Carlo sampling.
Neglecting the fatigue limit
Fatigue limit is an inherent feature of fatigue properties of specimens and components tested under constant amplitude loading. It is defined as the endurance limit S e on the S-N curve analogously to the threshold stress range ∆σ th on the stress-life curve and the strain-life approach, and as ∆K th on the da/dN curve and the fracture mechanics approach. The calculated fatigue life is finite if the parameter corresponding to the maximum stress range in the loading block is greater than the fatigue limit (e.g. ∆S max >S e /K f in the nominal stress approach), otherwise the fatigue life would be infinite. Therefore the results obtained in the simulation may consists of two sets: one consisting results denoting the finite fatigue lives and the other containing results indicating infinite fatigue lives. The number of simulations resulting in the infinite lives depends on the loading level and it effects also the scatter of fatigue lives (Fig. 12) Fig. 12 Effect of the fatigue limit on the life scatter (dashed lines correspond to fatigue limit equal to zero)
It is worth noting that the loading level does not affect the left-hand side of the tail of the probability distribution. Therefore, the loading level does not affect the fatigue lives calculated for specified value of failure probability.
Such a finding suggests that the fatigue limit can be neglected in the damage calculation procedures used in the simulation based fatigue life predictions, provided that the finite fatigue lives are of primary concerned. This is especially important if the loading level is small and the maximum stress range does not significantly exceed the fatigue limit.
Algorithm for the fatigue life assessment
Let carry out the analysis for a relative life, T w* , calculated for simple service loading block, e.g. stress spectrum. This means that all fatigue lives obtained in the course of the simulation are related to the reference life, T o * , corresponding to the mean values of random variables and the same block loading.
The algorithm for the probabilistic fatigue life assessment based on the Monte Carlo simulation that assures required accuracy and reduces the computing time should then consist of the following. 1. Neglect the fatigue limit in calculation of relative lives, T w* .
2. Calculate the relative fatigue life, T r w , for specified probability of failure, P f , from the distribution function fitted into the set of results obtained from the simulation.
3. Calculate the fatigue life, T r , for specified probability of failure, P f , taking into account that T w ≅ T w* , i.e. by multiplying the relative life T w* by the reference life, T o , corresponding to the actual service block loading.
CONCLUSIONS
Due to increasing computational power of modern computers the computationally intense probabilistic fatigue life assessment of structural components, based on the Monte Carlo sampling and multiple computer simulations, becomes practically feasible and useful method for the analysis of fatigue durability of engineering objects. The concepts discussed in the paper make it possible to carry out relatively accurate probabilistic analyses with simultaneous reduction of computing time necessary for the simulation and multiple repetitions of the fatigue calculation process.
