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Abstract
Realistic rendering of computer modeled three dimen-
sional surfaces typically involves building a parameterized
model of the bidirectional reflectance distribution function
(BRDF) of the desired surface material. We present a tech-
nique to render these surfaces with proper illumination and
material properties using only a photograph of a sphere
of the desired material under desired lighting conditions.
Capitalizing on the fact that the geometry of the material in
the photograph is known, we sample pixels of the sphere’s
reflectance to create photo-realistic renderings of computer
models with the same material properties. The reflectance
is sampled using texture synthesis techniques that compen-
sate for the fact that very little of the BRDF observed in the
photograph is known. The technique uses the limited obser-
vations of the function to create a plausible realistic render-
ing of the surface that can be composited onto a background
plate easily.
1 Introduction
Rendering objects realistically has been one of the primary
goals of computer graphics research for many years. Much
progress has been made towards photo-realism as demon-
strated by recent special effects in movies which are start-
ing to become indistinguishable from real objects even to
graphics experts. Typically, generating results that look
photo-realistic requires knowledge of light-transport, accu-
rate models of materials’ bidirectional reflectance distribu-
tion functions (BRDFs), and good compositing software.
This paper presents a technique for making untextured and
unlit 3D models look perceptually realistic. The algorithm
starts with a single photograph of a sphere made from the
desired material. This photograph is then used to produce
photo-realistic renderings of models from specified view-
points as if they were made of the same material. We sam-
ple from the photograph of the material coherently, and with
respect to the 3D surfaces of the source material and the
model we want to render to produce a rendering from a de-
sired viewpoint. This rendering is produced without any
knowledge of surface material properties or scene lighting.
Our technique in essence constructs a non-parametric ap-
proximation of the material’s reflectance from the limited
information in the single photograph our algorithm takes as
input.
Our main contribution is in approximating the BRDF
non-parametrically through the use of machine learning
techniques. We never actually model the BRDF, but use
the reflectance (with CCD sensor noise) present in our ex-
ample material photograph to create our renderings of 3D
models. As a result, we get very complex effects like mul-
tiple light source interactions and camera focus for free. In
fact, for a single view of a 3D model, it is not necessary to
know anything else about the material to produce realistic
renderings with our technique. We start with a user posing
a model in our 3D renderer to produce an image that cap-
tures the model’s smooth 3D variations. Then, we photo-
graph a sphere made of the desired material under the light-
ing conditions we want to emulate. A 3D wireframe sphere
is aligned with the sphere in the photograph and is then ren-
dered using our renderer. Finally, we use the three encoded
normal "images" as input to the image analogies algorithm
Figure 1: The Stanford bunny rendered as chocolate lit from
the right
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[10] (with a very low setting for the coherence parameter)
to produce a rendering of the model with the correct light-
ing and material properties needed to composite it into the
source material’s scene. Image analogies is used to approx-
imate a very sparse function (reflectance produced by the
material’s BRDF is seen in only one image) by copying
from the source photograph in a coherent manner.
We describe our approach in more detail in Section 3.
The motivation and intuitions behind the algorithm are dis-
cussed in Section 3.1, and the specifics of our technique are
in Section 3.2.
2 Previous Work
There is much previous work in rendering 3D models real-
istically. The subfields most related to our work are inverse
global illumination, BRDF estimation, and texture synthe-
sis. Our algorithm uses accomplishments in all of these ar-
eas to create realistic renderings.
Inverse global illumination involves using photographs
to determine the surface properties and nature of lighting in
the scene. Debevec [4] uses high dynamic range images of
a chrome sphere to measure scene radiance and then uses
the measured radiance to add new objects to the scene with
correct lighting. These ideas were extended in the work
by Yu et al.[19] where a number of high dynamic range
photographs are used to determine the surface properties of
objects in the scene as well. Our algorithm does not use a
sphere to measure scene radiance. Rather, it uses a sphere to
measure the radiance (plus the camera’s CCD sensor noise)
of the sphere’s material we would like to use on 3D objects
to add them to the scene with correct lighting.
Ramamoorthi and Hanrahan [13] also perform inverse
global illumination by using a 3D model of an object and a
photograph of the same object to recover the BRDF. The re-
flected light field is approximated with spherical harmonic
basis functions which allow them to treat the problem of in-
verse rendering as a deconvolution to compute a paramet-
ric BRDF of the material in the photograph. Marschner
et al.[12] use a set of photographs of an object to compute
the object’s BRDF. Each photograph’s 3D camera position
is computed, and then piped to a derenderer based on a ray-
tracing renderer. For each pixel in each photograph, the
radiance is divided by the irradiance to compute a BRDF
value. All of the BRDF values then have a smooth, contin-
uous function fit through them to yield a continuous BRDF
over the entire domain. Our algorithm does not compute a
parametric BRDF. Instead, it uses what is observed of the
material’s BRDF from a single image of a simple object
to sample what little is known of the material’s reflectance
function smoothly.
Saito and Ikeuchi [14] take several photographs of an ob-
ject whose BRDF they want to estimate under several light-
ing conditions and then approximate a parametric BRDF
from the images. Debevecet al.[3] used a more dense sam-
pling of images of faces under different illumination condi-
tions to construct a reflectance function of human skin pa-
rameterized by the position of the camera and light position
in each image. Since their sampling of the reflectance func-
tion is so dense, they do not have to perform any function
fitting since they already have a parameterized approxima-
tion. Koudelkaet al.[11] use a similar method to render
surfaces with arbitrary BRDFs while handling illumination
changes as well. Our data is not dense, rather, it is ex-
tremely sparse since we only have one photograph of the
material under one unknown camera position and unknown
lighting, so our method is based on treating each pixel of the
material as an exemplar that is matched against coherently.
Moreover, in these methods, the lighting must be known to
produce realistic renderings. Our approach does not require
any knowledge of scene lighting.
Texture synthesis is strongly related to our work and mo-
tivates our approach as well. The state of the art in tex-
ture synthesis is to model textures as Markov random fields
(MRFs) [2, 5, 9] that are sampled to create new texture.
MRF-based approaches build feature vectors composed of
pixel neighborhoods in the input texture to build a feature
space [16, 1]. This feature space is then matched against
spatially to synthesize new texture. Recent work [1, 6] in
texture synthesis implies that excellent texture synthesis re-
sults come from copying neighborhoods/patches from the
input texture in a coherent manner. Our idea of copying
neighborhoods from the photograph of the material we de-
sire our 3D model to emulate is motivated from this ob-
servation. Recently, there has been work on doing texture
synthesis in 3D over a model’s surface [15, 18, 17]. While
these methods produce seamless coverage of the entire sur-
face, the BRDF of the input texture’s material is not con-
sidered while matching over the surface. As a result, the
textured model may not be lit realistically. Our method im-
plicitly captures lighting effects while matching. We do not
perform matching over the entire surface, but this option is
considered in Section 6.
Our results appear similar to the 2D texture transfer re-
sults presented by Efros and Freeman [6]. However, the
major difference is that we can achieve similar results on
arbitrary 3D models instead of images. In addition, texture
transfer over images of real objects is helped by the fact
that the images of the real objects (the transfer source and
destination) have already been lit. As a result, their algo-
rithm implicitly uses specular highlights and lighting gra-
dations over the photograph of the surface to help in match-
ing. Their algorithm does not handle 3D models because
the lighting in the scene would have to be known to light the
model similarly to the object in the transfer source image.
Our approach uses unlit, untextured 3D models and does not
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require the lighting in the scene to be known. Since our 3D
models are unlit, we must simultaneously match the input
material’s albedoand lighting coherently over the surface of
the model in the rendered view. Our approach is also simi-
lar to the texture by numbers application of image analogies
presented in [10]. In the texture by numbers application,
landscapes are the input so they can be approximated by
gradient "planes". However, arbitrary 3D surfaces cannot
be described so simply. Texture by numbers also requires
a user to specify the "numbered" source image. In our al-
gorithm, a user aligns an ellipsoid with the material sphere
in our photograph, but this could be automated by using a
greenscreen behind the material, or by doing background
subtraction and removing the sphere’s shadow, if any. The
principles of our method are closest to those of Hamel and
Strohotte [8]. In their work, a model is rendered with a non-
photorealistic renderer, and then has its rendering "style"
transferred to a new model by using various 2d representa-
tions of both 3D models such as curvature and shadows, as
in G-buffers [14]).
3 Method
Our algorithm uses a digital photograph of a sphere made
from the material that a complex 3D model shal resemble.
Since spheres are such smoothly varying surfaces, we can
fit 3D ellipsoids through the boundaries of the sphere photo-
graph. Then, we encode the normals of our fitted 3D sphere
and our 3D model as colors to produce two images; one of
the fitted sphere, and one of the 3D model from the desired
viewpoint. Finally, we sample from the photograph of the
sphere material by using the two encoded normal images.
3.1 Motivation
The key intuition of our algorithm is that since spheres are
smoothly varying, they can describe the majority of sur-
faces. That is, for 3D models that are smooth, virtually all
surface variation can be explained by a single ellipsoidal
hemisphere. We also assume that the light source is far
away and that the 3D model does not shadow itself or sur-
faces in the scene (though recent work on producing real-
istic shadows for composited objects such as [7] addresses
the latter).
A simple, but less effective, alternative to our approach
is the following. Since we know the normals at every point
on both surfaces (our source material and 3D model) we can
use these to match reflectance values (from the photograph)
to parts of the 3D model to create a photo-realistic render-
ing of the model. This simple alternative approach works
well on source material that is untextured, such as clay. For
source material that has texture, such as an orange, the sim-
ple approach will not yield good results. Problems arise if












Figure 2: Our algorithm
the curvature of the surface is much lower or higher than
that of the sphere. Portions with such curvature would look
correctly lit with this approach, but would not have correct
albedo since the sudden changes in curvature are not repre-
sented in the normal field of our source material.
Simple nearest neighbor distorts the albedo in curva-
ceous regions of the 3D model, so we enforce copying in
regions where the curvature is significantly different than
the source material. However, we do not want to over-copy
since the sphere would then be visible in our rendered re-
sults. An algorithm which matches vectors by using nearest
neighbors in the vector space and copies coherently from
regions in the space when the nearest neighbor does not
match previously matched vectors is image analogies [10].
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Image analogies is used as our matching algorithm since it
is simple nearest neighbors at low settings of its coherency
parameter yet still copies from the source image coherently
if the nearest neighbor would not be coherent with previ-
ously matched results. With coherent matching, our ap-
proach can handle textured materials without distorting the
albedo when sampling.
3.2 Matching reflectance
The steps of our method are:
1. Render a 3D model with its normals encoded as colors
along with a visibility mask
2. Render a 3D sphere with its normals also encoded as
colors
3. Distort the rendered sphere image so that it lines up
with the sphere in the photograph of the source mate-
rial closely
4. Use image analogies to sample from the photograph of
the material based on the two encoded normal render-
ings
5. Use the visibility mask to crop out any regions where
the rendering does not match the silhouette of the 3D
model
Figure 2 pictorially describes our pipeline. We render all
3D models with a simple renderer that produces images of
the model at the current user specified pose with the nor-
mals encoded as color, i.e. (R,G,B) maps to (X,Y,Z) and
the range (-1,1) maps to (0, 255). We perform this encod-
ing so that we can perform matching over a 2D surface (the
encoded normal image) instead of over the 3D surface itself
(which we would then have to parameterize somehow).
A user aligns the rendered 3D sphere model with the
photograph of the material sphere. This photograph is then
rotated by 90 degrees three times to produce four pairs of
rendered/real ellipsoids. These four pairs are used to make
two images; one of the four real spheres, and one of the
four rendered spheres. This is done because the 3D model’s
encoded normals may vary differently than the sphere’s do.
We use the visibility mask produced by our renderer to
crop out regions where image analogies does not follow the
rendered object’s silhouette. It is possible for the matching
algorithm not to follow the silhouette perfectly because of
the coherence matching. Once we apply our visibility mask,
we can composite our rendered model onto a photograph of
the source material sphere’s scene without the sphere in it
using any image manipulation program (e.g. Adobe Photo-
shop, Gimp, etc.)
4 Results
We have run our algorithm on many different combina-
tions of lighting conditions, materials, and models. Figure 3
demonstrates that the algorithm is able to light the rendered
models correctly without any knowledge of the lights in the
scene. In addition, the results are very different for the two
materials. This is because the method is implicitly approxi-
mating the reflectance equations for the materials while per-
forming matching. As a result, the rendered models reflect
light as their source materials do, thus making them appear
realistic.
In Figure 4 we show a few results taken from objects that
were photographed outside. The method produces images
which composite very well into the background plate. In
Figure 5 we show many results with different models, ma-
terials, and lighting conditions. The method produces real-
istic results for this large number of different and challeng-
ing combinations. Our approach gives the best results when
the input material does not have a high-frequency albedo.
This is because we do not have enough information to sam-
ple all of the high frequencies as well as diffuse and spec-
ular reflections. With additional viewpoints to sample from
however, our method should achieve increasingly better re-
sults. Our method also performs well on complicated ge-
ometry with many holes. In addition, our method implicitly
approximates the reflectance of materials with complicated
BRDFs, such as beef, while matching to produce realistic
renderings.
5 Conclusion
We have presented a method for rendering 3D models real-
istically that captures complex light/material interaction ef-
fects, without building a parametric model of the BRDF or
using principles of light transport. Our method takes advan-
tage of the fact that the geometry of a photographed sphere
made from a material that we would like a 3D model to re-
semble is known. Since the geometry is known, we can then
sample from the photograph in rendering a realistic image
of our 3D model from a given viewing position.
We have presented results showing that our algorithm
works for a large number of different material types, light-
ing conditions, and models. In addition, our algorithm im-
plicitly captures light direction as well, without explicitly
trying to figure out where light sources are or how many of
them there are. Our method combines ideas from BRDF
measurement, texture synthesis, and machine learning to
create imagery that looks very realistic easily.
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6 Future work
There are many exciting avenues of future research that we
are interested in. We are interested in using this approach
to produce animations. Currently, any animations produced
by our approach would be temporally incoherent because
temporal variations of the surface are not taken into account
at all. We would also like to be able to move the mod-
els and light sources such that the models continue looking
photo-realistic. This will require more information in the
feature vector to encode other salient information such as
light source positions. The matching algorithm will proba-
bly have to be modified as well so that specular highlights
do not pop on or off the model’s surface. It might also be
useful to have additional information in the feature vector,
such as distance to the camera (or other G-buffer proper-
ties), user specified constraints for highly textured material,
or skeleton information of the model [8]. By making the
feature vector more descriptive, its dimensionality will be
increased, but with the introduction of multiple viewpoints
such information could make it possible to use this algo-
rithm as a basis for 3D interaction.
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(a) Chocolate (b) Orange
Figure 3: Renderings of the bunny using chocolate and orange as materials under varying illumination. The shadow is of the
original object in the scene, not of the model. Inset in each image is the material photograph that was sampled to produce the
rendering.
(a) Blue clay (b) Mouse ball (c) White clay (d) Red clay
Figure 4: Renderings of the bunny using various materials photographed outdoors.
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Tennis ball Red potato Blue clay Blue clay
Blue clay Blue clay Mouse ball Mouse ball
Mouse ball Mouse ball Chocolate Chocolate
Beef Beef Chrome Red clay
Orange Orange Kiwi Kiwi
Blue clay Blue clay Blue clay Blue clay
Figure 5: Results of our algorithm run on different materials, lighting conditions, and 3D models
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