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Resumen
En este trabajo se presenta una metodolog´ıa para garantizar la estabilidad transitoria en
los sistemas de potencia la cual se basa en un modelo de despacho econo´mico que incorpora
restricciones de estabilidad transitoria. El modelo incluye ecuaciones en el dominio del tiempo
que describen la evolucio´n temporal de todos los generadores s´ıncronos del sistema. Para el
ana´lisis de los generadores se utilizo´ el modelo de segundo orden de la maquina s´ıncrona don-
de se analizaba su velocidad angular despue´s de que el sistema era sujeto a una perturbacio´n
severa. Por otro lado, en la optimizacio´n del modelo de despacho econo´mico se utilizo´ el algo-
ritmo metaheur´ıstico Particle Swarm Optimization (PSO) el cual es de naturaleza dina´mica
donde en la mayor´ıa de los casos proporciona una ra´pida convergencia y soluciones de buena
calidad. El objetivo de este trabajo es reducir el costo de la operacio´n de los sistemas de
potencia, adema´s garantizar la estabilidad transitoria. El modelo propuesto se probo´ y se
analizo´ usando el sistema IEEE 39 nodos de Nueva Inglaterra.
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Cap´ıtulo 1
Introduccio´n
El despacho econo´mico ha sido un a´rea de investigacio´n activa desde que se empezaron
a operar los sistemas de potencia. El problema de despacho econo´mico tiene como objetivo
lograr operar los sistemas de potencia de una forma o´ptima que garantice altos esta´ndares de
seguridad y confiabilidad. Por otra parte, el estudio de la estabilidad transitoria es una de las
principales preocupaciones a la hora de operar los sistemas de potencia ya que es necesario
saber co´mo se comporta ante perturbaciones severas y si es capaz de recuperar un estado
estable de operacio´n. En consecuencia, existe una necesidad grande de desarrollar modelos
de despacho econo´mico que incorporen un diverso tipo de restricciones de seguridad como
lo puede ser la estabilidad transitoria con el fin de se garantice la continuidad en el servicio
de energ´ıa ele´ctrica a los usuarios finales. Incorporar un modelo de despacho econo´mico con
restricciones de estabilidad transitoria crea un modelo de optimizacio´n no lineal adema´s de
simulaciones en el dominio del tiempo generalmente engorrosas. En este trabajo se aplica
el algoritmo de optimizacio´n metaheur´ıstico Particle Swarm Optimization (PSO) para un
despacho econo´mico con restricciones de estabilidad transitoria.
1.1. Planteamiento del problema
La Principal funcio´n de los sistemas ele´ctricos de potencia (SEP) es llevar la energ´ıa
ele´ctrica desde los centros de generacio´n hasta los centros de consumo con altos esta´ndares
de confiabilidad, seguridad, calidad y eficiencia. El despacho econo´mico determina la potencia
que debe generar cada una de las unidades del sistema de potencia minimizando el costo total
necesario para suplir la demanda. En Colombia las principales tecnolog´ıas de generacio´n de
energ´ıa ele´ctrica son la hidra´ulica y la te´rmica lo que hacen que el sistema sea ma´s confiable.
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Por otra parte, todos los sistemas de potencia esta´n propensos a diferentes tipos de con-
tingencias como cortocircuitos, accidentes, desastres naturales y atentados terroristas contra
estructuras, lo que puede ocasionar inestabilidad transitoria disminuyendo la probabilidad
de que el sistema cumpla adecuadamente sus objetivos.
El estudio del despacho econo´mico siempre ha sido necesario para obtener el mayor be-
neficio en cuanto a costos para las compan˜´ıas generadoras y los usuarios finales, que son
sometidos a las reglas del mercado. Por esto, existe una necesidad de desarrollar modelos
para programar el despacho econo´mico de las plantas generadoras que incorporen diversos
tipos de restricciones de seguridad como lo puede ser la estabilidad transitoria, para garan-
tizar altos niveles seguridad y responder adecuadamente ante alguna contingencia.
Las razones descritas anteriormente llevan a plantear un problema en el cual se involucra
las restricciones de estabilidad transitoria dentro de un modelo de despacho econo´mico. Un
desaf´ıo que incorpora la simulacio´n en el dominio del tiempo y un gran problema de opti-
mizacio´n. El reto es utilizar modelos alternativos en la optimizacio´n con funciones objetivos
no lineales debido a la caracter´ıstica de la no linealidad del sistema. As´ı pues encontrar una
solucio´n o´ptima de operar la red ele´ctrica.
1.2. Justificacio´n
El despacho econo´mico es una tarea de planeacio´n de la generacio´n diaria que con el paso
del tiempo ha ganado mucha importancia en el a´rea de investigacio´n en los sistemas ele´ctri-
cos de potencia. La operacio´n de estos se ha convertido en una tarea compleja debido a la
expansio´n de la demanda y la inclusio´n de nuevas tecnolog´ıas que llevan a operar el sistema
en sus l´ımites de estabilidad.
El despacho econo´mico limitado por la estabilidad transitoria es un problema de optimi-
zacio´n no lineal que incluye gran cantidad de ecuaciones diferenciales y algebraicas. Aplicar
las te´cnicas de programacio´n matema´tica esta´ndar resulta complejo para solucionar este tipo
de problema.
Diferentes te´cnicas de optimizacio´n multi objetivo han sido razo´n de mu´ltiples estudios
de investigacio´n en los sistemas ele´ctricos de potencia. Este trabajo busca desarrollar un mo-
delo de despacho econo´mico con restricciones de estabilidad transitoria basado en te´cnicas
de optimizacio´n heur´ıstica como lo es el me´todo de enjambre de part´ıculas (Particle Swarm
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Optimization - PSO).
Con este trabajo se busca conocer ma´s en detalle co´mo afecta la inestabilidad transitoria
el despacho econo´mico y de que´ forma es ma´s conveniente operar el sistema referente al
despacho de unidades de generacio´n.
1.3. Objetivos
1.3.1. General
Desarrollar un algoritmo de despacho econo´mico en sistemas de potencia basado PSO
(Particle Swarm Optimization) que considere restricciones de estabilidad transitoria.
1.3.2. Especificos
Analizar el sistema de potencia desde el punto de vista de la estabilidad transitoria
considerando el modelo de segundo orden de la maquina s´ıncrona.
Estudiar el problema de despacho econo´mico a corto plazo en sistemas de potencia.
Estudiar el modelo de optimizacio´n PSO (Particle Swarm Optimization).
Implementar un algoritmo PSO para optimizar el despacho econo´mico en sistemas de
potencia considerando estabilidad transitoria.
Analizar los resultados sobre el sistema IEEE 39 nodos de Nueva Inglaterra.
Divulgar los resultados obtenidos.
1.4. Estado del arte
Actualmente la expansio´n e implementacio´n de nuevas tecnolog´ıas en los sistemas de po-
tencia crea un gran reto de operar el sistema de forma de forma o´ptima. El uso del despacho
econo´mico (DE) sujeto a mu´ltiples tipos de restricciones se hace cada vez ma´s necesario de-
bido al gran crecimiento de los sistemas ele´ctricos, por lo tanto existe una gran necesidad
de desarrollar modelos de despacho econo´mico que incorporen diversas restricciones de se-
guridad para garantizar un nivel de confiabilidad adecuado. Por otra parte, para estudiar
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la estabilidad transitoria en funcio´n de una perturbacio´n severa en el sistema se requiere
de simulaciones en el dominio del tiempo que generalmente son complicadas. Incorporar las
restricciones de estabilidad transitoria dentro de un modelo de despacho econo´mico plantea
un desaf´ıo de la simulacio´n en el tiempo y un modelo de optimizacio´n no lineal [1].
Dos aspectos principales se han planteado en los modelos del despacho econo´mico con
restricciones de estabilidad transitoria (DE-RET), primero co´mo las restricciones de estabili-
dad transitoria esta´n incluidas en el problema del despacho econo´mico y el flujo de potencia
optimo; y segundo ¿co´mo se aborda la evaluacio´n de la estabilidad transitoria? [1].
La evaluacio´n de la estabilidad transitoria puede ser evaluada mediante la simulacio´n en el
dominio del tiempo teniendo en cuenta el modelo dina´mico del sistema y as´ı poder comprobar
que las desviaciones angulares del rotor de la maquina se encuentren en un rango especifico
de valores [1]. En [2] y [3] se encuentran estudios detallados de la estabilidad transitoria en
el dominio del tiempo.
Ahora bien, la inclusio´n de restricciones de estabilidad transitoria en un despacho econo´mi-
co resulta ser un problema de optimizacio´n no lineal dif´ıcil de solucionar. En [4] la evaluacio´n
de la estabilidad transitoria se resuelve y los resultados se utilizan para determinar el l´ımi-
te en la generacio´n de potencia de un grupo de ma´quinas cr´ıticas en el problema despacho
econo´mico. En la actualidad las herramientas disponibles ma´s comunes para solucionar este
tipo de problemas de optimizacio´n son CONOPT [5] y MINOS [6]. Alternativamente existen
pocos procedimientos heur´ısticos para resolver este problema, por lo que brindar una solucio´n
por medio del PSO como se plantea en [7] y [8] ser´ıa una buena estrategia. En conclusio´n
implementar un despacho econo´mico considerando restricciones de estabilidad transitoria uti-
lizando PSO resulta ser un buen reto de investigacio´n puesto que en la bibliograf´ıa se han
encontrado pocos trabajos referentes a este tema.
1.5. Alcance
Este trabajo busca estudiar y analizar co´mo se puede garantizar la estabilidad transitoria
dentro de un despacho econo´mico considerando u´nicamente plantas te´rmicas y utilizando
el modelo de segundo orden de la maquina s´ıncrona para el ana´lisis de estabilidad. Para
lograr esto es necesario desarrollar un modelo de optimizacio´n donde se tenga en cuenta las
restricciones de estabilidad transitoria. El modelo se probara en los sistemas de prueba IEEE
39 nodos de Nueva Inglaterra.
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1.6. Estructura del trabajo de grado
El trabajo de grado esta´ organizado de la siguiente forma. En el cap´ıtulo 2 se presentan
los conceptos y modelos matema´ticos necesarios para el ana´lisis de estabilidad transitoria.
En el cap´ıtulo 3 se abordad los temas de despacho econo´mico cla´sico, despacho de plantas
te´rmicas, y se muestra el modelo de despacho con restricciones de estabilidad transitoria. En
el cap´ıtulo 4 se detalla el algoritmo de optimizacio´n PSO. Posteriormente en el cap´ıtulo 5
se muestran los casos de estudio, los resultados obtenidos y su ana´lisis. Finalmente, en el
cap´ıtulo 6 se muestran las conclusiones obtenidas de dichos resultados.
Cap´ıtulo 2
Estabilidad en sistemas de potencia
En la actualidad los sistemas ele´ctricos de potencia (SEP) se caracterizan por la gran
cantidad de elementos que lo conforman, sus extensas interconexiones y la expansio´n de la
demanda. Esto implica que operar los SEP de forma seguro y confiable sea un gran reto de
ingenier´ıa. Uno de los factores ma´s importantes para cumplir con los objetivos anteriores es
el estudio de la estabilidad en sistema de potencia.
La estabilidad en los SEP puede ser definida en te´rminos generales como la propiedad que
posee este para mantenerse en un estado de equilibrio en condiciones normales de funciona-
miento y volver a un estado de operacio´n aceptable luego de ser sometido a una perturbacio´n
[9] [10]. En consecuencia, los estudios de estabilidad suelen precisar el ana´lisis de un elevado
nu´mero de casos, para as´ı poder abarcar las distintas perturbaciones de intere´s y los princi-
pales puntos de funcionamiento del sistema.
Esencialmente, la estabilidad del SEP es un u´nico problema. Surge as´ı, la necesidad de
realizar una clasificacio´n de los problemas de estabilidad que ayude a crear hipo´tesis de sim-
plificacio´n para analizar los tipos espec´ıficos de problemas con un grado de detalle en la
representacio´n del sistema y te´cnicas anal´ıticas apropiadas [10].
La clasificacio´n de la estabilidad de los SEP se basa las siguientes consideraciones[10]:
La naturaleza f´ısica del modo de oscilacio´n como inestabilidad, segu´n lo indicado por
la principal variable del sistema.
El taman˜o considerado de la perturbacio´n.
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Los dispositivos, procesos, y el intervalo de tiempo que hay que tener en cuenta para
evaluar la estabilidad.
El me´todo ma´s apropiado de prediccio´n y ca´lculo de la estabilidad.
As´ı mismo, la estabilidad en SEP es estudiado en te´rminos de largo, mediano, y corto
plazo como consecuencia de los problemas asociados a la respuesta dina´mica del sistema [9],
en la literatura especializada se proponen los siguientes tiempos [9] [11]:
Corto plazo o transitorio: de 0 a 10 segundos.
Mediano plazo: de 10 segundos a pocos minutos.
Largo plazo: de 5 a 10 minutos.
En la figura 2.1 muestra un panorama general de la clasificacio´n de la estabilidad en
sistemas de potencia, identificando sus clases y subclases en cada una de sus categor´ıas.
2.1. Estabilidad transitoria en sistemas multi-maquina
La estabilidad transitoria es la capacidad de un SEP para mantener el sincronismo cuan-
do se somete a una perturbacio´n severa, como lo puede ser un cortocircuito en una l´ınea de
trasmisio´n o la pe´rdida de una cantidad importante en la carga. El ana´lisis linealizado del
sistema no es aplicable para este tipo de ana´lisis, en consecuencia las ecuaciones no lineales
del sistema tienen que ser resueltas para el estudio de estabilidad [11]. La respuesta de los
sistemas ante estas perturbaciones se manifiesta mediante grandes variaciones en el a´ngulo
del rotor de las maquinas s´ıncronas, grandes oscilaciones de los flujos de potencia, aumento
o ca´ıda de las tensiones en los nodos del sistema, entre otras variables relacionadas con este.
Si la separacio´n angular entre los generadores se mantiene acotado, entonces el sistema man-
tiene el sincronismo. En caso contrario pierde el sincronismo, lo cual suele hacerse evidente
transcurrido 2 o 3 segundos despue´s de la perturbacio´n [9].
Los estudios de estabilidad de primera oscilacio´n usan un modelo de generador, que con-
siste en una tensio´n interna E ′j∠δ detra´s de una reactancia transitoria X ′d (figura 2.2). En
estos estudios generalmente no se representan los sistemas de excitacio´n ni los sistemas de
control del gobernador de la turbina de las unidades generadoras, aunque esto depende del
sistema de estudio y del objetivo que se persigue [12]. Normalmente el ana´lisis de estabilidad
transitoria es realizado usando alguna de las siguientes te´cnicas [9] [11] [12]:
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Figura 2.1: Clasificacio´n de los problemas de estabilidad en sistemas de potencia.
Me´todo directo: como puede ser los basados en funciones Lyanpunov, o el criterio de
a´reas iguales que esta´ bien detallado en [9].
Simulacio´n en el dominio del tiempo: consiste en la solucio´n mediante me´todos nume´ri-
cos de las ecuaciones diferenciales y algebraicas que modelan el sistema.
Me´todo hibrido: es la mezcla de la simulacio´n en el tiempo y la inclusio´n de las ecua-
ciones de Lyapunov.
En este trabajo los estudios de estabilidad transitoria se realizaron por medio de la si-
mulacio´n en el dominio del tiempo. Estas simulaciones proporcionan las variables de intere´s
respecto al transcurso del tiempo.
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Figura 2.2: Circuito equivalente modelos simplificado maquina s´ıncrona
Entre tanto, se mostrara una perspectiva de la teor´ıa ba´sica de la estabilidad transitoria.
En la figura 2.3 se muestran las curvas de oscilacio´n de la evolucio´n temporal del a´ngulo del
rotor de un generador s´ıncrono denominado generalmente con la letra griega delta (δ) en dos
situaciones diferentes. Las curvas de oscilacio´n muestran si el a´ngulo del rotor del generador
se recupera y oscila en torno a un nuevo punto de equilibrio despue´s de la perturbacio´n como
se muestra en la figura 2.3 (a), o si aumenta y se produce inestabilidad como se evidencia
en la figura 2.3 (b). Dos conceptos son fundamentales en la compresio´n de la estabilidad
transitoria: la ecuacio´n de oscilacio´n y la relacio´n potencia a´ngulo, estos pueden ser usados
juntos para describir el criterio de a´reas iguale [9] [11].
En la literatura especializada se han clasificado algunos factores que afectan la estabilidad
transitoria de un generador s´ıncrono, ellos son:
La carga del generador: a ma´s carga, menos estable es el caso.
La distancia al fallo: cuanto mayor es la distancia, mayor es la potencia ele´ctrica vertida
por el generador durante la falla y ma´s estable es el caso.
El tiempo de despeje de la falla: a menor tiempo de despeje mayor estabilidad.
La selectividad de las protecciones: cuanto mayor es, mayor es la sinusoide que repre-
senta la potencia vertida despue´s del fallo y ma´s estable es el caso.
La inercia del generador: cuanto mayor es, menos se acelera la ma´quina, y ma´s estable
es el caso.
La tensio´n del sistema de trasmisio´n y la tensio´n interna del generador: cuanto mayor
son mayor es la sinusoide que representa la potencia vertida despue´s del fallo y ma´s
estable es el caso.
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Figura 2.3: Curvas de oscilacio´n del a´ngulo del rotor ante una perturbacio´n
2.1.1. Ecuacio´n de oscilacio´n y dina´mica del rotor de la maquina
s´ıncrona, modelo de segundo orden
Los generadores s´ıncronos son los encargados de generar la mayor parte de la energ´ıa
ele´ctrica consumida en la red, y su respuesta dina´mica resulta ser determinante para la
estabilidad del sistema despue´s de una perturbacio´n, para estudiar en detalle la estabilidad
transitoria en sistemas multi-maquina es necesario estudiar matema´ticamente el modelo del
generador s´ıncrono.
La ecuacio´n 2.1 gobierna el movimiento del rotor de una ma´quina s´ıncrona y se basa en
un principio elemental de la dina´mica, que establece que el par de aceleracio´n es igual al
producto del momento de inercia del rotor por su aceleracio´n angular [9] [11] [12].
J
dωm
dt
= Ta = Tm − Te [N ·m] (2.1)
.
en donde:
J es el momento de inercia del conjunto turbina generador en [Kg·m2].
ωm es la velocidad angular meca´nica del rotor en [rad/s].
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t es el tiempo en [s].
Ta es el par de aceleracio´n en [N ·m].
Tm es el par meca´nico en [N ·m].
Te es el par electromagne´tico en [N ·m].
.
Bajo operacio´n de estado estable del generador el par de aceleracio´n es nulo. En este caso
no hay aceleracio´n ni desaceleracio´n del rotor y la velocidad de rotacio´n es constante e igual
a la s´ıncrona.
La ecuacio´n 2.1 puede normalizarse en te´rminos de la constante de inercia H en valores de
p.u. definida como la energ´ıa cine´tica en vatios por segundo (W · s) a la velocidad nominal,
divido por la potencia base (Sbase), y usando (ω0m) para denotar la velocidad angular nominal
en rad/s.
H =
1
2
Jω20m
Sbase
(2.2)
El momento de inercia en te´rminos de H es:
J =
2H
ω20m
Sbase (2.3)
Sustituyendo la ecuacio´n 2.3 en la ecuacio´n 2.1 se tiene:
2H
ω20m
Sbase
dωm
dt
= Tm − Te (2.4)
Organizando la ecuacio´n se tiene:
2H
d
dt
(
ωm
ω0m
)
=
Tm − Te
Sbase/ω0m
(2.5)
Teniendo en cuenta de la dina´mica elemental, que la potencia es igual al par por la
velocidad angular ω0m, y usando cantidades en p.u se reescribe la ecuacio´n 2.5 como:
2H
dωr
dt
= Pm − Pe [p.u] (2.6)
En la ecuacio´n anterior:
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ωr =
ωm
ω0m
=
ωr/Pf
ω0/Pf
=
ωr
ω0
(2.7)
donde:
ωr es la velocidad angular ele´ctrica del rotor en [rad/s]
ω0 es la velocidad angular ele´ctrica nominal del rotor en [rad/s]
Pf es el nu´mero de pares de polos de campo.
Si δ es la posicio´n angular del rotor en radianes ele´ctricos con respecto a una frecuencia
rotando sincro´nicamente, y δ0 es su valor en t=0, se tiene:
δ = ωrt− ω0t+ δ0 [rad] (2.8)
Derivando la ecuacio´n anterior respecto al tiempo, se obtiene:
dδ
dt
= ωr − ω0 = ∆ωr [rad/s] (2.9)
Donde:
∆ωr es la variacio´n de la velocidad angular ele´ctrica del rotor en [rad/s]
Reemplazando las ecuaciones 2.7 y 2.9, y derivando nuevamente respecto al tiempo, se
obtiene:
d2δ
dt2
=
dωr
dt
= ω0
d
dt
(
ωr
ω0
)
= ω0
dωm
dt
[rad/s2] (2.10)
Reemplazando 2.10 en 2.6, se puede escribir:
2H
ω0
d2δ
dt2
= Pm − Pe [p.u] (2.11)
A menudo es importante incluir la componente de amortiguamiento de la ma´quina, esto
se logra adicionando un te´rmino proporcional a la desviacio´n de velocidad, as´ı:
2H
ω0
d2δ
dt2
= Pm − Pe −KD dδ
dt
[p.u] (2.12)
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La ecuacio´n 2.12 es la que rige la oscilacio´n de los generadores s´ıncronos. Como se puede
observar es una ecuacio´n diferencial de segundo orden, que gobierna la dina´mica rotacional
de la maquina s´ıncrona en los estudios de estabilidad
2.1.2. Relacio´n potencia-a´ngulo
Una caracter´ıstica importante que posee los SEP con la estabilidad transitoria es la re-
lacio´n entre la salida de potencia y posiciones de los rotores de la maquina s´ıncrona. La
suposicio´n fundamental para la determinacio´n de la ecuacio´n potencia-a´ngulo es que el efec-
to que tienen las variaciones en la velocidad de la maquina sobre la tensio´n generada es
despreciable, en efecto la manera en que la potencia ele´ctrica (Pe) cambia esta´ determinada
por las ecuaciones de flujo de potencia de la red y por el modelo que se usa para modelar la
ma´quina [12].
La figura 2.4 representa esquema´ticamente un generador que suministra potencia, a trave´s
de un sistema de trasmisio´n, al extremo receptor de un sistema en la barra 1. El recta´ngulo
es una caja negra con componentes pasivos lineales e incluye la reactancia transitoria del
generador. La tensio´n E1 representa la tensio´n interna del generador en la barra 1, y E2 es
la tensio´n en el extremo receptor de la red que se considera como una barra infinita.
Figura 2.4: Esquema de un sistema de potencia.
La matriz admitancia de barra (Ybus) para la red reducida de dos nodos es [12]:
Ybus =
[
Y11 Y12
Y21 Y22
]
(2.13)
El complejo conjugado de la potencia inyectada en la barra se puede expresar como:
CAPI´TULO 2. ESTABILIDAD EN SISTEMAS DE POTENCIA 14
Pk + jQk = Vk
N∑
n=1
(YknVn)
∗ (2.14)
Si se sustituyen los valores de la ecuacio´n 2.13 y se sustituye E
′
por V en la ecuacio´n 2.14
se obtiene:
P1 + jQ1 = E
‘
1
(
Y11E
‘
1
)∗
+ E‘1
(
Y12E
‘
2
)∗
(2.15)
Si se define:
E‘1 =
∣∣E‘1∣∣∠δ1 E‘2 = ∣∣E‘2∣∣∠δ2
Y‘11 =
∣∣E‘11∣∣∠δ11 Y ‘12 = ∣∣E‘12∣∣∠δ12
Y se reemplaza en la ecuacio´n 2.15 separando su parte real e imaginaria, se obtiene:
P1 =
∣∣E‘1∣∣2 · |Y11| cos (−θ11) + ∣∣E‘1∣∣ · ∣∣E‘2∣∣ · |Y12| cos (δ1 − δ2 − θ12) (2.16)
Q1 =
∣∣E‘1∣∣2 · |Y11| sen (−θ11) + ∣∣E‘1∣∣ · ∣∣E‘2∣∣ · |Y12| sen (δ1 − δ2 − θ12) (2.17)
La ecuacio´n 2.16 se puede escribir de forma ma´s simplificada como:
Pe = Pc + Pmaxcos(δ1 − δ2 − θ12) (2.18)
La ecuacio´n anterior se ha reemplazado P1 por Pe, frecuentemente se le llama ecuacio´n
de potencia a´ngulo, su gra´fica como una funcio´n de δ, se le llama grafica potencia− a´ngulo.
Donde Pc =
∣∣E‘1∣∣2 · |Y11| cos (−θ11), Pmax = ∣∣E‘1∣∣ · ∣∣E‘2∣∣ · |Y12| y el a´ngulo θ12 son constantes
para una configuracio´n de red dada y magnitudes de tensio´n E‘1 y E
‘
2 constantes [12].
2.1.3. Formulacio´n matema´tica
En la actualidad el me´todo ma´s apropiado para analizar la estabilidad transitoria de los
SEP, consiste en representar el conjunto de ecuaciones algebraico-diferenciales que rigen el
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comportamiento dina´mico de los distintos elementos del sistema, acopla´ndolas nume´ricamen-
te, y resolvie´ndolas con la ayuda de herramientas informa´ticas.
El SEP es definido por un conjunto de ecuaciones algebraico-diferencial de la siguiente
forma [11]:
x˙ = f (x, y) (2.19)
0 = g (x, y, p) (2.20)
Donde:
f (x) es el vector que contiene las variables de estado (a´ngulo del rotor δ, velocidad del
rotor ω).
f (y) es el vector que incluye las variables algebraicas (potencias de salida en los nodos,
tensiones nodales).
f (x, y) es una funcio´n no lineal asociada con las variables de estado que representan
ecuaciones diferenciales asociadas a la dina´mica de los generadores s´ıncronos y cargas del
sistema. Por su parte la expresio´n g (x, y, p) representa el sistema de ecuaciones algebraicas,
como lo son las ecuaciones de balance de potencia y el comportamiento esta´tico interno de
los elementos pasivos (cargas esta´ticas, condensadores en derivacio´n)
Cap´ıtulo 3
Despacho econo´mico
En este cap´ıtulo se abordaran los temas sobre el problema de despacho econo´mico conven-
cional y el despacho econo´mico con restricciones de estabilidad transitoria (DE-RET). Este
u´ltimo es un tema de gran intere´s ya que puede definir un punto de operacio´n de un sistema
que garantice la estabilidad transitoria ante una contingencia en la planificacio´n del despacho
o re despacho econo´mico. Adema´s muestra el modelo de despacho planteado en este trabajo
y la me´trica utilizada para medir la estabilidad transitoria.
3.1. Despacho econo´mico cla´sico
El despacho econo´mico es una estrategia para encontrar el valor de las potencias que debe
generar cada unidad de generacio´n para suplir la demanda requerida por el sistema ele´ctrico
en un periodo de tiempo determinado, al menor costo posible cumpliendo con criterios de
confiabilidad, seguridad y calidad [13] [12]. En Colombia todos los d´ıas a las ocho de la
man˜ana son recibidas las ofertas provenientes de los recursos de generacio´n y en conjunto
con el prono´stico de demanda se hace la planeacio´n del despacho econo´mico horario del d´ıa
siguiente del sistema interconectado nacional.
Puesto que los recursos de generacio´n de energ´ıa son tan variados (agua de los r´ıos, gas,
carbo´n, petro´leo) la preferencia de uno o de otro se fundamenta en los aspectos econo´micos,
te´cnicos, y geogra´ficos. A causa de lo anterior en la literatura se plantean algunos aspectos a
tener en cuenta [13]:
Prono´stico de la demanda pico que debe ser suplida para decisiones operativas a corto
plazo y decisiones de inversio´n a largo plazo.
16
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Manejo de la operacio´n incluyendo la potencia de salida, seleccio´n de la unidad que
debe arrancar, coordinacio´n hidrote´rmico, y la programacio´n de mantenimiento.
Planificacio´n de las inversiones a largo plazo de generacio´n y trasmisio´n.
Aunque un sistema ele´ctrico de potencia tiene mu´ltiples formas de cumplir con su deman-
da, hay ciertas combinaciones que dara´n un mejor rendimiento econo´mico o bien otras que
brindaran mayor seguridad para el sistema, por lo tanto el planteamiento del problema de
despacho econo´mico es necesario definirlo como un problema de optimizacio´n, seleccionando
una funcio´n objetivo adecuada, sujeto a las variable involucradas en el problema. En s´ıntesis
el problema de despacho econo´mico se puede formular como:
mı´n f(x) (3.1)
sujeto a G(x) = 0 (3.2)
H(x) ≤ 0 (3.3)
Donde:
x es el vector que contiene las variables de estado y las variables de control.
f(·) es la funcio´n objetivo.
G(·) son las restricciones de igualdad.
H(·) son las restricciones de desigualdad.
A nivel mundial la generacio´n de centrales te´rmicas predomina comparada con las cen-
trales de generacio´n hidra´ulicas, como consecuencia de que muchos pa´ıses no cuentan con
riquezas hidrolo´gicas y topograf´ıa montan˜osa para crear embalses. Debido que a nivel mun-
dial se cuentan con estos tipos de generacio´n, en la literatura se plantean dos principales
modelos de despacho, uno es el despacho de plantas te´rmicas y el otro es el despacho hi-
drote´rmico.
Despacho de plantas te´rmicas: la produccio´n de potencia en una central te´rmica puede
ser expresada como funcio´n de las entradas de combustible, dicha funcio´n puede ser
expresada de forma cuadra´tica, donde se tienen en cuenta la eficiencia de la planta y
el tipo de combustible utilizado [14]. Por lo tanto se posibilita obtener una funcio´n de
costo frente a la potencia ele´ctrica generada que esta´ sujeta a los costos de partida,
costo de apagado, costo de combustible, l´ımites de operacio´n. En la generacio´n te´rmica
las decisiones operativas tomadas durante la etapa de programacio´n no tienen mayores
consecuencias en periodos futuros [14].
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Despacho hidrote´rmico: el despacho hidrote´rmico define el cronograma de generacio´n de
centrales te´rmicas e hidra´ulicas, esta u´ltima es de naturaleza dina´mica lo que hace que
el modelo de optimizacio´n sea ma´s complejo. El despacho de las centrales hidroele´ctricas
se caracteriza por ser en esencia estoca´stico ya que presenta una dependencia con la
hidrolog´ıa que abastece los embalses, lo que incluye un riesgo de racionamiento en las
temporadas de sequ´ıa lo que conlleva a un buen planeamiento a largo y mediano plazo
[14].
En este trabajo solo se hara´ e´nfasis en el despacho de plantas te´rmicas ya que el sistema
de prueba utilizado es netamente te´rmico.
3.2. Despacho econo´mico de plantas te´rmicas
La caracter´ıstica principal de las centrales de generacio´n te´rmica es de expresar la
potencia generada como funcio´n de las entradas de combustible teniendo en cuenta la
eficiencia de la planta y el costo del combustible utilizado. Adema´s esta funcio´n tiene en
cuenta los costos laborales en la planta, costos de mantenimiento y costo de transporte
de combustible, estos costos se incluyen como parte fija de los gatos de explotacio´n ya
que es dif´ıcil expresar estos costos directamente como funcio´n de salida de la unidad
[12] [13] [14]. Normalmente, esta funcio´n de es expresada con un polemonio cuadra´tico
de la siguiente forma [13]:
F (Pg) = a · P 2g + b · Pg + c (3.4)
La operacio´n de las centrales te´rmicas esta´ limitada por los l´ımites de potencia ma´xima
(Pmax) que esta´ determinada por la capacidad de disen˜o del grupo caldera, turbina,
generador. Y la potencia mı´nima (Pmin) que esta´ determinada por los para´metros del
generador de vapor y el valor de potencia que se debe generara para que sea viable su
operacio´n.
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3.3. Despacho econo´mico con restricciones de esta-
bilidad transitoria (DE-RET)
3.3.1. Planteamiento del DE-RET
La formulacio´n matema´tica del DE-RET puede modelarse como ya se hab´ıa definido
anteriormente de la siguiente manera:
mı´n f(x, u) (3.5)
sujeto a g(x, u) = 0 (3.6)
h(x, u) ≤ 0 (3.7)
Donde, u es el conjunto de variables de control que incluye la potencia activa y la mag-
nitud de las tensiones del generador, la tensio´n en magnitud y a´ngulo de los generadores
que presentan oscilaciones, y la posicio´n de los taps de los transformadores. x es un
conjunto de variables dependientes, que incluye potencia activa y reactiva de los nodos
de generacio´n, tensio´n, a´ngulo de los nodos de carga. f(x, u) es la funcio´n objetivo que
es el costo total de la generacio´n, g(x, u) es el conjunto de restricciones de igualdad, que
son por lo general las restricciones de flujo de potencia para una condicio´n de funciona-
miento espec´ıfico. h(x, u) es el conjunto de restricciones de desigualdad, que representa
los l´ımites de las variables de control y los l´ımites de funcionamiento del sistema.
3.3.2. Funcio´n de costos
La funcio´n de costos es la funcio´n cuadra´tica propuesta en el despacho de las plantas
te´rmicas
FG =
N∑
i=1
ai · P 2Gi + bi · PGi + ci (3.8)
Donde:
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PGi es la potencia activa del i-e´simo generador
N es el nu´mero total de generadores
ai, di, ci son coeficientes de costo del i-e´simo generador
3.3.3. Las restricciones del DE-RET
El DE-RET puede ser considerado matema´ticamente como un despacho econo´mico
convencional con restricciones de desigualdad adicionales impuestas ya bien sea por
l´ımites del a´ngulo del rotor o por la velocidad angular del mismo. La solucio´n del flujo
de potencia que no solo debe cumplir con las restricciones de estado estable impuestas
por el problema de despacho econo´mico convencional, sino tambie´n la restricciones
dina´micas impuestas por la velocidad angular del rotor durante el periodo transitorio
en estudio para un conjunto dado de contingencias. Es importante resaltar que para
este trabajo la me´trica utilizada que define el criterio de estabilidad transitoria es la
velocidad angular en comparacio´n con lo propuesto en [1] [7] que es el a´ngulo del rotor.
3.3.3.1. Restricciones de igualdad
Las siguientes ecuaciones pertenecen al flujo de potencia y forman parte de las restric-
ciones de igualdad.
PGi − PDi − PPL = 0 (3.9)
Donde:
PGi es la potencia generada en el i-e´simo nodo PV.
PDi es la potencia demanda en el i-e´simo nodo de carga PQ.
PPL es la potencia de pe´rdidas en las l´ıneas de trasmisio´n.
La ecuacio´n anterior hace referencia al balance de potencias que se debe cumplir en
un sistema de potencia. Cabe sen˜alar que el termino PPL de la ecuacio´n 3.9 se define
como:
Vi
∑
j=1Ni
Vj (Gij · cosθij −Bij · senθij) i = 1, ..., NB (3.10)
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3.3.3.2. Restricciones de desigualdad
Las restricciones de desigualdad esta´n dadas por los l´ımites ma´ximos y mı´nimos de
generacio´n de potencia activa:
PGimin ≤ PGi ≤ PGimax i = 1, ..., NG (3.11)
Donde, NG es el nu´mero de generadores.
3.3.3.3. Restricciones de estabilidad transitoria
Problema de estabilidad transitoria de un sistema de potencia es descrito por las ecua-
ciones del cap´ıtulo 2.2.1 que se plantean para los i-e´simos generadores que conforma el
sistema, dichas ecuaciones se pueden resolver como ya se hab´ıa visto antes por medio
de la simulacio´n en el dominio del tiempo. En este trabajo para simplificar el criterio
de estabilidad transitoria se define en te´rminos de la velocidad angular del rotor (ω) y
por lo tanto la restriccio´n de desigualdad se formula como:
ωmedida ≤ ωreferencia (3.12)
Donde, ωreferencia fue un valor heur´ıstico tomado como 1.5708 [rad/s] y ωmedida es la
diferencia (ecuacio´n 3.13) que existe entre el la velocidad angular ma´xima ωma´xima y
la velocidad angular mı´nima ωmı´nima durante el pos-fallo del conjunto de generadores
s´ıncronos que conforman el sistema de potencia.
ωi medida = |ωma´xima − ωmı´nima| (3.13)
Para mejor comprensio´n del criterio de restricciones de estabilidad transitoria propues-
ta en este modelo, en la figura 3.1 se muestra el comportamiento del modelo dina´mico
del sistema en un estado inestable segu´n la me´trica planteada. Es evidente que la dife-
rencia de velocidades angulares ωma´xima y ωmı´nima durante el pos-fallo es mayor 1.5708
[rad/s] violando el l´ımite establecido (guiones rojos horizontales), de ah´ı que, el sistema
se considera en un estado inestable.
Ahora bien, en la figura 3.2 se muestra el comportamiento del modelo dina´mico del
sistema en un estado estable para la me´trica planteada. Se puede observar que la
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diferencia de velocidades angulares ωma´xima y ωmı´nima durante el pos-fallo es igual cero,
mantenie´ndose dentro del el rango establecido (1.5708 [rad/s]), de modo que se cumpla
el criterio de estabilidad transitoria.
Figura 3.1: Dina´mica del sistema es estado inestable
Figura 3.2: Dina´mica del sistema es estado estable
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3.3.4. Modelo del DE-RET propuesto en este trabajo
El problema de DE-RET incluye una cantidad de restricciones de igualdad y desigual-
dad. Un enfoque comu´n para la solucio´n del problema de optimizacio´n con restricciones
es el uso de una funcio´n de penalizacio´n [7]. Donde el problema general se transforma a
uno sin restricciones, penalizando la violacio´n del algu´n l´ımite establecido obteniendo
como resultado una u´nica funcio´n objetivo, que se minimiza mediante un algoritmo
de optimizacio´n sin restricciones. La funcio´n objetivo que se describe en las ecuacio-
nes 3.5 3.6 3.7 se generaliza como se muestra a continuacio´n usando una funcio´n de
penalizacio´n:
mı´nF (x, u) = f(x, u) + β · h(x, u) (3.14)
Dado que la restriccio´n de igualdad (ecuacio´n 3.9) se impone expl´ıcitamente por el
ca´lculo del flujo de potencia se elimina de la funcio´n objetivo. Por otro lado la restric-
cio´n de desigualdad de estabilidad transitoria (ecuacio´n 3.12) se le suma a la funcio´n
objetivo acompan˜ado de un factor de penalizacio´n β que fue escogido heur´ısticamente
buscando un valor representativo que significara un aumento considerable para la fun-
cio´n objetivo si violaba el l´ımite establecido por la restriccio´n y presentara inestabilidad
transitoria.
El modelo de despacho econo´mico mostrado anteriormente fue optimizado utilizando
el algoritmo de optimizacio´n metahuristica particle swarm optimization (PSO) que se
desarrollo´ en Matlab y esta descrito en el cap´ıtulo 4. La funcio´n objetivo planteada
para el DE-RET tiene como variables de salida el costo total de la generacio´n y las
potencias de salida de cada generador que garantizan la estabilidad transitoria ante
alguna contingencia. Como datos de entrada en la funcio´n objetivo se tiene toda la
informacio´n del sistema de potencia (l´ıneas de trasmisio´n, cargas, datos de los gene-
radores que son necesarios para el estudio de estabilidad transitoria), adema´s se le
debe proporcionar la informacio´n del fallo que se simulara, el instante de tiempo en
el que ocurre y el tiempo en el que se aclara. Datos que son utilizados para el ca´lculo
del flujo de potencia que posteriormente entregara los resultados de tensiones nodales,
pe´rdidas en el sistema, el a´ngulo del rotor δ, velocidad angular ω, la potencia meca´nica
y ele´ctrica del generador, tensione interna del generador E
′
, el a´ngulo del centro de
inercia, la velocidad angular del centro de inercia, Ybus, Ybus aumentada, Ybus del
fallo. Datos que son importantes para el ana´lisis de la estabilidad transitoria del sistema.
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La funcio´n objetivo trabaja de la siguiente forma: para cada iteracio´n del algoritmo de
optimizacio´n PSO, se obtienen las potencias para los generadores de forma aleatoria
que cumplen con las restricciones de potencia ma´xima y potencia mı´nima de cada
generador, estas potencias son utilizadas para el ca´lculo del flujo de potencia por el
me´todo de Newton Raphson, obteniendo las variables de estado del sistema, adema´s
de cumplir con el balance de potencias. Despue´s se seleccionan las potencias generadas
ya teniendo en cuanta las pe´rdidas del sistema y estas son utilizadas para el ana´lisis de
estabilidad transitoria mediante las ecuaciones estudiadas en el cap´ıtulo 2.1.1 definiendo
si el sistema es estable o inestable para proceder a evaluar la funcio´n objetivo descrita
anteriormente hasta que el proceso de optimizacio´n termine. Para este trabajo el criterio
de parada del algoritmo de optimizacio´n fue 200 iteraciones, criterio que se escogio´ a
conveniencia despue´s de haber probado diferente nu´mero de iteraciones. En la figura
3.3 se muestra el diagrama de flujo del DE-RET.
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Figura 3.3: Diagrama de flujo DE-RET
Cap´ıtulo 4
Uso del PSO (particle swarm
optimization)
En este cap´ıtulo se abordara los temas referentes al modelo de optimizacio´n metahu-
ristica PSO, se explicara el modelo matema´tico de este, y se presentara el modelo de
optimizacio´n del despacho econo´mico con restricciones de estabilidad transitoria.
4.1. Particle swarm optimization
La optimizacio´n por enjambre de part´ıculas o PSO es un modelo de optimizacio´n pa-
ra resolver problemas no lineales, inspirado en modelos de conductas sociales, como
el movimiento descrito por las bandadas de aves o bancos de peces (figura 4.1) desa-
rrollado por los investigadores Kennedy y Eberhart en 1995 [15], [16], [17]. PSO es
denominado como un modelo de optimizacio´n metaheur´ıstico ya que asume pocas o
ninguna hipo´tesis sobre el problema a optimizar y puede aplicarse en grandes espacios
de soluciones candidatas. Sin embargo el PSO no garantiza una solucio´n o´ptima en
todos los casos. El modelo PSO ha resultado ser un fuerte competidor en el campo de
la optimizacio´n nume´rica similar a los algoritmos gene´ticos (AG), la optimizacio´n por
enjambre de part´ıculas consiste en una poblacio´n de individuos o part´ıculas, las cuales
representan diferentes posiciones dentro del espacio de bu´squeda y poseen, adema´s, una
velocidad mediante la cual actualizan sus posiciones. En el contexto de la optimizacio´n,
cada posicio´n dentro del espacio de bu´squeda tiene asociado un valor nume´rico que es
cuantificado mediante la funcio´n objetivo, de manera que el o´ptimo de la funcio´n se
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encuentra en la posicio´n en la que tome el valor mı´nimo o ma´ximo segu´n lo que se
desee.
Figura 4.1: Bandada de aves y banco de peces
En el conjunto de part´ıculas del PSO se crean jerarqu´ıas, donde se cuenta con un l´ıder
grupal destacado y los dema´s miembros de la poblacio´n. El l´ıder posee caracter´ısticas
f´ısicas o habilidades superiores a las dema´s part´ıculas, por otro lado los dema´s miembros
conf´ıan en las habilidades de su l´ıder para ser dirigidos, aunque, el l´ıder puede cambiar
si surge una part´ıcula con mejores caracter´ısticas del l´ıder existente[18] [16]. Como
caracter´ısticas del PSO cada part´ıcula puede modificar su comportamiento en el espacio
de soluciones basado en tres factores:
Conocimiento del entorno.
Conocimiento histo´rico o de experiencias anteriores.
Experiencias de los individuos situados en su vecindario.
Durante la bu´squeda de soluciones es necesario que cada part´ıcula tenga conocimiento
de la posicio´n propia y la de los dema´s miembros con el propo´sito de evitar choques, y
se debe conocer la posicio´n del l´ıder para no alejarse de su direccio´n de su bu´squeda.
Este comportamiento es la base del algoritmo PSO [18].
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4.2. Algoritmo PSO
En el algoritmo convencional de PSO, cada part´ıcula se mueve con una velocidad den-
tro del espacio de solucio´n y retiene en su memoria la mejor posicio´n que encontro´. El
PSO supone un espacio de bu´squeda n-dimensional. En PSO un nu´mero de part´ıculas
forman un enjambre que vuelan en todo el hiperespacio del problema para buscar una
solucio´n o´ptima. Las coordenadas de cada part´ıcula representan una posible solucio´n
con dos vectores asociados a ella, la posicio´n X y la velocidad V. durante su bu´sque-
da, las part´ıculas interactu´an entre si de una manera determinada para optimizar su
experiencia de bu´squeda. En cada iteracio´n, cada part´ıcula guarda la mejor posicio´n
Pbest obtenida en su recorrido y a su vez guarda la mejor posicio´n obtenida por el l´ıder
del cumulo Gbest [15]. Conceptualmente Pbest representa la memoria autobiogra´fica,
a trave´s de la cual cada part´ıcula recuerda sus antiguas experiencias [18]. Las variables
se definen como se muestra a continuacio´n:
La posicio´n de la part´ıcula i en el instante de tiempo t es un vector n − dimensional
denotado por:
Xi (t) = (xi,1, xi,2, ..., xi,n) (4.1)
La velocidad de la part´ıcula en el tiempo t es tambie´n un vector n-dimensional denotado
por:
Vi (t) = (vi,1, vi,2, ..., vi,n) (4.2)
La mejor posicio´n Pbest de la part´ıcula i− e´sima en el tiempo t se denota por:
Pbest,i = (Pbest,i,1, Pbest,i,2, ..., Pbest,i,n) (4.3)
La mejor posicio´n global Gbest obtenida por el l´ıder del cu´mulo en el espacio de solucio´n
se denota por:
Gbest,i = (Gbest,i,1, Gbest,i,2, ..., Gbest,i,n) (4.4)
La seleccio´n del l´ıder del cumulo es un procedimiento que se realiza durante cada ciclo
generacional. Este operador consiste en la comparacio´n de los valores de la funcio´n
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objetivo para cada part´ıcula, siendo el l´ıder aquel que presenta mejor valor de funcio´n
objetico. Si durante el proceso generacional, ninguna part´ıcula llega a mejorar la solu-
cio´n del l´ıder, todas las part´ıculas tendera´n a asemejar su valor, a medida que avanza
el proceso iterativo, hasta quedar ubicadas cerca de la misma regio´n [18].
4.2.1. Funcio´n de vuelo
La velocidad vi(t) representa una direccio´n de bu´squeda de cada part´ıcula, la ecuacio´n
empleada para actualizar la velocidad de cada part´ıcula, en cada iteracio´n del algoritmo
tiene la siguiente forma:
vi (t+ 1) = ω · vi (t) + C1 · rand (Pbest − xi (t)) + C2 · rand (Gbest − xi (t)) (4.5)
Los para´metros de la funcio´n de vuelo 4.5 se explican a continuacio´n:
4.2.1.1. Factor de inercia ω:
Controla el grado de influencia que la velocidad actual de la part´ıcula vi (t) produce
sobre la velocidad futra vi (t+ 1). Este factor permite controlar el balance entre la
diversificacio´n y la intensificacio´n de la bu´squeda en el espacio de soluciones, y divide
el cumulo de part´ıculas en individuos exploradores y colonizadores. Un valor grande de
ω produce part´ıculas exploradoras, es decir durante el proceso iterativo explora en gran
parte el espacio de soluciones. Un valor pequen˜o de ω produce individuos colonizadores,
es decir enfocan su bu´squeda en una regio´n espec´ıfica. El factor de inercia puede ser
constante o variable durante el proceso de optimizacio´n, en este trabajo se eligio´ un
factor de inercia variable que var´ıa desde un valor ωmax hasta un valor mı´nimo ωmin,
variando linealmente con el paso de las iteraciones [15] [18]. La ecuacio´n que rige este
modelo de ω es la siguiente:
ωt = ωmax −
(
ωmax − ωmin
tmax
· t
)
(4.6)
Donde, tmax es el ma´ximo nu´mero de iteraciones, y t es el nu´mero actual de la iteracio´n.
ωmax y ωmin son los l´ımites superiores e inferiores del factor de inercia. Los valores t´ıpicos
de ω esta´n entre 0 y 1 [17]; para este trabajo los valores de las ω fueron de 0.4 y 0.9
respectivamente.
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4.2.1.2. Constantes de aceleracio´n C1 y C2:
Las constante de aceleracio´n son valores que direccionan las part´ıculas hacia una mejor
posicio´n local o global, la constante C1 regula la influencia que tiene la mejor posicio´n
alcanzada por la part´ıcula, para la determinacio´n de su nueva direccio´n. C2 regula
la influencia del l´ıder del cumulo en la direccio´n de bu´squeda de cada part´ıcula. Las
constantes de aceleracio´n son valores positivos y constantes, en la literatura se propone
que la suma de estas no superen un valor de 4 (C1+C2 ≤ 4) [15] [16] [17]. La adecuada
configuracio´n de estas constantes en el modelo de optimizacio´n permite que la poblacio´n
no se homogenice durante el proceso. Se pueden realizar los ajuste de las constantes de
aceleracio´n teniendo en cuenta los siguientes criterios [18]:
Si c1 > 0 y c2 = 0, las part´ıculas se comportan de forma independiente y cada
part´ıcula realiza una bu´squeda local.
Si c1 = 0 y c2 > 0, las part´ıculas actu´an colectivamente y cada part´ıcula realiza
una bu´squeda estoca´stica.
Si c1 = c2 > 0, las part´ıculas son atra´ıdas por el valor promedio entre el conoci-
miento individual y el conocimiento colectivo.
Si c1 > c2, las part´ıculas privilegian la experiencia propia sobre la experiencia del
grupo.
Si c2 > c1, la experiencia colectiva se privilegia sobre la individual.
Si c1 y c2 son de valores pequen˜os producen trayectorias de desplazamiento suaves.
Si c1 y c2 son valores grandes producen trayectorias de desplazamiento bruscos.
En la literatura especializada se propone que estas constantes de aceleracio´n se mo-
difiquen de manera adaptativa. De acuerdo con esto, estas constantes se determinan
as´ı:
c1 =
(c1min − c1max)
tmax
· t+ c1max (4.7)
c2 =
(c2min − c2max)
tmax
· t+ c2max (4.8)
Donde, tmax es el ma´ximo nu´mero de iteraciones, y t es el nu´mero actual de la iteracio´n.
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4.2.1.3. rand() :
Son dos nu´meros aleatorios generados por separado, uniformemente distribuidos en el
intervalo [0, 1] que an˜aden la naturaleza estoca´stica al modelo.
4.2.1.4. Mejor ubicacio´n local (Pbest) :
Representa la memoria de cada individuo. Es la variable que almacena la mejor posi-
cio´n que la part´ıcula ha tenido durante su recorrido. Para cada part´ıcula, la diferencia
(Pbest − xi (t)) muestra en cada momento la distancia entre la posicio´n actual y la mejor
posicio´n histo´rica
4.2.1.5. Mejor ubicacio´n global (Gbest) :
Representa la memoria del grupo. Es la variable que almacena el valor de la mejor ubica-
cio´n que ha tenido el l´ıder del cumulo durante su recorrido. La diferencia (Gbest − xi (t))
muestra, para cada part´ıcula y cada momento, la distancia entre posicio´n actual y la
mejor posicio´n histo´rica del l´ıder.
4.2.2. Actualizacio´n de la posicio´n:
La actualizacio´n de las part´ıculas se calcula a partir de su velocidad futura, como se
muestra a continuacio´n:
xt (t+ 1) = xi (t) + vi (t+ 1) (4.9)
4.2.3. Diagrama de flujo PSO
La forma de funcionamiento del modelo del PSO se muestra en el siguiente diagrama
de flujo.
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Figura 4.2: Diagrama de flujo PSO
Cap´ıtulo 5
Casos de estudio y resultados
Este cap´ıtulo muestra los resultados obtenidos de la optimizacio´n del despacho econo´mi-
co considerando restricciones de estabilidad transitoria descrita en el cap´ıtulo 3.3, desa-
rrollado en el software MATLAB y ejecutado en un computador porta´til Intel(R) Co-
re(TM)2 Duo 2.10GHz, 4,00 GB de memoria RAM. El algoritmo de despacho econo´mico
fue implementado en el sistema de prueba IEEE39 nodos de Nueva Inglaterra (figura
5.1) el cual cuenta con 10 generadores, 46 l´ıneas de trasmisio´n, una carga de 61.2450 p.u
de potencia activa y 15.9336 en p.u de potencia reactiva (Sbase=100MVA). En dicho
algoritmo se buscaba obtener el mı´nimo costo del despacho econo´mico garantizando la
estabilidad transitoria mediante el ana´lisis de las soluciones obtenidas y representadas
en las gra´ficas de convergencia, comportamiento de las variables de estado del generador
en el dominio del tiempo, y ajuste de los para´metros del modelo de optimizacio´n PSO.
El tiempo de simulacio´n para el ana´lisis de estabilidad transitoria para cada iteracio´n
fue de 0 a 10 segundos, rango que es adecuado para revelar si se produce dicha inesta-
bilidad. Adema´s, en la tabla 5.1 se muestran los para´metros de ajuste del me´todo de
optimizacio´n PSO (cap´ıtulo 4) que se utilizaron en los casos de estudio, estos para´me-
tros fueron escogidos como resultado de la buena solucio´n que se obtuvo durante todo
del proceso de ejecucio´n del algoritmo.
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Para´metros Valor
Numero de part´ıculas 20
Iteraciones 200
Factor de inercia ω ωmin = 0,4 ωmax = 0,9
Constantes de aceleracio´n Cmin = 0,9 Cmax = 1
Tabla 5.1: Para´metros PSO.
Figura 5.1: Diagrama unifilar sistema IEEE 39 nodos de Nueva Inglaterra.
CAPI´TULO 5. CASOS DE ESTUDIO Y RESULTADOS 35
5.1. Resultado modelo de despacho econo´mico cla´si-
co. Caso base
Inicialmente, se realizo´ una simulacio´n del despacho econo´mico convencional dejando a
un lado el ana´lisis y las restricciones de estabilidad transitoria con el objetivo de probar
el modelo de optimizacio´n (PSO) planteado y corroborar el correcto funcionamiento
de e´ste.
El modelo de despacho econo´mico planteado en cap´ıtulo 3.1 sin restricciones de es-
tabilidad transitoria se estudiara en esta seccio´n y lo denominaremos caso base. Los
resultados obtenidos se muestran a continuacio´n. En la tabla 5.2 se muestra los resul-
tados de 8 soluciones de despacho econo´mico convencional donde se tiene las potencias
inyectadas por los diez generadores en p.u, adicionalmente se tiene las pe´rdidas de cada
despacho en p.u, el costo total del despacho en do´lares ($), y el tiempo computacional
en segundos (s). Como se puede observar en la tabla 5.2 en la fila de los cotos, el costo
mı´nimo y ma´ximo entre las 8 muestras fue de 4.5005e+9$ y 4.6994e+9$ respectivamen-
te, con lo que se puede concluir que la solucio´n o´ptima del costo total de la generacio´n
converge generalmente en ese intervalo y se evidencia que la dispersio´n en los valores
de los costos obtenidos para diferentes soluciones es muy pequen˜a. Adema´s, se pudo
comprobar que el algoritmo de optimizacio´n PSO programado funciono correctamente
como se muestra en la figura 5.2 donde se muestra la gra´fica de convergencia de la mejor
solucio´n obtenida de las 8 muestras (mı´nimo costo 4.5005e+9$), En el eje vertical se
muestra el costo de la generacio´n y en el eje horizontal las iteraciones. En cuanto a el
tiempo computacional en los casos donde ma´s tiempo tardo en terminar la simulacio´n
fue a causa en la no convergencia del flujo de potencia (NewtonRaphson) en alguna
iteracio´n.
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Muestras caso base
P.G[p.u] 1 2 3 4 5 6 7 8
Pg1 5.4190 5.3993 3.8607 6.2370 5.9323 6.6270 6.1968 4.9210
Pg2 11.0448 11.0464 11.4949 11.0818 11.0400 11.0400 11.0403 11.0465
Pg3 2.1754 3.9948 3.2551 3.6609 3.8321 3.1657 3.0289 2.5982
Pg4 5.6013 3.7237 6.0061 3.6361 3.5990 5.5780 4.5339 3.1660
Pg5 4.6001 5.7225 3.8496 5.7430 7.4247 6.4991 7.2970 6.8678
Pg6 5.0784 4.9086 5.9835 5.3159 5.0992 5.0510 5.7354 4.3042
Pg7 6.4908 6.3623 6.7459 5.0982 5.3487 5.1739 6.0845 5.5200
Pg8 5.4044 5.9939 4.3624 4.3648 5.8822 7.2289 7.0257 6.9950
Pg9 9.8376 9.4289 9.3177 9.8543 7.3860 5.3982 5.0323 8.0373
Pg10 6.1359 5.1734 6.8677 6.8036 6.1207 5.9079 5.7019 8.3077
Perdidas[p.u] 0.5426 0.5088 0.4986 0.4668 0.4198 0.4245 0.4316 0.5185
Costos[$] 4.5243e+9 4.6145e+9 4.6994e+9 4.6419e+9 4.5894e+9 4.6746e+9 4.6340e+9 4.5005e+9
Tiempo[s] 53.8973 71.1768 53.1027 52.0627 51.6460 51.1444 67.1684 52.3343
Tabla 5.2: Tabla de potencias caso base.
Figura 5.2: Grafica de convergencia caso base.
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5.2. Resultados despacho econo´mico con restriccio-
nes de estabilidad transitoria (DE-RET).
A continuacio´n se mostrara los casos de estudio del DE-RET, para cada caso de estu-
dio se simulo una contingencia en una l´ınea de trasmisio´n, en un periodo de tiempo de
10 segundos para el ana´lisis de estabilidad transitoria, donde el fallo ocurr´ıa a los 0.5
segundos, y cuyo libramiento se lleva a cabo en el segundo 0.6, por lo tanto, se aislaba
el fallo. Cabe sen˜alar, que se utilizo´ en el modelo de la maquina s´ıncrona un coeficiente
de amortiguamiento (damping) de 0.5 para todos los casos de estudio.
Para el caso uno en particular, se mostrara las gra´ficas de la velocidad angular (ω),
a´ngulo (δcoi) y velocidad angular (Ωcoi) respecto al centro de inercia (COI), adema´s,
las gra´ficas de potencia meca´nica y ele´ctrica cuando el sistema se encontraba en una
condicio´n estable e inestable. Para los dema´s casos, por simplicidad, se mostrara la
solucio´n ma´s o´ptima en una muestra de 8 despachos, ensen˜ando las potencias inyectadas
por cada generador, las perdidas, el costo, el tiempo computacional, y por u´ltimo, la
gra´fica de convergencia.
5.2.1. Caso 1. Fallo en la l´ınea que conecta los nodos 12 y 11
En este caso particular se mostrara detalladamente los resultados del despacho econo´mi-
co explicado en la seccio´n 3.3.4.
Para el algoritmo planteado, en cada iteracio´n se obten´ıan 20 posibles soluciones, debido
a que en los para´metros de ajuste del modelo de optimizacio´n se ten´ıan una poblacio´n
de 20 part´ıculas. Entre esas posibles soluciones, se contaba con part´ıculas que hac´ıan el
sistema estable e inestable. En las figuras 5.3, 5.4, 5.5 se muestra la evolucio´n de la velo-
cidad angular (ω), el a´ngulo (δCOI) y velocidad angular (∆ΩCOI), potencias meca´nica
y ele´ctrica de cada uno de los generadores en la primera iteracio´n de una part´ıcula
estable. Como se puede observar, las variables estado despue´s de ser sometidas a la
contingencia regresaron a un punto de operacio´n estable, garantizando mantener el sin-
cronismo de los generadores del sistema. Por el contrario, en las figuras 5.6, 5.7, 5.8 se
muestra el comportamiento de las variables de estado de una part´ıcula inestable en la
primera iteracio´n; es evidente que los 10 generadores se aceleraron y se mantuvieron un
estado transitorio, asimismo, sus a´ngulos (δCOI) y velocidades (∆ΩCOI) tiende al infi-
nito, adema´s, la potencia ele´ctrica es oscilante, lo que hace que los generadores pierdan
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el sincronismo. Por otro lado, la potencia meca´nica se mantiene constante, puesto que,
as´ı se planteo´ en el modelo.
Figura 5.3: Grafica de (ω) part´ıcula estable. Iteracio´n 1
Figura 5.4: Grafica de δCOI y ∆ΩCOI part´ıcula estable. Iteracio´n 1
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Figura 5.5: Grafica potencia ele´ctrica y meca´nica part´ıcula estable. Iteracio´n 1.
Figura 5.6: Grafica de (ω) part´ıcula inestable. Iteracio´n 1
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Figura 5.7: Grafica de δCOI y ∆ΩCOI part´ıcula inestable. Iteracio´n 1
Figura 5.8: Grafica potencia ele´ctrica y meca´nica part´ıcula inestable. Iteracio´n 1.
Cabe aclarar, que el modelo de optimizacio´n con el paso de las iteraciones descartaba
las part´ıculas que fueran inestables, es decir la solucio´n final aseguraba la estabilidad
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transitoria. En la figura 5.9 se muestra para este caso de estudio, el nu´mero de part´ıculas
inestables durante el proceso iterativo, como se puede observar, a partir de la iteracio´n
28 el modelo de optimizacio´n garantizaba que todas las part´ıculas fueran estables, y por
lo tanto se aseguraba un despacho econo´mico garantizando la estabilidad transitoria,
como se muestra en las figura 5.10, 5.11, 5.12, las cuales corresponden a una part´ıcula
en la iteracio´n final. Es importante resaltar que al final del proceso iterativo todas las
part´ıculas tuvieron el mismo comportamiento mostrado en dichas gra´ficas
Figura 5.9: Part´ıculas inestables caso 1.
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Figura 5.10: Grafica de (ω). Iteracio´n 200
Figura 5.11: Grafica de δCOI y ∆ΩCOI . Iteracio´n 200
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Figura 5.12: Grafica potencia ele´ctrica y meca´nica. Iteracio´n 200.
Entre tanto, en la tabla 5.3 se muestra las potencias inyectadas por los generadores, las
perdidas, el costo del despacho en este caso. Adicionalmente en la figura 5.13 se muestra
la gra´fica de convergencia, de la cual se puede concluir el que me´todo de optimizacio´n
encontraba el o´ptimo a partir de la iteracio´n 115.
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P.G[p.u] Caso 1
Pg1 5.8926
Pg2 11.0758
Pg3 3.8321
Pg4 5.8557
Pg5 6.4151
Pg6 3.9884
Pg7 4.2806
Pg8 6.4557
Pg9 7.6649
Pg10 6.3162
Perdidas[p.u] 0.4605
Costos[$] 4.6607e+9
Tabla 5.3: Tabla de potencias caso 1.
Figura 5.13: Grafica convergencia caso 1.
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5.2.2. Caso 2. Fallo en la l´ınea que conecta los nodos 14 y 34
La tabla 5.4 muestra los resultados obtenidos del proceso de optimizacio´n del DE-RET
para un fallo en la l´ınea que conecta los nodos 14 y 34. Para este caso, el valor la desvia-
cio´n angular ma´xima δcoi entre el grupo de los 10 generadores en la u´ltima iteracio´n fue
51 grados, donde al final del proceso se aseguro´ la estabilidad transitoria. Para prueba
de ello, se puede observar en la figura 5.14 que a partir de la iteracio´n 74 el modelo de
optimizacio´n descartaba las soluciones inestables.
P.G[p.u] Caso2
Pg1 4.1469
Pg2 11.0400
Pg3 3.3910
Pg4 3.9548
Pg5 8.3437
Pg6 2.3269
Pg7 6.3244
Pg8 6.2886
Pg9 8.0085
Pg10 7.9468
Perdidas[p.u] 0.5266
Costos[$] 4.5466e+9
δcoi Max [Grados] 51
Tiempo[s] 1695.699724
Tabla 5.4: Tabla de potencias caso 2.
CAPI´TULO 5. CASOS DE ESTUDIO Y RESULTADOS 46
Figura 5.14: Part´ıculas inestables caso 2.
El la figura 5.15 muestra la evolucio´n del valor final de la funcio´n objetivo en este caso.
Figura 5.15: Grafica convergencia caso 2.
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5.2.3. Caso 3. Fallo en la l´ınea que conecta los nodos 28 y 26
La tabla 5.5 muestra los resultados obtenidos del proceso de optimizacio´n del DE-RET
para un fallo en la l´ınea que conecta los nodos 26 y 28. Igual a los casos anteriores
el modelo propuesto funciono correctamente, adema´s el tiempo computacional en los
3 casos muy parecido. En la figura 5.16 se muestra la gra´fica de convergencia y en la
figura 5.17 se muestra el nu´mero de part´ıculas inestables a trave´s de las iteraciones.
P.G[p.u] Caso 3
Pg1 5.1977
Pg2 11.0425
Pg3 3.1328
Pg4 5.4889
Pg5 6.5555
Pg6 5.7014
Pg7 4.5131
Pg8 7.0737
Pg9 6.6245
Pg10 6.3824
Perdidas[p.u] 0.4621
Costos[$] 4.5958e+9
δcoi Max [Grados] 45
Tiempo[s] 1707.494839
Tabla 5.5: Tabla de potencias caso 3.
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Figura 5.16: Grafica convergencia caso 3.
Figura 5.17: Particulas inestables caso3
Cap´ıtulo 6
Conclusiones
En este trabajo de grado fue formulado un modelo de optimizacio´n para determinar
el punto de operacio´n o´ptimo de un sistema de potencia cuando es sometido a una
perturbacio´n severa, considerando tanto las restricciones te´cnicas de operacio´n del sis-
tema como las restricciones de estabilidad transitoria del mismo. Adema´s, el modelo
de despacho econo´mico considerando restricciones de estabilidad transitoria resultante,
incluye la solucio´n de ecuaciones en el dominio del tiempo que describen la evolucio´n
temporal de todas las ma´quinas del sistema. De ah´ı que, el modelo propuesto es con-
fiable y generalmente proporciona soluciones o´ptimas en los casos estudiados.
El conjunto de soluciones obtenidas muestra que con la variacio´n de las potencias inyec-
tadas por los generadores s´ıncronos, puede cambiar el punto de operacio´n del sistema
desde el punto de vista de la estabilidad transitoria, es decir, se puede pasar de un
estado inestable a un estado estable mediante la variacio´n de las mismas.
Los resultados demuestran la eficacia y potencial del modelo de optimizacio´n metahu-
ristica Particle Swarm Optimization para la solucio´n del DE-RET, asimismo, el PSO
resulta ser un fuerte competidor de los modelos de optimizacio´n de bu´squeda aleatoria
como lo son los algoritmos gene´ticos, aplicados a la optimizacio´n de los sistemas de
potencia.
Entre tanto, la configuracio´n de los para´metros del PSO, hablando propiamente de las
constantes de aceleracio´n, resulta ser de mucha importancia, puesto que de ellas de-
pende encontrar el o´ptimo global y no quedar atrapado en un o´ptimo local con el paso
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de las iteraciones. Cabe aclarar, que la escogencia de uno u otro valor dependen del
problema de optimizacio´n que se desee solucionar.
En el desarrollo teo´rico e implementacio´n del problema de optimizacio´n, se demostro´
la complejidad del mismo desde el punto de vista computacional, ya que el modelo ma-
tema´tico de los sistemas de potencia para el ana´lisis de estabilidad transitoria cuenta
con nu´mero elevado de ecuaciones no lineales a resolver.
Finalmente, el algoritmo planteado en este trabajo es una forma elegante y eficaz para
operar el sistema de potencia de forma o´ptima desde el punto de vista del despacho
econo´mico en cuanto a costo y la estabilidad transitoria del mismo.
6.1. Futuros trabajos de investigacio´n
Estudiar y desarrollar un modelo de despacho econo´mico ma´s complejo, como lo puede
ser un despacho hidrote´rmico acompan˜ado de energ´ıas renovables. Para as´ı, ver co´mo
se puede garantizar la estabilidad transitoria desde el punto de vista del despacho
econo´mico.
Asimismo, ampliar el sistema de estudio y estudiar configuraciones aisladas, adema´s,
aumentar en nu´mero de restricciones en la funcio´n objetivo, como lo puede ser la esta-
bilidad de tensio´n y estabilidad de pequen˜a sen˜al.
Anexo A
Sistemas de prueba IEEE 39 nodos
de Nueva Inglaterra
Los datos del sistema de prueba se muestran a continuacio´n, los cuales fueron tomados
de [11].
Nodo de generac´ıon A[/MWh2] B[/MWh]
1 2649 792.2073
2 2258 959.4924
3 6945 655.7407
4 2745 35.7117
5 1317 849.1293
6 2930 933.9932
7 1961 678.7352
8 1905 757.7401
9 1178 743.1325
10 2027 392.227
Tabla A.1: Datos costo
Datos AVR: KA = 25, TA = 0,025, Vrmax = 10, Vrmin = −10
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Nodo Nu´m. Nodo Nu´m. R X B/2
37 27 0.0013 0.0173 0.1608
37 38 0.0007 0.0082 0.0659
36 24 0.0003 0.0059 0.0340
36 21 0.0008 0.0135 0.1274
36 39 0.0016 0.0195 0.1520
36 37 0.0007 0.0089 0.0671
35 36 0.0009 0.0094 0.0855
34 35 0.0018 0.0217 0.1830
33 34 0.0009 0.0101 0.0862
28 29 0.0014 0.0151 0.1245
26 29 0.0057 0.0625 0.5145
26 28 0.0043 0.0474 0.3901
26 27 0.0014 0.0147 0.1198
25 26 0.0032 0.0323 0.2565
23 24 0.0022 0.0350 0.1805
22 23 0.0006 0.0096 0.0923
21 22 0.0008 0.0135 0.1274
20 33 0.0004 0.0043 0.0365
20 31 0.0004 0.0043 0.0365
19 2 0.0010 0.0250 0.6000
18 19 0.0023 0.0363 0.1902
17 18 0.0004 0.0046 0.0390
16 31 0.0007 0.0082 0.0694
16 17 0.0006 0.0092 0.0565
15 18 0.0008 0.0112 0.0738
15 16 0.0002 0.0026 0.0217
14 34 0.0008 0.0129 0.0691
14 15 0.0008 0.0128 0.0671
13 38 0.0011 0.0133 0.1069
13 14 0.0013 0.0213 0.1107
12 25 0.0070 0.0086 0.0730
12 13 0.0013 0.0151 0.1286
11 12 0.0035 0.0411 0.3493
11 2 0.0010 0.0250 0.3750
39 30 0.0007 0.0138 0
39 5 0.0007 0.0142 0
32 33 0.0016 0.0435 0
32 31 0.0016 0.0435 0
30 4 0.0009 0.0180 0
29 9 0.0008 0.0156 0
25 8 0.0006 0.0232 0
23 7 0.0005 0.0272 0
22 6 0 0.0143 0
20 3 0 0.0200 0
16 1 0 0.0250 0
12 10 0 0.0181 0
Tabla A.2: Datos lineas
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Generador xd xd’ xq xq’ H Tdo’ Tqo’ Tc D
1 0.2950 0.0647 0.2820 0.0647 30.3000 6.5600 1.5000 0.0100 0.5
2 0.0200 0.0060 0.0190 0.0060 500.000 6.0000 0.7000 0.0100 0.5
3 0.2495 0.0531 0.2370 0.0531 35.8000 5.7000 0.5000 0.0100 0.5
4 0.3300 0.0660 0.3100 0.0660 26.0000 5.4000 0.4400 0.0100 0.5
5 0.2620 0.0436 0.2580 0.0436 28.6000 5.6900 1.5000 0.0100 0.5
6 0.2540 0.0500 0.2410 0.0500 34.8000 7.3000 0.4000 0.0100 0.5
7 0.2950 0.0490 0.2920 0.0490 26.4000 5.6600 1.5000 0.0100 0.5
8 0.2900 0.0570 0.2800 0.0570 24.3000 6.7000 0.4100 0.0100 0.5
9 0.2106 0.0570 0.2050 0.0570 34.5000 4.7900 1.9600 0.0100 0.5
10 0.2000 0.0040 0.1900 0.0040 42.0000 5.7000 0.5000 0.0100 0.5
Tabla A.3: Datos generadores
Nodo P. demandada [p.u] Q. demandada [p.u]
1 0.0920 0.0460
2 11.040 2.5000
13 3.2200 0.0240
14 5.0000 1.8400
17 2.3380 0.8400
18 5.2200 1.7600
21 2.7400 1.1500
23 2.7450 0.8466
24 3.0860 0.9220
25 2.2400 0.4720
26 1.3900 0.1700
27 2.8100 0.7550
28 2.0600 0.2760
29 2.8350 0.2690
30 6.2800 1.0300
32 0.0750 0.8800
35 3.2000 1.5300
36 3.2940 0.3230
38 1.5800 0.3000
Tabla A.4: Datos cargas
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