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Some existence and uniqueness theorems of optimal nonparametric function 
estimation for Hilbert spaces are developed for Banach spaces. In particular, the 
results for reflexive Banach spaces parallel those for Hilbert spaces. 1’ 1987 Academac 
Press. Inc. 
The basic theory of functional optimization has been developed by 
several authors. In particular, Tapia and Thompson [4] and Wegman [S] 
presented a unified theory of this optimization in a Hilbert space and 
related this theory to several applications of function estimation. In this 
note, some of the optimization theory in Hilbert spaces is extended to the 
Banach space setting. The optimization problem to be considered is 
minimizing or maximizing a functional L(f) when f belongs to a subset S 
of a Banach space X under suitable restrictions on L and S. The particular 
results for Banach spaces parallel, in part, Wegman’s results for Hilbert 
spaces and uses optimization properties of Ekeland and Temam [ 1 ] and 
Ekeland and Turnbull [2] for Banach spaces. Consequently, detailed 
proofs are given only to those aspects uniquely different from the referen- 
ced sources. Additional details are available in Inoue [3]. 
Weakly lower semicontinuity of functionals is expressed in terms of 
weakly closed sets of the form, S, = {f E S: L(f) < M), where S is a closed 
subset of X and ME R. The following two basic lemmas of Wegman [S] 
can be adapted to a Banach space. 
LEMMA 1. The set S, is weakly closed for all M if and only if the 
corresponding functional L is weakly lower semicontinuous. 
LEMMA 2. Let L be a continuous, convex (concave) functional defined on 
a closed, convex set of a Banach space, X, then L is weakly lower semicon- 
tinuous (weakly upper semicontinuous). 
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Theorems 1 and 2 are existence and uniqueness theorems for Banach 
spaces. The proof of Theorem 1 follows by noting that weak compactness 
of S ultimately yields the existence of a minimizer in Wegman’s existence 
and uniqueness theorem. Here the functional L is only assumed to hc 
weakly lower semicontinuous. 
THEOREM 1. Let X he u Banach space. If L is a weakly lo\iler .remicon- 
tinuous ,functional and S is weakly compact, then the optimization problem 
has at least one solution. 
Proof: First, choose ,f;, E S such that lim,, ._ ,. L(.f;,) = inf{ L(f): j’~ S). 
Since S is weakly compact, there is a subsequence {.f;,, } converging weakly 
to a limit, say ,f* E S. Since L is weakly semicontinuous, L(f*) B 
l& L(f;,,)= inf{L(j’):,f ES). Since,f* ES, L(,f*)>inf(L(,f):J‘E Sl,. Thus, 
f* is a minimizer. i 
By assuming that L is also strictly convex, uniqueness of the solution can 
be obtained. 
THEOREM 2. Let X be u Banach space. Jf’ L is u weakly lower .semicon- 
tinuous functionul und strictly convex and S is weakly compact then the 
.solution of the optimization problem is unique. 
Proof: Consider the set, S,,,, = (,f E S: L(f) d M} for ME R. Note, S, is 
weakly closed by weak lower semicontinuity of L and hence S,V is weakly 
compact since S, is a weakly closed subset of S. Thus, from Theorem 1 
there is a solution in S,,, and noting that a minimizer of S,,,, is a minimizer 
of S, there is a solution of S. For uniqueness, let .f:, f: be distinct 
solutions of S,w such that L(f‘:) = L(j’F) = inf{ L(f): f~ S,J. By 
strict convexity of L, L(3.f T + (1 - I.)f’2*) < iL(f’:) + (1 - IL) L(,fz) = 
i infj L(f): ,f 6 S,} + (1 - jV) inf{ L(f‘): f‘~ S,j = inf{ L(,f): .f E S,,}. But by 
the convexity of SW, if T + (1 - jti),fT E S,M which is a contradiction. 1 
To eliminate the actual determination of S and verification of weak com- 
pactness, reflexivity can be assumed for the space. In reflexive spaces, a 
closed bounded convex set is weakly compact, and convexity results of 
Ekeland and Temam [ I] and Ekeland and Turnbull [2] yield the 
following result. 
THEOREM 3. Let X be a rt$‘exive Banach space. If L is a weakly lower 
semicontinuous, convex ,functional, and S is a closed, bounded, and convex 
set, then the optimization problem has at least one solution. 
In Theorem 3 by adding the infinity property to L but dropping the 
boundness of S, the same result is obtained [ 1, Proposition 1.21. A convex 
functional L is said to have the infinity property if il,f,,ll -+ CO implies that 
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L(,f,,) -+ cc. Also, strict convexity or uniform convexity on L again leads to 
uniqueness of the solution (Check the last two sentences in the proof of 
Theorem 2). 
The convexity of a functional L can be weakened to quasi-convexity. A 
functional L from X into IR is said to be quasi-comes 011 a convex set S if, 
for any f,gES, L(Jj”+(l->.)g)<max{l(f),L(g)f for all iE[O, l]. 
Quasi-convexity can be characterized in terms of a set. A continuous 
functional L being quasi-convex is equivalent to saying the set 
T = { .f: L(f) d L.) is a convex set for every c E R. That is, suppose T is con- 
vex. Let ,fi, ,fi E T with L(f,) 6 c and L(f,) d c. If L(,f,) d L(f*) then con- 
sider the set T, = {J’: L(f) d L(f2)}. Since T2 is convex and fi, f; E Tz, 
then Af, + (1 - i”) f2 E T, for all i E [0, 11. Thus, L(Jf, + (1 - i.)fi) 6 L(f,). 
Similarly, for the case L(f,) d L(,f,) we have L(Af, + (1 - i),f?) ,< L(f,) so 
that L(L, + (1 - jb),fi) <maxi L(f,), L(f;)}. The converse is obvious. 
Theorem 4 uses quasi-convexity and the infinity property to relax the 
bounded assumption on S. 
THEOREM 4. Let X be a reflexive Banach space. If L is continuous and 
quasi-convex and has the infinity property, and S is closed and convex, then 
the optimization problem has at least one solution. 
Proqf: Since the set S = (f’: L(f) 6 c} is a convex set, for every c E R 
consider a subset S, = {,f E S: L(f) 6 c}. By the continuity of L, S,. is 
closed, and S,. is convex since S is convex. Then without loss of generality c 
can be replaced by L(f’), where f” is an arbitrary element in S. By the 
infinity property, S, is bounded. Thus, S,. is weakly compact so that the 
hypotheses of Theorem 1 are satisfied. 1 
Finally a corresponding result to Wegman’s theorem (e) can be obtained 
for reflexive Banach spaces when L is weakened to be weakly lower 
semicontinuous. The proof of Theorem 5 is similar to Wegman’s proof by 
noting that reflexivity is sufficient for closed, bounded, convex subsets to be 
weakly compact. 
THEOREM 5. Let X be a reflexive Banach space. If L is weakly lower 
semicontinuous and uniformly convex, and S is closed and convex, then the 
optimization problem has a unique solution. 
EXAMPLES. Wegman [S] identified problems in density estimation, 
failure rate estimation, and regression estimation using Sobolev spaces, 
isotonic sets, and sets with discontinuities or tears. For a specific 
illustration of these results, the penalized likelihood density estimation 
problem is considered. A Sobolev space can be given by 
x= {fELz(-a, co):.f’eL*(-co, co,} 
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and is complete and reflexive with the norm given by 
llfll = ( i‘.f2(N) h + 1 (f’(u))2 q 
where f= g if and only if IIf-- gll = 0. When X, ,..., X, is a random sample 
from a distribution with unknown density, the penalized likelihood density 
estimate f* is obtained by the optimization problem of maximizing 
H(f) = fi f(X,) e-@(f) 
i= I 
subject to Jf(u)du = 1 and f(u) > 0 for all U. The set 
S = 
i 
,f~ X: [ f(u) du = 1 and f(u) 3 0 for all u 
I 
is closed and convex. In practice, it is often assumed that the functions in 
the constraint set S are also bounded or satisfy the smoothness condition 
llfil 6 M for all f~ S. If Q(f) = llfil’= S(.~(U))’ du $ j(f’(~))” du, then the 
penalized likelihood density estimate is a compromised smoothed version 
of the “dirac spikes” at the data points. Also, in this case maximizing 
H(f) on S is equivalent to minimizing the strictly convex functional 
L(f) = -log H(f) = j f’(u) du + j (f’(u))’ du - x;=, logf(X,) on S. 
Note that Lemma 2 provides for the weak lower continuity of L on S 
(under the a.e. identification of f~ X). Application of Theorem 3 
follows by the smoothness requirement that the constraint set be 
S* = Sn {f: llfll < M}. In general, L does not have the infinity property 
since if fnl(f)=m’“‘+‘l”2ZI.,,,,+,,~2,,, em, and IZ= 1 then L(,f,,)= 
fm-gm+ 1)logm + --co and l/J,il = (m/2)“‘-+ C.G. However, the boun- 
dedness requirement hat the constraint set be S* = S n { .f : .f’(t) d M for 
all t) assures the infinity property of L on S* and allows the application of 
Theorem 4. 
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