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vRESUMEN
Estudio de la Controlabilidad de Sistemas Lineales Invariantes en el Tiempo.
Publicación No.
Aĺvaro Armando Domínguez Sánchez, M. C. en Ingeniería Eléctrica
Universidad Autónoma de Nuevo León, 2013
Profesor Asesor: Dr. César Elizondo González
Este documento conforma la tesis de Maestría en Ciencias de la Ingeniería Eléctrica con
orientación en Control Automático, de la Facultad de Ingeniería Mecánica y Eléctrica, de la
Universidad Autónoma de Nuevo León. El trabajo se centra en el estudio de la controlabilidad
de sistemas lineales invariantes en el tiempo (LTI).
La idea que motiva este trabajo se origina en los casos en los que el sistema de lazo cerrado
es robustamente estable a los parámetros del proceso y controlador, sin embargo, para ciertos
valores de estos parámetros el sistema puede perder controlabilidad, observabilidad o ambos.
Un sistema controlable, observable y estable de lazo abierto puede resultar no controlable o
no observable en lazo cerrado aunque se mantenga la estabilidad del sistema, es decir, se diseña
un controlador para obtener una respuesta deseada del sistema y algunos valores del controlador
vuelven no controlable al sistema de lazo cerrado, con lo cual se afecta el comportamiento
dinámico del sistema, ya que la posición de los polos y ceros en el plano complejo determinan
el comportamiento del mismo.
En la presente tesis se analiza la relación que existe entre la función de transferencia de
un sistema de lazo abierto y de lazo cerrado con respecto de sus propiedades de controlabili-
dad y observabilidad, ya que cuando existe coincidencia de polos con ceros en su función de
transferencia el sistema resulta no controlable o no observable.
La presente tesis contiene un análisis de la coincidencia de polos y ceros en la función de
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transferencia de un sistema de lazo abierto y de lazo cerrado con retroalimentación de salida y
con retroalimentación de estado, analizando la pérdida de controlabilidad u observabilidad.
Además se estudia una medida de controlabilidad y de observabilidad para determinar la
“distancia” a la que se encuentra el sistema de volverse no controlable o no observable.
Teniendo en cuenta lo anterior y debido a que lo más recomendable es desplazar polos en
lugar de cancelarlos, en este trabajo se describe un método clásico para asignación de polos,
con el cual los polos podrán ser ubicados en posiciones que puedan satisfacer las necesidades
de estabilidad y desempeño del sistema sin olvidar que se pueden evitar las cancelaciones de
polos con ceros. La técnica se basa en el hecho de que un sistema controlable satisface condi-
ciones necesarias y suficientes para arbitrariamente asignar polos mediante retroalimentación
de estado.
Además en este trabajo también se analiza una ecuación alternativa para determinar si
un sistema en el espacio de estados contiene coincidencia de polos y ceros en su función de
transferencia. Para esto se propone un sistema en el espacio de estados inverso al sistema
original de tal manera que la función de transferencia se puede obtener sin la necesidad de la
inversa de una matriz.
Finalmente se muestran los resultados mediante una aplicación, desarrollando las estrate-
gias de control retroalimentación de salida y retroalimentación de estado las cuales son técnicas
que pertenecen al control clásico y al control moderno respectivamente, relacionándose la co-
incidencia de polos con ceros en la función de transferencia como la no controlabilidad o la no
observabilidad del sistema.
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Capítulo 1
Introducción
1.1 Planteamiento del problema
Esta tesis surge de la idea de que en los sistemas lineales invariantes en el tiempo (LTI, por sus
siglas en inglés) existen casos para los que el sistema de lazo cerrado es robustamente estable a
cambios en los parámetros del proceso y controlador, sin embargo, para ciertos valores de estos
parámetros el sistema puede perder controlabilidad, observabilidad o ambos.
Este trabajo esta dedicado únicamente al estudio de los posibles cambios de controlabilidad
que pueden ocurrir en los sistemas lineales invariantes en el tiempo (LTI), analizando la función
de transferencia cuando el sistema se encuentra en lazo abierto y en lazo cerrado usando técnicas
de retroalimentación de salida y retroalimentación de estados, así como sus propiedades de
estabilidad, controlabilidad y observabilidad.
Además se estudia la relación que existe entre los polos y ceros de la función de transferencia
del sistema con las propiedades de controlabilidad, observabilidad y estabilidad, ya que al existir
coincidencia de polos con ceros, el sistema es no controlable o no observable o ambos. Esto
es importante debido a que algunas veces los parámetros del controlador logran estabilidad en
1
2el sistema inclusive logrando características de desempeño deseadas, sin embargo, resulta que
dichos valores producen una pérdida de controlabilidad u observabilidad de tal manera que solo
el estudio o diseño de la estabilidad es insuficiente.
Al diseñar un controlador se debe tener cuidado de la estabilidad del sistema, es decir para
un sistema de lazo abierto estable, el sistema de lazo cerrado también debe de ser estable,
sin embargo, es recomendable que no exista coincidencia de polos con ceros en su función de
transferencia de lazo cerrado ya que el sistema de lazo cerrado resultaría no controlable o no
observable aunque el sistema de lazo abierto sea controlable, observable y estable.
1.2 Objetivos
1.2.1 Objetivo General
El objetivo de este trabajo es estudiar la relación que existe entre la función de transferencia de
un sistema de lazo abierto y de lazo cerrado con respecto a sus propiedades de controlabilidad,
observabilidad y estabilidad, para los diferentes valores que puedan tomar los parámetros del
controlador, ya que este último puede provocar pérdida de controlabilidad u observabilidad e
incluso estabilidad en el sistema de lazo cerrado.
1.2.2 Objetivos Particulares
En la siguientes situaciones se consideran los diferentes valores que pueden darse a los paráme-
tros de un controlador para:
• Analizar las propiedades de controlabilidad, observabilidad y estabilidad en sistemas de
3lazo abierto y en sistemas con retroalimentación de salida.
• Analizar las propiedades de controlabilidad, observabilidad y estabilidad en sistemas de
lazo abierto y en sistemas con retroalimentación de estado.
• Analizar la pérdida de controlabilidad u observabilidad en sistemas de lazo cerrado.
• Análisis de comparación entre retroalimentación de salida y retroalimentación de estado.
1.3 Antecedentes
El concepto de controlabilidad fue introducido por Kalman [22] en el año de 1960 usando
representación en el espacio de estado como una herramienta para analizar el comportamiento
de los sistemas lineales. La controlabilidad, observabilidad y estabilidad son importantes en el
diseño de controladores.
La relación que existe entre las propiedades de estabilidad, controlabilidad y observabilidad
con respecto de los polos y ceros de la función de transferencia de un sistema es un tema
estudiado por algunos investigadores, por ejemplo:
En [1] se estudia la relación entre la cancelación de polos y ceros con la estabilidad del
sistema, estableciendo un conjunto de condiciones necesarias y suficientes para la estabilidad
de sistemas lineales multivariables retroalimentados, además también se analiza la cancelación
de polos con ceros estables e inestables.
En [2] se determina que una condición necesaria y suficiente para que el sistema sea control-
lable y observable es que no existan cancelaciones de polos y ceros en su función de transferencia.
En [4] se estudia la relación que existe entre las cancelaciones de polos y ceros del sistema
en lazo abierto con las cancelaciones de polos y ceros del sistema en lazo cerrado en términos
4de descripciones polinomiales, el análisis se realiza para sistemas multivariables con retroali-
mentación dinámica en configuración de compensador cascada.
En [5] se recomienda evitar la cancelación de polos y ceros al utilizar un sistema de retroali-
mentación por compensación serie, el comportamiento del sistema es lineal para señales pe-
queñas y es no lineal para señales grandes, además también se indica que el comportamiento
lineal del sistema es afectado por ruido y por la cancelación no exacta de polos y ceros.
En [6] se determina que la cancelación de polos con ceros en una función de transferencia
corresponde con la reducción de variables de estado.
En [7] se realiza un análisis de comparación entre cancelar o desplazar los polos de una
planta estable, enfatizando que la dinámica cancelada aparece en la función sensibilidad de
perturbaciones a la entrada.
En [8] se analiza la cancelación de polos y ceros en sistemas retroalimentados de una en-
trada y una salida en relación con lo que llaman modos escondidos, donde las propiedades de
controlabilidad y observabilidad pueden determinar la presencia de modos escondidos, además
de que los modos son escondidos de la excitación de entrada pero no pueden ser escondidos
de la excitación por condiciones iniciales, en esta publicación también se recomienda evitar la
cancelación de polos con ceros inestables.
1.4 Hipótesis
El posible conocimiento de posibles cancelaciones de polos con ceros permitirá mejorar el diseño
del controlador.
51.5 Justificación
En los sistemas lineales invariantes en el tiempo (LTI) existen casos en los que el sistema de
lazo cerrado es robustamente estable a los parámetros del proceso y controlador, sin embargo
para ciertos valores de estos parámetros el sistema puede perder controlabilidad, observabilidad
o ambos.
Por esta razón en la presente tesis se analiza la relación que existe entre la función de trans-
ferencia de un sistema de lazo abierto y de lazo cerrado con respecto de sus propiedades de
controlabilidad y observabilidad, ya que cuando existe coincidencia de polos con ceros en su
función de transferencia el sistema resulta no controlable o no observable, sin embargo, cuando
se cancelan polos con ceros el sistema se encuentra en su realización mínima resultando con-
trolable y observable, aunque matemáticamente las funciones de transferencia con coincidencia
de polos y ceros pero sin cancelación de ellos y la función de transferencia ya efectuada la can-
celación sean equivalentes, la función de transferencia en su realización mínima ya no representa
a el sistema físico correspondiente a antes de la cancelación.
El orden de la función de transferencia de un sistema es igual a el número de elementos
activos (elementos que acumulan energía) con lo cual una función de transferencia de segundo
orden representa a un sistema físico con dos elementos activos, sin embargo, cuando se cancelan
polos con ceros la función de transferencia del sistema se reduce a una de primer orden repre-
sentando ahora a un sistema con solo un elemento activo, por esta razón es recomendable evitar
cancelaciones de polos con ceros, sin embargo, ésta no es la única razón. En las publicaciones
[4] - [8] se analizan algunos de los problemas que se tienen al cancelar polos con ceros.
Entre otras cosas en esta tesis se estudia lo que sucede cuando un sistema de lazo abierto
estable, controlable y observable puede resultar estable en lazo cerrado pero no controlable o
no observable.
61.6 Estructura de la tesis
La presente tesis tiene la siguiente estructura:
Capítulo dos. Coincidencia de polos y ceros.
En este capítulo se analiza la coincidencia de polos y ceros en la función de transferencia de
un sistema de lazo abierto y de lazo cerrado con retroalimentación de salida y con retroalimen-
tación de estado, analizando la pérdida de controlabilidad u observabilidad. En este capítulo
también se incluye un análisis de comparación entre cancelar o desplazar los polos de un sis-
tema, ya que al cancelar polos se elimina la dinámica no deseada del sistema y al desplazarlos
solo se modifica la respuesta del sistema, analizando las ventajas y desventajas que se tienen al
cancelar o desplazar los polos de un sistema estable o inestable.
Capítulo tres. Medida para Controlabilidad, Observabilidad y Asignación de polos.
Los métodos tradicionales para determinar la controlabilidad y observabilidad de los sis-
temas consisten en calcular el rango de una matriz de controlabilidad u observabilidad respec-
tivamente, si la matriz es de rango completo, entonces, el sistema es completamente controlable
u observable, sin embargo, de esta manera no es posible determinar que tan cerca se encuentra
el sistema de ser no controlable o no observable, en este capítulo se estudian medidas para
controlabilidad y observabilidad, con las cuales se puede determinar la distancia que existe
entre los polos y ceros del sistema, de tal forma, que cuando la medida de controlabilidad u
observabilidad es igual a cero significa que existe coincidencia de polos con ceros en la función
de transferencia del sistema.
Además, debido a que lo más recomendable es desplazar polos en lugar de cancelarlos y
teniendo en cuenta que la ubicación de polos y ceros en el plano complejo determina el compor-
tamiento del sistema, en este capítulo también se describe un método clásico para asignación de
7polos, la técnica se basa en el hecho de que un sistema controlable satisface condiciones nece-
sarias y suficientes para arbitrariamente asignar polos mediante retroalimentación de estado,
además de que no es necesario conocer el polinomio característico de lazo abierto.
Mediante asignación de polos se pueden evitar las cancelaciones de polos con ceros ya que
los polos podrán ser ubicados en posiciones que puedan satisfacer las necesidades de estabilidad
y desempeño del sistema.
Capítulo cuatro. Estudio de la Controlabilidad de los Sistemas LTI Mediante un Sistema
Inverso.
En este capítulo se estudia la coincidencia de polos con ceros en sistemas LTI, utilizando
como herramienta a un sistema inverso al sistema original, esto es posible debido a que se puede
obtener la función de transferencia del sistema original mediante el procedimiento alternativo
descrito en [10], este procedimiento tiene la ventaja de que no necesita de una matriz inversa
para obtener la función de transferencia.
El conocimiento del sistema inverso y del sistema original permiten determinar la existencia
de coincidencia de polos con ceros en su función de transferencia, con lo cual el sistema resulta
no controlable o no observable.
Capítulo cinco. Aplicación. Finalmente en este capítulo se implementa la teoría des-
crita en los capítulos anteriores en una aplicación. El sistema seleccionado consta de dos
amortiguadores, dos resortes y una placa, este sistema puede ser usado para estudiar el com-
portamiento de las suspensiones de los automóviles. Para este sistema se desarrollan las es-
trategias de control retroalimentación de salida y retroalimentación de estado, las cuales son
técnicas que pertenecen al control clásico y al control moderno respectivamente. Se estudian
las propiedades de controlabilidad y observabilidad para el sistema en lazo abierto y en lazo
cerrado relacionándose la coincidencia de polos con ceros en la función de transferencia como
8la no controlabilidad o la no observabilidad del sistema.
Capítulo seis. Conclusiones y Trabajo Futuro.
Capítulo 2
Coincidencia de polos y ceros.
2.1 Introducción
En los sistemas Lineales Invariantes en el Tiempo (LTI, por sus siglas en inglés) existen casos
en los que un sistema en lazo cerrado es robustamente estable a los parámetros del proceso
y controlador, sin embargo para ciertos valores de estos parámetros el sistema puede perder
controlabilidad, observabilidad o ambas propiedades. En este capítulo se estudian las posibles
causas por las que un sistema lineal invariante en el tiempo de una entrada y una salida (SISO)
controlable y observable en lazo abierto puede resultar no controlable o no observable en lazo
cerrado.
Figura 2.1: Región en la que el sistema es estable con los parámetros a y b del controlador, y
en algunos puntos el sistema puede perder controlabilidad, observabilidad o ambos.
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Un sistema es no controlable o no observable cuando existe coincidencia de polos con ceros
en su función de transferencia y se dice que el sistema pierde controlablidad u observabilidad
cuando el sistema de lazo abierto es controlable, observable y en lazo cerrado es no controlable
o no observable.
En este capítulo se analiza la coincidencia de polos y ceros en la función de transferencia
con lo cual se determina la controlabilidad y observabilidad del sistema. El capítulo se divide
en secciones, en la primera sección se estudia al sistema en lazo abierto, en la segunda sección al
sistema en lazo cerrado, en la tercera sección se comparan las técnicas de cancelar o desplazar
polos y en la última sección se analizan sistemas con retroalimentación de estados.
2.2 Lazo abierto.
En algunas ocasiones al obtener el modelo de un sistema puede existir coincidencia de polos y
ceros en su función de transferencia y por lo tanto matemáticamente puede haber cancelaciones
de polos con ceros, sin embargo existe el problema de si se deben cancelar o no cancelar estos
términos, si los términos se cancelan la dinámica del sistema cambia y se estaría representando
al modelo de un sistema físico diferente, aunque matemáticamente equivalente, por otro lado
si no se realiza la cancelación de factores comunes para que el modelo del sistema corresponda
con el sistema físico real, el sistema puede resultar ser no observable o no controlable. En la
figura (2.2) se muestra un sistema que fue obtenido de [3], el sistema consta de dos resortes, dos
amortiguadores y una placa que se considera sin masa, la salida del sistema es el promedio de
los desplazamientos (x1+x2)/2, donde cada uno de ellos es tomado con respecto de la posición
del resorte sin deformación, y la entrada del sistema es una fuerza que se aplica en el centro de
la placa sin ejercer ningún par sobre ella. La función de transferencia del sistema se muestra
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en la ecuación (2.2.1)
GP (s) =
0.25((k1 + k2) + (c1 + c2)s)
k1k2 + (c1k2 + c2k1)s+ c1c2s2
(2.2.1)
F
x1 x2
m = 0
1 1 2 2k kc c
Figura 2.2: Sistema que consta de dos resortes, dos amortiguadores y una placa.
El sistema de la figura (2.2), se puede representar en el espacio de estados mediante la
ecuación (2.2.2). [
x˙1
x˙2
]
=
[
−k1
c1
0
0 −k2
c2
][
x1
x2
]
+
[
1
c1
1
c2
]
u (2.2.2)
El sistema de la ecuación anterior es completamente controlable o controlable de rango
completo si se cumple que rango(C) = n, donde C es la matriz de controlabilidad, por lo tanto,
se tiene que:
rango
[
B AB
]
= n (2.2.3)
Debido a que la matriz de controlabilidad C es cuadrada, en este caso es de rango completo
si det(C) "= 0, entonces:
det(C) =
∣∣∣∣∣∣
1
c1
−k1
c21
1
c2
−k2
c22
∣∣∣∣∣∣ = k1c21c2 − k2c1c22 (2.2.4)
Por lo tanto, el sistema es completamente controlable si se satisface la siguiente ecuación:
k1
c1
"= k2
c2
. (2.2.5)
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Al obtener el modelo del sistema en la ecuación (2.2.1) y tomando en cuenta la ecuación
anterior (2.2.5) existe coincidencia de polos con ceros en la función de transferencia del sistema
GP (s) cuando k1c2 = k2c1, la condición anterior se puede cumplir con c1 = c2 y k1 = k2.
Al realizar matemáticamente la cancelación de los factores comunes en la función de trans-
ferencia GP (s), físicamente cambia la dinámica del sistema obteniéndose ahora el modelo de
un sistema físico diferente mostrado en la ecuación (2.2.6), es decir el modelo del sistema con
dos resortes y dos amortiguadores matemáticamente cambiaría a representar el modelo de un
sistema físico con un solo resorte y un amortiguador en el centro de la placa como se muestra
en la figura (2.3), por esta razón cuando el modelo de un sistema en lazo abierto presenta co-
incidencia de polos y ceros en su función de transferencia se debe evitar realizar cancelaciones
ya que se representaría a un modelo que es matemáticamente equivalente pero que físicamente
representa a un sistema diferente.
GP (s) =
0.5
c1s+ k1
. (2.2.6)
En la figura (2.3), se muestra la representación física del modelo de un sistema que presenta
cancelación de un polo con un cero, a la izquierda se muestra el sistema sin cancelación y a la
derecha con cancelación.
F F
Figura 2.3: Sistemas matemáticamente equivalentes.
Al cancelar matemáticamente los factores comunes en la función de transferencia se dice
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que el sistema se encuentra en su realización mínima y por lo tanto el modelo reducido es
controlable y observable, aunque el modelo reducido no representa al sistema real en el sentido
de que éste tiene menos elementos que almacenan energía, matemáticamente son equivalentes.
Los problemas que existen al trabajar con el modelo de un sistema que presenta coincidencia
de polos con ceros en su función de transferencia son principalmente que no se pueden deter-
minar todos los estados a partir de las mediciones de la entrada y la salida, en otras palabras
cuando se presenta una falla en el sistema no se puede determinar en donde ocurrió la falla, no
se puede saber si la falla ocurrió en alguno de los dos resortes para el caso en el que los resortes
son iguales o si ocurrió en alguno de los amortiguadores en el caso de que éstos sean iguales.
Desde el punto de vista de identificación se pierde identificabilidad de los parámetros cuando
el sistema es no mínimo.
2.3 Lazo cerrado.
De la misma manera en que se presentó la sección anterior para el sistema de lazo abierto, ahora
se presenta el análisis para el sistema de lazo cerrado, analizando pérdida de controlabilidad u
observabilidad al presentarse coincidencia de polos con ceros en la función de transferencia del
sistema.
Se considera que el sistema de lazo abierto GP (s) no tiene coincidencia de polos con ceros
en su función de transferencia con lo cual es controlable y observable. Por otra parte con
un controlador K(s) se pretende dar al sistema de lazo cerrado estabilidad además de ciertas
características de desempeño, pero en algunos casos se logra el objetivo provocando una pérdida
de controlabilidad u observabilidad no deseados.
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A continuación se muestran las condiciones en las que el sistema de lazo cerrado puede pre-
sentar coincidencia de polos con ceros, comenzando por analizar al sistema con un controlador
proporcional y después con un controlador dinámico. El análisis se realiza para un sistema con
retroalimentación unitaria como el que se muestra en la figura (2.4), donde GP (s) es la función
de transferencia de la planta definida como GP (s) = N (s) /D (s).
K(s) G (s)P y(s)u(s)
Figura 2.4: Sistema en lazo cerrado con retroalimentación unitaria.
La función de transferencia del sistema de lazo cerrado se muestra en la siguiente ecuación:
GLC (s) =
K (s)GP (s)
1 +K (s)GP (s)
=
K (s)N (s)
D (s) +K (s)N (s)
, (2.3.1)
donde N (s), D (s) son polinomios de grado m y n respectivamente.
N (s) = (s+ z1) (s+ z2) · · · (s+ zm) , (2.3.2)
D (s) = (s+ p1) (s+ p2) · · · (s+ pn) . (2.3.3)
2.3.1 Controlador proporcional.
Cuando K (s) es un control proporcional KP , la ecuación (2.3.1) se puede escribir como:
GLC (s) =
KP (s+ z1) · · · (s+ zm)
(s+ p1) · · · (s+ pn) +KP (s+ z1) · · · (s+ zm) .
De la ecuación anterior se puede observar que puede existir coincidencia de polos con ceros en el
lazo cerrado si y solo si existe un polo pj igual a un cero zi y por lo tanto usando un controlador
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proporcional KP existe coincidencia de polos con ceros en la función de transferencia de lazo
cerrado GLC (s) si y sólo si existe coincidencia de polos con ceros en la función de transferencia
del sistema de lazo abierto GP (s), lo cual se expresa en el siguiente lema [21].
Lemma. [21] Dada una planta con función de transferencia GP (s) = N(s)/D(s), un contro-
lador proporcional KP en su entrada y con retroalimentación unitaria. Entonces el lazo cerrado
tiene cancelación de polos y ceros sí y solo sí el lazo abierto tiene cancelación de polos y ceros.
Prueba. Primero se obtiene la función de transferencia del lazo cerrado.
GLC(s) =
KPN(s)
D(s) +KPN(s)
. (2.3.4)
Necesidad. Supongamos que la función de transferencia del lazo cerrado tiene cancelación de
polos y ceros, eso significa que el numerador y denominador de la función de transferencia de
lazo cerrado tienen un factor común que podríamos llamar f(s). Entonces dicha función se
puede expresar como:
GLC(s) =
KPN
∗(s)f(s)
D∗(s)f(s) +KPN∗(s)f(s)
, (2.3.5)
así que N(s) = N∗(s)f(s) y D(s) = D∗(s)f(s), entonces la función de transferencia de la planta
es:
GP (s) =
N(s)
D(s)
=
N∗(s)f(s)
D∗(s)f(s)
, (2.3.6)
y ésta también tiene cancelación de polos y ceros.
Suficiencia. Supongamos que la función de transferencia de la planta tiene cancelación de
polos y ceros, entonces
GP (s) =
N∗(s)f(s)
D∗(s)f(s)
, (2.3.7)
por lo tanto N(s) = N∗(s)f(s) y D(s) = D∗(s)f(s). Sustituyendo estos en la función de
transferencia del lazo cerrado se obtiene:
GLC(s) =
KPN
∗(s)f(s)
D∗(s)f(s) +KPN∗(s)f(s)
, (2.3.8)
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de tal manera que la función de transferencia del lazo cerrado tiene cancelación de polos y
ceros.
La ganancia KP mueve los polos hacia los ceros pero no puede lograr que los polos se
cancelen con los ceros y por lo tanto el control proporcional es invariante a la controlabilidad
y a la observabilidad, sin embargo, no sucede así cuando el controlador es dinámico como se
puede observar a continuación.
2.3.2 Controlador dinámico.
Cuando el controlador es dinámico podría existir coincidencia de polos y ceros en la función de
transferencia de lazo cerrado como se muestra en el siguiente lema [21].
Lemma. [21] Dado un controlador K(s) y una planta GP (s)
K (s) =
NK (s)
DK (s)
, (2.3.9)
GP (s) =
N (s)
D (s)
, (2.3.10)
Ambos sin canelación de polos con ceros. El controlador está conectado a la entrada de la
planta y el control se hace con retroalimentación unitaria de la salida. Entonces la función
de transferencia en lazo cerrado GLC(s) presenta coincidencia de polos con ceros si y sólo si
K(s)GP (s) presenta coincidencia de polos con ceros.
Prueba. Necesidad. Supóngase que la función de transferencia en lazo cerrado GLC(s) presenta
coincidencia de polos con ceros, entonces de acuerdo a la ecuación (2.3.11) se puede ver que las
posibilidades de coincidencia de polos con ceros en cualquier par de polinomios es de acuerdo
a las cuatro combinaciones que aparecen abajo.
GLC (s) =
NK (s)N (s)
DK (s)D (s) +NK (s)N (s)
. (2.3.11)
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a) {NK (s) , DK (s)}
b) {NK (s) , D (s)}
c) {N (s) , DK (s)}
d) {N (s) , D (s)}
Las posibilidades “a” y “d” no tienen sentido ya que representarían a un controlador o una
planta mal diseñados.
Las únicas posibilidades son las que se presentan en “b” y “c”. Por otra parte la expresión
de K(s)GP (s) es de acuerdo a (2.3.12)
K (s)GP (s) =
NK (s)
DK (s)
N (s)
D (s)
(2.3.12)
De la ecuación (2.3.12) se puede ver que las coincidencias de polos con ceros en “b” y “c”
implican coincidencia de polos con ceros en K(s)GP (s)
Sufuciencia Supóngase que K(s)GP (s) presenta coincidencia de polos con ceros, entonces
de acuerdo a la ecuación (2.3.12) se puede ver que las posibilidades de coincidencia de polos con
ceros en cualquier par de polinomios son las mismas que en la prueba de necesidad. De igual
manera las posibilidades “a” y “d” no tienen sentido ya que representarían a un controlador o
una planta mal modelados. Las únicas posibilidades son las que se presentan en “b” y “c”. De
acuerdo a la expresión de GLC(s) se puede ver que las coincidencias de polos con ceros en “b”
y “c” implican coincidencia de polos con ceros en GLC(s).
De esta sección se puede concluir lo siguiente:
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• Cuando existe coincidencia de polos y ceros en K (s)GP (s) también existe coincidencia
de polos y ceros en GLC (s).
• En un sistema con retroalimentación de salida se puede perder controlabilidad u obser-
vabilidad cuando existe coincidencia de polos y ceros en la función de transferencia del
sistema de lazo cerrado aunque el controlador estabilice al sistema.
• El sistema mostrado en la figura (2.4) es invariante a la controlabilidad y observabilidad
al utilizar un control proporcional, sin embargo el sistema puede resultar no controlable
o no observable al utilizar un controlador dinámico.
2.4 Ejemplo 1.
En la figura (2.2) se muestra un sistema obtenido de [3], el cual consta de dos resortes, dos
amortiguadores y una placa. Se considera la salida del sistema como el promedio de los des-
plazamientos (x1 + x2)/2, donde cada uno de ellos es tomado con respecto de la posición del
resorte sin deformación y su función de transferencia es la siguiente:
GP (s) =
0.25((k1 + k2) + (c1 + c2)s)
k1k2 + (c1k2 + c2k1)s+ c1c2s2
. (2.4.1)
Considerando que el sistema GP (s) no tiene coincidencia de polos con ceros en su función
de transferencia y por lo tanto es controlable y observable. Por otra parte con un controlador
K(s) se pretende dar al sistema de lazo cerrado estabilidad además de ciertas características de
desempeño, pero en algunos casos se logra el objetivo provocando una pérdida de controlabilidad
u observabilidad no deseados.
En la figura (2.4) se muestra el diagrama de bloques para el sistema de lazo cerrado, donde
GP (s) se muestra en la ecuación (2.4.1). Usando un controlador dinámico se puede observar
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que algunos de los ceros del controlador pueden ser idénticos a algunos de los polos del sistema
o viceversa, de tal forma que matemáticamente puede existir cancelación de polos con ceros.
La función de transferencia en lazo cerrado se muestra a continuación:
GLC (s) =
K (s)GP (s)
1 +K (s)GP (s)
, (2.4.2)
Se propone realizar el análisis con el siguiente controlador:
K (s) =
s+ a
s+ b
, (2.4.3)
y por lo tanto,
GLC (s) =
0.25
(
s+a
c1c2
)(
s+ k1+k2
c1+c2
)
(
s+b
c1+c2
)(
s+ k1
c1
)(
s+ k2
c2
)
+ 0.25
(
s+a
c1c2
)(
s+ k1+k2
c1+c2
) (2.4.4)
De la ecuación anterior se puede observar que cuando los parámetros a y b del controlador
son los valores a = k1/c1, a = k2/c2, b = (k1+k2)/(c1+c2), puede existir una posible cancelación
matemática al existir coincidencia de polos con ceros y el sistema puede ser no controlable o
no observable en lazo cerrado.
Cuando a = k1/c1, la ecuación de lazo cerrado que resulta es la siguiente:
GLC (s) =
(
s+ k1
c1
)(
0.25
c1c2
)(
s+ k1+k2
c1+c2
)
(
s+ k1
c1
) [(
s+b
c1+c2
)(
s+ k2
c2
)
+
(
0.25
c1c2
)(
s+ k1+k2
c1+c2
)] (2.4.5)
Cuando a = k2/c2, la ecuación de lazo cerrado que resulta es la siguiente:
GLC (s) =
(
s+ k2
c2
)(
0.25
c1c2
)(
s+ k1+k2
c1+c2
)
(
s+ k2
c2
) [(
s+b
c1+c2
)(
s+ k1
c1
)
+
(
0.25
c1c2
)(
s+ k1+k2
c1+c2
)] (2.4.6)
Cuando b = (k1 + k2)/(c1 + c2), la ecuación de lazo cerrado que resulta es la siguiente:
GLC (s) =
0.25
(
s+a
c1c2
)(
s+ k1+k2
c1+c2
)
(
s+ k1+k2
c1+c2
) [(
1
c1+c2
)(
s+ k1
c1
)(
s+ k2
c2
)
+ 0.25
(
s+a
c1c2
)] (2.4.7)
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Por otra parte si se cancelan polos con ceros, el sistema se encuentra en su realización mínima
y puede ser controlable y observable, matemáticamente se elimina la dinámica del sistema
original, sin embargo, el nuevo modelo no corresponde con la descripción física del sistema,
esto sucede en la figura (2.3) donde el sistema físico es de dos resortes y dos amortiguadores y
el nuevo modelo corresponde a un sistema de un sólo resorte y un sólo amortiguador.
En resumen un sistema LTI controlable y observable en lazo abierto puede resultar no
controlable o no observable en lazo cerrado al utilizar un controlador dinámico, entonces se
dice que el sistema en lazo cerrado pierde controlabilidad u observabilidad cuando la matriz
de controlabilidad u observabilidad respectivamente del sistema en lazo cerrado no es de rango
completo o su determinante no es diferente de cero, lo cual sucede al presentarse coincidencia de
polos y ceros en su función de transferencia, por otro lado si los ceros del controlador cancelan
polos de la planta, el polinomio denominador de la función de transferencia del sistema pierde
grado y por lo tanto el sistema es controlable y observable debido a que se encuentra en su
realización mínima.
2.5 Cancelación de polos.
Mediante un controlador, las plantas estables pueden desplazar los polos o pueden cancelar
alguna dinámica no deseada del sistema, sin embargo las plantas inestables solo deben desplazar
los polos ya que la cancelación es aproximada y puede no ser exacta, por lo tanto intentar
cancelar alguna dinámica inestable del sistema solo complicaría el problema ya que se tendría
la dinámica de la planta y la dinámica del control inestables [8].
Es conocido que el diseño mediante cancelación de polos tiene impacto en el transitorio
debido a las perturbaciones a la entrada y el diseño mediante desplazamiento de los polos tiene
impacto en la robustez de lazo cerrado. La selección entre cancelar o desplazar polos estables
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depende de los requerimientos del sistema en cuanto a la respuesta de perturbaciones a la
entrada y la robustez.
La dinámica de una planta estable que es cancelada por el controlador puede aparecer en
la función sensibilidad de perturbaciones a la entrada [7], para ver esto se considera que el
polinomio numerador y el polinomio denumerador pueden separarse en dos partes, una que se
puede desplazar Adesp (s), Bdesp (s) y otra que se puede cancelar Acanc (s), Bcanc (s). El modelo
de la función de transferencia queda como sigue:
G (s) =
B (s)
A (s)
=
Bcanc (s)Bdesp (s)
Acanc (s)Adesp (s)
(2.5.1)
donde Acanc (s) y Bcanc (s) son polinomios Hurwitz, Adesp (s) y Bdesp (s) pueden contener
raíces estables e inestables y el controlador se puede definir de la siguiente manera:
K (s) =
NK (s)
DK (s)
=
Acanc (s)Nc (s)
Bcanc (s)Dc (s)
(2.5.2)
donde NK (s) y DK (s) son el numerador y el denominador de la función de transferencia del
controlador, los cuales pueden factorizarse mediante dos polinomios Acanc (s), Nc (s) y Bcanc (s),
Dc (s) respectivamente.
La función de transferencia del lazo cerrado mostrado en la figura (2.5) es:
Y (s)
U (s)
=
K (s)G (s)
1 +K (s)G (s)
=
Bdesp (s)Nc (s)
Adesp (s)Dc (s) + Bdesp (s)Nc (s)
(2.5.3)
En la ecuación anterior se observa que la dinámica no deseada del sistema se cancela y ya
no aparece en el lazo cerrado, sin embargo esto no sucede al existir perturbaciones en el sistema
como se muestra en la figura (2.6). La función sensibilidad de perturbaciones a la entrada Si
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define el impacto de las perturbaciones de la entrada en la salida, y en la siguiente ecuación se
puede observar que la dinámica cancelada aparece como factor en Si.
Si (s) =
G (s)
1 +G (s)K (s)
=
Bdesp (s)Dc (s)Bcanc (s)
[Adesp (s)Dc (s) + Bdesp (s)Nc (s)]Acanc (s)
(2.5.4)
K(s) G (s)P y(s)u(s)
Figura 2.5: Lazo cerrado.
K(s) G (s)P y(s)u(s)
di d0
v
Figura 2.6: Perturbaciones en el lazo cerrado.
Cuando se cancelan polos estables del sistema con los ceros del controlador, los polos can-
celados aparecen en la función sensibilidad de perturbaciones a la entrada.
La técnica de control mediante cancelación de polos matemáticamente cancela los polos del
sistema con los ceros del controlador para tener algún comportamiento deseado del sistema,
sin embargo ésta no es una técnica muy aceptada por muchos investigadores debido a varios
problemas [7], por ejemplo no se puede realizar una cancelación exacta por que generalmente
los parámetros de la planta no son conocidos exactamente y aunque pudieran ser conocidos los
parámetros se encuentran variando continuamente debido a cambios en el ambiente, fluctua-
ciones en la fuente de alimentación y otros fenómenos que no son predecibles, al desconocer los
parámetros de la planta y sus variaciones se tiene un modelo aproximado del sistema físico, de
tal forma que no se puede cancelar exactamente la dinámica no deseada del sistema, y por lo
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tanto se recomienda desplazar los polos mediante alguna otra técnica como se describe en el
siguiente capítulo.
2.6 Retroalimentación de estado
La retroalimentación de estado es una técnica que puede ser utilizada para tener alguna con-
figuración deseada de los polos. Es conocido que la retroalimentación de estado puede reubicar
la posición de los polos sin afectar a la controlabilidad del sistema.
Teorema. [3] El par (A− BK,B) para algún vector real constante K de dimension 1× n, es
controlable si y solo si (A,B) es controlable.
Si el sistema de lazo abierto no es controlable entonces el sistema con retroalimentación de
estado tampoco puede ser controlable, la controlabilidad es invariante a la retroalimentación de
estado, sin embargo no sucede lo mismo con la observabilidad ya que el sistema de lazo abierto
puede ser observable y el sistema retroalimentado de estado puede resultar ser no observable,
lo anterior se muestra a continuación. Un sistema en el espacio de estados se representa de la
siguiente manera:
x˙ = Ax+Bu, y = Cx+Du, (2.6.1)
se aplica retroalimentación de estados mediante: u = r−kx, resultando el sistema retroalimen-
tado mostrado en la siguiente ecuación:
x˙f = Afx+Br, yf = Cfx+Dr, (2.6.2)
donde Af = A− BK, Cf = C −DK.
Para llegar a analizar un ejemplo de pérdida de observabilidad se propone estudiar un
sistema de segundo orden representado en el espacio de estados mediante la siguiente ecuación:
24
x˙ =
[
a11 a12
a21 a22
]
x+
[
b1
b2
]
u, y =
[
c1 c2
]
x, (2.6.3)
de tal forma que se puede hacer retroalimentación de estados mediante: u = r −
[
k1 k2
]
x,
resultando el sistema retroalimentado mostrado en la siguiente ecuación:
x˙f =
[
a11 − b1k1 a12 − b1k2
a21 − b2k1 a22 − b2k2
]
x+
[
b1
b2
]
r,
yf =
[
c1 c2
]
x.
(2.6.4)
Ahora se revisa la controlabilidad y observabilidad del sistema de lazo abierto y del sistema
retroalimentado de estado mostrados en las ecuaciones (2.6.3) y (2.6.4) respectivamente. El
sistema de lazo abierto mostrado en la ecuación (2.6.3) es controlable si la matriz de controla-
bilidad en la ecuación (2.6.5) es de rango completo
U =
[
B AB
]
=
[
b1 b1a11 + b2a12
b2 b1a21 + b2a22
]
. (2.6.5)
La matriz de la ecuación (2.6.5) es cuadrada, por lo que en este caso es de rango completo
si det (U) "= 0 entonces,
det (U) = b21a21 − b22a12 − b1b2a11 + b1b2a22 "= 0. (2.6.6)
El sistema retroalimentado mostrado en la ecuación (2.6.4) es controlable si la matriz de
controlabilidad en la ecuación (2.6.7) es de rango completo
Uf =
[
B AfB
]
=
[
b1 b1 (a11 − b1k1) + b2 (a12 − b1k2)
b2 b1 (a21 − b2k1) + b2 (a22 − b2k2)
] (2.6.7)
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La matriz de la ecuación (2.6.7) es cuadrada, por lo que en en este caso es de rango completo
si det (Uf ) "= 0 entonces,
det (Uf ) = b
2
1a21 − b22a12 − b1b2a11 + b1b2a22 "= 0, (2.6.8)
como se puede observar de las ecuaciones (2.6.6) y (2.6.8) la controlabilidad no depende de k
y por lo tanto el sistema retroalimentado de estado es controlable si el sistema de lazo abierto
también es controlable ya que det (U) = det (Uf ). Ahora se analiza la observabilidad de ambos
sistemas. El sistema en lazo abierto mostrado en la ecuación (2.6.3) es observable si la matriz
de observabilidad en la ecuación (2.6.9) es de rango completo,
V =
[
C
CA
]
=
[
c1 c2
c1a11 + c2a21 c1a12 + c2a22
]
(2.6.9)
La matriz de la ecuación (2.6.9) es cuadrada, por lo que en este caso es de rango completo
si det (V ) "= 0 entonces,
det(V ) = c21a12 − c22a21 − c1c2a11 + c1c2a22 "= 0. (2.6.10)
El sistema retroalimentado de estado mostrado en la ecuación (2.6.4) es observable si la
matriz de observabilidad en la ecuación (2.6.11) es de rango completo,
Vf =
[
C
CAf
]
=
[
c1 c2
Vf21 Vf22
]
, (2.6.11)
Vf21 = c1 (a11 − b1k1) + c2 (a21 − b2k1) ,
Vf22 = c1 (a12 − b1k2) + c2 (a22 − b2k2) .
La matriz de la ecuación (2.6.11) es cuadrada, por lo que es de rango completo si det (Vf ) "= 0
entonces,
det(Vf ) = c
2
1a12 − c22a21 − b1c21k2 + b2c22k1−
c1c2a11 + c1c2a22 + b1c1c2k1 − b2c1c2k2
(2.6.12)
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a partir de las ecuaciones (2.6.10) y (2.6.12) se puede observar que el det(Vf ) también se puede
expresar como sigue:
det(Vf ) = det(V )− b1c21k2 + b2c22k1 + b1c1c2k1 − b2c1c2k2,
de la ecuación anterior se puede observar que existen valores de k que pueden hacer que el
sistema en retroali-mentación de estado sea no observable, es decir que el det (Vf ) = 0 aunque
el sistema de lazo abierto sea observable det (V ) "= 0, entonces el sistema retroalimentado puede
resultar no observable si se cumple la siguiente relación: b1c21k2− b2c22k1− b1c1c2k1 + b2c1c2k2 =
det(V ).
2.7 Ejemplo 2.
Ahora se muestra un ejemplo en el que un sistema de segundo orden es controlable, observable
e inestable en lazo abierto y al aplicar retroalimentación de estado resulta estable, controlable
y no observable. El sistema se define como en (2.7.1)
x˙ =
[
−3 4
1 0
]
x+
[
1
0
]
u, y =
[
1 2
]
x. (2.7.1)
La función de transferencia del sistema en lazo abierto es:
G (s) = C (sI − A)−1B = s+ 2
s2 + 3s− 4 . (2.7.2)
El sistema G (s) es controlable ya que en la ecuación (2.7.3), U es una matriz cuadrada y
el det (U) "= 0.
det(U) =
∣∣∣∣∣ 1 −30 1
∣∣∣∣∣ = 1. (2.7.3)
El sistema G (s) es observable ya que en la ecuación (2.7.4), V es una matriz cuadrada y el
det (V ) "= 0.
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det(V ) =
∣∣∣∣∣ 1 2−1 4
∣∣∣∣∣ = 6. (2.7.4)
Al aplicar retroalimentación de estado al sistema de la ecuación (2.7.1) para un valor de
k =
[
1 8
]
resulta el siguiente sistema:
x˙f =
[
−4 −4
1 0
]
x+
[
1
0
]
u, yf =
[
1 2
]
x. (2.7.5)
La función de transferencia del sistema con retroalimentación en la ecuación (2.7.5) es:
Gf (s) = Cf (sI − Af )−1Bf = s+ 2
(s+ 2) (s+ 2)
. (2.7.6)
Como se puede observar en la ecuación (2.7.6) ahora el sistema es estable y existe coincidencia
de polos con ceros en su función de transferencia y por lo tanto el sistema con retroalimentación
de estado resulta controlable y no observable como se muestra en las ecuaciones (2.7.7) y (2.7.8)
respectivamente.
El sistema Gf (s) es controlable ya que en la ecuación (2.7.7), Uf es una matriz cuadrada y
el det (Uf ) "= 0.
det(Uf ) =
∣∣∣∣∣ 1 −40 1
∣∣∣∣∣ = 1. (2.7.7)
El sistema Gf (s) es no observable ya que en la ecuación (2.7.8), Vf es una matriz cuadrada
y el det (Vf ) = 0.
det(Vf ) =
∣∣∣∣∣ 1 2−2 −4
∣∣∣∣∣ = 0. (2.7.8)
La retroalimentación de estado puede provocar que el sistema pierda observabilidad, esto sucede
debido a que los polos del sistema pueden ser movidos a la misma posición de algún cero con
lo cual existe coincidencia de polos y ceros en su función de transferencia.
Capítulo 3
Medida para Controlabilidad,
Observabilidad y Asignación de polos.
Los métodos tradicionales para determinar la controlabilidad y observabilidad de los sistemas
consisten en calcular el rango de una matriz de controlabilidad u observabilidad respectiva-
mente, si la matriz es de rango completo, entonces, el sistema es completamente controlable u
observable, sin embargo, de esta manera no es posible determinar que tan cerca se encuentra
el sistema de ser no controlable o no observable, en la publicación [19] se propone una medida
para controlabilidad y observabilidad, con la cual se puede determinar la distancia que existe
entre los polos y ceros del sistema o también llamada movilidad de los valores característicos.
Mediante retroalimentación de estado es posible mover los polos a la misma posición de los
ceros, con lo cual existe coincidencia de polos con ceros en la función de transferencia del sis-
tema resultando este ultimo no controlable o no observable. Los polos no controlables tienen
movilidad cero, es decir, los polos de lazo abierto son igual a los polos con retroalimentación de
estado, por lo tanto no importa la ganancia de la retroalimentación de estado para los modos
no controlables ya que de cualquier forma permanecerán en la misma posición.
Las medidas de controlabilidad u observabilidad pueden determinar la distancia a la que
se encuentra el sistema de volverse no controlable o no observable. En la publicación [20]
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se encuentra una relación entre la ganancia de retroalimentación y la movilidad de valores
característicos del sistema, particularmente de los modos no controlables, ya que los polos de
lazo abierto son igual a los polos con retroalimentación de estado.
3.1 Medidas para Controlabilidad y Observabilidad.
La medida de controlabilidad y de observabilidad de un sistema, es un tema que no ha sido
estudiado recientemente, pero dado que estos conceptos pueden ser útiles en el diseño de con-
troladores, por esa razón se incluye en esta tesis.
En la publicación [20], se describe una técnica para calcular una medida de controlabilidad
y de observabilidad. La medida de controlabilidad obtiene información de la “distancia” a la
que se encuentra el sistema de volverse no controlable, esto es importante, debido a que se
puede calcular el controlador de una manera eficiente, en el sentido de que se puede asegurar
la controlabilidad, la observabilidad y la estabilidad del sistema.
Un sistema en el espacio de estados se define como se muestra en la siguiente ecuación:
x˙ (t) = Ax (t) + Bu (t)
y (t) = Cx (t)
(3.1.1)
La función de transferencia del sistema puede calcularse como se muestra en la siguiente
ecuación:
y (s) = C (sI − A)−1Bu (s) = φ(s)
∆(s)
u (s) (3.1.2)
donde el numerador de la función de transferencia es φ (s) = Cadj (sI − A)B y el denomi-
nador ∆ (s) = det (sI − A). Del polinomio numerador φ (s) se pueden definir las dos siguientes
ecuaciones:
φB (s) = adj (sI − A)B (3.1.3)
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φC (s) = Cadj (sI − A) (3.1.4)
Las ecuaciones φB (s) y φC (s) establecen las condiciones para la controlabilidad y la obser-
vabilidad del sistema.
Cuando el sistema tiene valores característicos diferentes λi donde i = 1, 2, · · · , n, entonces,
el valor característico λi es no controlable si y solo si φB (λi) =
→
0 , similarmente para la obser-
vabilidad, el valor característico λi es no observable si y solo si φC (λi) =
→
0 , donde
→
0 es cero
vectorial.
Las medidas de controlabilidad mci y de observabilidad moi del modo λi para el sistema
definido por las matrices (A,B,C), con valores característicos diferentes pueden ser calculadas
como se muestran en las ecuaciones siguientes:
mci = ‖φB (λi) ‖F (3.1.5)
moi = ‖φC (λi) ‖F (3.1.6)
donde ‖ · ‖F es la norma Frobinus.
Las medidas de controlabilidad mc y de observabilidad mo para el sistema (A,B,C) están
definidas respectivamente como:
mc = min
i
{mci} (3.1.7)
mo = min
i
{moi} (3.1.8)
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3.2 Ejemplo.
En el siguiente ejemplo se calculan las medidas de controlabilidad y de observabilidad, las cuales
indican la distancia a la que se encuentra el sistema de volverse no controlable o no observable.
x˙ =
[
0 1
−4 −5
]
x+
[
0
1
]
u
y =
[
2 1
]
x
(3.2.1)
los valores característicos del sistema son: λ1 = −1,λ2 = −4
φB (s) = adj(sI − A)B =
[
s+ 5 1
−4 s
][
0
1
]
=
[
1
s
]
(3.2.2)
Ahora se evalúa s en φB (s) para cada uno de los valores característicos del sistema λi,
entonces, para λ1 = −1
φB (λ1) =
[
1
−1
]
(3.2.3)
con lo cual,
mc1 = ‖φB (λ1)‖ = 2
√
(1)2 + (−1)2 = 2
√
2 (3.2.4)
Ahora se evalúa de la misma forma el valor característico λ2 = −4,
φB (λ2) =
[
1
−4
]
(3.2.5)
con lo cual,
mc2 = ‖φB (λ2)‖ = 2
√
(1)2 + (−4)2 = 2
√
17 (3.2.6)
La medida de controlabilidad se determina por el valor mínimo de mci ,
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mc = min
i
{mci} = 2
√
2 (3.2.7)
Se procede de manera similar para determinar la observabilidad del modo λi con la siguiente
ecuación:
φC (s) = Cadj(sI − A) =
[
2 1
] [ s+ 5 1
−4 s
]
=
[
2s+ 6 s+ 2
]
(3.2.8)
Ahora se evalúa s en φC (s) para cada uno de los valores característicos del sistema λi,
entonces, para λ1 = −1
φC (λ1) =
[
2(−1) + 6 −1 + 2
]
=
[
4 1
]
(3.2.9)
con lo cual,
mo1 = ‖φC (λ1)‖ = 2
√
(4)2 + (1)2 =
2
√
17 (3.2.10)
Ahora se evalúa de la misma forma el valor característico λ2 = −4,
φC (λ2) =
[
2(−4) + 6 −4 + 2
]
=
[
−2 −2
]
(3.2.11)
con lo cual,
mo2 = ‖φC (λ2)‖ = 2
√
(−2)2 + (−2)2 = 2
√
8 (3.2.12)
La medida de observabilidad se determina por el valor mínimo de moi ,
mo = min
i
{moi} = 2
√
8 (3.2.13)
Las medidas de controlabilidad y observabilidad determinan la distancia a la que se encuen-
tra el sistema de volverse no controlable o no observable respectivamente.
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Cuando la medida de controlabilidad o de observabilidad es igual a cero, indica que el
valor característico λi es no controlable o no observable respectivamente, y por lo tanto existe
coincidencia de polos con ceros en su función de transferencia.
3.3 Asignación de polos.
En control moderno mediante retroalimentación de estados los polos pueden ser ubicados en
cualquier parte del plano complejo y en control clásico los polos pueden ser ubicados de acuerdo
al Lugar Geométrico de la Raíz (LGR) para el sistema de lazo cerrado, se recuerda que el LGR
son todas las posibles ubicaciones donde se pueden posicionar los polos del sistema al variar
la ganancia del controlador, si los polos requieren ser ubicados en una posición fuera del LGR
entonces se diseñan compensadores para modificar al LGR y de esta forma los polos pueden
ser ubicados en cualquier parte del plano complejo.
Mediante asignación de polos se pueden evitar las cancelaciones de polos con ceros ya que
los polos podrán ser ubicados en posiciones que puedan satisfacer las necesidades de estabilidad
y desempeño del sistema, además de que se tiene conocimiento de la ubicación de los polos del
sistema con lo cual se evitan las coincidencias de polos con ceros.
En el capítulo anterior se analizaron ventajas y desventajas de cancelar o desplazar polos
mediante algún control y de acuerdo a [7] es mejor desplazar polos en lugar de cancelarlos,
debido a que la respuesta del sistema en el tiempo se relaciona con la posición que tienen los
polos en el plano complejo ahora en este capítulo se describe una técnica para la asignación de
polos mediante una transformación del sistema que usa a la matriz de controlabilidad.
La asignación de polos se puede hacer mediante retroalimentación de estado y por lo tanto
se debe de calcular la ganancia necesaria que debe tener el control para asignar arbitrariamente
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los valores característicos del sistema en lazo cerrado.
Existen diferentes métodos para asignar polos los cuales según [11] pueden clasificarse prin-
cipalmente como: métodos clásicos los cuales utilizan a la matriz de controlabilidad y pueden
transformar al sistema en uno o varios sistemas SISO en el caso de que el sistema sea MIMO,
métodos directos los cuales transforman al sistema en una forma canónica usando matrices
unitarias estables, métodos que resuelven ecuaciones de matrices silvester, métodos de vectores
característicos usando subespacios, y algunos otros como el algoritmo Kautsky Nichols Van
Dooren KNV.
En este capítulo se describe el procedimiento de [13] para calcular la ganancia de retroali-
mentación requerida para la asignación arbitraria de polos de sistemas lineales con una entrada,
el método es aplicable a sistemas controlables y no controlables mediante una transformación
no explícita de coordenadas y no requiere un previo conocimiento del polinomio característico
de lazo abierto.
Los polos de un sistema controlable pueden ser asignados mediante retroalimentación de
estado debido a que la controlabilidad del sistema es una condición necesaria y suficiente para
asignar polos ya que de esta manera se asegura la existencia de una transformación no sin-
gular. La contribución de Ackermann es especialmente útil por que permite el cálculo de la
matriz de ganancia de retroalimentación en términos de la matriz inversa de controlabilidad
y el polinomio característico deseado, además el polinomio característico de lazo abierto no
necesita ser conocido previamente [13]. Además se extiende el trabajo de Ackermann al caso de
sistemas no controlables, mostrando que es posible escribir un conjunto de matrices ganancia
de retroalimentación de estado las cuales ubican a los polos en posiciones deseadas.
Ahora se describe la técnica descrita en [13] para asignar polos. Un sistema en lazo abierto
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se representa en el espacio de estados como se muestra en la ecuación (3.3.1).
x˙ = Ax+Bu
y = Cx+Du
(3.3.1)
El sistema en lazo abierto tiene un polinomio característico representado por la siguiente
ecuación:
∆ (λ) = |λIn − A| = λn − anλn−1 − · · ·− a2λ− a1 (3.3.2)
el polinomio característico de la ecuación (3.3.2) tiene n raíces del sistema que se pueden
reasignar cuando el sistema es completamente controlable, y cuando el sistema no es controlable
de rango completo existen raíces que no se pueden reasignar y permanecen en su misma ubi-
cación, entonces, el polinomio característico se separa en dos partes una en la que se encuentran
r raíces que pertenecen a la parte del sistema que se puede controlar y por lo tanto se pueden
reasignar, y otra parte U (λ) en la que se encuentran las n− r raíces que pertenecen a la parte
no controlable del sistema y por lo tanto no se pueden reasignar debido a que son invariantes a
la retroalimentación de estado ya que para cualquier ganancia de retroalimentación las raíces
no controlables permanecen en el mismo lugar sin cambiar su ubicación.
∆ (λ) =
(
λr − arλr−1 − · · ·− a2λ− a1
)
U (λ) (3.3.3)
Al aplicar un control por retroalimentación de estado al sistema de lazo abierto de la ecuación
(3.3.1), se obtiene un sistema de lazo cerrado el cual se representa en el espacio de estados como
se muestra a continuación:
x˙f = (A+Bf
′) x+Br
yf = Cfx+Dr
(3.3.4)
Donde f ′ es la ganancia de retroalimentación de estado.
El polinomio característico del sistema de lazo cerrado de la ecuación (3.3.4) se muestra en
la ecuación (3.3.5)
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∆f (λ) = |λIn − (A+Bf ′)| = λn − βnλn−1 − · · ·− β2λ− β1 (3.3.5)
al igual que sucede en la ecuación (3.3.3) para el sistema de lazo abierto, el polinomio car-
acterístico del sistema en lazo cerrado mostrado en la ecuación (3.3.5) también está compuesto
de una parte controlable ∆¯f (λ) con r polos que se pueden reasignar, y una parte no controlable
U (λ) con n− r polos que no se pueden reasignar.
∆f (λ) =
(
λr − βrλr−1 − · · ·− β2λ− β1
)
U (λ) = ∆¯f (λ)U (λ) (3.3.6)
El sistema es completamente controlable cuando la matriz de controlabilidad mostrada en
la ecuación (3.3.7) es de rango completo,
Q =
[
B AB A2B · · · An−1B
]
(3.3.7)
En el caso de que la matriz de controlabilidad Q no sea de rango completo, se debe completar
la matriz Q de tal forma que exista su inversa Q−1. La matriz Q es una matriz no singular
y se puede utilizar para hacer una transformación de similaridad donde x = Qx¯, entonces el
sistema transformado queda como se muestra en la siguiente ecuación:
˙¯x = Q−1AQx¯+Q−1Bu
y¯ = CQx¯+Du
(3.3.8)
El sistema transformado se puede representar de la siguiente manera:
˙¯x = A¯x¯+ B¯u
y¯ = C¯x¯+ D¯u
(3.3.9)
donde A¯ = Q−1AQ, B¯ = Q−1B, C¯ = CQ, D¯ = D, de tal forma que si el sistema no
es controlable de rango completo la matriz A¯ queda separada en una parte controlable A¯c
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de tamaño r × r donde se encuentran los r polos que se pueden reasignar y otra parte no
controlable A¯c¯ de tamaño (n− r) × (n− r) donde se encuentran los n − r polos que no se
pueden reasignar ya que son invariantes a la retroalimentación de estado. El vector B¯ = e1 y
el sistema transformado se puede representar como sigue:
[
˙¯xc
˙¯xc¯
]
=
[
A¯c A¯12
0 A¯c¯
][
x¯c
x¯c
]
+
[
B¯c
0
]
u
y¯ =
[
C¯c C¯c¯
] [ x¯c
x¯c¯
]
+ D¯u
(3.3.10)
Se realiza una segunda transformación al sistema para obtener los coeficientes del poli-
nomio característico y de esta manera calcular la ganancia necesaria para asignar los polos a la
ubicación deseada entonces,
P =

e′r
e′rA¯
...
e′rA¯
r−1
e′r+1
...
e′n

(3.3.11)
Los vectores ei denotan vectores unitarios con 1 en el i-ésimo elemento, éstos vectores ei se
obtienen de la siguiente manera:
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Q−1B =

1
0
0
0
...
0

= e1, Q
−1AB =

0
1
0
0
...
0

= e2, Q
−1A2B =

0
0
1
0
...
0

= e3, . . .
(3.3.12)
La matriz P de la ecuación (3.3.11) es no singular y el sistema transformado se muestra a
continuacion :
˙¯x = A¯x¯+ B¯u
y¯ = C¯x¯+ D¯u
(3.3.13)
donde
A¯ = PA¯P−1 =
[
A¯11 A¯12
0 A¯22
]
(3.3.14)
B¯ = PB¯ = er (3.3.15)
Los coeficientes del polinomio característico del sistema de lazo abierto se encuentran en la
r-ésima fila de A¯, entonces
e′rA¯ =
[
a1 a2 · · · ar ar+1 · · · an
]
(3.3.16)
y si f¯ ′ es la diferencia de los coeficientes del polinomio característico de lazo cerrado y el
polinomio característico de lazo abierto entonces,
f¯ ′ =
[
β1 − a1 β2 − a2 · · · βr − ar βr+1 − ar+1 · · · βn − an
]
(3.3.17)
El vector ganancia de retroalimentación f ′ en términos del sistema original (A,B) es f ′ =
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f¯ ′PQ−1, y puede ser escrito como
f ′ = f¯ ′

e′rQ
−1
e′rA¯Q
−1
...
e′rA¯
r−1Q−1
e′r+1Q
−1
...
e′nQ
−1

= f¯ ′

e′rQ
−1
e′rQ
−1A
...
e′rQ
−1Ar−1
e′r+1Q
−1
...
e′nQ
−1

= e′rQ
−1
r∑
i=1
(βi − ai)Ai−1 +
n−r∑
i=1
xie
′
r+iQ
−1
(3.3.18)
la primer sumatoria de la ecuación (3.3.18) corresponde a la ganancia para los r polos que
se pueden reasignar y la segunda sumatoria corresponde a la ganancia para los n − r polos
que no se pueden reasignar y en la cual se encuentran los escalares xi que corresponden a la
diferencia de los coeficientes de los polinomios característicos de lazo cerrado y de lazo abierto
que pertenecen a la parte no controlable del sistema y por lo tanto no importa su valor ya que
la parte no controlable del sistema es invariante a la retroalimentación de estado y las raíces
no controlables del sistema permanecen en el mismo lugar sin cambiar su ubicación en el plano
complejo.
Mediante alguna técnica para asignación de polos se ubica a los polos en posiciones deseadas
en el plano complejo con la finalidad de modificar el comportamiento del sistema en el tiempo,
como se analizó en este capítulo un sistema controlable satisface condiciones necesarias y sufi-
cientes para la asignación de polos, mediante retroalimentación de estados los polos del sistema
pueden ser asignados arbitrariamente, sin embargo, algunas veces se requiere una ganancia
de retroalimentación muy grande que lo puede hacer no realizable. En [12] se propone una
medida de controlabilidad para asignar polos en sistemas controlables, no controlables y multi
entrada. En resumen es un compromiso entre controlabilidad y magnitud de la ganancia de
retroalimentación.
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3.4 Ejemplo.
A continuación, se muestra un ejemplo en el cual se reasignan los polos de un sistema.
El sistema de lazo abierto se encuentra definido en el espacio de estados como se muestra
en la siguiente ecuación:
x˙ =
[
−5 −6
1 0
]
x+
[
1
0
]
u
y =
[
0 4
]
x
(3.4.1)
El sistema es controlable y observable de rango completo, por lo tanto, sus polos pueden
ser reasignados a otra ubicación en el plano complejo usando retroalimentación de estados.
Los polos del sistema de lazo abierto se encuentran ubicados en −2 y −3, y se desea que los
polos sean reasignados a −3 y −4, para lograrlo se debe calcular la ganancia necesaria haciendo
uso de la técnica descrita anteriormente para asignar polos.
La matriz de controlabilidad se muestra en la ecuación (3.4.2),
Q =
[
1 −5
0 1
]
(3.4.2)
La matriz de la ecuación (3.4.2), se utiliza para realizar una transformación de similaridad
al sistema de lazo abierto, resultando la siguiente ecuación:
˙¯x =
[
0 −6
1 −5
]
x¯+
[
1
0
]
u
y¯ =
[
0 4
]
x¯
(3.4.3)
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Se realiza una segunda transformación con la matriz P para obtener los coeficientes del poli-
nomio característico del sistema de lazo abierto y de esta manera calcular la ganancia necesaria
para asignar los polos a la ubicación deseada.
P =
[
0 1
1 −5
]
(3.4.4)
El sistema que resulta de la transformación se muestra en la siguiente ecuación:
˙¯x =
[
0 1
−6 −5
]
x¯+
[
1
0
]
u
y¯ =
[
4 0
]
x¯
(3.4.5)
Los coeficientes del polinomio característico del sistema de lazo abierto se encuentran en la
r-ésima fila de A¯, entonces
e′rA¯ =
[
0 1
] [ 0 1
−6 −5
]
=
[
−6 −5
]
(3.4.6)
La diferencia de los coeficientes del polinomio característico de lazo cerrado s2 + 7s + 12 y
el polinomio característico de lazo abierto s2 + 5s+ 6 es f¯ ′.
f¯ ′ =
[
−6 −2
]
(3.4.7)
La ganancia de retroalimentación de estado f ′ necesaria para mover los polos de la posición
-2 y -3 a la posición -3 y -4 se calcula como se muestra en la siguiente ecuación:
f ′ = f¯ ′PU−1 =
[
−6 −2
] [ 0 1
1 −5
][
1 −5
0 1
]−1
=
[
−2 −6
]
(3.4.8)
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Para comprobar que la ganancia de retroalimentación de estado f ′ mueve los polos a la posición
deseada, ésta se sustituye en la ecuación (3.3.4) resultando el siguiente sistema:
x˙f =
[
−7 −12
1 0
]
x+
[
1
0
]
r
yf =
[
0 4
]
x
(3.4.9)
El sistema con retroalimentación de estado mostrado en la ecuación (3.4.9) tiene la siguiente
función de transferencia
Gf (s) = Cf (sI − Af )−1B =
[
0 4
] [ s+ 7 12
−1 s
]−1 [
1
0
]
=
4
(s+ 3)(s+ 4)
(3.4.10)
De la función de transferencia de la ecuación (3.4.10), se puede observar que ahora los polos
se encuentran en la posición deseada.
Capítulo 4
Estudio de la Controlabilidad de los
Sistemas LTI Mediante un Sistema
Inverso.
4.1 Introducción
La controlabilidad y observabilidad de los sistemas depende de la coincidencia de polos con
ceros en su función de transferencia, ya que un sistema es controlable y observable cuando no
existe coincidencia de polos con ceros en su función de transferencia y se dice que el sistema se
encuentra en su realización mínima.
Es común que los sistemas se encuentren definidos en el espacio de estados, sin embargo,
en ésta representación no es tan sencillo determinar la coincidencia de polos con ceros en el
modelo, por lo que una manera para determinarlo es revisar las propiedades de controlabilidad
y de observabilidad, por otra parte, cuando el modelo del sistema se encuentra representado
como una función de transferencia, la coincidencia de polos con ceros se puede determinar de
manera algebraica.
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En este capítulo se estudia la controlabilidad de sistemas LTI haciendo uso de un sis-
tema inverso al sistema original, esto es posible debido a que se puede obtener la función de
transferencia del sistema original mediante el procedimiento alternativo descrito en [10], este
procedimiento tiene la ventaja de que no necesita de una matriz inversa para obtener la función
de transferencia.
El conocimiento del sistema inverso y del sistema original permiten determinar si existe
coincidencia de polos con ceros en su función de transferencia, con lo cual el sistema resulta no
controlable o no observable.
4.2 Procedimiento alternativo para calcular la función de
transferencia [10]
Un sistema lineal invariante en el tiempo puede ser representado en espacio de estados como
sigue:
x˙ = Ax+Bu
y = Cx+Du
(4.2.1)
Donde x corresponde al vector de estado, u es escalar y corresponde a la entrada, y es
escalar y corresponde a la salida. Transformando al sistema de la ecuación (4.2.1) al dominio
de la frecuencia y en condiciones iniciales cero resultan las siguientes ecuaciones:
x (s) = (sI − A)−1Bu (s) (4.2.2)
y (s) =
(
C (sI − A)−1B +D)u (s) (4.2.3)
La inversa de una matriz (sI − A)−1 puede ser expresada como la matriz adjunta adj (sI − A)
por el recíproco del determinante |sI − A|, y ahora la función de transferencia de la ecuación
45
(4.2.3) puede expresarse de la siguiente manera:
Y (s)
U (s)
=
C adj (sI − A)B
|sI − A| +D (4.2.4)
De la ecuación anterior se puede observar que cuando el término D = 0, el término
Cadj (sI − A)B corresponde a los ceros, con lo cual los valores característicos de A pueden
aparecer en el numerador de la función de transferencia y no necesariamente solo corresponden
a los polos, se debe notar que algunos de los valores característicos pueden ser cancelados debido
a la posibilidad de la coincidencia de polos con ceros en la función de transferencia.
De acuerdo a la ecuación (4.2.4) existe coincidencia de polos y ceros cuando existen valores
característicos de la matriz A en el numerador y denominador de la función de transferencia
de un sistema. En la publicación de [10] se propone una ecuación para obtener los ceros del
sistema con lo cual se puede determinar si existen valores característicos de A en el numerador.
Además se obtiene un procedimiento alternativo para calcular la función de transferencia, lo
cual se logra mediante un sistema inverso llamado así debido a que los ceros del sistema original
corresponden con los polos del sistema inverso.
La derivada de la salida se representa como se muestra en la siguiente ecuación:
y(i) =
di
dti
y(t) (4.2.5)
Al derivar n veces la salida de la ecuación (4.2.1) y usando la ecuación x˙ = Ax + Bu, resulta
el siguiente conjunto de ecuaciones:
y = Cx+Du
y(1) = Cx(1) +Du(1) = C (Ax+Bu) +Du(1) = CAx+ CBu+Du(1)
y(2) = CAx(1) + CBu(1) +Du(2) = CA2x+ CABu+ CBu(1) +Du(2)
y(3) = CA2x(1) + CABu(1) + CBu(2) +Du(3) = CA3x+ CA2Bu+ CABu(1) + CBu(2) +Du(3)
...
y(n) = CAnx+ CAn−1Bu+ CAn−2Bu(1) + · · · + CBu(n−1) +Du(n)
(4.2.6)
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De tal forma que al derivar alfa veces la salida se tiene lo siguiente:
y(α) = CAαx+ CAα−1Bu+ CAα−2Bu(1) + · · · + CABu(α−2) + CBu(α−1) +Du(α) (4.2.7)
De la ecuación anterior u, y son escalares, además si las derivadas de u son igual a cero,
resulta la siguiente ecuación:
y(α) = CAαx+ CAα−1Bu (4.2.8)
Ahora se definen los números α y q como se muestra en las ecuaciones (4.2.9) y (4.2.10)
respectivamente.
α =
{
0 si D "= 0;
i si D = 0, CAi−1B "= 0, CAjB = 0 para 0 ≤ j < i− 1.
(4.2.9)
q−1 =
{
D si α = 0;
CAα−1B si α "= 0.
(4.2.10)
En términos de la función de transferencia α es el orden relativo del sistema y corresponde
con la diferencia del orden del polinomio numerador m y denominador n, con lo cual el orden
del polinomio numerador y denominador es de m = n− α y n respectivamente. Por otra parte
q está definido como se muestra en la siguiente ecuación:
q−1 = lim
s→∞
sαG (s) (4.2.11)
De tal forma que la entrada u se puede expresar de la siguiente manera:
u = qy(α) − qCAαx (4.2.12)
Al sustituir la ecuación (4.2.12) en el sistema original de la ecuación (4.2.1) se obtiene como
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resultado al sistema inverso mostrado en la siguiente ecuación:
x˙ = (A− BqCAα) x+Bqy(α)
u = qy(α) − qCAαx
(4.2.13)
La diferencia más importante entre el sistema original en la ecuación (4.2.1) y el sistema
inverso en la ecuación (4.2.13) es que en el sistema original es evidente la relación de el estado
a la entrada mientras que en el sistema inverso es evidente la relación del estado a la salida.
La importancia del sistema inverso es que la salida tiene una única solución y puede ser
calculada, además de que el sistema inverso permite calcular variaciones de la entrada en función
de la salida, y por último el sistema inverso puede ser importante en los casos en los que el
sistema de ecuaciones no puede ser resuelto y se utilizan métodos cualitativos para resolverlos.
En la publicación [10] se analizan las propiedades de controlabilidad y observabilidad del
sistema inverso resultando que el sistema inverso es controlable si el sistema original también
es controlable, en cambio, el sistema inverso puede resultar no observable aunque el sistema
original sea observable. Los sistemas que son observables y controlables tienen la propiedad
llamada irreducible ya que no existen cancelaciones de polos con ceros.
4.3 Condiciones para la Controlabilidad del Sistema.
Los polos del sistema inverso corresponden con los ceros del sistema original, por lo tanto
existe coincidencia de polos con ceros cuando los valores característicos de A coinciden con los
de A − BqCAα. La función de transferencia del sistema original se puede calcular como se
muestra en la ecuación (4.3.1)
C (sI − A)−1B +D = q
−1 |sI − A+BqCAα|
sα |sI − A| (4.3.1)
48
De la ecuación anterior se puede observar que no se requiere invertir una matriz para obtener
la función de transferencia del sistema original.
4.4 Ejemplo.
A continuación se muestra un sistema definido en el espacio de estados como sigue:
x˙ =
[
0 1
0 −1
]
x+
[
1
1
]
u,
y =
[
1 0
]
x
(4.4.1)
Al derivar n veces la salida de la ecuación (4.4.1) y usando la ecuación x˙ = Ax+Bu, resulta
el siguiente conjunto de ecuaciones:
y =
[
1 0
]
x,
y(1) =
[
0 1
]
x+ u,
y(2) =
[
0 −1
]
x+ u+ u(1)
(4.4.2)
Ahora se determinan los parámetros α y q−1 cuando D = 0, entonces, α = i si CAi−1B "= 0 y
CAjB = 0 en el intervalo 0 ≤ j < i− 1, por lo tanto α = 1, q−1 = 1 y el sistema inverso queda
como se muestra en la siguiente ecuación:
x˙ =
[
0 0
0 −2
]
x+
[
1
1
]
y(1),
u = y(1) −
[
0 1
]
x
(4.4.3)
La función de transferencia del sistema puede calcularse como se muestra en la siguiente
ecuación:
Y (s)
U (s)
=
q−1 |sI − A+BqCAα|
sα |sI − A| =
s+ 2
s (s+ 1)
(4.4.4)
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Los valores característicos de la matriz A son diferentes de los valores característicos de la
matriz (A− BqCAα), y por lo tanto no existe coincidencia de polos con ceros, con lo cual, el
sistema es controlable y observable.
4.5 Ejemplo 2.
Ahora se realiza un ejemplo donde el sistema en el espacio de estados tiene coincidencia de
polos con ceros en su función de transferencia. El sistema está definido en el espacio de estados
como se muestra en la siguiente ecuación:
x˙ =
[
−4 −4
1 0
]
x+
[
1
0
]
u,
y =
[
1 2
]
x
(4.5.1)
Al derivar n veces la salida de la ecuación (4.5.1) y usando la ecuación x˙ = Ax+Bu, resulta
el siguiente conjunto de ecuaciones:
y =
[
1 2
]
x,
y(1) =
[
−2 −4
]
x+ u,
y(2) =
[
4 8
]
x− 2u+ u(1)
(4.5.2)
Ahora se determinan los parámetros α y q−1 cuando D = 0, entonces, α = i si CAi−1B "= 0 y
CAjB = 0 en el intervalo 0 ≤ j < i−1, por lo tanto α = 1, q−1 = 1 y el sistema inverso resulta
como se muestra en la siguiente ecuación:
x˙ =
[
−2 0
0 0
]
x+
[
1
0
]
y(1),
u = y(1) −
[
−2 −4
]
x
(4.5.3)
La función de transferencia del sistema puede calcularse como se muestra en la siguiente
ecuación:
Y (s)
U (s)
=
q−1 |sI − A+BqCAα|
sα |sI − A| =
s+ 2
(s+ 2) (s+ 2)
(4.5.4)
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De la ecuación (4.5.4) se observa que existen valores característicos de la matriz A idénticos
a los valores característicos de la matriz (A− BqCAα), con lo cual el sistema puede resultar no
controlable o no observable debido a que existe coincidencia de polos con ceros en su función
de trasferencia.
Capítulo 5
Aplicación.
En este capítulo se implementa la teoría descrita en los capítulos anteriores en una aplicación,
desarrollando las estrategias de control retroalimentación de salida y retroalimentación de es-
tado las cuales son técnicas que pertenecen al control clásico y al control moderno respecti-
vamente. Se estudian las propiedades de controlabilidad y observabilidad para el sistema en
lazo abierto y en lazo cerrado relacionándose la coincidencia de polos con ceros en la función
de transferencia como la no controlabilidad o la no observabilidad del sistema. Finalmente se
realiza una comparación entre estas dos técnicas de control.
A continuación se muestra una de las aplicaciones que se estudiará en este capítulo, el
sistema fue obtenido de [3], el sistema consta de dos resortes, dos amortiguadores y una placa
como se muestra en la figura (5.1), se considera la salida del sistema como el promedio de los
desplazamientos (x1 + x2)/2, donde cada uno de ellos es tomado con respecto de la posición
del resorte sin deformación. El sistema se define en el espacio de estados como se muestra en
la ecuación (5.0.1) y la función de transferencia del sistema se muestra en la ecuación (5.0.2).
x˙ =
[
−k1
c1
0
0 −k2
c2
][
x1
x2
]
+
[
1
2c1
1
2c2
]
u
y =
[
1
2
1
2
] [ x1
x2
] (5.0.1)
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GP (s) =
0.25((k1 + k2) + (c1 + c2)s)
k1k2 + (c1k2 + c2k1)s+ c1c2s2
(5.0.2)
F
x1 x2
m = 0
1 1 2 2k kc c
Figura 5.1: Sistema que consta de dos resortes, dos amortiguadores y una placa.
El sistema es controlable y observable si se satisface la siguiente ecuación:
k1
c1
"= k2
c2
(5.0.3)
Con la finalidad de presentar simulaciones realizadas en MatLab, se seleccionan los siguientes
valores de parámetros: k1 = 2, c1 = 1, k2 = 5, c2 = 3. De tal forma que las ecuaciones (5.0.1)
y (5.0.2) se pueden expresar de la siguiente manera:
x˙ =
[
−2
1
0
0 −5
3
][
x1
x2
]
+
[
1
2
1
6
]
u
y =
[
1
2
1
2
] [ x1
x2
] (5.0.4)
GP (s) =
0.25(7 + 4s)
10 + 11s+ 3s2
=
1
12
(4s+ 7)
(s+ 2)(s+ 5
3
)
(5.0.5)
El sistema de lazo abierto en la ecuación (5.0.4) es controlable y observable, lo cual se
muestra en las ecuaciones (5.0.6) y (5.0.7).
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El sistema de lazo abierto es controlable debido a que det(U) "= 0 como se muestra en la
ecuación (5.0.6)
det(U) =
∣∣∣∣∣ 12 −11
6
− 5
18
∣∣∣∣∣ "= 0 (5.0.6)
El sistema de lazo abierto es observable debido a que det(V ) "= 0 como se muestra en la
ecuación (5.0.7)
det(V ) =
∣∣∣∣∣ 12 12−1 −5
6
∣∣∣∣∣ "= 0 (5.0.7)
Al sistema de lazo abierto controlable y observable se le aplica una técnica de control
clásico y después una técnica de control moderno para determinar pérdida de controlabilidad
u observabilidad y comparar resultados.
5.1 Retroalimentación de salida.
Se estudian dos casos para el sistema de lazo cerrado mostrado en la figura (5.2), el primero
cuando el controlador es proporcional y el segundo cuando el controlador es dinámico. Se
analiza la coincidencia de polos con ceros en la función de transferencia de lazo cerrado para
ambos casos.
K(s) G (s)P y(s)u(s)
Figura 5.2: Sistema en lazo cerrado con retroalimentación unitaria.
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5.1.1 Control proporcional.
La función de transferencia de lazo cerrado cuando el controlador es proporcional se muestra
en la ecuación (5.1.1)
GLC (s) =
KPGP (s)
1 +KPGP (s)
=
1
12
(4s+ 7)KP
s2 +
(
11
3
+ 1
3
KP
)
s+
(
10
3
+ 7
12
KP
) (5.1.1)
El sistema anterior se puede representar en el espacio de estados mediante las matrices que se
muestran en la ecuación (5.1.2):
ALC =
[
11
3
+ 1
3
KP
10
3
+ 7
12
KP
1 0
]
, BLC =
[
1
0
]
, CLC =
[
1
3
KP
7
12
KP
]
, DLC = 0 (5.1.2)
El sistema de lazo cerrado es controlable debido a que ULC es una matriz cuadrada y el
det(ULC) "= 0 como se muestra en la ecuación (5.1.3),
det(ULC) =
∣∣∣∣∣ 1 113 + 13KP0 1
∣∣∣∣∣ = 1 (5.1.3)
El sistema de lazo cerrado es observable debido a que VLC es una matriz cuadrada y el
det(VLC) "= 0 como se muestra en la ecuación (5.1.4),
det(VLC) =
∣∣∣∣∣ 13KP 712KP7
12
KP +
1
3
KP
(
11
3
+ 1
3
KP
)
1
3
KP
(
10
3
+ 7
12
KP
) ∣∣∣∣∣ = −295432KP 2 (5.1.4)
El sistema es controlable y observable en lazo abierto y en lazo cerrado.
En la figura (5.3) se muestra la gráfica del Lugar Geométrico de las Raíces (LGR) que
muestra todas las posibles ubicaciones donde el control proporcional puede ubicar a los polos
del sistema con lo cual cambia la respuesta en el tiempo como se muestra en la figura (5.4).
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Figura 5.3: Lugar Geométrico de las Raíces.
Figura 5.4: Respuesta del sistema al escalón para valores de controlador K = 0, 1, · · · , 10.
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El sistema de lazo cerrado GLC(s) de la figura (5.2) es controlable y observable al aplicar
un control proporcional dado que el sistema de lazo abierto GP (s) también es controlable y ob-
servable además de que no existe coincidencia de polos con ceros en su función de transferencia.
5.1.2 Control dinámico.
El sistema de lazo cerrado mostrado en la figura (5.2) puede resultar no controlable o no
observable al aplicar un controlador dinámico como el que se muestra en la ecuación (5.1.5).
K(s) =
s+ a
s+ b
(5.1.5)
De acuerdo a los lemas presentados en el capítulo 2. La función de transferencia del sistema
de lazo cerrado tiene coincidencia de polos con ceros cuando K(s)GP (s) presenta coincidencia
de polos con ceros, es decir cuando el denominador del controlador coincide con alguno de los
ceros del sistema o cuando el numerador del controlador coincide con alguno de los polos del
sistema. El sistema de lazo cerrado presenta coincidencia de polos con ceros cuando alguno de
los parámetros del controlador toma alguno de los siguientes valores:
a =
k1
c1
= 2, a =
k2
c2
=
5
3
, b =
k1 + k2
c1 + c2
=
7
4
(5.1.6)
En los siguientes tres puntos se muestra el análisis de controlabilidad y de observabilidad
cuando los parámetros del controlador tienen los valores mostrados en la ecuación (5.1.6)
1. Cuando a = 2 y b = 1. La función de transferencia de lazo cerrado es la que se muestra
en la ecuación (5.1.7)
GLC (s) =
K (s)GP (s)
1 +K (s)GP (s)
=
1
12
(4s+ 7) (s+ 2)(
s+ 3
2
) (
s+ 3
2
)
(s+ 2)
=
1
3
s2 + 5
4
s+ 7
6
s3 + 5s2 + 33
4
s+ 9
2
(5.1.7)
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El sistema anterior de la ecuación (5.1.7) se puede representar en el espacio de estados
mediante las matrices que se muestran en la ecuación (5.1.8):
A =

−5 −33
4
−9
2
1 0 0
0 1 0
 , B =

1
0
0
 , C = [ 13 54 76 ] , D = 0 (5.1.8)
El sistema de la ecuación (5.1.8) es controlable debido a que ULC1 es una matriz cuadrada y el
det(ULC1) "= 0 como se muestra en la ecuación (5.1.9),
det(ULC1) =
∣∣∣∣∣∣∣∣
1 −5 67
4
0 1 −5
0 0 1
∣∣∣∣∣∣∣∣ "= 0 (5.1.9)
El sistema de la ecuación (5.1.8) es no observable debido a que VLC1 es una matriz cuadrada y
el det(VLC1) = 0 como se muestra en la ecuación (5.1.10),
det(VLC1) =
∣∣∣∣∣∣∣∣
1
3
5
4
7
6
− 5
12
−19
12
−3
2
1
2
31
16
15
8
∣∣∣∣∣∣∣∣ = 0 (5.1.10)
A continuación se muestra en las figuras (5.5) a (5.7) los tres estados que corresponden al
sistema controlable y no observable obtenido con las matrices de la ecuación (5.1.8).
Figura 5.5: Estado número uno del sistema de lazo cerrado.
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Figura 5.6: Estado número dos del sistema de lazo cerrado.
Figura 5.7: Estado número tres del sistema de lazo cerrado.
2. Cuando a = 5/3 y b = 1. La función de transferencia de lazo cerrado es la que se muestra
en la ecuación (5.1.11)
GLC (s) =
K (s)GP (s)
1 +K (s)GP (s)
=
1
3
s2 + 41
36
s+ 35
36
s3 + 5s2 + 293
36
s+ 155
36
=
1
12
(4s+ 7)
(
s+ 5
3
)(
s+ 5
3
+ 1
6
√
7
) (
s+ 5
3
− 1
6
√
7
) (
s+ 5
3
)
(5.1.11)
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La función de transferencia de la ecuación (5.1.11) se representa en el espacio de estados
mediante las matrices que se muestran en la ecuación (5.1.12)
A =

−5 −293
36
−155
36
1 0 0
0 1 0
 , B =

1
0
0
 , C = [ 13 4136 3536 ] , D = 0 (5.1.12)
El sistema de la ecuación (5.1.12) es controlable debido a que ULC2 es una matriz cuadrada
y el det(ULC2) "= 0 como se muestra en la ecuación (5.1.13),
det(ULC2) =
∣∣∣∣∣∣∣∣
1 −5 607
36
0 1 −5
0 0 1
∣∣∣∣∣∣∣∣ "= 0 (5.1.13)
El sistema de la ecuación (5.1.12) es no observable debido a que VLC2 es una matriz cuadrada
y el det(VLC2) = 0 como se muestra en la ecuación (5.1.14),
det(VLC2) =
∣∣∣∣∣∣∣∣
1
3
41
36
35
36
−19
36
−47
27
−155
108
97
108
3707
1296
2945
1296
∣∣∣∣∣∣∣∣ = 0 (5.1.14)
A continuación se muestra en las figuras (5.8) a (5.10) los tres estados que corresponden al
sistema controlable y no observable obtenido con las matrices de la ecuación (5.1.12).
3. Cuando a = 1 y b = 7/4. La función de transferencia de lazo cerrado es la que se muestra
en la ecuación (5.1.15)
GLC (s) =
K (s)GP (s)
1 +K (s)GP (s)
=
1
12
s2 + 11
48
s+ 7
48
1
4
s3 + 23
16
s2 + 8
3
s+ 77
48
=
1
12
(s+ 1)
(
s+ 7
4
)(
s+ 2 + 1
3
√
3
) (
s+ 2− 1
3
√
3
) (
s+ 7
4
)
(5.1.15)
La función de transferencia de la ecuación (5.1.15) se representa en el espacio de estados
mediante las matrices que se muestran en la ecuación (5.1.16)
A =

−23
4
−32
3
−77
12
1 0 0
0 1 0
 , B =

1
0
0
 , C = [ 13 1112 712 ] , D = 0 (5.1.16)
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Figura 5.8: Estado número uno del sistema de lazo cerrado.
Figura 5.9: Estado número dos del sistema de lazo cerrado.
Figura 5.10: Estado número tres del sistema de lazo cerrado.
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El sistema de la ecuación (5.1.16) es controlable debido a que ULC3 es una matriz cuadrada
y el det(ULC3) "= 0 como se muestra en la ecuación (5.1.17),
det(ULC3) =
∣∣∣∣∣∣∣∣
1 −23
4
1075
48
0 1 −23
4
0 0 1
∣∣∣∣∣∣∣∣ "= 0 (5.1.17)
El sistema de la ecuación (5.1.16) es no observable debido a que VLC3 es una matriz cuadrada
y el det(VLC3) = 0 como se muestra en la ecuación (5.1.18),
det(VLC3) =
∣∣∣∣∣∣∣∣
1
3
11
12
7
12
−1 −107
36
−77
36
25
9
307
36
77
12
∣∣∣∣∣∣∣∣ = 0 (5.1.18)
A continuación se muestra en las figuras (5.11) a (5.13) los tres estados que corresponden
al sistema controlable y no observable obtenido con las matrices de la ecuación (5.1.16).
Figura 5.11: Estado número uno del sistema de lazo cerrado.
62
Figura 5.12: Estado número dos del sistema de lazo cerrado.
Figura 5.13: Estado número tres del sistema de lazo cerrado.
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El sistema de lazo abierto controlable y observable puede resultar no controlable o no observable
de lazo cerrado al aplicar un controlador dinámico. Al existir coincidencia de polos con ceros
en la función de transferencia el sistema resulta no controlable o no observable.
En los tres casos mostrados anteriormente, un sistema controlable y observable de lazo
abierto resulta controlable y no observable en lazo cerrado debido a la ganancia del controlador.
Se mostraron las gráficas correspondientes a los estados del sistema para cada uno de los casos,
y se puede observar que los estados del sistema tienen un comportamiento diferente aunque el
sistema sea controlable y no observable en los tres casos.
5.2 Retroalimentación de estado.
En la sección anterior se aplicó una técnica de control por retroalimentación de salida a un sis-
tema controlable y observable de lazo abierto, ahora en esta sección se aplica retroalimentación
de estado al mismo sistema.
Mediante retroalimentación de estado se puede ubicar a los polos del sistema en el plano
complejo para tener alguna configuración deseada de los polos, con lo cual se tiene algún
comportamiento deseado del sistema. Es conocido que retroalimentación de estado no afecta a la
controlabilidad del sistema, en otras palabras, si el sistema de lazo abierto es controlable también
será controlable el sistema retroalimentado de estado, además si el sistema es controlable de
rango completo entonces todos los polos del sistema pueden ser asignados arbitrariamente, sin
embargo, aunque el sistema de lazo abierto sea observable, el sistema retroalimentado de estado
puede resultar no observable y por lo tanto existe coincidencia de polos con ceros en su función
de transferencia. El sistema de lazo abierto está definido en el espacio de estados como se
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muestra a continuación:
x˙ =
[
−2
1
0
0 −5
3
][
x1
x2
]
+
[
1
2
1
6
]
u
y =
[
1
2
1
2
] [ x1
x2
] (5.2.1)
La función de transferencia del sistema en lazo abierto es:
GP (s) =
0.25(7 + 4s)
10 + 11s+ 3s2
(5.2.2)
Al aplicar retroalimentación de estado al sistema de la ecuación (5.2.1) para un valor de
k =
[
1 3
2
]
resulta el siguiente sistema:
x˙f =
[
−5
2
−3
4
−1
6
−23
12
]
x+
[
1
2
1
6
]
r, yf =
[
1
2
1
2
]
x. (5.2.3)
La función de transferencia del sistema de la ecuación (5.2.3) es:
Gf (s) = Cf (sI − Af )−1Bf =
4
(
s+ 7
4
)(
s+ 8
3
) (
s+ 7
4
) (5.2.4)
Como se puede observar en la ecuación (5.2.4) el sistema es estable y existe coincidencia de
polos con ceros en su función de transferencia y por lo tanto el sistema con retroalimentación de
estado resulta controlable y no observable como se muestra en las ecuaciones (5.2.5) y (5.2.6)
respectivamente.
El sistema Gf (s) es controlable ya que en la ecuación (5.2.5), Uf es una matriz cuadrada y
el det (Uf ) "= 0.
det(Uf ) =
∣∣∣∣∣ 12 −1181
6
−29
72
∣∣∣∣∣ = 136 (5.2.5)
El sistema Gf (s) es no observable ya que en la ecuación (5.2.6), Vf es una matriz cuadrada
y el det (Vf ) = 0.
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det(Vf ) =
∣∣∣∣∣ 12 12−4
3
−4
3
∣∣∣∣∣ = 0. (5.2.6)
La retroalimentación de estado puede provocar que el sistema pierda observabilidad, esto sucede
para algunos valores del controlador debido a que los polos del sistema pueden ser movidos a
la misma posición de algún cero con lo cual existe coincidencia de polos y ceros en su función
de transferencia.
Capítulo 6
Conclusiones
6.1 Conclusiones.
Finalmente en este capítulo se presentan las conclusiones de este trabajo, las cuales se describen
en los siguientes puntos:
• Se realizó un estudio de las propiedades de controlabilidad y observabilidad de sistemas
LTI en relación con la coincidencia de polos y ceros en su función de transferencia, ya que
al existir coincidencia de polos con ceros el sistema resulta no controlable o no observable.
• Se estudiaron sistemas de lazo abierto, sistemas con retroalimentación de salida y sis-
temas con retroalimentación de estado, analizando sus propiedades de controlabilidad y
de observabilidad.
• Se presentaron dos lemas relacionados con la coincidencia de polos y ceros en la función
de transferencia.
• Se determinó que el control proporcional es invariante a la controlabilidad y a la obser-
vabilidad, es decir si el sistema de lazo abierto es controlable y observable entonces el
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sistema de lazo cerrado también será controlable y observable.
• Se analizó que puede existir pérdida de controlabilidad o de observabilidad al utilizar un
control control dinámico, esto es debido a que puede existir coincidencia de polos con
ceros en la función de transferencia del sistema de lazo cerrado.
• Se estudiaron medidas de controlabilidad y de observabilidad para determinar la distancia
a la que se encuentra el sistema de volverse no controlable o no observable.
• Se estudió la propuesta de [10] para obtener la función de transferencia de un sistema
representado en el espacio de estados sin la necesidad de calcular una matriz inversa, lo
cual permite establecer condiciones para la coincidencia de polos con ceros determinando
la controlabilidad y observabilidad del sistema.
• Se analizó que puede existir pérdida de observabilidad mediante retroalimentación de es-
tado debido a que la ganancia puede mover los polos de tal forma que su ubicación coincide
con ceros del sistema y por lo tanto en su función de transferencia existe coincidencia de
polos con ceros.
• Se estudio una técnica para asignación de polos.
6.2 Trabajo a futuro.
• Encontrar una relación entre controlabilidad y estabilidad de sistemas LTI.
• Encontrar una manera de revisar la controlabilidad y observabilidad de un sistema definido
como una función de transferencia sin la necesidad de tener que representarlo en espacio
de estados.
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