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Abstract
In this paper we formulate the problems of nonlinear and linear elastodynamics transformation cloak-
ing in a geometric framework. In particular, it is noted that a cloaking transformation is neither a
spatial nor a referential change of frame (coordinates); a cloaking transformation maps the boundary-
value problem of an isotropic and homogeneous elastic body (virtual problem) to that of an anisotropic
and inhomogeneous elastic body with a hole surrounded by a cloak that is to be designed (physical prob-
lem). The virtual body has a desired mechanical response while the physical body is designed to mimic
the same response outside the cloak using a cloaking transformation. We show that nonlinear elastody-
namics transformation cloaking is not possible while nonlinear elastostatics transformation cloaking may
be possible for special deformations, e.g., radial deformations in a body with either a cylindrical or a
spherical cavity. In the case of linear elastodynamics, in agreement with the previous observations in the
literature, we show that the elastic constants in the cloak are not fully symmetric; they do not possess
the minor symmetries. We prove that elastodynamics transformation cloaking is not possible regardless
of the shape of the hole and the cloak. We next show that linear elastodynamics transformation cloaking
cannot be achieved for gradient elastic solids either; similar to classical linear elasticity the balance of
angular momentum is the obstruction to transformation cloaking. We finally prove that transformation
cloaking is not possible for linear elastic generalized Cosserat solids in dimension two for any shape of
the hole and the cloak. In particular, in dimension two transformation cloaking cannot be achieved in
linear Cosserat elasticity. We also show that transformation cloaking for a spherical cavity covered by a
spherical cloak is not possible in the setting of linear elastic generalized Cosserat solids. We conjecture
that this result is true for a cavity of any shape.
Keywords: Cloaking, Nonlinear Elasticity, Gradient Elasticity, Cosserat Elasticity, Elastic Waves.
Contents
1 Introduction 2
2 Nonlinear Elastodynamics 8
2.1 Spatial Covariance of the Governing Equations of Nonlinear Elasticity . . . . . . . . . . . . . 11
2.2 Material Covariance of the Governing Equations of Nonlinear Elasticity . . . . . . . . . . . . 12
3 Linearized Elastodynamics 16
3.1 Spatial Covariance of Linearized Elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Material Covariance of Linearized Elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
∗Corresponding author, e-mail: arash.yavari@ce.gatech.edu
1
ar
X
iv
:1
80
7.
10
40
3v
1 
 [c
on
d-
ma
t.s
of
t] 
 27
 Ju
l 2
01
8
4 A Mathematical Formulation of the Problem of Cloaking a Cavity in Nonlinear and
Linearized Elastodynamics 27
4.1 Nonlinear Elastodynamics Transformation Cloaking . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Nonlinear Elastostatics Cloaking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Linear Elastodynamics Transformation Cloaking . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Elastodynamics Transformation Cloaking in Solids with Microstructure 42
5.1 Elastodynamics Transformation Cloaking in Gradient Elastic Solids . . . . . . . . . . . . . . 43
5.2 Elastodynamics Transformation Cloaking in Generalized Cosserat Solids . . . . . . . . . . . . 51
Appendices 73
Appendix A Riemannian Geometry 73
1 Introduction
Invisibility has been a dream for centuries. Making objects invisible to electromagnetic waves has been a
subject of intense research in recent years. Pendry et al. [2006] and Leonhardt [2006] independently showed
the possibility of electromagnetic cloaking. This was later experimentally verified by Schurig et al. [2006],
Liu et al. [2009], and Ergin et al. [2010]. In many references, including [Pendry et al., 2006], it is argued
that the main idea of cloaking in electromagnetism is the invariance of Maxwell’s equations under coordinate
transformations (covariance). The covariance of Maxwell’s equations has been known for a long time [Post,
1997]. However, one should note that covariance of Maxwell’s equations is not the direct underlying princi-
ple of transformation cloaking. In electromagnetic cloaking one maps one problem to another problem with
some desirable response. For example, a domain with a hole surrounded by a cloak with unknown physical
properties is mapped to a domain without a hole (or with a very small one) made of an isotropic and homo-
geneous material. Then one tries to find the transformed fields such that both problems satisfy Maxwell’s
equations [Kohn et al., 2008]. This will then determine the physical properties of the cloak. In particular,
the transformed quantities are not necessarily what one would expect under a coordinate transformation,
i.e., the two problems are not related by push-forward or pull-back using the cloaking map.
More specifically, the idea of cloaking for electromagnetism is as follows. Suppose one is given a body
(domain) Ω with a hole H surrounded by a cloaking region C (see Fig.1). The hole can be of any shape and
the one shown in Fig.1 is assumed to be circular (spherical in 3D). Suppose the physical properties in Ω \ C
are uniform and isotropic. One is interested in designing the cloaking region C such that an electromagnetic
wave passing through Ω would not interact with H. In other words, C redirects the waves such that the
boundary measurements are identical to those of another body with the same outer boundary as Ω without
the hole and made of the same homogeneous (and isotropic) material. Let us consider a smooth mapping
ψρ : Ω → Ω such that ψρ|Ω\C= id and it shrinks the hole H to a small circle (sphere) of radius ρ > 0 (see
Fig.1(b)). Note that this map is not unique, and hence, many possibilities for a cloak C. One then transforms
the physical fields such that the two problems satisfy Maxwell’s equations. This usually makes the physical
properties of the cloaking region C both inhomogeneous and anisotropic. The perfect cloaking case (the limit
ρ→ 0) may require singular physical properties and should be studied carefully [Kohn et al., 2008].
Cloaking in the context of conductivity [Greenleaf et al., 2003a,b], electrical impedance tomography,
and electromagnetism has been studied rigorously and is well understood [Bryan and Leise, 2010, Greenleaf
et al., 2007, 2009a,b]. Interestingly, the idea of cloaking has been explored in many other fields of science
and engineering, e.g., acoustics [Chen and Chan, 2007, Farhat et al., 2008, 2009a,b, Norris, 2008, Cummer
et al., 2008a,b, Zhou et al., 2008], optics [Leonhardt and Philbin, 2012], thermodynamics (design of thermal
cloaks) [Guenneau et al., 2012], diffusion [Guenneau and Puvirajesinghe, 2013], quantum mechanics [Zhang
et al., 2008], and elastodynamics [Milton et al., 2006]. The recent reviews [Kadic et al., 2013, 2015] discuss
these applications in some detail. The least understood among these applications is elastodynamics. In our
opinion, the main problem is that none of the existing works in the literature has formulated the problem
of elastodynamics cloaking properly. In particular, boundary and continuity conditions and the restrictions
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Figure 1: Cloaking an object in a hole H by a cloak C. The system (b) has uniform physical properties. The cloaking
transformation is the identity map outside the cloaking region C.
they impose on cloaking maps have not been discussed. In this paper, we formulate both the nonlinear
and linearized cloaking problems in a mathematically precise form. One should note that cloaking is an
inherently geometric problem. This is explained in the case of optical cloaking and invisibility in the recent
book [Leonhardt and Philbin, 2012]. We will see that this is the case for elastodynamics cloaking as well;
geometry plays a critical role in a proper formulation of elastodynamics transformation cloaking.
The first ideas related to cloaking in elasticity go back to the 1930s and 1940s in the works of Gurney
[1938] and Reissner and Morduchow [1949] on reinforced holes in elastic sheets in the framework of linear
elasticity. The first systematic study of cloaking in linear elasticity is due to Mansfield [1953] who introduced
the concept of neutral holes. Mansfield considered a sheet (a plane problem) under a given (far-field) load.
For the same far-field load applied to an uncut sheet one knows (or can calculate) the corresponding Airy
stress function φ = φ(x, y). He then put a hole(s) in the sheet and asked if the hole(s) can be reinforced
such that the stress field outside the hole(s) is identical to that of the uncut sheet. In other words, the
reinforcement hides the hole(s) from the stress field. Mansfield [1953] showed that the boundary of a neutral
hole is given by the equation φ(x, y) + ax + by + c = 0, where a, b, c are constants. The reinforcement is
a pre-stressed axially-loaded member (no bending stiffness) that may have a non-uniform cross sectional
area. Design of such neutral holes depend on the external loading. However, unlike the cloaking problem in
which a hole is to be hidden from arbitrary elastic waves, the shape of a neutral hole and the characteristics
of its reinforcement explicitly depend on the stress field of the uncut sheet. In other words, a reinforced
hole neutral under one far-field load may not be neutral under another one. In this paper we will present a
nonlinear analogue of Mansfield’s neutral holes for radial deformations in §4.2.
The main difference between electromagnetic (and optical) cloaking and elastodynamics cloaking is that
the governing equations of elasticity are written with respect to two frames and that they are tensor-valued.
In elasticity, one writes the governing equations with respect to a reference and a current configuration; this
leads to two-point tensors in the governing equations. If formulated properly, both nonlinear and linearized
elasticity are spatially covariant, i.e., their governing equations are invariant under arbitrary time-dependent
changes of frame (or coordinate transformations if viewed passively) [Steigmann, 2007, Yavari and Ozakin,
2008]. Invariance under referential changes of frame is more subtle as can be seen in the work of Yavari et al.
[2006], who showed that the balance of energy is not invariant under an arbitrary time-dependent referential
diffeomorphism. They obtained the transformed balance of energy that has some new terms corresponding
to the velocity of the referential change of frame. Mazzucato and Rachele [2006] showed that the balance
of linear momentum is invariant under any time-independent change in the reference configuration. In this
paper, we will show that the results of Yavari et al. [2006] and Mazzucato and Rachele [2006] are consistent
and the balance of energy and all the governing equations of nonlinear elasticity are invariant under arbitrary
time-independent referential coordinate transformations. The goal in elastodynamics cloaking is to make a
hole (cavity) invisible to elastic waves. This may be achieved by covering the boundary of the cavity by a
cloak that has inhomogeneous and anisotropic elastic properties, in general. The cloak will deflect the elastic
waves resulting in elastic measurements away from the cavity (more specifically, outside the cloak) identical
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to those when the cavity is absent. Pulling back the homogeneous material properties using a cloaking
transformation (that will be defined later), one would obtain the desired inhomogeneous and anisotropic
mechanical properties of the cloak. To achieve design of an elastic cloak one would need to answer the
following questions: i. Are the governing equations of nonlinear (and linear) elasticity invariant under
coordinate transformations? First, one must define what a coordinate transformation means in nonlinear
elasticity. There are two types of transformations that have very different physical meanings. ii. Can
cloaking be achieved using a spatial or referential coordinate transformation? Or a cloaking transformation
is more than a change of coordinates? Related to question i, note that any properly formulated physical field
theory has to be covariant. This was Einstein’s idea in the theory of general relativity. No coordinate system
can be a distinguished one; nature does not discriminate between different observers and they all see the
same physical laws. In nonlinear elasticity covariance is understood as invariance of the governing equations
under arbitrary time-dependent coordinate transformations in the ambient space [Hughes and Marsden,
1977, Marsden and Hughes, 1983, Yavari et al., 2006]. Regarding question ii we will show that a cloaking
transformation is neither a spatial nor a referential change of frame (coordinates); a cloaking transformation
maps the boundary-value problem of an isotropic and homogeneous elastic body (virtual problem) to that
of an anisotropic and inhomogeneous elastic body with a hole surrounded by a cloak that is to be designed
(physical problem).
Traditionally, many workers in solid mechanics start from linear elasticity. This is appropriate for many
practical applications, and linear elasticity has been quite successful in the past. The governing equations of
linear elasticity are linear partial differential equations, and hence, superposition is applicable, one can use
Green’s functions, etc. However, there are many problems for which linearized elasticity is not appropriate.
The first practical application of nonlinear elasticity was in the rubber industry in the 1940s and 1950s, which
motivated Rivlin’s seminal contributions [Rivlin, 1948,a,b,c, 1949a,b, Rivlin and Saunders, 1951]. In recent
years, nonlinear elasticity has been revived motivated by the biomechanics applications in which biological
tissues undergo large strains [Goriely, 2017]. However, the presence of large strains is not the only reason
to work with nonlinear elasticity. Unlike electromagnetism with only one configuration (ambient space), in
nonlinear elasticity, there are two inherently different configurations: reference and current. Linear elasticity
does not distinguish between these two configurations, and this has been a source of confusion in the recent
literature of elastodynamics transformation cloaking. In the reference configuration the body is stress free1
and any measure of strain is defined with respect to this configuration. Consequently, the stored energy
of an elastic body explicitly depends on the reference configuration as well. In the classical formulation
of nonlinear elasticity, it is well understood that coordinate transformations in the reference and current
configurations are very different. Local referential transformations are related to material symmetries, while
the global transformations of the ambient space (current configuration) are related to objectivity (or material
frame indifference). This implies that any cloaking study, even when strains are small, should be formulated
in the framework of nonlinear elasticity.
A classic example of an improper use of the governing equations of linear elasticity can be seen in almost
all the existing discussions on the objectivity of linear elasticity. It has long been argued that linearized
elasticity is not objective, i.e., its governing equations are not invariant under rigid body translations and
rotations of the ambient space (see [Steigmann, 2007] for references). This is unnatural and accepting it,
one, at least implicitly, is assuming that linear elasticity is a “special” field theory. This cannot be true and
linear elasticity, like any other field theory, has to be objective (and, more generally, spatially covariant)
if it is properly formulated. This problem was revisited independently by Steigmann [2007] and Yavari
and Ozakin [2008]. These authors showed that if formulated and interpreted properly, linear elasticity is
objective (covariant) as expected. In short, Navier’s equations are written with respect to one coordinate
system and do not have the proper geometric structure to be used in studying the transformation properties
of the balance of linear momentum in linear elasticity.
1We should mention that there are recent geometric developments using non-Euclidean reference configurations that allow
for sources of residual stress [Ozakin and Yavari, 2010, Yavari, 2010, Yavari and Goriely, 2012a,b,c, 2014, Sadik and Yavari,
2015, Efrati et al., 2013, Golgoon et al., 2016, Golgoon and Yavari, 2017, 2018b, Sadik et al., 2016, Sozio and Yavari, 2017,
Golgoon and Yavari, 2018a].
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The work of Lodge [1952, 1955]. Arthur S. Lodge showed that the static equilibrium solutions of
certain anisotropic homogeneous linear elastic bodies can be mapped to those of isotropic homogenous
linear elastic bodies using affine transformations of position and displacement vectors. In other words,
knowing an equilibrium solution for a homogeneous isotropic linear elastic body, new equilibrium solutions
can be generated for certain anisotropic bodies. We should point out that in [Lodge, 1952, 1955] and
[Ostrosablin, 2006] the matrices of the coordinate and displacement transformations are inverses of each
other. In particular, Lodge [1952] in his first paper considered the following transformations for coordinates
and displacements: (x, y, z) → (x′, y′, z′) = (x, y, ν− 12 z) and (u, v, w) → (u′, v′, w′) = (u, v, ν 12 z), for some
ν > 0. He showed that the governing equations of linear elasticity are invariant under these transformations.
Note that these transformations map the equilibrium solution of an isotropic elastic body to that of another
elastic body that is anisotropic. This should not be confused with the transformation of the governing
equations of one given body under referential or spatial coordinate transformations. In other words, Lodge
[1955] (see also Lang [1956]) finds an equilibrium solution for an anisotropic body using that of another
elastic body, which is isotropic. The position and displacement vectors are linearly related. However, the
two problems are not related by a coordinate transformation. Olver [1988] showed that any planar anisotropic
linear elastic solid is equivalent to an orthotropic solid through some linear transformations of coordinates
and displacements that are independent.
Lodge [1955]’s idea of mapping the boundary-value problem of an anisotropic linearly elastic body to
that of an isotropic body can be summarized as follows. The position vector and the displacement field are
transformed homogeneously as
x′ = Ax, u′ = A−Tu . (1.1)
We will refer to the transformation (x′,u′) = (Ax,A−Tu) as a Lodge transformation. Using this pair of
linear transformations, strain is transformed as ′ = A−TA−1. Assuming that under (1.1), σ′ : ′ = σ : ,
stress is transformed as σ′ = AσAT. Lodge [1955] assumed that body force transforms like a vector, i.e.,
b′ = Ab. Implicitly, he assumed that mass density transforms like a scalar, i.e., it remains unchanged:
ρ′ = ρ. This is similar to the way mass density transforms under a change of spatial frame. Under these
assumptions one can show that
div′ σ′ + ρ′b′ = A (divσ + ρb) . (1.2)
The inertial force is transformed as ρ′a′ = A−T(ρa). Therefore, starting from divσ + ρb = ρa, one obtains
the balance of linear momentum for the transformed body as
div′ σ′ + ρ′b′ = AATρ′a . (1.3)
Lodge then concluded that the balance of linear momentum is invariant under the transformation (1.1)
only when inertial forces are ignored. Under a Lodge transformation elastic constants, and hence, the
anisotropy type transform. Lodge finally calculated the matrix A such that the transformed body is isotropic.
Using this transformation, one can generate equilibrium solutions for certain anisotropic bodies having the
corresponding solutions for an isotropic linearly elastic body.
Remark 1.1. Fifty years later, not being aware of the work of Lodge, Milton et al. [2006] for a completely
different purpose used the Lodge transformations (1.1) but with a position-dependent A. They assumed a
harmonic time dependence and ignored the body forces. Let us examine their Eq.(2.4) for a constant matrix
A. Their transformed wave equation in this special case reads
div′ σ′ = −ω2ρ′u′ , (1.4)
where their matrix-valued mass density is defined as ρ′ = 1detAρAA
T. They justify a matrix-valued mass
density arguing that it has been observed for composites. Two comments are in order here: i) Note that
the factor 1detA appears when one uses the Piola identity as we will discuss in §4.1 and §4.3. When A is a
constant matrix, div′ σ′ is 1detA times that of Lodge’s. ii) If the body force term ρb is kept, this matrix-
valued mass density would not work unless one assumes that b′ = A−Tb, which is different from Lodge’s
original transformation.
5
The work of Milton et al. [2006] on elastodynamics cloaking. The first theoretical study of elasto-
dynamics transformation cloaking is due to Milton et al. [2006]. They observed that the governing equations
of linear elasticity are not invariant under coordinate transformations (or what they called “curvilinear trans-
formations”), and hence, cloaking of elastic waves cannot be achieved using coordinate transformations. One
should note that Navier’s equations are written with respect to one coordinate system, and hence, do not
have the proper geometric structure to be used in studying the transformation properties of the governing
equations of linear elasticity under coordinate (or cloaking) transformations. Milton et al. [2006] start with
the wave equation in the setting of linear elasticity, i.e., ∇ · σ + ω2ρu = 0, where σ = C∇u, and C is the
elasticity tensor, and consider mappings x → x′(x) and u(x) → u′(x′). They pointed out that the two
mappings can be chosen freely. Denoting the derivative of the map x′(x) by A(x), i.e., Ai′j = ∂x′i/∂xj ,
they assume that instead of u′ = A(x)u (assuming that the change of coordinates is a spatial coordinate
transformation), displacement is transformed as u′ = A−T(x)u. Milton et al. [2006] point out that these
(Lodge-type) transformations preserve the symmetries of the elasticity tensor. They finally show that under
these changes of variables the Cauchy stress and the wave equation transform as
div′ σ′ = −ω2ρ′u′ + D′∇′u′ and σ′ = C′∇′u′ + S′u′, (1.5)
where (J = det A) C ′pqrs =
1
J
∂x′p
∂xi
∂x′q
∂xj
∂x′r
∂xk
∂x′s
∂xl
Cijkl, S
′
pqr =
1
J
∂x′p
∂xi
∂x′q
∂xj
∂2x′r
∂xk∂xl
Cijkl = S
′
qrp, D
′
pqr = S
′
qrp, and
the matrix-valued mass density2 ρ′pq =
ρ
J
∂x′p
∂xi
∂x′q
∂xi
+ 1J
∂2x′p
∂xi∂xj
Cijkl
∂2x′q
∂xk∂xl
. Banerjee [2011] discusses this in more
detail and concludes that: “Therefore, unlike Maxwell’s equations the equations of elastodynamics change
form under a coordinate transformation.” This conclusion is, unfortunately, incorrect; governing equations of
linear elasticity are form-invariant under both spatial and referential coordinate transformations. However,
as we will show cloaking transformations are not coordinate transformations. It is, nevertheless, correct that
transformation cloaking is not possible in classical linear elastodynamics.
Several authors have looked at in-plane waves arguing that in this particular case the governing equations
are invariant under coordinate transformations (however, it is not clear what type of coordinate transfor-
mations is being considered), and hence, transformation cloaking can be acheived. In particular, Brun
et al. [2009] observed that for in-plane elastic waves, the balance of linear momentum is invariant under an
arbitrary change of coordinates (they do not distinguish between referential and spatial transformations),
and following the ideas in electromagnetic cloaking, introduced a cylindrical cloak. They considered an
annular cloak of inner and outer radii r0 and r1, respectively, and used Pendry et al. [2006]’s coordinate
transformation (r, θ)→ (r′, θ′) = (r′(r), θ), where
r′(r) =
{
r0 +
r1−r0
r1
r, r ≤ r1,
r, r ≥ r1.
(1.6)
This (singular) transformation maps a disk of radius r1 to an annulus of inner and outer radii r0 and
r1, respectively, and is the identity transformation outside the disk. These authors observed that assuming
u′ = u, Navier’s equations are form-invariant, and mass density transforms as ρ′(r) = r−r0r
(
r1
r1−r0
)2
ρ(r). In
the transformed coordinates, they obtained an elasticity tensor that does not possess the minor symmetries.
Then their recourse is to argue that the transformed body is made of a Cosserat solid.3 We will show in this
paper that the map (1.6), which has been borrowed from the literature of electromagnetic cloaking is not
admissible for elastodynamics cloaking; the derivative of this map is not the identity on the outer boundary
of the cloak, i.e., f ′(r1) 6= 1 (see §5.2). Instead of assuming that the cloak is made of a Cosserat solid without
even discussing its elastic constants, we believe one should assume that both the physical and virtual bodies
(that will be defined in §4) are made of Cosserat solids and see if a Cosserat cloak can be designed while
all the balance laws are respected in both bodies. We will show that the minor symmetries of the elastic
2There is a typo in their transformed mass density. The second term does not have the correct physical dimension. The
similar expression in [Banerjee, 2011] has the correct dimension with a factor 1/ω2 but has the opposite sign.
3Surprisingly, in none of the works that accept non-symmetric Cauchy stresses in the cloak is there any mention of the
balance of angular momentum and the distribution of couple stresses. There is also no discussion on what the extra elastic
constants of the Cosserat cloak should be.
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constants are not preserved under cloaking transformations (that will be defined in §4.1). Our conclusion is
that classical linear elasticity is not flexible enough to allow for cloaking. This would force one to start from
some kind of a solid with microstructure. In addition to finding the classical elastic constants in the cloak,
the non-classical elastic constants must be calculated as well. This has not been discussed in the literature
to this date. This is a non-trivial calculation that will be discussed in §5. In the literature, it has been
implicitly assumed that the material outside the cloak is a classical linear elastic solid. We will see that this
is not possible (Remark 5.5).
Starting from linear elasticity, Norris and Shuvalov [2011] tried to find the governing equations in a trans-
formed domain using Lodge-type transformations. Similar to the work of Milton et al. [2006], they assumed
that displacement field does not transform the way it does under a spatial coordinate transformation. They
refer to this as a linear gauge change. Unlike that of Milton et al. [2006], their displacement transformation
is completely independent of the coordinate transformation. This is similar to the transformations that had
earlier been used by Olver [1988]. They discussed several possibilities for the displacement transformation
and observed a loss of minor symmetries of the elastic constants in the cloak and assumed that it is made of
a Cosserat solid. However, the balance of angular momentum and the calculation of the non-classical elastic
constants of the Cosserat elastic cloak were not discussed.
Olsson and Wall [2011] studied time-harmonic cloaking a finite rigid body that is fixed, i.e., cannot move,
embedded in an elastic matrix. In the case of both a rigid circular disk and a rigid spherical ball they assumed
that the matrix is an elastic medium with inextensible radial fibers. To our best knowledge, this is the first
paper on elastic cloaking that actually discusses boundary conditions. In the physical and virtual bodies
(that we will define in §4) in both 2D and 3D they assumed the following relation between displacement
vectors: U/R = U˜/R˜. They observed that the balance of linear momentum of the two configurations have
the same form, and that elastic constants retain their full symmetries. Khlopotin et al. [2015] investigated
cloaking a finite rigid body embedded in an elastic medium. Their motivation was cloaking an object in a
soft matrix from surface elastic waves. They assumed that the matrix is a micropolar solid. They discussed
boundary conditions. However, in this work there is no discussion on how the non-classical elastic constants
of the cloak should be calculated. In particular, there is no mention of how the couple stiffness tensor and
the couple stress tensor of the micropolar medium are transformed under a cloaking transformation. We
believe that a proper formulation of linear elastodynamics cloaking should consider both the physical and
virtual bodies to be made of generalized Cosserat solids and all the elastic constants of the cloak must be
calculated. This will be discussed in §5.
Parnell [2012] (see also [Norris and Parnell, 2012]) first considered antiplane deformations of an isotropic
linear elastic solid for which the displacement field in cylindrical coordinates has the form (0, 0,W (R,Θ)).
He concluded that the balance of linear momentum (wave equation) is form-invariant under coordinate
transformations. The transformed mass density is identical to that of Brun et al. [2009]. Next, Parnell
considered the wave equation in the small-on-large theory of Green et al. [1952], which is simply linearization
about a finitely-deformed (and stressed) configuration [Ogden, 1997]. He considered a body with a small
hole made of an incompressible neo-Hookean solid. Using a (static) applied internal pressure the hole is
inflated. Parnell showed that the incremental wave equation with respect to this pre-stressed configuration
has anisotropic shear moduli. However, they are different from those of a cloak. One should also note that
inflating an initially small hole in a body the entire body would deform. In other words, the small-on-large
elasticity of such a body cannot be identical to that of a stress-free and homogeneous linear elastic body
outside any finite region. In this sense, the idea of pre-stress cannot be useful in the context of transformation
cloaking.
There have been other efforts in the literature on guiding elastic waves in structures. We should mention
Amirkhizi et al. [2010] who proposed the idea of redirecting stress waves by smoothly changing anisotropy of
a structure. In particular, they experimentally and numerically showed that when the direction of a stress
wave is known and is fixed its propagation in a structure made of a transversely isotropic material with a
varying axis of anisotropy can be guided. Of course, their construction is restricted and useful only for one
specific direction of wave propagation.
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Contributions of this paper. In this paper, we investigate the problem of hiding a hole from elastic
waves in both nonlinear and linear elastic solids. We start by discussing the invariance of the governing
equations of nonlinear and linearized (with respect to any finitely-deformed configuration) elasticity under
both arbitrary time-dependent spatial changes of frame (coordinate transformations) and arbitrary time-
independent referential changes of frame. We, however, note that cloaking cannot be achieved using either
(or both) spatial or referential coordinate transformations. We define a cloaking map to be a mapping that
transforms the boundary-value problem of an elastic body with a hole reinforced by a cloak (physical body)
to that of a homogeneous and isotropic body with an infinitesimal hole (virtual body). The cloak needs to
be designed while the loads and boundary conditions in the virtual body are not known a priori. We define a
cloaking transformation to be a map between the boundary-value problems of an elastic body to be designed
and a virtual elastic body that has some desired mechanical response. The main contributions of this work
can be summarized as follows:
• We provide a geometric formulation of transformation cloaking in nonlinear elasticity. It is shown that
nonlinear elastodynamics transformation cloaking is not possible (Proposition 4.6).
• It is shown that nonlinear elastostatics transformation cloaking may be possible for special defor-
mations. This is somehow a nonlinear analogue of Mansfield’s neutral holes. We provide one such
example, namely radial deformations in an infinitely long solid cylinder with a cylindrical hole or a
finite spherical ball with a spherical cavity.
• Classical linear elasticity is not flexible enough to allow for transformation cloaking (Proposition 4.8).
More specifically, linear elastodynamics cloaking cannot be achieved because the elastic constants in
the cloak lose their minor symmetries. This is true for a hole of any shape reinforced by a cloak with
an arbitrary shape.
• Assuming that the virtual body is isotropic and centro-symmetric, elastodynamics transformation
cloaking is not possible in the setting of gradient elasticity (Proposition 5.3). This result is independent
of the shape of the hole.
• Elastodynamics transformation cloaking is not possible in the setting of generalized Cosserat elasticity
in dimension two (Proposition 5.7). In particular, in dimension two transformation cloaking cannot be
achieved in Cosserat elasticity (with rigid directors) either. This result is independent of the shapes of
the hole and the cloak. Elastodynamics transformation cloaking is not possible for a spherical cavity
using a spherical cloak in the setting of generalized Cosserat elasticity (Proposition 5.9). We conjecture
that this result in dimension three is independent of the shapes of the cavity and the cloak (Conjecture
5.11).
This paper is structured as follows. In §2, we revisit nonlinear elasticity and discuss the invariance of
its governing equations under both arbitrary time-dependent transformations of the ambient space (current
configuration) and arbitrary time-independent transformations of the reference configuration. In particular,
structural tensors are discussed in some detail. In §3, linearization of nonlinear elasticity is discussed in
detail. Then spatial and referential covariance of the governing equations of linearized elasticity are investi-
gated. The problems of cloaking for both nonlinear elastodynamics and elastostatics are formulated in §4.1
and §4.2, respectively. Cloaking transformation in classical linear elasticity is investigated in §4.3. In §5,
elastodynamics transformation cloaking in solids with microstructure is investigated. The impossibility of
transformation cloaking in linearized gradient elasticity is discussed in §5.1. Elastodynamics transformation
cloaking in generalized Cosserat solids is formulated in §5.2.
2 Nonlinear Elastodynamics
Kinematics. In nonlinear elasticity, motion is a time-dependent mapping between a reference configuration
(or natural configuration) and the ambient space (see Fig.2). Geometrically, we write this as ϕt : B → S,
where (B,G) and (S,g) are the material and the ambient space Riemannian manifolds, respectively [Marsden
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and Hughes, 1983]. Here, G is the material metric (that allows one to measure distances in a natural stress-
free configuration) and g is the background metric of the ambient space. The Levi-Civita connections
associated with the metrics G and g are denoted as ∇G and ∇g, respectively. The corresponding Christoffel
symbols of ∇G and ∇g in the local coordinate charts {XA} and {xa} are denoted by ΓABC and γabc,
respectively. These can be directly expressed in terms of the metric components as
γabc =
1
2
gak (gkb,c + gkc,b − gbc,k) , ΓABC = 1
2
GAK (GKB,C +GKC,B −GBC,K) . (2.1)
The deformation gradient F is the tangent map of ϕt, which is defined as F(X, t) = Tϕt(X) : TXB →
Tϕt(X)S. The transpose of F is denoted by FT, where
FT(X, t) : Tϕt(X)S → TXB , 〈〈W,FTw〉〉G = 〈〈FW,w〉〉g, ∀W ∈ TXB, w ∈ Tϕt(X)S . (2.2)
In components, (FT)Aa = G
ABF bBgab. The right Cauchy-Green deformation tensor
4 is defined as C =
FTF : TXB → TXB, which in components reads CAB = F aLF bBgabGAL.
(a) (b)
B
(B,G)
(S,g)(S,g)
ϕt(B) ϕt(B)
ϕt
ϕt
Figure 2: Motion in nonlinear elasticity is a time-dependent mapping between two manifolds.
The material velocity of the motion is the mapping V : B × R+ → TS, where V(X, t) ∈ Tϕt(X)S,
and in components, V a(X, t) = ∂ϕ
a
∂t (X, t). The spatial velocity is defined as v : ϕt(B) × R+ → TS such
that vt(x) = Vt ◦ ϕ−1t (x) ∈ TxS, where x = ϕt(X). The convected velocity is defined as V t = ϕ∗t (vt) =
Tϕ−1t ◦ vt ◦ ϕt = F−1 ·V. The material acceleration is a mapping A : B × R+ → TS defined as A(X, t) :=
Dgt V(X, t) = ∇gV(X,t)V(X, t) ∈ Tϕt(X)S, where Dgt denotes the covariant derivative along the curve ϕt(X)
in S. In components, Aa = ∂V a∂t + γabcV bV c. To motivate this definition note that the time derivative of
the kinetic energy density is calculated as5
d
dt
1
2
ρ0(X)〈〈V(X, t),V(X, t)〉〉g = ρ0(X)〈〈V(X, t), Dgt V(X, t)〉〉g = ρ0(X)〈〈V(X, t),A(X, t)〉〉g. (2.3)
Therefore, A(X, t) is the covariant time derivative of the velocity vector field. The spatial acceleration
is defined as a : ϕt(B) × R+ → TS such that at(x) = At ◦ ϕ−1t (x) ∈ TxS. In components, it reads
aa = ∂v
a
∂t +
∂va
∂xb
vb + γabcv
bvc. The spatial acceleration can also be expressed as the material time derivative
of v, i.e., a = v˙ = ∂v∂t +∇gvv. The convected acceleration is defined as [Simo et al., 1988]
A t = ϕ
∗
t (at) =
∂V t
∂t
+∇ϕ∗t gV t V t =
∂V t
∂t
+∇C[V tV t . (2.4)
Balance laws. Balance of linear momentum in spatial and material forms reads
divg σ + ρb = ρa, Div P + ρ0B = ρ0A, (2.5)
4Note that C[ agrees with the pull-back of the ambient space metric by ϕt, i.e., C[ = ϕ∗t g.
5Note that if a connection∇ is G-compatible, then d
dt
〈〈X,Y(X, t)〉〉G = 〈〈DtX,Y〉〉G+〈〈X, DtY〉〉G, where Dt is the covariant
time derivative.
9
where σ and P are the Cauchy stress and the first Piola-Kirchhoff stress, respectively. ρ0, B, and A are the
material mass density, material body force, and material acceleration, respectively, and ρ, b, and a are their
corresponding spatial counterparts. Note that divg σ and Div P have the following coordinate expressions
divg σ = σ
ab|b
∂
∂xa
=
(
∂σab
∂xb
+ σacγbcb + σ
cbγacb
)
∂
∂xa
,
Div P = P aA|A
∂
∂xa
=
(
∂P aA
∂XA
+ P aBΓAAB + P
cAF bAγ
a
bc
)
∂
∂xa
.
(2.6)
In coordinates, Jσab = F aAP
bA, where J is the Jacobian of deformation that relates the deformed and
undeformed Riemannian volume elements as dv(x,g) = JdV (X,G), and
J =
√
det g
det G
det F. (2.7)
One can pull back the balance of linear momentum to the reference configuration, i.e., ϕ∗t (divg σ)+ϕ
∗
t (ρb) =
ϕ∗t (ρa). This can be written as
divC[ Σ + %Bt = %A t, (2.8)
where Σ = ϕ∗tσ is the convected stress, Bt = ϕ
∗
tb is the convected body force, and % = ρ ◦ ϕt.
Identifying a material point with its position in the material manifold X ∈ B, we have x = ϕt(X). When
the ambient space is Euclidean one defines the material displacement field as U = ϕt(X)−X. The spatial
displacement field is denoted by u = U ◦ ϕ−1t .
Balance of angular momentum in local form reads σT = σ or FP? = PF?, where P? and F? are duals
of P and F, respectively, and are defined as
F = F aA
∂
∂xa
⊗ dXA, F? = F aAdXA ⊗ ∂
∂xa
,
P = P aA
∂
∂xa
⊗ ∂
∂XA
, P? = P aA
∂
∂XA
⊗ ∂
∂xa
.
(2.9)
Note that F? : T ∗ϕt(X)S → T ∗XB, where T ∗ϕt(X)S and T ∗XB denote the cotangent spaces of Tϕt(X)S and TXB,
respectively.
Conservation of mass implies that ρdv = ρ0dV or ρJ = ρ0, where ρo and ρ denote the material and spatial
mass densities, respectively. In terms of Lie derivatives, conservation of mass can be written as Lvρ = 0
[Marsden and Hughes, 1983].
Constitutive equations. In nonlinear elasticity, the energy function (per unit undeformed volume) of an
inhomogeneous anisotropic hyperelastic material at a material point X is written in the following general
form
W = Wˆ (X,C[,G, ζ1, . . . , ζn) , (2.10)
where ζi, i = 1, . . . , n are a collection of the so called structural tensors characterizing the material symmetry
group at the pointX. The inclusion of the structural tensors, along with C[ in the energy function as shown in
(2.10) constructs an isotropic function, i.e., it is invariant under the orthogonal group [Liu, 1982]. Therefore,
(2.10) can be treated as the energy function of an isotropic material, and hence, the second Piola-Kirchhoff
stress tensor is given as
S = 2
∂Wˆ
∂C[
. (2.11)
Alternatively, by the Doyle-Ericksen formula [Doyle and Ericksen, 1956], the Cauchy, the first Piola-Kirchhoff,
and the convected stress tensors are expressed as
σ =
2
J
∂Wˆ
∂g
, P = g]
∂Wˆ
∂F
, Σ =
2
J
∂Wˆ
∂C[
, (2.12)
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where, with a slight abuse of notation, one may write
Wˆ (x,G◦ϕ−1,g,F, ζ1◦ϕ−1, . . . , ζn◦ϕ−1) = Wˆ (X,G,g◦ϕ,F, ζ1, . . . , ζn) = Wˆ (X,G,C[, ζ1, . . . , ζn) . (2.13)
For an incompressible solid the relations in (2.12) are modified to read
σ = −pg] + 2
J
∂Wˆ
∂g
, P = −pJg]F−? + g] ∂Wˆ
∂F
, Σ = −pC−1 + 2
J
∂Wˆ
∂C[
. (2.14)
According to Hilbert’s theorem, for any finite number of tensors, there exist a finite number of isotropic
invariants forming a basis called integrity basis for the space of isotropic invariants of the collection of tensors.6
Thus, if Ij , j = 1, . . . ,m, form an integrity basis for the set of tensors in (2.10), one has W = W (X, I1, ..., Im).
Hence, using (2.11), one obtains
S =
j=m∑
j=1
2WIj
∂Ij
∂C[
, WIj :=
∂W
∂Ij
, j = 1, . . . ,m . (2.15)
If the material is isotropic, i.e., W = W (X, I1, I2, I3), where I1 = tr C, I2 = det C tr C
−1, and I3 = det C
are the principal invariants of the right Cauchy-Green deformation tensor, it follows from (2.15) that
S = 2
{
WI1G
] +WI2(I2C
−1 − I3C−2) +WI3I3C−1
}
. (2.16)
If the material is incompressible, i.e., I3 = 1, one writes S = 2{WI1G] −WI2C−2} − pC−1, where p is the
Lagrange multiplier associated with the incompressibility constraint J = 1.
2.1 Spatial Covariance of the Governing Equations of Nonlinear Elasticity
It turns out that in continuum mechanics (and even discrete systems) one can obtain all the balance laws
using the energy balance and postulating its invariance under some groups of transformations. This idea was
introduced by Green and Rivlin [1964] in the case of Euclidean ambient spaces and was later extended to
manifolds by Hughes and Marsden [1977]. See also Marsden and Hughes [1983], Simo and Marsden [1984],
Yavari et al. [2006], Yavari and Ozakin [2008], Yavari [2008], Yavari and Marsden [2009a,b] for applications
of covariance ideas in different continuous and discrete systems.
Consider an arbitrary time-dependent spatial diffeomorphism ξt : S → S (see Fig.3). Denoting the fields
in the transformed configuration by primes, we know that [Marsden and Hughes, 1983, Yavari et al., 2006]
R′ = R, H ′ = H, ρ′0 = ρ0, T
′ = ξt∗T, V′ = ξt∗V + w ◦ ϕt, (2.17)
where w = ∂∂tξt ◦ϕt is the velocity of the change of frame and T is the traction vector. Note that A = ∇gVV
and hence
A′ = ∇g′V′V′ = ∇ξt∗gξt∗V+w◦ϕt (ξt∗V + w ◦ ϕt)
= ξt∗ (∇gVV +∇gWW +∇gVW +∇gWV)
= ξt∗ (A +∇gWW + 2∇gVW + [W,V]) .
(2.18)
It is assumed that body forces are transformed such that [Marsden and Hughes, 1983] B′−A′ = ξt∗(B−A).
Similar transformations hold for the spatial quantities. It can be shown that [Marsden and Hughes, 1983,
Yavari et al., 2006]
div′ σ′ + ρ′b′ − ρ′a′ = ξt∗ (divσ + ρb− ρa) ,
Div′P′ + ρ′0B
′ − ρ′0A′ = ξt∗ (Div P + ρ0B− ρ0A) ,
(2.19)
i.e., the balance of linear momentum is spatially covariant provided that the Doyle-Ericksen formula (2.12)1
is satisfied. This in turn restricts the body to be isotropic. A way out to have a covariant elasticity theory for
6See [Spencer, 1971] for a detailed discussion on integrity basis for a finite set of tensors.
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(S,g)
ϕ˜t = ϕt ◦ Ξ−1Ξ
(B,G)
(B˜, G˜)
ϕt
ξt
(S, ξt∗g)
x
X
X˜
x′
Figure 3: Motion of a nonlinear elastic body and spatial and material changes of frame. ξt is a time-dependent spatial change
of frame and Ξ is a time-independent material (referential) change of frame.
anisotropic bodies is to include structural tensors in the energy function. This was discussed earlier. Note
that the balance of angular momentum (symmetry of the Cauchy stress) is covariant as well, i.e., σ′T = σ′.
The main idea in covariant elasticity is that in the ambient space the physical laws (here, the balance of
energy or the first law of thermodynamics) should be observer-independent.7 Yavari et al. [2006] investigated
the possibility of the covariance of the energy balance under diffeomorphisms of the reference configuration.
Their motivation was to see if there was any connection between material covariance and balance of the
so-called configurational forces. It was observed that the energy balance is not invariant under material
diffeomorphisms, in general. They obtained a transformation equation for the balance of energy. This is
discussed next.
2.2 Material Covariance of the Governing Equations of Nonlinear Elasticity
Note that a spatial diffeomorphism is nothing but a change of observer. In other words, given an elastic
body in (dynamic) equilibrium, a spatial diffeomorphism is simply representing the same configuration in
another frame. For cloaking applications, one needs to know what the elastic properties of the cloak should
be in order to make a given cavity invisible to elastic waves. This means that given a reference configuration,
one should be looking at material (referential) diffeomorphisms. This is the motivation for the following
discussion.
In this section, we discuss the transformation of the governing equations of nonlinear elasticity for an
anisotropic and inhomogenous body under a time-independent material diffeomorphism. More specifically,
consider a diffeomorphism Ξ : B → B˜. We use the coordinate charts {XA}, {X˜A˜}, and {xa} for the reference
configuration, the transformed reference configuration, and the ambient space, respectively, see Fig 3. The
deformation map ϕt : B → S is transformed under the material diffeomorphism to ϕ˜t : B → S, where
ϕ˜t = ϕt ◦ Ξ−1. Material velocity with respect to the new reference configuration reads
V˜(X˜, t) =
∂
∂t
ϕ˜(X˜, t) =
∂
∂t
ϕ(Ξ−1(X˜), t) = V(Ξ−1(X˜), t). (2.20)
7This is also known as the principle of material objectivity (see, e.g., [Noll, 1958]).
12
Thus, V˜ = V ◦ Ξ−1. Material acceleration with respect to the new reference configuration reads
A˜(X˜, t) = ∇g∂
∂t
V˜(X˜, t) = ∇g∂
∂t
V(Ξ−1(X˜), t) = ∇g∂
∂t
Vt ◦ Ξ−1(X˜) = At ◦ Ξ−1(X˜). (2.21)
The deformation gradient F = Tϕt : TXB → Tϕt(X)S, under Ξ is transformed to F˜ = T ϕ˜t : TX˜B →
Tϕ˜t(X˜)S = Tϕt(X)S, where
F˜ = T ϕ˜t = T (ϕt ◦ Ξ−1) = Tϕt ◦ TΞ−1 = F ◦
Ξ
F−1 , (2.22)
and
Ξ
F = TΞ. Moreover, note that G˜ = Ξ∗G. In coordinates, G˜A˜B˜ = (
Ξ
F−1)AA˜(
Ξ
F−1)BB˜GAB . The right
Cauchy-Green deformation tensor is written as C[ = ϕt
∗g. Hence, one notes that
C˜
[
= ϕ˜t
∗g =
(
ϕt ◦ Ξ−1
)∗
g = Ξ∗ ◦ ϕt∗g = Ξ∗ (ϕt∗g) = Ξ∗C[ . (2.23)
In coordinates, C˜A˜B˜ = (
Ξ
F−1)AA˜(
Ξ
F−1)BB˜CAB .
Material symmetry. The material symmetry group GX associated with an elastic body made of a simple
material8 with the response function R9 at a point X with respect to the reference configuration (B,G) is
defined as
R (FK) = R (F) , ∀ K ∈ GX , (2.24)
for all deformation gradients F, where K : TXB → TXB is an invertible linear transformation. For a
hyperelastic solid, objectivity requires that the energy function depend on the deformation through the right
Cauchy-Green deformation tensor C[, i.e., W = W (X,C[,G) at a referential point X. Therefore, material
symmetry group GX for a hyperelastic solid is defined to be the subgroup of G-orthogonal transformations
Orth(G) such that10 [Ehret and Itskov, 2009]
W (X,Q−?C[Q−1,G) = W (X,C[,G) , ∀ Q ∈ GX 6 Orth (G) . (2.25)
The symmetry group of the material relative to a transformed reference configuration (B˜, G˜) is denoted by
G˜. According to Noll’s rule [Noll, 1958, Coleman and Noll, 1959, 1963, 1964], one can write
G˜ = Ξ∗G =
Ξ
FG ΞF−1 . (2.26)
In other words, in the sense of group theory, at each material point X, G and G˜ are conjugate subgroups of the
general linear group, and hence, isomorphic (G˜ ∼= G). Note that if ΞF ∈ G, then G = G˜. Also, the symmetry
group is not affected by a change of reference configuration (G˜ = G) if ΞF = αI (pure dilatation) for some
positive scalar α [Ogden, 1997]. More generally, G˜ = G if and only if ΞF belongs to the normalizer group11 of
G within the general linear group. It is straightforward to see that (2.26) is satisfied if and only if it holds
for all the generators of the group G. Therefore, if G is finitely generated, the elements of the generating
sets of G and G˜ denoted by {Q1, . . . ,Qm} and {Q˜1, . . . , Q˜m}, respectively, are related as Q˜j =
Ξ
FQj
Ξ
F−1,
j = 1, . . . ,m. The symmetry group can be characterized using a finite collection of structural tensors12 ζi of
order µi, i = 1, . . . , n, as follows [Liu, 1982, Boehler, 1987, Zheng and Spencer, 1993a, Zheng, 1994, Lu and
Papadopoulos, 2000, Mazzucato and Rachele, 2006]
Q ∈ G 6 Orth (G) ⇐⇒ 〈Q〉µ1 ζ1 = ζ1 , . . . , 〈Q〉µn ζn = ζn , (2.27)
8The response of a simple material at any material point depends only on the first deformation gradient (and its evolution)
at that point [Noll, 1958].
9Here we assume that R is the energy function. Response function may be any measure of stress as well.
10Note that Orth(G) =
{
Q : TXB → TXB | Q> = Q−1
}
. We use the notation G 6 H when G is a subgroup of H .
11The normalizer group NG (Q) of a subgroup Q of G (Q 6 G ) is defined as NG (Q) = {gi ∈ G : giQg−1i = Q}.
12Note that such a collection forms a basis for the space of tensors that are invariant under the action of G.
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where the µ-th power Kronecker product 〈Q〉µ of a G-orthogonal transformation Q for any µ-th order tensor
ζ is defined as13
(〈Q〉µ ζ)A¯1...A¯µ = QA¯1A1 . . . QA¯µAµζA1...Aµ . (2.28)
Note that (2.27) suggests that the material symmetry group G is the invariance group of the set of the struc-
tural tensors ζi, i = 1, . . . , n. Using (2.26) and (2.27), one obtains the following relation for the transformed
structural tensors under the material diffeomorphism, which characterize the transformed symmetry group G˜
Q˜ ∈ G˜ 6 Orth(G˜) ⇐⇒ 〈Q˜〉µ1 ζ˜1 = ζ˜1 , . . . , 〈Q˜〉µn ζ˜n = ζ˜n , (2.29)
where Q˜ = Ξ∗Q =
Ξ
F Q
Ξ
F−1 and ζ˜i = Ξ∗ζi, i = 1, . . . , n. Therefore, the type of the symmetry group of the
material is preserved under a material change of frame Ξ.
Balance of energy. Yavari et al. [2006] showed that the balance of energy is not invariant under an
arbitrary time-dependent material diffeomorphism. However, it can be shown that the balance of energy
is always invariant under time-independent material diffeomorphisms. The strain energy function satisfies
(2.25) if and only if it is represented as an isotropic function (invariant under the special orthogonal group)
of the structural tensors and C[ at a material point X (see (2.30)) [Boehler, 1979, Zhang and Rychlewski,
1990, Ehret and Itskov, 2009]. Thus, we write the general form of the energy function (per unit undeformed
volume) of an inhomogeneous anisotropic hyperelastic material with a set of structural tensors ζi, i = 1, . . . , n
(cf. (2.27)) characterizing the material symmetry group (at a referential point X) as
W = Wˆ (X,C[,G, ζ1, . . . , ζn) . (2.30)
Similarly, using (2.23) and (2.29), one obtains
W˜ =
˜ˆ
W (X˜, C˜[, G˜, ζ˜1, . . . , ζ˜n) = Wˆ (Ξ(X),Ξ∗C[,Ξ∗G,Ξ∗ζ1, . . . ,Ξ∗ζn) = Ξ∗W . (2.31)
Using the theory of invariants [Spencer, 1971, 1982], the energy function can be represented in terms of
a finite set of isotropic invariants. It can be shown that these invariants do not change under material
diffeomorphisms, which in turn implies the material covariance of the energy function, i.e., (see also [Lu and
Papadopoulos, 2000])
W˜ = W ◦ Ξ−1 . (2.32)
Balance of linear momentum. Balance of linear momentum in terms of the first Piola-Kirchhoff stress
reads Div P + ρ0B = ρ0A. We now examine the transformed first and second Piola-Kirchhoff stress tensors,
denoted, respectively, by P˜ and S˜, and the material acceleration A˜ pertaining to the transformed configu-
ration (B˜, G˜) with the deformation ϕ˜t = ϕt ◦ Ξ−1. The second Piola-Kirchhoff stress tensor is written as
S = 2 ∂
ˆ
W
∂C[
. Therefore, using (2.31), one obtains
S˜ = 2
∂
˜ˆ
W
∂C˜
[
= 2
∂(Ξ∗Wˆ )
∂(Ξ∗C[)
. (2.33)
Moreover, employing (2.32) and (2.33), one can write
(Ξ∗S)A˜B˜ =
Ξ
F A˜A
Ξ
F B˜B S
AB ◦ Ξ−1 = 2 ΞF A˜A
Ξ
F B˜B
∂Wˆ
∂CAB
◦ Ξ−1
= 2
Ξ
F A˜A
Ξ
F B˜B
∂
˜ˆ
W
∂C˜D˜H˜
∂C˜D˜H˜ ◦ Ξ
∂CAB
= 2
Ξ
F A˜A
Ξ
F B˜B(
Ξ
F−1)AD˜(
Ξ
F−1)BH˜
∂
˜ˆ
W
∂C˜D˜H˜
= 2
∂
˜ˆ
W
∂C˜A˜B˜
= S˜A˜B˜ .
(2.34)
13Note that 〈Q〉m (v1 ⊗ . . .⊗ vm) = Qv1 ⊗ . . .⊗Qvm, where vi ∈ TXB, i = 1, . . . ,m, are arbitrary vectors.
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Hence, it immediately follows that S˜ = Ξ∗S. Under the diffeomorphism Ξ : B → B˜, the two-point tensor P
is transformed to Ξ∗P, where in components
P˜ aA˜ =
∂X˜A˜
∂XA
P aA =
Ξ
F A˜AP
aA ◦ Ξ−1. (2.35)
We note that, using (2.22), one has P˜ = F˜S˜ = (F ◦ ΞF−1)S˜. Therefore, in components (cf. (2.35) and
S˜ = Ξ∗S)
P˜ aA˜ =F aA(
Ξ
F−1)AB˜ S˜
B˜A˜ = F aA(
Ξ
F−1)AB˜
Ξ
F B˜C
Ξ
F A˜B S
CB ◦ Ξ−1
=F aA
Ξ
F A˜B S
AB ◦ Ξ−1 = ΞF A˜BP aB ◦ Ξ−1 = (Ξ∗P )aA˜ ,
(2.36)
that is, P˜ = Ξ∗P. Note that (Div P)
a
= ∂P aA/∂XA + ΓAABP
aB + (γabc ◦ ϕt)F bAP cA. Thus, (D˜ivP˜)a =
∂P˜ aA˜/∂X˜A˜+Γ˜A˜A˜B˜P˜
aB˜+(γabc ◦ ϕ˜t) F˜ bA˜P˜ cA˜. Note that F˜ = T ϕ˜t = T
(
ϕt ◦ Ξ−1
)
= Tϕt◦(TΞ)−1 = F◦
Ξ
F−1.
Thus, F˜◦ P˜ = F◦P◦Ξ−1. It can be shown that ∂P˜ aA˜/∂X˜A˜ = ∂P aA/∂XA ◦Ξ−1. Using the transformation
of connection coefficients, it is straightforward to show that Γ˜A˜A˜B˜ = (
Ξ
F−1)BB˜Γ
A
AB ◦ Ξ−1. Therefore,
D˜ivP˜ = Div P ◦ Ξ−1. Note that ρ0dV = ρ˜0dV˜ = ρ˜0JΞdV , where
JΞ =
√
det G˜
det G
det
Ξ
F. (2.37)
Note also that G˜ = Ξ∗G and det G˜ = det G (det
Ξ
F)−2. Hence, JΞ = 1, and therefore, ρ˜0 = ρ0 ◦ Ξ−1. For
the spatial mass density, ρ˜ = ρ.
Body force is a vector field in the ambient space, i.e., BX ∈ Tϕt(X)S, and hence, B˜ = Ξ∗B = B ◦ Ξ−1.
For a time-independent material diffeomprphism, V˜ = V ◦ Ξ−1, and hence, acceleration transforms as
A˜ = A ◦Ξ−1. Therefore, the balance of linear momentum is invariant under the diffeomorphism Ξ : B → B˜,
i.e.,
D˜ivP˜ + ρ˜0B˜− ρ˜0A˜ = Ξ∗ (Div P + ρ0B− ρ0A) = (Div P + ρ0B− ρ0A) ◦ Ξ−1. (2.38)
This is identical to what Mazzucato and Rachele [2006] proved.
Balance of angular momentum. Balance of angular momentum in terms of the first Piola-Kirchhoff
stress reads P aAF bA−P bAF aA = 0. It is straightforward to show that P˜ aA˜F˜ bA˜ = P aAF bA◦Ξ−1. Therefore,
P˜ aA˜F˜ bA˜− P˜ bA˜F˜ aA˜ =
(
P aAF bA − P bAF aA
)◦Ξ−1, i.e., the balance of angular momentum is invariant under
material diffeomorphisms.
Conservation of mass. Conservation of mass in local form reads ρ0 − Jρ ◦ ϕ = 0, where the Jacobian is
written as J =
√
det g
detG det F. Thus
J˜ =
√
det g˜
det G˜
det F˜ = J ◦ Ξ−1. (2.39)
Therefore, ρ˜0 − J˜ ρ˜ ◦ ϕ˜ = Ξ∗(ρ0 − Jρ ◦ ϕ) = (ρ0 − Jρ ◦ ϕ) ◦ Ξ−1, i.e., conservation of mass is materially
covariant.
We next observe that under the diffeomorphism Ξ : B → B˜, the Cauchy stress tensor remains unchanged
and is transformed as σ˜ = σ ◦ Ξ−1. To see this, note that (cf. (2.35) and (2.39))
σ˜ = J˜−1F˜P˜? = (J−1F
Ξ
F−1
Ξ
FP?) ◦ Ξ−1 = σ ◦ Ξ−1 . (2.40)
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3 Linearized Elastodynamics
Classical linear elasticity can be derived from nonlinear elasticity if one linearizes the governing equations
of nonlinear elasticity with respect to a stress-free equilibrium configuration. More generally, nonlinear
elasticity can be linearized with respect to any stressed and finitely-deformed (in either static or dynamic
equilibrium) configuration. This is the so-called small-on-large theory of Green et al. [1952]. In the language
of geometric mechanics, Marsden and Hughes [1983] presented a geometric linearization of nonlinear elastic-
ity. In particular, in their formulation elastic constants are properly defined in terms of two-point tensors.
See also Yavari and Ozakin [2008] for a discussion on covariance in linearized elasticity.
Variation of a map ϕt : B → S is a map Φt : B × I, where I = (−a, a) is some interval, such that
Φt(X, 0) = ϕ˚t, which we call the reference motion. Let us denote ϕt,(X) = Φt(X, ), and hence, ϕt,0 = ϕ˚t.
Variation field is defined as
δϕt(X) = U(X, t) =
d
d
∣∣∣
=0
ϕt,(X). (3.1)
The spatial variation (displacement) field is defined as u = U ◦ ϕ˚−1t or ua(x, t) = Ua(X, t). Note that
δϕ ∈ Γ(ϕ˚−1TS) (see the appendix for the definition of the induced bundle). The tangent space T(X,)(B× I)
of the product manifold B × I at (X, ) is identified with TXB ⊗ TI.
Linearization of the material velocity and acceleration. Material velocity is defined as V(X, t) =
∂ϕt,(X)
∂t . Note that V(X, t) ∈ Tϕt,(X)S, i.e., for different values of , velocity lies in different tangent spaces,
and hence, a covariant derivative along the curve  7→ ϕt,(X) should be used to find the linearization of
velocity [Marsden and Hughes, 1983]. Therefore
δV(X, t) = ∇ ∂
∂
∂ϕt,(X)
∂t
∣∣∣
=0
= ∇ ∂
∂t
∂ϕt,(X)
∂
∣∣∣
=0
= ∇tδϕt(X) = DtU(X, t) = ∇V˚U =: U˙, (3.2)
i.e., variation of the velocity field is the covariant time derivative of the displacement field. In the above
calculation in the second equality the symmetry lemma of Riemannian geometry [Lee, 1997] was used.
In components, (DtU(X, t))
a
= U˙a = ∂U
a
∂t + γ
a
bcV˚
bU c. Note that ∂U
a
∂t =
∂ua
∂t +
∂ua
∂xb
∂xb
∂t . Therefore,
δv = ∂u∂t +∇gv˚u =: u˙.
Material acceleration is the covariant time derivative of velocity, i.e., A = DtV = ∇VV, which in
coordinates reads [Marsden and Hughes, 1983] Aa = ∂V
a
∂t + γ
a
bcV
bV c. Therefore
δA(X, t) = ∇ ∂
∂
∇ ∂
∂t
∂ϕt,(X)
∂t
∣∣∣
=0
= ∇ ∂
∂t
∇ ∂
∂
∂ϕt,(X)
∂t
∣∣∣
=0
+∇[ ∂∂ , ∂∂t ]
∂ϕt,(X)
∂t
∣∣∣
=0
+Rg
(
∂
∂
,
∂
∂t
)
∂ϕt,(X)
∂t
∣∣∣
=0
= ∇ ∂
∂t
∇ ∂
∂t
∂ϕt,(X)
∂
∣∣∣
=0
+∇[U,V˚]V˚ +Rg
(
U, V˚, V˚
)
= DtDtU +∇[U,V˚]V˚ +Rg(U, V˚, V˚)
= ∇V˚∇V˚U +∇[U,V˚]V˚ +Rg(U, V˚, V˚)
= U¨ +∇[U,V˚]V˚ +Rg(U, V˚, V˚),
(3.3)
where Rg is the curvature tensor of the metric g and U¨ = DtDtU is the second covariant time derivative
of the displacement field. Note that δat = δAt ◦ ϕ˚−1t = U¨ ◦ ϕ˚−1t +∇g[u,˚v]v˚ +Rg (u, v˚, v˚).
Linearization of the right Cauchy-Green strain, the Jacobian, and the deformation gradient.
The right Cauchy-Green strain of the motion ϕt, is defined as C
[
 = ϕ
∗
t,g ◦ϕt,. Note that C[ ∈ Γ(B, T ∗B⊗
T ∗B) for all , where Γ(B, T ∗B ⊗ T ∗B) is the set of (02)-tensors on B. Linearization of C[ is calculated as
δC[ =
d
d
C[
∣∣∣
=0
=
d
d
ϕ∗t,g
∣∣∣
=0
= ϕ˚∗t (Lug) = ϕ˚
∗
t (Lug) = ϕ˚
∗
t
(
∇gu[ + (∇gu[)?
)
= 2ϕ˚∗t , (3.4)
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where Lu is Lie derivative with respect to the vector field u and Lu is the autonomous Lie derivative with
respect to u (see the appendix). The linearized strain  has the components 2ab = ua|b + ub|a.
The Jacobian for the perturbed motion is written as
J =
√
det g ◦ ϕt,
det G
det F =
√
det C[
det G
. (3.5)
Hence
δJ =
d
d
J
∣∣∣
=0
=
1
2
√
det G det C˚[
d
d
det C[
∣∣∣
=0
. (3.6)
Using Jacobi’s formula we know that
d
d
det C[
∣∣∣
=0
= det C˚[ tr
[
(C˚[)−12ϕ˚∗t 
]
. (3.7)
Note that (C˚[)−1 = ϕ˚∗tg
], and hence, the right-hand side of (3.7) is simplified to read (det C˚[)g] : .
Therefore, δJ = J˚g] : = J˚ divg u.
Deformation gradient of the map ϕt, is defined as Ft, =
∂ϕt,
∂X . Consider the vector fields
(
∂
∂XA
, 0
)
and(
0, ∂∂
)
on B × I, and note that [( ∂
∂XA
, 0
)
,
(
0, ∂∂
)]
= 0. Thus, from (A.8) one can write
∇(0, ∂∂ )ϕt,∗
(
∂
∂XA
, 0
)
= ∇( ∂
∂XA
,0)ϕt,∗
(
0,
∂
∂
)
. (3.8)
Or
∇ ∂
∂
∂ϕa
∂XA
= ∇ ∂
∂XA
∂ϕa
∂
. (3.9)
Therefore, δF aA = ϕ
a|A = Ua|A = F bAUa|b. Note that Ua|b = ∂U
b
∂xb
+ γabcU
c.
Linearization of the first and the second Piola-Kirchhoff stresses. For a hyperelastic solid, given
an energy function W = W (X,F,G,g ◦ϕ, ζ1, . . . , ζn), the first Piola-Kirchhoff stress is given as P = g] ∂W∂F .
In components, P aA = gab ∂W
∂F bA
. For the perturbed motion, W = W (X,F,G,g ◦ϕ, ζ1, . . . , ζn), and hence
δP = g]∇ ∂
∂
∂W
∂F
∣∣∣∣∣
=0
= g]
∂2W
∂F∂F
: ∇ ∂
∂
F
∣∣∣∣∣
=0
+ g]
∂2W
∂g ◦ ϕ∂F : ∇ ∂∂g ◦ ϕ
∣∣∣∣∣
=0
= g]
∂2W
∂F∂F
: ∇U. (3.10)
In the above derivation, in the second equality the geometric ω-lemma [Marsden and Hughes, 1983], and
in the last equality the metric compatibility of the Levi-Civita connection (∇gg = 0) was used. Therefore,
δP = A : ∇U, where A is the first elasticity tensor [Marsden and Hughes, 1983] with components
AaAb
B =
∂P aA
∂F bB
= gac
∂2W
∂F cA∂F bB
. (3.11)
Thus, in components δP aA = AaAb
BU bB .
The second Piola-Kirchhoff stress is defined as SAB = (F−1)AaP aB . Using the material frame-indifference
(objectivity) the energy function is written as W = Wˆ (X,G,C[, ζ1, . . . , ζn). The second Piola-Kirchhoff
stress is written as S = 2 ∂
ˆ
W
∂C[
. For the one-parameter family of motions ϕt,, one has S = 2
∂
ˆ
W
∂C[
, where
Wˆ = Wˆ (X,G,C
[
, ζ1, . . . , ζn). Therefore
δS = 2
∂2Wˆ
∂C[∂C
[

:
d
d
C[
∣∣∣∣∣
=0
= 4
∂2Wˆ
∂C˚[∂C˚[
: ϕ˚∗ = C : ϕ˚∗, (3.12)
where C is the second elasticity tensor with components
CABCD = 4
∂2Wˆ
∂CAB∂CCD
. (3.13)
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In components, δSAB = CABCD(ϕ˚∗)CD. It is straightforward to show that the first and the second elasticity
tensors are related as
Aa
A
b
B = CAMBN F˚mM F˚
n
Ngamgbn + S˚
ABgab. (3.14)
Or
AaAbB = CAMBN F˚ aM F˚
b
N + S˚
ABgab. (3.15)
Similarly, the spatial elasticity tensors are defined as a = 1Jϕ∗A, and c =
1
Jϕ∗C. In components
aacb
d =
1
J
F cAF
d
BA
aA
b
B , cabcd =
∂σab
∂gcd
=
1
J
F aAF
b
BF
c
CF
d
DC
ABCD . (3.16)
The relation analogous to (3.15) is given by aacb
d = σcdδab + c
acedgeb. Note that the spatial elasticity tensors
have the following symmetries aacbd = abdac, and cabcd = cbacd = cabdc = ccdab.
For an incompressible solid the variation of the first Piola-Kirchhoff stress is written as δP = δPconst. −
δ
(
pg]F−?
)
, where δPconst. is the linearization of the constitutive part of the stress, which is given in (3.10).
In components
δP aA =
[
AaAb
B + p˚ gam(F˚−1)Ab(F˚−1)Bm
]
U b|B − δp gab(F˚−1)Ab. (3.17)
Similarly, the linearized second Piola-Kirchhoff stress in components reads
δSAB =
[
CABCD + 2p˚ (C˚−1)AC(C˚−1)BD
]
(ϕ˚∗)CD − δp (C˚−1)AB . (3.18)
For an incompressible solid the relation (3.15) is modified to read
Aa
A
b
B = CAMBN F˚mM F˚
n
Ngamgbn + S˚
AB
const. gab, (3.19)
where
S˚ABconst. = S˚
AB + p˚C˚AB . (3.20)
Linearization of conservation of mass. For the family of motions ϕt,, conservation of mass is locally
written as ρ0(X) = J ρ◦ϕt,(X). Taking derivatives of both sides with respect to  and evaluating at  = 0,
one obtains 0 = δJ ρ ◦ ϕ˚t(X) + J˚ dρ˚ · δϕ, where dρ˚ is the exterior derivative of mass density of the reference
motion (a 1-form). Thus, dρ˚ · u + ρ˚g] : = 0. Note that g] : = g] :∇u[. Hence, the linearized conservation
of mass can be written as, dρ˚ · u + ρ˚g] :∇gu[ = 0. Therefore
δρ = −ρ˚  :g] = −ρ˚divg u. (3.21)
Linearization of the balance of linear momentum. Balance of linear momentum in terms of the first
Piola-Kirchhoff stress reads Div P + ρ0B = ρ0A. Note that the operator Div depends on both G and g and
is defined through the Piola identity (see the appendix) : Div P = J divg σ. Balance of linear momentum
in terms of the Cauchy stress reads divg σ + ρb = ρa. Using the Doyle-Ericksen formula, the Cauchy stress
is written as [Doyle and Ericksen, 1956] σ = 2J
∂W
∂g , where W = W (X,F,g ◦ ϕ,G, ζ1, . . . , ζn) is the energy
density per unit undeformed volume. The convected stress tensor Σ = ϕ∗tσ can be written as [Simo et al.,
1988] Σ = 2J
∂
ˆ
W
∂C[
, where W = Wˆ (X,C[,G, ζ1, . . . , ζn).
Linearization of the convected balance of linear momentum. For the one-parameter family of
motions ϕt,, one has
divC[ Σ + %B = %A . (3.22)
Therefore, the linearized balance of linear momentum is defined as
d
d
[
divC[ Σ
] ∣∣∣
=0
+
d
d
[%B]
∣∣∣
=0
=
d
d
[%A ]
∣∣∣
=0
. (3.23)
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Note that for X ∈ B, all the terms in (3.22) lie in the same tangent space TXB, and hence, linearizing the
balance of linear momentum is straightforward when using the convected stress.
It is a simple calculation to show that the linearized convected stress reads
δΣ =
4
J˚
∂2Wˆ
∂C˚[∂C˚[
: ϕ˚∗t − ( :g])Σ˚. (3.24)
Note that δσ = ϕ˚t∗δΣ, and hence
δσ =
4
J˚
∂2W
∂g∂g
:− ( :g])σ˚. (3.25)
We define the following fourth-order elasticity tensor
C :=
4
J˚
∂2W
∂g∂g
, (3.26)
which in components reads Cabcd = 4˚
J
∂2W
∂gab∂gcd
. Note that C = ϕ˚∗C/J˚ . We now expand the linearization of
each term in (3.23). For the body force term one can write
d
d
[%B]
∣∣∣
=0
=
d
d
[
(ρ ◦ ϕt,)ϕ∗t,b
] ∣∣∣
=0
= δρ ◦ ϕ˚t B˚ + %˚ d
d
[
(ϕ∗t,b)
] ∣∣∣
=0
= −(g] :) ◦ ϕ˚t %˚B˚ + %˚ ϕ˚∗t
(
Lub˚
)
.
(3.27)
Note that ∂b˚/∂ = 0, and hence, Lub˚ = Lub˚. Therefore, δ(%B) = −(g] : ) ◦ ϕ˚t %˚B˚ + %˚ ϕ˚∗t
(
Lub˚
)
. Also
note that Lub˚ = ∇gub˚−∇gb˚u. Hence
δ(%B) = −(g] :) ◦ ϕ˚t %˚B˚ + %˚ ϕ˚∗t
(
∇gub˚−∇gb˚u
)
. (3.28)
The convected acceleration is linearized as follows
d
d
[A ]
∣∣∣
=0
=ϕ∗t,(Lua)
∣∣∣
=0
= ϕ∗t,(Lua)
∣∣∣
=0
= ϕ∗t,
[∇gua −∇gau] ∣∣∣
=0
=Tϕ−1t, ◦ [∇UA −∇AU]
∣∣∣
=0
= Tϕ−1t, ◦ [DA −∇AU]
∣∣∣
=0
=Tϕ−1t, ◦ [DDtV −∇AU]
∣∣∣
=0
=Tϕ−1t, ◦
[
DtD
∂ϕt,
∂t
+∇[U,V]V +Rg(U,V,V)−∇AU
] ∣∣∣∣∣
=0
=F˚−1t ·
[
DtDtU +∇[U,V˚]V˚ +Rg(U, V˚, V˚)−∇A˚U
]
.
(3.29)
Therefore
δ(%A ) = −(g] :) ◦ ϕ˚t %˚A˚ + %˚F˚−1t ·
[
U¨ +∇[U,V˚]V˚ +Rg(U, V˚, V˚)−∇A˚U
]
. (3.30)
To calculate δ (divC[ Σ), Sadik and Yavari [2016] expanded divC[ Σ in a coordinate chart and then took
derivatives with respect to  and finally evaluated at  = 0. They also assumed a flat ambient space. Here,
we do not assume a flat ambient space. Note that
δ(divC[ Σ) =
d
d
[
divC[ Σ
] ∣∣∣∣
=0
=
d
d
ϕ∗t, [divg σ]
∣∣∣
=0
= ϕ∗t,Lu [divg σ]
∣∣∣
=0
= ϕ∗t,Lu [divg σ]
∣∣∣
=0
.
(3.31)
We know that [Yano, 1957, Marsden and Hughes, 1983]
Lu∇g = ∇g∇gu + u ·Rg , (3.32)
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where in components, (Lu∇g)abc = ua|bc +Raebcue. We also know that [Yano, 1957]
Luσ
ab|b = (Luσab)|b + (Luγabd)σbd + (Luγbbd)σad
= (Luσ
ab)|b + (ua|bd +Racbduc)σbd + (ub|bd +Rbcbduc)σad .
(3.33)
Note that Racbd = −Racdb, and hence, Racbdσbd = 0. Also, Rbcbd = Riccd is the Ricci curvature. Thus
Luσ
ab|b = (Luσab)|b + ua|bdσbd +
[
(ub|b),d + ucRiccd
]
σad . (3.34)
Therefore
Lu (divg σ˚) = divg (Luσ˚) +∇g∇gu : σ˚ + d( :g]) · σ˚ + σ˚ · Ricg · u . (3.35)
Note that
Luσ˚ = Lu
(
2
J˚
∂W
∂g
)
= − 2
J˚2
∂W
∂g
LuJ˚ +
2
J˚
(
∂2W
∂g∂g
:Lug +
∂2W
∂F∂g
:LuF
)
. (3.36)
However, LuF = 0, because for any vector W(X) ∈ TXB, one can write
LuF·W = Lu (F·W) = ϕt∗ d
d
[
ϕ∗t, (Ft, ·W)
] ∣∣∣
=0
= ϕt∗
d
d
[
ϕ∗t, (ϕt,∗ ◦W)
] ∣∣∣
=0
= ϕt∗
d
d
[W]
∣∣∣
=0
= 0.
(3.37)
Hence
Luσ˚ =
4
J˚
∂2W
∂g∂g
:− ( :g])σ˚ . (3.38)
Therefore
δ(divC[ Σ) = ϕ˚
∗
t
[
∇g∇gu : σ˚ + d( :g]) · σ˚ + σ˚ · Ricg · u + divg
(
4
J˚
∂2W
∂g∂g
:− ( :g])σ˚
)]
. (3.39)
Or
δ(divC[ Σ) = ϕ˚
∗
t
[∇g∇gu : σ˚ − ( :g]) divg σ˚ + σ˚ · Ricg · u + divg (C :)] . (3.40)
Now the push-forward of the balance of linear momentum by ϕ˚t using (3.28), (3.30), and (3.40) reads
∇g∇gu : σ˚ − ( :g]) divg σ˚ + σ˚ · Ricg · u + divg (C :)− g] : ρ˚b˚ + ρ˚
(
∇gub˚−∇gb˚u
)
= −g] : ρ˚˚a + ρ˚
[
U¨ ◦ ϕ˚−1t +∇g[u,˚v]v˚ +Rg(u, v˚, v˚)−∇ga˚u
]
.
(3.41)
We assume the reference motion is “physical,” i.e., it satisfies all the balance laws. In particular, divg σ˚+ρ˚b˚ =
ρ˚˚a. Thus, we have the following two identities
− g] : ρ˚b˚ + g] : ρ˚˚a = (g] :) divg σ˚
− ρ˚∇g
b˚
u + ρ˚∇ga˚u = ∇g−ρ˚(b˚−a˚)u = ∇
g
divg σ˚
u = ∇gu · divg σ˚ . (3.42)
Therefore, the linearized balance of linear momentum is simplified to read
∇g∇gu : σ˚+∇gu ·divg σ˚+ σ˚ ·Ricg ·u+divg (C :)+ ρ˚∇gub˚ = ρ˚
[
U¨ ◦ ϕ˚−1t +∇g[u,˚v]v˚ +Rg(u, v˚, v˚)
]
. (3.43)
Note that ∇g∇gu : σ˚ +∇gu · divg σ˚ = divg (∇gu · σ˚). Hence, the linearized balance of linear momentum
is written as14
divg (C :) + divg (∇gu · σ˚) + σ˚ · Ricg · u + ρ˚∇gub˚ = ρ˚
[
U¨ ◦ ϕ˚−1t +∇g[u,˚v]v˚ +Rg(u, v˚, v˚)
]
. (3.44)
14For a flat ambient space this is identical to the corresponding equation in [Sadik and Yavari, 2016]. However, note that
even for a flat ambient space this is not identical to what Marsden and Hughes [1983] obtained; they do not have the term
divg (∇gu · σ˚).
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Linearization of the spatial balance of linear momentum. For the motion ϕt,, the balance of linear
momentum reads divg σ + ρb = ρa. Linearization of the body force term is calculated as δ(ρb) =
δρ b˚ + ρ˚∇g∂
∂
b
∣∣∣
=0
= −(g] :)ρ˚ b˚ + ρ˚∇gub˚. Linearization of the inertial force term reads
δ(ρa) = δρ a˚ + ρ˚∇g∂
∂
a
∣∣∣
=0
= −(g] :)ρ˚ a˚ + ρ˚∇g∂
∂
a
∣∣∣
=0
− (g] :)ρ˚ a˚ + ρ˚
[
U¨ ◦ ϕ˚−1t +∇g[u,˚v]v˚ +Rg (u, v˚, v˚)
]
.
(3.45)
Note that δ(divg σ) = ∇g∂
∂
(divg σ)
∣∣∣
=0
= ∇gu (divg σ˚). Knowing that the Levi-Civita connection is torsion-
free, one can write ∇gu (divg σ˚) = Lu (divg σ˚) +∇gdivg σ˚u = Lu (divg σ˚) +∇gu · divg σ˚. Hence, from (3.35),
one has δ(divg σ) = divg (Luσ˚) + divg (∇gu · σ˚) + d( :g]) · σ˚ + σ˚ · Ricg · u. Using (3.38), one obtains
δ(divg σ) = divg (∇gu · σ˚) + σ˚ · Ricg · u + divg (C :)− ( :g]) divg σ˚ . (3.46)
Remark 3.1. Note that linearizing a convected vector and pushing it forward to the ambient space is not
the same as linearizing the corresponding spatial vector using a covariant derivative. In particular, we note
that
δ(divg σ) = ϕ˚t∗δ(divC[ Σ) +∇gu · divg σ˚,
δ(ρb) = ϕ˚t∗δ(%B) + ρ˚∇gb˚u,
δ(ρa) = ϕ˚t∗δ(%A ) + ρ˚∇ga˚u.
(3.47)
However, note that ∇gu · divg σ˚ + ρ˚∇gb˚u − ρ˚∇
g
a˚u = ∇gdivg σ˚+ρ˚b˚−ρ˚˚au = 0, i.e., the two approaches give the
same linearized balance of linear momentum (3.44).
Linearization of the material balance of linear momentum. Balance of linear momentum in terms
of the first Piola-Kirchhoff stress is linearized as follows. Linearized body and inertial forces are (note that
ρ0 = ρ0(X) has a vanishing variation) δ(ρ0B) = ρ0∇gUB˚, and δ(ρ0A) = ρ0
[
U¨ +∇g
[U,V˚]
V˚ +Rg
(
U, V˚, V˚
)]
.
Note that δ (Div P) = δ(J divg σ) = δJ divg σ˚ + J˚δ(divg σ) = ( : g
]) Div P˚ + J˚δ(divg σ). From (3.46), we
know that
J˚δ(divg σ) = J˚ divg (∇gu · σ˚) + J˚σ˚ · Ricg · u + J˚ divg (C :)− ( :g])J˚ divg σ˚ . (3.48)
We next use the Piola identity and rewrite the divergence terms with respect to the reference configuration.
Note that
J˚ divg (∇gu · σ˚) = J˚
(
ua|bσ˚bc
)
|c
∂
∂xa
=
[
ua|bJ˚(F˚−1)Bcσ˚bc
]
|B
∂
∂xa
=
(
ua|bP˚ bB
)
|B
∂
∂xa
= Div(∇gU · P˚) .
(3.49)
The last term in (3.48) is simplified to read −( : g]) Div P˚. The second term on the right-hand side
of (3.48) is simplified as F˚P˚? · Ricg ◦ ϕ˚ · U. The second divergence term is simplified using the Piola
identity as J˚ divg (C :) = J˚
(
Cabcduc|d
)
|b
∂
∂xa =
[
J˚(F˚−1)BbCabcduc|d
]
|B
∂
∂xa . From (3.15), we know that
J˚(F˚−1)BbCabcd = F aMF cPF dQCBMPQ = AaBcQF dQ − P˚ dBgac. Thus[
J˚(F˚−1)BbCabcduc|d
]
|B
=
(
AaBcQF dQuc|d
)
|B −
(
P˚ dBgacuc|d
)
|B
=
(
AaBcQuc|Q
)
|B −
(
P˚ dBua|d
)
|B
. (3.50)
Hence, J˚ divg (C :) = Div(A :∇U)−Div(∇U · P˚). Therefore, δ(Div P) = Div(A :∇U) + F˚P˚? ·Ricg ◦ ϕ˚ ·U.
In summary, the linearized material balance of linear momentum reads
Div(A :∇U) + F˚P˚? · Ricg ◦ ϕ˚ ·U + ρ0∇UB˚ = ρ0
[
U¨ +∇[U,V˚]V˚ +Rg
(
U, U˚, V˚
)]
. (3.51)
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Linearization of the balance of angular momentum. In terms of the first Piola-Kirchhoff stress, the
balance of angular momentum in coordinates reads P aAF bA = P
bAF aA. Linearization of this relation reads
δP aAF˚ bA + P˚
aAU b|A = δP bAF˚ aA + P˚ bAUa|A. Or
δP · F˚? + P˚ · (∇U)? = F˚ · δP? +∇U · P˚?. (3.52)
In terms of the second Piola-Kirchhoff stress, δS = C : ϕ˚∗, the balance of angular momentum is equivalent
to δS? = δS, or CABCD = CBACD. In terms of the first elasticity tensor, the balance of angular momentum
reads
A[aAm
MUm|M F˚ b]A + P˚ [aAU b]|A = 0. (3.53)
We next discuss the invariance of the governing equations of linear elasticity under both time-dependent
spatial and time-independent referential changes of coordinates.
3.1 Spatial Covariance of Linearized Elasticity
Consider a spatial change of frame (or a coordinate transformation in the current configuration) ξt : S → S.
Under this change of frame, the one-parameter family of deformations ϕt, is transformed to ϕ
′
t, = ξt ◦ϕt, :
B → S. We next study the effect of this change of frame on all the fields and governing equations of linear
elasticity. The transformed variation field is defined as
δϕ′t(X) = U
′(X, t) =
d
d
∣∣∣
=0
ξt ◦ ϕt,(X) = Tξt · δϕt =
ξ
F ·U(X, t). (3.54)
Transformation of the linearized velocity, acceleration, and the deformation gradient. Lin-
earization of the material velocity with respect to the new spatial frame is calculated as δV′(X, t) =
∇g′
ξ∗ ∂∂
∂ϕ′t,(X)
∂t
∣∣∣
=0
, where g′ = ξ∗g. Note that
∂ϕ′t,(X)
∂t
=
∂
∂t
ξt ◦ ϕt,(X) = Tξt · ∂ϕt,(X)
∂t
+
∂ξt
∂t
◦ ϕt,(X) = ξ∗ ∂ϕt,(X)
∂t
+ wt ◦ ϕt,(X), (3.55)
where wt is the velocity of the change of frame. Thus
δV′(X, t) =
(
∇ξ∗ ∂∂ ξ∗
∂ϕt,(X)
∂t
+∇ξ∗ ∂∂wt ◦ ϕt,(X)
) ∣∣∣
=0
= ξ∗
(
∇ ∂
∂
∂ϕt,(X)
∂t
+∇UWt ◦ ϕt,(X)
) ∣∣∣
=0
,
(3.56)
where Wt = ξ
∗
twt. Therefore, using (3.2)
δV′(X, t) = ξ∗ (δV(X, t) +∇UWt ◦ ϕ˚t(X))
= ξ∗ (DtU(X, t) +∇UWt ◦ ϕ˚t(X))
= ξ∗
(
U˙(X, t) +∇UWt ◦ ϕ˚t(X)
)
.
(3.57)
The transformed linearized acceleration is calculated as
δA′(X, t) = ∇V˚′V˚′ = ∇ξ∗V˚+w◦ϕt(ξ∗V˚ + w ◦ ϕt)
= ξ∗
{
∇V˚+W◦ϕt(V˚ + W ◦ ϕt)
}
= ξ∗δA(X, t) + ξ∗
(
∇V˚W ◦ ϕt +∇W◦ϕtV˚ +∇W◦ϕtW ◦ ϕt
)
.
(3.58)
We assume that body force is transformed such that A′(X, t)−B′(X, t) = ξt∗(A(X, t)−B(X, t)) [Marsden
and Hughes, 1983]. Therefore, δA(X, t) − δB(X, t) = ξt∗(δA(X, t) − δB(X, t)). Note that F′t, = Tϕ′t, =
T (ξt ◦ ϕt,) = Tξt · Tϕt, = ξt∗Tϕt,. Therefore
δF′ = ∇ξ∗ ∂∂ ξt∗Tϕt,
∣∣∣
=0
= ξ∗∇ ∂
∂
Tϕt,
∣∣∣
=0
= ξ∗δF = ξ∗∇U =
Ξ
F · ∇U. (3.59)
22
Transformation of the linearized first and second Piola-Kirchhoff, and Cauchy stresses. The
linearized first and second Piola-Kirchhoff stresses are written as δP = A :∇gU, and δS = C : ϕ˚∗. We know
that both A and C are tensors and under ξt : S → S are transformed as
A′ = ξt∗A, A′
a′A
b′
B =
ξ
F a
′
a(
ξ
F−1)bb′AaAbB , C′ = C. (3.60)
Therefore
δP′ = ξt∗A :∇ξt∗gξt∗U = ξt∗ (A :∇U) = ξt∗P, δS′ = δS. (3.61)
In the case of Cauchy stress, δσ = C :− (divg u)σ˚, and hence
δσ′ = C′ :′ − (divg′ u′)σ˚′ = ξt∗C :ξt∗− (divξt∗g ξt∗u)ξt∗σ˚ = ξt∗ [C :− (divg u)σ˚] = ξt∗δσ. (3.62)
Note that the elasticity tensor C is transformed as C′a
′b′c′d′
=
ξ
F a
′
a
ξ
F b
′
b
ξ
F c
′
c
ξ
F d
′
d Cabcd.
Transformation of the linearized balance of linear momentum. Linearized spatial balance of linear
momentum reads divg (C :) + divg (∇gu · σ˚) + σ˚ · Ricg · u + ρ˚(δb− δa) = 0. Therefore, in the new spatial
frame it reads
divg′
(
C′ :′
)
+ divg′
(
∇g′u′ · σ˚′
)
+ σ˚′ · Ric′g′ · u′ + ρ˚′(δb′ − δa′)
= divg′
(
C′ :′
)
+ divξ∗g
(∇ξ∗gξ∗u · ξ∗σ˚)+ ξ∗σ˚ · ξ∗Ricg · ξ∗u + (ρ˚ ◦ ξ)ξ∗(δb− δa)
= ξ∗ [divg (C :) + divg (∇gu · σ˚) + σ˚ · Ricg · u + ρ˚(δb− δa)] = 0,
(3.63)
i.e., the linearized balance of linear momentum is spatially covariant.
Linearized material balance of linear momentum reads Div(A :∇g0U)+F˚P˚? ·Ricg◦ϕ˚·U+ρ0(δB−δA) = 0.
In the new spatial frame this reads
Div′(A′ :∇U′) + F˚′P˚′? · Ric′g′ ◦ ϕ˚′ ·U′ + ρ′0(δB′ − δA′)
= ξ∗
[
Div(A :∇U) + F˚P˚? · Ricg ◦ ϕ˚ ·U + ρ0(δB− δA)
]
= 0.
(3.64)
The proofs of the spatial covariance of the balance of angular momentum and conservation of mass are
straightforward.
3.2 Material Covariance of Linearized Elasticity
In this section, we find the transformations of the fields and governing equations of linearized elasticity under
an arbitrary time-independent material diffeomorphism (change of coordinates in the reference configura-
tion). Consider a referential change of frame (or a coordinate transformation in the reference configuration)
Ξ : B → B˜. Under this change of frame, the one-parameter family of deformations ϕt, is transformed to
ϕ˜t, = ϕt, ◦ Ξ−1 : B → S. The transformed variation field is defined as
δϕ˜t(X˜) = U˜(X˜, t) =
d
d
∣∣∣
=0
ϕt,(Ξ
−1(X˜)) = δϕt ◦ Ξ−1(X˜) = U(Ξ−1(X˜), t). (3.65)
Hence, δϕ˜t = δϕt ◦ Ξ−1 = U ◦ Ξ−1.
Transformation of the linearized velocity, acceleration, and deformation gradient. Linearization
of the material velocity with respect to the new reference configuration is calculated as
δV˜(X˜, t) = ∇ ∂
∂
∂ϕ˜t,(X˜)
∂t
∣∣∣
=0
= ∇ ∂
∂
∂ϕt,(Ξ
−1(X˜))
∂t
∣∣∣
=0
= δV(Ξ−1(X˜), t). (3.66)
Thus, δV˜ = δV ◦ Ξ−1 = U˙ ◦ Ξ−1.
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Linearization of the material acceleration with respect the new reference configuration is calculated as
δA˜(X˜, t) = ∇ ∂
∂
∇ ∂
∂t
∂ϕ˜t,(X˜)
∂t
∣∣∣
=0
= ∇ ∂
∂t
∇ ∂
∂
∂ϕt,(Ξ
−1(X˜))
∂t
∣∣∣
=0
+∇[ ∂∂ , ∂∂t ]
∂ϕt,(Ξ
−1(X˜))
∂t
∣∣∣
=0
+Rg
(
∂
∂
,
∂
∂t
)
∂ϕt,(Ξ
−1(X˜))
∂t
∣∣∣
=0
= ∇ ∂
∂t
∇ ∂
∂t
∂ϕt,(Ξ
−1(X˜))
∂
∣∣∣
=0
+∇
[U˜,
˜˚
V]
˜˚
V +Rg
(
U˜,
˜˚
V,
˜˚
V
)
= δA(Ξ−1(X˜), t),
(3.67)
i.e., δA˜ = δA ◦ Ξ−1.
Deformation gradient for the motion ϕ˜t, is written as F˜t, = T ϕ˜t, = T (ϕt, ◦ Ξ−1) = Tϕt, ◦ (TΞ)−1 =
Ξt∗Tϕt,. Therefore
δF˜ = ∇Ξ∗ ∂∂Ξt∗Tϕt,
∣∣∣
=0
= Ξ∗∇ ∂
∂
Tϕt,
∣∣∣
=0
= Ξ∗δF = Ξ∗∇U. (3.68)
In components, (δF˜ )aA˜ = (
Ξ
F−1)AA˜ U
a|A.
Transformation of the linearized first Piola-Kirchhoff stress and the first elasticity tensor.
With respect to the new reference configuration (cf. (2.13))
W˜ = W (X˜, F˜, G˜,g ◦ ϕ˜, ζ˜1, . . . , ζ˜n) = W (X,Ξ∗F,Ξ∗G,g ◦ ϕ ◦ Ξ−1,Ξ∗ζ1, . . . ,Ξ∗ζn) = Ξ∗W. (3.69)
The above relation, in particular, implies that δW˜ = Ξ∗δW . Note that δW = ∂W∂F · δF. Similarly
δW˜ =
∂W˜
∂F˜
· δF˜ = ∂W˜
∂F˜
· Ξ∗δF = Ξ∗
(
Ξ∗
∂W˜
∂F˜
· δF
)
. (3.70)
Hence
Ξ∗
∂W˜
∂F˜
· ∇U = ∂W
∂F
· ∇U, ∀U. (3.71)
This implies that
∂W˜
∂F˜
= Ξ∗
∂W
∂F
. (3.72)
Therefore
δP˜ = g]∇ ∂
∂
∂W˜
∂F˜
∣∣∣∣∣
=0
= g]∇ ∂
∂
Ξ∗
∂W
∂F
∣∣∣∣∣
=0
= Ξ∗
(
g]
∂2W
∂F˚∂F˚
· ∇U
)
. (3.73)
Hence, δP˜ = A˜ · ∇U˜ = Ξ∗A · Ξ∗(∇U). In particular, the first elasticity tensor is transformed as A˜aA˜bB˜ =
Ξ
F A˜A
Ξ
F B˜B A
aA
b
B .
Transformation of the second Piola-Kirchhoff and the second elasticity tensor. Note that the
second elasticity tensor for hyperelastic solids (for which an energy function exists) is defined in components
as CABCD = 4 ∂
2W
∂CAB∂CCD
. Under a referential change of coordinates C is transformed to C˜ = Ξ∗C, which in
components reads
C˜A˜B˜C˜D˜ =
Ξ
F A˜A
Ξ
F B˜B
Ξ
F C˜C
Ξ
F D˜D C
ABCD ◦ Ξ−1 . (3.74)
It then immediately follows that if C possesses the minor (CABCD = CBACD = CABDC) and major (CABCD =
CCDAB) symmetries, so does C˜, i.e., the major and minor symmetries of the elasticity tensor are preserved
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under a material diffeomorphism. The symmetry group SymG(T) of anm-order tensor field T is the subgroup
of G-orthogonal transformations defined as
〈Q〉m T = T , ∀ Q ∈ SymG(T) 6 Orth (G) . (3.75)
The space of elasticity tensors Ela (consisting of all those fourth-order tensors satisfying the major and minor
symmetries) may be endowed with an equivalence relation such that
C1 ∼ C2 ⇐⇒ ∃Q ∈ Orth (G) : 〈Q〉4 C2 = C1 . (3.76)
Equivalently15
C1 ∼ C2 ⇐⇒ ∃Q ∈ Orth (G) : SymG(C1) = Q SymG(C2) QT . (3.77)
That is, two elasticity tensors are equivalent if and only if their symmetry groups are conjugate subgroups of
SO(3). Thus, by an abuse of notation, one may write C1 ∼ C2 if and only if SymG(C1) ∼ SymG(C2), where
use was made of the fact that conjugacy is also an equivalence relation. Under this equivalence relation, Ela
is divided into eight equivalence classes, known as symmetry classes, namely triclinic, monoclinic, trigonal,
orthotropic, tetragonal, cubic, transversely isotropic, and isotropic (for proofs,16 see [Forte and Vianello,
1996, Chadwick et al., 2001]). We note that under the material diffeomorphsim the elasticity tensor is
transformed such that
˜˚
C = Ξ∗C˚, where C˚ is the linearized elasticity tensor with respect to the reference
motion ϕ˚t. Therefore, from (3.74), it follows that
˜˚
C = 〈 ΞF〉4(C˚ ◦Ξ−1). It is straightforward to verify that [Lu
and Papadopoulos, 2000]
Q ∈ Orth(G) ⇐⇒ Ξ∗Q =
Ξ
FQ
Ξ
F−1 ∈ Orth(G˜) , (3.78)
where G˜ = Ξ∗G. Using the properties of the Kronecker product (see, e.g., [Zheng and Spencer, 1993b]), one
concludes that
SymG˜(
˜˚
C) =
Ξ
F SymG(C˚)
Ξ
F−1 . (3.79)
That is, the symmetry groups of
˜˚
C and C˚ are conjugate, and hence, isomorphic.17 It then follows from (3.77)
and (3.79) that
C˚1 ∼ C˚2 ⇐⇒ ∃Q ∈ Orth(G) : SymG(C˚1) = Q SymG(C˚2) QT
⇐⇒ ∃Q˜ ∈ Orth(G˜) : SymG˜(˜˚C1) = Q˜ SymG˜(˜˚C2) Q˜T
⇐⇒ ˜˚C1 ∼ ˜˚C2 ,
(3.80)
where Q˜ = Ξ∗Q. Therefore, C˚1 ∼ C˚2 ⇐⇒ ˜˚C1 ∼ ˜˚C2, i.e., there is a one-to-one correspondence between
the symmetry classes of the elasticity tensors in the initial and transformed reference configurations. It
is important to notice that the symmetry of a tensor explicitly depends on the metric. In particular, a
tensor, e.g., the elasticity tensor, may belong to a different type of symmetry class with respect to a different
metric under consideration. Note that if
Ξ
F−?G
Ξ
F−1 = G, i.e., if
Ξ
F is G-orthogonal (∈ Orth (G)), then the
symmetry class is trivially unaffected under a change of reference configuration. Mazzucato and Rachele
[2006] characterized the orbits of different symmetry classes of the elasticity tensor (i.e., ψ∗C, where ψ is a
diffeomorphism in the material manifold) with respect to the Euclidean metric under a change of reference
configuration that fixes the boundary to the first-order. In particular, they found that the orbit of isotropic
materials consists of some orthotropic and some transversely isotropic materials, in addition to isotropic
materials. As they describe the material symmetry groups of C and C˜ with respect to the Euclidean metric
15Note that (3.76) and (3.77) imply that two elasticity tensors are equivalent (represent the same type of material anisotropy)
if and only if there exists an orthogonal transformation such that under its action the two elasticity tensors (or their symmetry
groups) coincide.
16Also, see [Olive and Auffray, 2013] for the determination of the symmetry classes of an even-order tensor space.
17The isomorphism is trivially given by the conjugacy relations as follows. Let φ : SymG(C˚) → SymG˜(
˜˚
C) and let H ∈
SymG(C˚). Then, φ(H) =
Ξ
FH
Ξ
F−1 ∈ SymG˜(
˜˚
C). It is straightforward to see that φ(H1H2) = φ(H1)φ(H2) for H1,H2 ∈
SymG(C˚). Also, it is straightforward to see that φ is one-to-one, and thus, an isomorphism.
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for both configurations, they are implicitly characterizing the symmetry group of the transformed elasticity
tensor C˜ with respect to the untransformed metric G, i.e., SymG(C˜).
Next, using (3.79) and (3.80), we show that symmetry classes are preserved under a change of reference
configuration. In other words, the elasticity tensor C˚ belongs to a given symmetry class if and only if
˜˚
C
belongs to the same type of the symmetry class in the transformed reference configuration. For instance,
let C˚ belong to the transversely isotropic symmetry class in the initial reference configuration at a material
point X with the unit vector N ∈ TXB identifying the material preferred direction. It follows that the
symmetry group of C˚ is given by
SymG(C˚) =
{
Q ∈ Orth (G) : QN = ±N
}
. (3.81)
From (3.79)
SymG˜(
˜˚
C) =
{
Q˜ ∈ Orth(G˜) : Q˜ = ΞFQ ΞF−1 , Q ∈ SymG(C˚)
}
. (3.82)
The material preferred direction is transformed to N˜ =
Ξ
FN. Clearly, employing (3.81) and (3.82), ∀Q˜ ∈
SymG˜(
˜˚
C) one has Q˜N˜ = ±N˜. Moreover, if Q˜ ∈ Orth(G˜) such that Q˜N˜ = ±N˜, then, from (3.78), there
exists Q =
Ξ
F−1Q˜
Ξ
F ∈ Orth(G˜), for which one concludes that QN = ±N, i.e., Q ∈ SymG(C˚). Thus
SymG˜(
˜˚
C) =
{
Q˜ ∈ Orth(G˜) : Q˜N˜ = ±N˜
}
, (3.83)
and hence,
˜˚
C belongs to the transversely isotropic symmetry class in the transformed reference configuration.
The generalization of this proof to the orthotropic case is immediate. One only needs to consider three G-
orthonormal vectors N1, N2, and N3 specifying the orthotropic axes and define the symmetry group in the
orthotropic case as Q ∈ Orth (G) such that QNi = ±Ni, i = 1, 2, 3. One can similarly prove that other
symmetry classes are preserved under material diffeomorphisms as well. For the isotropic case, it immediately
follows from (3.78) and (3.79) that SymG(C˚) = Orth (G) ⇐⇒ SymG˜(˜˚C) = Orth(G˜). Therefore, we have
proved the following result.
Proposition 3.2. The elasticity tensor C˚ in the reference configuration (B,G) with respect to the reference
motion ϕ˚ : B → S belongs to a given symmetry class if and only if ˜˚C, which is the elasticity tensor in the
transformed reference configuration (B˜,Ξ∗G) with respect to the reference motion ˜˚ϕ : B˜ → S, belongs to the
same type of the symmetry class.
Using (3.12), one can write
δS˜ = 2
∂2W˜
∂C˜[∂C˜
[

:
d
d
C˜[
∣∣∣∣∣
=0
= Ξ∗
(
4
∂2Wˆ
∂C˚[∂C˚[
: ϕ˚∗
)
= C˜ : ˜˚ϕ∗ , (3.84)
where C˜ = Ξ∗C and ˜˚ϕ∗ = Ξ∗ ◦ ϕ˚∗ = Ξ∗(ϕ˚∗), and thus, δS˜ = Ξ∗C :Ξ∗(ϕ˚∗).
Transformation of the linearized balances of linear and angular momenta. The linearized spatial
balance of linear momentum with respect to the new reference configuration reads
divg˜(C˜ : ˜)+divg˜(∇gu˜· ˜˚σ)+ ˜˚σ ·R˜icg ·u˜+(ρ˚∇gub˚)◦Ξ−1 = ρ˚
[
U¨ ◦ ϕ˚t−1 +∇g[u,˚v]v˚ +Rg(u, v˚, v˚)
]
◦Ξ−1 . (3.85)
Note that C˜ = 1˜˚
J
˜˚ϕ∗C˜ = 1˚
J
(ϕ˚ ◦ Ξ−1)∗Ξ∗C = 1˚
J
ϕ˚∗C = C. Knowing that all the spatial tensors transform like
a scalar, i.e., ˜ =  ◦ Ξ−1, g˜ = g ◦ Ξ−1, R˜icg = Ricg ◦ Ξ−1, u˜ = u ◦ Ξ−1, and ˜˚σ = σ˚ ◦ Ξ−1, one concludes
that the linearized spatial balance of linear momentum is materially covariant.
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Similarly, the linearized material balance of linear momentum transforms like a scalar, i.e.,
D˜iv(A˜ :∇U˜) + ˜˚F ˜˚P? · R˜icg ◦ ˜˚ϕ · U˜ + ρ˜0∇U˜˚˜B− ρ˜0
[
¨˜U +∇
[U˜,
˜˚
V]
˜˚
V + R˜g(U˜, ˜˚U, ˜˚V)
]
=
{
Div(A :∇U) + F˚P˚? · Ricg ◦ ϕ˚ ·U + ρ0∇UB˚− ρ0
[
U¨ +∇[U,V˚]V˚ +Rg(U, U˚, V˚)
]}
◦ Ξ−1 = 0.
(3.86)
The balance of angular momentum transforms like a scalar as well.
Wave equation and its spatial and material covariance. Let us assume that u(x, t) = u¯(x)e−iωt,
where ω is the frequency. For a Euclidean ambient space, the wave equation is written as divg(C : ¯) +
divg(∇gu¯ · σ˚) + ρ˚∇gu¯b˚ = ρ˚
[
−ω2u¯ +∇g[u¯,˚v]v˚
]
, where 2¯ = ∇gu¯[ + (∇gu¯[)?. Similarly, in material form
U(X, t) = U¯(X)e−iωt, and the wave equation in material form reads
Div(A :∇U¯) + ρ0∇U¯B˚ = ρ0
[
−ω2U¯ +∇[U¯,V˚]V˚
]
. (3.87)
If the reference motion is static, i.e., V˚ = 0 and body force is ignored, the spatial and material wave equations
are simplified to read
divg(C :∇gu¯[) + divg(∇gu¯ · σ˚) + ρ˚ω2u¯ = 0,
Div(A :∇U¯) + ρ0ω2U¯ = 0 .
(3.88)
Note that as a consequence of the spatial and material covariance of the balance of linear momentum and
its linearization, the wave equation is form-invariant under arbitrary spatial coordinate transformations and
arbitrary time-independent referential coordinate transformations.
4 A Mathematical Formulation of the Problem of Cloaking a Cav-
ity in Nonlinear and Linearized Elastodynamics
Suppose an object is to be hidden from elastic waves. This object lies in a cavity inside an elastic body. The
hole needs to be reinforced by a cloak, which is a layer of specially designed inhomogeneous and anisotropic
material that will deflect away any incoming elastic waves from the cloaked object. For an observer away
from the hole the elastic waves are passing through the body as if there was no hole. Let us assume that
the body is homogeneous and is made of an isotropic material. The idea of elastodynamics transformation
cloaking is to first map the stress-free body in its reference configuration to a corresponding homogeneous
and isotropic body in its stress-free reference configuration. We assume that the homogeneous and isotropic
transformed body (virtual body) has a very small hole of radius  (→ 0). Consider a map that shrinks the
hole to a very small hole and is the identity outside the cloak. Note that there are many such mappings.
Next, the important requirement is that the physical body with the hole and the homogeneous and isotropic
virtual body must have identical current configurations outside the cloak. In other words, to an elastic wave
the two bodies are identical outside the cloaking region. Inside the cloak we will impose certain requirements.
The last step is to check if these requirements are enough to specify the elastic properties of the cloak, its
mass density, and the external loads and the boundary conditions in the virtual structure, or if they result
in an overdetermined system with no solution. One should also check if all the balance laws are satisfied in
both the virtual and physical bodies. To formulate this problem the understanding of the transformation
properties of the governing equations of nonlinear and linearized elasticity that we established in the previous
two sections is crucial.
4.1 Nonlinear Elastodynamics Transformation Cloaking
Let us consider a body B with a hole H (see Fig.4). An object is placed inside H and needs to be hidden from
elastic waves. The hole is reinforced by a cloak C, which we can assume is an annulus (or spherical shell).
The elastic properties and mass density of C are, in general, inhomogeneous and anisotropic. For the sake of
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simplicity and without loss of generality, let us assume that in B \ C the body is homogeneous and isotropic.
This means that the mass density ρ0 is a constant and the body has an energy function W = W (I1, I2, I3),
where Ii (i = 1, 2, 3) are the principal invariants of the left (or right) Cauchy-Green strain. Motion of B
is represented by a map ϕt : B → S in Fig.4. A spatial diffeomorphism leaves the governing equations
form invariant. However, spatial diffeomorphisms (spatial coordinate transformations) would not be useful
in designing a cloak because a change of spatial coordinates more or less corresponds to the same body as
seen through a warped lens — but the material is the same. The cloaking transformation is assumed to be
a time-independent map Ξ : B → B˜ such that the annulus C is transformed to a disk with a very small hole
(or a spherical ball with a very small hole in 3D). The mapping Ξ is assumed to be the identity in B \ C. It
is also assumed that the virtual body has the uniform and isotropic mechanical properties of B \ C.
(S,g)
ξt = ϕ˜t ◦ Ξ ◦ ϕ−1tϕ˜tΞ
(B,G)
(B˜, G˜)
(S˜,g)
C
H
ϕt
C˜
Physical Problem
Virtual Problem
Figure 4: A cloaking transformation Ξ transforms a body with a hole H to another body with an infinitesimal hole that is
homogeneous and isotropic. The cloaking transformation is defined to be the identity map outside the cloak C. Note that Ξ is
not a referential change of coordinates and ξ is not a spatial change of coordinates.
One may be tempted to think that the cloak can be designed using a referential change of frame (coordi-
nate transformation). We have shown that the governing equations of both nonlinear and linearized elasticity
are spatially and referentially covariant. In other words, the governing equations of the same body are invari-
ant under arbitrary time-dependent coordinate transformations in the current configuration and arbitrary
time-independent coordinate transformations in the reference configuration. This, however, is not useful for
cloaking applications, because a change of the material frame does not lead to a new elastic body. In other
words, the two bodies (B,G) and (Ξ(B),Ξ∗G) are isometric and essentially the same elastic body with the
same mechanical response. One instead needs two different elastic bodies that cannot be distinguished by
an elastic wave in their current configurations outside the cloak. Motion of the virtual (homogeneous and
isotropic) body is represented by ϕ˜t as is schematically shown in Fig.4. The spatial configurations of the
two bodies with their corresponding deformations ϕt and ϕ˜t are required to be identical outside the cloaking
region, i.e., in B \ C. In particular, this implies that any elastic measurements made in the current configu-
rations of the two bodies outside the cloak are identical, and hence, the two bodies cannot be distinguished
by an observer located in B \ C. Moreover, in the virtual body B˜, the influence of the hole is negligible as H
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in B is mapped to an infinitesimal hole in B˜. It is important to notice that our approach does not impose
any restrictions on the size of the hole, and thus, that of the concealment as illustrated in Fig.4.
Let us consider a body (physical body) that has a material manifold (B,G) and is in a time-dependent
current configuration ϕt(B). Suppose that the stress-free reference configuration of the body is in a one-
to-one correspondence with that of another body B˜ (virtual body) in its reference configuration (B˜, G˜) (see
Fig.4). Let us denote the bijection between the two bodies by Ξ. Hence, Ξ : B → B˜ is a diffeomorphism.
We assume that the two stress-free bodies are embedded in the Euclidean space, and hence, G and G˜ are
their corresponding induced Euclidean metrics. This immediately implies that Ξ is not a simple change
of material frame (referential coordinate transformation) as G˜ 6= Ξ∗G, in general. The boundary-value
problems related to the motions ϕt : B → S and ϕ˜t : B˜ → S are called the physical and virtual problems,
respectively. The deformation gradients corresponding to the physical and virtual problems are denoted by
F = Tϕt and F˜ = T ϕ˜t, respectively. The energy function of the physical problem in B \ C is known, while
it is not known a priori in C. Energy function of the virtual body is known everywhere in B˜. The applied
loads (body force and traction boundary conditions) and the essential boundary conditions are given for the
physical problem. They are, however, not known a priori for the virtual problem.
Shifters in Euclidean ambient space. We assume that the reference configurations of both the physical
and virtual bodies are embedded in the Euclidean space. To relate vector fields in the physical problem to
those in the virtual problem we would need to use shifters. We first consider the physical body B ⊂ S = Rn
(n = 2 or 3). The map s : TS → TS, s(x,w) = (x˜,w) is called the shifter map (see Fig.5). The restriction
of s to x ∈ S is denoted by sx = s(x) : TxS → Tx˜S, and shifts w based at x ∈ S to w based at x˜ ∈ S (shifter
maps in the reference configuration is defined similarly). For S we choose two global colinear Cartesian
coordinates {z˜ i˜} and {zi} for the virtual and physical deformed configurations, respectively. We also use
curvilinear coordinates {x˜a˜} and {xa} for these configurations. Note that si˜i = δi˜i . One can show that
[Marsden and Hughes, 1983]
sa˜a(x) =
∂x˜a˜
∂z˜ i˜
(x˜)
∂zi
∂xa
(x)δi˜i . (4.1)
Note that s preserves inner products, and hence, sT = s−1. In components, (sT)aa˜ = gabsb˜bg˜a˜b˜. Note also
that
sa˜a|b˜ =
∂sa˜a
∂x˜b˜
+ γ˜a˜b˜c˜s
c˜
a − ∂x
b
∂x˜b˜
γcabs
a˜
c , (4.2)
where γabc =
∂xa
∂zk
∂2zk
∂xb∂xc
and γ˜a˜b˜c˜ =
∂x˜a˜
∂z˜
˜
k
∂2z˜
˜
k
∂x˜
˜
b∂x˜c˜
. It is easily shown that sa˜a|b˜ = 0, i.e., the shifter is covariantly
constant.
Example 4.1. Consider cylindrical coordinates (r, θ, z) and (r˜, θ˜, z˜) at x ∈ R3 and x˜ ∈ R3, respectively.
The shifter map has the following matrix representation with respect to these coordinates
s =
 cos(θ˜ − θ) r sin(θ˜ − θ) 0− sin(θ˜ − θ)/r˜ r cos(θ˜ − θ)/r˜ 0
0 0 1
 . (4.3)
Example 4.2. Consider spherical coordinates (r, θ, φ) and (r˜, θ˜, φ˜) at x ∈ R3 and x˜ ∈ R3, respectively. The
shifter map has the following matrix representation with respect to these coordinates
s =
 cos(φ˜− φ) sin θ˜ sin θ + cos θ˜ cos θ r[cos(φ˜− φ) sin θ˜ cos θ − cos θ˜ sin θ] r sin(φ˜− φ) sin θ˜ sin θ[cos(φ˜− φ) cos θ˜ sin θ − sin θ˜ cos θ]/r˜ r[cos(φ˜− φ) cos θ˜ cos θ + sin θ˜ sin θ]/r˜ r sin(φ˜− φ) cos θ˜ sin θ/r˜
− sin(φ˜− φ) sin θ/(r˜ sin θ˜) −r sin(φ˜− φ) cos θ/(r˜ sin θ˜) r cos(φ˜− φ) sin θ/(r˜ sin θ˜)
 . (4.4)
Balance of linear momentum in the physical and virtual bodies. The balance of linear momentum
for the physical body reads: Div P + ρ0B = ρ0A. We use the Piola identity and write the divergence term
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(S,g)
s
Ξ
(B,G)
(B˜, G˜) (S˜,g)
W
ϕt
ϕ˜t
F
F˜
FΞ
w
W˜
w˜ = sw
X x
X˜
x˜
Figure 5: The mapping s is the shifter map, which parallel transports vectors in TxS to vectors in Tx˜S˜.
with respect to the reference configuration of the virtual body. The Piola identity [Marsden and Hughes,
1983] tells us that for a vector field W on B, one can write (see the appendix)
Div W = JΞ D˜ivW˜, W˜ = J
−1
Ξ
Ξ
FW . (4.5)
In components, this reads
WA|A = JΞ
[
J−1Ξ
Ξ
F A˜AW
A
]
|A˜
. (4.6)
W˜ is called the Piola transform of W. We use the local coordinate charts {XA} and {X˜A˜} for B and B˜,
respectively. Let us start with Div P and rewrite it with respect to the reference configuration of the virtual
body. In coordinates and using the Piola identity one can write18
P aA|A = JΞ
(
J−1Ξ
Ξ
F A˜AP
aA
)
|A˜
= JΞ(P˜
aA˜
|A˜) ◦ Ξ , (4.8)
where
P˜ aA˜ ◦ Ξ = J−1Ξ
Ξ
F A˜AP
aA, (4.9)
18Note that the Piola identity can be written as [
J−1Ξ
Ξ
F A˜A
]
|A˜
= 0 . (4.7)
Thus [
J−1Ξ
Ξ
F A˜AP
aA
]
|A˜
=
[
J−1Ξ
Ξ
F A˜A
]
|A˜
PaA + J−1Ξ
Ξ
F A˜AP
aA
|A˜ .
Therefore, using (4.7) one can write
JΞ
[
J−1Ξ
Ξ
F A˜AP
aA
]
|A˜
=
Ξ
F A˜AP
aA
|A˜ = P
aA|A .
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and JΞ is the Jacobian of the cloaking transformation Ξ, which is written as
JΞ =
√
det G˜ ◦ Ξ
det G
det
Ξ
F . (4.10)
However, this is a vector in TxS. The corresponding vector in Tx˜S is obtained using the shifter s(x) as
sa˜aP˜
aA˜ ◦ Ξ = J−1Ξ sa˜aP aA
Ξ
F A˜A. (4.11)
Note that sa˜aP
aA|A = (sa˜aP aA)|A. Therefore
s ◦ ϕDiv P = JΞ(D˜ivP˜) ◦ Ξ , (4.12)
where
P˜ = J−1Ξ s ◦ ϕP
Ξ
F?, or P˜ a˜A˜ ◦ Ξ = J−1Ξ
Ξ
F A˜As
a˜
aP
aA. (4.13)
Equivalently, the transformed second Piola-Kirchhoff stress reads
S˜ ◦ Ξ = J−1Ξ F˜−1 ◦ ϕ˜ s ◦ ϕFS
Ξ
F?. (4.14)
Note that force on an infinitesimal area dA is calculated as
tadA = P aANAdA = P
aAJ−1Ξ
Ξ
F A˜AN˜A˜dA˜ = P˜
aA˜N˜A˜dA˜ = t˜
adA˜ , (4.15)
and hence sa˜at
adA = t˜a˜dA˜, i.e., this force is the same in the physical and the virtual bodies if we assume
that the first Piola-Kirchhoff stress in the virtual body is given by (4.13). Now in the virtual body P˜ =
J−1Ξ s ◦ ϕP
Ξ
F? is the shifted Piola transform of P and
P = g]
∂W
∂F
, P˜ = g]
∂W˜
∂F˜
, (4.16)
where W˜ = W˜ (G˜,g ◦ ϕ˜, F˜) as we assume that the virtual body is isotropic and homogeneous. To ensure
that the relation P˜ = J−1Ξ s ◦ ϕP
Ξ
F? holds one needs to define W in B \ C as W |B\C= W˜ ◦ Ξ, ∀X ∈ B \ C.
This is because Ξ is defined to be the identity map in B\C, and hence, the material outside the cloak will be
isotropic and identical to that of the virtual body. The cloaking region C, nevertheless, will be anisotropic,
in general, i.e., WC = WC(X,G,g ◦ ϕ,F, ζ1, . . . , ζm), ∀X ∈ C, where ζ1, . . . , ζm are the structural tensors
that characterize the symmetry group of the material in the cloaking region.19 Note that WC must satisfy
the following relation
(g] ◦ ϕt)∂WC
∂F
= JΞ(s
−1 ◦ ϕ˜) (g] ◦ ϕ˜t ◦ Ξ)
(
∂W˜
∂F˜
◦ Ξ
)
Ξ
F−? . (4.17)
One can now rewrite the balance of linear momentum Div P + ρ0B = ρ0A as
D˜ivP˜ + ρ˜0B˜ = ρ˜0A˜ , (4.18)
where ρ˜0 = J
−1
Ξ ρ0 ◦Ξ−1, B˜ = (s ◦ϕ)B ◦Ξ−1, and A˜ = (s ◦ϕ)A ◦Ξ−1. In other words, assuming that in the
virtual body the first Piola-Kirchhoff stress is given by (4.13), the virtual body has the mass density ρ˜0, is
under the body force B˜, and has the material acceleration A˜, the balance of linear momentum is satisfied.
Conversely, if the balance of linear momentum is satisfied for the virtual body with the above transformed
fields, it is satisfied for the physical body as well.
19Note that we do not know a priori how many structural tensors are needed and what they are. In other words, we cannot
explicitly determine how the symmetry group transforms under arbitrary diffeomorphisms.
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Balance of angular momentum in the physical and virtual bodies. In the physical body the balance
of angular momentum is equivalent to SAB = SBA, or S? = S. The balance of angular momentum must
hold in the virtual body as well, i.e., S˜? = S˜, which holds if and only if
(RS)? = RS , (4.19)
where R = (
Ξ
F−1 ◦ Ξ)(F˜−1 ◦ ϕ˜ ◦ Ξ)(s ◦ ϕ)F. In terms of R, the second Piola-Kirchhoff stress in the physical
and virtual bodies are related as
S˜ = J−1Ξ
Ξ
FRS
Ξ
F?, or S = JΞR
−1 ΞF−1S˜
Ξ
F−? . (4.20)
Note that assuming that balance of angular momentum is satisfied in one configuration it may or may not
be satisfied in the other configuration. We will see in §4.3 that the balance of angular momentum is the
obstruction to transformation cloaking in classical linear elastodynamics.
Incompressible solids. In the case of incompressible solids, P = −pJg]F−? + P¯, or in components
P aA = −pJ(F−1)Abgab + P¯ aA, where P¯ is the constitutive part of the stress. We assume that if the virtual
body is incompressible at a point X˜ ∈ B˜ the corresponding point X ∈ B in the physical body is incompressible
as well and vice versa. We also assume that ˜¯P = J−1Ξ sP¯
Ξ
F?, i.e., (4.17) still holds.
Remark 4.3. Note that although we use the same metric for the ambient space for the two bodies, after
deformation, a physical point and its corresponding virtual point will be mapped to two different points in
the ambient space, in general. For example, in cylindrical coordinates, r(R,Θ,Φ) 6= r˜(R˜, Θ˜, Φ˜), in general,
where Ξ(R,Θ,Φ) = (R˜, Θ˜, Φ˜). Therefore, when calculating J and J˜ , det g at two different points is used.
Remark 4.4. We showed that if G˜ = Ξ∗G, then the symmetry class of the material is preserved under Ξ
(cf. (2.29) in the nonlinear case and Prop. 3.2 in the linear case). However, for general Ξ and G˜, the type
of the symmetry class of the body B˜ with respect to the metric G˜ can be quite non-trivial and different
from that of the body B with respect to the metric G. This is a geometric interpretation of the expected
anisotropy of an elastic cloak.
Remark 4.5. The relation ρ˜0 = J
−1
Ξ ρ0◦Ξ−1 implies that the total mass of the cloak is equal to the mass of the
corresponding transformed region in the virtual structure with uniform density ρ0, i.e., m(C) = ρ0 volG˜(C˜).
For example, the mass of a cylindrical cloak, which is an annulus with inner radius Ri and outer radius Ro in
the physical structure is equal to the mass of the annulus in the virtual structure (filled with a homogeneous
solid) with inner radius f(Ri) =  and outer radius f(Ro) = Ro. Therefore, as the virtual and physical
structures are identical outside the cloak, one concludes that the two bodies have the same total mass.
Even if the balance of angular momentum is satisfied in both configurations, it turns out that hiding a
hole in a nonlinear elastic medium from arbitrary finite-amplitude excitations is not possible.
Proposition 4.6. Nonlinear elastodynamics transformation cloaking is not possible. In other words, it is
not possible to design a cloak that would hide a cavity from any (finite) time-dependent elastic disturbance
(or wave).
Proof. The idea of nonlinear transformation elastodynamics cloaking can be summarized as follows. Starting
from the balance of linear momentum we assume the relation (4.13) between the first Piola-Kirchhoff stresses
in the virtual and physical bodies. The energy function of the virtual body is given while that of the cloak
in the physical body is not known. This implies that to be able to find the energy function of the cloak
one would need to relate the kinematics of the physical and virtual bodies. This kinematics constraint
is the relation between accelerations: A˜ ◦ Ξ = (s ◦ ϕ)A.20 All these will have to be consistent with the
balance of angular momentum (4.19). We start from the relation A˜ ◦Ξ = (s ◦ϕ)A and write it in Cartesian
coordinates: A˜i˜ = si˜iA
i = δi˜iA
i. Thus, V˜ i˜(Ξ(X), t) = δi˜iV
i(X, t)+a1, where a1 is a constant. Assuming that
20The kinematics relationship in linear elastodynamics cloaking turns out to be U˜ ◦ Ξ = U.
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V˜ i˜(Ξ(X), 0) = 0 and V i(X, 0) = 0, a1 = 0, and hence, ϕ˜
i˜(Ξ(X), t) = δi˜iϕ
i(X, t) + a0, where a0 is a constant.
Knowing that ϕ˜ and ϕ satisfy the same essential boundary conditions on ∂dB˜ = ∂dB, a0 = 0. Therefore, we
have concluded that
ϕ˜i˜(Ξ(X), t) = δi˜iϕ
i(X, t) . (4.21)
In the virtual body there is a circular (spherical) hole of radius → 0. (4.21) is telling us that the deformed
configuration of ∂H is identical to that of the infinitesimal cavity in the virtual body. This is true for
any loading of the physical structure, and even in the limit of vanishing loads. This implies that the hole
surrounded by a cloak in the physical body would collapse to a cavity of radius → 0 (anti-cavitation), i.e.,
the physical body is unstable. Therefore, nonlinear elastodynamics cloaking is not possible.
However, nonlinear elastostatics cloaking may be possible as discussed next.
4.2 Nonlinear Elastostatics Cloaking
We ignore inertial forces and explore the possibility of static cloaking in nonlinear elasticity. Note that the
virtual structure is assumed to be isotropic, and therefore, its constitutive equation is given by
S˜ = 2
∂W˜
∂C˜[
= 2W˜I˜1G˜
] + 2W˜I˜2(I˜2C˜
−1 − I˜3C˜−2) + 2W˜I˜3 I˜3C˜
−1
, (4.22)
where S˜ is the second Piola-Kirchhoff stress and
I˜1 = tr C˜ , I˜2 = det C˜ tr C˜
−1 , I˜3 = det C˜ , and W˜I˜n :=
∂W˜
∂I˜n
, n = 1, 2, 3. (4.23)
Note that
C˜−1 = F˜−1g˜]F˜−?, C˜−2 = C˜−1G˜C˜−1, s−1g˜] = g]s?, C−1 = F−1g]F−?. (4.24)
Hence, from (4.20), (4.22), and (4.24) one can write
J−1Ξ SC = αR
−1Ξ∗G˜] + (I˜2β + I˜3γ)C−1R? − I˜3βC−1R?(Ξ∗G˜)RC−1R? , (4.25)
where α = 2W˜I˜1 , β = 2W˜I˜2 , and γ = 2W˜I˜3 . In components
J−1Ξ S
AB
C = α(R
−1)AM (Ξ∗G˜)MB + (I˜2β + I˜3γ)(C−1)AMRBM
− I˜3β(C−1)AMRKM (Ξ∗G˜)KLRLP (C−1)PQRBQ ,
(4.26)
where (Ξ∗G˜)MB = (
Ξ
F−1)MM˜ (
Ξ
F−1)BN˜ G˜
M˜N˜ and (Ξ∗G˜)KL =
Ξ
F K˜K
Ξ
F L˜LG˜K˜L˜. For an incompressible solid
(I˜3 = 1)
S˜ = −p˜C˜−1 + 2W˜I˜1G˜] − 2W˜I˜2C˜
−2
, (4.27)
where p˜ is a pressure-like field associated with the incompressibility constraint J˜ = 1. We assume that the
cloak is made of an incompressible solid as well and hence
J−1Ξ SC = −pC−1R? + αR−1Ξ∗G˜] − βC−1R?(Ξ∗G˜)RC−1R? , (4.28)
where p is a pressure-like variable associated with the incompressibility constraint J = 1. Note that
J˜ =
√
det(g ◦ ϕ˜t)
det G˜
det F˜ = 1, J =
√
det(g ◦ ϕt)
det G
det F . (4.29)
Next we consider an infinite body with a cylindrical hole and an infinite body with a spherical cavity. In
both examples we assume radial deformations. Under this assumption we will find the constitutive equations
of the corresponding cloaks. It should be emphasized that these will be static cloaks. The following examples
are nonlinear analogues of Mansfield [1953]’s neutral holes.
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Example 1: A nonlinear static cylindrical cloak. Let us consider radial deformations of an infinitely-
long solid cylinder with a cylindrical hole of radius Ri. For the physical body in the cylindrical coordinates
(R,Θ, Z) and (r, θ, z) for the reference configuration and the ambient space, respectively, we consider de-
formations of the form (r, θ, z) = (r(R),Θ, Z). Similarly, for the virtual body in the cylindrical coordinates
(R˜, Θ˜, Z˜) and (r˜, θ˜, z˜) we have (r˜, θ˜, z˜) = (r˜(R˜), Θ˜, Z˜). Note that (R˜, Θ˜, Z˜) = Ξ(R,Θ, Z) = (f(R),Θ, Z). We
assume the following relation between the kinematics of deformations in the physical and virtual bodies21
r˜(R˜)
R˜
=
r(R)
R
. (4.30)
Therefore
(r˜, θ˜, z˜) = (r˜(R˜), Θ˜, Z˜) =
(
f(R)
R
r(R),Θ, Z
)
. (4.31)
Note that (in particular, r˜′(R˜o) = r′(Ro))
r˜′(R˜) =
1
f ′(R)
d
dR
[
f(R)
R
r(R)
]
=
f(R)
Rf ′(R)
r′(R) +
[
1− f(R)
Rf ′(R)
]
r(R)
R
. (4.32)
We will design a nonlinear elastic cloak of inner and outer radii Ri and Ro in the physical body such that
the static response of the body with a hole in radial deformations outside the cloak is identical to that
of an isotropic and homogeneous elastic body with an infinitesimal hole. We assume that f(Ri) = , and
f(Ro) = Ro. As we will see in §5.2, the function f must satisfy the extra condition: f ′(Ro) = 1. Note that
the spatial shifter map has the following coordinate representation
s =
1 0 00 r(R)/r˜(R˜) 0
0 0 1
 =
1 0 00 R/f(R) 0
0 0 1
 . (4.33)
Therefore
R =
r′(R)/[f ′(R)r˜′(R˜)] 0 00 R/f(R) 0
0 0 1
 , C−1 =
1/r′(R)2 0 00 1/r(R)2 0
0 0 1
 . (4.34)
Using (4.25) the constitutive equations of the cloak read
S =α
f r˜′/(Rr′) 0 00 f ′/R2 0
0 0 ff ′/R
+ (I˜2β + I˜3γ)
f/(Rr′r˜′) 0 00 f ′/r2 0
0 0 ff ′/R

− I˜3β
f/(Rrr˜′3) 0 00 fR2/r4 0
0 0 ff ′/R
 ,
(4.35)
where
I˜1 = 1+r˜
′2(f(R))+
r2(R)
R2
, I˜2 =
1
2
r˜
′2(1−r˜′2)+ r
2(R)
2R2
[
1− r
2(R)
R2
]
, I˜3 = J˜
2 =
[
r(R)
R
r˜′(f(R))
]2
. (4.36)
21In the case of elastodynamics cloaking the kinematic relation between the physical and virtual problems was the equality
(up to a shift) of acceleration vectors. In elastostatics there is no such constraint and one has freedom in choosing a kinematic
relation between the two problems. Note also that (4.30) is just one choice. One may assume
r˜(R˜)
R˜
= h
(
r(R)
R
)
,
for any positive and strictly increasing function h such that h(1) = 1. Note that (4.30) is a nonlinear analogue of Olsson and
Wall [2011]’s kinematic assumption.
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It is seen that S is symmetric, and hence, the balance of angular momentum is satisfied. The surface of
the cavity is traction free, and hence, we have the boundary condition SRR(Ri) = 0. Note that radial
deformations cannot be maintained in an arbitrary compressible isotropic solid only by applying boundary
tractions. This is a result of Ericksen’s theorem, which states that the only universal deformations in
compressible isotropic solids are homogeneous deformations [Ericksen, 1955] (see [Yavari and Goriely, 2016]
for an extension of this result to compressible solids with finite eigenstrains). Note, however, that if the
radial stretch is uniform, i.e., r˜(R˜)/R˜ = r(R)/R = λ, then the deformation will be homogeneous, and hence,
universal, i.e., it can be maintained solely by applying boundary tractions in any compressible isotropic solid.
Suppose the virtual body is incompressible, i.e., J˜ = r˜r˜′/R˜ = 1. Hence, r˜(R˜) =
√
R˜2 + C, for some
constant C. Note that R˜i = , and thus r˜(R˜i) =
√
2 + C. In the limit when the virtual hole becomes
smaller and smaller (→ 0), we expect that r˜(R˜i)→ 0. Therefore, C = 0, i.e., r˜(R˜) = R˜. Now (4.30) gives
us r(R) = R, and hence J = rr′/R = 1, i.e., the physical body is incompressible as well. For incompressible
solids radial deformations are universal [Ericksen, 1954], i.e., such deformations can be maintained in any
isotropic incompressible solid by applying only boundary tractions. From (4.28) the constitutive equations
of the incompressible cloak are written as
S = −p
1/(f ′r′r˜′) 0 00 R/(fr2) 0
0 0 1
+ α
fr˜′/(Rr′) 0 00 f ′/R2 0
0 0 ff ′/R
− β
f/(Rr′r˜′3) 0 00 R2f ′/r4 0
0 0 ff ′/R
 ,
= −p
1/f ′(R) 0 00 1/(Rf(R)) 0
0 0 1
+ α
f(R)/R 0 00 f ′(R)/R2 0
0 0 f(R)f ′(R)/R
− β
f(R)/R 0 00 f ′(R)/R2 0
0 0 f(R)f ′(R)/R
,
= −p
1/f ′(R) 0 00 1/(Rf(R)) 0
0 0 1
+ (α− β)
f(R)/R 0 00 f ′(R)R2 0
0 0 f(R)f ′(R)/R
 .
(4.37)
It is seen that in this case too S is symmetric, i.e., the balance of angular momentum is satisfied.
Example 2: A nonlinear static spherical cloak. Let us consider radial deformations of a finite solid
sphere with a spherical cavity of radius Ri. For the physical body in the spherical coordinates (R,Θ,Φ)
and (r, θ, φ) for the reference configuration and the ambient space, respectively, we consider deformations
of the form (r, θ, φ) = (r(R),Θ,Φ). Similarly, for the virtual body in the cylindrical coordinates (R˜, Θ˜, Φ˜)
and (r˜, θ˜, φ˜) we have (r˜, θ˜, φ˜) = (r˜(R˜), Θ˜, Φ˜). Notice that (R˜, Θ˜, Φ˜) = Ξ(R,Θ, Z) = (f(R),Θ,Φ). We again
assume the following relation between the kinematics of deformations in the physical and virtual bodies
r˜(R˜)/R˜ = r(R)/R. Therefore
(r˜, θ˜, φ˜) = (r˜(R˜), Θ˜, Φ˜) =
(
f(R)
R
r(R),Θ,Φ
)
. (4.38)
Note that r˜′(R˜) is given in (4.32). We will design a nonlinear elastic cloak of inner and outer radii Ri and Ro
in the physical body such that the static response of the body with a cavity in radial deformations outside
the cloak be identical to that of an isotropic and homogeneous elastic body with an infinitesimal cavity. The
function f satisfies the following conditions: f(Ri) = , f(Ro) = Ro, and f
′(Ro) = 1. Note that the spatial
shifter map has the following coordinate representation
s =
1 0 00 r(R)/r˜(R˜) 0
0 0 r(R)/r˜(R˜)
 =
1 0 00 R/f(R) 0
0 0 R/f(R)
 . (4.39)
Therefore
R =
r′(R)/(f ′(R)r˜′(R˜)) 0 00 R/f(R) 0
0 0 R/f(R)
 , C−1 =
1/r′(R)2 0 00 1/r(R)2 0
0 0 1/(r(R)2 sin2 Θ)
 . (4.40)
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The constitutive equations of the cloak read
S =α
f2r˜′/(R2r′) 0 00 ff ′/R3 0
0 0 ff ′/(R3 sin2 Θ)
+ (I˜2β + I˜3γ)
f2/(R2r′r˜′) 0 00 ff ′/(Rr2) 0
0 0 ff ′/(Rr2 sin2 Θ)

− I˜3β
f2/(R2r′r˜′3) 0 00 Rff ′/r4 0
0 0 Rff ′/(r4 sin2 Θ)
 ,
(4.41)
where
I˜1 = r˜
′2(f(R)) +
2r2(R)
R2
, I˜2 =
1
2
r˜
′2(1− r˜′2) + r
2(R)
R2
[
1− r
2(R)
R2
]
, I˜3 = J˜
2 =
[
r(R)
R
r˜′(f(R))
]4
. (4.42)
It is seen that S is symmetric, and hence, the balance of angular momentum is satisfied. The surface of the
cavity is traction free, and hence, we have the boundary condition SRR(Ri) = 0.
If the virtual body is incompressible, i.e., J˜ = r˜2r˜′/R˜2 = 1, and hence r˜(R˜) = (R˜3 + C)
1
3 , for some
constant C. Similar to the cylindrical cloak lim→0 r˜(R˜i) = 0, and hence C = 0. Therefore, r˜(R˜) = R˜ and
consequently, from (4.30), r(R) = R, and J = rr′/R = 1, i.e., the cloak is made of an incompressible solid
as well. From (4.28) the constitutive equations of the incompressible spherical cloak read
S =− p
1/(f ′r′r˜′) 0 00 R/(fr2) 0
0 0 R/(fr2 sin2 Θ)
+ α
f2r˜′/(R2r′) 0 00 ff ′/R3 0
0 0 ff ′/(R3 sin2 Θ)

− β
f2/(R2r′r˜′3) 0 00 Rff ′/r4 0
0 0 Rff ′/(r4 sin2 Θ)
 ,
= −p
1/f ′(R) 0 00 1/(Rf(R)) 0
0 0 1/(Rf(R) sin2 Θ)
+ α
f2/R2 0 00 ff ′/R3 0
0 0 ff ′/(R3 sin2 Θ)

− β
f2/R2 0 00 ff ′/R3 0
0 0 ff ′/(R3 sin2 Θ)
,
= −p
1/f ′(R) 0 00 1/(Rf(R)) 0
0 0 1/(Rf(R) sin2 Θ)
+ (α− β)
f2/R2 0 00 ff ′/R3 0
0 0 ff ′/(R3 sin2 Θ)
 .
(4.43)
Note that in this case too S is symmetric, i.e., the balance of angular momentum is satisfied.
4.3 Linear Elastodynamics Transformation Cloaking
In this section we explore the possibility of transformation cloaking in classical linear elasticity. Let us
assume that the reference motion is static, i.e., V˚(X, t) = 0, and the ambient space is Euclidean, that is,
Ricg = 0. In this special case, the linearized material balance of linear momentum is simplified to read
Div(A :∇g0U) + ρ0∇gUB˚ = ρ0U¨ . (4.44)
Now suppose that the reference configuration of the physical body B is mapped to the reference configuration
of the virtual body B˜, where B and B˜ are endowed with the Euclidean metrics G(X) and G˜(X˜), respectively.
Let us denote the map between the two stress-free reference configurations by Ξ : B → B˜. The Jacobian of
this cloaking map is calculated as
JΞ =
√
det G˜(X˜(X))
det G(X)
det
Ξ
F . (4.45)
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Linearized balance of linear momentum in the physical and virtual bodies. Using the Piola
identity, the divergence term in (4.44) can be rewritten as(
AaAb
BU b|B
)
|A = JΞ
[
J−1Ξ
Ξ
F A˜AA
aA
b
BU b|B
]
|A˜
= JΞ
(
A˜aA˜b
B˜U b|B˜
)
|A˜
, (4.46)
where
U b|B˜ = (
Ξ
F−1)BB˜U
b|B , (A˜aA˜bB˜) ◦ Ξ = J−1Ξ
Ξ
F A˜A
Ξ
F B˜BA
aA
b
B . (4.47)
Hence, using the shifter map and knowing that it is covariantly constant one can write
sa˜a
(
AaAb
BU b|B
)
|A = JΞ
(
A˜a˜A˜b˜
B˜U˜ b˜|B˜
)
|A˜
, (4.48)
where
A˜a˜A˜b˜
B˜ ◦ Ξ = J−1Ξ
Ξ
F A˜A
Ξ
F B˜B s
a˜
a(s
−1)bb˜ A
aA
b
B , U˜ a˜ ◦ Ξ = sa˜a ◦ ϕUa . (4.49)
Therefore
s ◦ ϕDiv(A :∇g0U) = JΞ D˜iv(A˜ :∇˜g0U˜) ◦ Ξ , (4.50)
where U˜◦Ξ = s◦ϕU. Again, knowing that the shifter is covariantly constant, one obtains ˙˜U = (s◦ϕ)U˙◦Ξ−1.
Similarly, , ¨˜U = (s ◦ ϕ˚)U¨ ◦ Ξ−1. Substituting (4.50) into (4.44)1, one can write the linearized balance of
linear momentum in the virtual body as
D˜iv(A˜ :∇˜g0U˜) + ρ˜0∇˜gU˜
˚˜B = ρ˜0
¨˜U , (4.51)
where ρ˜0 = J
−1
Ξ ρ0 ◦ Ξ−1 and ˚˜B = s ◦ ϕ˚B˚ ◦ Ξ−1. In summary, the linearized balance of linear momentum is
form-invariant under the following cloaking transformations:
X˜ = Ξ(X), U˜ = s ◦ ϕ˚ U ◦ Ξ−1, ˚˜B = s ◦ ϕ˚ B˚ ◦ Ξ−1,
ρ˜0 = J
−1
Ξ ρ0 ◦ Ξ−1, A˜ = (J−1Ξ s−1 ◦ ϕ˚
Ξ
F s ◦ ϕ˚ A ΞF?) ◦ Ξ−1 .
(4.52)
Linearized balance of angular momentum in the physical and virtual bodies. Suppose that the
reference motions of both the physical and virtual bodies are their corresponding undeformed configurations,
i.e., both F˚ and ˚˜F are identity maps (there are no initial stresses). Therefore, for any W ∈ TXB, one has
˚˜FSW = sF˚W, and hence, S = ˚˜F−1sF˚ (in components, SA˜A = δA˜a˜ s
a˜
aδ
a
A). Let us next linearize (4.19) with
respect to ϕ˚ and ˚˜ϕ, which reads (R˚δS)? = R˚δS, where R˚ = (
Ξ
F−1 ◦ Ξ)S. In components
(
Ξ
F−1)AA˜S
A˜
MC
MBKL = (
Ξ
F−1)BA˜S
A˜
MC
MAKL . (4.53)
Clearly, the balance of angular momentum may not be satisfied for a given cloaking map Ξ. In terms of
the first Piola-Kirchhoff stress, the balance of angular momentum reads P [aAF c]A = 0, where 2P
[aAF c]A =
P aAF cA−P cAF aA. Assuming that there is no initial stress, linearized balance of angular momentum reads
δP [aAF c]A = 0, or A
[aAbBF˚ c]A = 0. Assuming that balance of angular momentum in the virtual body is
satisfied, i.e., A˜[a˜A˜b˜B˜ ˚˜F c˜]A˜ = 0, the balance of angular momentum in the physical body requires that
(s−1)[aa˜F˚ c]A(s−1)bb˜(
Ξ
F−1)AA˜(
Ξ
F−1)BB˜A˜
a˜A˜b˜B˜ = 0 . (4.54)
Note that (4.54) is not necessarily satisfied.
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Transformed second elasticity tensor. Using (3.15) and the relation S = ˚˜F−1sF˚, it is straightforward
to show that C˜ = J−1Ξ
Ξ
FS
Ξ
FSC ◦ Ξ. In components one has
C˜A˜B˜C˜D˜ = J−1Ξ
Ξ
F A˜A S
B˜
B
Ξ
F C˜C S
D˜
D C
ABCD . (4.55)
Or22
CABCD = JΞ(
Ξ
F−1)AA˜ (S
−1)BB˜ (
Ξ
F−1)CC˜ (S
−1)DD˜ C˜
A˜B˜C˜D˜ . (4.56)
We assume that the virtual structure is isotropic, and hence, C˜A˜B˜C˜D˜ = λG˜A˜B˜G˜C˜D˜+µ(G˜A˜C˜G˜B˜D˜+G˜A˜D˜G˜C˜B˜)
are given. Note that the transformed second elasticity tensor C possesses the major symmetries, i.e.,
CABCD = CCDAB . However, the minor symmetries are not satisfied, in general. This is in agreement
with the previous works in the literature.
Remark 4.7. If the initial stress is not zero, i.e., linearized elasticity with respect to a stressed configuration,
one may expect that the elasticity constants in the physical body may become fully symmetric. However,
initial stress in the cloak must vanish because from (4.20) one can write
˚˜SA˜B˜ = J−1Ξ
Ξ
F A˜CR˚
C
AS˚
AB
Ξ
FB
B˜ , (4.57)
where R˚ =
Ξ
F−1˚˜F−1sF˚. Therefore, if the physical body is initially stressed, so is the virtual body. Never-
theless, note that if the virtual body is initially stressed, the wave patterns would be affected due to the
anisotropy induced by the finite deformation the virtual body has undergone unless the initial stress is hy-
drostatic. But then a hydrostatic state of stress would violate the traction-free boundary condition on the
inner boundary of the cloak, i.e., the hole. Therefore, the initial stress in the virtual body must be zero.
Proposition 4.8. Classical linear elasticity is not flexible enough to allow for elastodynamics transformation
cloaking regardless of the shape of the hole and the cloak. In other words, elastodynamics transformation
cloaking is not possible if the cloak is required to be made of a classical linear elastic solid.
Proof. The balance of angular momentum in the physical body (4.54) is expanded to read
(s−1)aa˜F˚ cA(s−1)bb˜(
Ξ
F−1)AA˜(
Ξ
F−1)BB˜A˜
a˜A˜b˜B˜ = (s−1)ca˜F˚ aA(s−1)bb˜(
Ξ
F−1)AA˜(
Ξ
F−1)BB˜A˜
a˜A˜b˜B˜ . (4.58)
Thus, knowing that F˚ aA = δ
a
A, one obtains
(s−1)aa˜(s−1)bb˜(
Ξ
F−1)cA˜(
Ξ
F−1)BB˜A˜
a˜A˜b˜B˜
= (s−1)ca˜(s−1)bb˜(
Ξ
F−1)aA˜(
Ξ
F−1)BB˜A˜
a˜A˜b˜B˜ , ∀ a, b, c, B ∈ {1, 2, 3}.
(4.59)
Without loss of generality, we may represent (4.59) in the Cartesian coordinates in which the shifter is the
identity, i.e., sa˜a = δ
a˜
a. Therefore
(
Ξ
F−1)BB˜
[
(
Ξ
F−1)cA˜A˜
aA˜bB˜ − ( ΞF−1)aA˜A˜cA˜bB˜
]
= 0 , ∀ a, b, c, B ∈ {1, 2, 3}. (4.60)
Knowing that in the Cartesian coordinates A˜a˜A˜b˜B˜ = λδa˜A˜δb˜B˜+µ(δa˜b˜δA˜B˜+δa˜B˜δb˜A˜), for an arbitrary cloaking
transformation with components (
Ξ
F−1)ij = Fij , i, j ∈ {1, 2, 3}, (4.60) is simplified for i 6= j 6= k ∈ {1, 2, 3}
to read
(λ+ µ)Fii(Fij − Fji)− µ(FijFjj + FikFjk + FiiFji) = 0 , (4.61)
µ(FijFik − FiiFkj) + λFij(Fik − Fki) = 0 , (4.62)
µ(F2ii + F
2
ik) + (λ+ 2µ)F
2
ij − µFiiFjj − λFijFji = 0 . (4.63)
22When Cartesian coordinates are used in both the physical and virtual bodies one writes C˜A˜B˜C˜D˜ =
J−1Ξ
Ξ
F A˜A
Ξ
F C˜C δ
B˜
Bδ
D˜
D C
ABCD. This is identical to Norris and Parnell [2012]’s Eq. (2.6).
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(4.61) can be rewritten as (i↔ j)
(λ+ µ)Fjj(Fji − Fij)− µ(FjiFii + FjkFik + FjjFij) = 0 . (4.64)
Using (4.61) and (4.64), one obtains
(λ+ µ)(Fii + Fjj)(Fij − Fji) = 0. (4.65)
Note that λ + µ = 13 (3λ + 2µ) +
1
3µ > 0. Thus, either Fij = Fji, or Fii = −Fjj . Note that Fii = −Fjj
immediately implies that Fii = 0, and from (4.61), Fjk = 0, resulting in
Ξ
F−1 = 0, which is not possible as
the tangent map of a cloaking transformation cannot be singular. Hence, Fij = 0 for i 6= j ∈ {1, 2, 3}. It
is then straightforward to see that
Ξ
F = βI, where I denotes the identity and β is a scalar. As the cloaking
transformation Ξ must be the identity on the boundary of the cloak ∂oC one concludes that β = 1, and thus,
Ξ = id. Therefore, transformation cloaking is not possible in classical linear elasticity.
Remark 4.9. We observe that the balance of angular momentum is the obstruction to cloaking, and not
the acceleration term. This implies that transformation cloaking is not possible in classical linear elasticity
at fixed frequency or classical linear elastostatics either.
Remark 4.10. Note that when µ = 0 (a pentamode material [Milton and Cherkaev, 1995]) transformation
cloaking may be possible. When µ = 0, the only constraint imposed by the balance of angular momentum
for the physical body (cf. (4.61), (4.62), and (4.63)) is that
Ξ
F be symmetric. One should note that
Ξ
F is a
two-point tensor. However, as the reference configuration of both the virtual and the physical bodies are
embedded in the Euclidean space, symmetry of
Ξ
F makes sense. For an arbitrary hole surrounded by a cloak
(with an arbitrary shape), if the derivative of a cloaking map is symmetric, the elastic constants of the cloak
are fully symmetric. This happens to be the case for cylindrical and spherical cloaks. As we will see in
§5.3, for the virtual and physical boundary-value problems to be equivalent outside the cloak, ΞF must be the
identity map on the outer boundary of the cloak, i.e.,
Ξ
F|∂oC= id.
Next we critically examine a cloaking geometry that has been suggested in several previous works in the
literature. Consider an infinitely-long hollow solid cylinder that in its stress-free reference configuration has
inner and outer radii Ri and Ro, respectively. Let us transform the reference configuration to the reference
configuration of another body (virtual body) that is a hollow cylinder with inner and outer radii  and Ro,
respectively, using a cloaking map Ξ(R,Θ, Z) = (f(R),Θ, Z) such that f(Ro) = Ro. For such a map we
have
Ξ
F =
f ′(R) 0 00 1 0
0 0 1
 . (4.66)
Let us consider an infinitely extended isotropic homogeneous elastic medium with shear modulus µ, Lame´
constant λ, and mass density ρ0 containing an infinitely-long cylindrical cavity H with radius Ri in its
stress-free reference configuration. Let (R,Θ, Z) be the cylindrical coordinates such that R = 0 corresponds
to the centerline of the cavity. The cloaking device C is an infinitely-long hollow solid cylinder with inner
radius Ri (radius of the hole) and outer radius Ro, where Ro < Rs (Rs is the distance of a line source from
the origin) surrounding the hole. The elastic properties of the cloaking device are to be determined. In
doing so, the reference configuration of the physical body B is mapped to that of the virtual body B˜ via a
mapping Ξ : B → B˜, where for Ri ≤ R ≤ Ro, it is defined as, (R˜, Θ˜, Z˜) = Ξ(R,Θ, Z) = (f(R),Θ, Z) such
that f(Ri) =  and f(Ro) = Ro, and for R ≥ Ro it is the identity map. We assume that the transformed
reference configuration is also isotropic and homogeneous with the same elastic properties as the medium
in the physical reference configuration. Let the reference configurations of B and B˜ be endowed with the
flat metric in the cylindrical coordinates, i.e., G = diag(1, R2, 1) and G˜ = diag(1, R˜2, 1) in the cylindrical
coordinates (R,Θ, Z) and (R˜, Θ˜, Z˜), respectively. Also, let the ambient space be endowed with the Euclidean
metric g = diag(1, r2, 1) in the coordinates (r, θ, z). Therefore, the elasticity tensor for the material in the
virtual body reads
C˜A˜B˜C˜D˜ = λG˜A˜B˜G˜C˜D˜ + µ(G˜A˜C˜G˜B˜D˜ + G˜A˜D˜G˜C˜B˜) . (4.67)
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Figure 6: Cloaking an object inside a hole H from elastic waves generated by a line source located at a distance Rs from
the center of the hole. The system (a) is an isotropic and homogeneous medium containing a finite hole H. The system (c)
is isotropic and homogeneous with the same elastic properties as the medium in the reference configuration (b) outside the
cloaking region C. The configuration (b) is mapped to the new reference configuration (c) such that the hole H is mapped to
an infinitesimal hole with negligible effects on the elastic waves. The cloaking transformation is the identity mapping in B \ C.
In Voigt representation C˜ reads23
C˜ =

λ+ 2µ λ/R˜
2
λ 0 0 0
λ/R˜2 (λ+ 2µ)/R˜4 λ/R˜2 0 0 0
λ λ/R˜2 λ+ 2µ 0 0 0
0 0 0 µ/R˜2 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ/R˜2

. (4.68)
As Ξ is the identity mapping for R ≥ Ro, we note that C = C˜ in B \ C, for which R ≥ Ro. For Ri ≤ R ≤ Ro
(the cloaking device region C), we have
CABCDC = J
C
Ξ(
Ξ
F−1)AA˜(S
−1)BB˜(
Ξ
F−1)CC˜(S
−1)DD˜C˜
A˜B˜C˜D˜ ◦ Ξ , (4.69)
where
Ξ
F−1 = diag(f ′(R)−1, 1, 1), and hence
JCΞ =
√
det G˜(X˜(X))
det G(X)
det
Ξ
F =
f(R)f ′(R)
R
, Ri ≤ R ≤ Ro . (4.70)
Note that
S =
1 0 00 R/f(R) 0
0 0 1
 . (4.71)
Therefore, in the cloaking device (Ri ≤ R ≤ Ro), the elasticity tensor has the following non-zero physical
23Note that in the Voigt notation one has the following bijection between indices {11, 22, 33, 23, 13, 12} → {1, 2, 3, 4, 5, 6}.
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components24
CˆRRRR =
(λ+ 2µ)f(R)
Rf ′(R)
, CˆΘΘΘΘ =
(λ+ 2µ)Rf ′(R)
f(R)
, CˆRRΘΘ = CˆΘΘRR = λ,
CˆRΘRΘ =
µf(R)
Rf ′(R)
, CˆΘRΘR =
µRf ′(R)
f(R)
, CˆΘRRΘ = CˆRΘΘR = µ ,
CˆRRZZ = CˆZZRR =
λf(R)
R
, CˆΘΘZZ = CˆZZΘΘ = λf ′(R), CˆZZZZ =
(λ+ 2µ)f(R)f ′(R)
R
,
CˆRZRZ =
µf(R)
Rf ′(R)
, CˆZRZR =
µf(R)f ′(R)
R
, CˆZRRZ = CˆRZZR =
µf(R)
R
,
CˆZΘZΘ =
µf(R)f ′(R)
R
, CˆΘZΘZ =
µRf ′(R)
f(R)
, CˆΘZZΘ = CˆZΘΘZ = µf ′(R) .
(4.72)
Remark 4.11. When µ = 0 (energy density is not positive-definite anymore), the elastic constants of the
cloak can be written as
CˆRRRR =
λf(R)
Rf ′(R)
, CˆΘΘΘΘ =
λRf ′(R)
f(R)
, CˆRRΘΘ = CˆΘΘRR = λ,
CˆRΘRΘ = CˆΘRΘR = CˆΘRRΘ = CˆRΘΘR = 0 ,
CˆRRZZ = CˆZZRR =
λf(R)
R
, CˆΘΘZZ = CˆZZΘΘ = λf ′(R), CˆZZZZ =
λf(R)f ′(R)
R
,
CˆRZRZ = CˆZRZR = CˆZRRZ = CˆRZZR = 0 ,
CˆZΘZΘ = CˆΘZΘZ = CˆΘZZΘ = CˆZΘΘZ = 0 .
(4.73)
It is seen that in this special case the elastic constants of the cloak are fully symmetric.
Note that ρ = JΞ ρ˜ ◦ Ξ, and therefore, the mass density in B \ C is homogeneous and is equal to ρ0. The
mass density in the cloaking device is inhomogeneous and is given by
ρC(R) =
f(R)f ′(R)
R
ρ0 , Ri ≤ R ≤ Ro . (4.74)
In the case of anti-plane waves, the only non-trivial equilibrium equation is the one in the z-direction,
which using (3.15) for the physical body in the cloaking region is written as 25
1
R
∂
∂R
(
RCˆRZRZ(R)
∂W
∂R
)
+
1
R2
CˆΘZΘZ(R)
∂2W
∂Θ2
+ ρC(R)ω2W =
am
Rs
δ(R−Rs)δ(Θ−Θs) , (4.75)
where am is the amplitude of a time-harmonic line source with frequency ω located at (Rs,Θs) such that
the induced displacement is given as δϕt(R,Θ) = U(R,Θ, t) =
(
0, 0,<[W (R,Θ)e−iωt]). The only non-zero
stress components in the cloak read
δSRZ = CZRRZW |R , δSZR = CRZRZW |R , δSΘZ = CZΘΘZW |Θ , δSZΘ = CΘZΘZW |Θ . (4.76)
24Note that the physical components of the elasticity tensor CˆABCD are related to the components of the elasticity tensor
as CˆABCD =
√
GAA
√
GBB
√
GCC
√
GDDC
ABCD (no summation) [Truesdell, 1953].
25Using (3.15), one obtains(
AaAz
CW z |C
)
|A
=
(
CABCN F˚aBF˚
n
NgznW
z |C
)
|A
=
(
CABCZδaBδ
z
ZgzzW
z |C
)
|A
.
Note that (
CABCZW |C
)
|A
=
(
CRBRZW |R + CRBΘZW |Θ
)
|R
+
(
CΘBRZW |R + CΘBΘZW |Θ
)
|Θ
=
(
CRZRZW |R
)
|R
+
(
CΘZΘZW |Θ
)
|Θ
.
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As CˆZRRZ 6= CˆRZRZ and CˆZΘΘZ 6= CˆΘZΘZ (cf. (4.72)), the balance of angular momentum is not satisfied
in the simple case of antiplane waves. One should note that the imbalance of angular momentum is actually
significant as CˆZΘΘZ − CˆΘZΘZ = µf ′(R)
[
1− Rf(R)
]
will be unbounded at the inner boundary of the cloak
(R = Ri) in the limit of f(Ri) = → 0. Thus, the loss of the minor symmetry of the elasticity tensor cannot
be ignored. For a linear mapping26one has
CˆRZRZ(R) = µ
R−Ri
R
, CˆΘZΘZ(R) = µ
R
R−Ri , ρC(R) =
R2o
(Ro −Ri)2
(
1− Ri
R
)
ρ0 . (4.77)
These are identical to Parnell [2012]’s Eq.(2.5). Brun et al. [2009] and many other researchers have used
a linear function for f(R), which has been borrowed from the similar calculations in electromagnetism.
However, a linear f(R) is not acceptable for elasticity as will be explained in §5.2. Let us ignore this
condition and use a linear f(R), i.e.,
f(R) =
Ro(R−Ri)
Ro −Ri . (4.78)
For this (inappropriate) choice of f(R) the mass density in the cloak reads
ρC(R) =
R2o
(Ro −Ri)2
(
1− Ri
R
)
ρ0 , (4.79)
which is identical to Brun et al. [2009]’s mass density. Our elastic constants in the cloak read
CˆRRRR = (λ+ 2µ)
R−Ri
R
, CˆΘΘΘΘ = (λ+ 2µ)
R
R−Ri , Cˆ
RRΘΘ = CˆΘΘRR = λ,
CˆΘRRΘ = CˆRΘΘR = µ, CˆRΘRΘ =
R−Ri
R
µ, CˆΘRΘR =
R
R−Riµ ,
(4.80)
which are identical to Brun et al. [2009]’s as well. Brun et al. [2009] and many other authors (e.g., Norris
and Shuvalov [2011]) have claimed that the lack of minor symmetry in the elastic constants of the cloak
implies that a cloak is made of a Cosserat solid. This claim is, unfortunately, incorrect. We will show in §5.2
that transformation cloaking is not possible in (generalized) Cosserat solids.
5 Elastodynamics Transformation Cloaking in Solids with Mi-
crostructure
Having established that classical linear elasticity is not flexible enough to allow for transformation cloaking
a possible solution would be to see if transformation cloaking may be achieved in solids with microstructure.
In such continua the Cauchy stress does not need to be symmetric. This is the reason that in the literature
of elastodynamics cloaking it has been suggested that a cloak should be made of a Cosserat solid. The first
systematic formulation of generalized continua goes back to the seminal work of Cosserat brothers [Cosserat
and Cosserat, 1909], which remained unnoticed until the interest in continua with microstructure was revived
in the 1950s, 1960s, and 1970s [Ericksen and Truesdell, 1957, Toupin, 1962, 1964, Mindlin and Tiersten, 1962,
Mindlin, 1964, Eringen, 2012] and now there is a vast literature on generalized continua.
In formulating the cloaking problem, we assume that both the virtual and physical bodies are made
of solids with microstructure. We can follow two paths: i) Assume that energy depends on ∇F with
components F aA|B , i.e., gradient elasticity. This seems to be more natural for our purposes because first
there is no ambiguity in the physical meaning of microstructure, and second there are well-established
connections between strain gradient elasticity and atomistic calculations (see [Maranganti and Sharma,
2007] and references therein). ii) In addition to the deformation mapping ϕ assume a set of director fields
that have their own independent kinematics, i.e., (generalized) Cosserat elasticity. Energy depends on these
26This map does not satisfy the required traction continuity condition, i.e., f ′(Ro) = 1, but nevertheless has been extensively
used in the literature (see §5.2).
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extra fields as well. One should note that there are many different choices for describing microstcuture. This
has been discussed in some detail in the monograph [Capriz, 2013]. See also [Yavari and Marsden, 2009a].
We discuss elastodynamics transformation cloaking in both gradient and generalized Cosserat solids.
5.1 Elastodynamics Transformation Cloaking in Gradient Elastic Solids
In gradient elasticity (or strain-gradient elasticity) energy function depends on the (covariant) derivative of
the deformation gradient as well, i.e., [Toupin, 1964]
W = W (X,F,∇F,G,g ◦ ϕ) . (5.1)
Note that (bulk) compatibility equations are written as F aA|B = F aB|A [Yavari, 2013]. Objectivity of an
energy function means invariance under (rigid-body) rotations in the ambient space. One can think of F
as a vector-valued 1-form [Yavari, 2008]. The 1-form part would not be affected by changes of coordinates
in the ambient space. Now the question is how should W depend on F in order to be isotropic? Suppose
f = f(u), where u is a vector. We know that for f to be isotropic it should have the form f = fˆ(u ·u), where
u ·u = uaubgab [Spencer, 1971]. This new variable in the case of deformation gradient is F aAF bAgab = CAB .
In gradient elasticity one has an extra independent variable. Let us first consider a scalar function of two
vectors f = f(u,v). For f to be isotropic, one must have f = fˆ(u · u,u · v,v · v). In the case of energy
function these three variables are
F aAF
b
Bgab = CAB , F
a
AF
b
B|Cgab =: DABC , F aA|BF bC|Dgab =: EABCD . (5.2)
Note the symmetries of the new measures of strain: DABC = DACB , EABCD = ECDAB = EBACD =
EABDC = EBADC . The strain measure E is, however, functionally dependent on C
[ and D as noticed by
Toupin [1964]. More specifically, given D, one can write F bB|C = gab(F−1)AaDABC . Hence, EABCD =
C−MNDMABDNCD. Therefore, W = Wˆ (X,CAB , DABC , GAB). Note that CAB|C = F aA|CF bBgab +
F aAF
b
B|Cgab = DBAC + DABC . Thus, DABC = 12
(
CAB|C + CAC|B − CBC|A
)
. Therefore, one can as-
sume that energy density depends on C[ and ∇GC[, i.e., W = Wˆ (X,CAB , CAB|C , GAB), which is exactly
the way Toupin expressed the energy density.
Balance of linear momentum. We next derive the governing equations of gradient elasticity using
Hamilton’s principle of least action. Assuming the Lagrangian density L = W−T , where T = 12ρ0〈〈V,V〉〉g =
1
2ρ0V
aV bgab is the classical kinetic energy density, the action is defined as
S =
∫ t2
t1
∫
B
(W − T )dV dt , (5.3)
where t1 < t2 are arbitrary time instances, and dV is the Riemannian volume element of (B,G). Hamilton’s
principle is written as
δS =
∫ t2
t1
∫
B
(δW − δT )dV dt =
∫
∂tB
T aδϕbgabdA , (5.4)
where T a is traction, and ∂tB ⊂ ∂B is part of the boundary on which tractions are specified. The only term
that is different from that of classical nonlinear elasticity is δW , which is calculated as
δW = ∇ϕ∂
∂
W
∣∣∣
=0
=
∂W
∂F
: δF +
∂W
∂∇F : δ∇
ϕF =
∂W
∂F aA
δF aA +
∂W
∂F aA|B
δF aA|B , (5.5)
where we used the fact that ∇g = 0. The covariant derivative of the deformation gradient is linearized as
follows.
δF aA|B = ∇ ∂
∂
∇ ∂
∂XB
∂ϕa
∂XA
∣∣∣∣∣
=0
= ∇ ∂
∂XB
∇ ∂
∂
∂ϕa
∂XA
∣∣∣∣∣
=0
= ∇ ∂
∂XB
δF aA = U
a|A|B , (5.6)
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where use was made of the fact that ∇ is a flat connection, and hence, order of covariant differentiation can
be interchanged (see the appendix). Therefore
δW =
∂W
∂F aA
δϕa|A +
∂W
∂F aA|B
δϕa|A|B . (5.7)
Note that ∂W∂FaA δϕ
a|A =
(
∂W
∂FaA
δϕa
)
|A
−
(
∂W
∂FaA
)
|A
δϕa. Thus
∫
B
∂W
∂F aA
δϕa|AdV = −
∫
B
(
∂W
∂F aA
)
|A
δϕadV +
∫
∂B
∂W
∂F aA
NAδϕ
adA , (5.8)
where N is the unit normal vector to ∂B, and NA are components of the corresponding 1-form N[. Similarly,
for the second term one can write∫
B
∂W
∂F aA|B
δϕa|A|BdV = −
∫
B
(
∂W
∂F aA|B
)
|B
δϕa|AdV +
∫
∂B
∂W
∂F aA|B
NBδϕ
a|AdA
=
∫
B
(
∂W
∂F aA|B
)
|B|A
δϕadV −
∫
∂B
[(
∂W
∂F aA|B
NB
)
|A
+
(
∂W
∂F aA|B
)
|B
NA
]
δϕadA .
(5.9)
In deriving the above relation we used the topological fact that boundary of a boundary is empty, i.e.,
∂∂B = ∅. Therefore
δW = −
∫
B
[
∂W
∂F aA
−
(
∂W
∂F aA|B
)
|B
]
|A
δϕadV +
∫
∂B
[
∂W
∂F aA
−
(
∂W
∂F aA|B
)
|B
]
NAδϕ
adA
−
∫
∂B
(
∂W
∂F aA|B
NB
)
|A
δϕadA .
(5.10)
The first term in (5.10) implies that the first Piola-Kirchhoff stress in gradient elasticity has the following
representation
P aA = gab
[
∂W
∂F bA
−
(
∂W
∂F bA|B
)
|B
]
. (5.11)
Following Toupin [1964] we define a hyper-stress Ha
AB = Ha
BA = ∂W∂FaA|B . The integrand of the third term
in (5.10) is simplified as
(Ha
ABNB)|A = HaAB |ANB −BABHaAB , (5.12)
where BAB = BBA = −NA|B is the second fundamental form of the surface ∂B embedded in the Euclidean
space (we assume that the undeformed body is embedded in a Euclidean ambient space). Therefore, traction
in gradient elasticity is written as
T a = P aANA −HaAB |BNA +HaABBAB . (5.13)
Similar to classical nonlinear elasticity, δT = ρ0〈〈V, Dgt δϕ〉〉g = ddtρ0〈〈V, δϕ〉〉g − ρ0〈〈A, δϕ〉〉g. Assuming
that δϕ(X, t1) = δϕ(X, t2) = 0, one obtains
δ
∫ t2
t1
∫
B
−TdV dt =
∫ t2
t1
∫
B
ρ0〈〈A, δϕ〉〉gdV dt. (5.14)
Therefore, the balance of linear momentum (the Euler-Lagrange equations) reads P aA|A = ρ0Aa (inclusion
of body forces would be straightforward using Lagrange-D’Alembert principle) and traction vector is given
in (5.13).
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The Cauchy stress σab = J−1F aAP bA in gradient elasticity has the following representation (note the
typo in Toupin [1964]’s Eq.(10.18))
σab = J−1gbc
[
F aA
∂W
∂F cA
+ F aA|B
∂W
∂F cA|B
]
− hbac|c, (5.15)
where hbac = J−1F aAF cBHbAB .
Remark 5.1. When a gradient elastic solid is in a stress-free state the traction vector at every point on
any surface vanishes. From (5.13) this implies that P aA − HaAB |B = 0, and HaAB = 0. Therefore, in a
stress-free state both the (total) first Piola-Kirchhoff stress and hyper-stress vanish.
Balance of angular momentum. In the setting of Lagrangian mechanics of continua the balance of
angular momentum is derived using Noether’s theorem. Consider a flow ψs : S → S on the (Euclidean)
ambient space. According to Noether’s theorem any symmetry of the Lagrangian density corresponds to a
conserved quantity. In particular, invariance of a Lagrangian density under rotations of the ambient space
corresponds to the balance of angular momentum. For the balance of angular momentum in a Euclidean
ambient space ψs(x) = x + sΩx, where Ω is an anti-symmetric matrix. As the kinetic energy density is
invariant under rotations one only needs to require invariance of the energy function under flows of rotations
of the ambient space, i.e.,
W (X,F,∇F,G,g) = W (X,ψs∗F, ψs∗∇F,G, ψs∗g). (5.16)
Taking derivative with respect to s of both sides and evaluating at s = 0, one obtains
gac
[
F bA
∂W
∂F cA
+ F bA|B
∂W
∂F cA|B
]
Ωab = 0 . (5.17)
As Ωba = −Ωab, one concludes that Πab = Πba, or Π[ab] = 0,27 where
Πab = gac
[
F bA
∂W
∂F cA
+ F bA|B
∂W
∂F cA|B
]
= gacF bA
∂W
∂F cA
+HaABF bA|B . (5.18)
In terms of the first Piola-Kirchhoff stress balance of angular momentum reads
P [aAF b]A +
(
H [aABF b]A
)
|B
= 0 . (5.19)
In terms of the Cauchy stress, σ[ab] +mbac|c = 0, where mbac = h[ba]c is Toupin’s couple-stress.
Linearized balance of linear momentum. Linearizing the balance of linear momentum about a motion
ϕ˚ one obtains (δP aA)|A + ρ0δBa = ρ0U¨a. Note that δ(P aA|A) = δP aA|A, where
δP aA =
∂P aA
∂F bB
δF bB +
∂P aA
∂F bB|C
δF bB|C = AaAbB U b|B + BaAbBC U b|B|C , (5.20)
and
AaAb
B =
∂P aA
∂F bB
, BaAb
BC =
∂P aA
∂F bB|C
. (5.21)
Following DiVincenzo [1986] we call A and B dynamic elastic constants. Notice that BaAbBC = BaAbCB .
Noting that P aA = gam ∂W∂FmA −HaAM |M , one can write
δP aA = gam
∂2W
∂FmA∂FnN
δFnN + g
am ∂
2W
∂FmA∂FnN |M
δFnN |M − δ(HaAM |M )
= gam
∂2W
∂FmA∂FnN
Un|N + gam
∂2W
∂FmA∂FnN |M
Un|N |M − (δHaAM )|M .
(5.22)
27We use the standard notation Π[ab] = 1
2
(
Πab −Πba).
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But
δHaAM =
∂HaAM
∂F cC
δF cC +
∂HaAM
∂F cC|D
δF cC|D
= gam
∂2W
∂F cC∂FmA|M
U c|C + gam
∂2W
∂F cC|D∂FmA|M
U c|C|D .
(5.23)
Let us define the following three static elastic constants [DiVincenzo, 1986]
AaAbB =
∂2W
∂F aA∂F bB
, BaAbBC =
∂2W
∂F aA∂F bB|C
, CaABbCD =
∂2W
∂F aA|B∂F bC|D
. (5.24)
Therefore, the static elastic constants satisfy the following symmetries: AaAbB = AbBaA, BaAbBC = BaAbCB ,
and CaABbCD = CaBAbCD = CaBAbDC = CbDCaBA (note that C has 21 and 171 independent components
in 2D and 3D, respectively). Thus, δHaAM = BbBaAMU b|B + CbBCaAMU b|B|C , and hence
(δHaAM )|M = (BbBaAMU b|B + CbBCaAMU b|B|C)|M . (5.25)
Therefore
AaAb
B = AaAbB − BbBaAM |M ,
BaAb
BC = BaAbBC − BbBaAC − CaAMbBC |M .
(5.26)
Or equivalently
AaAbB = AaAbB − BbBaAM |M ,
BaAbBC = BaAbBC − BbBaAC − CaAMbBC |M .
(5.27)
In deriving the second relation we ignored the term U b|B|C|M in δHaAM |M as we are assuming a second-
gradient elasticity in which displacement derivatives of orders three or higher are neglected. Note that
in [DiVincenzo, 1986] homogeneous solids were considered. Here, for cloaking purposes, we must consider
inhomogeneous solids and that is why derivatives of the static elastic constants appear in (5.27).
Note that (5.27)2 requires that BbBaAC = BbCaAB = BbAaBC , reducing the number of independent
components of B to 16 and 90 in 2D and 3D, respectively. After some manipulations and using the major
symmetry of C, one also finds that
BaAbBC + BbBaAC = − (CbBMaAC + CaAMbBC) |M = − (CaACbBM + CbBCaAM) |M . (5.28)
Similarly, from (5.27)1 and knowing that A has the major symmetry one obtains
AaAbB − AbBaA = (BaAbBM − BbBaAM)|M = (BaBbAM − BbBaAM)|M . (5.29)
Linearized balance of angular momentum. The balance of angular momentum is equivalent to Πab =
Πba, or Π[ab] = 0. Suppose the reference motion is an isometric embedding of an initially stress-free body
into the Euclidean space, i.e., F˚ aA = δ
a
A, which implies that F˚
a
A|B = 0. Assuming that P˚ aA = 0, one
concludes that
H˚aAB |B = gab
∂W
∂F aA
∣∣∣∣∣
F=F˚
=: P˚ aAcl. . (5.30)
Therefore
δΠab = P˚ aAcl. U
b|A + H˚aABU b|A|B + AaAmM F˚ bAUm|M + BaAmMN F˚ bAUm|M |N
=
(
AaMmAF˚ bA + H˚aAB |Bδbm
)
Um|A +
(
BaMmABF˚ bM + H˚aABδbm
)
Um|A|B .
(5.31)
Knowing that δΠ[ab] = 0, and that the first and the second covariant derivatives of the displacement field
are independent, one concludes that
A[aMmAF˚ b]M + H˚ [aAB |Bδb]m = 0,
B[aMmABF˚ b]M + H˚ [aABδb]m = 0.
(5.32)
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Note that the issue with the acceleration term that was discussed in classical nonlinear elasticity in
§4.1 persists even in nonlinear gradient elasticity, and hence, we do not discuss transformation cloaking in
nonlinear gradient elastodynamics.
Transformation cloaking in linearized gradient elastodynamics. We start from a virtual body
that is made of a homogeneous, isotropic, and centro-symmetric gradient elastic solid. We then consider a
cloaking transformation and try to find the elastic constants of the physical body induced from the cloaking
transformation such that the balance of linear and angular momenta are respected in both the virtual and
physical bodies. Let us start from the balance of linear momentum in the physical body, i.e., Div P +ρ0B =
ρ0A. Its linearization reads δ (Div P) + ρ0δB = ρ0A, where
δ (Div P) = Div δP = Div (A : ∇U + B : ∇∇U) = (AaAbB U b|B + BaAbBC U b|B|C)|A ∂∂xa . (5.33)
Under a cloaking transformation Ξ : B → B˜ and using the shifter map, Div δP is transformed to
JΞ
(
A˜a˜A˜b˜
B˜ U˜ b˜|B˜ + B˜
a˜A˜
b˜
B˜C˜ U˜ b˜|B˜|C˜
)
|A˜
∂
∂x˜a˜
, (5.34)
where
U˜ a˜ = sa˜aU
a ,
A˜a˜A˜b˜
B˜ = J−1Ξ s
a˜
a
Ξ
F A˜A(s
−1)bb˜
Ξ
F B˜B A
aA
b
B + J−1Ξ s
a˜
a
Ξ
F A˜A(s
−1)bb˜
Ξ
F B˜B|C BaAbBC ,
B˜a˜A˜b˜
B˜C˜ = J−1Ξ s
a˜
a
Ξ
F A˜A(s
−1)bb˜
Ξ
F B˜B
Ξ
F C˜C B
aA
b
BC .
(5.35)
Or, equivalently
AaAb
B = JΞ(s
−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜ A˜
a˜A˜
b˜
B˜ + JΞ(s
−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜|C˜ B˜
a˜A˜
b˜
B˜C˜ ,
BaAb
BC = JΞ(s
−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜(
Ξ
F−1)CC˜ B˜
a˜A˜
b˜
B˜C˜ .
(5.36)
To see this note that(
AaAb
B U b|B + BaAbBC U b|B|C
)
|A = JΞ
[
J−1Ξ
Ξ
F A˜AA
aA
b
B U b|B + J
−1
Ξ
Ξ
F A˜AB
aA
b
BC U b|B|C
]
|A˜
= JΞ
[
J−1Ξ
Ξ
F A˜AA
aA
b
B
Ξ
F B˜BU
b
|B˜ + J
−1
Ξ
Ξ
F A˜AB
aA
b
BC
Ξ
F B˜B
Ξ
F C˜CU
b
|B˜|C˜ + J
−1
Ξ
Ξ
F A˜AB
aA
b
BC
Ξ
F B˜B|CU b|B˜
]
|A˜
= (s−1)aa˜JΞ
(
A˜a˜A˜b˜
B˜ U˜ b˜|B˜ + B˜
a˜A˜
b˜
B˜C˜ U˜ b˜|B˜|C˜
)
|A˜
,
(5.37)
where the following relations were used.
U b|B = (s−1)bb˜
Ξ
F B˜B U˜
b˜
|B˜ ,
U b|B|C = (s−1)bb˜
[
Ξ
F B˜B|C U˜ b˜|B˜ +
Ξ
F B˜B
Ξ
F C˜C U˜
b˜
|B˜|C˜
]
.
(5.38)
We assume that the reference motion for both the physical and virtual bodies are isometric embeddings in
the Euclidean ambient space, i.e., F˚ aA = δ
a
A and
˚˜F a˜A˜ = δ
a˜
A˜
. This implies that F˚ aA|B = 0, and
˚˜F a˜A˜|B˜ = 0. It
is also assumed that there is no initial stress in either configuration, i.e., P˚ aA = 0, H˚
aAB = 0, and ˚˜P a˜A˜ = 0,
˚˜H a˜A˜B˜ = 0. Therefore, from (5.32) the balance of angular momentum in the physical and virtual bodies read
(minor symmetries of A, B, A˜, and B˜)
A[aMmAF˚ b]M = 0, B[aMmABF˚ b]M = 0, (5.39)
A˜[a˜M˜ m˜A˜ ˚˜F b˜]M˜ = 0, B˜
[a˜M˜
m˜
A˜B˜ ˚˜F b˜]M˜ = 0. (5.40)
47
The virtual body being uniform its elastic constants are (covariantly) constant, and hence, from (5.26) one
concludes that
A˜a˜A˜b˜
B˜ = A˜a˜A˜b˜
B˜ , B˜a˜A˜b˜
B˜C˜ = B˜a˜A˜b˜
B˜C˜ − B˜b˜B˜a˜A˜C˜ . (5.41)
Therefore, from (5.40)1 one obtains
A˜[a˜M˜ m˜
A˜ ˚˜F b˜]M˜ = 0. (5.42)
The virtual body is assumed to be isotropic and non-chiral (centro-symmetric).28 Knowing that an odd-
order tensor cannot be isotropic and centro-symmetric [Mindlin, 1964, Auffray et al., 2013] one concludes
that B˜a˜A˜b˜
B˜C˜ = 0, and hence B˜a˜A˜b˜
B˜C˜ = 0. In particular, (5.40)2 is trivially satisfied. From (5.36)2 one
obtains BaAb
BC = 0, and hence from (5.27)2
BaAbBC − BbBaAC = CaAMbBC |M ,
AaAb
B = JΞ(s
−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜ A˜
a˜A˜
b˜
B˜ .
(5.43)
Notice that the dynamic elastic constants A of the cloak possess the major symmetries, i.e., AaAbB = AbBaA =
JΞ(s
−1)aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜a˜A˜b˜B˜ . Thus, using (5.29), one obtains B[aBb]AM |M = 0, i.e.,
BaBbAM |M = BbBaAM |M . (5.44)
From (5.43)1 and (5.39)2, one obtains
C[aAMbBC |M F˚ c]A = −BbB[aAC F˚ c]A . (5.45)
Also, from (5.28) and knowing that B vanishes identically, one obtains(
CaACbBM + CbBCaAM
)
|M = 0 . (5.46)
Remark 5.2. From (5.43)1 and (5.39)2, one can write
B[aAbBC |C F˚ c]A − BbB[aAC |C F˚ c]A = −BbB[aAC |C F˚ c]A = C[aAMbBC |M |C F˚ c]A. (5.47)
Therefore
BbB[aAC |C F˚ c]A = −C[aAMbBC |M |C F˚ c]A. (5.48)
Note that from (5.27)1 and (5.43)1 we have
AaAbB = BbBaAM |M + JΞ(s−1)aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜
a˜A˜b˜B˜
= BaAbBM |M − CaAMbBN |M |N + JΞ(s−1)aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜
a˜A˜b˜B˜ .
(5.49)
From the above relation and (5.39) one obtains
0 = A[aAbBF˚ c]A = −C[aAMbBN |M |N F˚ c]A + JΞ(s−1)[aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜
a˜A˜b˜B˜F˚ c]A. (5.50)
Therefore
C[aAMbBN |M |N F˚ c]A = JΞ(s−1)[aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜
a˜A˜b˜B˜F˚ c]A. (5.51)
Note that in classical linearized elasticity the right-hand side had to vanish, e.g., Eq. (4.54), which was an
obstruction to transformation cloaking.
28Note that only the virtual body is assumed to be centro-symmetric. There is no such constraint on the physical body; it
can be both non-centro-symmetric and anisotropic.
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From (5.51) and (5.48), the system of first-order PDEs for B read
BbB[aAC |C F˚ c]A = −JΞ(s−1)[aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜
a˜A˜b˜B˜F˚ c]A . (5.52)
In summary, one is given the homogeneous static elastic constants of the virtual body. Because of isotropy
and centro-symmetry only A˜ and C˜ are nonzero. These are both (covariantly) constant tensors. Balance of
angular momentum implies that A˜ has the classical minor symmetries. So, it will have the same form as A˜
in classical linear elasticity. There is no relation between C˜ and C, and there are no constraints on C˜ other
than being positive-definite. Balance of linear momentum relates the dynamic elastic constants of the two
problems. From B˜ = 0 in the virtual body one concludes that B = 0 in the physical body. This gives a
relation between B and C in the form of a system of PDEs. Balance of angular momentum in the physical
body is written as a set of constraints in the form of a system of second-order PDEs for C.
The impossibility of transformation cloaking in gradient elasticity. Next we show that transfor-
mation cloaking is not possible in gradient elasticity. We first show this for cylindrical and spherical cloaks.
From (5.39)2 and knowing that F˚
b
M = δ
b
M , with an abuse of notation, one writes
BabmAB = BbamAB , (5.53)
i.e., B must be symmetric with respect to the first two indices. This symmetry and (5.52), imply that the
right-hand side of (5.52) is symmetric with respect to indices b and B as well. Thus
(s−1)[aa˜(
Ξ
F−1)AA˜(s
−1)bb˜(
Ξ
F−1)BB˜ A˜
a˜A˜b˜B˜F˚ c]A = (s
−1)[aa˜(
Ξ
F−1)AA˜(s
−1)Bb˜(
Ξ
F−1)bB˜ A˜
a˜A˜b˜B˜F˚ c]A . (5.54)
This is simplified and rearranged to read
(s−1)bb˜(
Ξ
F−1)BB˜
[
(s−1)ca˜(
Ξ
F−1)aA˜ − (s−1)aa˜(
Ξ
F−1)cA˜
]
A˜a˜A˜b˜B˜
= (s−1)Bb˜(
Ξ
F−1)bB˜
[
(s−1)ca˜(
Ξ
F−1)aA˜ − (s−1)aa˜(
Ξ
F−1)cA˜
]
A˜a˜A˜b˜B˜ , ∀ b, B, c, a ∈ {1, 2, 3} .
(5.55)
In particular, it is straightforward to verify that this condition cannot be satisfied for either a cylindrical or
a spherical cloak. To see this, let us expand (5.55) for b = 1, B = 3, a = 1, and c = 3:
(s−1)1b˜(
Ξ
F−1)3B˜
[
(s−1)3a˜(
Ξ
F−1)1A˜ − (s−1)1a˜(
Ξ
F−1)3A˜
]
A˜a˜A˜b˜B˜
= (s−1)3b˜(
Ξ
F−1)1B˜
[
(s−1)3a˜(
Ξ
F−1)1A˜ − (s−1)1a˜(
Ξ
F−1)3A˜
]
A˜a˜A˜b˜B˜ .
(5.56)
Knowing that in the spherical (or cylindrical) coordinates and for a radial cloak s−1 and
Ξ
F−1 have diagonal
representations, this is further simplified and reads
(s−1)11(
Ξ
F−1)33
[
(s−1)33(
Ξ
F−1)11A˜3113 − (s−1)11(
Ξ
F−1)33A˜1313
]
= (s−1)33(
Ξ
F−1)11
[
(s−1)33(
Ξ
F−1)11A˜3131 − (s−1)11(
Ξ
F−1)33A˜1331
]
.
(5.57)
But note that A˜ (the elastic constants of the virtual body) possesses both the minor and major symmetries.
Moreover, A˜1331 = µ > 0. Hence, one obtains
(s−1)11(
Ξ
F−1)33
[
(s−1)33(
Ξ
F−1)11 − (s−1)11(
Ξ
F−1)33
]
= (s−1)33(
Ξ
F−1)11
[
(s−1)33(
Ξ
F−1)11 − (s−1)11(
Ξ
F−1)33
]
.
(5.58)
Therefore, (
Ξ
F−1)33(s−1)11 = (s−1)33(
Ξ
F−1)11. Recalling that
Ξ
F = diag(f ′(R), 1, 1) and s = diag (1, R/f(R), 1)
and s = diag (1, R/f(R), R/f(R)), in the cylindrical and spherical coordinates, respectively, one must have
f(R) = R, i.e., Ξ = id, which is not acceptable for a cloaking map.
One may now ask whether choosing a less symmetric cloaking map may make transformation cloaking
possible. We next show that this is not the case.
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Proposition 5.3. Assuming that the virtual body is isotropic and centro-symmetric, elastodynamics trans-
formation cloaking is not possible for gradient elastic solids in either 2D or 3D for a hole (cavity) of any
shape.
Proof. Without loss of generality, we may write (5.55) in Cartesian coordinates for which the shifter has a
trivial representation, i.e., sa˜a = δ
a˜
a . In 2D, one has
(
Ξ
F−1)BB˜
[
(
Ξ
F−1)aA˜A˜
cA˜bB˜ − ( ΞF−1)cA˜A˜aA˜bB˜
]
= (
Ξ
F−1)bB˜
[
(
Ξ
F−1)aA˜A˜
cA˜BB˜ − ( ΞF−1)cA˜A˜aA˜BB˜
]
, ∀ b, B, c, a ∈ {1, 2}.
(5.59)
Let us consider an arbitrary cloaking transformation with the following components
Ξ
F−1 =
[
F11 F12
F21 F22
]
. (5.60)
Equation (5.59) is expanded to read
λ (F12 − F21)2 + µ
[
(F11 − F22)2 + 2
(
F212 + F
2
21
)]
= 0 . (5.61)
We know that µ > 0, and 2µ + 3λ > 0 for the energy function to be positive-definite.29 Thus, multiplying
the above identity by 3, we have 3λ (F12 − F21)2 +3µ[(F11 − F22)2 +2(F212 +F221)] = 0, which can be rewritten
as
(3λ+ 2µ) (F12 − F21)2 + 3µ (F11 − F22)2 + µ
[
3 (F12 + F21)
2
+ (F12 − F21)2
]
= 0 . (5.62)
Note that the coefficient of each term is positive. Therefore, F12 = F21 = 0, and F11 = F22, i.e.,
Ξ
F = αI,
where I is the identity matrix and α > 0 is a scalar.
In 3D, the balance of angular momentum in the physical body implies
(
Ξ
F−1)BB˜
[
(
Ξ
F−1)aA˜A˜
cA˜bB˜ − ( ΞF−1)cA˜A˜aA˜bB˜
]
= (
Ξ
F−1)bB˜
[
(
Ξ
F−1)aA˜A˜
cA˜BB˜ − ( ΞF−1)cA˜A˜aA˜BB˜
]
, ∀ b, B, c, a ∈ {1, 2, 3}.
(5.63)
This relation for {b 6= B} and {c 6= a} is nontrivial and gives six linearly independent algebraic equations.
Let us consider an arbitrary cloaking transformation with the following components
Ξ
F−1 =
F11 F12 F13F21 F22 F23
F31 F32 F33
 . (5.64)
Equation (5.63) is expanded for i 6= j 6= k ∈ {1, 2, 3} and reads
λ (Fij − Fji)2 + µ
[
2
(
F2ij + F
2
ji
)
+ F2ik + F
2
jk + (Fii − Fjj)2
]
= 0 , (5.65)
λ (Fij − Fji) (Fik − Fki) + µ [FijFik + FjjFkj + FkkFjk + 2FjiFki − Fii (Fjk + Fkj)] = 0 . (5.66)
29Note that
δW =
1
2
∂W
∂FaA∂F bB
Ua|AUb|B +
∂W
∂FaA∂F bB|C
Ua|AUb|B|C +
1
2
∂W
∂FaA|B∂F bC|D
Ua|A|BUb|C|D
=
1
2
AaAbBUa|AUb|B + BaAbBCUa|AUb|B|C +
1
2
CaABbCDUa|A|BUb|C|D.
Positive-definiteness of energy requires that δW > 0 for any pair (Ua|A, Ua|A|B) 6= (0, 0). In particular, when Ua|A 6= 0, and
Ua|A|B = 0, AaAbBUa|AUb|B > 0, which implies that A must be positive-definite. In the case of isotropic solids this is equivalent
to µ > 0, and 3λ+ 2µ > 0.
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After some algebraic manipulations (5.65) is rewritten as
(3λ+ 2µ) (Fij − Fji)2 + µ
[
3 (Fij + Fji)
2
+ (Fij − Fji)2
]
+ 3µ
[
F2ik + F
2
jk + (Fii − Fjj)2
]
= 0 . (5.67)
Note that the coefficient of each term is positive. Thus, Fij = 0 for i 6= j, and F11 = F22 = F33. These
trivially satisfy (5.66). One concludes that
Ξ
F = αI, where I is the identity matrix and α > 0 is a scalar.
Knowing that the cloaking map restricted to the outer boundary of the cloak is the identity map, one
concludes that α = 1, and hence, Ξ = id, which is clearly not an acceptable cloaking transformation.
5.2 Elastodynamics Transformation Cloaking in Generalized Cosserat Solids
We assume that the microstructure in the deformed configuration is described by three (or two in 2D)
linearly independent vectors {
a
d(x, t), a = 1, 2, 3}, which are called director fields or directors [Ericksen and
Truesdell, 1957]. The directors in the reference configuration are denoted by
{
a
D(X), a = 1, 2, 3
}
. These are
not material vectors in the sense that
a
d(x, t) 6= (ϕ∗ aD)(x, t). The kinematics of an oriented body is described
by the pair
(
ϕ(X, t),
a
d(X, t)
)
, where
a
d(X, t) is short for
a
d(ϕ(X, t),
a
D(X)) [Toupin, 1964, Stojanovic´, 1970].
An oriented body with (deformable) directors is called a generalized Cosserat solid. If the directors are rigid,
i.e.,
a
da(X, t)
b
db(X, t)gab(ϕ(X, t)) =
ab
g(X) , (5.68)
for some symmetric, positive-definite, and time-independent matrix
ab
g, the oriented body is referred to as a
Cosserat solid. The reciprocal of
a
D is denoted by
a
Θ such that
a
DA
a
ΘB = δ
A
B and aD
A
b
ΘA = δ
b
a . Similarly, the
reciprocal of
a
d is denoted by
a
ϑ such that
a
da
a
ϑb = δ
a
b and ad
a
b
ϑa = δ
b
a . The referential directors vary from point
to point and
a
DA|B = WACB aD
C , where WACB is called the wryness of the director field and is defined as
WABC = aD
A|C
a
ΘB = −aDA
a
ΘB|C . (5.69)
The director gradient
a
F = ∇G
a
d with components
a
FaA = ad
a|A is related to the relative wryness as
a
FaA = w
a
bA ad
b , (5.70)
where
wabA = ad
a|A
a
ϑb . (5.71)
One can define the following director metrics:
ab
G =
a
DA
b
DBGAB , and
ab
g =
a
da
b
dbgab. Using these metrics,
a
ΘA =
ab
G GAB
b
DB , and
a
ϑa =
ab
g gab
b
db.
The kinetic energy density of a Cosserat solid is written as [Toupin, 1964]
T =
1
2
ρV aV bgab +
1
2
ab
ν ˙
a
da ˙
b
dbgab, (5.72)
where
ab
ν =
ba
ν is the micro-mass moment of inertia, and ˙
a
d(X, t) = ∂∂t ad(X, t) is the director velocity. The
energy density is written as W = W (X,F,
a
F,G,g).30
Balance of linear momentum. We next derive the governing equations of generalized Cosserat elasticity
using Hamilton’s principle of least action. The variation of the kinetic energy is written as
δT = ρ0〈〈V, Dgt δϕ〉〉g + abν 〈〈 ˙ad, Dgt δbd〉〉g
=
d
dt
(
ρ0〈〈V, δϕ〉〉g + abν 〈〈 ˙ad, δbd〉〉g
)
− ρ0〈〈A, δϕ〉〉g − abν 〈〈¨ad, δbd〉〉g,
(5.73)
30Note that the energy function can have an explicit dependence on the director field, i.e., W = W (X,F,
a
d,
a
F,G,g). The
partial derivative ∂W
∂
a
d is a micro body force that we do not consider in this paper.
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where ¨
a
d = Dgt ˙ad is the director acceleration. Assuming that δϕ(X, t1) = δϕ(X, t2) = 0, and δbd(X, t1) =
δ
b
d(X, t2) = 0 one obtains
δ
∫ t2
t1
∫
B
−TdV dt =
∫ t2
t1
∫
B
(
ρ0〈〈A, δϕ〉〉g + abν 〈〈¨ad, δbd〉〉g
)
dV dt. (5.74)
The variation of the energy density is calculated as
δW = ∇ϕ∂
∂
W
∣∣∣
=0
=
∂W
∂F
: δF +
∂W
∂
a
F
: δ
a
F =
∂W
∂F aA
δF aA +
∂W
∂
a
FaA
δ
a
FaA . (5.75)
Note that δF aA = U
a|A and δaF
a
A = δad
a|A. Thus∫
B
δWdV =
∫
B
(
∂W
∂F aA
δϕa|A +
∂W
∂
a
FaA
δ
a
da|A
)
dV
= −
∫
B
[(
∂W
∂F aA
)
|A
δϕa +
(
∂W
∂
a
FaA
)
|A
δ
a
da
]
dV
+
∫
∂B
(
∂W
∂F aA
NAδϕ
a +
∂W
∂
a
FaA
NAδad
a
)
dA .
(5.76)
Therefore, the balance of linear momentum and the balance of micro linear momentum read
P aA|A = ρ0Aa,
a
HaA|A =
ab
ν ¨
b
da , (5.77)
where
P aA = gab
∂W
∂F bA
,
a
HaA = gab
∂W
∂
a
FbA
. (5.78)
a
HaA is called the hyperstress tensor. The traction and micro-traction are defined as T a = P aANA and
a
Ta =
a
HaANA, respectively.
Balance of angular momentum. In order to derive the balance of angular momentum in a Euclidean
ambient space consider the flow ψs(x) = x + sΩx, where Ω is an anti-symmetric matrix. As the kinetic
energy density (5.72) is invariant under rotations one only needs to require invariance of the energy function
under flows of rotations of the ambient space, i.e.,
W (X,F,
a
F,G,g) = W (X,ψs∗F, ψs∗aF,G, ψs∗g). (5.79)
Note that under a rotation Rab of the Euclidean ambient space the directors are transformed as ad
′a = Rabad
b.
Taking derivative with respect to s of both sides of (5.79) and evaluating at s = 0, one obtains
gac
[
F bA
∂W
∂F cA
+
a
FbA
∂W
∂
a
FcA
]
Ωab = 0 . (5.80)
As Ωba = −Ωab, one concludes that Πab = Πba, or Π[ab] = 0, where
Πab = gac
[
F bA
∂W
∂F cA
+
a
FbA
∂W
∂
a
FcA
]
= F bAP
aA +
a
FbA
a
HaA . (5.81)
Thus, the balance of angular momentum reads
P [aAF b]A +
a
H[aA
a
Fb]A = 0 . (5.82)
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Linearized balance of linear momentum. Linearizing the balance of linear momentum and the balance
of micro linear momentum about a pair (ϕ˚,˚
a
d) one obtains
(δP aA)|A = ρ0U¨a, (δ
a
HaA)|A =
ab
ν ¨
b
U, (5.83)
where
a
U = δ
a
d is the director displacement field. Note that
δP aA = AaAbB U b|B +
a
BaAbB aU
b|B ,
δ
a
HaA =
a
BaAbB U b|B +
ab
CaAbB
b
Ub|B ,
(5.84)
where
AaAbB =
∂2W
∂F aA∂F bB
,
a
BaAbB =
∂2W
∂F aA∂aF
b
B
,
ab
CaAbB =
∂2W
∂
a
FaA∂
b
FbB
. (5.85)
The elastic constants satisfy the following symmetries: AaAbB = AbBaA and
ab
CaAbB =
ba
CbBaA.
Linearized balance of angular momentum. Suppose the reference motion is an isometric embedding
of an initially stress-free body into the Euclidean space, i.e., F˚ aA = δ
a
A, P˚
aA = 0, and
a
H˚aA = 0. We will
linearize the balance of angular momentum about this motion and about a director field ˚
a
da = δaA aD
A. Thus,
˚
a
FaA = δ
a
B aD
B |A = w˚amA˚ad
m = δaCW
C
MA aD
M . Linearization of Πab in (5.81) one obtains
δΠab =
(
AaAcBF˚ bA +
a
BaAcB˚aF
b
A
)
U c|B +
(
b
BaAcBF˚ bA +
ab
CaAcB˚aF
b
A
)
b
Uc|B . (5.86)
Knowing that δΠ[ab] = 0 and that the displacement and director displacement fields are independent, one
obtains
A[aAcBF˚ b]A +
a
B[aAcB˚aF
b]
A = 0,
b
B[aAcBF˚ b]A +
ab
C[aAcB˚aF
b]
A = 0.
(5.87)
Or equivalently
A[aAbBF˚ c]A +
a
B[aAbB˚
a
Fc]A = 0,
a
B[aAbBF˚ c]A +
ba
C[aAbB˚
b
Fc]A = 0.
(5.88)
It is seen that the wryness of the reference configuration enters the linearized balance of angular momentum.
In other words, in addition to the elastic constants, one needs some information on the non-uniformity of
the director field in the stress-free reference configuration.
Transformation cloaking in generalized Cosserat elastodynamics. It is straightforward to show
that the issue with the acceleration term observed in classical nonlinear elasticity persists even in nonlinear
Cosserat elasticity, and hence, we do not discuss transformation cloaking in nonlinear Cosserat elastody-
namics. We start from a virtual body that is made of a homogeneous, isotropic Cosserat elastic solid. We
consider a cloaking transformation and try to calculate the elastic constants of the physical body induced
from the cloaking transformation such that the balance of linear and angular momenta are respected in both
the virtual and physical bodies.
The divergence term (δP aA)|A in the balance of linear momentum in the physical body is written as(
AaAbB U b|B +
a
BaAbB aU
b|B
)
|A
∂
∂xa
. (5.89)
Under a cloaking transformation Ξ : B → B˜ and using the shifter map this is transformed to
JΞ
(
A˜a˜A˜b˜
B˜ U˜ b˜|B˜ +
a
B˜a˜A˜b˜
B˜
a
U˜b˜|B˜
)
|A˜
∂
∂x˜a˜
, (5.90)
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where
U˜ a˜ = sa˜aU
a ,
a
U˜a˜ = sa˜a aU
a,
A˜a˜A˜b˜
B˜ = J−1Ξ s
a˜
a
Ξ
F A˜A(s
−1)bb˜
Ξ
F B˜B AaAbB ,
a
B˜a˜A˜b˜
B˜ = J−1Ξ s
a˜
a
Ξ
F A˜A(s
−1)bb˜
Ξ
F B˜B
a
BaAbB .
(5.91)
Or, equivalently
AaAbB = JΞ(s−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜ A˜
a˜A˜
b˜
B˜ ,
a
BaAbB = JΞ(s−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜
a
B˜a˜A˜b˜
B˜ .
(5.92)
The divergence term (δ
a
HaA)|A in the balance of micro linear momentum in the physical body is written as(
a
BaAbB U b|B +
ab
CaAbB
b
Ub|B
)
|A
∂
∂xa
. (5.93)
Under the cloaking transformation and using the shifter map this is transformed to read
JΞ
(
a
B˜a˜A˜b˜
B˜ U˜ b˜|B˜ +
ab
C˜a˜A˜b˜
B˜
a
U˜b˜|B˜
)
|A˜
∂
∂x˜a˜
, (5.94)
where
ab
C˜a˜A˜b˜
B˜ = J−1Ξ s
a˜
a
Ξ
F A˜A(s
−1)bb˜
Ξ
F B˜B
ab
CaAbB , (5.95)
and the other transformed quantities are given in (5.97). Equivalently
ab
CaAbB = JΞ(s−1)aa˜(
Ξ
F−1)AA˜s
b˜
b(
Ξ
F−1)BB˜
ab
C˜a˜A˜b˜
B˜ . (5.96)
The micro-mass moment of inertia is transformed as
ab
ν˜ = J−1Ξ
ab
ν. Similar to classical linear elasticity the mass
density is transformed as ρ˜0 = J
−1
Ξ ρ0. In summary, the linearized balance of linear momentum and micro
linear momentum are form-invariant under the following cloaking transformations:
X˜ = Ξ(X), U˜ = s ◦ ϕ˚ U ◦ Ξ−1,
a
U˜ = s ◦ ϕ˚
a
U ◦ Ξ−1,
ρ˜0 = J
−1
Ξ ρ0 ◦ Ξ−1,
ab
ν˜ = J−1Ξ
ab
ν ◦ Ξ−1, A˜ = (J−1Ξ s−1 ◦ ϕ˚
Ξ
F s ◦ ϕ˚ A ΞF?) ◦ Ξ−1,
a
B˜ = (J−1Ξ s
−1 ◦ ϕ˚ ΞF s ◦ ϕ˚ aB ΞF?) ◦ Ξ−1,
ab
C˜ = (J−1Ξ s
−1 ◦ ϕ˚ ΞF s ◦ ϕ˚ abC ΞF?) ◦ Ξ−1 .
(5.97)
Note that under a cloaking transformation, the stress and hyperstress tensors are transformed as
P˜ a˜A˜ = J−1Ξ s
a˜
a
Ξ
F A˜AP
aA ,
a
H˜a˜A˜ = J−1Ξ s
a˜
a
Ξ
F A˜A
a
HaA . (5.98)
We assume that in the stress-free reference configuration of the virtual body the director field is uniform,
i.e.,
a
D˜A˜|B˜ = 0, and hence, a
˚˜Fa˜A˜ = 0. In other words, the wryness vanishes in the virtual structure. Therefore,
the balance of angular momentum (5.88) for the virtual body reads
A˜[a˜A˜b˜B˜ ˚˜F c˜]A˜ = 0,
a
B˜[a˜A˜b˜B˜ ˚˜F c˜]A˜ = 0. (5.99)
Assuming that in the virtual body the balance of angular momentum (5.99) is satisfied, the balance of
angular momentum in the physical body (5.88) requires that
(s−1)[aa˜(s−1)bb˜(
Ξ
F−1)AA˜(
Ξ
F−1)BB˜
{
F˚ c]AA˜a˜A˜b˜B˜ +˚aF
c]
A
a
B˜a˜A˜b˜B˜
}
= 0 ,
(s−1)[aa˜(s−1)bb˜(
Ξ
F−1)AA˜(
Ξ
F−1)BB˜
{
F˚ c]A
a
B˜a˜A˜b˜B˜ +
b
F˚c]A
ba
C˜a˜A˜b˜B˜
}
= 0 ,
(5.100)
where ˚
a
FcA = δ
c
CW
C
MA aD
M . Note that (
Ξ
F )A˜A|B = (
Ξ
F )A˜B|A.
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Remark 5.4. Note that ˚
a
FaA|B = ˚ad
a
|A|B . Knowing that the reference configuration of the physical body is
flat, covariant derivatives commute. Therefore, a necessary condition for a field ˚
a
FaA to be director gradient
of a director field is
˚
a
FaA|B = ˚aF
a
B|A. (5.101)
When designing a cloak the field ˚
a
FaA is not known a priori. It must satisfy both (5.100) and the compatibility
equations (5.101).
Remark 5.5. In the literature it has been assumed that the virtual body is made of a classical linear
elastic solid while the cloak is suggested to be made of a Cosserat elastic solid (without any discussion on
how to calculate the Cosserat elastic constants). Note, however, that the virtual body cannot be made of a
classical solid. If one assumes that the virtual body is classical, i.e.,
a
B˜ and
ab
C˜ vanish, (5.100) reduces to the
classical balance of angular momentum for the physical body (4.54), which is an obstruction to transformation
cloaking. In other words, both the virtual body and the physical body (even outside the cloak) must be
made of Cosserat linear elastic solids in order to achieve elastodynamics transformation cloaking.
Elastic constants of the virtual body. We assume that the virtual body is made of an elastic, homo-
geneous, and isotropic generalized Cosserat solid. The most general form of a fourth-order isotropic tensor
is given by a1δijδkl + a2δikδjl + a3δilδjk for some scalars a1, a2, and a3. Therefore, the elastic constant of
the virtual body are written as
A˜a˜A˜b˜
B˜ = λG˜M˜A˜G˜N˜B˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜ + µ
(
G˜M˜N˜ G˜A˜B˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜
+ G˜M˜B˜G˜N˜A˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜
)
.
(5.102)
This is a consequence of the minor symmetries. Also
a
B˜a˜A˜b˜
B˜ =
a
b1G
M˜A˜GN˜B˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜ +
a
b2G
M˜N˜GA˜B˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜
+
a
b3G
M˜B˜GN˜A˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜ .
(5.103)
But note that
a
B˜ has the minor symmetry from (5.99)2, and hence,
a
b2 =
a
b3. Similarly
ab
C˜a˜A˜b˜
B˜ =
ab
c1G
M˜A˜GN˜B˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜ +
ab
c2G
M˜N˜GA˜B˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜
+
ab
c3G
M˜B˜GN˜A˜F˚ m˜M˜ F˚
n˜
N˜ga˜m˜gb˜n˜ ,
(5.104)
where
ab
ci =
ba
ci, i = 1, 2, 3, because
ab
C˜a˜A˜b˜B˜ =
ba
C˜b˜B˜a˜A˜. Knowing that F˚ aA = δaA, one can identify the spatial
and material manifolds with the same metric, and thus, with a slight abuse of notation, the elastic constants
are simplified to read
A˜a˜A˜b˜B˜ = λG˜a˜A˜G˜b˜B˜ + µ(G˜a˜b˜G˜A˜B˜ + G˜a˜B˜G˜b˜A˜) ,
a
B˜a˜A˜b˜B˜ =
a
b1G
a˜A˜Gb˜B˜ +
a
b2(G
a˜b˜GA˜B˜ +Ga˜B˜Gb˜A˜) ,
ab
C˜a˜A˜b˜B˜ = abc1Ga˜A˜Gb˜B˜ +
ab
c2G
a˜b˜GA˜B˜ +
ab
c3G
a˜B˜Gb˜A˜ .
(5.105)
Therefore, one has 15 and 26 independent elastic constants in dimensions two and three, respectively.
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Positive-definiteness of the energy density. Knowing that in the initial configuration P˚ aA = 0 and
a
HaA = 0, one can write
δW =
1
2
∂W
∂F aA∂F bB
Ua|AU b|B +
∂W
∂F aA∂aF
b
B
Ua|A aU
b|B +
1
2
∂W
∂
a
FaA∂
b
FbB a
Ua|A
b
Ub|B
=
1
2
AaAbBUa|AU b|B +
a
BaAbBUa|A aU
b|B +
1
2
ab
CaAbB aU
a|A
b
Ub|B
=
1
2
AaAbBUa|AUb|B +
a
BaAbBUa|A aUb|B +
1
2
ab
CaAbB
a
Ua|A
b
Ub|B .
(5.106)
Let us introduce the new indices γ = {aA}, Γ = {aaA},31 and define the new variables Xγ = Ua|A and
YΓ = aUa|A. Thus, energy density is rewritten as
δW =
1
2
AγλXγXλ + BγΓXγYΓ +
1
2
CΓΛYΓYΛ. (5.107)
Next let us define a new variable Z =
{
X
Y
}
. It is straightforward to show that
δW =
1
2
ZT · DZ, D =
[
A B
BT C
]
. (5.108)
Note that Aγλ = Aλγ , and CΓΛ = CΛΓ, but BγΓ 6= BΓγ , in general. Note that D is symmetric, and hence,
δW > 0, ∀Z 6= 0 if and only if all the eigenvalues of D are positive (D is a square matrix of size 12 and
36 in dimensions two and three, respectively). For the energy density to be positive-definite it is necessary
that A and C be positive definite because X and Y are independent. We note that A is positive-definite if
and only if µ > 0 and 3λ + 2µ > 0. Note that
a
U, a = 1, 2, 3 are independent, and hence, as a consequence
of positive-definiteness of C, 3aac1 +
aa
c2 +
aa
c3 > 0,
aa
c2 +
aa
c3 > 0, and
aa
c2 − aac3 > 0, (no summation on a). In
particular,
aa
c2 > 0. A and C are positive-definite, and hence, invertible. From Schur’s complement condition
[De Klerk, 2006], positive-definiteness of D is now equivalent to positive-definiteness of either C − BTA−1B
or A− BC−1BT.
Suppose δW > 0 for any (Ua|A, aU
a|A) 6= (0, 0). In the virtual body
δW˜ =
1
2
A˜a˜A˜b˜B˜U˜a˜|A˜U˜b˜|B˜ +
a
B˜a˜A˜b˜B˜U˜a˜|A˜ aU˜b˜|B˜ +
1
2
ab
C˜a˜A˜b˜B˜
a
U˜a˜|A˜bU˜b˜|B˜ . (5.109)
Using (5.97), the relations U˜ b˜|B˜ = s
b˜
b(
Ξ
F−1)BB˜U
b|B , aU˜
b˜
|B˜ = s
b˜
b(
Ξ
F−1)BB˜ aU
b|B , and the relation sa˜asb˜bg˜a˜b˜ =
gab, one can easily show that δW˜ = J
−1
Ξ δW > 0. Therefore, the elastic constants of the physical body are
positive-definite if and only if those of the virtual body are positive-definite. In other words, the cloaking
transformations (5.97) preserve the positive-definiteness of the elastic constants.
Boundary conditions in the physical and virtual problems. Let ∂B = H ∪ ∂oB, where H is the
boundary of the hole and ∂oB is the outer boundary of B. Suppose ∂oB = ∂oBt∪∂oBd such that the Neumann
and Dirichlet boundary conditions are written as{
PN = t¯(X, t)
a
HN =
a
m¯(X, t)
on ∂oBt,{
ϕ(X, t) = ϕ¯(X, t)
a
d(X, t) = ¯
a
d(X, t)
on ∂oBd ,
(5.110)
where N is the unit normal vector on ∂oBt and t¯, m¯, ϕ¯, and ¯ad are given. Under the mapping Ξ : B → B˜,
∂oB˜ = Ξ(∂oB) = Ξ(∂oBt) ∪ Ξ(∂oBd). Suppose on ∂H, t = PN = t¯, and
a
HN =
a
m¯. Note that
stdA = st¯dA = t˜dA˜, s
a
mdA = s
a
m¯dA =
a
m˜dA˜ . (5.111)
31More specifically, {11, 12, · · · , 1n, 21, 22, · · · , nn} → {1, 2, · · · , n2} and {111, 112, · · · , 1nn, 211, · · · , nnn} → {1, 2, · · · , n3}.
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Therefore, on ∂oBt, t˜ = P˜N˜ = (dA/dA˜)t¯, and
a
m˜ =
a
H˜N˜ = (dA/dA˜)
a
m¯. We know that N˜A˜dA˜ =
JΞ(
Ξ
F−1)AA˜NAdA. Therefore (note that N˜ is a G˜-unit one-form)
G˜A˜B˜N˜A˜N˜B˜dA˜
2 = dA˜2 = J2Ξ
[
(
Ξ
F−1)AA˜(
Ξ
F−1)BB˜G˜
A˜B˜NANB
]
dA2 . (5.112)
Thus
dA
dA˜
= J−1Ξ
[
(
Ξ
C−1)ABNANB
]− 12
, (5.113)
where
Ξ
CAB =
Ξ
F A˜A
Ξ
F B˜BG˜A˜B˜ , and (
Ξ
C−1)AB = (
Ξ
F−1)AA˜(
Ξ
F−1)BB˜G˜
A˜B˜ .
Therefore, the traction boundary condition on both ∂H˜ and ∂oB˜t reads
t˜ = J−1Ξ
[
(
Ξ
C−1)ABNANB
]− 12
st¯ ,
a
m˜ = J−1Ξ
[
(
Ξ
C−1)ABNANB
]− 12
s
a
m¯ . (5.114)
Knowing that in B \ C, Ξ = id, we have
t˜ = st¯,
a
m˜ = s
a
m¯ on ∂oB˜t . (5.115)
The hole in the physical body is assumed to be traction free, i.e.,
PN = t = 0,
a
HN =
a
m = 0, on ∂H . (5.116)
Using (5.114) in the virtual body one has
P˜N˜ = t˜ = 0,
a
H˜N˜ =
a
m˜ = 0 on ∂H˜ . (5.117)
In other words, the traction-free boundary condition on the surface of the hole H implies that the surface of
the transformed (infinitesimal) hole H˜ in the virtual structure is traction-free as well.
On ∂oB˜d = Ξ(∂oBd), one assumes that the virtual and physical problems have the same Dirichlet boundary
condition, i.e.,
ϕ˜(X˜, t) = ϕ¯ ◦ Ξ−1(X˜, t),
a
d˜(X˜, t) = ¯
a
d ◦ Ξ−1(X˜, t) on ∂oB˜d . (5.118)
Moreover, we note that ∂(B \ C) = ∂oB ∪ ∂C, and similarly, ∂(B˜ \ C˜) = ∂oB˜ ∪ ∂C˜. As Ξ is defined to be the
identity map in B\C, from (5.118), ∂oBd and ∂oB˜d have the same displacement boundary conditions. Notice
that TΞ|∂oBt=
Ξ
F|∂oBt= id, and hence JΞ|∂oBt= 1, which implies that the traction boundary conditions
on ∂oBt and ∂oB˜t are identical. Thus, ∂oB and ∂oB˜ have the same traction and displacement boundary
conditions. Note that ∂C = ∂H∪ ∂oC, where ∂H is the boundary of the hole and ∂oC is the outer boundary
of the cloak. On ∂oC one can write
t˜ = J−1Ξ
[
(
Ξ
C−1)ABNANB
]− 12
st . (5.119)
Let us assume that in addition to Ξ|∂oC= id, the tangent map is the identity map as well, i.e., TΞ|∂oC=
Ξ
F|∂oC= id.32 For such maps JΞ|∂oC= 1, and hence
t˜ =
[
δA
A˜
δB
B˜
G˜A˜B˜NANB
]− 12
st on ∂oC . (5.120)
Note that G and G˜ are induced Euclidean metrics and because Ξ and TΞ are both identity on ∂oC,
δA
A˜
δB
B˜
G˜A˜B˜NANB = G
ABNANB = 1, and hence
t˜ = st on ∂oC˜ . (5.121)
32This condition has been ignored in the existing works on elastodynamics transformation cloaking. In particular, borrowing
the cloaking transformation of Pendry et al. [2006] from electromagnetism is not acceptable as it does not satisfy this condition.
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Similarly
a
m˜ = s
a
m on ∂oC˜ , (5.122)
that is, ∂oC and ∂oC˜ have identical traction boundary conditions. Outside the cloak the elastic constants
of the two problems are obviously identical from (5.97). One needs to assume that outside the cloak the
two bodies have identical mechanical properties. In particular, outside the cloak
a
F˚ = 0, i.e., the director
field in the physical body outside the cloak is uniform. This means that on B \ C,
a
D =
a
D˜. This holds on
the outer boundary of the cloak as well, i.e.,
a
˚˜F = 0, and
a
D =
a
D˜ on ∂oC. Therefore, B \ C and B˜ \ C˜ are
made of the same generalized Cosserat solid (have identical elastic constants and have the same director
fields in their undeformed configurations), and are subject to the same body forces and boundary conditions.
It then immediately follows that ϕ(X, t) = ϕ˜(X˜, t) and
a
d(X, t) =
a
d˜(X˜, t) on B \ C, and hence, the current
configurations of the two bodies are identical outside the cloak. This, in turn, renders cloaking possible as
the virtual body is isotropic and homogeneous, and contains an infinitesimal hole, which has a low scattering
effect on the incident waves.
The following summarizes the construction of an elastic generalized Cosserat cloak in a linear elastic
generalized Cosserat solid. Consider a diffeomorphism Ξ : B → B˜ that shrinks a hole in the physical body B
to an infinitesimal hole in the virtual body B˜. The hole is surrounded by a cloak C in the physical body B.
Assume that Ξ|B\C= id and that on the outer boundary of the cloak TΞ = id. Assume that the displacement
vectors in the physical and virtual bodies, mass densities, body forces, and the elastic constants are related
as given in (5.97). Outside the cloak the physical body is homogeneous and isotropic and has a constitutive
equation identical to that of the virtual body. One assumes that the two problems have identical boundary
conditions on the outer boundaries of B and B˜, and the physical hole and the virtual hole are both traction
free. Under the above assumptions the two boundary-value problems are equivalent. In other words, the
governing equations of the physical problem are satisfied if and only if those of the virtual problem are
satisfied. In addition, the two bodies have identical current configurations outside the cloak C.
The impossibility of transformation cloaking in generalized Cosserat elasticity. In this section we
prove that in dimension two transformation cloaking is not possible in linear generalized Cosserat elasticity.
A corollary of this result is that transformation cloaking cannot be possible in any subclass of generalized
Cosserat solids, and in particular, transformation cloaking is not possible in Cosserat elasticity. We start
our discussion by first looking at the example of a cylindrical hole covered by a cylindrical cloak. It has been
claimed in the literature that a cylindrical cloak would have to be made of a Cosserat solid. We show that
this is not possible. In other words, (generalized) Cosserat elasticity allowing for a non-symmetric Cauchy
stress does not imply that transformation cloaking can be achieved in (generalized) Cosserat elasticity.
Example (A generalized Cosserat cylindrical cloak). Consider an infinitely-long hollow solid cylinder
that in its stress-free reference configuration has inner and outer radii Ri and Ro, respectively. Let us
transform the reference configuration to the reference configuration of another body (virtual body) that is
a hollow cylinder with inner and outer radii  and Ro, respectively, using a cloaking map Ξ(R,Θ, Z) =
(f(R),Θ, Z) such that f(Ro) = Ro. For such a map we have
Ξ
F =
[
f ′(R) 0
0 1
]
. (5.123)
Note that the shifter map is given as
s =
[
1 0
0 Rf(R)
]
. (5.124)
Following our discussion in §5.2, we note that Ξ must satisfy TΞ|∂oC=
Ξ
F|∂oC= id, i.e., f ′(Ro) = 1. Therefore,
the simplest form of f(R) is a quadratic polynomial and is given by
f(R) = −R
2
o(Ri − )
(Ro −Ri)2 +
R2o +R
2
i − 2Ro
(Ro −Ri)2 R−
Ri − 
(Ro −Ri)2R
2 . (5.125)
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Ri
Ro
Rs
H
µ, λ, ρ0,
ab
C˜,
a
B˜
(B,G)(a)
S
C
µ, λ, ρ0,
ab
C˜,
a
B˜
(b)
S Ri
Ro
Rs
RH
(B,G)
Ro
Rs
µ, λ, ρ0,
ab
C˜,
a
B˜
(B˜, G˜)(c)
S
R˜
Ξ
Replace with
a cloaking device
Figure 7: Cloaking an object inside a hole H from elastic waves generated by a source S located at a distance Rs from the
center of the hole. The system (a) is an isotropic, homogeneous, generalized Cosserat medium with elastic properties µ, λ,
ρ0,
a
B˜,
ab
C˜, and
ab
ν˜ containing a finite hole H. The system (c) is isotropic and homogeneous generalized Cosserat solid with the
same elastic properties as the medium in the system (a). The cloak C in (b) has the elastic properties A, aB, abC, and abν. The
configuration (b) is mapped to the new reference configuration (c) such that the hole H is mapped to an infinitesimal hole with
negligible scattering effects on the elastic waves. The cloaking transformation is the identity mapping in B \ C.
Note that ρ = JΞ ρ˜ ◦ Ξ and abν = JΞ
ab
ν˜ ◦ Ξ, and therefore, the mass density and the micro-mass moment of
inertia in B \ C are homogeneous and are equal to ρ0 and
ab
ν˜, respectively. The mass density in the cloaking
device is inhomogeneous and is given by
ρC(R) =
f(R)f ′(R)
R
ρ0 , Ri ≤ R ≤ Ro . (5.126)
Hence, (5.126) implies that
ρC(R) =
[
(R2o +R
2
i − 2Ro)R− (R2o +R2)(Ri − )
]
[R2o +R
2
i − 2Ro− 2R(Ri − )]−1R(Ro −Ri)4
ρ0 , Ri ≤ R ≤ Ro . (5.127)
Similarly (a, b ∈ {1, 2})
ab
νC(R) =
[
(R2o +R
2
i − 2Ro)R− (R2o +R2)(Ri − )
]
[R2o +R
2
i − 2Ro− 2R(Ri − )]−1R(Ro −Ri)4
ab
ν˜ , Ri ≤ R ≤ Ro . (5.128)
From (5.92), we find the Cosserat elastic constants of the cloak as follows (a, b ∈ {1, 2})33
AˆaAbB =

[
(λ+2µ)f(R)
Rf ′(R) 0
0 λ
] [
0 µRf
′(R)
f(R)
µ 0
]
[
0 µ
µf(R)
Rf ′(R) 0
] [
λ 0
0 (λ+2µ)Rf
′(R)
f(R)
]
 , (5.129)
a
BˆaAbB =

 (ab1+2ab2)f(R)Rf ′(R) 0
0
a
b1
  0 ab2Rf ′(R)f(R)
a
b2 0
 0 ab2a
b2f(R)
Rf ′(R) 0
 ab1 0
0 (
a
b1+2
a
b2)Rf
′(R)
f(R)

 , (5.130)
33Note that the physical components of the elasticity tensor AˆaAbB are related to the components of the elasticity tensor as
AˆaAbB = √gaa
√
GAA
√
gbb
√
GBBAaAbB (no summation).
59
ab
CˆaAbB =

[
(
ab
c1+
ab
c2+
ab
c3)f(R)
Rf ′(R) 0
0
ab
c1
] [
0
ab
c2Rf
′(R)
f(R)
ab
c3 0
]
[
0
ab
c3
ab
c2f(R)
Rf ′(R) 0
] [ab
c1 0
0 (
ab
c1+
ab
c2+
ab
c3)Rf
′(R)
f(R)
]
 . (5.131)
We next consider a cylindrical cloak and find the distribution of those (initial) director gradient fields
that are compatible with the balance of angular momentum. (5.100)1 gives the following equations for
a
F˚cA = aF˚
c
A(R,Θ):
Rf(R)
[
(
1
b1 + 2
1
b2)1F˚
θ
R + (
2
b1 + 2
2
b2)2F˚
θ
R
]
−
[
1
b11F˚
r
Θ +
2
b12F˚
r
Θ
]
f ′(R) = 0 . (5.132)
Rf(R)
[
1
b11F˚
θ
R +
2
b12F˚
θ
R
]
−
[
(
1
b1 + 2
1
b2)1F˚
r
Θ + (
2
b1 + 2
2
b2)2F˚
r
Θ
]
f ′(R) = 0 . (5.133)
Rf ′(R)
[
1
b21F˚
θ
Θ +
2
b22F˚
θ
Θ
]
− f(R)
[
1
b21F˚
r
R +
2
b22F˚
r
R
]
= µ[f(R)−Rf ′(R)] . (5.134)
(5.100)2 gives the following equations
Rf(R)
[
(
11
c1 +
11
c2 +
11
c3)1F˚
θ
R + (
12
c1 +
12
c2 +
12
c3)2F˚
θ
R
]
−
[
11
c11F˚
r
Θ +
12
c12F˚
r
Θ
]
f ′(R) = 0 . (5.135)
Rf(R)
[
(
12
c1 +
12
c2 +
12
c3)1F˚
θ
R + (
22
c1 +
22
c2 +
22
c3)2F˚
θ
R
]
−
[
12
c11F˚
r
Θ +
22
c12F˚
r
Θ
]
f ′(R) = 0 . (5.136)
Rf(R)
[
11
c11F˚
θ
R +
12
c12F˚
θ
R
]
− f ′(R)
[
(
11
c1 +
11
c2 +
11
c3)1F˚
r
Θ + (
12
c1 +
12
c2 +
12
c3)2F˚
r
Θ
]
= 0 . (5.137)
Rf(R)
[
12
c11F˚
θ
R +
22
c12F˚
θ
R
]
− f ′(R)
[
(
12
c1 +
12
c2 +
12
c3)1F˚
r
Θ + (
22
c1 +
22
c2 +
22
c3)2F˚
r
Θ
]
= 0 . (5.138)
Rf ′(R)
[
11
c31F˚
θ
Θ +
12
c32F˚
θ
Θ
]
− f(R)
[
11
c21F˚
r
R +
12
c22F˚
r
R
]
=
1
b2[f(R)−Rf ′(R)] . (5.139)
Rf ′(R)
[
11
c21F˚
θ
Θ +
12
c22F˚
θ
Θ
]
− f(R)
[
11
c31F˚
r
R +
12
c32F˚
r
R
]
=
1
b2[f(R)−Rf ′(R)] . (5.140)
Rf ′(R)
[
12
c31F˚
θ
Θ +
22
c32F˚
θ
Θ
]
− f(R)
[
12
c21F˚
r
R +
22
c22F˚
r
R
]
=
2
b2[f(R)−Rf ′(R)] . (5.141)
Rf ′(R)
[
12
c21F˚
θ
Θ +
22
c22F˚
θ
Θ
]
− f(R)
[
12
c31F˚
r
R +
22
c32F˚
r
R
]
=
2
b2[f(R)−Rf ′(R)] . (5.142)
Note that the algebraic equations governing the diagonal and off-diagonal director gradients are uncoupled.
We have six equations (5.132)-(5.133), and (5.135)-(5.138) for the four off-diagonal terms and five equations
(5.134), and (5.139)-(5.142) for the diagonal terms. We first show that the determinant of the coefficient
matrix of the linear system (5.135)-(5.138) is non-zero, and hence,
1
F˚rΘ = 2F˚
r
Θ = 0, and 1F˚
θ
R = 2F˚
θ
R = 0.
Note that the determinant of the coefficient matrix reads
R2f2(R)f ′2(R)
[−(12c2 +12c3)2 + (11c2 +11c3)(22c2 +22c3)][−(212c1 +12c2 +12c3)2 + (211c1 +11c2 +11c3)(222c1 +22c2 +22c3)] .
(5.143)
It turns out that this determinant cannot vanish. This is a consequence of the positive-definiteness of C. To
see this let us assume that Ua|A = 0, and aU
1|2 = aU
2|1 = 0. For this class of deformations δW > 0 implies
positive-definiteness of the following matrix:
11
c1 +
11
c2 +
11
c3
11
c1
12
c1 +
12
c2 +
12
c3
12
c1
11
c1
11
c1 +
11
c2 +
11
c3
12
c1
12
c1 +
12
c2 +
12
c3
12
c1 +
12
c2 +
12
c3
12
c1
22
c1 +
22
c2 +
22
c3
22
c1
12
c1
12
c1 +
12
c2 +
12
c3
22
c1
22
c1 +
22
c2 +
22
c3
 . (5.144)
In particular, its determinant must be positive, i.e.,[−(12c2 +12c3)2 + (11c2 +11c3)(22c2 +22c3)] [−(212c1 +12c2 +12c3)2 + (211c1 +11c2 +11c3)(222c1 +22c2 +22c3)] > 0 . (5.145)
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Therefore
1
F˚rΘ = 2F˚
r
Θ = 0 , 1F˚
θ
R = 2F˚
θ
R = 0 . (5.146)
Note that (5.132) and (5.133) are now trivially satisfied.
The determinant of the coefficient matrix of the linear system (5.139)-(5.142) reads
−R2f2(R)f ′2(R) [(12c2 −12c3)2 − (11c2 −11c3)(22c2 −22c3)] [(12c2 +12c3)2 − (11c2 +11c3)(22c2 +22c3)] . (5.147)
Positive-definiteness of energy requires that this determinant be non-vanishing. To see this let us assume
that Ua|A = 0, and aU
1|1 = aU
2|2 = 0. For this class of deformations δW > 0 implies positive-definiteness of
the following matrix. 
11
c2
11
c3
12
c2
12
c3
11
c3
11
c2
12
c3
12
c2
12
c2
12
c3
22
c2
22
c3
12
c3
12
c2
22
c3
22
c2
 . (5.148)
In particular, its determinant must be positive, and hence[
(
12
c2 −12c3)2 − (11c2 −11c3)(22c2 −22c3)
] [
(
12
c2 +
12
c3)
2 − (11c2 +11c3)(22c2 +22c3)
]
> 0 . (5.149)
Therefore
1
F˚rR = −
[
2
b2(
12
c2 +
12
c3)−
1
b2(
22
c2 +
22
c3)
]
(f(R)−Rf ′(R))
f(R) [(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] , (5.150)
1
F˚θΘ =
[
2
b2(
12
c2 +
12
c3)−
1
b2(
22
c2 +
22
c3)
]
(f(R)−Rf ′(R))
Rf ′(R) [(12c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] , (5.151)
2
F˚rR =
[
2
b2(
11
c2 +
11
c3)−
1
b2(
12
c2 +
12
c3)
]
(f(R)−Rf ′(R))
f(R) [(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] , (5.152)
2
F˚θΘ =
[
2
b2(
11
c2 +
11
c3)−
1
b2(
12
c2 +
12
c3)
]
(Rf ′(R)− f(R))
Rf ′(R) [(12c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] . (5.153)
Note that
1
F˚rR = −Rf
′(R)
f(R) 1
F˚θΘ, 2F˚
r
R = −Rf
′(R)
f(R) 2
F˚θΘ . (5.154)
From (5.146), it is immediate to see that (5.132) and (5.133) are automatically satisfied, while (5.134) imposes
the following constraint on the elastic constants of the virtual body:
2(
1
b2)
2(
22
c2 +
22
c3)− 4
2
b2
1
b2(
12
c2 +
12
c3) + 2(
2
b2)
2(
11
c2 +
11
c3) + µ
[
(
12
c2 +
12
c3)
2 − (11c2 +11c3)(22c2 +22c3)
]
= 0 . (5.155)
Let us assume that Ua|A = δa1δ
2
A, and aU
1|1 = aU
2|2 = 0. For this class of deformations δW > 0 implies
positive-definiteness of the following matrix.
µ
1
b2
1
b2
2
b2
2
b2
1
b2
11
c2
11
c3
12
c2
12
c3
1
b2
11
c3
11
c2
12
c3
12
c2
2
b2
12
c2
12
c3
22
c2
22
c3
2
b2
12
c3
12
c2
22
c3
22
c2
 . (5.156)
Therefore, its determinant must be positive, and hence[
(
12
c2 −12c3)2 − (11c2 −11c3)(22c2 −22c3)
] {
µ
[
(
12
c2 +
12
c3)
2 − (11c2 +11c3)(22c2 +22c3)
]
− 2
[
2
1
b2
2
b2(
12
c2 +
12
c3)− (
2
b2)
2 (
11
c2 +
11
c3)− (
1
b2)
2 (
22
c2 +
22
c3)
]}
> 0 .
(5.157)
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In particular
µ
[
(
12
c2 +
12
c3)
2 − (11c2 +11c3)(22c2 +22c3)
] − 2 [21b22b2(12c2 +12c3)− (2b2)2 (11c2 +11c3)− (1b2)2 (22c2 +22c3)] 6= 0. (5.158)
Therefore, (5.155) violates positive-definiteness of the energy, and hence cloaking is not possible.
Remark 5.6. Even if one accepts a positive-semidefinite energy, the director gradient field given by (5.150)
to (5.153) is not compatible. In other words, the director gradient given by (5.150) to (5.153) does not
correspond to a single-valued director field in the physical body, in general. Necessary compatibility equations
for the director gradients are written as
1
F˚rΘ|R = 1F˚
r
R|Θ = 0, 1F˚
θ
Θ|R = 1F˚
θ
R|Θ = 0
2
F˚rΘ|R = 2F˚
r
R|Θ = 0, 2F˚
θ
Θ|R = 2F˚
θ
R|Θ = 0 .
(5.159)
Note that
a
F˚aA|B = ∂aF˚
a
A/∂X
B − ΓCAB aF˚aC + γabcF˚ bB aF˚cA. Thus
a
F˚rR|Θ = aF˚
r
R,Θ −R aF˚θR −
1
R a
F˚rΘ , (5.160)
a
F˚rΘ|R = aF˚
r
Θ,R − 1
R a
F˚rΘ , (5.161)
a
F˚θΘ|R = aF˚
θ
Θ,R +
1
R a
F˚θΘ − 1
R a
F˚θΘ = aF˚
θ
Θ,R , (5.162)
a
F˚θR|Θ = aF˚
θ
R,Θ +
1
R
[
a
F˚rR − aF˚θΘ
]
. (5.163)
Hence,
a
F˚rR|Θ = aF˚
r
Θ|R, and aF˚
θ
Θ|R = aF˚
θ
R|Θ imply that
a
F˚rR,Θ − aF˚rΘ,R = RaF˚θR ,
a
F˚θΘ,R − aF˚θR,Θ =
1
R
[
a
F˚rR − aF˚θΘ
]
.
(5.164)
Now using (5.146), one obtains
a
F˚rR,Θ = 0 ,
(R
a
F˚θΘ),R = aF˚
r
R .
(5.165)
Note that in this example (5.165)1 is trivially satisfied. From (5.154) and (5.165)2 one obtains
a
F˚θΘ =
Ca
Rf(R)
, (5.166)
for constants Ca. If Ca 6= 0, (5.166) gives the following ODEs for f(R).
Rf(R)f ′(R) + kaf ′(R)− f2(R) = 0 , (5.167)
where ka are constant. Knowing that f(Ro) = Ro, and f
′(Ro) = 1, one concludes that ka = 0, and thus,
f(R) = R. If Ca = 0, then either f(R) = R, or
2
b2(
12
c2 +
12
c3)−
1
b2(
22
c2 +
22
c3) = 0,
2
b2(
11
c2 +
11
c3)−
1
b2(
12
c2 +
12
c3) = 0. (5.168)
Knowing that
11
c2 +
11
c3 > 0, and
22
c2 +
22
c3 > 0, the above relations are written as
1
b2 =
12
c2 +
12
c3
22
c2 +
22
c3
2
b2,
2
b2 =
12
c2 +
12
c3
11
c2 +
11
c3
1
b2. (5.169)
Thus
1
b2
(
11
c2 +
11
c3)(
22
c2 +
22
c3)− (12c2 +12c3)2
(
11
c2 +
11
c3)(
22
c2 +
22
c3)
= 0,
2
b2
(
11
c2 +
11
c3)(
22
c2 +
22
c3)− (12c2 +12c3)2
(
11
c2 +
11
c3)(
22
c2 +
22
c3)
= 0. (5.170)
From (5.145), one concludes that
1
b2 =
2
b2 = 0. Substituting this into (5.134), one concludes that f(R) = R.
Therefore, transformation cloaking is not possible in this example for any linear generalized Cosserat solid.
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We next prove that the impossibility of transformation cloaking in dimension two for linear generalized
Cosserat elasticity is independent of the shape of the hole (cavity). We write (5.100) in Cartesian coordinates
for which the shifter is written as sa˜a = δ
a˜
a. Knowing that F˚
c
A = δ
c
A, (5.100) is simplified to read
∀ b, B, c, a ∈ {1, 2, 3}
(
Ξ
F−1)[cA˜(
Ξ
F−1)BB˜A˜
a]A˜bB˜ + (
Ξ
F−1)AA˜(
Ξ
F−1)BB˜˚aF
[c
A
a
B˜a]A˜bB˜ = 0 ,
(
Ξ
F−1)[cA˜(
Ξ
F−1)BB˜
a
B˜a]A˜bB˜ + (
Ξ
F−1)AA˜(
Ξ
F−1)BB˜bF˚
[c
A
ba
C˜a]A˜bB˜ = 0 .
(5.171)
First let us consider an arbitrary cloaking map and director gradient with the following components in 2D
Ξ
F−1 =
[
F11 F12
F21 F22
]
, ˚
a
F =
[
a
F11
a
F12
a
F21
a
F22
]
. (5.172)
Note that
Ξ
F−1 is compatible, and hence, F11,2 = F12,1, and F22,1 = F21,2. Similarly, the compatibility
equations for the director gradient are
a
F11,2 = aF
12
,1, and aF
22
,1 = aF
21
,2. Expanding (5.171)1, for i 6= j ∈ {1, 2}
one obtains
−FiiFij 1Fii(
1
b1 +
1
b2) + 1F
jj
[
FiiFji(
1
b1 + 2
1
b2) + FijFjj
1
b2
]
− FiiFij 2Fii(
2
b1 +
2
b2)
+
2
Fjj
[
FiiFji(
2
b1 + 2
2
b2) + FijFjj
2
b2
]
−
1
Fij(FiiFjj
1
b1 + FijFji
1
b2) + 1F
ji
[
F 2ii(
1
b1 + 2
1
b2) + F
2
ij
1
b2
]
−
2
Fij(FiiFjj
2
b1 + FijFji
2
b2) + 2F
ji
[
F 2ii(
2
b1 + 2
2
b2) + F
2
ij
2
b2
]
= Fii(Fij − Fji)λ− (FijFjj − FiiFij + 2FiiFji)µ ,
(5.173)
−
1
Fii(FiiFjj
1
b2 + FijFji
1
b1) + 1F
jj
[
F 2ji(
1
b1 + 2
1
b2) + F
2
jj
1
b2
]
−
2
Fii(FiiFjj
2
b2 + FijFji
2
b1)
+
2
Fjj
[
F 2ji(
2
b1 + 2
2
b2) + F
2
jj
2
b2
]
− FjiFjj 1Fij(
1
b1 +
1
b2) + 1F
ji
[
FiiFji(
1
b1 + 2
1
b2) + FijFjj
1
b2
]
− FjiFjj 2Fij(
2
b1 +
2
b2) + 2F
ji
[
FiiFji(
2
b1 + 2
2
b2) + FijFjj
2
b2
]
= Fji(Fij − Fji)λ− (2F 2ji + F 2jj − FiiFjj)µ ,
(5.174)
On the other hand, expanding (5.171)2 one obtains
−F11F121F11(
11
c1 +
11
c3) + 1F
22 [F11F21
11
cΣ + F12F22
11
c2]− F11F122F11(
12
c1 +
12
c3) + 2F
22 [F11F21
12
cΣ + F12F22
12
c2]
−
1
F12(F11F22
11
c1 + F12F21
11
c3) + 1F
21
[
F 211
11
cΣ + F
2
12
11
c2
]−
2
F12(F11F22
12
c1 + F12F21
12
c3)
+
2
F21
[
F 211
12
cΣ + F
2
12
12
c2
]
= F11(F12 − F21)
1
b1 + (F11F12 − 2F11F21 − F12F22)
1
b2 ,
(5.175)
−
1
F11
[
F 211
11
c2 + F
2
12
11
cΣ
]
+
1
F22(F11F22
11
c3 + F12F21
11
c1)− 2F11
[
F 211
12
c2 + F
2
12
12
cΣ
]
+
2
F22(F11F22
12
c3 + F12F21
12
c1)
−
1
F12[F11F21
11
c2 + F12F22
11
cΣ] + F11F121F
21(
11
c1 +
11
c3)− 2F12[F11F21
12
c2 + F12F22
12
cΣ]
+ F11F122F
21(
12
c1 +
12
c3) = F12(F12 − F21)
1
b1 + (F
2
11 + 2F
2
12 − F11F22)
1
b2 ,
(5.176)
−
1
F11[F11F22
11
c3 + F12F21
11
c1] + 1F
22
[
F 221
11
cΣ + F
2
22
11
c2
]−
2
F11[F11F22
12
c3 + F12F21
12
c1] + 2F
22
(
F 221
12
cΣ + F
2
22
12
c2
)
− F21F221F12(
11
c1 +
11
c3) + 1F
21[F11F21
11
cΣ + F12F22
11
c2]− F21F222F12(
12
c1 +
12
c3)
+
2
F21[F11F21
12
cΣ + F12F22
12
c2] = F21(F12 − F21)
1
b1 + (F11F22 − 2F 221 − F 222)
1
b2 ,
(5.177)
−
1
F11[F11F21
11
c2 + F12F22
11
cΣ] + F21F221F
22(
11
c1 +
11
c3)− 2F11[F11F21
12
c2 + F12F22
12
cΣ] + F21F222F
22(
12
c1 +
12
c3)
−
1
F12
(
F 221
11
c2 + F
2
22
11
cΣ
)
+
1
F21(F11F22
11
c1 + F12F21
11
c3)− 2F12
(
F 221
12
c2 + F
2
22
12
cΣ
)
+
2
F21(F11F22
12
c1 + F12F21
12
c3) = F22(F12 − F21)
1
b1 + (F11F21 − F21F22 + 2F12F22)
1
b2 ,
(5.178)
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where
ab
cΣ =
ab
c1 +
ab
c2 +
ab
c3. Another independent set of four equations are generated from (5.175)-(5.178) using
the transformation {12c→ 22c , 11c→ 12c , 1b→ 2b }. The determinant of the coefficient matrix reads
(F12F21 − F11F22)8
[
(
12
c2 +
12
c3)
2 − (11c2 +11c3)(22c2 +22c3)
]2 [
(
12
c2 −12c3)2 − (11c2 −11c3)(22c2 −22c3)
][
(
12
c1 +
12
cΣ)
2 − (11c1 +11cΣ)(22c1 +22cΣ)
]
.
(5.179)
Note that from the positive-definiteness of energy, this determinant is non-zero, and hence the system (5.175)-
(5.178) (along with four more equations obtained by the transformation) has a unique solution, which reads
1
F11 =
F22(F11 − F22)1t3 − F12F211t2 + F 221
1
t1
F11F22 − F12F21 , 1F
22 =
F11(F22 − F11)1t3 − F12F211t2 + F 212
1
t1
F11F22 − F12F21 , (5.180)
1
F12 =
F12F22
1
t3 − F11F211t1 + F11F121t4
F11F22 − F12F21 , 1F
21 =
F21F11
1
t3 − F12F221t1 + F21F221t4
F11F22 − F12F21 , (5.181)
2
F11 =
F22(F11 − F22)2t3 − F12F212t2 + F 221
2
t1
F11F22 − F12F21 , 2F
22 =
F11(F22 − F11)2t3 − F12F212t2 + F 212
2
t1
F11F22 − F12F21 , (5.182)
2
F12 =
F12F22
2
t3 − F11F212t1 + F11F122t4
F11F22 − F12F21 , 2F
21 =
F21F11
2
t3 − F12F222t1 + F21F222t4
F11F22 − F12F21 , (5.183)
where
a
ti, i = 1, · · · , 4, a = 1, 2 are constants given as
1
t1 =
(
1
b1 +
1
b2)(
22
c1 +
22
cΣ)− (
2
b1 +
2
b2)(
12
c1 +
12
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ) +
2
b2(
12
c2 +
12
c3)−
1
b2(
22
c2 +
22
c3)
(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3) , (5.184)
2
t1 =
(
2
b1 +
2
b2)(
11
c1 +
11
cΣ)− (
1
b1 +
1
b2)(
12
c1 +
12
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ) +
1
b2(
12
c2 +
12
c3)−
2
b2(
11
c2 +
11
c3)
(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3) , (5.185)
1
t2 =
1
b1(
22
c1 +
22
cΣ)−
2
b1(
12
c1 +
12
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)
− 22b2
12
cΣ(
12
c1 +
12
cΣ)(
12
c2 +
12
c3)− (22c111cΣ +11c122cΣ)(12c2 +12c3)−12cΣ(11c2 +11c3)(22c2 +22c3)
[(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] [(12c1 +12cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)]
+ 2
1
b2
[2
12
c1
12
cΣ −11cΣ(22c1 +22cΣ)](22c2 +22c3) +22cΣ(12c2 +12c3)2
[(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] [(12c1 +12cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)] ,
(5.186)
2
t2 =
2
b1(
11
c1 +
11
cΣ)−
1
b1(
12
c1 +
12
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)
+ 2
2
b2
[2
12
c1
12
cΣ −22cΣ(11c1 +11cΣ)](11c2 +11c3) +11cΣ(12c2 +12c3)2
[(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] [(12c1 +12cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)]
− 21b2
12
cΣ(
12
c1 +
12
cΣ)(
12
c2 +
12
c3)− (22c111cΣ +11c122cΣ)(12c2 +12c3)−12cΣ(11c2 +11c3)(22c2 +22c3)
[(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)] [(12c1 +12cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)] ,
(5.187)
1
t3 =
1
b2(
22
c2 +
22
c3)−
2
b2(
12
c2 +
12
c3)
(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3) ,
2
t3 =
2
b2(
11
c2 +
11
c3)−
1
b2(
12
c2 +
12
c3)
(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3) , (5.188)
1
t4 =
(
1
b1 +
1
b2)(
22
c1 +
22
cΣ)− (
2
b1 +
2
b2)(
12
c1 +
12
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ) ,
2
t4 =
(
2
b1 +
2
b2)(
11
c1 +
11
cΣ)− (
1
b1 +
1
b2)(
12
c1 +
12
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ) . (5.189)
Substituting this solution into (5.173) and (5.174) one obtains the following two conditions to be satisfied
by the material elastic constants
µ = 2
[
2
1
b2
2
b2(
12
c2 +
12
c3)− (
2
b2)
2 (
11
c2 +
11
c3)− (
1
b2)
2 (
22
c2 +
22
c3)
(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)
]
, (5.190)
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λ = 2
[
2(
1
b1 +
1
b2)(
2
b1 +
2
b2)(
12
c1 +
12
cΣ)− (
1
b1 +
1
b2)
2 (
22
c1 +
22
cΣ)− (
2
b1 +
2
b2)
2 (
11
c1 +
11
cΣ)
(
12
c1 +
12
cΣ)2 − (11c1 +11cΣ)(22c1 +22cΣ)
]
+ 2
[
(
2
b2)
2 (
11
c2 +
11
c3) + (
1
b2)
2 (
22
c2 +
22
c3)− 2
1
b2
2
b2(
12
c2 +
12
c3)
(
12
c2 +
12
c3)2 − (11c2 +11c3)(22c2 +22c3)
]
.
(5.191)
Note that (5.190) is identical to what we obtained for the cylindrical cloak example in (5.155), i.e., (5.190)
violates positive-definiteness of the energy, and hence cloaking is not possible.
The following proposition summarizes the discussions and calculations of this section.
Proposition 5.7. Elastodynamics transformation cloaking is not possible for linear generalized Cosserat
elastic solids in dimension two.
Corollary 5.8. Elastodynamics transformation cloaking is not possible for linear Cosserat elastic solids in
dimension two.
Example (A generalized Cosserat spherical cloak). Let us next consider a finite spherical cavity H
with radius Ri embedded in an infinite isotropic homogeneous generalized Cosserat elastic medium with the
elastic properties given in (5.105). Let (R,Θ,Φ) be the spherical coordinates, for which R ≥ 0 with R = 0
corresponding to the center of the cavity, 0 ≤ Θ ≤ pi, and 0 ≤ Φ ≤ 2pi. Suppose that there is a wave
source located at (Rp,Θp,Φp). The cloak C is a spherical shell with inner radius Ri and outer radius Ro
surrounding the hole such that the source is located outside the cloaking region, i.e., Ro < Rp. Similar to
the cylindrical cloak example, the reference configuration of the body B is mapped to that of B˜ (the virtual
body) using a mapping Ξ : B → B˜. Note that Ξ is the identity outside the cloak, i.e., R ≥ Ro and is defined
as (R˜, Θ˜, Φ˜) = Ξ(R,Θ,Φ) = (f(R),Θ,Φ) for Ri ≤ R ≤ Ro such that f(Ri) = , f(Ro) = Ro, and f ′(Ro) = 1.
The reference configurations of B and B˜ are endowed with the induced metrics from R3, i.e., G =
diag(1, R2, R2 sin2 Θ) and G˜ = diag(1, R˜2, R˜2 sin2 Θ˜), respectively. In the coordinates (r, θ, φ), the ambient
space metric reads g = diag(1, r2, r2 sin2 θ). We assume that the virtual body B˜ is isotropic and has the same
elastic properties as the primary medium in the region B \ C. For the cloaking map ΞF = diag(f ′(R), 1, 1) in
Ri ≤ R ≤ Ro. Note also that
s =
1 0 00 Rf(R) 0
0 0 Rf(R)
 . (5.192)
Noting that ρ = JΞρ˜ ◦ Ξ = JΞρ0, the mass density of the cloak is obtained as
ρC(R) =
f(R)2f ′(R)
R2
ρ0 , Ri ≤ R ≤ Ro . (5.193)
Also
ab
νC(R) =
f(R)2f ′(R)
R2
ab
ν˜ , Ri ≤ R ≤ Ro . (5.194)
Using (5.92) and (5.96), the elastic constants of the cloak are found as (a, b ∈ {1, 2, 3})
Aˆ =


(λ+2µ)f(R)2
R2f ′(R) 0 0
0 λf(R)R 0
0 0 λf(R)R

 0 µf ′(R) 0µf(R)
R 0 0
0 0 0
 0 0 µf ′(R)0 0 0
µf(R)
R 0 0

 0
µf(R)
R 0
µf(R)2
R2f ′(R) 0 0
0 0 0

 λf(R)R 0 00 (λ+ 2µ)f ′(R) 0
0 0 λf ′(R)
 0 0 00 0 µf ′(R)
0 µf ′(R) 0

 0 0
µf(R)
R
0 0 0
µf(R)2
R2f ′(R) 0 0

 0 0 00 0 µf ′(R)
0 µf ′(R) 0
 λf(R)R 0 00 λf ′(R) 0
0 0 (λ+ 2µ)f ′(R)


, (5.195)
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aBˆ =


a
bΣf(R)
2
R2f ′(R) 0 0
0
a
b1f(R)
R 0
0 0
a
b1f(R)
R

 0
a
b2f
′(R) 0
a
b2f(R)
R 0 0
0 0 0

 0 0
a
b2f
′(R)
0 0 0
a
b2f(R)
R 0 0

 0
a
b2f(R)
R 0
a
b2f(R)
2
R2f ′(R) 0 0
0 0 0


a
b1f(R)
R 0 0
0
a
bΣf
′(R) 0
0 0
a
b1f
′(R)

 0 0 00 0 ab2f ′(R)
0
a
b2f
′(R) 0

 0 0
a
b2f(R)
R
0 0 0
a
b2f(R)
2
R2f ′(R) 0 0

 0 0 00 0 ab2f ′(R)
0
a
b2f
′(R) 0


a
b1f(R)
R 0 0
0
a
b1f
′(R) 0
0 0
a
bΣf
′(R)


, (5.196)
ab
Cˆ =


ab
cΣf(R)
2
R2f ′(R) 0 0
0
ab
c1f(R)
R 0
0 0
ab
c1f(R)
R

 0
ab
c2f
′(R) 0
ab
c3f(R)
R 0 0
0 0 0

 0 0
ab
c2f
′(R)
0 0 0
ab
c3f(R)
R 0 0

 0
ab
c3f(R)
R 0
ab
c2f(R)
2
R2f ′(R) 0 0
0 0 0


ab
c1f(R)
R 0 0
0
ab
cΣf
′(R) 0
0 0
ab
c1f
′(R)

 0 0 00 0 abc2f ′(R)
0
ab
c3f
′(R) 0

 0 0
ab
c3f(R)
R
0 0 0
ab
c2f(R)
2
R2f ′(R) 0 0

 0 0 00 0 abc3f ′(R)
0
ab
c2f
′(R) 0


ab
c1f(R)
R 0 0
0
ab
c1f
′(R) 0
0 0
ab
cΣf
′(R)


, (5.197)
where
ab
cΣ =
ab
c1 +
ab
c2 +
ab
c3, and
a
bΣ =
a
b1 + 2
a
b2.
Similar to the cylindrical cloak example, the balance of angular momentum Eq.(5.100) for the diagonal
and off-diagonal components of the director gradients are uncoupled. We consider the equations for the
diagonal components of the director gradients in (5.100)2 and show that they force the cloaking map to be
the identity. For the choice (a, c) = (2, 3), (5.100)2 is expanded and gives the following equations for the
(circumferential and azimuthal) diagonal director gradient components
11
c21F
φ
Φ +
12
c22F
φ
Φ +
13
c23F
φ
Φ −11c31FθΘ −
12
c32F
θ
Θ −13c33FθΘ = 0 , (5.198)
11
c31F
φ
Φ +
12
c32F
φ
Φ +
13
c33F
φ
Φ −11c21FθΘ −
12
c22F
θ
Θ −13c23FθΘ = 0 , (5.199)
12
c21F
φ
Φ +
22
c22F
φ
Φ +
23
c23F
φ
Φ −12c31FθΘ −
22
c32F
θ
Θ −23c33FθΘ = 0 , (5.200)
12
c31F
φ
Φ +
22
c32F
φ
Φ +
23
c33F
φ
Φ −12c21FθΘ −
22
c22F
θ
Θ −23c23FθΘ = 0 , (5.201)
13
c21F
φ
Φ +
23
c22F
φ
Φ +
33
c23F
φ
Φ −13c31FθΘ −
23
c32F
θ
Θ −33c33FθΘ = 0 , (5.202)
13
c31F
φ
Φ +
23
c32F
φ
Φ +
33
c33F
φ
Φ −13c21FθΘ −
23
c22F
θ
Θ −33c23FθΘ = 0 . (5.203)
Choosing a class of deformations for which Ua|A = 0, and aU
1|1 = aU
2|2 = aU
3|3 = 0, the positive-definiteness
of the energy function implies the positive definiteness of the following matrix
11
c2
11
c3
12
c2
12
c3
13
c2
13
c3
11
c3
11
c2
12
c3
12
c2
13
c3
13
c2
12
c2
12
c3
22
c2
22
c3
23
c2
23
c3
12
c3
12
c2
22
c3
22
c2
23
c3
23
c2
13
c2
13
c3
23
c2
23
c3
33
c2
33
c3
13
c3
13
c2
23
c3
23
c2
33
c3
33
c2
 . (5.204)
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In particular, the determinant of (5.204) is non-vanishing, and thus, so is determinant of the coefficient
matrix of the system (5.198)-(5.203). Therefore,
1
FφΦ = 2F
φ
Φ = 3F
φ
Φ = 0 and 1F
θ
Θ = 2F
θ
Θ = 3F
θ
Θ = 0. Using
this, (5.100)2 for choices (a, c) = (1, 2) and (a, c) = (1, 3) gives one the following equations 1F
r
R, 2F
r
R, and
3
FrR:
f(R)
(
11
c31F
r
R +
12
c32F
r
R +
13
c33F
r
R
)
=
1
b2 (Rf
′(R)− f(R)) , (5.205)
f(R)
(
11
c21F
r
R +
12
c22F
r
R +
13
c23F
r
R
)
=
1
b2 (Rf
′(R)− f(R)) , (5.206)
f(R)
(
12
c31F
r
R +
22
c32F
r
R +
23
c33F
r
R
)
=
2
b2 (Rf
′(R)− f(R)) , (5.207)
f(R)
(
12
c21F
r
R +
22
c22F
r
R +
23
c23F
r
R
)
=
2
b2 (Rf
′(R)− f(R)) , (5.208)
f(R)
(
13
c31F
r
R +
23
c32F
r
R +
33
c33F
r
R
)
=
3
b2 (Rf
′(R)− f(R)) , (5.209)
f(R)
(
13
c21F
r
R +
23
c22F
r
R +
33
c23F
r
R
)
=
3
b2 (Rf
′(R)− f(R)) . (5.210)
The coefficient matrix of the system of homogeneous algebraic equations that can be obtained from (5.205)-
(5.206), (5.207)-(5.208), and (5.209)-(5.210) reads11c3 −11c2 12c3 −12c2 13c3 −13c212c3 −12c2 22c3 −22c2 23c3 −23c2
13
c3 −13c2 23c3 −23c2 33c3 −33c2
 . (5.211)
It is straightforward to see that the determinant of (5.204) being non-zero implies that the determinant of
(5.211) is non-zero as well. Thus,
1
FrR = 2F
r
R = 3F
r
R = 0, and from (5.205)-(5.210), one concludes that
f(R) = R, which, in turn, means that cloaking is not possible. Therefore, we have proved the following
result.
Proposition 5.9. Elastodynamics transformation cloaking is not possible for a spherical cavity using a
spherical cloak in linear generalized Cosserat elastic solids.
Corollary 5.10. Elastodynamics transformation cloaking is not possible for a spherical cavity using a spher-
ical cloak in linear Cosserat elastic solids.
We suspect that transformation cloaking in dimension three is not possible for a cavity of any shape. The
idea of proof is similar to that of 2D. However, in this case there are 108 equations for 27 unknown director
gradients
a
FaA. We have not been able to solve this large system of equations but expect that they would
violate positive-definiteness of the energy and also force the cloaking map to be the identity.
Conjecture 5.11. Elastodynamics transformation cloaking is not possible for linear generalized Cosserat
elastic solids in dimension three.
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Appendix A Riemannian Geometry
To make the paper self-contained, in this appendix some basic concepts of Riemannian geometry are tersely
reviewed. It should be emphasized that only what has been used in the paper is discussed here.
For a smooth n-dimensional manifold B, the tangent space of B at a point X ∈ B is denoted by TXB.
Assume that S is another n-dimensional manifold and ϕ : B → S is a diffeomorphism (smooth and invertible
map with a smooth inverse) between the two manifolds. A smooth vector field W on B assigns a vector
WX ∈ TXB for every X ∈ B such that the mapping X 7→WX is smooth. If W is a vector field on B, then
the push-forward of W by ϕ is a vector field on ϕ(B) defined as ϕ∗W = Tϕ ·W ◦ ϕ−1. Similarly, if w is a
vector field on ϕ(B) ⊂ S, the pull-back of w by ϕ is a vector field on B defined as ϕ∗w = T (ϕ−1) ·w ◦ ϕ.
Let us denote the tangent map of ϕ by F, i.e., F = Tϕ. Let {XA} and {xa} be the local charts for B and
S, respectively. More specifically, a local chart for B at X ∈ B is a homeomorphism from an open subset
U ⊂ B (X ∈ U) to an open subset V ⊂ Rn. {XA} are components of this map. The derivative map F is
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a two-point tensor with the following representation in the local charts: F = F aA
∂
∂XA
⊗ dxa, F aA = ∂ϕ
a
∂XA
,
where { ∂
∂XA
} and {dxa} are bases for TXB and T ∗ϕ(X)ϕ(B), respectively. Recall that T ∗ϕ(X)ϕ(B) denotes
the cotangent space (or the dual space) of Tϕ(X)ϕ(B). The push-forward and pull-back of vectors have the
following coordinate representations: (ϕ∗W)a = F aAWA, and (ϕ∗w)A = (F−1)Aawa.
A type (02)-tensor at X ∈ B is a bilinear map T : TXB×TXB → R, where in a local coordinate chart {XA}
for B reads T(U,V) = TABUAV B , ∀U,V ∈ TXB. A Riemannian manifold (B,G) is a smooth manifold B
endowed with an inner product GX (a symmetric (
0
2)-tensor field) on the tangent space TXB that smoothly
varies in the sense that if U and V are smooth vector fields on B, then X 7→ GX(UX ,VX) =: 〈〈UX ,VX〉〉GX ,
is a smooth function.
Let (B,G) and (S,g) be Riemannian manifolds and let ϕ : B → S be a diffeomorphism (smooth map
with smooth inverse). The push-forward of the metric G is a metric on ϕ(B) ⊂ S, which is denoted by ϕ∗G
defined as
(ϕ∗G)ϕ(X)
(
uϕ(X),vϕ(X)
)
:= GX ((ϕ
∗u)X , (ϕ∗v)X) . (A.1)
In components, (ϕ∗G)ab = (F−1)Aa(F−1)BbGAB . Similarly, the pull-back of the metric g is a metric in B,
which is denoted by ϕ∗g defined as
(ϕ∗g)X(UX ,VX) := gϕ(X)((ϕ∗U)ϕ(X), (ϕ∗V)ϕ(X)). (A.2)
In components, (ϕ∗g)AB = F aAF bBgab. The diffeomorphism ϕ is an isometry between two Riemannian
manifolds (B,G) and (S,g) if g = ϕ∗G, or equivalently, G = ϕ∗g. An isometry, by definition, preserves
distances.
Affine connections, and their torsion and curvature tensors. A linear (affine) connection on a
manifold B is an operation ∇ : X (B)×X (B)→ X (B), where X (B) is the set of vector fields on B, such that
∀ X,Y,X1,X2,Y1,Y2 ∈ X (B),∀ f, f1, f2 ∈ C∞(B),∀ a1, a2 ∈ R: i) ∇f1X1+f2X2Y = f1∇X1Y + f2∇X2Y,
ii) ∇X(a1Y1 + a2Y2) = a1∇X(Y1) + a2∇X(Y2), iii) ∇X(fY) = f∇XY + (Xf)Y. ∇XY is called the
covariant derivative of Y along X. In a local coordinate chart {XA}, ∇∂A∂B = ΓCAB∂C , where ΓCAB are
Christoffel symbols of the connection, and ∂A =
∂
∂xA
are natural bases for the tangent space corresponding
to a coordinate chart {xA}. A linear connection is said to be compatible with a metric G on the manifold if
∇X〈〈Y,Z〉〉G = 〈〈∇XY,Z〉〉G + 〈〈Y,∇XZ〉〉G, (A.3)
where 〈〈., .〉〉G is the inner product induced by the metric G. It can be shown that ∇ is compatible with G
if and only if ∇G = 0, or in components
GAB|C =
∂GAB
∂XC
− ΓSCAGSB − ΓSCBGAS = 0. (A.4)
Suppose V,W ∈ X (B) are vector fields and α : I → B is a smooth curve. The restriction of the vector
fields to α, i.e., V◦α and W◦α are called vector fields along the curve α. The set of all vector fields along α
is denoted by X (α). Covariant derivative along the curve α is a map Dt : X (α)→ X (α) with the following
properties: Dt(V + W) = DtV + DtW, and Dt(fW) =
df
dtW + fDtW. If W ∈ X (α) is the restriction of
W˜ ∈ X (B) to α, then, DtW = ∇α′(t)W˜. If the connection ∇ is G-compatible, then
d
dt
〈〈X,Y(X, t)〉〉G = 〈〈DtX,Y〉〉G + 〈〈X, DtY〉〉G. (A.5)
The covariant derivative of a two-point tensor T is given by
TAB···FG···Qab···f g···q|K =
∂
∂Xk
TAB···FG···Qab···f g···q
+ TRB···FG···Qab···f g···qΓARK + (all upper referential indices)
− TAB···FR···Qab···f g···qΓRGK − (all lower referential indices)
+ TRB···FG···Qlb···f g···qγalrF rK + (all upper spatial indices)
− TAB···FG···Qab···f l···qγlgrF rK − (all lower spatial indices) .
(A.6)
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The torsion of a connection is defined as T (X,Y) = ∇XY−∇YX−[X,Y], where [X,Y](F ) = X(Y(F ))−
Y(X(F )), ∀ F ∈ C∞(S), is the commutator of X and Y. In components, in a local chart {XA}, TABC =
ΓABC − ΓACB , and [X,Y]a = ∂Y a∂xb Xb − ∂X
a
∂xb
Y b. ∇ is symmetric if it is torsion-free, i.e., ∇XY − ∇YX =
[X,Y]. On any Riemannian manifold (B,G) there is a unique linear connection ∇G that is compatible
with G and is torsion-free. This is the Levi-Civita connection. If the Levi-Civita connection ∇G is used,
the covariant time derivative is denoted by DGt . In a manifold with a connection the curvature is a map
R : X (B)×X (B)×X (B)→ X (B) defined byR(X,Y,Z) = ∇X∇YZ−∇Y∇XZ−∇[X,Y]Z, or in components
RABCD = ∂ΓACD∂XB − ∂Γ
A
BD
∂XC
+ ΓABMΓ
M
CD − ΓACMΓMBD. The Riemannian curvature is the curvature
tensor of the Levi-Civita connection ∇G and is denoted by RG. The Ricci identity for a vector field U
with components WA reads UA|BC − UA|CB = RABCDUD. Ricci identity for a 1-form α with components
αA reads αA|BC − αA|CB = RDBCAαD. The Ricci curvature Ric is defined as RicCD = RAACD, and is a
symmetric tensor. The Ricci curvature of the Levi-Civita connection ∇G is denoted by RicG.
Vector bundles. Suppose E and B are sets and consider a map pi : E → B. The fiber over X ∈ B is
the set EX := pi−1(X) ⊂ E . For an onto map pi fibers are non-empty and E = unionsqX∈BEX , where unionsq denoted
disjoint union of sets. Now suppose E and B are manifolds and assume that for any X ∈ B, there exists a
neighborhood U ⊂ B of X, a manifolds F , and a diffeomorphism ψ : pi−1(U)→ U ×F such that pi = pr1 ◦ψ,
where pr1 : U × F → U is projection onto the first factor. (E , pi,B) is called a fiber bundle and E , pi, and
B are called the total space, the projection, and the base space, respectively. If for any X ∈ B, pi−1(X) is
a vector space, (E , pi,B) is called a vector bundle. The set of sections of this bundle Γ(E) is the set of all
smooth maps σ : B → E such that σ(X) ∈ EX , ∀ X ∈ B. An important example of a vector bundle is the
tangent bundle of a manifold for which E = TB.
Induced bundle and connection. Consider a map between Riemannian manifolds ϕ : B → S. The
tangent bundles of B and S are denoted by TB = unionsqX∈BTXB and TS = unionsqx∈STxS, respectively. We define an
induced vector bundle ϕ−1TS, which is a vector bundle over B whose fiber over X ∈ B is Tϕ(X)S [Nishikawa,
2002]. The connection ∇g induces a unique connection ∇ϕ on ϕ−1TS defined as
∇ϕWw ◦ ϕ = ∇gϕ∗Ww, W ∈ TXB, w ∈ Γ(TS) . (A.7)
∇ϕ is called the induced connection. It can be shown that its connection coefficients with respect to the
coordinate charts {XA} and {xa} of B and S, respectively, are ∂ϕb
∂XA
γabc. In particular, the variation field
δϕ defined in §3 is a section of Γ(ϕ−1TS), i.e., δϕ defines a vector fields in S along the map ϕ. For
a two-point tensor, e.g., deformation gradient, covariant derivative involves both ∇g and ∇G: F aA|B =
∂FaA
∂XB
+ (F bBγ
a
bc)F
c
A−ΓCABF aC = ∂FaA∂XB +γabcF bBF cA−ΓCABF aC . We denote the covariant derivative
of the deformation gradient by ∇F = F aA|BdXB⊗dXA⊗ ∂∂xa . It is straightforward to show that [Nishikawa,
2002]
∇ϕF(X,Y) = ∇ϕXϕ∗Y − ϕ∗∇GWY, ∇ϕXϕ∗Y −∇ϕYϕ∗X = ϕ∗[X,Y] . (A.8)
The metrics G and g induce an inner product 〈, 〉X in Tϕ(X)S ⊗ T ∗XB. This is defined first for the basis{
∂
∂xa ⊗ dXA, 1 ≤ a ≤ n, 1 ≤ A ≤ n
}
as
〈
∂
∂xa ⊗ dXA, ∂∂xb ⊗ dXB
〉
X
= gabG
AB , and then one extends it
linearly to arbitrary elements in Tϕ(X)S ⊗ T ∗XB. ϕ−1TS ⊗ T ∗B is the vector bundle whose fiber at X ∈ B
is Tϕ(X)S ⊗ T ∗XB. The two-point tensor F = Tϕ : B → ϕ−1TS ⊗ T ∗B, i.e., F ∈ Γ(ϕ−1TS ⊗ T ∗B). One
can define a fiber metric 〈〈, 〉〉 on ϕ−1TS ⊗ T ∗B using the inner product 〈, 〉X in Tϕ(X)S ⊗ T ∗XB as follows.
For σ, τ ∈ Γ(ϕ−1TS ⊗ T ∗B), define 〈〈σ, τ〉〉(X) = 〈σ(X), τ(X)〉X , X ∈ B. One can define a connection ∇ in
ϕ−1TS ⊗T ∗B using the Levi-Civita connections ∇G and ∇g: consider a section W⊗α ∈ Γ(ϕ−1TS ⊗T ∗B)
and let ∇(W ⊗ α) = ∇ϕW ⊗ α + W ⊗∇Gα. This connection is compatible with the fiber metric 〈〈, 〉〉 in
ϕ−1TS ⊗ T ∗B.
The Piola transform. The Piola transform of a vector w ∈ Tϕ(X)S is a vector W ∈ TXB given by
W = Jϕ∗w = JF−1w. In coordinates, WA = J(F−1)Abwb, where J =
√
det g
detG det F is the Jacobian of ϕ
with G and g the Riemannian metrics of B and S, respectively. It can be shown that Div W = J(div w)◦ϕ.
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In coordinates, WA|A = Jwa|a. This is also known as the Piola identity. Another way of writing the Piola
identity is in terms of the unit normal vectors of a surface in B and its corresponding surface in S and
the area elements. It is written as nˆda = JF−?NˆdA, or in components, nada = J(F−1)AaNAdA. In the
literature of continuum mechanics, this is called Nanson’s formula.
Lie derivative. Let w : U → TS be a vector field, where U ⊂ S is open. A curve α : I → S, where
I is an open interval, is an integral curve of w if dα(t)dt = w(α(t)), ∀ t ∈ I. For a time-dependent vector
field w : S × I → TS, where I is some open interval, the collection of maps ψτ,t is the flow of w if for
each t and x, τ 7→ ψτ,t(x) is an integral curve of wt, i.e., ddτ ψτ,t(x) = w(ψτ,t(x), τ), and ψt,t(x) = x.
Let t be a time-dependent tensor field on S, i.e., tt(x) = t(x, t) is a tensor. The Lie derivative of t with
respect to w is defined as Lwt =
d
dτ ψ
∗
τ,ttτ
∣∣∣
τ=t
. Note that ψτ,t maps tt to tτ . Hence, to calculate the Lie
derivative one drags t along the flow of w from τ to t and then differentiates the Lie dragged tensor with
respect to τ . The autonomous Lie derivative of t with respect to w is defined as Lwt =
d
dτ ψ
∗
τ,ttt
∣∣∣
τ=t
. Thus,
Lwt = ∂t/∂t+ Lwt.
For a scalar f , Lwf = ∂f/∂t + w[f ]. In a coordinate chart {xa} this reads, Lwf = ∂f∂t + ∂f∂xawa. For a
vector u, one can show that Lwu =
∂w
∂t +[w,u]. If ∇ is a torsion-free connection, then [w,u] = ∇wu−∇uw.
Thus, Lwu =
∂w
∂t +∇wu−∇uw.
When linearizing nonlinear elasticity one starts with a one-parameter family of motions ϕt, : B → S.
By definition of the variation field Ut = δϕt, ϕt, is the flow of the variation field. Given the tensor field t
in S, T¯ = ϕ∗t,t ◦ ϕt, is a vector field on B. Its linearization is defined as
δT¯ =
d
d
T¯
∣∣∣∣
=0
=
(
d
d
ϕ∗t,t ◦ ϕt,
) ∣∣∣∣
=0
=
(
ϕ∗t,LUt,t ◦ ϕt,
) ∣∣∣∣
=0
= ϕ˚∗t (LUtt ◦ ϕ˚t) . (A.9)
Thus, δt = Lutt, where ut = Ut ◦ ϕ˚−1t .
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