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Κεφάλαιο 1: Εισαγωγή 
Στην εργασία αυτή μελετάται το επιλήσμον κρυφής μοντέλο και οι αλγόριθμοι που μπορούν να 
εφαρμοστούν σε αυτό χρησιμοποιώντας την τεχνική του δυναμικού προγραμματισμού. Πριν 
ξεκινήσουμε την ανάλυση των αλγορίθμων αυτών θα δούμε πως και από ποιούς παράγοντες 
προέκυψε και αναπτύχθηκε  το μοντέλο αυτό. 
1.1 Ιεραρχία Μνημών 
Για την ανάλυση και τον υπολογισμό του κόστους των αλγορίθμων υιοθετήθηκε το απλουστευμένο 
μοντέλο μηχανής RAM, σύμφωνα με το οποίο γίνονται οι παρακάτω παραδοχές: 
Ο αλγόριθμος τρέχει σε ένα σύστημα το οποίο διαθέτει, 
 μόνο ένα επίπεδο μνήμης που αποτελείται από μια ακολουθία αποθηκευμένων θέσεων με 
διευθύνσεις 0, 1, 2 3, .... κ.ο.κ. και 
 έναν επεξεργαστή, που εκετελεί “σειριακά” (όχι παράλληλα) τις βασικές  πράξεις, παίρνει 
αποφάσεις διακλαδώσεων και διαβάζει/γράφει από/στη μνήμη που αναφέρθηκε παραπάνω. 
Στην πραγματικότητα όμως η μνήμη στους σύγχρονους ηλεκτρονικούς υπολογιστές δεν 
αποτελείται από μια μεγάλη και γρήγορη μνήμη αλλά από μια ιεραρχία μνημών, όπου κοντά στον 
επεξεργαστή βρίσκεται μια μικρή μεγέθους αλλά πολύ γρήγορη μνήμη και όσο απομακρυνόμαστε 
σε επίπεδα από αυτόν, αυξάνεται η χωρητικότητα της μνήμης ανά επίπεδο, αλλά μειώνεται η 
ταχύτητα της. Σύμφωνα με το μοντέλο αυτό, κάθε επίπεδο   εμπεριέχει ένα υποσύνολο – αντίγραφο 
των δεδομένων που υπάρχουν στο επίπεδο     και βασίζεται στην αρχή της τοπικότητας των 
αναφορών (locality of reference). 
Σύμφωνα με την αρχή αυτή κατά τη διάρκεια εκτέλεσης ενός προγράμματος, μια θέση μνήμης είναι 
πολύ πιθανό να ξαναπροσπελαστεί πολλές φορές σε ένα σύντομο χρονικό διάστημα (χρονική 
τοπικότητα) αλλά είναι πολύ πιθανό επίσης το πρόγραμμα να χρειάζεται να προσπελάσει γειτονικές 
θέσεις μνήμης (χωρική τοπικότητα). 
Τί γίνεται όμως σε περίπτωση που ένα πρόγραμμα ζητήσει κάποιο στοιχείο και αυτό δεν υπάρχει 
στην κρυφή μνήμη; Τότε σημειώνεται μια αποτυχία (miss) και θα πρέπει να αναζητηθεί το στοιχείο 
αυτό στο επόμενο επίπεδο της ιεραρχίας. Όταν ανακτηθεί όμως θα πρέπει να μεταφερθεί ολόκληρο 
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το μπλοκ που το περιέχει, σε ένα από 
τα μπλοκ της κρυφής μνήμης. Αν η 
κρυφή μνήμη δεν έχει ελεύθερο χώρο 
να αποθηκεύσει το καινούργιο μπλοκ, 
τότε ένα από τα παλιά θα πρέπει να 
εκδιωχθεί. Εδώ πρέπει να ακολουθηθεί  
μια πολιτική αντικατάστασης του 
μπλοκ. Συνήθως, στη πράξη 
χρησιμοποιείται η πολιτική εξώσεως 
LRU (Least Recently Used), η οποία 
επιτυγχάνει και το θεωρητικό κάτω 
όριο, αλλά σε μερικές υλοποιήσεις 
χρησιμοποιείται και η FIFO. Εκτός αυτού συνηθίζεται στην ιεραρχία μνημών, τα περιεχόμενα που 
βρίσκονται σε ένα επίπεδο μνήμης   να βρίσκονται και σε όλα τα επίπεδα     της ιεραρχίας. Η 
ιδιότητα αυτή ονομάζεται ιδιότητα εγκλεισμού (inclusion property). Κλείνοντας αυτή τη παράγραφο 
να αναφέρουμε ότι, οι περισσότεροι αλγόριθμοι «θεωρούν» ότι η κρυφή μνήμη είναι πλήρως 
προσεταιριστική. Αυτό σημαίνει πως όταν ένα μπλοκ μεταφέρεται από την κύρια μνήμη στην κρυφή 
αυτό μπορεί να αποθηκευτεί σε οποιοδήποτε σημείο της κρυφής μνήμης. Αυτό συνήθως ισχύει με 
πολλούς περιορισμούς στις υλοποιήσεις των αλγορίθμων, καθώς κάτι τέτοιο θα είχε πολύ αυξημένο 
κόστος. Αυτό που συνήθως ισχύει στην πραγματικότητα είναι ότι οι μνήμες είναι 
συνολοπροσεταιριστικές (set associative), που σημαίνει ότι οι θέσεις μνήμης χωρίζονται σε ομάδες 
και η διεύθυνση του μπλοκ που πρόκειται να μεταφερθεί, προσδιορίζει την ομάδα των θέσεων όπου 
μπορεί να φιλοξενηθεί. 
Στο μοντέλο ιεραρχίας των μνημών στηρίχτηκαν ερευνητές και προσπάθησαν να φτάσουν πιο 
κοντά στη πραγματική συμπεριφορά των αλγορίθμων και την απόδοσή τους, συμπεριλαμβάνοντας 
τα θετικά ή αρνητικά κόστη που προέκυπταν από το πολυεπίπεδο αυτό μοντέλο μνήμης. Έτσι 
προέκυψαν κυριώς δύο κατευθύνσεις. Στη μία κατέυθυνση έχουμε το μοντέλο εξωτερικής μνήμης 
το οποίο θα συζητηθεί σύντομα στην επόμενη παράγραφο και στην άλλη το επιλήσμον κρυφής 
μνήμης μοντέλο στο οποίο θα βασιστούμε για τη μελέτη της υπόλοιπης εργασίας.  
1.1.1 Μοντέλο Εξωτερικής Μνήμης 
Το μοντέλο εξωτερικής μνήμης ή αλλιώς το μοντέλο Εισόδου/Εξόδου (Input/Output model) εισήχθει 
 Πηγή: Π.Μποζάνης [7] 
Σχ. 1.1: Ιεραρχία Μνημών σε ένα τυπικό υπολογιστικό 
σύστημα 
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από τους Aggarwal και Vitter το 1988 [1] και αποτελεί στην ουσία μια αφαιρετική αναγωγή του 
ιεραρχικού μοντέλου. Το μοντέλο αυτό ανάγει την ιεραρχία πολλών επιπέδων σε ένα μοντέλο μόλις 
δύο επιπέδων, το οποίο περιέχει μια γρήγορη αλλά περιορισμένου μεγέθους M μνήμη και τη μνήμη 
του επόμενου επιπέδου, η οποία θεωρούμε ότι είναι μεγάλης χωρητικότητας και χωρίζεται σε 
μπλοκ μεγέθους Β, αλλά είναι πολύ αργή σε χρόνο προσπέλασης. Τα δύο αυτά επίπεδα μνημών τα 
συναντούμε στη βιβλιογραφία με διαφορετικά ονόματα αλλά συνήθως αντιπροσωπεύουν δυο 
γειτονικά επίπεδα του ιεραρχικά μοντέλου. Κάποιοι επιλέγουν ένα πιο γενικό ζεύγος όπως το 
εσωτερική μνήμη (γρήγορη) – εξωτερική μνήμη (αργή), ενώ συναντώνται πολύ συχνά και τα ζεύγη 
κρυφή μνήμη – κύρια μνήμη ή κύρια μνήμη – δίσκος. Όπως και να αναφερόμαστε στο ζευγάρι 
μνημών πάντα αποτελείται από ένα γρήγορο επίπεδο και ένα αργό, αλλά για χάρη απλότητας εδώ 
θα χρησιμοποιήσουμε το ζεύγος κρυφή μνήμη – κύρια μνήμη. Ισχυεί και εδώ το γεγονός πως όταν 
ένα στοιχείο δεν υπάρχει στην κρυφή μνήμη τότε ολόκληρο το μπλοκ μεγέθους Β στοιχείων που το 
περιέχει στην κύρια μνήμη θα πρέπει να μεταφερθεί στην κρυφή. Έτσι η κρυφή μνήμη μπορεί να 
αποθηκεύσει μέχρι Μ/Β μπλοκ, με την προϋπόθεση ότι η κρυφή μνήμη είναι μια «ψηλή» μνήμη ότι 
δηλαδή ισχύει Μ   Β και ουσιαστικά θα πρέπει να περιέχει πολύ μεγαλύτερο αριθμό μπλοκ σε 
σχέση με το μέγεθος (το πλάτος) του κάθε μπλοκ. Αυτό πολές φορές εκφράζεται με τη σχέση 
       . Διαφορετικά δε θα είχε νόημα η ανάλυση καθώς το μόνο που θα συνέβαινε θα ήταν 
μια συνεχής μεταφορά μπλοκ από την κύρια στην κρυφή και το ανάποδο. Το διεπίπεδο αυτό 
μοντέλο απεικονίζεται στο Σχ.1.2. 
 
Μια προσπέλαση ενός μπλοκ της κύριας μνήμης είθισται να λέγεται ως κόστος «ενός Ι/Ο». Καθώς 
Πηγή: Eric D. Demaine [6] 
Σχ. 1.2: Μοντέλο Εξωτερικής Μνήμης 
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ο χρόνος επεξεργασίας ενός μπλοκ σε σχέση με την προσπέλαση του μπλοκ στην εξωτερική μνήμη 
έχουν διαφορά σε τάξη μεγέθους, οι Aggarwal και Vitter πρότειναν στον υπολογισμό και στην 
ανάλυση της πολυπλοκότητας  των αλγορίθμων να προσμετράται ως κόστος, μόνο ο αριθμός των 
Ι/Ο που συμβαίνουν και όχι ο χρόνος επεξεργασίας των δεδομένων. Έτσι η αρχική ιδέα του  
μοντέλου αυτού είναι η όσο το δυνατόν πληρέστερη αξιοποίηση της χωρικής και χρονικής 
τοπικότητας. Δηλαδή, όταν ένα μπλοκ μεταφέρεται από την κύρια μνήμη στην κρυφή, τότε πρέπει 
να επεξεργαστούν όσο τα δυνατόν περισσότερα στοιχεία του μπλοκ αλλά και να παραχθεί όσο το 
δυνατόν  περισσότερο και πιο χρήσιμο έργο από την επεξεργασία τους, πριν το μπλοκ αυτό 
επιστρέψει πίσω στην κύρια μνήμη. Το γεγονός αυτό σε σχέση με τη γνώση που έχουμε για τα 
μεγέθη Μ και Β, οδηγεί στη σχεδίαση αλγορίθμων που να προσαρμόζονται κατάλληλα στα μεγέθη 
αυτά έτσι ώστε να ελαχιστοποιείται το πλήθος Ι/Ο που συμβαίνουν. 
Σύμφωνα με το μοντέλο εξωτερικής μνήμης έχουν υλοποιηθεί αλγόριθμοι για βασικά προβλήματα 
όπως σάρωση μνήμης (ή αλλιώς ακολουθιακή ανάκτηση Ν στοιχείων ενός πίνακα) η οποία 
επιτυγχάνει ακριβώς  
 
 
  Ι/Ο σε σχέση με το Θ(Ν) του μοντέλου RAM. Επίσης το πρόβλημα 
αντιστροφής πίνακα συνεπάγεται επίσης    
 
 
   μετακινήσεις μπλοκ σε σχέση με το Ο(Ν) του 
μοντέλου RAM. Η συγχώνευση δύο ταξινομημένων πινάκων N και M στοιχείων αντίστοιχα 
κοστίζει    
   
 
   σε πλήθος Ι/Ο ενώ         στο μοντέλο RAM.  Η ταξινόμηση 
συγχωνεύσεως (mergesort) ενός πίνακα που επιτυγχάνει το κάτω όριο         στο μοντέλο RAM, 
στο μοντέλο εξωτερικής μνήμης χρειάζεται   
 
 




  προσπελάσεις της εξωτερικής μνήμης για 
να ταξινομήσει Ν > Μ στοιχεία. Υλοποιήσεις έχουν γίνει και για πιο σύνθετες δομές όπως για τη 
δυναμική δομή των δέντρων αναζητήσεως. 
 
1.1.2 Επιλήσμον Μοντέλο Κρυφής Μνήμης 
Η κεντρική ιδέα του επιλήσμονος μοντέλου κρυφής μνήμης είναι ο σχεδιασμός αλγορίθμων 
στηριζόμενων στο μοντέλο ιεραρχίας μνήμης δύο επιπέδων χωρίς όμως να είναι γνωστά τα μεγέθη 
Μ και Β που περιγράφηκαν παραπάνω. Η στενή εξάρτηση του σχεδιασμού των αλγορίθμων από τα  
χαρακτηριστικά μεγέθη των δύο επιπέδων μνήμης είναι ο λόγος που κάνει το μοντέλο εξωτερικής 
μνήμης δύσκολο, όχι μόνο στην υλοποίηση αλλά κυρίως στη μεταφορά ενός αλγορίθμου από 
αρχιτεκτονική σε αρχιτεκτονική καθώς θα πρέπει να προσασρμόζεται σύμφωνα με τις νέες 
παραμέτρους του συστήματος. Η πρόσβαση στις παραμέτρους ενός συστήματος δεν είναι πάντα 
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εφικτή και εκτός αυτού στα σύγχρονα λειτουργικά συστήματα τρέχουν συνήθως ταυτόχρονα πολλά 
νήματα τα οποία μοιράζονται την ιδία κρυφή μνήμη κι έτσι εκτός του ότι ποτέ ολόκληρη η κρυφή 
μνήμη δεν διατίθεται για μια μόνο εφαρμογή, μπορεί το μέγεθος κρυφής μνήμης που της αναλογεί 
να αλλάξει κατά τη διάρκεια του χρόνου εκτέλεσης, χωρίς η εφαρμογή να το γνωρίζει. Μια 
παρόμοια κατάσταση έχουμε και σε επίπεδο υλικού όταν χρησιμοποιούνται πολυπύρηνοι 
επεξεργαστές με διαμοιραζόμενη μνήμη. Επιπλέον, στο μοντέλο αυτό προκύπτουν προβλήματα 
κατά τη μεταφορά του στο πολυεπίπεδο μοντέλο ιεραρχικής μνήμης όπου εκεί οι αλγόριθμοι δε 
μπορούν να παραμετροποιηθούν έτσι ώστε να ταιριάζουν σε όλα τα επίπεδα της ιεραρχίας 
ταυτόχρονα.  
Έτσι λοιπόν, οι Frigo, Leiserson, Prokop και Ramachandran προτείνουν το 1999 [2] το επιλήσμον 
κρυφής μνήμης μοντέλο (cache-oblivious model). Αλγόριθμοι που σχεδιάζονται σύμφωνα με το 
μοντέλο αυτό, αποδίδουν καλά σε ένα ιεραρχικό μοντέλο μνήμης με πολλά επίπεδα χωρίς να είναι 
γνωστή καμιά παράμετρος της ιεραρχίας απλά και μόνο γνωρίζοντας την ύπαρξη της ιεραρχίας. 
Ενώ στην πραγματικότητα περιλαμβάνουν μεταβλητές που εξαρτώνται από τα χαρακτηριστικά του 
υλικού, αυτές δε χρειάζεται να παραμετροποιηθούν ώστε  να μειωθεί το πλήθος των Ι/Ο. Το 
γεγονός αυτό καθιστά τους αλγορίθμους που σχεδιάζονται με το μοντέλο αυτό ευέλικτους και 
φορητούς.  
Μια ισχυρή συνέπεια του μοντέλου αυτού είναι ότι εάν ένας αλγόριθμος αποδίδει καλά μεταξύ δύο 
επιπέδων της ιεραρχίας μνήμης, τότε αυτόματα πρέπει να αποδίδει εξίσου καλά μεταξύ 
οποιωνδήποτε γειτονικών επιπέδων της ιεραρχίας, με την προϋπόθεση ότι τα δύο αυτά γειτονικά 
επίπεδα προσομειώνονται σύμφωνα με το μοντέλο εξωτερικής μνήμης με διαφορετικές 
παραμέτρους Β και Μ για κάθε επίπεδο και ότι ισχύει η ιδιότητα του εγκλεισμού που αναφέρθηκε 
νωρίτερα. Κατ’ επέκταση εάν ο αριθμός των μπλοκ που μεταφέρονται είναι βέλτιστος μέχρι ένα 
σταθερό παράγοντα ανάμεσα σε δύο επίπεδα μνήμης, τότε είναι βέλτιστος και μεταξύ άλλων 
γειτονικών επιπέδων της ιεραρχίας προσαρμόζοντας τον σταθερό αυτό παράγοντα σύμφωνα με τα 
σχετικά χαρακτηριστικά μεγέθη των επιπέδων αυτών. Έτσι ο αριθμός I/O παραμένει βέλτιστος - 
κατά ένα παράγοντα πάντα - ανάμεσα στα επίπεδα της ιεραρχίας χωρίς παρόλα αυτά να συνδέεται 
άμεσα με τα χαρακτηριστικά μεγέθη των επιπέδων. Οπότε καταλήγουμε στο συμπέρασμα ότι 
απώτερος σκοπός του μοντέλου είναι η βέλτιστη χρήση κάθε επιπέδου μνήμης χωρίς όμως να είναι 
γνωστά τα μεγέθη κάθε επιπέδου.  
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Για την ευκολότερη ανάλυση αλλά και το σχεδιασμό των επιλησμόνων αλγορίθμων προτάθηκε το 
ιδανικό μοντέλο κρυφής μνήμης το οποίο είναι ένα διεπίπεδο μοντέλο εξωτερικής μνήμης με δύο 
όμως υποθέσεις[6]. 
1. Χρησιμοποιείται η βέλτιστη “off-line” πολιτική αντικατάστασης όταν σημειώνεται μια 
αποτυχία και ένα μπλοκ πρέπει να εκδιωχθεί από την κρυφή μνήμη. Σύμφωνα με την 
πολιτική αυτή εκδιώχνεται το μπλοκ που θα προσπελαστεί χρονικά τελευταίο στο μέλλον. 
2. Η κρυφή μνήμη είναι πλήρως προσεταιριστική. 
 
Συνήθως, υποτίθεται επιπλέον ότι η κρυφή μνήμη θα πρέπει να  είναι «ψηλή» αλλά είναι μια 
υπόθεση που έτσι κι αλλιώς έχει γίνει και στο μοντέλο εξωτερικής μνήμης και εκτός αυτού στην 
πράξη οι περισσότερες κρυφές μνήμες είναι «ψηλές». 
Για την πρώτη υπόθεση αποδεικνύεται ότι αν ένας αλγόριθμος χρησιμοποιεί ως πολιτική 
αντικατάστασης τις μεθόδους LRU ή FIFO τότε συμβαίνει διπλάσιος αριθμός αποτυχιών σε ένα 
σύστημα με διπλάσιο μέγεθος κρυφής μνήμης σε σχέση με την ιδανική κρυφή μνήμη που 
χρησιμοποιεί την “off-line” πολιτική [2,lemma 16]. 
 
Για την δεύτερη υπόθεση, τα  αποτελέσματα κάνοντας χρήση της πλήρης προσεταιριστικότητας 
είναι σαφώς καλύτερα σε σχέση με τους υλοποιημένους αλγορίθμους αλλά έτσι κι αλλιώς πρώτον η 
προσεταιριστικότητα δε λαμβάνεται συνήθως υπόψη στην ανάλυση των περισσότερων 
επιλησμόνων αλγορίθμων και δεύτερον οι Frigo κ.ά. [2] έχουν υποδείξει ένα τρόπο εξομείωσης της 
υπόθεσης αυτής, όπου το υλικό αναλαμβάνει την αυτόματη μεταφορά του μπλοκ με ένα τρόπο 
αδιάφανο στον προγραμματιστή. 
 
Έχει υλοποιηθεί πληθώρα αλγορίθμων με βάση το επιλήσμον μοντέλο κρυφής μνήμης. Ξεκινώντας 
με τους βασικούς έχουμε σάρωση μνήμης με το πολύ  
 
 
 +1 μεταφορές μπλοκ. Παρατηρούμε ότι 
σημειώνεται ένα επιπλέον Ι/Ο σε σχέση με το μοντέλο εξωτερικής μνήμης κι αυτό γιατί δε 
γνωρίζουμε το μέγεθος Β του μπλοκ και έτσι τα όρια των μπλοκ όσων αφορά την πρώτη θέση που 
ξεκινά ο πίνακας είναι σχετικά. Παίρνουμε δηλαδή τη χειρότερη περίπτωση (Σχ.1.3) όπου το πρώτο 
και το τελευταίο μπλοκ να περιέχουν ένα μόνο στοιχείο από τον πίνακα (τα ακριανά) ενώ όλα τα 
ενδιάμεσα μπλοκ που είναι το πολύ  
 
 
 , είναι πλήρη με τα ενδιάμεσα στοιχειά του πίνακα κι έτσι 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:30:49 EET - 137.108.70.7
Εισαγωγή                       Κεφάλαιο 1 
 
13 
προκύπτει το άνω όριο  
 
 
 +1 που βρήκαμε. 
 
 
Η αντιστροφή πίνακα υλοποιμένη στο επιλήσμων κρυφής μνήμης μοντέλο έχει αποδειχθεί ότι 
κοστίζει όσο και η απλή σάρωση με την προϋπόθεση ότι    . [9, p.14] 
Η αναζήτηση στοιχείου σε στατικά δέντρα αναζητήσεως αποδίδει χειρότερα σε σχέση με το 
μοντέλο εξωτερικής μνήμης αλλά με τη διαρύθμιση Van Emde Boas επιτυγχάνει το άνω όριο των 
         μεταφορών μπλοκ. Η διαρρύθμιση αυτή φαίνεται στο Σχ1.4. 
 
Η ταξινόμηση συγχωνεύσεως (mergesort) κοστίζει   
 
 
    
 
 
  και στόχος είναι να αυξηθεί η βάση 
του λογάριθμου από 2 σε 
 
 
 χωρίς φυσικά να γνωρίσουμε τα Μ και Β. Ο στόχος επιτυγχάνεται με 
Πηγή: Π.Μποζάνης [7] 
Σχ. 1.4:. Δυαδική αναζήτηση στο επιλήσμον μοντέλο κρυφήςμνήμης με τη διαρρύθμιση Van Emde 
Boas 
Πηγή: Ε.Demain [6] 
Σχ 1.3: Σάρωση πίνακα στο επιλήσμον μοντέλο κρυφής μνήμης 
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την ταξινόμηση χοάνης (funnelsort) με   
 
 
    
 
 ) μεταφορές μπλοκ για ένα πίνακα Ν στοιχείων 
με την προυπόθεση ότι        [2]. 
 
Έχουν γίνει προσπάθειες και για την υλοποίηση δυναμικών δομών δεδομένων όπως τα B-δέντρα, 
ουρές προτεραιότητας, λίστες, εγχείρημα όμως αρκετά δύσκολο καθώς οι δομές είναι δυναμικές και 
δεν είναι δυνατό κανείς να ξέρει εκ των προτέρων τι είδους πράξεις θα προκύψουν στο μέλλον 
οπότε η επιλήσμων υλοποίηση πρέπει να σχεδιαστεί έτσι ώστε να μειώσει τον αριθμό των Ι/Ο 
αφήνοντας «χώρο» για τα μελλοντικά στοιχεία που είναι πιθανό να ρθουν. Μια γενική ιδέα είναι η 
δημιουργία κενών θέσεων μνήμης ανάμεσα σε σημεία όπου δύναται να τοποθετηθούν στοιχεία από 
μελλοντικές πράξεις έτσι ώστε να μειωθούν οι χρονοβόρες ολισθήσεις στη μνήμη και η ανά τακτά 
χρονικά διαστήματα μεταφορά και αναδιάρθρωση με τα κατάλληλα κενά ολόκληρης της δομής.  
 
 
1.2 Τεχνικές που αποδίδουν βέλτιστα στο Επιλήσμον Κρυφής Μνήμης 
Μοντέλο 
Δύο τεχνικές που μοιάζουν αρκετά μεταξύ τους, ταιριάζουν καλύτερα στο σχεδιασμό επιλησμόνων 
αλγορίθμων κρυφής μνήμης. Η πρώτη είναι η τεχνική «διαίρει και βασίλευε», σύμφωνα με την 
οποία ένα πρόβλημα σπάει σε μικρότερα υποπροβλήματα μέχρι να βρεθούν μεγέθη  
υποπροβλημάτων που να λύνονται τετριμμένα. Έπειτα οι λύσεις των υποπροβλημάτων 
συνδυάζονται  εντός πολυωνυμικού χρόνου, έτσι ώστε να βρεθεί η βέλτιστη ολική λύση. 
Χαρακτηριστικά προβλήματα που επιλύονται με τη μέθοδο του διαίρει και βασίλευε στην 
επιλήσμονος κρυφής μνήμης μορφή είναι η ταξινόμηση συγχωνεύσεως που αναφέρθηκε παραπάνω 
καθώς και η ταξινόμηση χοάνης.  
Η δεύτερη τεχνική που ταιριάζει στο σχεδιασμό αυτό είναι αυτή του «δυναμικού 
προγραμματισμού», όπου κι εδώ ένα πρόβλημα σπάει σε μικρότερα τα οποία επιλύονται 
αναδρομικά με τη διαφορά ότι τα παραγόμενα υποπροβλήματα δεν είναι απαραίτητο να είναι 
ανεξάρτητα μεταξύ τους αλλά μπορεί (και συνήθως) να επαναλαμβάνονται στο δέντρο της 
αναδρομής. Έτσι όταν βρεθεί η βέλτιση λύση για ένα υποπρόβλημα αυτή αποθηκεύεται σε έναν 
πίνακα για χρήση σε επόμενη πιθανή εμφάνιση του ίδιου υποπροβλήματος. Γι’ αυτό και τα 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:30:49 EET - 137.108.70.7
Εισαγωγή                       Κεφάλαιο 1 
 
15 
προβλήματα που λύνονται με την τεχνική του δυναμικού προγραμματισμού είναι συνήθως 
προβλήματα βελτιστοποίησης, όπου υπάρχει ένα πλήθος αποδεκτών λύσεων συνιφασμένων με ένα 
κόστος για την καθεμιά και σε κάθε βήμα γίνεται επιλογή εκείνης της λύσης που ελαχιστοποιεί ή 
μεγιστοποιεί το κόστος, βάσει ενός συνόλου περιορισμών.  
Αυτό που είναι κοινό και στις  δύο τεχνικές και είναι και ο λόγος που τις κάνει πιο συμβατές στο 
επιλήσμον μοντέλο είναι η αναδρομή. Όταν ένα πρόβλημα σπάει σε υποπροβλήματα κάποια στιγμή 
αναγκαστικά θα παραχθούν υποπροβλήματα τέτοιου μεγέθους που να χωρούν στην κρυφή μνήμη ή 
ακόμα καλύτερα και σε ένα μπλοκ της κρυφής μνήμης, οπότε τότε ελαχιστοποιούνται και οι 
μετακινήσεις μεταξύ των επιπέδων μνήμης, καθώς γίνεται πληρέστερη εκμετάλλευση της χωρικής 
τοπικότητας.  
Ενώ η εκμετάλλευση της χωρικής τοπικότητας στο σχεδιασμό αλγορίθμων με τις τεχνικές αυτές 
είναι εμφανής, πρόκληση αποτελεί η εκμετάλλευση της χρονικής τοπικότητας. Τυπικές υλοποιήσεις 
αλγορίθμων συχνά αποτυγχάνουν να εκμεταλλευτούν τη χρονική τοπικότητα, γεγονός που οδηγεί 
σε όχι και τόσο ικανοποιητικές αποδόσεις σε πράξεις Ι/Ο.  Έτσι προκύπτει ότι ένας καλά 
σχεδιασμένος αλγόριθμος στο επιλήσμον κρυφής μνήμης μοντέλο θα πρέπει να εκμεταλλεύεται και 
τη χωρική αλλά και τη χρονική τοπικότητα για να είναι αποδοτικός. Παραδείγματα τέτοιων 
αλγορίθμων ακολουθούν στα επόμενα κεφάλαια. 
 
1.3. Σκοπός τη διπλωματικής εργασίας 
Στόχος της διπλωματικής εργασίας είναι η μελέτη προβλημάτων δυναμικού προγραμματισμού στο 
επιλήσμον μοντέλο κρυφής μνήμης, η υλοποίησή τους και η σύγκριση των πραγματικών 
αποτελεσμάτων σε σχέση με τα θεωρητικά αλλά και άλλα εμπειρικά αποτελέσματα. Προβλήματα 
που συναντώνται στην κατηγορία αυτή και έχουν επιστημονικό ενδιαφέρον είναι η εύρεση μέγιστης 
κοινής υπακολουθίας, η ελάχιστη απόσταση διαμορφώσεως και το πρόβλημα κενού που βρίσκουν 
εφαρμογή στην υπολογιστική βιολογία στη σύγκριση πρωτεϊνικών αλυσίδων, στην πρόβλεψη 
γονιδιακής δομής αλλά και στη σύγκριση αρχείων, στους μεταγλωττιστές καθώς και σε άλλους 
τομείς. Ενδιαφέρον παρουσιάζει και το παράδειγμα Γκαουσιανής απαλοιφής που χαρακτηριστικό 
του είναι ο τριπλός βρόχος επαναλήψεως και σηματοδοτεί πληθώρα πρακτικών προβλημάτων που 
ανήκουν στην κατηγορία αυτή όπως Γκαουσιανή απαλοιφή χωρίς pivoting, πολλαπλασιασμός 
πινάκων, πολλαπλασιασμός αλυσίδας πινάκων κ.ά. 
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1.4 Οργάνωση της διπλωματικής εργασίας 
Η εργασία από τα επόμενα κεφάλαια είναι οργανωμένη ως εξής: στο κεφάλαιο 2 εξετάζεται το 
πρόβλημα της μέγιστης κοινής υπακολουθίας. Παρουσιάζεται το πρόβλημα, οι λύσεις του σε 
επιλήσμων μορφή καθώς και οι αντίστοιχες πολυπλοκότητες. Στη συνέχεια ακολουθεί η υλοποίηση 
του προβλήματος σε μία από τις λύσεις, η παρουσίαση των αποτελεσμάτων και η σύγκρισή τους με 
τα ήδη υπάρχοντα αποτελέσματα. Στο κεφάλαιο 3 παρουσιάζεται το πρόβλημα της ελάχιστης 
απόστασης διαμόρφωσης και μια επεκτασή του, το πρόβλημα κενού. Ακολουθεί και εδώ η 
παρουσίαση της υλοποίησης της επιλήσμονος κρυφής μνήμης λύσης και τα πειραματικά 
αποτελέσματα. Στο κεφάλαιο 4 βλέπουμε το πρόβλημα GEP (Παράδειγμα Γκαουσιανής 
Απαλοιφής) και κάποιες από τις επεκτάσεις του. Τέλος, στο κεφάλαιο 5 συγκεντρώνονται τα 
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Κεφάλαιο 2: Μέγιστη Κοινή Υπακολουθία (LCS) 
2.1 Περιγραφή του προβλήματος  LCS 
Το πρόβλημα της μέγιστης κοινής υποακολουθίας (Longest Common Subsequence, LCU) είναι ένα 
πρόβλημα που συναντάται συχνά στην υπολογιστική βιολογία κατά την ευθυγράμμιση των 
ακολουθιών  DNA-RNA ή κατά τη σύγκριση τους για να βρεθεί πόσο όμοια είναι DNA διαφόρων 
ειδών του πλανήτη. Εκτός από τη βιολογία, το πρόβλημα του να βρεθεί πόσο όμοιες είναι δύο 
συμβολοσειρές, συναντάται στη σύγκριση αρχείων (παλιά με νέα έκδοση) ή τη σύγκριση 
ιστοσελίδων από τον crawler της μηχανής αναζήτησης καθώς και σε πληθώρα άλλων εφαρμογών.  
Ο ορισμός του προβλήματος της μέγιστης κοινής υποακολουθίας έχει ως εξής: 
Μια ακολουθία                   αποτελεί υποακολουθία μιας άλλης ακολουθίας 
                  αν υπάρχει μια μονότονα αύξουσα συνάρτηση                          
τέτοια ώστε για όλα τα           να ισχύει         . Μια ακολουθία   είναι μια κοινή 
υποακολουθία των ακολουθιών   και   αν η    είναι υποακολουθία και της   και της Y. Στο LCS 
πρόβλημα δοθέντων δύο ακολουθιών X και Y, καλούμαστε να βρούμε τη μέγιστη σε μήκος κοινή 
υποακολουθία των   και  . 
Έστω ότι έχουμε δύο συμβολοσειρές την “BDCA” και την “BACD”. Μέγιστες κοινές 
υποακολουθίες αποτελούν οι “BC” , “BA” και “BD” και είναι μεγέθους δύο.  Κατά την απλοϊκή 
λύση όπου θα έπρεπε να βρούμε τους συνδυασμούς για όλα τα μεγέθη για να καταλήξουμε στην 
μέγιστη ή τις μέγιστες υποακολουθίες γιατί μπορεί να είναι περισσότερες από μία, η λύση είναι 
απαγορευτική γιατί έχει εκθετική πολυπλοκότητα                     , όπου m, n τα μήκη των 
ακολουθιών Χ και Y αντίστοιχα. Με τη μέθοδο του δυναμικού προγραμματισμού αρκεί να βρούμε 
το μήκος της μέγιστης κοινής υποακολουθίας και διατρέχοντας τον πίνακα κόστους από το τέλος 
προς την αρχή να βρούμε την υποακολουθία αυτή καθέ αυτή. Η λύση αυτή έχει πολυωνυμική 
πολυπλοκότητα και έχει ως εξής: 
Δοθέντων δύο ακολουθιών                   και                   ορίζουμε το             
        ως το μήκος μιας LCS των  1, 2       και  1, 2      . Τότε το   , είναι το μήκος μιας 
LCS  των   και   και μπορεί να υπολογιστεί με την ακόλουθη αναδρομική σχέση . 
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  Εξίσωση 2.1 : Η αναδρομική σχέση υπολογισμού του μήκους μιας LCS 
 
Η κλασσική λύση δυναμικού προγραμματισμού για το LCS πρόβλημα βασίζεται στην αναδρομική 
αυτή σχέση και αποτελείται από δύο φάσεις. Στην πρώτη φάση υπολογίζει τις καταχωρήσεις του 
πίνακα            γραμμή προς γραμμή σε       χρόνο. Έπειτα στη δεύτερη φάση 
ξεκινώντας από το στοιχείο του τελευταίου υπολογισμού, το  c[m,n] γυρνάμε προς τα πίσω στον 
πίνακα, βήμα-βήμα έχοντας ως γνώμονα την παραπάνω αναδρομική σχέση. Αν το στοιχείο το οποίο 
εξετάζουμε στον πίνακα c αντιστοιχεί στο ίδιο σύμβολο και στις δύο συμβολοσειρές τότε 
ανεβαίνουμε μια θέση διαγώνια και αποθηκεύουμε κάπου το κοινό σύμβολο, αλλιώς πηγαίνουμε 
είτε στην αμέσως επάνω θέση είτε στην αμέσως αριστερή ανάλογα με το ποια από τις δύο 
φιλοξενεί το μεγαλύτερο αριθμό. Έτσι όταν θα φτάσουμε σε ένα από τα σημεία           ή 
          θα έχει σχηματιστεί μια από τις μέγιστες κοινές υποακολυθίες σε        επιπλέον 
χρόνο. Οπότε χρόνος πολυπλοκότητας και των δύο φάσεων       και χώρος που απαιτείται για 
τον υπολογισμό της LCS είναι      , όσο δηλαδή είναι το κόστος αποθήκευσης του πίνακα c.  
 
Στο ακόλουθο παράδειγμα όπου βλέπουμε τον πίνακα c, η συμβολοσειρά Χ αναπαρίσταται ως 
στήλη και η Y ως γραμμή. Η πάνω γραμμή           και η αριστερή στήλη           
αρχικοποιούνται με μηδενικά και από το σημείο εκκίνησης        ξεκινάει το γέμισμα γραμμή προς 
γραμμή του πίνακα ώσπου φτάνουμε στο σημείο τερματισμού        που είναι και το μέγιστο 
μήκος της LCS. Εδώ τελειώνει η πρώτη φάση του αλγορίθμου. Από το σημείο τερματισμού 
συγκρίνοντας τα σύμβολα ακολουθιών και τους αριθμούς του πίνακα όπως αναλύθηκε παραπάνω 
προχωρούμε προς το σημείο εκκίνησης και έτσι σχηματίζεται η LCS. Η LCS που σχηματίστηκε 
εδώ είναι αυτή με τη μωβ γραμμή, ενώ απεικονίζεται στο σχήμα και μια εναλλακτική LCS η οποία 
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   Y 
   A B C B D A B D 
  0 0 0 0 0 0 0 0 0 
X 
B 0 0 1 1 1 1 1 1 1 
D 0 0 1 1 1 2 2 2 2 
C 0 0 1 2 2 2 2 2 2 
A 0 1 1 2 2 2 3 3 3 
B 0 1 2 2 3 3 3 4 4 
A 0 1 2 2 3 3 4 4 4 
D 0 1 2 2 3 4 4 4 5 
C 0 1 2 3 3 4 4 4 5 
 
Επιλεγμένο μονοπάτι της LCS→ BDABD 
Ένα άλλο μονοπάτι  LCS  → BCBAD 
Κομμάτια μικρότερων μονοπατιών 
 
Σχήμα 2.1 Παράδειγμα υπολογισμού μιας LCS με δυναμικό προγραμματισμό 
2.2 Ο Επιλήσμων Αλγόριθμος του Hirschberg 
Μπορεί να παρατηρήσει κανείς ότι κάθε        εξαρτάται μόνο από τα           ,          
και         . Έτσι, καθώς ο πίνακας συμπληρώνεται γραμμή προς γραμμή, για τον υπολογισμό 
της γραμμής   αρκεί να είναι γνωστά τα περιεχόμενα της γραμμής    , οπότε η «εμπρόσθια» 
διαπέραση του αλγορίθμου μπορεί να υλοποιηθεί σε             χώρο.  
Ο Hirschberg[8] βασιζόμενος στη σκέψη αυτή και σπάζοντας το πρόβλημα σε μικρότερα 
υποπροβλήματα πρότεινε το εξής. Υπολογίζει αρχικά τη μεσαία (την       γραμμή) και την 
τελευταία γραμμή του πίνακα c και τις ονομάζει L1 και  L2 αντίστοιχα. Ξεκινώντας από αριστερά 
προς τα δεξιά (από 0 έως n)  για την L1 και δεξιά προς αριστερά για την L2 (από n έως 0) αθροίζει 
τα στοιχεία L1[j] και L2[n-j], j = 0,…,n και αποθηκεύει στη μεταβλητή k το σημείο όπου το j για 
πρώτη φορά δίνει το μεγαλύτερο άθροισμα L1[j] + L2[n-j]. Το σημείο    
 
 
     είναι το σημείο 
που σπάει ο πίνακας σε δύο μέρη στο πάνω και αριστερά κομμάτι από το σημείο αυτό και στο κάτω 
και δεξιά κομμάτι από το σημείο αυτό. Αναδρομικά ακολουθείται η ίδια διαδικασία αρχικά για τον 
πάνω-αριστερά υποπίνακα (και μετά για τον κάτω-δεξιά) μέχρι να φτάσουμε σε μέγεθος 
υποπροβλήματος 1 όπου είτε έχουμε βρει κοινό σύμβολο και το αποθηκεύουμε είτε όχι. 
Συνενώνοντας τα κοινά σύμβολα που βρίσκουμε σε κάθε επίπεδο της αναδρομής φτάνουμε στη 
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μέγιστη κοινή υποακολουθία. Σύμφωνα με τον αλγόριθμο αυτό χρειαζόμαστε γραμμικό χώρο 
       για τον υπολογισμό της LCS και αν μεταφερθεί ο αλγόριθμος στο επιλήσμον μοντέλο 
κρυφής μνήμης τότε απαιτούνται και   
  
 
  μεταφορές μπλοκ ενώ ο χώρος παραμένει γραμμικός.  
Ακολουθούν ο αλγόριθμος Β που είναι ο αλγόριθμος γεμίσματος του πίνακα c και ο αναδρομικός 
αλγόριθμος C που υπολογίζει την LCS κάνοντας χρήση και του αλγορίθμου Β. Στις εικόνες 2.2 και 
2.3 που ακολουθούν απεικονίζονται τα αναδρομικά σπασίματα του πίνακα c κατά τον υπολογισμο 
της LCS. 
ALG B (m, n, A, B, LL) 
1. Initialization: K(1, )  0 [  = 0…n]; 
2. for     to m do 
begin 
3. K(0,  )  K(1,  )   [  = 0…n]; 
4. for     to n do 
if           then K(1,  )  K(0,    ) + 1; 
  else K(1,  ) max{ K(1,    ), K(0, j) }; 
 end 
5.  LL(  )  K(1,  )   [  = 0…n]; 
Αλγόριθμος  2.1: Εμπρόσθια διαπέραση του αλγορίθμου του Hirschberg  
όπου ο πίνακας c συμπληρώνεται γραμμή προς γραμμή 
 
ALG C (m, n, A, B, C) 
1. If problem is trivial, solve it: 
if n = 0 then C  e (e is the empty string) 
else if m = 1 then if    j n such that A(1) = B(j) 
then C  A(1) 
else  C  e 
2. Otherwise, split problem: 
else begin        ; 
3. Evaluate L(i,j) and L*(i,j) [j = 0...n] 
  ALG B                ; 
  ALG B                     ; 
4. Find j such that L(i,j) + L*(i,j) = L(m, n) using theorem: 
  M  max { L1(j) + L2(n j) }; 
               
  k  min j such that L1(j) + L2(n j) = M; 
5. Solve simpler problems: 
  ALG C                ; 
        ALG C                        ; 
6. Give output: 
C  C1 || C2; 
end 
Αλγόριθμος  2.2: Φάση 2 του αλγορίθμου του Hirschberg όπου  
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Σχ. 2.2: Εύρεση του πρώτου k    Σχ. 2.3 : Διαδοχικά σπασίματα του πίνακα c 
 
2.3 Ο Επιλήσμων Αλγόριθμος των  Chowdhury - Ramachandran 
Το 2006 οι Chowdhury και Ramachandran [3] πρότειναν μια βέλτιστη υλοποίηση του προβλήματος 
LCS στο επιλήμον μοντέλο κρυφής μνήμης. Ο αλγόριθμος αυτός χρησιμοποιεί μια διαδικασία 
υπολογισμού ορίων εξόδου, η οποία υπολογίζει το μήκος της μέγιστης κοινής υποακολουθίας στα 
όρια του υποπροβλήματος που εξετάζεται εκείνη τη στιγμή και επιστρέφει ως έξοδο την τελευταία 
γραμμή και τελευταία στήλη του υποπίνακα που εξετάζεται εκείνη τη στιγμή. Η γραμμή αυτή και η 
στήλη αποτελούν τα όρια εξόδου του εν λόγω υποπίνακα.  Η διαδικασία για τον υπολογισμό των 
ορίων εξόδου είναι αναδρομική, εκετελεί   
  
  
   προσπελάσεις Ι/Ο και αποδεικνύεται ότι είναι 
βέλτιστη για οποιαδήποτε υλοποίηση με δυναμικό προγραμματισμό. Για τους επόμενους 
υπολογισμούς, χάριν απλότητας, θεωρούμε ότι       όπου p είναι ένας μη-αρνητικός 
ακέραιος. Οι δύο ακολουθίες εισόδου είναι οι X και Y. 
 
2.3.1 Διαδικασία υπολογισμού ορίων εξόδου 
Μπορούν να υπολογιστούν όλες οι εγγραφές ενός υποπίνακα                του c 
προϋποθέτοντας ότι γνωρίζουμε τις εισόδους               και              , όπου       
  και        . Οι               και               θα αναφέρονται ως τα όρια εισόδου 
του υποπίνακα και οι             και             ως τα όρια εξόδου.  
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Η συνάρτηση LCS-OUTPUT-BOUNDARY όταν καλείται 
παίρνει ως παραμέτρους τις υποκολουθίες X' και Y', όπου 
               για κάποιο μη αρνητικό ακέραιο    , 
τα πάνω και αριστερά όρια εισόδου(T και L, αντίστοιχα) του 
υποπίνακα και υπολογίζει τα όρια εξόδου του υποπίνακα Β 
και R(κάτω γραμμή και δεξιά στήλη, αντίστοιχα). Για    ,  
η συνάρτηση υπολογίζει τα όρια εξόδου απευθείας με βάση 
την εξίσωση 2.1, αλλιώς διαιρεί τον υποπίνακα εισόδου σε 4 
τεταρτημόρια, και αναδρομικά υπολογίζει τα όρια εξόδου για 
κάθε τεταρτημόριο στην ακόλουθη σειρά: πάνω- αριστερά, 
πάνω-δεξιά, κάτω-αριστερά, κάτω-δεξιά. Η σειρά αυτή 
εξασφαλίζει ότι τα όρια εισόδου για κάθε τεταρτημόριο έχουν 
ήδη υπολογιστεί πριν  την εκκίνηση της διαδικασίας για το 
εκάστοτε τεταρτημόριο, αφού τα όρια εισόδου ενός τεταρτημορίου αποτελούν όρια εξόδου που 
έχουν υπλογιστεί σε προηγούμενα στάδια για προηγούμενα τεταρτημόρια. Έπειτα υπολογίζονται τα 
όρια εξόδου του εν λόγω υποπίνακα συνδυάζοντας τα όρια εξόδων των τεταρτημορίων του. Η 
αρχική κλήση της συνάρτησης LCS-OUTPUT-BOUNDARY(X, Y, T, L) είναι με τους πίνακες 
       και        να είναι αρχικοποιημένοι με μηδενικά. 
 
Ακολουθεί η διαδικασία LCS-OUTPUT-BOUNDARY σε ψευδοκώδικα. 
LCS-Output-Boundary(X′, Y′, T, L) 
Input. The top and the left input boundaries of Q[1 . . . r, 1 . . . r] are stored in T and L, respectively, where r = |X′| = 
|Y′| = 2q for some nonnegative integer q ≤ p and Q[1 . . . r, 1 . . . r] = c[k . . . k + r − 1, l . . . l + r −1], X′ = X[k . . . k 
+ r − 1] andY ′ = Y [l . . . l + r −11] for some k and l (1 ≤ k, l ≤ n − r + 1). 
Output. The output is (B,R) where B (R) is the bottom (resp. right) output boundary 
of  Q[1 . . . r, 1 . . . r]. 
1. if  r = 1 then compute the output boundary directly using equation 2.1 
2. else 
3. (B11,R11) ← LCS-Output-Boundary(X′1, Y′1, T1, L1)                                                {process Q11} 
4. (B12,R12) ← LCS-Output-Boundary(X′1, Y′2, T2, R11)                                                               {process Q12} 
5. (B21,R21) ← LCS-Output-Boundary(X′2, Y 1, B11, L2)                                                               {process Q21} 
6. (B22,R22) ← LCS-Output-Boundary(X′2, Y′2, B12, R21)                                                                {process Q22} 
return (B21#B22, R12#R22) 
Αλγόριθμος 2.3: Η διαδικασία LCS_OUTPUT_BOYNDARY σε ψευδοκώδικα [3] 
Πηγή: Chowdhury,Ramachandran [3] 
Σχ. 2.4: Διαίρεση του πίνακα c σε 
τέσσερα τεταρτημόρια τα Q11, Q12, 
Q21 και Q22 
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     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0        
D 0         
C 0         
A 0         
X2’ L2 
B 0         
A 0         
D 0         








     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1       
D 0 0 1       
C 0         
A 0         
X2’ L2 
B 0         
A 0         
D 0         
C 0         
Σχ.2.5 : (α) Υπολογισμός του Q11.Q11.Q11   Σχ.2.5 : (β)  Υπολογισμός του Q11.Q11 
     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1 1 1     
D 0 0 1 1 1     
C 0 0 1 2 2     
A 0 1 1 2 2     
X2’ L2 
B 0         
A 0         
D 0         
C 0         
     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1 1 1 1 1 1 1 
D 0 0 1 1 1 2 2 2 2 
C 0 0 1 2 2 2 2 2 2 
A 0 1 1 2 2 2 3 3 3 
X2’ L2 
B 0 1 2 2 3     
A 0 1 2 2 3     
D 0 1 2 2 3     
C 0 1 2 3 3     
Σχ.2.5 : (γ)  Υπολογισμός του Q11 Σχ.2.5 : (δ)  Υπολογισμός των Q12 και  Q21 
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Στο παράδειγμα του Σχ. 2.5 η διαδικασία ξεκινά με r=8 και έχουμε το πρώτο σπάσιμο σε 4 
τεταρτημόρια οπότε καλείται για 2η φορά η LCS_OUTPUT_BOYNDARY με r=r/2=4 για το Q11 
μεγέθους [4x4], έπειτα r=2 και η LCS_OUTPUT_BOYNDARY καλείται ξανά για το Q11.Q11 
μεγέθους [2x2], έπειτα r=1 και η LCS_OUTPUT_BOYNDARY καλείται για 4η φορά για το 
Q11.Q11.Q11 μεγέθους [1x1]. Στην κλήση αυτή έχουμε φτάσει σε μέγεθος κελιού πίνακα (r=1) οπότε 
μέσω της εξίσωσης 2.1 και γνωρίζοντας το πάνω c[0,1] και το αριστερά c[1,0] κελί του πίνακα, 
αφού αυτά αποτελούν τα όρια εισόδου T και L που έχουμε ως παραμέτρους, συπληρώνουμε 
c[1,1]=0 αφού X’1=Β και Y’1=A (Σχ. 2.5  (α)). Επιστρέφουμε ένα βήμα πίσω και έχουμε κλήση της 
LCS_OUTPUT_BOYNDARY για το Q11.Q11.Q12 μεγέθους [1x1], συμπληρώνουμε το c[1,2] με βάση 
την εξίσωση 2.1 και προχωρούμε στον υπολογισμό του Q11.Q11.Q21 και έπειτα του Q11.Q11.Q22. Στο 
σημείο αυτό συνενώνουμε τα αποτελέσματα που βρήκαμε για τα το Q11.Q11.Q12,  Q11.Q11.Q21 και 
Q11.Q11.Q22 σε δύο πίνακες τους B και R μεγέθους [1x2] ο καθένας διπλασιάζουμε το r (δηλαδή 
r=2x1=2) και έχουμε υπολογίσει το το Q11.Q11 (Σχ. 2.5 (β)). Τώρα είμαστε έτοιμοι να 
προχωρήσουμε στον υπολογισμό των τιμών του Q11.Q12 μεγέθους [2x2](δηλαδή [rxr]) και 
ακολουθούν Q11.Q21 και Q11.Q22 για να ολοκληρωθεί ο υπολογισμός του Q11 (Σχ. 2.5  (γ)). Έπειτα 
συνεχίζουμε με τον  υπολογισμό του το Q12 και μετά του Q21 (Σχ. 2.5 (δ)). Η διαδικασία 
ολοκληρώνεται με τον υπολογισμό του Q22. Έτσι, υπολογίζονται και τα 4 τεταρτημόρια του πίνακα 
και επιστρέφονται δύο πίνακες οι  B και R μεγέθους [1x8] ο καθένας με τα όρια εξόδου του 
αρχικού μας πίνακα c. Να επισημάνουμε πως τα όρια εισόδου εμφανίζονται με πράσινο χρώμα και 
τα όρια εξόδου με κίτρινο. Σε κάποια σημεία της διαδικασίας τα όρια εξόδου που έχουν 
υπολογιστεί αποτελούν και όρια εισόδου σε ένα από τα επόμενα βήματα του υπολογισμού. 
Ακολουθεί η ανάλυση πολυπλοκότητας για την LCS_OUTPUT_BOYNDARY 
Έστω       η πολυπλοκότητα Ι/Ο για είσοδο μεγέθους  , η οποία εκφράζεται με την ακόλουθη 
αναδρομική σχέση. 
       
    
 
 
                                     
    
 
 
                                    
  
Εξίσωση 2.2: Αναδρομική σχέση υπολογισμού των μεταφορών μπλοκ της 
LCS_OUTPUT_BOYNDARY[3] 
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Όπου   είναι η μεγαλύτερη σταθερά όμως επαρκώς μικρή έτσι ώστε μια είσοδος μεγέθους    να 




 2  . Οπότε η διαδικασία αυτή τρέχει σε   2, απαιτεί    χώρο και  ( 2  ) μεταφορές μπλοκ. 
 
2.3.2 Υπολογισμός της LCS  
Να επισημάνουμε πως, αν όλες οι είσοδοι του            είναι διαθέσιμες, μπορεί κάποιος να 
ανατρέξει προς τα πίσω τη σειρά των αποφάσεων που οδηγούν στην τιμή που υπολογίστηκε για το 
      , και έτσι να ανακτήσει τα στοιχεία  που απαρτίζουν μια από τις μέγιστες κοινές 
υποακολουθίες των δύο ακολουθιών X και Y.  Μπορούμε να δούμε τη σειρά των αποφάσεων αυτών 
σαν ένα μονοπάτι μέσω του   το οποίο ξεκινά στο σημείο        και καταλήγει στα όρια εισόδων 
του           . Θα αναφερόμαστε σε αυτό το μονοπάτι ως το LCS μονοπάτι. 
Ο αλγόριθμος αυτός εντοπίζει ένα LCS μονοπάτι χωρίς να αποθηκεύει όλες τις εγγραφές του  . 
Αντί γι’ αυτό, αποθηκεύει μόνο τα όρια συγκεκριμένων υποπροβλημάτων. Χρησιμοποιεί μια 
αναδρομική συνάρτηση την RECURSIVE-LCS για να χτίσει τη μέγιστη κοινή υποακολουθία. Η 
συνάρτηση αυτή καλείται με παραμέτρους              και  , από τις οποίες οι πρώτες τέσσερεις 
είναι οι ίδιες με αυτές της συνάρτησης LCS-OUTPUT-BOUNDARY και οι δύο τελευταίες είναι 
δείκτες τέτοιοι ώστε ένα LCS μονοπάτι να τμήσει την έξοδο των ορίων του               
     στο       . Οι δείκτες   και   αποτελούν στην ουσία το επόμενο σημείο         που βρίσκεται 
στο LCS μονοπάτι. Αν το σημείο αυτό βρίσκεται στο όρια εξόδου του τεταρτημορίου που 
εξετάζεται εκείνη τη στιγμή τότε το τεταρτημόριο αυτό επιλέγεται και η διαδικασία συνεχίζεται 
προς τα εκεί, αν δεν ανήκει τότε απορρίπτεται και εξετάζονται τα υπόλοιπα τεταρτημόρια. Η σειρά 
εξέτασης των τεταρτημορίων είναι η εξής: κάτω-δεξιά(Q22), πάνω-δεξιά(Q12), κάτω-αριστερά(Q21), 
πάνω-αριστερά(Q11) κι αυτό γιατί ξεκινάμε από το τέλος του πίνακα από το κάτω δεξιά 
τεταρτημόριο Q22 και προσπαθούμε σταδιακά να επιστρέψουμε στην αρχή. Είναι η αντίστροφη 
διαδικασία σε σχέση με του υπολογισμό των ορίων εξόδου που επιτυγχάνεται με την LCS-
OUTPUT-BOUNDARY. Η συνάρτηση αυτή εντοπίζει λοιπόν το κομμάτι της LCS που αντιστοιχεί 
στον υποπίνακα που εξετάζεται εκείνη στη στιγμή, το επιστρέφει και μαζί με αυτό επιστρέφει και 
τους δείκτες   και   οι οποίοι δείχνουν στο επόμενο στοιχείο του πίνακα c που ανήκει στο LCS 
μονοπάτι και η διαδικασία συνεχίζεται μέχρι να φτάσουμε στην αρχή. Με την πρώτη κλήση της 
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RECUSRIVE_LCS καλείται η LCS-OUTPUT-BOUNDARY το πολύ τρεις φορές (το πολύ μια για 
κάθε τεταρτημόριο εκτός από το κάτω-δεξιά) έτσι ώστε να υπολογιστούν τα όρια εισόδου από 
πάνω-δεξιά και κάτω κάτω-αριστερά, τα απαραίτητα όρια για τον υπολογισμό των κοστών για το 
Q22. H RECUSRIVE_LCS ξανακαλείται για το Q22 και υπολογίζονται τα Q22.Q11, Q22.Q12 και 
Q22.Q21. H RECUSRIVE_LCS καλείται για 3
η
 φορά για το Q22.Q22 και η διαδικασία συνεχίζεται 
μέχρι να φτάσουμε στο κελί       . Από εκεί ξενικάνει η αντίστροφη πορεία εύρεσης του LCS 
μονοπατιού όπως περιγράφηκε παρπάνω. Αξίζει να παρατηρήσουμε ότι το LCS μονοπάτι μπορεί να 
διαπεράσει το πολύ τρία τεταρτημόρια του τρέχοντος υποπίνακα. Η συνάρτηση αυτή εντοπίζει, 
όπως αναφέρθηκε τα τεταρτημόρια αυτά, το ένα μετά το άλλο, με βάση τις τρέχουσες τιμές των   
και   (με βάση αν το       , ανήκει στο προς εξέταση τεταρτημόριο) και καλείται αναδρομικά μέχρι 
να εντοπιστεί το κομμάτι του LCS μονοπατιού το οποίο περνά από το συγκεκριμένο 
τεταρτημόριο(οι αναδρομικές κλήσεις τροποποιούν  τα   και  ). Η έξοδος της συνάρτησης 
RECURSIVE-LCS είναι η συνένωση των LCS υπομονοπατιών με τη σωστή σειρά και το σημείο 
από απου ξεκινάει το LCS μονοπάτι.  
Η αρχική κλήση της RECURSIVE-LCS              με τους        και        
αρχικοποιημένους με μηδενικά.  
Ακολουθεί η συνάρτηση υπολογισμού της μέγιστης κοινής υποακολουθίας RECURSIVE-LCS σε 
ψευδοκώδικα. 
 
Recursive-LCS(X′, Y ′, T, L,    ) 
Input. The top and the left input boundaries of Q[1 . . . r, 1 . . . r] are stored in T and 
L, respectively, where r = |X′| = |Y′| = 2q for some nonnegative integer q ≤ p, 
and Q[1 . . . r, 1 . . . r] = c[k . . . k + r − 1, l . . . l + r −1], X′ = X[k . . . k + r − 1] and 
Y ′ = Y [l . . . l + r −11] for some k and l (1 ≤ k, l ≤ n − r + 1). The entry c[i, j] lies on the output boundary of Q. 
Output. Let i′ and j′ be the values supplied in i and j in the input. Returns an LCS Z of X[k . . . i′] and Y [l . . . j′],  
updates i and j to return the point at which the LCS Path starting at c[i′, j′] intersects the input boundary of Q. 
1. Z ← ∅ 
2. if  r = 1 then set Z ← X′[1] if X′[1] = Y ′[1] and  return the appropriate values for  i and j 
3. else 
     (B11,R11) ← LCS-Output-Boundary(X′1, Y′1, T1,L1)                                {generate output boundary of Q11} 
     if  (   ) ∈ output-boundary(Q22) then                                      {if the LCS intersects Q22} 
         (B12,R12) ← LCS-Output-Boundary(X′1, Y′2, T2,R11)                           {generate output boundary of Q12} 
         (B21,R21) ← LCS-Output-Boundary(X′2, Y′1,B11,L2)                            {generate output boundary of Q21} 
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          Z ← Recursive-LCS(X′2, Y′2,B12,R21, i, j) # Z                                    {find LCS fragment in Q22} 
4.    if  (   ) ∈ output-boundary(Q12) then Z ← Recursive-LCS(X′1, Y′2, T2, R11,    ) # Z {find LCS fragment in 
Q12} 
5.    if  (   ) ∈ output-boundary(Q21) then Z ← Recursive-LCS(X′2, Y′1, B11, L2,    ) # Z {find LCS fragment in 
Q21} 
6.    if  (   ) ∈ output-boundary(Q11) then Z ← Recursive-LCS(X′1, Y′1, T1, L1,    ) # Z   {find LCS fragment in 
Q11} 
return Z 
Αλγόριθμος 2.4: Η συνάρτηση RECURSIVE-LCS σε ψευδοκώδικα [3] 
 
Τα Σχ.2.5 (γ) και Σχ.2.5 (δ) αποτελούν τα δύο πρώτα βήματα κατά την πρώτη εκτέλεση της 
RECURSIVE-LCS. Καλείται δηλαδή η LCS-OUTPUT-BOUNDARY για τον υπολογισμό του Q12, 
έπειτα το (8,8) ανήκει στα όρια εξόδου του Q22 (το σημείο (n,n) ανήκει πάντα στο LCS μονοπάτι) 
οπότε υπολογίζονται τα Q12 και Q21 όπως φαίνεται στο Σχ.2.5 (δ). Ακολουθεί η 2
η
 κλήση της 
RECURSIVE-LCS για τον υπολογισμό του Q22 (Σχ.2.6  (α)) και έπειτα η 3
η
 για το Q22.Q22  Σχ.2.6  
(β). Στην 4η κλήση έχουμε r=1 κι έτσι αφού X’2=C διαφορετικό του Y’2=D, είναι Τ=5 > L=4 κι έτσι 
επιλέγουμε να πάμε προς το Τ (προς τα πάνω δηλαδή) . Οπότε οι νέες τιμές των i, j είναι (7,8) . 
Πηγαίνοντας ένα βήμα πίσω, είμαστε στο Q22.Q22 και το (7,8) ανήκει στα όρια εξόδου Q22.Q22.Q12 
(που σε αυτό το επίπεδο αναδρομής τα όρια εξόδου είναι το ίδιο το (7,8)) οπότε καλείται η 
RECURSIVE-LCS για το Q22.Q22.Q12. Εδώ έχουμε ταίριασμα καθώς X’1=D ίσο με Y’2=D, οπότε 
ανεβαίνουμε διαγώνια στο (6,7). Το (6,7) δεν ανήκει στο Q22.Q22.Q21 ούτε στο Q22.Q22.Q11 οπότε 
ακόμα ένα βήμα πίσω όπου r=2 και το (6,7) ανήκει στα όρια εξόδου του Q22.Q12 Σχ.2.6 (γ). Η 
διαδικασία συνεχίζεται με την ίδια λογική μέχρι το i ή το j να  μηδενιστούν οπότε έχουμε φτάσει 
στα όρια εισόδου του αρχικού πίνακα c. Το τελικό σχήμα είναι το Σχ.2.6 (δ) και η μέγιστη κοινή 
υποακολουθία που υπολογίζεται είναι η “BDABD”. Με κίτρινο χρώμα στα Σχ.2.6  (γ) και Σχ.2.6  
(δ) είναι τα όρια εξόδου που ελέχθηκαν και όντως σε αυτά ανήκαν κάποια σημεία του μονοπατιού 
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     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1 1 1 1 1 1 1 
D 0 0 1 1 1 2 2 2 2 
C 0 0 1 2 2 2 2 2 2 
A 0 1 1 2 2 2 3 3 3 
X2’ L2 
B 0 1 2 2 3 3 3 4 4 
A 0 1 2 2 3 3 4 4 4 
D 0 1 2 2 3 4 4 4 5 
C 0 1 2 3 3 4 4 4  
     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1 1 1 1 1 1 1 
D 0 0 1 1 1 2 2 2 2 
C 0 0 1 2 2 2 2 2 2 
A 0 1 1 2 2 2 3 3 3 
X2’ L2 
B 0 1 2 2 3 3 3 4 4 
A 0 1 2 2 3 3 4 4 4 
D 0 1 2 2 3 4 4   
C 0 1 2 3 3 4 4   
  Σχ. 2.6 :(α) Κλήση της Recursive για το Q22           Σχ. 2.6 :(β)  Κλήση της Recursive για το Q22.Q22 
     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1 1 1 1 1 1 1 
D 0 0 1 1 1 2 2 2 2 
C 0 0 1 2 2 2 2 2 2 
A 0 1 1 2 2 2 3 3 3 
X2’ L2 
B 0 1 2 2 3 3 3 4 4 
A 0 1 2 2 3 3 4 4 4 
D 0 1 2 2 3 4 4 4 5 
C 0 1 2 3 3 4 4 4  
     Y1’ Y2’ 
       T 
     T1 T2 
     A B C B D A B D 




B 0 0 1 1 1 1 1 1 1 
D 0 0 1 1 1 2 2 2 2 
C 0 0 1 2 2 2 2 2 2 
A 0 1 1 2 2 2 3 3 3 
X2’ L2 
B 0 1 2 2 3 3 3 4 4 
A 0 1 2 2 3 3 4 4 4 
D 0 1 2 2 3 4 4 4 5 
C 0 1 2 3 3 4 4 4  
Σχ. 2.6 :(γ)  Υπολογισμός του LCS μονοπατιού (8,8)            
->(7,8)->(6,7) ξεκινώντας από το Q22 
                         Σχ. 2.6 :(δ)  Το LCS μονοπάτι  
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Ακολουθεί η ανάλυση πολυπλοκότητας της RECURSIVE-LCS. 
Όπως αναφέρθηκε νωρίτερα η       αναπαριστά τον αριθμό των Ι/Ο που εκτελούνται για είσοδο 
μεγέθους   από την LCS-OUTPUT-BOUNDARY. Έστω,        η πολυπλοκότητα Ι/Ο για είσοδο 
μεγέθους   της συνάρτησης RECURSIVE-LCS. Από τη στιγμή που ένα LCS μονοπάτι μπορεί να 
περάσει από το πολύ τρία τεταρτημόρια του υποπίνακα εισόδου, έχουμε την ακόλουθη αναδρομική 
σχέση: 
      
 
 
     
 
 
                                                                    
     
 
 
     
 
 
       
 
 




Εξίσωση 2.3: Αναδρομική σχέση υπολογισμού μιας LCS με τη συνάρτηση RECURSIVE-LCS [3] 
Όπου   είναι η μεγαλύτερη σταθερά όμως επαρκώς μικρή έτσι ώστε μια είσοδος μεγέθους    να 






 . Οπότε, ο αλγόριθμος 
εξακολουθεί και τρέχει σε      , να απαιτεί      χώρο και   
  
  
  μεταφορές μπλοκ. Για 
συμβολοσειρές εισόδου με διαφορετικά μήκη   και  , και για μήκη που δεν είναι δύναμη του 2, ο 
αλγόριθμος αυτός μπορεί να επεκταθεί έτσι ώστε να εκτελεί   
  
  
  πράξεις Ι/Ο, να τρέχει σε 
χρόνο       και χώρο       . 
 
2.4 Υλοποίηση του αλγορίθμου LCS  
Για την υλοποίηση του αλγορίθμου εύρεσης μέγιστης κοινής υποακολουθίας  των Chowdhury και 
Ramachandran στο επιλήσμον κρυφής μνήμης μοντέλο χρησιμοποιήθηκε C++.  Ακολουθεί η 
περιγραφή των δύο βασικών μεθόδων της υλοποίησης. Η πλήρης παράθεση του κώδικα βρίσκεται 
στο παράρτημα Α. 
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BR LCS_OutputBoundary(string X, string Y, int* &T, int* &L, int ai, int aj); 
string LCS_Recursive(string X, string Y, int* &T, int* &L, int bi, int bj, int 
ai, int aj);   
 
Σχ 2.4 Οι βασικές μέθοδοι LCS_OutputBoundary και LCS_Recursive της υλοποίησης LCS 
Η μέθοδος LCS_OutoutBoundary δέχεται δύο επιπλέον παραμέτρους τις ai και aj. Οι ακέραιοι 
αυτοί αποτελούν δείκτες που δείχνουν σε κάθε κλήση στο πάνω και αριστερά στοιχείο του κάθε 
τεταρτημορίου. Η πρώτη κλήση είναι η LCS_OutoutBoundary(Χ, Υ, Τ, L, 1, 1). Η κλήση για τον 
υπολογισμό του εκάστοτε Q11 θα είναι η LCS_OutoutBoundary(Χ1, Υ1, Τ1, L1, ai, aj) , του  Q12 θα 
είναι η LCS_OutoutBoundary(Χ1, Υ2, Τ2, R11, ai, aj+r), του Q21 θα είναι η 
LCS_OutoutBoundary(Χ2, Υ2, Β11, L2, ai+r, aj) και του του Q22 θα είναι η 
LCS_OutoutBoundary(Χ2, Υ2, Β12, R21, ai+r, aj+r) . Το r υποδιπλασιάζεται με κάθε αναδρομική 
κλήση και διπλασιάζεται πριν την επιστροφή της. Με αυτόν τον τρόπο συμπληρώνεται σωστά ο 
πίνακας c. Η μέθοδος επιστρέφει ένα αντικείμενο BR που φέρει τα όρια εξόδου του εκάστοτε 
τεταρτημορίου σε μορφή δύο πινάκων των B και R. 
H μέθοδος LCS_Recursive δέχεται τις ίδιες παραμέτρους με αυτές της LCS_OutputBoundary συν 
τις bi και bj. Οι ακέραιοι αυτοί δείχνουν πάντοτε στο κάτω και δεξιά στοιχείο του εκάστοτε 
τεταρτημορίου και βοηθούν στο να ελέγχουμε πόσο μακριά βρίσκεται το τρέχoν σημείο του 
μονοπατιού σε σχέση με αυτό το σημείο. Αν η απόσταση ανάμεσα σε αυτά τα δύο σημεία είναι 
μεγαλύτερη ή ίση με r τότε το τεταρτημόριο που ελέγχεται εκείνη τη στιγμή απορρίπτεται, αν είναι 
μικρότερη τότε το τεταρτημόριο αυτό επιλέγεται για τη συνέχιση της αναζήτησης του μονοπατιού 
σε αυτό. Οι δείκτες αυτοί λοιπόν βοηθούν να καταλάβουμε αν το (i,j) του αλγορίθμου ανήκει στο 
Outpout_Boundary του εκάστοτε Q. Οι μεταβλητές i και j αποτελεούν μέλη της κλάσης LCS και 
ενημερώνονται κάθε φορά όταν r=1, και φυσικά δείχνουν στο επόμενο σημείο του LCS 
μονοπατιού. Έτσι η κλήση για το Q22 είναι LCS_Recursive (Χ2, Υ2, Β12, R21, bi, bj, ai+r, aj+r), για 
το Q12 είναι LCS_Recursive (Χ1, Υ2, Τ2, R11, bi-r, bj, ai, aj+r), για το Q21 είναι LCS_Recursive (Χ2, 
Υ1, Β11, L2, bi, bj-r, ai+r, aj)   και για το για το Q11 είναι LCS_Recursive (Χ1, Υ1, T2, L2, bi-r, bj-r , 
ai, aj). Μετά το πέρας της μεθόδου η LCS_Recursive επιστέφει τη μέγιστη κοινή υποακολουθία και 
οι δείκετες i και j δείχνουν στο σημείο που αυτή ξεκινά. 
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2.5 Πειραματικά αποτελέσματα 
Για τα πειραματικά αποτελέσματα της υλοποίησης της LCS σύμφωνα με τον αλγόριθμο των 
Chowdhury και Ramachandran χρησιμοποιήθηκε το εργαλείο Valgrind [10] έκδοση 3.6.1 και 





Ταχύτητα L1 Cache L2 Cache RAM 











Ακολουθεί ο πίνακας με τις αποτυχίες κρυφής μνήμης της υλοποιημένης έκδοσης του αλγορίθμου 
των Chowdhury και Ramachandran για την εύρεση LCS. Η σύγκριση είναι ανάμεσα στην 






L1 Cache Misses 
Millions Percentage Millions Percentage 
2048 0,2 0% 0,54 0,5% 
4096 0,8 0% 3,42 0,8% 
8192 1,5 0% 13,68 0,8% 
16384 9,2 0% 54,63 0,8% 
 
 
Παρατηρούμε ότι σε επίπεδο αποτυχιών της κρυφής μνήμης ο επιλήσμων κρυφής μνήμης 
αλγόριθμος αποδίδει πολύ καλύτερα σε σχέση με τον κλασσικό. 
 
 
Πίνακας 2.1: Αποτυχίες της L1 κρυφής μνήμης σε εκατομμύρια για είσοδο τυχαίων 
ακολουθίων από αλφάβητο μεγέθους 26 για το πρόβλημα LCS 
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Κεφάλαιο 3: Το πρόβλημα του κενού (GAP) 
3.1 Περιγραφή του προβλήματος κενού 
Το πρόβλημα του κενού αποτελεί μια επέκαταση του προβλήματος της ελάχιστης απόστασης  
διαμορφώσεως και το συναντάμε συχνά στη μοριακή βιολογία, στη γεωλογία και στην αναγνώριση 
λόγου. Δοθέντων δύο ακολουθιών X=   ,   , … ,      και Y=  ,  , … ,    , η ελάχιστη απόσταση 
διαμορφώσεως υπολογίζεται ως το ελάχιστο κόστος σε πράξεις έτσι ώστε η Χ να μετασχηματιστεί 
στη μορφή της Y. Οι βασικές πράξεις που μπορούν να χρησιμοποιηθούν είναι τρεις: (α) η 
αντικαταστάση ενός χαρακτήρα με έναν άλλο (substitution), (β) η διαγραφή ενός χαρακτήρα από 
την ακολουθία Χ (deletion) και (γ) η ένθεση ενός χαρακτήρα στην ακολουθία Χ (insertion). Όταν 
συναντάται κοινός χαρακτήρας τότε αυτός απλά αντιγράφεται με μηδενικό κόστος. Στην 
απλούστερη εκδοχή του προβλήματος αυτού και οι τρεις πράξεις είναι μοναδιαίες (αφορούν ένα 
χαρακτήρα της ακολουθίας) κα έχουν το ίδιο κόστος εφαρμογής.  Η λύση δίνεται με τη μέθοδο του 
δυναμικού προγραμματισμού και κοστίζει       σε χρόνο και χώρο.  
Έστω d ο πίνακας κόστους του μετασχηματισμού. Ο d είναι μήκους [m+1 x n+1]. Έστω ότι η 
ακολουθία Χ αναπαρίσταται ως η στήλη του πίνακα και η Υ ως η γραμμή. Η πρώτη γραμμή και η 
πρώτη στήλη αποτελούνται από τους αριθμούς [0, ..., n] και  [0, …., m] αντίστοιχα. Ξεκινώντας 
από το d[1][1] και διαπερνώντας τον πίνακα γραμμή προς γραμμή ελέγχουμε αν το Χ[1] είναι κοινό 
σύμβολο με το Υ[1], αν κάτι τέτοιο ισχύει τότε συμπληρώνουμε 0 το κόστος δηλαδή το διαγώνιου 
d[0][0] κελιού, αν όχι θα επιλέξουμε ανάμεσα στις τρεις την πράξη με το ελάχιστο κόστος, δηλαδή 
θα επιλέξουμε ανάμεσα στην αντικατάσταση με κόστος d[i-1][j-1]+1, στη διαγραφή με κόστος d[i-
1][j]+1 και την εισαγωγή με κόστος d[i][j-1]+1. Ακολουθεί ο αλγόριθμος της ελάχιστης απόστασης 
διαμορφώσεως σε ψευδοκώδικα. 
MinEditDistance(char[] x, char[] Y)  
1.  m = n.length; m = y.length; 
2. for(i = 0; i <= m;  i++) 
3.      d[i][0] = i;  
4. for(i = 0; i <= n;  i++) 
5.      d[0][i] = i;  
6. for(i = 1; i <= m;  i++) 
7.      for(j = 1; j <= n;  j++) 
8.          d[i][j] = min( d[i-1][j]+1, d[i][j-1]+1, (x[i] == y[j] ? d[i-1][j-1] : d[i-1][j-1]+1) );  
9. return d[m][n] 
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Αλγόριθμος 3.1: Εύρεση της ελάχιστης απόστασης διαμορφώσεως με τη μέθοδο του δυναμικού 
προγραμματισμού [7]. 
Το πρόβλημα του κενού προκύπτει από ενεδεχόμενες διαγραφές ή ενθέσεις. Πιο συγκεκριμένα, για 
να ευθυγραμμιστεί η ακολουθία Χ με την Y, μπορεί να χρειαστεί να διαγραφούν συνεχόμενα 
σύμβολα από την Χ πράγμα που σημαίνει πως έχουμε ένα κενό για την Υ, ή μπορεί να χρειαστεί να 
ενθέσουμε μια σειρά συνεχόμενων συμβόλων οπότε έχουμε ένα κενό στην Χ. Το κόστος ένθεσης ή 
διαγραφής συνεχόμενων συμβόλων δεν είναι απαραίτητα ίσο με το μήκος του κενού. Υπάρχουν 
διάφορες εκδόσεις ανάλογα με την εφαρμογή, όπως η γραμμική έκδοση (linear gap penalty) που 
είναι ανάλογη του μήκους του κενού (για κάθε διαγραφή ή εισαγωγή συμβόλου που συναντάται 
προστίθεται σταθερό κόστος) ή η σχετική (affine gap penalty) όπου προσμετράται το κόστος που το 
κενό ξεκινάει gopen συν έναν κόστος για κάθε επέταση του κενού (n-1)*gextend όπου n το μήκος 
του κενού. 
Ορίζονται λοιπόν δύο νέες συναρτήσεις για τον υπολογισμό του affine κόστους οι   και   , όπου 
      ,           είναι το κόστος εισαγωγής         συμβόλων στην ακολουθία Χ και 
       ,            είναι το κόστος διαγραφής         συμβόλων από την ακολουθία Χ. 
Τα κόστη του πίνακα d υπολογίζονται σύμφωνα με την ακόλουθη σχέση . 










                                                             
                                                     
                                                    
    
                   
                
                                
                   
     
                
                     
     











  Εξίσωση 3.1 : Η σχέση υπολογισμού κόστους του προβλήματος κενού[4] 
3.2 Ο Επιλήσμων Αλγόριθμος των Chowdhury - Ramachandran 
Στο ίδιο άρθρο [3] προτείνεται μια υλοποίηση του προβλήματος κενού στο επιλήσμον κρυφής 
μνήμης μοντέλο βασισμένο στην παραπάνω εξίσωση 3.1. Το πρόβλημα επιλύεται, υπολογίζοντας 
το κόστος κάθε κελιού με βάση όχι μόνο την πληροφορία γειτονικών κελιών αλλά και κελιών που 
βρίσκονται στην ακτίνα ένθεσης ή διαγραφής του κενού. Χάριν ευκολίας θεωρούμε ότι     
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:30:49 EET - 137.108.70.7
Το πρόβλημα του κενού (GAP)           Κεφάλαιο 3 
 
34 
                   . Ο αλγόριθμος αυτός φαίνεται στο παρακάτω σχήμα και ακολουθεί η 
επεξήγησή του. 
 
Αλγόριθμος 3.2: Η συνάρηση Recursive-Gap  για την εύρεση της ελάχιστης απόστασης 
διαμορφώσεως για το πρόβλημα του κενού χωρίς τοπικές εξαρτήσεις και οι Apply-E και Apply-F για 
την ενημέρωση του κόστους για συνεχόμενες ειαγωγές και συνεχόμενες διαγραφές αντίστοιχα  [3]. 
Όπως παρατηρείται και από την εξίσωση 3.1 κάθε        εξαρτάται μόνο από όλες τις εγγραφές που 
είναι πάνω και αριστερά από αυτό δηλαδή από τις           . Ο πίνακας ενημερώνεται 
αναδρομικά με τέτοιο τρόπο έτσι ώστε όλες οι εγγραφές που βρίσκονται πάνω και αριστερά του 
       να έχουν υπολογιστεί πριν ξεκινήσει η δική του ενημέρωση.  Οι εγγραφές        για 
          αρχικοποιούνται στο   . Η πρώτη γραμμή και η πρώτη στήλη αρχικοποιούνται με 
βάση τις συναρτήσεις        και        , ανάλογα δηλαδή με το ποιού είδους «ποινή» 
επιβάλλεται στο κενό. Αν είναι γραμμική με κόστος 1, τότε όσα τα σύμβολα που αποτελούν το κενό 
τόσο και το κόστος και άρα          και          , αν είναι σχετική όπως αναφέρθηκε 
παραπάνω τότε ισχύει gopen για το πρώτο σύμβολο του κενού και gextend για καθένα από τα 
υπόλοιπα και άρα                            και                     
       . Η αρχική κλήση της Recursive-Gap είναι με τον αρχικοποιημένο πίνακα d.  Αν r=1 (ή 
t=0, όπως αναφέρεται στον αλγόριθμο) τότε συμπληρώνεται το κόστος για αντικατάσταση ή απλή 
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αντιγραφή αλλιώς ο πίνακας σπάει σε  τέσσερα τεταρτημόρια το πάνω-αριστερά(C11), το πάνω-
δεξιά(C12), το κάτω-αριστερά(C21) και το κάτω-δεξιά(C22) και ξανακαλείται η Recursive-Gap για το 
C11 μέχρι να φτάσουμε στο σημείο το C11 να είναι το d[1,1]. Το κόστος του κελιού αυτού 
υπολογίζεται μόνο από την απλή αντιγραφή αν έχουμε κοινό σύμβολο ή την αντικατάσταση καθώς 
είναι το πρώτο κελί και δε τίθεται θέμα κενού. Έπειτα καλείται η Apply-E για το C12(d[1,2]) για να 
υπολογιστεί το κόστος ένθεσης ενός συμβόλου και ξανά η Recursive-Gap για να ενημερωθεί το 
κελί αν προκύψει μικρότερο κόστος από αντικατάσταση ή απλή αντιγραφή. Θέμα διαγραφής δεν 
τίθεται για το d[1,2] γιατί βρισκόμαστε στην πρώτη γραμμή. Στη συνέχεια καλείται η Apply-F για 
υπολογιστεί το κόστος διαγραφής ενός συμβόλου για το C21 (d[2,1]) και ακολουθεί η Recursive-
Gap για το κόστος αντικατάστης ή αντιγραφής για το d[2,1]. Σειρά έχει η κλήση της Apply-E και 
της  Apply-F για το C22 (d[2,2]) καθώς εδώ δύναται να γίνει είτε ένθεση ενός συμβόλου είτε 
διαγραφή ενός συμβόλου οπότε θα πρέπει να ενημερωθεί το κελί με το μικρότερο από τα δύο 
κόστη. Τέλος ακολουθεί η κλήση της Recursive-Gap για το C22 για να ενημερωθεί το κελί για το 
κόστος αντικατάστης ή απλής αντιγραφής. Η συνάρτηση επιστρέφει και προχωρούμε στο διπλανό 
μεγέθους [2x2] τεταρτημόριο C12 για το οποίο θα κληθεί η Apply-E σε σχέση με το C11. Κατά την 
κλήση της Apply-E θα ξανακληθεί αναδρομικά η Apply-E οχτώ φορές, δύο για κάθε τεταρτημόριο 
(δύο για το C12.C11 (d[1,3]),  δύο για το C12.C12 (d[1,4]), δύο για το C12.C21 (d[2,3]), δύο για το 
C12.C22 (d[2,3])) και αυτό για να υπολογιστούν τα κόστη διαδοχικών ενθέσεων σε σχέση με τα 
αριστερά C11.C11, C11.C12 και  C11.C21, C11.C22 τεταρτημόρια. Θα συνεχιστεί η διαδικασία με την 
κλήση της Recursive-Gap για το C12 και να ολοκληρωθεί η ενημέρωση του πίνακα d για το 
τεταρτημόριο αυτό. Ακολουθεί ο υπολογισμός κόστους του C21. Για το C21 πρώτα ξεκινάμε με την 
κλήση της Apply-F η οποία λειτουργεί ακριβώςόπως και η Apply-E μόνο που ενημερώνει τον 
πίνακα για συνεχόμενες διαγραφές του C21 σε σχέση με το C11. Με την κλήση της Recurcive-Gap 
για το C21, ολοκληρώνεται η ενημέρωση του τεταρτημορίου αυτού. Για το C22 πρέπει να γίνει 
ενημέρωση και για διαδοχικές ενθέσεις σε σχέση με το C21 αλλά και για διαδοχικές διαγραφές σε 
σχέση με το C12. Με την κλήση της Recursive-Gap ολοκληρώνεται  και η ενημέρωση του C22 κι 
εδώ τελειώνει και ολόκληρη η διαδικασία και έχουμε τον πίνακα d εξολοκλήρου ενημερωμένο με 
τα ελάχιστα κόστη.  
Ακολουθούν κάποια στιγμιότυπα εκτέλεσης μετασχηματισμού της λέξης LEAN σε LION 
χρησιμοποιώντας affine ποινή κενού με         και             .  Το κόστος 
αντικατάστασης είναι ίσο με s=1 και το κόστος αντιγραφής 0. 
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  L I O N 
 0 1 1,5 2 2,5 
L 1 0= 1 1   
E 1,5 1  1 1   
A 2     
N 2,5     
  L I O N 
 0 1 1,5 2 2,5 
L 1 0= 1 1   
E 1,5 1  1 1   
A 2     
N 2,5     
Σχ. 3.1 :(α) Κλήση της RECURSIVE-GAP για το C11          Σχ. 3.1 :(β)  Κλήση της APPLY-E για το C12.C11 
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A 2     
N 2,5     
  Σχ. 3.1 :(γ)  Κλήση της APPLY-E για το C12.C12          Σχ. 3.1 :(δ)  Κλήση της APPLY-F για το C21.C11 
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N 2,5 
   
2 
2 2,5 1  3 2= 
  Σχ. 3.1 :(ε)  Κλήση της APPLY-E και τηςAPPLY-F 
για το C22.C11 
         Σχ. 3.1 :(στ)  Συμπληρωμένος ο πίνακας d 
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Στο Σχ.3.1 (α) παρουσιάζεται η συμπλήρωση του τεταρτημορίου C11, στο Σχ.3.1  (β) το C12.C11 
(d[1,3]) καλεί δύο φορές την Apply-E, μια για μέγεθος κενού 2 (από το d[1,1]) και μια για μέγεθος 
κενού 1 (από το d[1,2]). Έτσι επιλέγεται το κόστος ένθεσης για κενό μεγέθους 2 καθώς είναι πιο 
οικονομικό. Με κόκκινο χρώμα απεικονίζονται τα σύμβολα της αντιγραφής =, της αντικατάστασης 
  , της ένθεσης   και της διαγραφής   καθώς και το μέγεθος κενού. Με μαύρο χρώμα είναι 
σημειωμένο το ελάχιστο κόστος της πράξης που επιλέγεται. Στο Σχ.3.1  (γ) το C12.C12 (d[1,4]) καλεί 
επίσης δύο φορές την Apply-E, μια για  μέγεθος κενού 3 (από το d[1,1]) και μια για μέγεθος κενού 
2 (από το d[1,2]), από τα οποία επιλέγεται το μέγεθος κενού 3 με κόστος 2. Στο Σχ.3.1  (δ) το 
C21.C11 (d[3,1]) καλεί δύο φορές την Apply-F, μια για  μέγεθος κενού 2 (από το d[1,1]) και μια για 
μέγεθος κενού 1 (από το d[2,1]), από τα οποία επιλέγεται το μέγεθος κενού 2 με κόστος 1,5. Στο 
Σχ.3.1  (ε) στο C22.C11 (d[3,3]) πρέπει να καλέσει δύο φορές και την Apply-E και την Apply-F, αλλά 
κανένα από τα τέσσερα αυτά κόστη δεν είναι οικονομικότερο της αντικατάστασης που είναι ίσο με 
2. Τέλος, στο Σχ.3.1  (στ) βλέπουμε συμπληρωμένο ολόκληρο τον πίνακα d.  
Θεωρώντας ότι   ,το πρόβλημα κενού μπορεί να λυθεί στο επιλήσμον κρυφής μνήμης μοντέλο 
σε χρόνο      , χώρο       και   
  
 
  αποτυχίες κρυφής μνήμης. 
 
3.3 Υλοποίηση του αλγορίθμου GAP 
Για την υλοποίηση του αλγορίθμου για το πρόβλημα κενού στο επιλήσμον κρυφής μνήμης 
μοντέλου επιλέχθηκε η πρόταση  των Chowdhury και Ramachandran που παρουσιάστηκε στην 
προηγούμενη παράγραφο και χρησιμοποιήθηκε C++.  Ακολουθεί η περιγραφή των τριών βασικών 
μεθόδων της υλοποίησης. Η πλήρης παράθεση του κώδικα βρίσκεται στο παράρτημα Α. 
 
void recursiveGAP(int i, int j, int q, int p) 
void applyE(int i, int j, int q)               //για το κόστος διαδοχικών ενθέσεων 
void applyF(int i, int j, int p)              // για το κόστος διαδοχικών διαγραφών 
 
 Σχ. 3.2 Οι βασικές μέθοδοι για την υλοποίηση αλγορίθμου που επιλύει το πρόβλημα κενού στο 
επιλήσμον κρυφής μνήμης μοντέλο 
Στην υλοποίηση των βασικών αυτών μεθόδων επίλυσης του προβλήματος κενού δεν 
χρησιμοποιούνται καθόλου τα τεταρτημόρια ως παράμετροι με μορφή πίνακα αλλά αντί γι αυτό 
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χρησιμοποιούνται δείκτες που ενημερώνονται έτσι ώστε να δείχνουν στο εκάστοτε τεταρτημόριο 
του d σύμφωνα με το επίπεδο της αναδρομής. Οι δείκτες i και j χρησιμοποιούναι ακριβώς όπως και 
οι ai και aj στο πρόβλημα LCS που περιγράφηκε στο κεφάλαιο 2. Οι δείκτες p και q αντιστοιχούν 
στις Apply-E και Apply-F και ενημερώνονται έτσι ώστε να προκύπτει το μέγεθος κενού για κάθε 
υπολογισμό όπως αυτός περιγράφεται από την εξίσωση 3.1.  
 
3.4 Πειραματικά Αποτελέσματα 
Για τα πειραματικά αποτελέσματα της υλοποίησης του προβλήματος κενού σύμφωνα με τον 
αλγόριθμο των Chowdhury και Ramachandran χρησιμοποιήθηκε το εργαλείο Valgrind [10] έκδοση 





Ταχύτητα L1 Cache L2 Cache RAM 











Ακολουθεί ο πίνακας με τις αποτυχίες κρυφής μνήμης της υλοποιημένης έκδοσης του αλγορίθμου 
των Chowdhury και Ramachandran για το πρόβλημα κενού. Η σύγκριση είναι ανάμεσα στην 
υλοποίηση που βρίσκεται στο παράρτημα Α και τη κλασσική γραμμική εκδοχή του GAP με affine 






L1 Cache Misses 
Millions Percentage Millions Percentage 
256 0,17 0% 1,07 0% 
512 3,13 0% 38,18 0% 
1024 25,78 0% 523,62 0,1% 
2048 198 0% 4703,92 5,4% 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:30:49 EET - 137.108.70.7





Παρατηρούμε ότι σε επίπεδο αποτυχιών της κρυφής μνήμης ο επιλήσμων κρυφής μνήμης 


















Πίνακας 3.1: Αποτυχίες της L1 κρυφής μνήμης σε εκατομμύρια για είσοδο τυχαίων 
ακολουθίων από αλφάβητο μεγέθους 26, για το πρόβλημα GAP 
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Κεφάλαιο 4: Το πλαίσιο GEP 
4.1 Περιγραφή του πλαισίου GEP 
Στο κεφάλαιο αυτό παρουσιάζεται ένα γενικό επιλήσμον κρυφής μνήμης πλαίσιο εργασίας, το 
οποίο παίρνει την ονομασία Παράδειγμα Γκαουσιανής Απαλοιφής (GEP Gaussian Elimination 
Paradigm ),  από τα παραδείγματα που μπορούν να λυθούν χρησιμοποιώντας μια δομή παρόμοια με 
αυτή που χρησιμοποιείται στον υπολογισμό της Γκαουσιανής απαλοιφής χωρίς περιστροφή. Ο 
αλγόριθμος που παρουσιάζεται είναι πολύ απλούστερος από τους ήδη γνωστούς επιλήσμονες 
κρυφής μνήμης αλγόριθμους που λύνουν το πρόβλημα, καθώς δε βασίζεται στην διάσπαση LU και 
δεν εκτελεί πολλαπλασιαμό πινάκων. Πιο χαρακτηριστικά, το πλαίσιο αυτό προορίζεται για 
προβλήματα που μπορούν να λυθούν χρησιμοποιώντας ένα τριπλά εμφωλιασμένο βρόγχο 
επανάληψης. Προβλήματα που εμπίπτουν σε αυτή τη κατηγορία εκτός από την Γκαουσιανή 
Απαλοιφή είναι η διάσπαση LU χωρίς περιστροφή και ο υπολογισμός συντομότερων μονοπατιών 
όλων των ζευγών. Το GEP μπορεί να προσαρμοστεί και να δώσει λύση στο πρόβλημα του 
πολλαπλασιασμού πινάκων καθώς και στην ευθυγράμμιση ακολουθιών με κενά (το πρόβλημα 
κενού που παρουσιάστηκε στο κεφάλαιο 3). Με μερικές τροποποιήσεις μπορεί να παραχθεί και 
ένας επιλήσμων κρυφής μνήμης αλγόριθμος για μια κατηγορία δυναμικών προγραμμάτων που 
ορίζονται ως «simple-DP» τα οποία περιλαμβάνουν αλγορίθμους δυναμικού προγραμματισμού για 
την πρόβλεψη δευτερεύουσας δομής RNA, πολλαπλασιαμό αλυσίδας πινάκων και βέλτιση 
αναζήτηση σε δυαδικά δέντρα. Η πολυπολοκότητα σε προσπελάσεις Ι/Ο για καθέναν από τους 
παραπάνω αλγορίθμους δεν ξεπερνά το βέλτιστο Ι/Ο γνωστό όριο για το αντίστοιχο πρόβλημα.   
Οι τυπικές υλοποιήσεις των αλγορίθμων που εμπίπτουν στο πλαίσιο GEP τρέχουν σε O(n3), 
χρησιμοποιούν χώρο O(n2) και εκτελούν O(n3/B) προσπελάσεις Ι/Ο. 
Στο Σχ.4.1 βλέπουμε το γενικό αυτό πλαίσιο σε μορφή αλγορίθμου μέσω της αναδρομικής 
συνάρτησης F. Η συνάρτηση F μπορεί να είναι οποιαδήποτε από τις συναρτήσεις που 
απεικονίζονται στο Σχ.4.3. Οι παράμετροι της F είναι ένας τετραγωνικός πίνακας Χ μεγέθους [nxn] 
και δύο δείκτες οι k1 και k2. Το πρώτο κελί (πάνω-αριστερά) κελί του πίνακα αντιστοιχεί στο κελί 
         και το τελευταίο κελί (κάτω-δεξιά) αντιστοιχεί στο         . Για τους δύο αυτούς δείκτες 
ισχύουν οι τρεις προϋποθέσεις που αναγράφονται στο Σχ.4.1 . Όταν k1 = k2 τότε η αναδρομή 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:30:49 EET - 137.108.70.7
Το πλαίσιο GEP            Κεφάλαιο 4 
 
42 
σταματά και ενημερώνεται το κελί          σύμφωνα με τη συνάρτηση 
                                      . Αλλιώς ο πίνακας Χ σπάει σε τέσσερα τεταρτημόρια τα 
Χ11, Χ12, Χ21, Χ22 και αναδρομικά ενημερώνει τις εγγραφές σε κάθε τεταρτημόριο σε δύο φάσεις: 
στην πρώτη φάση όπου ο πίνακας διαπερνάται σύμφωνα το Σχ .4.2 (α) από την αρχή προς το τέλος 
και γι’ αυτό η φάση αυτή ονομάζεται «εμπρόσθια» διαπέραση (forward pass) και στη δεύτερη όπου 
ο πίνακας διαπερνάται από το τέλος προς την αρχή σύμφωνα με το Σχ.4.2 (β) κι έτσι έχουμε την 
«οπίσθια» διαπέραση (backward pass). Να επισημανθεί, πως δεν είναι απαραίτητο σε κάθε 
πρόβλημα που εφαρμόζεται το μοντέλο αυτό να εκτελούνται όλες οι αναδρομικές  κλήσεις των 
βημάτων 6 και 7 του αλγορίθμου. Εκτελούνται μόνο όσες ικανοποιούν τις συνθήκες που 
















Σχ. 4.1 Αλγόριθμος για το γενικό πλαίσιο εργασίας GEP 
Σχ 4.2 (α) forward-pass              Σχ 4.2 (β) backward-pass 
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Η πολυπλοκότητα του πλαισίου αυτού όσων αφορά  τις προσπελάσεις Ι/Ο είναι   
  
   
 . Στην 
επόμενη παράγραφο περιγράφονται ενδεικτικές εφαρμογές του πλαισίου GEP σε διάφορα 
προβλήματα. 
4.2 Εφαρμογές του πλαισίου GEP 
4.2.1 Γκαουσιανή Απαλοιφή χωρίς περιστροφή 
Ένα από τα προβλήματα που χρησιμοποιείται η Γκαουσιανή απαλοιφή χωρίς περιστροφή είναι 
στην επίλυση συστημάτων γραμμικών εξισώσεων. Στο Σχ. 4.5 (α) αναπαρίσταται ένα σύστημα 
γραμμικών εξίσεων με n-1 εξισώσεις και n-1 αγνώστους                 χρησιμοποιώντας ένα 
[nxn] πίνακα c. Η i-οστή γραμμή         αντιστοιχεί στην εξίσωση                 
             . Στην εμπρόσθια διαπέραση όπως φαίνεται στο Σχ. 4.5. (β) του αλγορίθμου 
κατασκευάζεται ένας άνω τριγωνικός πίνακας από τον πίνακα c απαλοίφοντας επιτυχώς τις 
μεταβλητές από τις εξισώσεις. Στη δεύτερη φάση, οι τιμές των αγνώστων εξάγονται από τον πίνακα 
που παράχθηκε με αντικατάσταση (αντίστροφη, από το τέλος του πίνακα προς την αρχή).  
Σχ. 4.3 Πίνακας πιθανών συναρτήσεων F 
Σχ. 4.4 Συνθήκες που 
πρέπει να ισχύουν ανάλογα 
τη συνάρτηση F 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:30:49 EET - 137.108.70.7
Το πλαίσιο GEP            Κεφάλαιο 4 
 
44 
Ο αλγόριθμος τρέχει σε       και εκτελούντας   
  
   
  προσπελάσεις Ι/Ο κι αυτό γιατί στην 
εμπρόσθια διαπέραση ισχύει πάντα             όταν ο αλγόριθμος φτάνει στη γραμμή 4 του 
Σχ. 4.5 (β) οπότε ανατρέχοντας στον πίνακα των προϋποθέσεων βλέπουμε ότι μπορούν να 





4.2.2 Πολλαπλασιασμός Πινάκων 
Στο πρόβλημα του πολλαπλασιασμού πινάκων       θεωρούμε ότι έχουμε δύο πίνακες Α και 
Β μεγέθους    . Το πρόβλημα αυτό κάθε αυτό δεν εμπίπτει στην κατηγορία των προβλημάτων 
GEP αλλά με μικρές τροποποιήσεις μπορεί να μοντελοποιηθεί. Στον κανονικό πολλαπλασιασμό 
πινάκων ο εσωτερικός βρόγχος της γραμμής 3 του Σχ. 4.6 είναι στη θέση του πρώτου 
εξωτερικού(γραμμή 1) και το αντίστροφο. Για να μοντελοποιηθεί όμως στο πλαίσιο GEP είναι 
απαραίτητη αυτή η αλλαγή η οποία όμως δεν επηρεάζει τα αποτελέσματα του αλγορίθμου. 
 
Σχ. 4.5 (α) Σύστημα γραμμικών εξισώσεων 
σε μορφή πίνακα 
Σχ. 4.5 (β) forward-pass για την Γκαουσιανή 
απαλοιφή 
Σχ 4.6 Πολλαπλασιαμός πινάκων στο πλαίσιο GEP 
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4.2.3 Το πρόβλημα κενού 
Το πρόβλημα κενού που ειδαμε στο κεφάλαιο 3 μπορεί κι αυτό με μερικές τροποποιήσεις να 
μοντελοποιηθεί στο πλαίσιο GEP. Στο Σχ. 4.7 βλέπουμε μια εναλλακιτκή υλοποίηση της εξίσωσης 
3.1 θεωρώντας ότι η πρώτη γραμμή (γραμμή 0) και πρώτη στήλη (στήλη) 0 του πίνακα d είναι ήδη 
αρχικοποιημένες. Το πρόβλημα κενού στο πλαίσιο GEP επιτυγχάνει εκτελούντας   
  
   














Σχ. 4.7 Το πρόβλημα κενού υλοποιημένο στο πλαίσιο GEP  
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Κεφάλαιο 5: Συμπεράσματα 
Στα πλαίσια της εργασίας αυτής επικεντρωθήκαμε στη μελέτη προβλημάτων που επιλύνονται με 
δυναμικό προγραμματισμό στο επιλήσμον μοντέλο κρυφής μνήμης και στην υλοποίηση μερικών 
από αυτών. Το μοντέλο αυτό αποδίδει αρκετά καλά σε επίπεδο αποτυχίων κρυφής μνήμης. Οι 
προσπάθειες των μελετητών επιγκεντρώθηκαν στο να μπορέσουν να εκμεταλλευτούν όχι μόνο τη 
χωρική τοπικότητα αλλά και τη χρονική έτσι ώστε να διατηρήσουν τα υπάρχονται επίπεδα χρόνου 
και χώρου αλλά να βελτιστοποιήσουν τα αποτελέσματα σε επίπεδο προσπελάσεων Ι/Ο.  
Πιο συγκεκριμένα, στο πρόβλημα της μέγιστης κοινής υποακολουθίας παρατηρούμε αξιόλογα 
αποτελέσματα σε ποσοστό αποτυχιών κρυφής μνήμης σε σχέση με άλλα μοντέλα. Ο συνδυασμός 
του δυναμικού προγραμματισμού με το επιλήσμον μοντέο κρυφής μνήμης οδηγεί στο σχεδιασμό 
αλγορίθμων που έχουν ως κύριο στοιχείο την αναδρομή, καθώς τα μεγέθη M και Β δεν είναι 
γνωστά, οπότε πρέπει να φτάσουμε σε υποπροβλήματα τέτοιου μεγέθους που να χωρούν στην 
κρυφή μνήμη. Η εκτεταμένη χρήση της αναδρομής όμως δημιουργεί επιπλέον φόρτο που ενώ κατά 
το σχεδιασμό δεν είναι εμφανής κατά τη μεταφορά των αλγορίθμων σε πραγματικά υπολογιστικά 
συστήματά είναι πλέον ορατός. Αποτέλεσμα είναι, μερικοί από τους αλγορίθμους από μια τάξη 
μεγέθους της εισόδου και μετά να μη κλιμακώνουν ενώ από την άλλη διατηρούν τα επίπεδα 
αποτυχικών κρυφής μνήμης χαμηλά. Το πρόβλημα κενού είναι ένα απο αυτά τα προβλήματα όπου 
η πληθώρα αναδρομικών κλήσεων σε συνδυασμό με την αύξηση του μεγέθους της εισόδου δεν 
επιτρέπουν τον αλγόριθμο να κλιμακώσει . Είναι βέβαια από τη φύση του ένα πρόβλημα που έτσι 
κι αλλιώς δε κλιμακώνει σωστά καθώς χρησιμοποιεί εξαντλητικό αριθμό ενημερώσεων των 
εγγραφών του πίνακα αποστάσεων και ο αριθμός αυτός μεγαλώνει δυσανάλογα σε σχέση με την 
αύξηση της εισόδου. Έτσι όταν το μέγεθος της εισόδου διατηρείται μικρό ο αλγόριθμος αυτός 
αποδίδει αρκετά καλά σε όλες τις παραμέτρους. 
Το πλαίσιο GEP είναι ένα γενικό πλαίσιο εργασίας που φαίνεται να μπορεί να μοντελοποιεί αρκετά 
προβλήματα της κατηγορίας του αλλά και προβλήματα συναφών κατηγοριών με το κόστος όμως 
των επιμέρους τροποποιήσεων. Η επιλογή του μοντέλου υλοποίησης των προβλημάτων που 
παρουσιάστηκαν στην εργασία αυτή υπόκειται στην επιλογή του παράγοντα που μας ενδιαφέρει ο 
αλγόριθμος να αποδίδει βέλτιστα  καθώς και στις ανάγκες και το είδος της εκάστοτε εφαρμογής. 
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Ακολουθεί ο κώδικας των υλοποιήσεων στο επιλήσμον κρυφής μνήμης μοντέλο του αλγορίθμου 
LCS και του GAP 
 
//This is the file lcs.cpp. 
//This is the implementation for the class LCS. 

















 n = m = 0; 
 c = new int*[n+1]; 
 X = Y = Z = ""; 
 r = n; 
 i = j = n; 
} 
 
LCS::LCS(string Xother, string Yother) 
{ 
 X = Xother; 
 Y = Yother; 
 n = X.length(); 
 m = Y.length(); 
 r = n; 
 i = j = n; 
 c = new int*[n+1]; 
 
 for(int i=0;i<=n;i++) 
 { 
  c[i] = new int[m+1]; 
 } 
    
 for(int i=0;i<=m;i++) 
 { 
  for(int j=0;j<=n;j++) 
  { 
   c[i][j] = 0; 
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LCS::LCS(const LCS &Obj) 
{ 
 X = Obj.X; 
 Y = Obj.Y; 
 Z = Obj.Z; 
 n = Obj.n; 
 m = Obj.m; 
 r = Obj.r; 
 i = Obj.i; 
 j = Obj.j; 
 c = new int*[n+1]; 
 
 for(int i=0;i<=n;i++) 
 { 
  c[i] = new int[m+1]; 
 } 
    
 for(int i=0;i<=m;i++) 
 { 
  for(int j=0;j<=n;j++) 
  { 
   c[i][j] = Obj.c[i][j]; 





LCS& LCS::operator =(const LCS &rightSide) 
{ 
 if ( (m!= rightSide.m) || (n!=rightSide.n) ) 
 { 
  for (int del = 0; del <= n; del++) 
  { 
   delete[] c[del]; 
  } 
  delete[] c; 
 
  c = new int*[rightSide.n+1]; 
  for(int i=0;i<=rightSide.n;i++) 
  { 
   c[i] = new int[rightSide.m+1]; 
  } 
 } 
  
 X = rightSide.X; 
 Y = rightSide.Y; 
 Z = rightSide.Z; 
 m = rightSide.m; 
 n = rightSide.n; 
 r = rightSide.r; 
 i = rightSide.i; 
 j = rightSide.j; 
 
 for(int i=0;i<=m;i++) 
 { 
  for(int j=0;j<=n;j++) 
  { 
   c[i][j] = rightSide.c[i][j]; 
  } 
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 return *this; 
} 
 
string LCS::getX() const 
{ 
 return X; 
} 
 
string LCS::getY() const 
{ 
 return Y; 
} 
 
string LCS::getZ() const 
{ 















 return r; 
} 
   




  int *B = new int[r]; 
  int *R = new int[r]; 
  if(X[0] == Y[0]) 
  { 
   c[ai][aj] = c[ai-1][aj-1]+1; 
  } 
  else if(T[0] >= L[0]) 
  { 
   c[ai][aj] = T[0]; 
  } 
  else 
  { 
   c[ai][aj] = L[0]; 
  } 
  B[0] = R[0] = c[ai][aj]; 
  BR temp(B,R,r); 
  delete[] B; 
  delete[] R; 
  return temp; 
 } 
 else 
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  r = r/2; 
  //calc of quadrant Q11 
  int *T1 = new int[r]; 
  int *L1 = new int[r]; 
  for(int p = 0;p<r;p++) 
  { 
   T1[p] = T[p]; 
   L1[p] = L[p]; 
  } 
  string X1 = X.substr(0,r); 
  string Y1 = Y.substr(0,r); 
  BR temp11 = LCS_OutputBoundary(X1, Y1, T1, L1, ai, aj); 
  delete[] T1; 
  delete[] L1; 
  //calc of quadrant Q12 
  int *T2 = new int[r]; 
  for(int p = 0;p<r;p++) 
  { 
   T2[p] = T[p+r]; 
  } 
  string Y2 = Y.substr(r,r); 
  BR temp12 = LCS_OutputBoundary(X1, Y2, T2, temp11.R, ai, aj+r); 
  delete[] T2; 
  //calc of quadrant Q21 
  int *L2 = new int[r]; 
  for(int p = 0;p<r;p++) 
  { 
   L2[p] = L[p+r]; 
  } 
  string X2 = X.substr(r,r); 
  BR temp21 = LCS_OutputBoundary(X2, Y1, temp11.B, L2, ai+r, aj); 
  delete[] L2; 
  //calc of quadrant Q22 
  BR temp22 = LCS_OutputBoundary(X2, Y2, temp12.B, temp21.R, ai+r, 
aj+r); 
  r = 2*r; 
  int *B = new int[r]; 
  int *R = new int[r]; 
  for(int p=0;p<r/2;p++) 
  { 
   B[p] = temp21.B[p]; 
   R[p] = temp12.R[p]; 
  } 
  for(int p=r/2;p<r;p++) 
  { 
   B[p] = temp22.B[p-(r/2)]; 
   R[p] = temp22.R[p-(r/2)]; 
  } 
  BR temp(B,R,r); 
  delete[] B; 
  delete[] R; 
  return temp; 
 } 
} 
   
string LCS::LCS_Recursive(string X, string Y, int* &T, int* &L, int bi, int bj, 
int ai, int aj) 
{ 
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 string Z = ""; 
 if(r==1) 
 { 
  if( X[0] == Y[0] ) 
  { 
   Z = X[0]; 
   i = i-1; 
   j = j-1; 
  } 
  else if(T[0] >= L[0] ) 
  {   
   i = i-1; 
  } 
  else 
  {   
   j = j-1;  




  r = r/2; 
  string tempS; 
  //calc of quadrant Q11 
  int *T1 = new int[r]; 
  int *L1 = new int[r]; 
  for(int p = 0;p<r;p++) 
  { 
   T1[p] = T[p];  
   L1[p] = L[p]; 
  } 
  string X1 = X.substr(0,r); 
  string Y1 = Y.substr(0,r); 
  BR temp11 = LCS_OutputBoundary(X1, Y1, T1, L1, ai, aj); 
  //if (i,j) belongs to output boundary of Q22 
  if( (abs(bi-i)<r)  &&  (abs(bj-j)<r) ) 
  { 
   //calc of quadrant Q12 
   int *T2 = new int[r]; 
   for(int p = 0;p<r;p++) 
   { 
    T2[p] = T[p+r]; 
   } 
   string Y2 = Y.substr(r,r); 
   BR temp12 = LCS_OutputBoundary(X1, Y2, T2, temp11.R, ai, 
aj+r); 
   delete[] T2; 
   //calc of quadrant Q21 
   int *L2 = new int[r]; 
   for(int p = 0;p<r;p++) 
   { 
    L2[p] = L[p+r]; 
   } 
   string X2 = X.substr(r,r); 
   BR temp21 = LCS_OutputBoundary(X2, Y1, temp11.B, L2, ai+r, 
aj); 
   delete[] L2; 
   //call of recursive LCS for quadrant Q22 
   tempS = LCS_Recursive(X2, Y2, temp12.B, temp21.R, bi, bj, 
ai+r, aj+r); 
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   Z = tempS + Z; 
  } 
  //if (i,j) belongs to output boundary of Q12 
  if( (abs(bi-i-r)<r)  &&  (abs(bj-j)<r) ) 
  { 
   //call of recursive LCS for quadrant Q12 
   int *T2 = new int[r]; 
   for(int p = 0;p<r;p++) 
   { 
    T2[p] = T[p+r]; 
   } 
   string Y2 = Y.substr(r,r); 
   tempS = LCS_Recursive(X1, Y2, T2, temp11.R, bi-r, bj, ai, 
aj+r); 
   delete[] T2; 
   Z = tempS + Z; 
  } 
  //if (i,j) belongs to output boundary of Q21 
  if( (abs(bi-i)<r)  &&  (abs(bj-j-r)<r) ) 
  { 
   //call of recursive LCS for quadrant Q21 
   int *L2 = new int[r]; 
   for(int p = 0;p<r;p++) 
   { 
    L2[p] = L[p+r]; 
   } 
   string X2 = X.substr(r,r); 
   tempS = LCS_Recursive(X2, Y1, temp11.B, L2, bi, bj-r, ai+r, aj 
); 
   delete[] L2; 
   Z = tempS + Z; 
  } 
  //if (i,j) belongs to output boundary of Q11 
  if( (abs(bi-i-r)<r)  &&  (abs(bj-j-r)<r) ) 
  { 
   //call of recursive LCS for quadrant Q11 
   tempS = LCS_Recursive(X1, Y1, T1, L1, bi-r, bj-r, ai, aj); 
   delete[] T1; 
   delete[] L1; 
   Z = tempS + Z; 
  } 
  r = 2*r; 
 } 
 return Z; 
} 
   
string LCS::computeLCS(){ 
 int *T; 
 int *L; 
 T = new int[n]; 
 L = new int[m]; 
 for( int i=0;i<n;i++) 
 { 
  T[i] = 0; 
  L[i] = 0; 
 } 
 Z = LCS_Recursive(X, Y, T, L, m, n, 1, 1); 
 delete [] T; 
 delete [] L; 
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 return Z; 
} 
   
void LCS::printLCS() const 
{  
 cout << "c=" << endl; 
 for (int i = 1; i <= n; i++) 
 { 
  for (int j = 1; j <= m; j++) 
  { 
   cout << c[i][j] << " "; 
  } 








 for (int i = 0; i <=n;i++) 
 { 
  delete[] c[i]; 
 } 
 delete[] c; 
} 
 
//This is the file BR.cpp. 
//This is the implementation for the class BR 
//It is an auxliary class which helps to store intermediate results 
// while the Largest Common Subsequence Problem is being pocessed 












 B = new int[1]; 
 R = new int[1]; 
 B[0] = R[0] = 0; 




 r = size; 
 B = new int[r]; 
 R = new int[r]; 
 for(int i=0;i<r;i++) 
 { 
  B[i] = 0; 
  R[i] = 0; 
 } 
} 
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BR::BR(int* &Bother, int* &Rother, int size) 
{ 
 r = size; 
 B = new int[r]; 
 R = new int[r]; 
 for(int i=0;i<r;i++) 
 { 
  B[i] = Bother[i]; 





// Copy Ctor 
BR::BR(const BR &Obj) 
{ 
 r = Obj.r; 
 
 B = new int[r]; 
 R = new int[r]; 
 
 for(int i=0; i<r; i++) 
 { 
  B[i] = Obj.B[i]; 




// Assignment operator 
BR& BR::operator =(const BR& rightSide) 
{ 
 if (r != rightSide.r) 
 { 
  delete [] B; 
  delete [] R;   
  B = new int[rightSide.r]; 
  R = new int[rightSide.r];  
 } 
 
 r = rightSide.r; 
  
 for(int i=0; i<r; i++) 
 { 
  B[i] = rightSide.B[i]; 
  R[i] = rightSide.R[i]; 
 } 
 
 return *this; 
} 
void BR::printBR() const 
{ 
 int i; 
 
 cout << endl; 
 cout << "B = [ "; 
 for (i = 0; i < r; i++) 
 { 
  cout << B[i] << " "; 
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 cout << "]" << endl; 
 cout << "R = [ "; 
 for (i = 0; i < r; i++) 
 { 
  cout << R[i] << " "; 
 } 







 delete[] B; 
 delete[] R; 
} 
//This is the file GAP.cpp. 
//This is the implementation for the class GAP. 

















 n = m = 0; 
 r = n; 
 gopen = 1.0; 
 gextend = 0.5; 
 s = 1.0; 
} 
 
GAP::GAP(string Xother, string Yother) 
{ 
 X = Xother; 
 Y = Yother; 
 n = X.length(); 
 m = Y.length(); 
 r = n; 
 gopen = 1.0; 
 gextend = 0.5; 
 s = 1.0; 
 double myinf = numeric_limits<double>::infinity(); 
 d = new double*[n+1]; 
 for(int i=0;i<=n;i++) 
 { 
  d[i] = new double[m+1]; 
 } 
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 d[0][0] = 0.0; 
 for(int i=1;i<=n;i++) 
 { 
  d[0][i] = gopen+(i-1)*gextend; 
 } 
 for(int i=1;i<=m;i++) 
 { 
  d[i][0] = gopen+(i-1)*gextend; 
 } 
 for(int i=1;i<=n;i++) 
 { 
  for(int j=1;j<=n;j++) 
  { 
   d[i][j] = myinf; 




GAP::GAP(string Xother, string Yother, double s, double gopen, double gextend) 
{ 
 X = Xother; 
 Y = Yother; 
 n = X.length(); 
 m = Y.length(); 
 r = n; 
 this->gopen = gopen; 
 this->gextend = gextend; 
 this->s = s; 
 double myinf = numeric_limits<double>::infinity(); 
 d = new double*[n+1]; 
 for(int i=0;i<=n;i++) 
 { 
  d[i] = new double[m+1]; 
 } 
 d[0][0] = 0.0; 
 for(int i=1;i<=n;i++) 
 { 
  d[0][i] = gopen+(i-1)*gextend; 
 } 
 for(int i=1;i<=m;i++) 
 { 
  d[i][0] = gopen+(i-1)*gextend; 
 } 
 for(int i=1;i<=m;i++) 
 { 
  for(int j=1;j<=n;j++) 
  { 
   d[i][j] = myinf; 




// Copy Ctor 
GAP::GAP(const GAP &Obj) 
{ 
 X = Obj.X; 
 Y = Obj.Y; 
 m = Obj.m; 
 n = Obj.n; 
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 r = Obj.r; 
 s = Obj.s; 
 gopen = Obj.gopen; 
 gextend = Obj.gextend; 
 d = new double*[n+1]; 
 
 for(int i=0;i<=n;i++) 
 { 
  d[i] = new double[m+1]; 
 } 
 for(int i=0;i<=m;i++) 
 { 
  for(int j=0;j<=n;j++) 
  { 
   d[i][j] = Obj.d[i][j]; 




// Assignment operator 
GAP& GAP::operator =(const GAP& rightSide) 
{ 
 if ( (m!= rightSide.m) || (n!=rightSide.n) ) 
 { 
  for (int del = 0; del <= n; del++) 
  { 
   delete[] d[del]; 
  } 
  delete[] d; 
  d = new double*[rightSide.n+1]; 
 
  for(int i=0;i<=rightSide.n;i++) 
  { 
   d[i] = new double[rightSide.m+1]; 
  } 
 } 
  
 X = rightSide.X; 
 Y = rightSide.Y; 
 m = rightSide.m; 
 n = rightSide.n; 
 r = rightSide.r; 
 s = rightSide.s; 
 gopen = rightSide.gopen; 
 gextend = rightSide.gextend; 
 for(int i=0;i<=m;i++) 
 { 
  for(int j=0;j<=n;j++) 
  { 
   d[i][j] = rightSide.d[i][j]; 





string GAP::getX() const 
{ 
 return X; 
} 
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string GAP::getY() const 
{ 
 return Y; 
} 
 
void GAP::setS(double s_other) 
{ 
 s = s_other; 
} 
 
void GAP::setGopen(double gop_other) 
{ 
 gopen = gop_other; 
} 
 
void GAP::setGextend(double gext_other) 
{ 






























 return gextend; 
} 
 




  if(X[0] == Y[0]) 
  { 
   if(d[i][j] > d[i-1][j-1]) 
   {  
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    d[i][j] = d[i-1][j-1]; 
   } 
  } 
  else 
  { 
   if(d[i][j] > d[i-1][j-1]+s) 
   {  
    d[i][j] = d[i-1][j-1]+s; 
   } 




  r = r/2; 
  //calc of quadrant Q11 
  string X1 = X.substr(0,r); 
  string Y1 = Y.substr(0,r); 
  recursiveGAP(X1, Y1, i, j, q, p); 
  //calc of quadrant Q12 
  string Y2 = Y.substr(r,r); 
  //applyE(C12, C11) 
  applyE(i, j+r, q); 
  recursiveGAP(X1, Y2, i, j+r, q+r, p); 
 
  //calc of quadrant Q21 
  string X2 = X.substr(r,r); 
  //applyF(C21, C1) 
  applyF(i+r, j, p); 
  recursiveGAP(X2, Y1, i+r, j, q, p+r); 
 
  //calc of quadrant Q22 
  //applyE(C22, C21) 
  applyE(i+r, j+r, q); 
  //applyF(C22, C12) 
  applyF(i+r, j+r, p); 
  recursiveGAP(X2, Y2, i+r, j+r, q+r, p+r); 
  r = 2*r; 
 } 
} 
   




  double newcost = d[i][q]+gopen+((j-q-1)*gextend); 
  if(d[i][j] > newcost) 
  {  
   d[i][j] = newcost; 




  r = r/2; 
  //ApplyE #1 -> applyE(A11, B11) 
  applyE(i, j, q); 
 
  //ApplyE #2 -> applyE(A11, B12) 
  applyE(i, j, q+r); 
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  //ApplyE #3 -> applyE(A12, B11) 
  applyE(i, j+r, q); 
 
  //ApplyE #4 -> applyE(A12, B12) 
  applyE(i, j+r, q+r); 
 
  //ApplyE #5 -> applyE(A21, B21) 
  applyE(i+r, j, q); 
 
  //ApplyE #6 -> applyE(A21, B22) 
  applyE(i+r, j, q+r); 
 
  //ApplyE #7 -> applyE(A22, B21) 
  applyE(i+r, j+r, q); 
 
  //ApplyE #8 -> applyE(A22, B22) 
  applyE(i+r, j+r, q+r); 
  r = 2*r; 
  } 
 return; 
} 
   
 




  double newcost = d[p][j]+gopen+((i-p-1)*gextend); 
  if(d[i][j] > newcost) 
  {  
   d[i][j] = newcost; 




  r = r/2; 
  //ApplyF #1 -> applyF(A11, B11) 
  applyF(i, j, p); 
 
  //ApplyF #2 -> applyF(A11, B21) 
  applyF(i, j, p+r); 
 
  //ApplyF #3 -> applyF(A12, B12) 
  applyF(i, j+r, p); 
 
  //ApplyF #4 -> applyF(A12, B22) 
  applyF(i, j+r, p+r); 
 
  //ApplyF #5 -> applyF(A21, B11) 
  applyF(i+r, j, p); 
 
  //ApplyF #6 -> applyF(A21, B21) 
  applyF(i+r, j, p+r); 
 
  //ApplyF #7 -> applyF(A22, B12) 
  applyF(i+r, j+r, p); 
 
  //ApplyF #8 -> applyF(A22, B22) 
  applyF(i+r, j+r, p+r); 
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  r = 2*r; 
  } 




{    
 recursiveGAP(X, Y, 1, 1, 1, 1); 
 return; 
} 
   





 cout <<  "D=" << endl; 
 for (int i = 1; i <= n; i++) 
 { 
  for (int j = 1; j <= m; j++) 
  { 
   cout << d[i][j] << " "; 
  } 








 for (int i = 0; i <= n; i++) 
 { 
  delete[] d[i]; 
 } 
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