The exponential and Rayleigh are the two most commonly used distributions for analyzing lifetime data. These distributions have several desirable properties and nice physical interpretations. Unfortunately the exponential distribution only has constant failure rate and the Rayleigh distribution has increasing failure rate. The linear failure rate distribution generalizes both these distributions which may have non-increasing hazard function also. This paper introduces a new distribution, which generalizes the well known (1) exponential distribution, (2) linear failure rate distribution, (3) generalized exponential distribution, and (4) generalized Rayleigh distribution. The properties of this distribution are discussed in this paper. The maximum likelihood estimates of the unknown parameters are obtained. A real data set is analyzed and it is observed that the present distribution can provide a better fit than some other very well known distributions.
Introduction
In analyzing lifetime data one often uses the exponential, Rayleigh, linear failure rate or generalized exponential distributions. It is well known that exponential can have only constant hazard function whereas Rayleigh, linear failure rate and generalized exponential distribution can have only monotone (increasing in case of Rayleigh or linear failure rate and increasing/ decreasing in case of generalized exponential distribution) hazard functions. Unfortunately, in practice often one needs to consider non-monotonic function such as bathtub shaped hazard function also, see, for example, Lai et al. [14] . In this paper we present a new simple distribution which may have bathtub shaped hazard function and it generalizes many well known distributions including the traditional linear failure rate distribution.
The linear failure rate distribution with the parameters a > 0 and b > 0, will be denoted by LFRD(a, b), has the following cumulative distribution function (CDF)
It is easily observed that the exponential distribution (ED(a)) and the Rayleigh distribution (RD(b)) can be obtained from LFRD(a, b) by putting b = 0 and a = 0 respectively. Moreover, the probability density function (PDF) of the LFRD(a, b) can be decreasing or unimodal but the failure rate function is either constant or increasing only. See for example Bain [2] , Sen and Bhattacharya [19] , Lin et al. [16] , Ghitany and Kotz [9] and the references cited their in this connection.
Recently, the two-parameter generalized exponential (GE) distribution has been introduced and studied quite extensively by Gupta and Kundu [11] . The two-parameter GE distribution with the parameters a > 0, θ > 0, has the following distribution function F GE (x; a, θ) = 1 − e −ax θ ; x ≥ 0.
It is observed that the GE(a, θ) can have decreasing or unimodal PDF and monotone (increasing/ decreasing) hazard functions, depending on the shape parameter θ. Unfortunately, it can not have bathtub shaped hazard function. Surles and Padgett [20] recently introduced two-parameter Burr Type X distribution, also known as the generalized Rayleigh distribution, has increasing or bathtub shaped hazard function but it can not have decreasing hazard function.
In this paper we introduce a new three-parameter distribution function called as generalized linear failure rate distribution with three parameters a, b, θ and it will be denoted as GLFRD(a, b, θ). It is observed that the new distribution has decreasing or unimodal PDF and it can have increasing, decreasing and bathtub shaped hazard functions. We provide different statistical properties of this new distribution and some nice physical interpretations also. We provide the maximum likelihood estimates (MLEs) of the unknown parameters and it is observed that they can not be obtained in explicit forms. The MLEs can be obtained only by solving two non-linear equations. We analyze one real data set and it is observed that the present distribution provides better fit than many existing well known distributions.
The rest of the paper is organized as follows. In section 2 we present GLFRD(a, b, θ) and discuss its properties in Section 3. Section 4 discusses the distribution of order statistics of the GLFRD. The MLEs are provided in Section 5. Section 6 gives an illustrative example to explain how a real data set can be modeled by GLFRD(a, b, θ) and finally we conclude the paper in Section 7. A list of acronyms are provided in the Appendix A for quick references.
The GLFRD
Let X be a random variable with the following CDF for a > 0, b > 0 and θ > 0 as follows;
Here θ is shape parameter. The distribution of this form is said to be a generalized linear failure rate distribution with parameters a, b, θ and will be denoted by GLFRD(a, b, θ). The PDF and the hazard function of GLFRD(a, b, θ) will be
and
respectively. Recently, it is observed, see Gupta and Gupta [10] , that the reversed hazard function plays an important role in the reliability analysis. The reversed hazard function of
It is well known that the hazard function or the reversed hazard function uniquely detrmines the corresponding probabililty density function. From (6) it is clear that the GLFRD(a, b, θ)
is a proprtional reversed hazard family. It may be mentioned that the reversed hazard function is a decreasing function. The failure rate function 
Mean, median and mode
It is observed as expected that the mean of the GLFRD(a, b, θ) can not be obtained in explicit forms. It can be obtained as infinite series expansion. In general different moments of the GLFRD(a, b, θ) will be presented later.
The quantile x q of the GLFRD(a, b, θ) is given by
Using (7), the median of GLFRD(a, b, θ) can be obtained as
Moreover, the mode of GLFRD(a, b, θ) can be obtained as a solution of the following non-linear equation
It is not possible to obtain the explicit solution in the general case. It has to be obtained numerically. For different special cases, the explicit forms may be obtained.
Moments
The following lemma gives the k th moment of GLFRD(a, b, θ), when θ ≥ 1.
, is given as follows For a = 0, b > 0:
For a > 0, b ≥ 0: here g ( )
is the complete gamma function.
The proof of this lemma is provided in the Appendix B.
Based on the results, the measures of skewness and kurtosis of the GLFRD can be obtained as respectively;
In Figure 3 and Figure 4 we provide α and β for different values of θ, when a = 1, b = 2. It is observed that α and β first decrease as θ increases and then start increasing.
Characterization
Let Y be an absolute continuous random variable with support only on the positive real axis. For a > 0, b > 0, for all real t > 0 and for all non-negative integer n, let us define
and here U n (·) means the n-th power of U (·). Then we have the following results.
only if for all real t > 0, and for all non-negative integer n
Theorem 3.2 The random variable Y follows GLFRD(a, b, θ) for a > 0, b > 0, θ > 0, if and only if for all real t > 0, and for all non-negative integer n
Theorem 3.3 Suppose X 1 , . . . , X n are indepedent identically distributed random variables.
Then the X i follows GLFRD, if and only if X (n) = max{X 1 , . . . , X n } follows GLFRD.
The proofs of Theorem 3.1 and Theorem 3.2 are provided in the appendix C. The proof of Theorem 3.3 is trivial and therefore it is omitted.
Maximum and Minimum
We have the following results regarding the maximum and minimum of the GLFRDs. All the proofs are quite staright forward and therefore they are omitted.
Theorem 3.4: If X i s are independent random variables, and suppose X i follows GLFRD(a, b, θ i )
Theorem 3.5: If X i s are independent and identically distributed random variables and
and a n is such that it satisfies the following two conditions; lim n→∞ a n = 0, and lim n→∞ a n b n = β.
Theorem 3.6: If X i s are independent and identically distributed random variables and X i follows GLFRD(a, b, θ), then for X (1) = min{X 1 , . . . , X n } and for all x > 0
Distribution of order statistics
Let X 1 , X 2 , . . . , X n be a simple random sample from GLFRD(a, b, θ) with PDF and CDF as in (4) and (3), respectively. Let X (1) ≤ X (2) ≤ . . . ≤ X (n) denote the order statistics obtained from this sample. In this section we provide the expressions for the PDFs and moments of order statistics for the GLFRD(a, b, θ). Also, the measures of skewness and kurtosis of the distribution of the r th order statistic are presented. The PDF of X (r) is given by,
where f (x; a, b, θ), F (x; a, b, θ) are the PDF and CDF given by (4) and (3), respectively.
substituting from (3) and (3) into (17), one gets
where
The coefficients d j (n, r), j = 1, 2, . . . , n − r do not depend on a, b, θ. Thus f r:n (x) is the weighted average of the generalized linear failure rate distributions with different shape parameters. 
(ii) if a > 0, b ≥ 0:
The proof of this Theorem is given in the Appendix B.
Based on the results given in theorem (4.1), the measures of skewness and kurtosis of the distribution of the r th order statistic can be evaluated from the following expressions
r:n − 3µ r:n µ
r:n + 2µ 
Extensive tables are available on request from the authors for different values of α r:n and β r:n for the cases in which n = 1, 2, 3, 4, 5 and θ = 0.5, 1, 1.5, 2, 2.5, 3, 3.5 with 1 ≤ r ≤ n.
From the table values the general findings are (i) The distribution of the r th order statistic is positively skewed.
(ii) For fixed θ and n, the values of β r:n increases as r increases.
In this section, we derive the maximum likelihood estimates of the unknown parameters a, b, θ of GLFRD(a, b, θ) based on a complete sample. Let us assume that we have a simple random sample X 1 , X 2 , · · · , X n from GLFRD(a, b, θ). The likelihood function of this sample
Substituting from (4) into (23), we get
It can be written as;
The log-likelihood function becomes
Therefore, the normal equations are
The normal equations do not have explicit solutions and they have to be obtained numerically. Note that for a given a and b, the MLE of θ, sayθ(a, b) can be obtained aŝ
Therefore, the MLEs of a and b can be obtained by solving two non-linear equations.
can not be obtained in closed forms, it is not easy to derive the exact distributions of the MLEs. In this section, we derive the asymptotic confidence intervals of these parameters when a > 0, b > 0 and θ > 0. The simplest large sample approach is to assume that the MLE (â,b,θ) are approximately trivariate normal with mean (a, b, θ) and covariance matrix
0 , see Lawless [15] , where I −1 0 is the inverse of the observed information matrix
The derivatives in I 0 are given as follows
The above approach is used to derive the 100(1 − α)% confidence intervals of the parameters a, b, θ as in the following formŝ
Here, Z α/2 is the upper (α/2)th percentile of the standard normal distribution.
It should be mentioned here as it was pointed by a referee that if we do not make the assumption that the true parameter vector (a, b, θ) is an interior point of the parameter space then the asymptotic normality results will not hold. If any of the true parameter value is 0, then the asymptotic distribution of the maximum likelihood estimators is a mixture distribution, see for example Self and Liang [18] in this connection. In that case obtaining the asymptotic confidence intervals become quite difficult and it is not pursued here.
Data Analysis
In this section we provide a data analysis to see how the new model works in practice. The data have been obtained from Aarset [1] and it is provided below. It represents the lifetimes of 50 devices.
. We have used different distributions namely; Rayleigh distribution (RD), exponential distribution (ED), generalized exponential distribution (GED), linear failure rate distribution (LFRD), generalized Rayleigh distribution (GRD) and generalized linear failure rate distribution (GLFRD) to analyze the data. The MLE(s) of the unknown parameter(s) and the corresponding Kolmogorov-Smirnov (K-S) test statistic for 6 different models are given in Table 4 . The model For the comparison purpose, the empirical and fitted total time on test transforms (TTTTransforms) using the GLFRD, GRD and GED are provided. For details about the TTTTransform technique, we refer to [3] , [5] and [6] . Figure 7 shows the plots of the empirical and fitted TTT-Transform of the data. Further, we computed: (i) the maximum of the distance between the fitted TTT-transform using each distribution and the empirical one;
(ii) the mean squared error of the fitted TTT-Transforms using each suggested distribution. Table 6 gives the obtained results. We have provided the nonparametric estimate of the survival function and the fitted survival functions in Figure 6 . It is clear that the generalized linear failure rate distribution provides a good fit to the data set.
Conclusions
In this paper we have introduced a new three-parameter generalized linear failure rate distribution and study its different properties. It is observed that the proposed GLFRD has several desirable properties and several existing well known distributions can be obtained as special cases of this distribution. It is observed that the GLFRD can have increasing, decreasing and bathtub shaped hazard rate functions which are quite desirable for data analysis purposes. We obtained the asymptotic properties of the MLEs of the unknown parameters but we have not studied the behavior of the MLEs for small sample sizes. Extensive simulations are required to study the rate of convergence of the MLEs and their various properties.
More work is needed in this direction.
then substituting from (4) into the above relation we have
Since 0 < e −(ax+ b 2 x 2 ) < 1 for x > 0, by using the binomial series expansion we have
then
Since the inner quantity of the summation is absolutely integrable, interchanging the integration and summation we get
Now arises two cases. The first case arises when a = 0 and b > 0. In this case, the integral in (42) becomes
Substituting from (43) into (42), one gets (10) which completes the first part of the lemma.
The second case arises when a > 0 and b ≥ 0. For this case, using the Taylor expansion of
one can rewrite (42) as
That completes the proof of the lemma.
The Proof of Theorem 4.1. The general definition of the k th moment of order statistic
Substituting from (18) into (44), one gets
Since the integral in (45) is the k th moment of GLFRD(a, b, θ r+j ), then from (45) with the help of lemma (3.1) we get (19) and (20) which completes the proof. 
Differentiating (46) with respect to t, we obtain U n (t)f Y (t) = U n (t)f Y (t) − nU n−1 (t)F Y (t) f (t; a, b, 1) F (t; a, b, 1) + n θ U n−1 (t)f Y (t).
Since U n−1 (t) = 0, from (47) we obtain f Y (t) F Y (t) = θ f (t; a, b, 1) F (t; a.b, 1) .
From the uniqueness property of the reversed hazard function and from (6), it is immediate that f Y (x) has to be of the form (4). 
Therefore, the result follows.
Sufficient Part: Suppose (15) is true for all t > 0 for the random variable Y . Let us denote the PDF and CDF of Y as f Y (·) and F Y (·) respectively. Therefore, (15) can be written as
Differentiating both sides of (51) with respect to t and cancelling f Y (t) from both sides, we
Differentiating both sides of (52) with respect to t and arranging terms, we obtain; 
After differentiating (53) with respect to t and rearranging we obtain the differential equation; 
