In this contribution, we present the first formulation of a heterogeneous multiscale method for an incompressible immiscible two-phase flow system with degenerate permeabilities. The method is in a general formulation, which includes oversampling. We do not specify the discretization of the derived macroscopic equation, but we give two examples of possible realizations, suggesting a finite element solver for the fine scale and a vertexcentered finite volume method for the effective coarse scale equations. Assuming periodicity, we show that the method is equivalent to a discretization of the homogenized equation. We provide an a posteriori estimate for the error between the homogenized solutions of the pressure and saturation equations and the corresponding HMM 
Introduction
In this paper, we consider degenerate two-phase flow in porous media for immiscible and incompressible fluids with a highly variable porosity and a highly variable intrinsic permeability. Applications are oil reservoir simulations (with fluids oil and water) or carbon sequestration (with fluids water and liquid carbon dioxide). The numerical treatment of the two-phase flow system with classical finite element (FE) or finite volume (FV) schemes is typically quite expensive. In particular, when it is necessary to resolve the fine -scale features of the (rapidly oscillating) hydraulic conductivity, an extremely fine computational mesh is required. In many scenarios, this results in a tremendous computational load that cannot be handled by available computers. To overcome this issue, the classical scheme can be combined with a so-called multiscale approach that splits the complex global problem into smaller pieces that can be treated independently. In this work, we propose and analyze a strategy on how this can be accomplished for the two-phase flow system on the basis of a two-scale formulation derived from the underlying fine-scale problem.
There is a vast literature on the two-phase flow in porous media. Concerning existence and uniqueness of weak solutions, we refer to [21, 22, 43] . Various numerical methods have been introduced and analyzed. However, rigorous convergence results are still rare. Convergence of a "mixed finite element-finite volume method" was shown in [52] , a priori error estimates for a "mixed finite element-Galerkin finite element method" were derived in [23] , convergence of a finite volume scheme based on the Kirchhoff transformed system was obtained in [49] and convergence of a finite volume phase-by-phase upstream weighting approach was studied in [28] . For a priori error estimates for a hp discontinuous Galerkin method, we refer to [27] . Furthermore, rigorous a posteriori error estimation for finite volume discretizations of incompressible two-phase flow equations were recently derived in [18] .
In the case of rapidly oscillating coefficient functions as considered in this contribution, the classical methods (such as FVM, finite element method (FEM), hp-FEM, DG-FEM or mixed FEM) are often too expensive and should be combined with a multiscale approach. There are typically two ways. One way is that the effective (or upscaled) macroscopic features of the coefficients are determined in a preprocess to apply the classical scheme to the new "effective equation" (cf. [4, 25, 30, 33] ). The other way is that the multiscale features are used to assemble a suitable set of "multiscale basis functions" that replaces the original set of basis functions in a classical scheme (cf. [16, 35, 48, 54] ).
In this work, we are dealing with the first way of approaching the problem. To state the two-phase flow system, let us denote 
(x, t), s n (x, t) the saturations and p w (x, t), p n (x, t)
the pressures of wetting and non-wetting phase, respectively, • P c (s) the capillary pressure function (only depending on the saturation), • k r,w (s), k r,n (s) the relative permeabilities (only depending on the saturation), • μ w , μ n ∈ R >0 the viscosities of wetting and nonwetting phase, • ρ w , ρ n ∈ R >0 the densities of wetting and non-wetting fluid, • g ∈ R d the downward pointing gravity vector.
With these definitions, the classical two-phase flow system can be characterized by the following system of six equations. The two equations for the mass balance are given by
where the subindex α ∈ {w, n} stands either for the wetting phase w or the non-wetting phase n. The flux u α is given by the Darcy-Muskat law
again, for α ∈ {w, n}. Additionally, we have an algebraic coupling between these equations: the saturations sum up to 1 and the difference between the two pressures is given by the monotonically decreasing capillary pressure function: s w + s n = 1 and P c (s w ) = p n − p w with P c (s) < 0.
In order to avoid a numerical scheme that needs to resolve the full microstructure in (1), which would be far too expensive, we replace the above system by a homogenized/upscaled (i.e., oscillation free) system of the structure
for α = w, n, where 0 is a local average of and K 0 ,κ is defined by
with local representative cells Y κ 0 ,κ and w j κ suitable solutions of (cheaply) pre-computed local problems that contain micro-structure information. The upscaled system (3) can be solved with feasible cost with any favorite classical solver for the two-phase flow equations. In this sense, our strategy gives rise to a large class of multiscale methods for the twophase flow system, depending on the classical method that it is combined with. The original idea behind this approach goes back to the heterogeneous multiscale finite element method (HMM) initially introduced in [25] . It is known that this method is very reliable in many applications and that it can be interpreted as a discretization of an upscaled problem of the type above (cf. [30, 31] ). In the subsequent sections, we will give a detailed motivation and justification for the upscaled/homogenized system (3). For a priori and a posteriori error estimates of HMM approximations to elliptic problems, we refer to [4-7, 32, 33, 53] . Homogenized problems as (3) can be sometimes rigorously justified as limit problems for the case that the characteristic length scale of the microscopic oscillations converges to zero. For these kind of homogenization results for the immiscible incompressible two-phase flow equations we refer to [14, 15, 34, 55] and the references therein.
There are several contributions proposing other types of multiscale methods for the two-phase flow system. However, each of these methods is formulated under the assumption that the capillary pressure can be neglected and consequently, that the pressures of the two phases are identical. This is an assumption that we do not make. In the following, we give a survey on multiscale methods for twophase flow; however, with the remark that the topic is too comprehensive to name all of these schemes. A local-global upscaling for two-phase flow was stated in [20] and an adaptive variational multiscale method (VMM) for multiphase flow was proposed in [51] . Furthermore, there are several methods that fit into the framework of the multiscale finite element method (MsFEM) proposed in [35] ) or its modified version, the mixed multiscale finite element method, proposed in [24] . Multiscale methods based on a finite volume or finite volume element approach can be, for instance, found in [3, 29, 37, 38, 40, 46, 47] . The construction of conservative fluxes in a post-processing step for generalized multiscale finite element approximations (GMsFEM) was suggested in [17] . Furthermore, we refer to the hierarchical multiscale method for two-phase flow based on mixed finite elements [2] , an adaptive multiscale method also based on mixed finite elements [1] and a modified multiscale method based on a finite volume scheme on the coarse scale [26] . Finally, a Galerkin-and a mixed multiscale finite element method are analyzed in [39] ; however, ignoring gravity and capillary effects.
The advantage of our approach compared to other multiscale methods is that the microstructure does not have to be resolved globally, but only in a small set of cubic environments of quadrature points. Hence, the new method can operate far below linear computational complexity in each iteration step, whereas the above-mentioned approaches can only, at best, operate with linear complexity, but never below. Hence, previously uncomputable problems may become computable now.
Weak formulation of the fine scale two-phase flow equations
In this section, we state a weak formulation of the incompressible two-phase flow equations after Kirchhoff transformation and recall a corresponding existence and uniqueness result. For this purpose, let us define the phase mobility functions by
Typically, λ w is an increasing function with λ w (0) = 0 and λ n is a decreasing function with λ n (1) = 0. In this setting, we can use the Kirchhoff transformation as a mathematical trick to rewrite the problem in terms of a global pressure P (c.f. [10, 12, 21] ) which allows to formulate a new problem with a strictly positive total mobility λ(s w ). Defining S := s w and P :
we get the desired relation
Using the Kirchhoff transform ϒ : [0, 1] → R given by
we get (cf. [19] ) the following (Kirchhoff transformed) twophase flow system:
Thanks to the assumptions on λ n , λ w , and P c , the Kirchhoff transform ϒ defined in (4) is a strictly increasing function on [0, 1]. From now on, we assume inhomogeneous Dirichlet boundary conditions for both saturation and pressure:
Properties of the boundary functionsS andP are specified below. An initial condition is given by
We note that the results of this contribution can be easily generalized to mixed Dirichlet/Neumann boundary conditions. We now state a weak formulation of the Kirchhoff transformed two-phase flow system (6) . In the following, we will work with this weak formulation.
Definition 2.1 (Weak formulation of the two-phase flow system) We define the solution space by
We call (S , P ) ∈ E a weak solution of the Kirchhoff transformed two-phase flow system (6) 
The weak formulation was proposed by Chen [21] , where the above formulation already incorporates the regularity results that he derived in Section 4 of the mentioned work. We emphasize that the Kirchhoff transformed two-phase flow equations do no longer have an explicit physical meaning. Under the following assumptions, the problem (7)- (8) has a unique weak solution (c.f. [18, 21] ). Assumption 2.2 (For the existence and uniqueness of a weak solution) We make the following assumptions:
for s > 0, λ n (s) > 0 for s < 1 and there exist positive constants c λ and C λ so that for all s ∈ [0, 1]:
There exist positive constants α, β > 0 such that, for every and almost every
(A3) ∈ L ∞ ( ) and 0 < φ * ≤ ≤ * < 1 for all > 0 and a.e. in . For simplicity, we assume that is ergodic in the sense that there exists a constant 0 ∈ R >0 (independent of ) such that
we assume thatS can be extended to a measurable function on T so that:
(A8) There exists a positive constants C U such that
(A9) The solution has the regularity ∇P ∈ L ∞ ( T ).
Remark 1 Assumption (A2) states that K is defined on the whole R d instead of only on . This simplifies the formalism in later considerations. Actually, it is only required that K is reasonably defined on and a small environment around. All other values of K will not have an influence.
Assumptions (A8) and (A9) are only required to obtain uniqueness of the weak solution (c.f. Theorem 3.1. in [21] ). Furthermore, condition (A9) could be replaced by assumptions on the domain and the data which guarantee the Lipschitz-continuity of the pressure p(·, t) almost everywhere in t (see [21, 22] ). For simplicity and to clarify the presentation we directly work with (A9).
Also recall that, in addition to (A1)-(A9), we made the assumption that P c , k r,w, and k r,n only depend on the saturation but not on the space variable x. This is a characterization for the case that the relevant computational domain is occupied by only one type of soil. In the case of various types of soil, P c (x, s), k r,w (x, s) and k r,n (x, s) are piecewise constant with respect to x. However, we also note that this can be a restrictive assumption in many practical applications, since it is known that there is a relation between spatial variations of and K on the one hand, and P c on the other hand (cf. [42] and the references therein and in particular, the classical work by Leverett and Lewis [44] ).
The continuous HMM-type two-scale problem
In this section, we motivate and state a two-scale problem that should be seen as the continuous limit of a (discrete) heterogeneous multiscale method for the degenerate twophase flow equations. This problem will be the first step towards the final (previously mentioned) upscaled problem (3). In the case of -periodic coefficient functions, we show that the two-scale problem can be characterized as the limit problem of the exact equation for → 0. Hence, it is justified. In the following, we denote by
2 ) d the 0-centered unit cube and we define C 1 (Ȳ ) as the space of functions on Y , for which the Y -periodic extension is continuously differentiable. The space of periodic H 1 -functions with zero average is then obtained as
.
Motivation and formulation of the method
The central idea of the heterogeneous multiscale method (HMM) is rather simple: replace the original (expensive-tosolve) fine-scale problem, by an upscaled (cheap-to-solve) problem which is determined by sampling in local cells. In this context, the upscaled properties in the new equation are nothing but averages of the information that was gained from the "cell problems." This strategy was initially formulated in a fully discrete setting, in the sense that the sampling cells where related to a fixed set of quadrature points in a coarse mesh. However, as demonstrated in several contributions (see e.g., [30, 31, 33] ) it can be also interpreted (and hence formulated) on a fully continuous level, i.e., as an analytical equation. In specific scenarios, this analytical equation coincides with the classical homogenized equation (cf. [53] ). For elliptic problems of the type
the HMM strategy (on the continuous level) can be summarized as follows. First, for some small fixed parameter κ ≥ , define a "cell basis," which is simply a set of functions that contains sampled information from small cells.
Observe that the sampling domain is a cubic cell of diameter κ centered around x. Also, observe the similarity to cell problems arising in homogenization theory (cf. [9] ).
Based on this cell basis, we define the entries of the effective intrinsic permeability K 0 ,κ by
It is well known that K 0 ,κ has the same spectral bounds as K , hence it is a coercive and bounded matrix. With that, we can solve the upscaled elliptic problem:
Observe that problem (12) is purely macroscopic and can be solved with any standard method on a coarse grid. Hence, it is extremely cheap to solve, compared to the original problem (9) . It is possible to clearly justify that u 0 ,κ is a good L 2 -approximation to u , by the following result by Gloria [30] :
This means that problem (12) , with the upscaled coefficient K 0 ,κ , yields typically highly accurate approximations, independent of structural assumptions on K .
The above used notion of G-convergence (cf. [41] ) is typically used to describe general homogenization settings.
Definition 3.2 (G-convergence) Let
⊂ R d denote a bounded domain and let (A ) >0 ⊂ [L ∞ ( )] d×d denote a sequence of symmetric matrices that are uniformly bounded and coercive, i.e., there exist a 0 , a 1 ∈ R >0 such that for a.e. x ∈ :
We note that the G-limit A 0 is bounded and coercive with the same spectral bounds as A and that the usage of the upscaled coefficient K 0 ,κ is well-established and well-justified for elliptic homogenization problems. For the two-phase flow equations, we now suggest to follow the completely same strategy, meaning that we solve (10), define K 0 ,κ according to (11) and simply let it replace K in the original two-phase flow problem. This means that the construction of the effective macroscopic properties is only based on K ; but all other data functions are ignored in the homogenization process. Since it is a priorly not clear that this leads to the correct homogenization setting, we will prove later on, under the assumption of periodicity, that this leads in fact to the correct (upscaled) limit problem. We summarize the fully continuous HMM. ,κ be given by (11) and recall 0 from assumption (A3). We call p 0 n , p 0 w , s 0 n and s 0 w the fully continuous HMM approximations in classical formulation if they solve
These equations are understood in the distributional sense. Furthermore, p 0 n , p 0 w , s 0 n , and s 0 w are supposed to have the same boundary and initial conditions as the original (fine scale) two-phase flow system.
Since questions of existence and uniqueness are hard to answer for the system as stated in Definition 3.3, we also formulate a fully continuous HMM for the Kirchhofftransformed system. Both versions are only equivalent under the assumption of sufficient regularity. ,κ be given by (11) and 0 as in (A3). We call (S c , P c ) ∈ E the fully continuous HMM approximation in global pressure formulation if S c (·, 0) = S 0 and if (S c , P c ) ∈ E solves the following effective two-phase flow system: (14) for all ∈ L 2 ((0, T ), H 1 0 ( )). Due to classical results (cf. Chen [21] for a general survey and see, e.g., also [8, 11, 12, 43] ), we can guarantee existence of (S c , P c ) under assumptions (A1)-(A7) and if assumptions (A8) and (A9) are fulfilled the solution (S c , P c ) ∈ E is also unique.
Note that Definitions 3.3 and 3.4 lead to multiscale methods that can operate with very low computational costs. First, in a preprocessing step, it only involves once the computation of the cell basis given by {w i κ ∈ L 2 ( ,H 1 (Y ))|1 ≤ i ≤ d} (which is of the same cost as for the HMM for standard linear elliptic problems). This can be done with a standard finite element method and it can be done in parallel. After that step, one only has to solve the standard two-phase flow system, now with coarse scale coefficients.
An additional advantage is that we do not have to deal with the convergence of numerical methods again; existing results can be used because problems (13) - (14) is a standard two-phase problem. The multiscale features are completely hidden in the computation of K 0 ,κ . We straightforwardly obtain convergence of numerical approximations to the coarse scale solution (S c , P c ). The remaining error between (S c , P c ) and (S , P ) is a small (nonnumerical) modeling error.
Before we draw our attention to a justification of (13)- (14) by homogenization theory, we comment on the possibilities in constructing the cell basis.
Notes on the cell problems
In the formulation of the method, we propose a periodic boundary condition for the local problems given by (10), i.e., the problems that characterize the cell basis. We note that other choices of boundary conditions are possible, but numerical experiments indicate that periodic conditions are quite flexible and they are typically less affected by resonance errors than, e.g., Dirichlet or Neumann boundary conditions (c.f. [4, 30] ). Resonance errors are errors that arise from a mismatch between the prescribed boundary condition and the wave length of the fine-scale variations. As an effect, the local solutions show strong unnatural oscillations close to the boundaries of cells that can distort the final upscaled approximation. The oscillations should be therefore truncated, which is typically done by using oversampling techniques:
Remark 2 (Oversampling). In general, the periodic boundary condition is a wrong boundary condition for the localized fine-scale equations. Since the correct boundary condition is unknown, an oversampling technique is required. This means that the local problems are solved in larger domains, but only the interior information (with a certain distance to the boundary) is used to compute the averages that are communicated to the coarse scale equation. In our example, we only need to change the definition of the intrinsic permeability K 0 ,κ by taking the average over a smaller integral. This means that the coarse scale system (13)- (14) remains formally the same, but the intrinsic permeabil-
which is defined by 
Homogenization
In this section, we restrict ourselves to a periodic setting that is specified by the assumptions below. This section is to justify the method that we proposed in Definition 3.3 and 3.4. More precisely, we relate the HMM stated in Definition 3.4 to classical homogenization theory. The finding is that, under the assumption of a periodic structure, S c and P c are exactly the homogenized solutions. To prove this result, we make the following assumptions: Assumption 3.5 (For homogenization theory) We make the following assumptions:
] d×d and such that there exist positive constants α and β so that a.e. in × Y :
Furthermore, K(x, x ) is measurable and fulfills
(the last two properties are for instance fulfilled if
Let the boundary saturation be independent of time,
i.e.,S(x, t) =S(x), and P c (S) ∈ L 1 ( ) and G α (S) ∈ H 1 ( ), α = w, n, where we defined
(s)ds and G n (S) := G w (S)+P c (S).
(A13) The inverse Kirchhoff transform ϒ −1 is θ-Hölder-continuous with 0 < θ ≤ 1 and constant C ϒ −1 .
The last assumption (A13) is fulfilled for most of the capillary pressure-saturation relationships P c (s), e.g., the van Genuchten model (cf. [13] ). We can now formulate the convergence result. 
By (S c , P c ) ∈ E we denote the corresponding HMM approximation given by (13)- (14) and with S c (·, 0) = S 0 . Under these assumptions, there exists a subsequence (S , P ) of (S , P ) such that
Hence, Theorem 3.6 shows that fully continuous HMM approximations are nothing but the homogenized solutions to (7)-(8) in the periodic setting. The proof of this theorem is provided in Section 5, using two-scale convergence. A proof of the corollary is also given in Section 5.
Corollary 1 (Modeling error
)
Remark 3
Under the assumptions of Theorem 3.6 (and as a consequence of Corollary 1) we observe that K 0 ,κ is independent of and κ. Hence, we can denote K 0 := K 0 ,κ . On the other hand, comparing (11) and (15) (which differ, since one time we use K (x + κy) = K(x + k y, x+κy )
and one time we use K(x, x+κy )) we see that for Lipschitzcontinuous K the k perturbation on the coarse scale vanishes for → 0 in (13)- (14) . In this case, our result remains also valid for the original HMM scheme with K 0 ,κ given by (11) , in the sense that S − S c → 0 in L 2 ( T ) (note that S c depends on in this case).
Numerical treatment of the HMM two-scale problem
In this section, we state two examples of a fully discrete heterogeneous multiscale method (in cell problem formulation) based on the finite elements discretization on the fine scale and a vertex-centered finite volume discretization on the coarse scale. One realization is based on the Kirchhoff transformed equations (13)- (14) and the other one is based on the HMM realization for not-transformed system as stated in Definition 3.3. Furthermore, we present an a posteriori estimate for the error between homogenized solutions and HMM approximations. The estimate is up to a modeling error in the sense of Corollary 1 and hence equal to zero for the periodic case.
Fully discrete HMM approximation
We introduce the following notations: let 0 = t 0 < t 1 < ... < t N = T denote a partition of the time interval (0, T ], with I n := (t n−1 , t n ], t n := t n − t n−1 and τ :=max{ t n |1 ≤ n ≤ N}. For each time step t n (0 ≤ n ≤ N), let T n H ( ) denote a regular simplicial partition of . The corresponding space of piecewise linear functions is given by: 
The following assumption only yields a small simplification for formulating the method and deriving a corresponding a posteriori error estimate. We assume thatS andP are piecewise linear in order to avoid boundary approximation in the final scheme.
Assumption 4.1 (For formulating the fully discrete HMM)
We make the following assumption:
(A14) the boundary functionsS andP are continuous and piecewise linear, i.e.,S,P ∈ V H,τ ( T ).
We can finally define the discrete spaces incorporating the boundary conditions:
In the following, we use the notation n H τ := H τ (·, t n ) for H τ ∈ V H,τ ( T ) and by S 0 H τ we denote a suitable approximation of the initial value S 0 . In order to solve local problems (10) numerically, we require a regular periodic
that is denoted by T h (Y ).

We extend T h (Y ) periodically to a triangulation T h (R d ) of whole R d . A corresponding discrete space is given by
and the set of faces is given by
Note that we might identify T h (Y ) with a triangulation of the d-dimensional torus T d . With this interpretation, we see that (T h (Y )) only contains inner faces , because the torus does not have a boundary. A jump over a face E ⊂ ∂Y
should be therefore seen as a jump over a face on the torus mesh (after mapping it accordingly). Boundary faces do not exist. A jump over a face E ⊂ ∂Y must be therefore seen as a jump over a corresponding opposite face. We also denote h E :=diam(Y ∪Ỹ) where
For the rest of the paper, we denote for simplification
We first propose a finite element discretization to assemble the local cell basis that defines the discrete effective intrinsic permeability that is communicated to the coarse scale equation: (17)) i.e., we assume for for all x ∈ S, we may also use a continuous interpolation of the sample values.
With the previously defined dual meshes D n H , we may use a vertex centered finite volume discretization on the coarse scale (c.f. [18] ). The first version of a fully discrete multiscale method is based on the Kirchhoff transformed equation given by Definition 3.4. 
and
H τ is the solution of (19) for given S 0 H τ (which is an approximation of the initial value S 0 ).
Equations (18), (19) form a nonlinear system that might be solved using Newton's method or a fixed point linearization as proposed, e.g., in [18] . Alternatively, to the formulation proposed in Definition 4.3, we might also construct a scheme with unknown ϒ H τ which is an approximation of the Kirchhoff transformed saturation ϒ(S c ). In this case, we only need to replace S H τ by ϒ −1 (ϒ H τ ) in (18)- (19) . The advantage is that we seek an approximation of the unknown ϒ(S c ) which has typically more regularity then the non-wetting saturation S c . Again, we refer to [18] for the formulation of such a scheme.
The next method is based on the fully continuous HMM for the original system as stated in Definition 3.3. The mass balance is solved for both phases and an upwinding term is used for stabilization (c.f. [18, 36] ). (3), we define the function P that describes the global pressure relation by
Now, we seek 
A posteriori error estimates
In this section, we present an a posteriori estimate for the error between an arbitrary fully discrete HMM approximation and a homogenized solution that corresponds with problem (7)- (8) .
As in [18] , we start with defining a nonwetting phase flux reconstruction 
(λ(S c )∇P c − (λ w (S c )ρ w + λ n (S c )ρ n )g)).
Remark 4 (Reconstruction of the fluxes) A procedure to obtain flux reconstructions for a system of type (18)- (19) as well as for a system of type (21)- (22) 
(t) := (λ w (S H τ (·, t))∇P H τ (·, t) +∇ϒ(S H τ (·, t)) − λ w (S H τ (·, t))ρ w g), V p H τ (t) := λ(S H τ (·, t))∇P H τ (·, t) − (λ w (S H τ (·, t))ρ w +λ n (S H τ (·, t))ρ n )g.
Using these flow functions, we define the coarse scale residual estimators by
and the fine-scale residual estimators by
The diffusive flux estimators are given by
and the approximation error estimators by
Let K 0 denote some homogenized matrix that we specify in the Theorem 4.9 and Corollary 2 below. In the following, by · E( ) and · E( T ) we define energy norms on H 1 0 ( ) and respectively on L 2 ((0, T ), H 1 0 ( )) by:
Furthermore, for corresponding functionals F , we denote the induced norms on the associated dual spaces by:
. Assumption 4.7 (General homogenization setting) We make the following assumption:
Before stating the final estimate, we require an additional indicator for the modeling error, i.e. the contribution that describes the error between the real homogenized matrix K 0 and the used effective intrinsic permeability K 0 ,κ from the fully continuous HMM formulation. 
Note that the modeling error estimators can only be computed in special cases, since the homogenized matrix K 0 is typically unknown. In the case of a periodic structure as in Corollary 2 the modeling error is equal to zero (see Corollary 1). In other cases, we need explicit knowledge about the type of the heterogeneities of K in order to estimate the modeling error further.
We are finally prepared to formulate the final a posteriori error estimate. If we want to apply one of the proposed heterogeneous multiscale methods to a homogenization problem with unknown micro structure (i.e., unknown modeling error), we can still use (26) to evaluate the discretization error and to construct adaptive mesh refinement strategies. The (possibly not computable) modeling error contribution is a typical remainder that is due to the chosen method and cannot be reduced by changing the discretization (c.f. [7, 33] ). It is a bounded term that typically converges to zero for converging to zero independently of H and τ (c.f. [30, 31] ). In particular, if we replace S 0 and P 0 by S c and P c on the left side of (26), the modeling error contributions on the right side vanish and we get a fully computable a posteriori error estimator for the discretization error.
For the case of a periodic, we do not encounter a problem with the modeling error. Using Corollary 1 we can formulate the following improved error estimate. 
with a fully computable right hand side. Since ϒ −1 ∈ C 0,θ by assumption (A13), we can replace
. (20) ) fulfill the a posteriori error estimate (26) .
Conclusion 4.10
Remark 5 (Efficiency) Efficiency of the total estimated error (i.e., the term on the right-hand side of (26)) can be shown using the techniques from [18] , where a corresponding result is derived for a method of the same structure as the scheme in Definition 4.3. In particular, the sum of the estimators forms a lower bound for the residuals in the dual norm.
Proofs of the main results
In this section, we are concerned with the proofs of Theorems 3.6 and 4.9. We do not prove Corollary 2 separately, since it is an easy conclusion from Theorem 3.6 and Theorem 4.9.
Proof of Theorem 3.6 (Convergence in the periodic setting)
The first section is devoted to the homogenization of the Kirchhoff transformed two-phase flow equations under the assumption of periodicity. The strategy is to derive the homogenized problem associated with the original weak problem (7)-(8) under the assumptions (A1)-(A7) and (A10)-(A13). Then, we verify that the homogenized system is identical to the two-scale HMM given by (13)- (14) .
In the following, we make use of the tools derived in [10] for immiscible compressible two-phase flow in porous media. In particular, we need the following compactness Lemma obtained in [10] :
fulfill the following properties: 
3. The functions v are such that for all :
Again, following the analysis presented in [10] for compressible two-phase flow, the following estimates hold true and will allow to extract convergent subsequences of P , ϒ and S :
Lemma 5.2 Let assumptions (A1)-(A13) be fulfilled and let (S , P )
∈ E with S (·, 0) = S 0 denote the sequence of solutions of the Kirchhoff transformed two-phase flow system given by (7)- (8) . Then, the following a priori estimates hold with an -independent constants C
We are now prepared to formulate and prove the first convergence result in two-scale homogenized form.
Theorem 5.3 (Two-scale homogenized system) Let assumptions (A1)-(A7) and (A10)-(A13) be fulfilled.
Then, the two-scale homogenized system associated with (13) and (14) reads: find
This system above has a unique solution. This is easy to verify as soon as we reformulate the problem into macroscopic formulation (see also end of proof of Theorem 3.6 below).
Proof of Theorem 5.3 In the following, we make use of the concept of two-scale convergence (c.f. [9] or [45] for an overview on this topic). A sequence u ∈ L 2 ( ) is called two-scale convergent to a limit u 0 ∈ L 2 ( × Y ) if the following holds for all φ ∈ L 2 ( , C 0 (Y )):
As proved by Allaire [9] , bounded sequences in H 1 ( ) allow to extract two-scale convergent subsequences, i.e., for 
where we have
In particular, we also have P P 0 in L 2 ( T ). Next, we use test functions of the form
in the weak two-phase flow system given by (7)- (8) . Using the admissibility of K (i.e., assumption (A11), c.f. [9] ) and the two-scale convergence, we can form the limits with respect to to obtain:
) (due to density of the smooth functions). Boundary and initial values for S 0 and P 0 remain valid since they hold for the whole -sequence. Now, choosing first = 0 and then ψ = 0 we can decouple the problem into coarse scale and fine-scale equations.
With the previous result, we can now reformulate the two-scale homogenized system until it has the HMM form (13)- (14) .
Proof of Theorem 3. 6 We start from the solution (S c , P c ) ∈ E of the fully continuous HMM problem (13)- (14) (of which we know that it exists and that it is unique). Let us for simplicity assume that κ = (the general case with κ = k for Proof of Corollary 1 From classic homogenization theory (cf. [50] ) we know that a coefficient K that fulfills (A11) (i.e., which is locally periodic) has the unique G-limit K 0 , with K 0 given by (31) . On the other hand, we have seen in the proof of Theorem 3.6 that the coefficient K 0 ,κ (given by (15) ) can be transformed into K 0 by a simple integral transformation (see in particular (28)). Hence, K 0 ,κ is independent of and κ and the modeling error is zero.
Proof of Theorem 4.9 (A posteriori error estimate)
In this section, we will briefly sketch how to prove the a posteriori error estimate stated in Theorem 4.9. To a large extent, one can proceed as in the recent work by Cancès, Pop and Vohralík [18] where a rigorous a posteriori error estimate for the two-phase flow model is derived. Because of this, we just shortly discuss the two main steps and refer to the arguments in [18] . The main difference to the setting in [18] is that we need an additional treatment of the effective intrinsic permeability K 0 ,κ . A minor difference is the presence of gravity terms, which are ignored in [18] . Both details do not lead to crucial changes and keep the proves rather straightforward.
We start with defining the pressure and saturation residuals. More precisely, for K 0 denoting the homogenized matrix as in Theorem 4.9 and for (S H τ , P H τ ) ∈ E, we define the pressure residual for ∈ L 2 ((0, T ), H 1 0 ( )). It is obvious that (S H τ , P H τ ) ∈ E with S H τ (·, 0) = S 0 is the weak solution of (23)- (24) if and only if R p (S H τ , P H τ ), = R s (S H τ , P H τ ), = 0. In the next step, the errors can be bounded by the residuals in analogy to [18, Theorem 5.7] (the only difference is the presence of gravity, which however, does not have a big influence and the proof still goes through). This leads to the following result. To finalize proof of the a posteriori error estimates stated in Theorem 4.9 and Corollary 2, we hence only need to bound the residuals. Again, this is analogous to [18] , with the only difference, that it also involves an estimate for the effective intrinsic permeability. But this estimate for K 0 ,κ can be reduced to an a posteriori error estimate for standard elliptic problems. Hence, in this setting, the subsequent lemma is easy to prove. 
Lemma 5.4 (Upper bound on the error by the residuals) Let assumptions (A1)-(A9) and (A16) be fulfilled and let
Conclusion
In this paper, we derived the first version of a heterogeneous multiscale method for the incompressible two-phase flow equations. The method can be applied to the classical formulation of the two-phase flow system as well as to the Kirchhoff transformed system. We presented different discretization strategies that are based on a finite element method on the micro scale and a vertex centered finite volume method on the macro scale. In the periodic setting, the method is equivalent to a discretization of the homogenized equation. Finally, a rigorous and effective a posteriori error estimate for the error between HMM approximations and the homogenized solutions is presented. The estimate is based on the results obtained in [18] .
