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CATEGORICAL HOMOTOPY I. QUIVERS
JIARUI FEI
Abstract. We quiver-interpret the classical simplicial theory - including the
cosimplex category ∆, Dold-Kan correspondence, and Hochschild homology -
as a certain Q-homotopy theory of type A. For the cyclic and cubical theories,
we proceed analogously. Subsequently, we present far-reaching generalizations,
using different types of quivers. Moreover, we explain how to construct certain
categories as analogs of ∆, and associate to each a Q-homotopy theory. We
provide many examples, including such theories of type D.
Introduction
In this series of notes, we try to develop a new homological algebra rooted in
category and representation theory, especially quiver theory, rather than in classical
topology. We hope that it can refine, if not replace, the traditional homological
algebra in the future.
The following construction lies at the heart of the algebraic topology and homo-
logical algebra. Consider a functor SC : S → C, where C is a cocomplete category
possibly V -enriched for some “nice” category V .
It induces a pair of adjoint functors
| − | : Fun(Sop, V )⇋ C : N
between C and the functor category Fun(Sop, V ), where N behaves like a nerve
operation and | − | behaves like geometric realization. In such a situation, one is
led to study objects c ∈ C in terms of their nerves N(c) through the machinery of
homological algebra. The situation is particularly nice if SC is a dense functor, as
this ensures that the corresponding nerve functor is fully faithful. As a classical
example, we take S to be the cosimplex category ∆, C the category of topological
spaces, with SC sending the abstract n-simplex [n] to the standard topological n-
simplex. In this case, | − | is the usual geometric realization and N the singular
simplicial complex functor. Almost all classical cohomology theories arise from
this construction for various choices of C. On the other hand, there have been
only a few attempts to vary S. In the 1980’s, Grothendieck in A` la poursuite des
champs introduced test categories as certain variants of ∆. The weak equivalence
involved in his original definition still refers to the simplicial setting, but later
he conjectured a more intrinsic characterization of this simplicial notion of weak
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equivalence, which was proved by Cisinski in [4]. By contrast, we will radically
depart from the simplicial world.
From a view of quivers, the category ∆op can be realized as follows: the objects
[n] in ∆op are the module categories of quivers An+1 :
0 // 1 // · · · // n− 1 // n .
the i-th coface map πi : [n] = Mod(An+1) → [n − 1] = Mod(An) is the right
orthogonal projection from the simple representation Si for i = 0, 1, . . . , n; the i-th
degeneration map ιi : [n− 1]→ [n] is the exact embedding right adjoint to πi.
(0.1) [n] o
πn,...,π0
ιn−1,...,ι0
/ [n− 1] o / · · · o / [2] o
π2,π1,π0
ι1,ι0
/ [1] o
π1,π0
ι0
/ [0]
One can verify the simplicial identities:
πjπi = πi−1πj if j < i,
πjιi =


ιi−1πj if j < i,
e∗ if j = i or i+ 1,
ιiπj−1 if j > i+ 1,
ιiιj = ιjιi−1 if j < i.
There is nothing too special about the An-quivers in the quiver world. So the
first purpose of this note is to consider other choices of S from the quiver setting.
We will define the category ∆(Q) for every coface configuration Q.
A simplicial object in an abelian category A is a functor ∆op → A. In our
language, it is a representation of the quiver with relations (0.1) in A. To every
simplicial object, one can associate chain complexes, which are representations of
the linear quiver with relations dd = 0:
n
d // n− 1
d // · · ·
d // 2
d // 1 .
Historically the first such a complex is the unnormalized Moore complex. Later
there is the normalized construction and Dold-Kan correspondence, which is the
key bridge connecting the classical homological algebra and homotopy theory. Let
N be the normalized chain complex functor from the category of simplicial objects
to the category of chain complexes. The Dold-Kan correspondence says that N has
a left adjoint K such that both KN and NK are identities. This fact is related
to Morita equivalence of the algebras of the above two quivers with relations. The
second purpose of us is to define a quiver complex associated to every functor
∆(Q) → A. This is done by generalizing the Dold-Kan correspondence through
Morita theory.
The word quiver in the title has at least three-fold meaning. First we use quivers
to construct the category ∆(Q). Second we associate a quiver complex to any
functor ∆(Q) → A. Finally, we use quivers to construct concrete Q-homotopy
theories, generalizing most classical (co)homology theories, such as Cˇech, Koszul, de
Rham, Hochschild, Connes’s cyclic homology. Let us take the Hochschild complex
as an example. The i-th coface map A⊗n → A⊗n−1 can be visualized as:
0
a1 // 1
a2 // · · ·
an−1// n− 1
an // n 7→
0
a1 // · · ·
ai−1 // i− 1
aiai+1 // i
ai+2 // · · ·
an // n− 1
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resembling the application of the functor πi on a representation of dimension
(1, 1, . . . , 1). We summarize in a slogan that the classical simplicial theory is a
Q-homotopy theory of type A.
This notes is organized as follows. In Section 1, we introduce the notion quiver
with relations and sections (QRS). It provides a very general framework for us to
work with throughout. We study Morita theory for the algebra of a QRS. Our
first main result, Theorem 1.8, offers a way to find the associated basic algebra
with the equivalence functor, using certain elementary operation called breaking.
Then we introduce in Definition 1.10 the Q-homotopy theory in the category of
k-modules. We work out several simple examples. In the end, we introduce the
GReedy condition which will be considered in Section 4.
In Section 2, we generalize the definition of Q-homotopy theory from the category
of k-modules to any abelian category. The key observation is Lemma 2.5. Then
we explain why this definition generalizes the classical theories by first quiver-
interpreting the classical Dold-Kan correspondence (Proposition 2.7). The results
on symclic and cubical objects (Proposition 2.8 and 2.9) seem mildly new.
In Section 3, we review some basics on the orthogonal projections in the category
of quiver representations. Those are the building blocks for the quiver exceptional
configurations (QEC) in the next section. Our second main results are Theorem
3.4 and Corollary 3.14, which are extremely useful for finding relations in a QEC.
Other results like Lemma 3.12 and its corollary will be frequently used as well.
In Section 4, we introduce in Definition 4.2 our most important category ∆(Q) for
any coface configurationQ. We are mainly interested in the coface configurations in
the category CC(Q) (Definition 4.4). Using this, we quiver-interpret many classical
categories, such as the simplex category, the cycle category, and the n-cube category
(Example 4.6, 4.8, and 4.9). Based on many examples, we propose in Definition
4.12 and 4.14 a way to produce interesting QEC’s.
In Section 5, we introduce a subclass of QEC’s called QEC with dimension
vectors (QECwd), which is crucial for our application in the last section. We have
two interesting examples, which can be called QECwd’s of type D in certain sense.
Their corresponding Q-homotopy theories are studied in Proposition 5.5 and 5.9.
These are our third main results. Example 5.10 is another interesting example.
In Section 6, we introduce delooped coface configuration. This makes the com-
putation of the classical Q-homotopy much easier. We quiver-interpret the symcle
category (Example 6.3), and give examples of delooped QECwd’s of type D (Ex-
ample 6.4 and 6.5).
In Section 7, we explain how to start from a QECwd and construct concrete
Q-homotopy theory for general mathematical objects. We do this especially for
algebras, generalizing Hochschild and cyclic homology. Together with previous ex-
amples, we fully construct Q-homotopy theory of type D for commutative algebras
in Example 7.1 and 7.2.
In Section 8, we propose several important open problems. In Appendix, we
mention the unnormalized construction in our setting. After we finished this work,
we feel that this construction is not as essential as the normalized one, but it is still
quite interesting, especially for computational purpose. So we put this part in the
appendix.
We always believe that the great Tao must be extremely simple.We hope that
this notes is accessible to most graduate students in mathematics. Some exposure to
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homological algebra and quiver theory is enough. Maybe the only involved section
is Section 3. However, this section is not crucial to understand our main ideas,
especially if one is willing to accept results there.
Definitions, Notations, and Conventions. We use [19] as our standard refer-
ence on homological algebra; [1] on representation theory of basic algebras; and
[7] especially on quiver theory. Readers should be able to find most unexplained
definitions and notations there.
All our vectors are assumed to be row vectors, but all modules are left modules
unless otherwise stated. This is opposite to the usual convention in representation
theory that row vectors go with right modules, or vice versa. Unadorned ⊗’s and
Hom’s are always over the base ring k. The trivial dual ∗ is Hom(−, k).
A quiver Q is a directed graph with multiple arrows defined by a quadruple
(QV , QA, t, h). QV and QA are the sets of vertices and arrows respectively, and
both t and h are maps from QA to QV . An arrow a ∈ QA goes from its tail ta to
its head ha. A quiver Q is finite if both QV and QA are finite sets. We simplify the
multiple arrows:
•
a //
b //c // •
doo eoo
by • o
a,b,c
d,e
/ •
A path in Q is a sequence of arrows p = a1a2 · · ·as, with tai = hai+1 for all i.
We define tp = tas and hp = ha1. For each vertex v ∈ QV , we also define the trivial
path ev of length 0, satisfying tev = hev = v. An oriented cycle is a nontrivial path
satisfying hp = tp. All paths in Q form a semigroup, where the product of two
paths p and q is by definition their concatenation if tp = hq; and zero otherwise.
We fix a PID k. The path algebra kQ is the semigroup ring over k. The path
algebra is bigraded: kQ =
⊕
u,v∈QV
evkQeu. A relation r =
∑s
i=1 cipi with ci ∈ k
and pi a path, is always assumed to be homogeneous with respect to the grading,
i.e., there exist tr, hr ∈ QV such that tpi = tr and hpi = hr for all i. Let R be a
set of relations. The algebra kQ of the quiver with relations Q = (Q,R) is formed
from the path algebra kQ by quotienting out the ideal I generated by all relations
in R. We also call kQ/I a quiver presentation of this algebra A.
Let Mod(A) be the category of finitely generated left A-modules. Let Pv (resp.
Iv) be the projective (resp. injective) module Aev (resp. evA) corresponding to the
vertex v. They are characterized by the property that
HomA(Pv, N) = Nev = HomA(N, Iv)
∗ for any N ∈Mod(A).
Let Sv be the rank-one k-free module on v. When Sv (resp. Pv) is a subscript, we
simply write v (resp. −v). For example, πv is the same as πSv . When subscripts
are integers, we indulge in the following interval notation:
S[i,j] := {Si, Si+1, . . . , Sj}.
If i = 1, then we write Sj instead. We also indulge in the following matrix notation:
⊕PM :=
⊕
u,v
MuvPv,
where P is a row vector with entries Pv and M is a positive integer matrix.
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A List of Quivers. We list all quivers that we will frequently use below.
An : 1 // 2 // · · · // n− 1 // n
A˚n :
2 // · · · // n− 1
  
  
  
 
1
ZZ✺✺✺✺✺✺
noo
A1n : 1 // 2 // · · · // n− 2 // n n− 1oo
Dn :
1
**❯❯❯❯
❯❯❯
3 // 4 // · · · // n
2
44✐✐✐✐✐✐✐
D∗n :
n− 1
1 // 2 // · · · // n− 2
33❢❢❢❢❢❢❢
,,❨❨❨❨❨
❨❨
n
Sn :
i

1 // n n− 1oo
B3 :
4
1
@@        
❃
❃❃
❃❃
❃❃
❃ 2
OO

3
^^❃❃❃❃❃❃❃❃
    
  
  
  
5
, B2 :
1

// 4
3
     
@@     
2oo
OO
, B1 :
1
    
  
  
  
❃
❃❃
❃❃
❃❃
❃
2
u //
l
// 3
,
B′ : 1 // // 2 // // 3 , B0 : 1
// //// 2 .
1. Quivers with Relations and Sections
We fix a PID k. Before section 3, we never think k as any nice field. We suggest
that readers take k to be the ring of integers Z. Let Q be a finite quiver and R be
a set of relations of Q. If two non-loop arrows a and ar satisfy relation aar = eha,
then we call ar a section of a. We denote the set of all sections by S or QrA, and
the set of all such relations by R(S). Moreover, we write QlA or P for the set of
all projections, that is, non-loop arrows having a section. We require that S ∩ P is
empty.
Definition 1.1. The above collection of data Q = (Q,R, S) is called a quiver with
relations and sections, or QRS in short.
There is an obvious dual way to describe such data using projections. The
corresponding dual notion is called a quiver with relations and projections, or QRP
in short. We have the k-algebra kQ formed from the path algebra kQ by quotient
out the ideal generated by all relations in R. We assume throughout that kQ is
finite-dimensional if we do a base change to any field. An easy observation is
Lemma 1.2. The k-submodule spanned by a, ar, ara, eha is isomorphic to the 2×2
matrix algebra over k.
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We must point out that being a section in an algebra A is a relative notion,
which depends on the choice of vertex idempotents in the quiver presentation kQ/I
of A. The definition of the section and projection has an obvious generalization
from arrows to any a ∈ A. There is an absolute notion called weak section. If
a, ar ∈ A such that aar is an idempotent, then we call ar a weak section of a, and
denote the idempotent aar by eha. Despite of the notation a
r, we should keep in
mind that a fixed a ∈ A may have more than one (weak) section. The notation ar
is useful for simplifying many things.
Definition 1.3. Let e be the unit of A and e′ = e − ara. “Breaking a” is an
operation Bra to the algebra A defined by Bra(A) = e
′Ae′. For any c ∈ A we
denote e′ce′ by Bra(c). Sometimes by abuse of notation, we write Bra for the
functor e′(−) : Mod(A)→ Mod(Bra(A)).
Lemma 1.4. The new algebra Bra(A) is Morita equivalent to A. The inverse
right adjoint to the breaking Bra is the functor HomBra(A)(Bra(A)⊕Pha,−), where
Pha = e
′Aeha is the projective Bra(A)-module corresponding to the idempotent eha.
Proof. It is enough to show that Aeha ∼= Aa
ra as A-modules. The isomorphism is
given by the right multiplication by a with inverse the right multiplication by ar. By
[1, Theorem I.6.8], the inverse right adjoint to Bra is given by HomBra(A)(e
′A,−),
but
e′A = e′A(e′ + ara) = Bra(A)⊕ e
′Aara ∼= Bra(A)⊕ e
′Aaar = Bra(A) ⊕ Pha.

Let C be a complete set of primitive orthogonal idempotents [1, I.4] of A.
Definition 1.5. A partition
⊔
i{eij} of C is called basic if {ei1}i is a basic set of C,
that is, if we set b =
∑
i ei1, then A
b = bAb is the basic algebra [1, Definition I.6.3]
associated to A. We call a quiver presentation of A basic if its vertex-idempotents
ei =
∑
j eij form a basic partition of C.
Example 1.6. The quiver 2 o
a
b
/ 1 with relations ab = e1, ba = e2 is not a basic
presentation because it is the 2 × 2 matrix algebra, which is simple. But this is
not a QRS because a is both a section and a projection. The quiver 1 add with
relations a2 = e1 is not a basic presentation when 2 is invertible in k because the
algebra is k × k with (1, 0) and (0, 1) identified with 12 (e1 − a) and
1
2 (e1 + a).
In this notes, all quiver presentations are arranged to be basic. If a has a section
ar, then ara 6= eta, i.e., a
r is not a projection. Otherwise etaA ∼= ehaA, which is
a contradiction. Bra(A) naturally inherits vertex-idempotents from A by replacing
eta by eta − a
ra but keeping everyone else. By Lemma 1.4, the new partition by
vertices is basic. Readers may keep in mind that we will mainly deal with
©
algebras associated to QRS’s, whose vertex-idempotents give a basic partition.
In general, Bra(a
r
0) can be a section but not necessary a section of Bra(a0) in
Bra(A). However, it is quite clear that this is the case if ta 6= ta0. Assume Bra(a
r
0)
is a section for Bra(a0), then we write Br(a0,a) := BrBra(a0) ◦Bra. More generally,
we can recursively define Br(ak,...,a2,a1) tacitly assuming Br(ai,...,a1)(a
r
i+1) are all
sections of Br(ai,...,a1)(ai+1) in Br(ai,...,a1)(A). We call it breaking at the sequence
(ak, . . . , a2, a1).
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Definition 1.7. An algebra is called weakly crisp if one can get its basic algebra
by consecutive breakings. It is called crisp if it is weakly crisp and the consecutive
breakings can be given as a breaking at a sequence.
Theorem 1.8. Let B = Br(ak,...,a2,a1)(A), then B is Morita equivalent to A. The
inverse right adjoint to Br(ak,...,a2,a1) is the functor HomB(P,−), where P is the
projective module ⊕PE1E2 · · · · ·Ek, and Ei is the elementary matrix obtained from
the n × n identity matrix by adding 1 on the (hai, tai)-entry. Moreover, for any
A-module M , on each vertex v Br(ak,...,a2,a1)(M) is
Coker(
∑
tai=v
ari ) =
⋂
tai=v
Ker(ai).
Proof. Almost everything follows from Lemma 1.4 through induction. For the for-
mula of the inverse functor, we use the adjunction formula:
HomA(M ⊗A1 N,−) = HomA1(M,HomA(N,−)).
For the last statement, we notice that on each vertex v, Bra(M) is Coker(a
r) ∼=
Ker(a) as a k-module, and Bra(a0),Bra(a
r
0) are just the restriction of a0 and a
r
0. 
Let b be the sum of a basic set of C. When the algebra A is (weakly) crisp, we
always take b to be the one obtained by applying the breakings to the identity e of
A. The following two definitions do not depend on the choice of b.
Definition 1.9. Let ν : M 7→ bM be the Morita equivalence functor, and we call
it normalized quiver complex functor in our context.
Let Mod(Ab) be the injectively stable category [1, IV.2] of Mod(Ab) and q be the
quotient functor Mod(Ab)→ Mod(Ab).
Definition 1.10. The composite π = qν is called the Q-homotopy functor of A.
For any T ∈ Mod(Ab), the i-th classical homotopy relative to T , or T -homotopy is
the functor πi(T,−) := Ext
i
Ab(T, ν(−)).
We can replace the injectively stable category by the projectively stable category,
and define the Q-cohomotopy functor π. The T -cohomotopy functor is πi(−, T ) :=
ExtiAb(ν(−), T ).
Example 1.11. Consider the following quiver
3 o
b3,b2,b1
br2,b
r
1
/ 2 o
a2,a1
ar1
/ 1
with relations
aja
r
i = e1, bjb
r
i = e2, if j = i or i+ 1
ajbi = ai−1bj , if j < i
br2a
r
1 = b
r
1a
r
1, b1b
r
2 = a
r
1a1, b3b
r
1 = a
r
1a2.
If we choose the basic set to be
{e31 = e3 − b
r
2b2 + b
r
2b1 − b
r
1b1, e21 = e2 − a
r
1a1, e11 = e1},
then Ab is the algebra presented by
3
b′3 // 2
a′2 // 1
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where b′3 = e21b3e31 = b3− b2+ b1− b3b
r
1b1 and a
′
2 = e11a2e21 = a2− a1. Interested
readers can verify that this set of idempotents is obtained from the breaking at the
sequence (b2, a1, b1) or (a1b2, b2, b1, a1). Note that a
′
2b
′
3 = 0 gives the relation of A
b.
Moreover on Ker(b1)∩Ker(b2), b3−b2+b1−b3b
r
1b1 reduces to b3, but on Coker(b
r
2−
br1), it reduces to b3 − b2 + b1. So ν(M) can be simplified as
Coker(br2 − b
r
1)
b3−b2+b1 // Coker(ar1)
a2−a1 // M(1)
Ker(b1) ∩Ker(b2)
b3 // Ker(a1)
a2 // M(1)
By Theorem 1.8, the inverse of ν is represented by the projective representation
P = ⊕
(
1 2 1
0 1 1
0 0 1
)( P3
P2
P1
)
. Note that two sequence of breakings give two factorizations:
(
1 0 1
0 1 0
0 0 1
)(
1 1 0
0 1 0
0 0 1
)(
1 1 0
0 1 0
0 0 1
)(
1 0 0
0 1 1
0 0 1
)
=
(
1 2 1
0 1 1
0 0 1
)
=
(
1 1 0
0 1 0
0 0 1
)(
1 0 0
0 1 1
0 0 1
)(
1 1 0
0 1 0
0 0 1
)
.
Example 1.12. We add some loops to the previous example:
3 o
b3,b2,b1
br2,b
r
1
/
t

2 o
a2,a1
ar1
/
t

1
satisfying additional relations
ti = ei, ait = aj (i 6= j),
b
(r)
i t = tb
(r)
i−1,b1t = b3, b
r
1t = t
2br2.
Choose the same vertex-idempotents, then Ab is the algebra presented by
3 o
b′3
b′r
/
t′

2 o
a′2
a′r
/
t′

1
,
where b′
r
= e31(−tb
r
2)e21 = −tb
r
2 − b
r
2 + b
r
1 + tb
r
2b1b
r
2, a
′r = e21(ta
r
1)e11 = ta
r
1 − a
r
1,
and t′ = ei1tei1. We have the following relations for A
b:
a′2b
′
3 = 0, b
′ra′
r
= 0,
a′2a
′r = 0, b′3(b
′r − b′
r
t′) + a′
r
a′2 = 0,
and many other relations involving t′.
Note that if 2 or 3 is invertible in k, the algebra Ab is not basic.
Example 1.13. Instead of adding loops, we add arrows br = −tbr2(e3−t), a
r = tar1 :
3 o
b3,b2,b1
br ,br2,b
r
1
/ 2 o
a2,a1
ar ,ar1
/ 1
Choose the same vertex-idempotents, then Ab is the algebra presented by
3 o
b′3
Br
/ 2 o
a′2
Ar
/ 1
with relations
a′2b
′
3 = 0, B
rAr = 0,
a′2A
r = 0, b′3B
r +Ara′2 = 0,
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where Br = br + br2b2tb
r
2 − b
r
2tb3b
r
1 − b
r
2 + b
r
2t + b
r
1 − b
r
1t, A
r = ar − ar1. This time
ν(M) can be simplified as:
Coker(br2 − b
r
1) o
b3−b2+b1
br
/ Coker(ar1) o
a2−a1
ar
/ M(1).
Example 1.14. Consider the following quiver
3 o
b2,b1,b−2,b−1
br−2,b
r
−1
/ 2 o
a1,a−1
ar−1
/ 1
with relations
aǫa
r
−1 = e1, biǫb
r
i = e2,
aǫb2ǫ = aǫbǫ, a−ǫb2ǫ = aǫb−ǫ,
br−2a
r
−1 = b
r
−1a
r
−1,
b2ǫb
r
−1 = bǫb
r
−2 = a
r
−1aǫ, where ǫ = ±1.
If we choose the basic set to be
{e31 = e3 − b
r
−2b−2 − b
r
−1b−1 + b
r
−2b−2b
r
−1b−1, e21 = e2 − a
r
−1a−1, e11 = e1},
then Ab is the algebra presented by
3
b′2,b
′
1 // 2
a′1 // 1
where
b′1 = e21b1e31 = b1 − b−1 − b1b
r
−2b−2 + b−1b
r
−2b−2,
b′2 = e21b2e31 = b2 − b−2 − b2b
r
−1b−1 + b−2b
r
−1b−1,
a′1 = e11a1e21 = a1 − a−1.
Interested readers can verify that this set of idempotents is obtained from the break-
ing at the sequence (b−2, a−1, b−1) or (a−1b−1, b−2, b−1, a−1). Note that a
′
1b
′
1 = a
′
1b
′
2
gives the relation of Ab. So ν(M) can be simplified as:
Coker(br−2 − b
r
−1)
b1−b−1,
b2−b−2
// Coker(ar−1)
a1 // M(1)
Ker(b−1) ∩Ker(b−2)
b2,b1 // Ker(a−1)
a1 // M(1)
The inverse of ν is represented by the projective representation P = ⊕
(
1 2 1
0 1 1
0 0 1
)( P3
P2
P1
)
.
Example 1.15. We add a loop to the previous example:
3 o
b2,b1,b−2,b−1
br−2,b
r
−1
/
t

2 o
a1,a−1
ar−1
/ 1
satisfying additional relations
t2 = e3, biǫt = bjǫ, tb
r
iǫ = b
r
jǫ, (i 6= j).
Choose the same basic set, then Ab is the algebra presented by
3
b′1 //
t′

2
a′1 // 1
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with relations
t′
2
= e3, a
′
1b
′
1 = a
′
1b
′
1t
′.
We a similar description for ν(M). Note that this algebra is of finite representation
type over a field.
Definition 1.16. A degree function on a (Q,R, S) is an injective map d : QV → Z
such that d(u) > d(v) if there is a section a : v → u. A QRS is called gradable if it
admits a degree function. A QRS with a degree function is called GReedy if every
path p factors as p = sr, where r (resp. s) is a composite of arrows not raising
(resp. not lowering) the degree. Moreover, s and r are unique up to some loops.
The name GReedy comes from the generalized Reedy category considered by
topologists [3]. By induction we can easily see that to verify the existence part of
the GReedy condition, it is enough to verify for path of form p = aras, where ar
(resp. as) is an arrow not raising (resp. not lowering) the degree. In this notes,
unless otherwise stated, we always consider the degree functions given by the vertex
numbering of quivers. We can check that all examples so far are GReedy. Vaguely
speaking, if one wants to reduce the complexity of the representation theory of a
GReedy QRS, then one can add sections and in the meanwhile keep the GReedy
condition.
Example 1.17. For example, the quiver 2
a //
b
// 1 is trivially GReedy. We add
one section br such that bbr = e1, violating the GReedy condition. Its basic algebra
is 2
a // 1 abrdd , whose representation theory is even more complicated than the
original one. To keep it GReedy, we need additional relation abr = 0 or abr = e1,
then its basic algebra reduces to a simpler one 2
a // 1 .
2. Quiver Complexes
Given a quiver with relations Q = (Q,R), we can associate a k-category [1,
Definition A.1.4] P(Q) as follows. The objects are the vertices of Q, and the set
of morphisms from u to v are k-linear combinations of paths in Q from u to v.
Composition of morphisms in P(Q) is defined through concatenation of paths. The
relations among morphisms inherit the relations in R. Sometimes we treat a quiver
with relations Q directly as the category P(Q).
Definition 2.1. Given a quiver with relations Q, its representation in a k-category
C is a k-linear covariant functor ρ : Q → C. If the algebra kQ is basic, such
a representation is also called a quiver complex. For arrows a, ar with relation
aar = eha, ρ(a) is called a coface map or projection, and ρ(a
r) a face map or
section.
Definition 2.2. Let A be a k-algebra. A representation of A in a k-category C is
a k-algebra morphism A→ EndC(M) for some M ∈ C.
The following lemma can be proved by repeating word by word the proof of [1,
Theorem III.1.6].
Lemma 2.3. Suppose that A is the algebra associated to a quiver with relations
Q. The category Rep(A,A) of representations of A in a k-linear category A is
equivalent to the category Rep(Q,A) of representations of Q in A.
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Lemma 2.4. Let A,B be two k-algebras. The category of representation of A in
the category of right B-modules is the same as the category of (A,B)-bimodules.
Proof. The proof goes almost formal. Given any ρ : A→ EndB(M) for some right
B-moduleM , we define an (A,B)-bimodule on the same k-moduleM by (a, b)(m) =
ρ(a)mb. Conversely, for any (A,B)-bimodule M , we get a right B-module M by
forgetting the action of A. The action of A defines ρ : A→ EndB(M). 
Lemma 2.5. Let A,A′ be two k-algebras. The categories of their representations in
any k-linear abelian category A are equivalent if and only if their module categories
Mod(A) and Mod(A′) are equivalent.
Proof. “⇒ ” is trivial. Conversely if Mod(A) ∼= Mod(A′), then by Morita’s theorem
that there is a projective right A-module P such that A′ op ∼= EndA(P ) and the
equivalence of categories is given by the functor A′PA ⊗ −. Using Freyd-Mitchell
Embedding [19, 1.6.1], we embed A into the category of B-modules for some k-
algebra B. Then the category of representation of A in Mod(B) is the same as
the category A⊗Bop-modules. We consider B ⊗ P as a right A⊗Bop-module, or
equivalently a (B,A)-bimodule. Since by adjunction HomA⊗Bop(B ⊗ P,−) is
Hom(B,A)(B ⊗ k ⊗ P,−) = HomB(B ⊗ k,HomA(P,−)) = HomA(P,−),
B ⊗ P is projective with
End(B,A)(B ⊗ P ) = HomA(P,B ⊗ P ) = B ⊗ EndA(P ) = B ⊗A
′ op.
We use Morita’s theorem again to conclude that their categories of representations
in Mod(B) are equivalent. This equivalence clearly restricts to representations in
A. 
Since every abelian category is at least Z-linear, we mostly take the base ring to
be Z. To simplify our argument, from now on we will assume our abelian category
A to be the category of B-modules. Let A be the algebra corresponding to a quiver
with relations, and denote T := A⊗ Bop. We will often think any T -module V as
a functor, either as V ⊗ − : Mod(B) → Mod(A) or as HomA(−, V ) : Mod(A) →
Mod(B), but we prefer the latter. Let P1
f
−→ P0 be a map between two projective
modules of A, then f is a matrix with each entry a linear combination of paths.
The application of the functor HomA(−, V ) to f can be viewed as an evaluation.
Concretely, if P1 and P0 corresponds to vertex v and u respectively, and f a path
from u to v, then HomA(f, V ) is the map V (f) : euV → evV .
Let ν : Mod(A) → Mod(Ab) be the (normalized) quiver complex functor. We
denote by νA the equivalence induced from ν as in Lemma 2.5. Let q still be the
quotient functor Mod(Ab)→ Mod(Ab).
Definition 2.6. The composite πA = qνA is called the Q-homotopy functor in A.
For any T ∈ Mod(Ab), the i-th classical homotopy relative to T , or T -homotopy
in A is the functor πi(T,−) := Ext
i
Ab(T, νA(−)). The cohomotopy functors are
defined analogously.
First we want to explain how the above definitions generalize the classical the-
ory. The truncated version of classical Dold-Kan correspondence says that the
category of n-truncated simplicial objects in A is equivalent to the category of
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chain complexes in A concentrated in degree 1, 2, . . . , n. The former is the category
of representations in A of the algebra A:
n o
πn,...,π1
ιn−1,...,ι1
/ n− 1 o / · · · o / 3 o
π3,π2,π1
ι2,ι1
/ 2 o
π2,π1
ι1
/ 1
satisfying the simplicial relations:
πjπi = πi−1πj if j < i,(2.1)
πjιi =


ιi−1πj if j < i,
e∗ if j = i or i+ 1,
ιiπj−1 if j > i+ 1,
(2.2)
ιjιi = ιiιj−1 if j > i.(2.3)
The latter is the category of representations in A of the algebra of complexes Ab:
n
d // n− 1
d // · · ·
d // 2
d // 1
The untruncated Dold-Kan correspondence can be obtained by applying the obvious
colimit to the n-truncated ones. The reason why we consider the truncated version
first is that we want to avoid infinite-dimensional algebras. From now on, we will
treat the truncated cases only.
Proposition 2.7. The truncated Dold-Kan correspondence is induced from the
functor R = HomAb(P,−) : Mod(A
b) → Mod(A), where P = ⊕PnT , and T is an
upper-triangular integer matrix T obtained from Jia Xian’s Triangle: Tij =
(
j
i
)
for
1 ≤ i ≤ j ≤ n.
Moreover, since we have resolutions:
0→ P1 → P2 → · · · → Pn → Sn → 0;
0→ S1 → I1 → I2 → · · · → In → 0.
The (n-truncated) classical homology and cohomology are related to the Sn-homotopy
and S1-cohomotopy respectively.
Proof. If we carefully inspects the proof of the classical Dold-Kan correspondence
(eg. [19, 8.4.4]), we can find that it already contains our statement. Here we give
a slightly different proof.
It is not hard to verify that after breaking at the sequence S1 = (π1, . . . , π1, π1)
from the leftmost to the rightmost, the quiver of the new algebra is obtained from
the old one by simply removing all arrows π1 and ι1. The new quiver has the same
relations as the old one. Next we break at the sequence S2 = (π2, . . . , π2, π2) from
the leftmost to the rightmost, then we keep the same except that we remove all
arrows π2 and ι2 and add one extra relation from vertex 3 to 1: π2π3 = 0.
By induction, consecutive breakings at sequences (Sn−1, . . . ,S2,S1) give the al-
gebra of complexes, where Si is the sequence (πi, . . . , πi, πi) from the leftmost to the
rightmost. Now everything follows from Theorem 1.8. Note that Dn−1 · · ·D2D1 =
T , where Di is the matrix obtained from the n× n identity matrix by adding ones
on the i-th upper diagonal. 
It is well-known that the category of cyclic objects is related to the category of
mixed complexes [19, 9.8]. The former is the category of representations A of the
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following path algebra A:
n
t
 o πn,...,π1
ιn−1,...,ι1
/ n− 1
t

o / · · · o / 3
t

o π3,π2,π1
ι2,ι1
/ 2
t

o π2,π1
ι1
/ 1
satisfying the simplicial relations (2.1)–(2.3) and cyclic relations
πit = tπi−1, ιit = tιi−1(2.4)
π1t = πn, ι1t = t
2ιn.(2.5)
The latter is the category of representations in A of the algebra Ab:
n o
d
B
/ n− 1 o
d
B
/ · · · o
d
B
/ 3 o
d
B
/ 2 o
d
B
/ 1
with relations
d2 = 0, B2 = 0, and dB +Bd = 0.
They are almost but not exactly equivalent as we have seen in Example 1.12. In fact,
the category of mixed complexes is equivalent to the category of symclic objects. A
symclic object is something lies between a simplicial object and a cyclic object:
n o
πn,...,π1
ι,ιn−1,...,ι1
/ n− 1 o / · · · o / 3 o
π3,π2,π1
ι,ι2,ι1
/ 2 o
π2,π1
ι,ι1
/ 1
where ι : k − 1→ k is (−1)k(tιk)N and N = e∗ +
∑k−2
i=1 (−1)
ikti. The proof of the
following proposition is similar to that of Proposition 2.7.
Proposition 2.8. The above equivalence is induced from the functor R = HomA(P,−) :
Mod(Ab)→ Mod(A), where P has the same formula as in Proposition 2.7. More-
over, since we have resolution:
0 // P1 // · · · // Pn−2 //
$$■■
■■
■
⊕
Pn−1 //
$$■■
■■
■
⊕
Pn //
⊕
Pn−1 //
⊕
Pn−2 //
⊕
· · · // P1 // S1 // 0
· · · // Pn−3 //
$$■■
■■
■
⊕
Pn−2 //
::✉✉✉✉✉
⊕
Pn−3 //
::✉✉✉✉✉
⊕
· · ·
· · · // Pn−4 //
::✉✉✉✉✉
⊕
· · ·
...
The (n-truncated) cyclic cohomology [19, Proposition 9.8.3] is nothing but the S1-
homotopy.
We also have the resolution for 0 → Sn → Pn → · · · → P3 → P2 → I1 → 0, so
the I1-homotopy is the (shifted) simplicial cohomology. Note that S2 is the syzygy
of S1 : 0→ S2 → P1 → S1 → 0. From the exact sequence 0→ S1 → I1 → S2 → 0,
we obtain Connes’s SBI sequence [19, Proposition 9.6.11] up to πn−2:
· · · → πi−1(S1,−)→ πi(S2,−)→ πi(I1,−)→ πi(S1,−)→ πi+1(S2,−)→ · · · .
Sensitive readers must find that the above method is related to the spectral sequence
algorithm. In fact, this idea elaborated in [11] can be applied to any quiver complex
(not necessary double complex). We refer the readers to Example 6.4 for another
example.
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A cubical objects in A is a representation in A of the algebra A
n o
π±(n−1),...,π±1
ι−(n−1),...,ι−1
/ n− 1 o / · · · o / 3 o
π±2,π±1
ι−2,ι−1
/ 2 o
π±1,
ι−1
/ 1
satisfying the cubical relations:
πǫiπδj = πδ(j−1)πǫi if i < j,(2.6)
ιiιj = ιjιi−1 if i > j,(2.7)
πǫiιj =


ιj−1πǫi if i < j
ιjπǫ(i−1) if i > j
e∗ if i = j
where δ and ǫ are ±1.(2.8)
A cubical object with permutations in A is a representation in A of the algebra A
n
tn−2
 o
π±(n−1),...,π±1
ι−(n−1),...,ι−1
/ n− 1
tn−3

o / · · · o / 3
t1

o π±2,π±1
ι−2,ι−1
/ 2 o
π±1,
ι−1
/ 1
satisfying the additional relations including the relations of ti’s as the i-th trans-
position (i, i+ 1) in the symmetric group Sn, and
πiǫti = π(i+1)ǫ, tiιiǫ = ι(i+1)ǫ.
Proposition 2.9. The category of cubical objects in A is equivalent to the category
of representation A of the algebra Ab:
n
dn−1 // n− 1
dn−2 // · · ·
d2 // 2
d1 // 1
satisfying the relations from vertex k+1 to k− 1: dj+1di = djdi, where dk+1 = d1.
The category of cubical objects with permutations in A is equivalent to the category
of representation A of the algebra Ab :
n
tn−1
 d // n− 1
tn−2

d // · · · // 3
t1

d // 2
d // 1
satisfying the relations from vertex k + 1 to k − 1: dj+1di = djdi, where di =
dt1t2 · · · ti−1 and dk+1 = d1. Both equivalence is induced from the functor having
the same formula as in Proposition 2.7.
Proof. The proof is similar to that of Proposition 2.7. We consider the breakings
at sequences Sn−1, . . . , S2, S1, where Si = (π−i, . . . , π−i, π−i) from the leftmost to
the rightmost. 
3. Orthogonal Projections
In this section, we take our base ring k to be a field. We believe that many key
results have analogs for k = Z, but one has to work much harder. For our purpose,
we do not need results in that generality. Let Q be a finite quiver possibly with
oriented cycles. By abuse of notation, we write Mod(Q) for the category of finitely
generated left modules of kQ.
For two kQ-modules M and N , M is said to be left orthogonal to N denoted by
M ⊥ N if Hom•Q(M,N) := HomQ(M,N)⊕ ExtQ(M,N) = 0. In this case we also
say that N is right orthogonal to M . Let C be a collection of modules. The right
orthogonal category C⊥ is the abelian subcategory {N ∈ Mod(Q) | M ⊥ N, ∀M ∈
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C}. Let 〈C〉 be the abelian subcategory generated by C. It is easy to verify that
C⊥ = 〈C〉⊥.
Suppose E ∈ Mod(Q) is exceptional, i.e., Hom•Q(E,E) is 1-dimensional gener-
ated by the identity morphism, so the dimension vector of E corresponds to a real
Schur root [18, 1] ǫ. Moreover, we assume that E is right and left Hom-finite, i.e.
Hom•Q(E,X) and Hom
•
Q(X,E) are finite dimensional for all X ∈ Mod(Q). We
specialize some general results in [13] (see also [17]) to the quiver case.
Lemma 3.1. [13, Proposition 3.2, 3.5] E⊥ is a reflective subcategory of Mod(Q),
i.e., there is a functor π˜E : Mod(Q) → E
⊥ left adjoint to the inclusion functor
ιE : E
⊥ → Mod(Q). In particular, π˜E is right exact and compatible with projective
presentations.
Sketch of proof. It is useful to recall the construction in [13], which is depicted by
the following diagram. The row is the universal extension and the column is the
universal homomorphism.
Eh

M
  //
rM ##●
●●
●●
●●
●●
M ′

// // Ee
π˜E(M)
Here, the universal extension means the extension universal with respect to the
property that the connecting morphism HomQ(E,E
e)
δ
−→ ExtQ(E,M) in the long
exact sequence is an isomorphism. Similarly, we mean by the universal homomor-
phism.
Alternatively, we can change the order of taking the universal extension and the
universal homomorphism, but this leads to the same construction.
Eh // M
rM ##❋
❋❋
❋❋
❋❋
❋❋
// // M ′′
_

π˜E(M)

Ee
Note that the composition rM is the universal homomorphism fromM to an object
of E⊥. 
Let F be another exceptional object. In general, π˜F (E) may not be exceptional,
or even indecomposable. However, we have Theorem 3.4 due to the following lemma.
Lemma 3.2. [1, Lemma VIII.3.3] If M and N are indecomposable modules such
that ExtQ(M,N) = 0, then any nonzero homomorphism from N to M is either a
monomorphism or an epimorphism.
Definition 3.3. If π˜E(M) = 0, then the universal homomorphism E
h → M is
surjective, and we define ˜̟E(M) to be the kernel of E
h
։M . Otherwise we define
˜̟E(M) = π˜E(M). Note that E ⊥ ˜̟E(M).
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Theorem 3.4. If E ⊥ F , then E′ = ˜̟F (E) is exceptional, and 〈F,E
′〉 generates
the same abelian subcategory as 〈E,F 〉. Moreover, we have that
(3.1) π˜F π˜E = π˜E′ π˜F , ιEιF = ιF ιE′ , and π˜F ιE = ιE′ π˜F .
Proof. We believe that the first statement is well-known. With the help of Lemma
3.2, it can be proved by playing homological algebra in the construction of Lemma
3.1.
For the last statement, we observe that the codomain of π˜E′ π˜F is (F,E
′)⊥.
But (F,E′)⊥ = (E,F )⊥, which is the codomain of π˜F π˜E . Now according to
Yoneda embedding, to show that π˜F π˜E = π˜E′ π˜F , it is enough to show that
HomQ(π˜F π˜E(M), N) = HomQ(π˜E′ π˜F (M), N) for any N in (E,F )
⊥. But both
sides equal to HomQ(M,N) due to the adjunction.
The equality ιEιF = ιF ιE′ is trivial. ιE′ π˜F considered as a functor defined
on E⊥, has the same codomain as π˜F ιE . Similar argument as before shows that
π˜F ιE = ιE′ π˜F .
E⊥ k
π˜F
ιF +❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲
Mod(Q)
s
π˜E
ιE
3❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
k
π˜F
ιF
+❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲ (E,F )
⊥
F⊥
s π˜E′
ιE′
3❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣

Definition 3.5. The relations in (3.1) are called fundamental relations of first
kind. The relations of form π˜EιF = σ for some equivalence σ, is called fundamental
relations of second kind.
Definition 3.6. An exceptional collection is a set E of exceptional objects such
that for any E,F ∈ E we have either E ⊥ F or F ⊥ E.
Any exceptional sequence is an exceptional collection.
Definition 3.7. The basic set b(M) of a moduleM consists of all the non-isomorphic
direct summands of M . We call M basic if its direct summands are all pairwise
non-isomorphic.
A kQ-module T is called partial tilting if ExtQ(T, T ) = 0. A partial tilting
module is called tilting if its direct summands generate the category Mod(Q). This
is equivalent to say that the cardinality of the basic set of T is equal to the number
of vertices |QV | [1, Proposition VI.4.4].
Remark 3.8. If Pv is the indecomposable projective module corresponding to a
vertex v, then applying π˜E to Pv is particularly simple. If E is not projective, then
HomQ(E,Pv) = 0; otherwise ExtQ(E,Pv) = 0. Clearly, π˜E(kQ) =
⊕
v∈QV
π˜E(Pv)
is partial tilting. Applying HomQ(−, E) to the construction of Lemma 3.1, we see
that ExtQ(π˜E(kQ), E) = 0, so π˜E(kQ) ⊕ E is a tilting module for Mod(Q). Let
P b be a direct sum of elements in b(π˜E(kQ)), then the quiver of EndQ(P
b) has
|QV | − 1 vertices.
Corollary 3.9. [17, Theorem 2.3] The orthogonal category E⊥ is equivalent to
representations of a quiver QE with one vertex less than Q. The inverse functor
ιE : Mod(QE)→ E
⊥ is a fully faithful exact embedding into Mod(Q).
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Definition 3.10. An exceptional representation E of Q is called connected if the
quiver QE is connected.
We call the functor π˜E in Lemma 3.1 the (right) orthogonal projection through
E and its composition with the equivalence in Lemma 3.9 the (right) orthogonal
projection to QE , denoted by πE : Mod(Q) → Mod(QE). Sometimes we do not
distinguish E⊥ and Mod(QE) if no confusion is possible. We should understand
that πE is determined only up to automorphisms of Mod(QE).
Let us briefly review the k-linear automorphism group Pick(Q) of Mod(Q). Here,
k-linear means that those automorphisms induce homomorphisms of k-modules be-
tween the Hom groups. It is known that Pick(Q) ∼= Autk(Q)/ Innk(Q), where
Autk(Q) is the k-algebra automorphism group of kQ, and Innk(Q) is the nor-
mal subgroup of inner automorphisms. The latter is nothing but the torus Tin =
(k∗)QV /k∗ with k∗ embedded multi-diagonally. Let Aut0(Q) be the subgroup of
Autk(Q) containing vertex permutations and Aut1(Q) be the group
∏
u,v∈QV
GL(auv)
acting naturally on the space of arrows from u to v, then Tin is also contained in
Aut1(Q). Clearly we have that
Autk(Q) = Aut0(Q)×Aut1(Q).
We also remark that any exceptional E is fixed by Aut1(Q). This is because
Aut1(Q) also acts on the representation spaces Repǫ(Q) and E is rigid there. The
automorphisms that we mainly consider are in the finite subgroup Aut0(Q)×N of
Pick(Q), where N is the Weyl group of Aut1(Q) permuting arrows.
Everything above has a dual statement for the left orthogonal category ⊥E and
left orthogonal projection E π˜ and Eπ. Let τ be the classical AR-transformation [1,
IV.2] on Mod(Q). If E is not projective, then E⊥ =⊥ τE by the AR-duality [1,
Theorem IV.2.13]. We define the dual right orthogonal projection π˜∨E :=τE π˜, the
left orthogonal projection through τE. If E = P is projective, then P⊥ =⊥ νP ,
where ν is the Nakayama functor [1, Definition III.2.8]. We define the dual right
orthogonal projection π˜∨P :=νP π˜.
Let I = ⊕v∈QV Iv = kQ
op, then the dual of Lemma 3.1 implies that b(π˜∨E(I))
contains all the indecomposable injective module in E⊥. We denote Ib the direct
sum of all elements in b(π˜∨E(I)). By Eilenberg-Watts theorem, an adjoint pair
between module categories must be representable by a bimodule. The next lemma
says that the bimodule for π˜E is explicitly given by π˜
∨
E(I).
Lemma 3.11. [9, Lemma 2.5] π˜E(M) = HomQ(−, π˜
∨
E(I))
∗, so πE(M) = HomQ(−, I
b)∗.
We can naturally order b(π˜∨E(I)) by their δ-vectors in K(Inj-kQ) [6]. This pro-
vides us an canonical ordering on the vertices of the new quiver QE . The functor
πE can be readily described using the injective resolutions of each one in b(π˜
∨
E(I)).
For example,
Lemma 3.12. For a non-projective simple Si, we have that
π˜∨i (Ij) =
{⊕
k∈QV
aikIk if i = j,
Ij otherwise,
where aik = extQ(Si, Sk) is the number of arrows from i to k. When the simple Si
is projective, π˜∨i (Ij) = Ij if i 6= j, otherwise equals zeros. In particular, πi is an
exact functor. In fact, πE is exact if and only if E is some Si.
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Proof. If Si is not projective, HomQ(Ij , τSi) ∼= ExtQ(Si, Ij) always vanishes. If
i 6= j, then ExtQ(Ij , τSi) ∼= HomQ(Si, Ij) is zero as well. We have the canonical
resolution of Si:
(3.2) 0→
⊕
a:i→k
Pk → Pi → Si → 0.
So
0→ τSi →
⊕
a:i→k
Ik → Ii → 0.
Since ExtQ(Ii, τSi) = k, this sequence is the universal extension in the construction
of Lemma 3.1, and we conclude that π˜∨i (Ii) =
⊕
k∈QV
aikIk. When Si is projective,
the formula is clear. The exactness of πi follows from Lemma 3.11.
For the last statement, we suppose that πE is exact but E is not any Si. If E
is not projective, then we have at least two injective resolutions coming from the
universal extensions:
0→ ǫi(τE)→ π˜
∨
E(Ii)→ Ii → 0, 0→ ǫj(τE)→ π˜
∨
E(Ij)→ Ij → 0.
The middle terms are injective because πi is exact. We thus obtain two epimor-
phisms: Pi ։ ǫiE and Pj ։ ǫjE, which contradicts the uniqueness of the projective
cover. If E = P is projective, we get at least one sequence: 0→ π˜∨E(Ii)→ Ii → νE,
which is impossible as well. 
Corollary 3.13. The functor πi is the following “contraction” at i:
...
A1
$$■
■■
■■
■
i ...
B1
::✉✉✉✉✉✉
Bn $$■
■■
■■
■
Am
::✉✉✉✉✉✉
πi−→
A1B1 //
...
A1B2 //
AmBn
//
The functor ιi can be described as follows:
...
D1
$$■
■■
■■
■
i ...
E1
::✉✉✉✉✉✉
En $$■
■■
■■
■
Dm
::✉✉✉✉✉✉
ιi←−
C11 //
...
C12 //
Cmn
//
where the vector space at i is a direct sum of all target spaces of Cij (without
repetition), the matrix Di = (Ci1, Ci2, . . . , Cin), and (E1, E2, . . . , En) is the identity
matrix. When i is a source (resp. sink), πi should be understood as forgetting all
Bk’s (resp. Ak’s); and ιi is also obvious. Moreover, we have that
πi(Sj) =


Sj
Sj−1
0
πi(Pj) =


Pj
Pj−1⊕
k∈QV
aikPk
πi(Ij) =


Ij if i > j,
Ij−1 if i < j,⊕
k∈QV
aikIk if i = j.
Proof. Now b(π˜∨i (I)) contains all indecomposable injective modules of Mod(kQ)
but Ii. The description of πi follows from Lemma 3.11 immediately. The last
statement about πi(Sj) is clear from this description. We knew in priori that each
πi(Pj) is projective, and indecomposable for i 6= j by Theorem 3.4. So for i 6= j, the
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result follows also from Lemma 3.11. For i = j, we apply πi to the exact sequence
(3) and get
0→ πi(
⊕
a:i→k
Pk) =
⊕
a:i→k
Pk → πi(Pi)→ πi(Si) = 0.
The argument for πi(Ij) is similar. 
Corollary 3.14. Let F = τ−1Si if Si is not injective, otherwise let F = Pi. Then
we get a relation of second kind: π˜iιF = σ is an equivalence.
Proof. We first show that σ is fully faithful. By adjunction HomQ(σ(M), σ(N)) =
HomQ(M,σ(N)). Since Si is simple, the universal homomorphism is hSi → N is
injective. We can show that HomQ(M,σ(N)) = HomQ(M,N) by playing homolog-
ical algebra in the construction of Lemma 3.1 and using the fact that F⊥ =⊥ Si.
Next, we show that σ is an embedding. Suppose that σ(N1) = σ(N2). By
fully-faithfulness, let f ∈ HomQ(N1, N2) correspond to the identity morphism in
HomQ(σ(N1), σ(N2)). We claim that f is an isomorphism. If not, it has a kernel
or cokernel, say a cokernel C. We apply exact σ to the exact sequence N1
f
−→ N2 →
C → 0, and conclude that σ(C) = 0. By the construction of Lemma 3.1, this
implies that hSi ։ C. But this is impossible since F is not orthogonal to Si.
Finally, we notice that σ is left adjoint to π∨F ιi =iπιi, which is also exact. Hence,
σ preserves projective objects. Since S⊥i has the same number of nonisomorphic
projective indecomposable modules as F⊥, being a full exact embedding, σ must
be dense as well. It is well-known that a fully faithful and dense functor is an
equivalence. 
If E is projective and Q has no oriented cycles, then each πPi(Pj) is indecom-
posable and projective. It is natural to make the following convention:
πPi(Pj) =
{
Pj if i > j,
Pj−1 if i < j.
Under this convention, it is easy to verify that
Lemma 3.15.
̟Pi(Sj) =


Sj if i > j,
Sj−1 if i < j,⊕
a:i→k Pk−1 if i = j.
4. The Category ∆(Q)
Definition 4.1. A coface configuration (with reflection) Q in a category C is a
quiver with the following assignment.
(1) For each v ∈ QV , we assign an object Q(v) ∈ C (possibly with repetition).
(2) For each loop l ∈ QA on v, we assign an automorphism Q(l) of Q(v).
(3) For each arrow a : u → v with u > v (resp. u < v), we assign a projection
(resp. section) Q(a) : Q(u)→ Q(v).
Here, projections (resp. sections) are certain class of epimorphisms (resp. monomor-
phisms) in C. If there is no section in the assignment, we call such Q a coface
configuration without reflections.
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Definition 4.2. The underlying quiver Q of Q is obtained by forgetting the as-
signment. A relation p1 − p2 in Q is two paths p1, p2 such that their evaluation in
Q is equal. Collecting all such relations, we get a quiver with relations Q of Q.
Given a coface configuration Q, we can associate it with a category ∆(Q) such
that its quiver with relations (Section 2) is the same as that of Q. A coface config-
uration Q is called rooted at r ∈ QV if r is the unique source of Q.
Remark 4.3. Fixing a base PID k, we have the algebra kQ associated to Q, also
denoted by kQ. By definition, a covariant functor from ∆(Q) to a k-linear category
A is a representation of Q in A, which is equivalent to a representation of kQ in A.
By a slight abuse of language, we may call such a representation a representation
of Q.
Definition 4.4. The category of category of quiver representations is the category
CC(Q) with objects the module categories Mod(Q) and morphisms the cocontinuous
functors, i.e., those with a right adjoint. We define the sections in CC(Q) to be full
exact embeddings in CC(Q), and the projections to be those functors having sections
as their right adjoints. A quiver coface configuration, or QCC in short, is a coface
configuration in the category CC(Q). It is called a quiver exceptional configuration,
or QEC in short if every section is a composition of ιE ’s, and every projection is
a composition of πE ’s for exceptional E’s. A QCC is called q-connected if every
vertex-quiver is connected.
Remark 4.5. Note that the embedding ιE itself has a right adjoint π
∨
E , so it is
automatically a morphism in CC(Q). By Eilenberg-Watts theorem, a cocontinuous
functor F : Mod(Q) → Mod(Q′) is represented by a kQ′-kQ-bimodule B, i.e.,
F = B ⊗ −. We can also define the category CC(Q) using continuous functors,
i.e., those with a left adjoint, or equivalently those of form HomQ′(B,−). But it is
not hard to see from the Yoneda embedding and the Hom-tensor adjunction that
the two definitions are dual to each other. Moreover, it is easy to see from the
AR-duality that different versions of QEC’s in the two definitions are essentially
the same.
By abuse of notation, we may write Q for Mod(Q), E for πE and E
r for ιE .
Example 4.6. The underlying quiver with relations of the following QEC rooted
at the quiver A3 is the one considered in Example 1.11:
A3 o
S3
S
r
2
/ A2 o
S2
Sr1
/ A1

t
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
S1
S2
✷✷✷✷✷✷✷✷✷✷✷✷
S3
S1 S1
S2
S1
S2
S2
More generally, the QEC A :
· · · o / An o
Sn
S
r
n−1
/ An−1 o / · · · o / A2 o
S2,S1
Sr1
/ A1
gives rise to the usual simplex category ∆(A). We can read off the simplicial
relations (2.1)–(2.3) from Corollary 3.13, 3.14 and Theorem 3.4. In fact, all relations
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are fundamental of first kind, except for Si+1S
r
i = Id. These relations follow from
Corollary 3.14 with the fact that Si+1 = τSi.
Remark 4.7. We can slightly change projections and sections, and get an isomorphic
QEC:
· · · o / An o
Sn−1,P1
S
r
n−2,P
r
1
/ An−1 o / · · · o / A2 o
S1,P1
P1
/ A1 .
We also have a QEC A∨ whose algebra is trivial dual to that of A:
· · · o / An o
S[2,n]
S
r
n
/ An−1 o / · · · o / A2 o
S2
Sr2 ,S
r
1
/ A1 .
We can also extend quivers, to be more precise the module categories, but still
define an isomorphic QEC as in Example 5.3. However, we have an obvious notion
of minimal models to rule out that one.
Example 4.8. The QEC A˚ :
· · · o / A˚n
t



o Sn
S
r
n−1
/ A˚n−1
t



o / · · · o / A˚2
t



o S2,S1
Sr1
/ A˚1
gives rise to the usual cycle category ∆(A˚). Here, t is the clockwise renumbering
of vertex: i 7→ i + 1, n 7→ 1. Besides the usual simplicial relations, it is clear that
we have the cyclic relations (2.4)–(2.5).
Example 4.9. The underlying quiver with relations of the following QEC rooted
at the quiver A13 is the one considered in Example 1.14:
A13 o
S2,P2
P
r
2
/ A2 o
S1,P1
P r1
/ A1
S1
P2
P1
S2
❄
❄
❄
❄
❄
❄
❄
❄
❄
❄
❄
S1
S1
P1
S1
P1
P1
P1
S1
t 
The situation is similar for the quiver A1∗3 :
A1∗3
o
S[2,3],I[2,3]
I
r
[2,3]
/ A2 o
S2,I2
Ir2
/ A1
However, it cannot be realized as a QEC rooted at A3 (exercise).
More generally, the QEC S :
· · · o / Sn+1 o
Sn,Pn
P
r
n
/ Sn o / · · · o / S3 o
S2,P2
P
r
2
/ S2 o
S1,P1
P r1
/ S1 = A1
where Sn is the (n−1)-subspace quiver, gives rise to the usual n-cube category∆(S).
Using Theorem 3.4, we can read off the relations from the identities in Corollary
3.13, 3.14 and Lemma 3.15. In fact, we get the cubical relation (2.6)–(2.8) by
substituting πi, π−i, ι−i by Si, Pi, P
r
i respectively.
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If we consider the symmetry of Sn:
· · · o / Sn+1 o
Sn,Pn
P
r
n
/
tn−1

Sn o /
tn−2

· · · o / S3 o
S2,P2
P
r
2
/
t1

S2 o
S1,P1
P r1
/ S1 = A1
then we get the n-cube category with permutations.
Example 4.10. Consider the QEC rooted at the quiver A14:
A3 h
S2,S1,P1
Sr1 ,P
r
1 (◗
◗◗◗
◗◗◗
◗◗
A14
v
S3,P3
P r3
6♠♠♠♠♠♠♠♠♠
h
S2,S1,P1
Sr1 ,P
r
1
(◗◗
◗◗◗
◗◗◗
◗ A2 o
S1,P1
P r1
/ A1
A13
v S2,P2
P
r
2
6♠♠♠♠♠♠♠♠♠
t
WW
Readers should be able to find all relations using Corollary 3.13, 3.14, Lemma 3.15,
and Theorem 3.4, and fill in the lower dimensional faces in the picture below.
This gives rises to a triangular prism category:
Example 4.11. Consider the QEC rooted at the quiver D4:
A3 i S2,S1,P1
Sr1 ,P
r
1 )❘
❘❘❘
❘❘❘
❘❘
D4
u
S2,P2
P
r
2
5❧❧❧❧❧❧❧❧❧
h
S3 (❘❘
❘❘❘
❘❘❘
❘t
))
A2 o
S1,P1
P r1
/ A1
A13
v S2,P2
P
r
2
6♠♠♠♠♠♠♠♠♠
t
WW
Readers should be able to find all relations using Corollary 3.13, 3.14, Lemma 3.15,
and Theorem 3.4, and fill in the lower dimensional faces in the picture below.
This gives rise to a square pyramid category:
It is also a good exercise to find the basic algebra of the above two QEC’s.
For the detail of all examples and more general results, we refer the readers to
[8]. Although all above examples have nice geometric interpretation, many useful
QEC’s do not have obvious geometric meaning.
Definition 4.12. Given any quiver Q with a set of exceptional objects E =
{E1, E2, . . . , En}, we can generate a QEC without reflections rooted at Q up to
foldings as follows.
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First suppose that there is an automorphism σ ∈ Aut0(Q)×N such that σ(Ei) =
Ej . Then if we wish, we can perform a source-folding, that is add the automorphism
σ on Q. Let Qi := πEi(Q) and Ei be the set of all exceptional objects of form
̟Ei(Ej). Note that after performing the above source-folding, we can remove Ei
or Ej from E if Ei 6= Ej , but we still need both to compute Ei.
After all possible source-foldings, we have the following QEC:
Q
E1
❥❥❥❥
❥❥❥
tt❥❥❥❥
❥❥ E2
ttt
zztt
··· En−1
▲▲▲
&&▲ En
❱❱❱❱
❱❱❱❱
**❱❱❱
❱❱❱❱

Q1 Q2 · · · Qn−1 Qn
Suppose that there is some equivalence σ : Mod(Qi)→ Mod(Qj) such that σ(Ei) =
Ej . Then if we wish, we can perform a target-folding, that is delete Qi and put the
arrows Ei toward Qj. This Ei should be understood as the original one composed
with σ. Recursively we can repeat this procedure for each Qi with Ei until Ei is
empty.
In the above procedure, if we performed all possible foldings, then we call the
generation compressed. If we took Ei to be the set of all connected exceptional
objects of form ̟Ei(Ej), then we get a q-connected QEC. If we took Ei to be only
a part of connected exceptional objects, we call the generation unsaturated. By a
slight abuse of language, by a QEC without foldings we mean that its underlying
quiver has no multi-arrows between two vertices.
Let us forget all sections for every example so far. We found that all examples fell
into this type of construction, and all examples are compressed and q-connected. In
Example 4.11, we filtered ̟Pi(Si) = P2 out of the projections from A3 to ensure q-
connectedness. Note that if E is an exceptional collection, then all Eij := ̟Ei(Ej)
are exceptional by Theorem 3.4. All examples so far are generated by exceptional
collections. However, only in Example 4.6, E is an exceptional sequence. Later we
will see examples not generated by exceptional collections.
Definition 4.13. A projectionQ(a) in a coface configurationQ is called augmented
if it is the only projection from ta to ha and ha is a sink of Q. Q is called GReedy
if its underlying quiver with relations (and sections) is GReedy.
Definition 4.14. Given any GReedy coface configuration Q, a GReedy completion
of Q is a GReedy coface configuration obtained from Q by adding some sections of
unaugmented projections in Q.
Proposition 4.15. Let Q1 and Q2 be two GReedy completions of a coface config-
uration Q by adding sets of sections S1 and S2 respectively. Then the completion
obtained by adding S1 ∪ S2 to Q is still GReedy. In particular, there is the unique
maximal GReedy completion of Q.
Proof. The paths not raising (resp. lowering) the degree correspond to the pro-
jections (resp. sections) in Q. By the remark after Definition 1.16, we verify the
existence of the factorization for morphisms of form f = ps, where p and s is a
projection and a section respectively. This is certainly true if we take the union
of sections. Since projection (resp. section) is an epimorphism (resp. monomor-
phism), the uniqueness part of the GReedy condition follows from the uniqueness
of the epi-mono factorization of morphisms in the category of sets. 
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Example 4.16. Consider the augmented An :
An o
Sn
S
r
n−1
/ An−1 o / · · · o / A2 o
S2,S1
Sr1
/ A1 o
S1 / A0 .
The projection S1 : A1 → A0 is augmented, so we can not add S
r
1 to the completion.
Otherwise the maximal GReedy completion will be the following QEC:
An o
Sn
S
r
n
/ An−1 o / · · · o / A2 o
S2,S1
Sr2 ,S
r
1
/ A1 o
S1
Sr1
/ A0 .
This is uninteresting because its algebra is semisimple.
The cube-shaped QEC in Example 5.7 has three augmented projections to a
common sink, but the QEC of Example 5.10 has two augmented projections to-
ward different sinks. For both examples, the maximal GReedy completions add no
sections.
So far all QEC’s in our examples are the maximal GReedy completions. This
is the type of QEC’s that we will consider throughout this notes. To complete a
saturated QEC Q, the toy case that readers should keep in mind is the diamond
diagram below Theorem 3.4. If E ⊥ F , then we can add ιE and ιE′ . We can add
ιF if there is a relation of second kind πEιF = σ ∈ QA. More generally, we can
add ιE : QE → Q if for any projection πF from Q, either E ⊥ F and ιE′ ∈ QA or
πF ιE = σ ∈ QA.
Example 4.17. Given any QEC Q without foldings and reflections rooted at a
quiver Qr and a representation M of Qr, we can associate a natural representation
ρM of Q in Mod(Qr) as follows. We first assign M
rM−−→ π˜E(M) to Qr
πE−−→ QE,
where rM is the universal morphism defined in Lemma 3.1. Here, both rM and
π˜E(M) may differ by an automorphism in Pick(QE). Then we can recursively
extend this assignment to the whole Q. We thus obtained a functor ρ : Mod(Qr)→
Rep(Q,Mod(Qr)), M 7→ ρM .
Apply HomQ(M,−) to the universal morphism M
rM−−→ π˜E(M), and we get
EndQ(M) = HomQ(M,M) −→ HomQ(M, π˜E(M)) = EndQ(π˜E(M)).
We thus obtain a representation of Q in the category of k-algebras by applying
HomQ(M,−) to the representation ρM .
Example 4.18. Let H(Q) be the vector space spanned by isomorphism classes
of representations of Q over a field k. Given any QCC Q, we can associate a
natural representation H of Q in Vectk as follows. To any Qu
F
−→ Qv, we assign
H(Qu)
H(F )
−−−→ H(Qv), where H(F ) is the linear map induced by M 7→ F (M).
5. Configuration with dimension vectors
Definition 5.1. A quiver coface configuration with dimension vectors is a QCC Q
with for each vertex quiver Q(v) a dimension vector αv such that all maps in Q
respect dimension vectors, that is
(1) For any loop l on v, Q(l) acts on Repαv (Q(v)).
(2) For each arrow a : u→ v with u < v, the section Q(a) embeds Repαu(Q(u))
into Repαv (Q(v)). Projections from v to u are the left adjoints of those
sections.
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The corresponding notion for QEC is QECwd, quiver exceptional configuration with
dimension vectors. Evidently the second condition for projections is equivalent to
the following:
(2’) For each arrow a : v → u with Q(a) = πE , we have that E ⊥ αv and
πE(αv) = αu.
Here E ⊥ α means that E is left orthogonal to a general representation [18] M of
dimension α, and πE(α) is the dimension vector of πE(M).
Given any quiver with dimension vector (Q,α) and a set of exceptional objects
E = {E1, E2, . . . , En} ⊥ α, we can generate up to foldings a QECwd rooted at Q
as before:
(Q,α)
E1
❢❢❢❢❢
❢❢❢❢
ss❢❢❢❢❢
❢❢❢ E2
♥♥♥
ww♥♥ ··· En−1
❘❘❘
))❘❘ En
❨❨❨❨❨
❨❨❨❨❨
❨
,,❨❨❨❨❨
❨❨❨❨❨

(Q1, α1) (Q2, α2) · · · (Qn−1, αn−1) (Qn, αn)
When doing the target-folding, the equivalence σ we consider should also respect
the dimension vectors. Note that ̟Ei(Ej) ⊥ αi is automatic, because ˜̟Ei(Ej) ∈
〈Ei, Ej〉 ⊥ α.
Definition 5.2. A QECwd Q is called full (resp. fully q-connected) if for each
vertex v, the projections πE range over all exceptional (resp. connected exceptional)
E ⊥ αv.
If we start with some (Q,α) and all exceptional E ⊥ α, the QECwd generated is
full. This is because for any F ⊥ αi, we have that ιEi(F ) ⊥ α and πEi(ιEi(F )) = F .
Example 5.3. Consider the fully q-connected QECwd rooted at (An+1, In+1) com-
pressedly generated by Sn:
An+1 o
Sn
S
r
n−1
/ An o / · · · o / A3 o
S2,S1
Sr1
/ A2 .
Note all exceptional E ⊥ In+1 can be presented as 0 → Pv → Pu → E → 0.
However, only Sn are connected. Example 4.6 can be realized as a colimit of above
constructions.
Example 5.4. Consider the fully q-connected QECwd D1n rooted at (Dn+1, In+1)
compressedly generated by Sn :
Dn+1 o
S[3,n]
S
r
[3,n−1]
/
S2,S1
❊❊
❊❊
""❊
❊❊
❊
t

Dn o /
""❉
❉❉
❉❉
❉❉
❉❉
t

· · · o /
······
D5 o
S4,S3
Sr3
/
  ❆
❆❆
❆❆
❆❆
❆❆
t

D4
S3 //
S2,S1
❇❇
❇❇
!!❇
❇❇
❇
t

A1∗3
S2,S1
❇❇
❇
  ❇
❇❇
❇
t

An o
Sn−1
S
r
n−2
/ An−1 o / · · · o / A4 o
S3
S
r
2
/ A3 o
S2,S1
Sr1
/ A2
S1 // A1
Proposition 5.5. The algebra kD1n is Morita equivalent to the path algebra
n
d //
c
""❊
❊❊
❊❊
❊❊
❊❊
t

n− 1 //
$$■
■■
■■
■■
■■
t

· · · //
······
4
d //
  ❅
❅❅
❅❅
❅❅
❅❅
t

3
d //
c
❄
❄❄
❄❄
❄❄
❄
t

2
c
❃
❃❃
❃❃
❃❃
❃
t

n− 1′
a // n− 2′ // · · · // 3′
a // 2′
a // 1
a // 0
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with relations:
t2 = e∗, tdt = d, (c− ct)d = a(c− ct), dd = 0, aa = 0.
Sketch of Proof. The proof is also similar to that of Proposition 2.7. Consider the
breakings at the sequences (S′n−2,Sn−1,S
′
n−3, . . . ,S4,S
′
2,S3,S
′
1), where Si (resp. S
′
i) =
(Si, . . . , Si, Si) of the top (resp. bottom) row from the leftmost to the rightmost.
We prove by induction using Theorem 1.8. 
Definition 5.6. A quiver Q is called sink-rooted if every vertex is path-connected
to the unique sink ∞.
Example 5.7. This example generalizes the last two examples. Let Q be any sink-
rooted quiver, then for any i 6=∞, Si ⊥ I∞. It follows from Lemma 3.12 that πi(Q)
is also sink-rooted, and πi(I∞) = I∞. We consider the QECwd Q generated by
Si, i 6=∞ in [10]. For another concrete example, let us consider the quiver D(1,3,2):
1 a
**❚❚❚
❚❚❚❚
❚❚
3
c1,c2 // ∞
2 b3
44❥❥❥❥❥❥❥❥❥
.
We obtain a QEC without foldings:
A(6) // •
A(3,2)
99ssssss
// A(2)
;;✈✈✈✈✈✈✈
D(2,6) //
OO
A(2)
OO
D(1,3,2) //
99sssss
OO
A(1,2)
;;✈✈✈✈✈
OO
where the quivers are
D(i,j) : 1
i arrows
−−−−−→ 2
j arrows
←−−−−− 3,
A(i,j) : 1
i arrows
−−−−−→ 2
j arrows
−−−−−→ 3,
A(k) : 1
k arrows
−−−−−→ 2.
Its relations are commuting relations for all squares. If we like, we can perform the
target-folding at A(2). Its maximal GReedy completion is clearly itself.
This class of examples can be thought of as a generalization of [14] in four
aspects. First, rooted trees is a subclass of sink-rooted quivers. Second, we have
more projections and sections in our setting. For example, for a source o, the maps
So and S
r
o are invisible in [14]. Third, we allow foldings. Forth, dimension vectors
play a role, which is crucial for our applications.
The next example seems more akin to type D quivers than Example 5.4.
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Example 5.8. We consider another fully q-connected QECwdD2n rooted at (D
∗
n+1, δ =
(1, 2, 2 . . . , 2, 1, 1)) generated by (S[2,n−1], In+1, In).
D∗n+1 o
S[2,n−1]
S
r
[2,n−2]
/
In+1,In
❉❉
❉
!!❉
❉❉
❉
t

D∗n o /
!!❈
❈❈
❈❈
❈❈
❈❈
t

· · · o /
······
D∗5 o
S3,S2
Sr2
/
I5,I4
❈❈
❈❈
!!❈
❈❈
❈
t

D∗4 o
S2 /
I4,I3
❆❆
❆❆
  ❆
❆❆
❆
t

A1∗3
I3,I2
❆❆
❆❆
  ❆
❆❆
❆
t

A1n
o Sn−2
S
r
n−3
/
Sn−1
❉❉❉
❉
""❉
❉❉
❉
A1n−1
o /
##●
●●
●●
●●
●●
· · · o /
······
A14
o S2
Sr1
/
S3
❇❇
❇❇
  ❇
❇❇
❇
A13
S2,S1 //
t

A2
S1 // A1
An−1 o
Sn−2
S
r
n−3
/ An−2 o / · · · o / A3
~
S2,S1
Sr1
>⑤⑤⑤⑤⑤⑤⑤⑤⑤
Note that this generation is not compressed because we did not identify A1∗3 with
A13. Besides the identities in Corollary 3.13 and Lemma 3.15, one can verify that
πIi (Sj) = Sj−1, if i ∈ {n− 1, n}, j ∈ {2, 3, . . . , n− 2};
πIi(Ij) = Sn−2, if i, j ∈ {n− 1, n}, i 6= j.
Then the relations can be read off from Theorem 3.4. The proof of the following
proposition is similar to that of Proposition 5.5.
Proposition 5.9. The algebra kD2n is Morita equivalent to the path algebra
n
d //
c
❊❊
❊❊
❊
""❊
❊❊
❊
t

n− 1 //
$$❏❏
❏❏
❏❏
❏❏
❏❏
t

· · · //
······
4
d //
c
●●
●●
●
##●
●●
●●
t

3
d //
c
❆❆
❆❆
  ❆
❆❆
❆
t

2
c
❄❄
❄❄
❄
❄❄
❄
t

n− 1′
a′ //
b
■■
■■
■
$$■
■■
■
n− 2′ //
$$❏
❏❏
❏❏
❏❏
❏❏
❏ · · ·
//
······
3′
a′ //
b
❆❆
❆❆
  ❆
❆❆
❆
2′
a′/b //
t

1
a′/a/b // 0
n− 2′′
a // n− 3′′ // · · · // 2′′
a
??        
with relations:
t2 = e∗, ta
′t = a′, cd = a′c, ctd = a′ct, ab = ba′,
b(c− ct) = 0, dd = 0, a′a′ = 0, aa = 0.
The arrow a′/b satisfies all relations of a′ and its composition with t satisfies all
relations of b. The arrow a′/a/b satisfies all relations of a′, a′ and b.
Example 5.10. Here is an example of a full QECwd B4 rooted at a wild quiver
with an imaginary Schur root generated by a non-exceptional collection. It is com-
pressedly generated from (B4 := S6, α = (1, 1, 1, 1, 1, 2)) by {Tij}16i<j65, where
dim(Tij) = ei + ej + e6. Note that Tij ⊥ Tkl if and only if {i, j} ∩ {k, l} is non-
empty. Moreover, if {i, j} ∩ {k, l} is empty, then πij(Tkl) = Tmˆ for some m, where
dimTmˆ = 1− em. Since 〈1− em,1− em〉B3 = 0, Tmˆ is not exceptional.
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B′
t,t,t

B4
{Tij}i,j 6=6 //
t4
ZZ B
3
{Tij}
j=4,5
i=1,2,3 //
t2,t
ZZ B
2 T14,T24 //
S3
OO
t
ZZ B
1 T13 //
t
ZZ B
0
t2
ZZ
This QEC is related to the blow-up of points in the projective plane [9]. We recall
the formulas of projections from [9]. For M4 ∈ Repα(B
4), we define
πij(M4) =
4
1
|jl|
@@        
|il| ❃
❃❃
❃❃
❃❃
❃ 2
|jm|
OO
|im|

3
|jn|
^^❃❃❃❃❃❃❃❃
|in|    
  
  
  
5
.
Here, we write πij for πTij , and use the notation |il| to denote the determinant
of linear map from i and l to 6. Moreover, i < j, l < m < n, {i, j, l,m, n} =
{1, 2, 3, 4, 5}. For M3 ∈ Rep
1
(B3), we define
πim(M3) =
1
(jn)

(jm)(in)// 4
3
(im)
    
@@    
2
(kn)
oo
(km)(in)
OO
.
Here, we use the notation (ij) to denote the linear map on the arrow i → j.
Moreover, j < k, {i, j, k} = {1, 2, 3} and {m,n} = {4, 5}. For M2 ∈ Rep
1
(B2), we
define
πi4(M2) =
1
(j3)
    
  
  
   (i3)(j4)
❃
❃❃
❃❃
❃❃
❃
2
(i3)(34) //
(i4)
// 3
, and π3(M2) = 1
(13)(34) //
(14)
// 2
(23)(34) //
(24)
// 3 .
For M1 ∈ Rep
1
(B1), we define
π13(M1) = 1
(13) //
(12)(23)u //
(12)(23)l
// 2 .
The discrete automorphism group S5 (resp. S3 × S2, S2, S2, S3, S2 × S2 × S2 )
acts on B4 (resp. B3, B2, B1, B0, B′). We still denote the i-th transposition by ti.
On each vertex, the automorphism group acts transitively on the projections, and
satisfies obvious relations. Apart from obvious relations, we have relations up to
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automorphisms, which can be read off from:
On B4
πki(Tjk) = Tj4, πik(Tkj) = T(j−2)5,
πki(Tkj) =
{
T(j−2)4 if i < j
T(j−1)4 if i > j
, πik(Tjk) =
{
T(j−1)5 if i < j
Tj5 if i > j
;
On B3
πki(Tkj) = S3, if i 6= j,
πik(Tjk) =
{
T(j−1)4 if i < j
Tj4 if i > j
;
On B2
πi4(Tj4) = T13 if i 6= j.
One can check that the maximal GReedy completion is itself, so we do not have
any section here.
6. Delooping
In our coface configuration, loops are used to record information on symmetry.
Those additional information can be effective to reduce the complexities of the
homotopy theory. However, it causes trouble for us to take the classical homotopy
or homology because usually those algebras are not basic and have infinite global
dimensions. To simplify the computation, we need to get rid of those loops but hope
to lose as little information as possible. So we propose to the following delooping,
requiring the category C to be a k-category.
Definition 6.1. A delooped coface configuration Q in a k-category C is a quiver
without loops with the following assignment.
(1) For each vertex v, we assign an object Q(v) ∈ C (possibly with repetition).
(2) For each arrow a : u → v with u > v (resp. u < v), we assign a k-linear
combination
∑
i kiπi of projections (resp.
∑
i kiιi of sections) in C.
We require that all projections πi in the summation differ from each other only
by automorphisms in C, that is, πi = σvπjσu where σu, σv are automorphisms of
Q(u),Q(v). We make the same requirement for sections in the linear combination.
As before, we also have the underlying quiver with relations (Q,R) and the
algebra kQ associated to Q.
Definition 6.2. The k-linear category of category of quiver representations is the
category kCC(Q) with objects the k-vector spaces H(Q) (Example 4.18) and mor-
phisms k-linear spans of the continuous functors. A delooped QCC is a delooped
coface configuration in the category kCC(Q).
Example 6.3. The delooped QEC A˚# :
· · · o / A˚n o
Sn+1
Sr,Srn
/ A˚n−1 o / · · · o / A˚2 o
S2,S1
Sr ,Sr1
/ A˚1 ,
where Sr : A˚k−1 → A˚k equals to
∑k−2
i=0 (−1)
iktSrkt
i, corresponds to our symcle
category ∆(A˚#) considered in Section 2.
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Example 6.4. The algebra of this delooped QEC D1#n :
Dn+1 o
S[3,n]
S
r
[3,n−1]
/
S2−S1
❊❊
❊❊
""❊
❊❊
❊
Dn o /
""❉
❉❉
❉❉
❉❉
❉❉
· · · o /
······
D5 o
S4,S3
Sr3
/
  ❆
❆❆
❆❆
❆❆
❆❆
D4
S3 //
S2−S1
❇❇
❇❇
!!❇
❇❇
❇
A1∗3
S2−S1
❇❇
❇
  ❇
❇❇
❇
An o
Sn−1
S
r
n−2
/ An−1 o / · · · o / A4 o
S3
S
r
2
/ A3 o
S2,S1
Sr1
/ A2
S1 // A1
is Morita equivalent to the path algebra
n
d //
c
""❊
❊❊
❊❊
❊❊
❊❊
n− 1 //
$$■
■■
■■
■■
■■
· · · //
······
4
d //
  ❅
❅❅
❅❅
❅❅
❅❅
3
d //
c
❄
❄❄
❄❄
❄❄
❄ 2
c
❃
❃❃
❃❃
❃❃
❃
n− 1′
a // n− 2′ // · · · // 3′
a // 2′
a // 1
a // 0
with “double complex” relation:
cd = ac, dd = 0, aa = 0.
Moreover, from the exact sequence 0→ S1 → P2 → S2 → 0, we get the long exact
sequence of functors:
(6.1)
· · · → πi−1(−, S2)→ π
i(−, S1)→ π
i(−, P2)→ π
i(−, S2)→ π
i+1(−, S1)→ · · · .
Since we have the following resolutions:
0→ S1 → I1 → I2 ⊕ I2′ → · · · → In−1 ⊕ In−1′ → In → 0,
0→ S2 → I2 → · · · → In−1 → In → 0,
0→ P2 → I1 → I2′ → · · · → In−1′ → In′ → 0,
we see that πi(−, S2) (resp. π
i(−, P2)) is the usual cohomology of the top (resp.
bottom) row, and πi(−, S1) is the usual total cohomology.
Example 6.5. The algebra of this delooped QEC D2#n :
D∗n+1
o
S[2,n−1]
S
r
[2,n−2]
/
In+1−In
❉❉
❉
!!❉
❉❉
❉
D∗n
o /
!!❈
❈❈
❈❈
❈❈
❈❈
· · · o /
······
D∗5
o S3,S2
Sr2
/
I5−I4
❈❈
❈❈
!!❈
❈❈
❈
D∗4
o S2 /
I4−I3
❆❆
❆❆
  ❆
❆❆
❆
A1∗3
I3−I2
❆❆
❆❆
  ❆
❆❆
❆
A1n o
Sn−2
S
r
n−3
/
Sn−1
❉❉❉
❉
""❉
❉❉
❉
A1n−1 o /
##●
●●
●●
●●
●●
· · · o /
······
A14 o
S2
Sr1
/
S3
❇❇
❇❇
  ❇
❇❇
❇
A13
S2−S1 // A2
S1 // A1
An−1 o
Sn−2
S
r
n−3
/ An−2 o / · · · o / A3
~
S2,S1
Sr1
>⑤⑤⑤⑤⑤⑤⑤⑤⑤
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is Morita equivalent to the path algebra
n
d //
c
❊❊
❊❊
❊
""❊
❊❊
❊
n− 1 //
$$❏❏
❏❏
❏❏
❏❏
❏❏
· · · //
······
4
d //
c
●●
●●
●
##●
●●
●●
3
d //
c
❆❆
❆❆
  ❆
❆❆
❆
2
c
❄❄
❄❄
❄
❄❄
❄
n− 1′
a′ //
b
■■
■■
■
$$■
■■
■
n− 2′ //
$$❏
❏❏
❏❏
❏❏
❏❏
❏ · · ·
//
······
3′
a′ //
b
❆❆
❆❆
  ❆
❆❆
❆
2′
a′/b // 1
a′/a/b // 0
n− 2′′
a // n− 3′′ // · · · // 2′′
a
??        
with relations:
cd = a′c, ab = ba′,
bc = 0, dd = 0, a′a′ = 0, aa = 0.
The arrow a′/b satisfies all relations of a′ and b except that its composition with
a′ : 3′ → 2′ is non-zero. The arrow a′/a/b satisfies all relations of a′, a′ and b.
Example 6.6. Consider a delooped QEC B4# :
B′
B4
∑
i,j(−1)
i+jTij // B3
∑
i,j(−1)
i+jTij // B2
(Id−t)(T14−T24) //
(Id−σ′)S3
OO
B1
(Id−σ)T13 // B0
.
Here, σ′ = (t, t) is the automorphism of B′ and t exchanges arrows in one pair; σ
is the automorphism of B0 exchanging the upper and lower arrows. The relations
are that all paths of length two vanish. This algebra is already basic, and has finite
representation type.
7. A First Application
As we mentioned in the introduction, one get almost all classical (co)homology
theories by varying C in SC : S → C. Now we are going to vary S among different
∆(Q). We expect that those classical theories should have analogues, if not always
possible. Since we are mainly interested in noncommutative stuff, we will focus on
generalizations of Hochschild and cyclic cohomology. Readers can easily adapt our
construction to other settings. For example, to deal with commutative algebras, we
can replace the tensor products below by the exterior products. In certain geometric
setting with nice covers, we can consider ∆(Q)-nerves instead of simplicial nerves.
Since our construction may involve addition (see examples below), in those cases
the corresponding operation on covers is taking the union. So we need part of the
Boolean algebra structure of sets to construct the coface maps. Recall that the
coface maps in the simplicial nerves involve intersections only.
Let Q be any quiver and α a dimension vector. By a tensor-decoration of
Repα(Q) by a k-module V , we mean the tensor product space labeled by the arrows
of Q:
V ⊗(Q,α) :=
⊗
a∈QA
Hom(kα(ta), kα(ha))⊗ V.
It is useful to visualize those “pure” tensors on the representation space.
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We recall the construction of Hochschild cohomology. Let A be a k-algebra.
Consider the quiver An+1 with dimension vector (1, 1, . . . , 1) decorated by A:
1
a1 // 2
a2 // · · ·
an−1 // n
an // n+ 1 .
The above picture represents a pure tensor a1 ⊗ a2 ⊗ · · · ⊗ an. The Hochschild
complex is related to the QEC with this dimension vector. Let us consider the
coface maps given by
∂1(a1 ⊗ a2 ⊗ · · · ⊗ an) := a2 ⊗ a3 ⊗ · · · ⊗ an,
∂i(a1 ⊗ a2 ⊗ · · · ⊗ an) := a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an if i > 0,
and the face maps (degeneracies) given by
σi(a1 ⊗ a2 ⊗ · · · ⊗ an) := a1 ⊗ · · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ an.
In our language, if we set ρ(An, In) = A
⊗(An,In), ρ(Si) = ∂i, and ρ(S
r
i ) = σi, then
ρ is a representation of A in the category of k-algebras. Its quiver complex is the
(reduced) Hochschild complex.
For any A-A-bimodule M , we apply the functor MA⊗Aop ⊗− to the Hochschild
complex, and we get the Hochschild homology complex of A with coefficients in M .
Similarly, we can apply the functor HomA⊗Aop(M,−), and obtain the Hochschild
cohomology complex of A with coefficients in M .
In what follows, for any QECwd Q, we always assign to the vertex (Q,α) the
space A⊗(Q,α). To a projection Si, we always assign the matrix multiplication
corresponding to the contraction in Corollary 3.13. To a section Sri , we also assign
the insertion of matrix Ej ’s as in Corollary 3.13.
Example 7.1. The above assignment clearly defines representations in k-alg of
QECwd’s of Example 5.7. This class of examples are also studied in detail in [10].
In particular, we get representations of D1n and D
1#
n .
However, it is not true that given any QECwd, we can always attach to it
a cohomology theory for noncommutative algebras. This is something expected,
because our QEC’s are constructed from the representation theory of Q, where we
work with a nice field and have a group action. For example, we only know a
D2n-cohomology theory for commutative algebras k-algebras.
Example 7.2. To construct such a theory, we remain to define the coface maps
corresponding to Ik. Let
M =
n
1
r // 2
M2 // · · ·
Mn−2 // n− 1
c1 22❡❡❡❡❡❡❡
c2
++❳❳❳❳❳
❳❳
n+ 1
,
where r, ci, and Mj are 1× 2, 2× 1, and 2× 2 matrix with entries in A respectively.
We define
πIk(M) = 1
|M2| // · · · // i− 1
|Mi| // i // · · ·
|N | // n n− 1
lkoo ,
where lk = rM2 · · ·Mn−2ck and N is the matrix (c1, c2). The symbol |M | is the
determinant of M . To appreciate this new theory, we strongly recommend readers
to work out this verification.
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Example 7.3. Let B3 be the full subQEC of B4 rooted at B3. For B3, if we define
its representation by mimicking Example 5.10, we only get a cohomology theory for
commutative algebras. For B4, we even cannot find such a theory for commutative
algebras.
The quiver complexes can deal with not only the traditional bimodules but also n-
ary modules over n-ary algebras. More generally, they provide a natural framework
to treat operads. This is one of the topics for our subsequential work. We must
point out that this approach is different from so-called operadic (co)homology in
[16, Chapter 6,12], which is simplicial in nature.
8. Discussion
We have several important problems, which are very difficult for us at this stage.
We saw that for all QEC’s in this notes, we can find their basic algebras by breakings
at a sequence, in other words their algebras are all (weakly) crisp. However, we do
not know how general it is. We also saw that in general the choice of breakings are
not unique, and to find the breakings is a very hard task.
Problem 8.1. Characterize those QRS’s whose basic algebras can be obtained by
consecutive breakings. For those QRS’s, design a good algorithm to find most
economic choices of breakings.
We can easily write the fundamental relations using the machinery developed
in Section 3. However, it is extremely hard to verify whether those fundamental
relations generate all relations. This is true for all our examples, but we avoid
writing down the checking, because the procedure is too painful. So the next
question is
Problem 8.2. Determine when the two kinds of fundamental relations generate all
relations. Can we find an example involving other kinds of relations?
All the fundamental relations of second kind that we found so far are of the form
in Corollary 3.14, but we wonder
Problem 8.3. Are there any fundamental relations of second kind π˜EιF = σ for
other choices of E and F?
We followed some topologists and introduced the GReedy condition. This con-
dition turns out to be very useful in the model category theory [3], but seems not
so natural to us. It is suggested by our intuition that adding sections while keeping
this condition can reduce the complexity of the representation theory. However, we
have examples where this intuition fails. Below Example 4.16, we proposed some
preliminary rules to “complete” a QEC. However, we cannot guarantee in general
that this will give us the maximal GReedy one.
Problem 8.4. Design a good algorithm to find the maximal GReedy completion
of any QEC. Is there any other approaches to produce interesting and meaningful
QEC’s?
In this notes, one of our main examples is the “Q-homotopy theory of type D”.
Problem 8.5. Is there a cyclic analog of this type D theory? More generally, what
is a cyclic analog for any Q-homotopy theory?
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Appendix A. Unnormalized Constructions and Q-Homology
We keep the setting in Section 1.
Definition A.1. An unnormalized quiver complex (resp. cocomplex) functor µ :
Mod(A) → Mod(Ab) is a k-linear exact functor such that ν is a quotient functor
(resp. subfunctor) of µ. It is called classical if it is induced from an algebra
morphism Ab → A such that ei1 7→ ei. It is called splitting if it is a quiver cocomplex
functor in the meantime.
Classical unnormalized quiver complex functors always exist, for example, the
algebra inclusion defined by ei1 7→ ei and identity elsewhere. In fact, it is splitting,
but this trivial case is uninteresting to us. We will deal exclusively with quiver
complexes, and hope that readers can formulate the corresponding statement for
quiver cocomplexes.
Let λ be the subfunctor of µ such that the normalized functor ν is the quotient
µ/λ. Since both µ and ν are exact, the snake lemma implies λ is exact as well. We
denote by D the set of all modules of form λ(M).
Definition A.2. Fixing a quiver complex functor µ, the compositeH = qµ is called
the Q-homology functor of A. For any T ∈ Mod(Ab), the i-th classical homology
relative to T , or T -homology is the functor Hi(T,−) := Ext
i
Ab(T, µ(−)).
We call the pair (µ, ν) (resp. the triple (µ, ν, T )) a homotheory (resp. T -
homotheory). It is called consistent if π and H (resp. πi(T,−) and Hi(T,−))
are the same.
Remark A.3. Unlike the homotopy functors, the homology functors depend on the
choice of µ. Clearly, being consistent is equivalent to that ExtiAb(T,−) vanishing
on D, or equivalently on λ(ν−1(Sv)) for each simple module Sv in Mod(A
b).
For cohomology theory, one can work with quiver cocomplexes, and define the
T -cohomology functors by ExtiAb(µ(−), T ).
Now we generalize to representations in a k-linear abelian category A. For
simplicity, we keep our assumption in Section 2 that A is the category Mod(B) for
some k-algebra B. We are going to construct a functor µA : Mod(A ⊗ B
op) →
Mod(Ab ⊗ Bop) from µ. Given any M ∈ Mod(A ⊗ Bop), we can give µ(M) a
right B-module structure. We view the right multiplication by f ∈ B as an A-
module homomorphism, and define the action of f on µ(M) by µ(f). This action
is compatible with the Ab-module structure. By our construction, we have the
commutative diagram:
Mod(A⊗Bop)
µA
νA
//
F

Mod(Ab ⊗Bop)
F

Mod(A)
µ
ν
// Mod(Ab)
where F is the forgetful functor Mod(B) → Mod(k). We conclude that νA is a
quotient functor of µA as well. A sneaky way to define µA is to say that it is the
tensor product of µ and the identity functor on Mod(B). When µ is classical, µA
is the functor induced from the algebra map Ab ⊗B → A⊗B.
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Definition A.4. The composite HA = qµA is called the Q-homology functor in
A. For any T ∈ Mod(Ab), the i-th classical homology relative to T , or T -homology
in A is the functor Hi(T,−) := Ext
i
Ab(T, µA(−)).
The homotheory and being consistent are defined completely analogously. It is
quite obvious that if (µ, ν) or (µ, ν, T ) is consistent, then (µA, νA) or (µA, νA, T ) is
consistent as well.
Example A.5. In Proposition 2.7, we choose a classical µ as the one induced by
d 7→
∑k
i=1(−1)
iπi for d : k → k − 1. It follows from the simplicial relations that
dd = 0, so this is indeed an algebra inclusion. This µ is the usual (truncated) Moore
complex functor in the simplicial theory. It is splitting. Using the formula of P , it
is not hard to verify that λ(ν−1(Si)) are all injective, so (µ, ν) is consistent. This
is well-known [19, Theorem 8.3.8].
Example A.6. In Proposition 2.8, we choose a classical µ as the one induced by
B 7→ (1 + (−1)kt)ιr for B : k − 1 → k and d as before. One can check that this
is indeed an algebra inclusion [19, 9.8]. This µ is not splitting. Although most
λ(ν−1(Si)) are not injective, it follows from the SBI sequence and the consistency
of the simplicial theory that (µ, ν, S1) is consistent up to degree n − 1, that is,
πi(S1,−) = Hi(S1,−) for i < n− 1. For the untruncated version, it is well-known
that the S1-homotheory is consistent [19, 9.8.4].
Example A.7. In Proposition 2.9, for cubical objects we choose a classical µ
as the one induced by di 7→ πi + π−i. It follows from the cubical relations that
dj+1di = djdi, so this is indeed an algebra inclusion. Similarly for cubical objects
with permutations, we set d 7→ π1 + π−1 and ti 7→ ti. We leave it for readers to
verify that the direct summands of λ(ν−1(S1)) contain all simples except S1. So
there is no non-trivial consistent homotheory available. Even so, the functor µ
seems still interesting.
Example A.8. In Example 6.4, we choose a classical µ as the one induced by
d 7→
∑k
i=3(−1)
i+1Si, a 7→
∑k
i=1(−1)
iSi, c 7→ S2 − S1, where d : Dk+1 → Dk and
a : Ak+1 → Ak. It is easy to check that this defines an algebra inclusion. Although
most λ(ν−1(Si)) are not injective, it follows from the long exact sequence (6.1) and
the consistency of the simplicial theory that (µ, ν, S1) is consistent. We can define
a similar quiver complex functor for D2#n of Example 6.5.
Example A.9. We consider some natural choices of µ for Example 5.7 in [10].
Similar results were also obtained in [14]. However, for sink-rooted quivers rather
than rooted trees, the “generic” examples look like the example generated from the
quiver D(1,3,2), where kQ is already basic, and µ has to be the identity.
Acknowledgement
The author wants to thank Philip Hackney, Birge Huisgen-Zimmermann, Ryan
Kinser, and Igor Kriz for helpful comments. He would like to thank Philip Hackney
and Professor Bernhard Keller for drawing his attention to the paper [14] and [4]
respectively; Ryan Kinser for pointing out an error in Section 2. The author is
grateful to Professor Igor Kriz for encouraging him to apply graduate school back
in 2003. He always feels indebt to his advisor Harm Derksen for too many things
that cannot be written in a single page.
36 JIARUI FEI
References
1. I. Assem, D. Simson, A. Skowron´ski, Elements of the representation theory of associative
algebras, London Mathematical Society Student Texts 65, Cambridge University Press, 2006.
2. A. I. Bondal, Representation of associative algebras and coherent sheaves, Izv, Akad. Nauk
SSSR Ser. Mat. 53 (1989), 25–44; English translation in Math. USSR Izv. 34 (1990).
3. C. Berger, I. Moerdijk, On an extension of the notion of Reedy category, Math. Z. 269 (2011),
no. 3-4, 977–1004.
4. D.C. Cisinski, Le localisateur fondamental minimal, Cah. Topol. Ge´om. Diffe´r. Cate´g. 45
(2004), no. 2, 109–140.
5. W. Crawley-Boevey, Rigid integral representations of quivers, Representation theory of alge-
bras, (Cocoyoc, 1994), CMS Conf. Proc., vol. 18, Amer. Math. Soc., Providence, RI, 1996,
pp. 155–163.
6. H. Derksen, J. Fei, General presentations of algebras, Perprint, arXiv:0911.4913.
7. H. Derksen, J. Weyman, The combinatorics of quiver representation, Ann. Inst. Fourier
(Grenoble) 61 (2011), no. 3, 1061–1131.
8. J. Fei, ADE chains and beyond, Unpublished manuscript (2009).
9. J. Fei, Moduli and Tilting I. Quivers, Preprint, arXiv:1011.6106.
10. J. Fei, Q-homotopy from rooted quivers, In prepareation.
11. J. Fei, Quiver spectral sequences - the art of diagram chasing, Unpublished manuscript (2012).
12. P. Goerss, J. Jardine, Simplicial Homotopy Theory, Birkha¨user, Basel, 1999.
13. W. Geigle, H. Lenzing, Perpendicular categories with applications to representations and
sheaves, J. Algebra 144 (1991), no. 2, 273–343.
14. J. Gutie´rrez, A. Lukacs, I. Weiss, Dold-Kan correspondence for dendroidal abelian groups, J.
Pure Appl. Algebra 215 (2011), no. 7, 1669–1687.
15. M. Karoubi, Correspondance de Dold-Kan et formes differentielles (French), J. Algebra 198
(1997), no. 2, 618–626.
16. J-L. Loday, B. Vallette, Algebraic Operads, Grundlehren der mathematischen Wissenschaften
346, Springer-Verlag (2012) [to appear].
17. A. Schofield, Semi-invariants of quivers, J. London Math. Soc. (2) 43 (1991), no. 3, 385–395.
18. A. Schofield, General representations of quivers, Proc. London Math. Soc. (3) 65 (1992), no.
1, 46–64.
19. C. A. Weibel, An introduction to homological algebra, Cambridge University Press, Cambridge
studies in advanced mathematics 38.
MSRI, 17 Gauss way, Berkeley, CA 94720, USA
E-mail address: jfei@msri.org
