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Resumo
No contexto do clima urbano, regiões com tipologias homogêneas de construções ex-
pressam semelhanças climáticas, a isso se dá o nome de Zonas Climáticas Locais (ZCL),
onde quanto mais urbanizada a zona for, maior será a diferença dos elementos do clima
em relação a sua envolvente rural. Um exemplo disso são os efeitos de ilhas de calor e
Frio onde as temperaturas das áreas urbanas diferenciam-se em relação aos arredores,
dependendo da hora, mês e das características estruturais das superfícies. O presente tra-
balho tem como objetivo estudar matematicamente tais características, com o intuito de
desenvolver modelos de regressão linear explicativos da relação entre a morfologia urbana
e as temperaturas da cidade ao longo do ano e identificar as ZCL da cidade de Bragança -
Portugal. Para tal trabalho, serão utilizados os dados de temperatura obtidos no período
de 2016 a 2019 por uma rede de monitorização meteorológica composta por 23 sensores
distribuídos de modo a atender o gradiente do urbano ao rural e os índices de morfologia
urbana característicos da envolvente de cada sensor em um raio de 50 m. Com as análises
obteve-se 12 regressões lineares explicativas, que expressam as máximas, médias e míni-
mas temperaturas de cada uma das estações do ano, onde as equações mais explicativas
foram as médias do verão e da primavera, estações com menores interferências do clima
de ampla escala. Obteve-se também com a análise de clusters 22 diferentes modelos de
agrupamentos para o método de Ward e 16 para o método k-means, onde o segundo mé-
todo apresentou melhores resultados para expressar o gradiente urbano - rural. Por fim,
com uma análise de probabilidade pode-se identificar a provável distribuição dos sensores
em quatro ZCLs (clusters) devido a quantidade de sensores e ao tamanho da cidade.
Palavras-chave: Análise de Clusters, Regressão Linear Múltipla, Ward, K-means.
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Abstract
In the context of urban climate, areas with similar buildings and urban structures
present comparable weather profiles. Those zones are called Local Climate Zones (LCZs),
in which the differences between urban and rural areas increase with more dense urbani-
zation. One instance of this relationship is in the cold and heat islands phenomenon, in
which urban temperatures tend to differ from rural ones, varying upon time of day, month
and local features. This work aims the mathematical study of those relationships, and
seeks to develop models that describes them, using linear regression. The city of Bragança
- Portugal will be our subject, and we will be analyzing data taken from 2016 to 2019,
from a network of 23 sensors placed in such a way to represent evenly the rural and urban
areas, with the help of morphological indexes in a 50 m radius. Of this work, resulted 12
linear regressions, which accounted for maximums, means and minimums temperatures
of each of the seasons. The best fitting equations were calculated from the Summer and
Spring data, when broad climatic influences are smaller. We also derived, from cluster
analysis, 22 grouping models from the Ward method and 16 for the k-means method,
which performed better in expressing the urban-rural gradient. Finally, we manage to
statistically derive the optimal distribution of sensors in four LCZs, based on the number
of sensors and the city’s dimensions.
Keywords: Cluster analysis, Multiple Linear Regression, Ward, K-means.
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Introdução
Define-se clima como uma descrição estatística das variáveis climáticas relevantes
durante um período de tempo (em termos da média e suas variabilidades) (Cavalcanti
et al., 2009). Muitos são os fatores que contribuem para a dinâmica particular e com-
plexa do clima em cada localidade, estes fatores são classificados entre globais (latitude,
movimento de rotação e translação, continentalidade, etc.); locais (dinâmica do mar,
topografia, distância de lagos, cobertura vegetal, etc.); e elementos (temperatura, humi-
dade, velocidade dos ventos, etc.) (Barbirato et al., 2007; Peixoto & Oort, 1992). Para a
definição de um clima médio, segundo a World Meteorological Organization (WMO) são
necessários 30 anos de dados que devem ser atualizados pelo menos a cada 10 anos (Ar-
guez & Vose, 2011). Deve-se ao fato de que clima não ser algo constante, ele se altera ao
longo do tempo e essas mudanças são constantemente associadas as atividades antrópicas.
Segundo a Organização das Nações Unidas (ONU), nos últimos dois séculos a popu-
lação mundial aumentou de 1 para 7 biliões de habitantes (em 2015), mesmo período em
que a fracção populacional que habita os centros urbanos passou de 3% para mais de 50%
(UN, 2015). Atualmente a população mundial está em 7,8 biliões e espera-se que a marca
de 11 biliões seja alcançada até 2100, caso as taxas de crescimento atuais se mantenham
(Sormin et al., 2019). Isso implica também no crescimento de aglomerados urbanos, onde
as construções estão diretamente relacionadas com o contexto social, cultural e económico
de cada sociedade. Onde os materiais e atividades afetam diretamente no clima, de modo
a criar padrões particulares que caracterizam o Clima Urbano (CUrb). Todas as cida-
des apresentam, em baixa ou alta intensidade, alterações no clima devido ao processo de
urbanização (Oke et al., 2017). A crescente preocupação com o conforto térmico humano,
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economia de energia e mudanças climáticas motivam o estudo de seus efeitos (Hebbert
& Jankovic, 2013), no entanto, cada cidade apresenta singularidades que exigem o de-
senvolvimento de estudos nas mais diversas condições, para a obtenção de informações
adequadas aos planeadores urbanos (Gonçalves et al., 2018; Ren et al., 2011).
Em uma mesma cidade ocorrem, no tecido urbano, regiões com padrões diferentes de
construção, isso se deve aos modos de uso e ocupação aplicados para cada localidade.
Estes padrões podem ser caracterizados por Zonas Climáticas Locais (ZCL), que
têm esse nome pelo padrão de zoneamento em escala local das diferentes regiões de uma
mesma cidade, a partir das suas características morfologia urbana (Mendonça & Danni-
Oliveira, 2007). Stewart e Oke (2012) desenvolveram um padrão de classificação com 17
diferentes classes de ZCL geradas a partir de vários parâmetros, ao se fazer uso dessas
classes a complexidade e diversidade do tecido urbano podem ser abordadas com maior
propriedade, assim como as variabilidades climáticas apresentadas pelas áreas urbanas
(Gonçalves et al., 2018).
Entre os efeitos mais estudados clima urbano está o Efeito de Ilha de Calor Ur-
bano (EICU) (Bornstein, 1968; Carvalho, 2020; Gartland, 2008, 2011; Giridharan et al.,
2004; Gonçalves et al., 2018; Grimmond & Oke, 1999; Guo et al., 2015; Magee et al., 1999;
Memon et al., 2009; Menezes, 2017; Półrolniczak et al., 2017; Rizwan et al., 2008; Van
Hove et al., 2015; Vicente-Serrano et al., 2005; Zhou et al., 2013), caracterizado pela ten-
dência de as áreas urbanas apresentarem temperaturas mais elevadas quando comparadas
com suas imediações, ocorrido principalmente no período do fim de tarde até ao nascer do
dia, quando as estruturas urbanas demoram mais para se resfriar. A intensidade do EICU
pode ser obtida através da comparação de dados de temperatura das áreas urbanas com
dados dos arredores não urbanizados. Por vezes, no estudo desta intensidade encontra-se
valores negativos, que indicam temperaturas menores nas áreas urbanas, em relação às
suas imediações, este fenómeno é denominado Efeitos de Ilha de Frio Urbano (EIFU)
e ocorre geralmente durante as primeiras horas do dia, entre outros motivos, devido ao
sombreamento e a baixa incidência de radiação solar causados pelos elementos urbanos
(Yang et al., 2016).
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A teoria geral do clima lida com muitos parâmetros, fenómenos e processos evoluti-
vos. Ela é alvo de estudos por diversas áreas do conhecimento e pode ser analisada a
partir de diferentes métodos (empíricos, estatísticos, computacionais, etc.) (Dymnikov &
Filatov, 2012). A modelação estatística baseia-se na análise de dados climáticos, como a
temperatura e a humidade, velocidade e direção do vento, entre outros, observados plu-
rianualmente, muitos estudos podem ser encontrados com foco neste tipo de modelagem
do clima urbano para cidades de grande porte (Bottyán & Unger, 2003; László & Szegedi,
2015; Lee & Oh, 2018; Matsuo & Tanaka, 2014; Szymanowski & Kryza, 2009, 2012; Wicki
et al., 2018, 2019), no entanto existem poucos estudos para cidades de pequeno porte.
Objetivo Geral
O presente trabalho tem como objetivo principal a utilização de métodos matemáti-
cos estatísticos para a identificação de padrões do clima urbano da cidade de Bragança
(Portugal).
Objetivos Específicos
• Caracterizar os fenômenos de Ilha de Calor Urbano e Ilha de Frio Urbano ao longo
do ano, na localização dos sensores meteorológicos.
• Identificação das componentes principais para os índices de morfologia urbana.
• Definição de modelos de regressão linear multivariada explicativo com as compo-
nentes principais da morfologia urbana e também os dados de temperatura média
máxima e mínima em cada estação (inverno, primavera, verão e outono). Com o
intuito de identificar um padrão climático.
• Definição de um modelo de regressão linear múltipla simplificado a partir dos mode-
los gerais obtidos, o qual apresente uma explicação do clima com uma perda mínima
de informação.
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• Identificação das Zonas Climáticas Locais a partir dos dados de temperatura, in-
tensidade de ilha de calor e dos índices morfologia urbana utilizando os métodos de
K-means e Ward’s para o agrupamento de dados.
• Comparação dos modelos de Ward’s e K-means para o agrupamento de dados cli-
máticos.
• Análise temporal do comportamento dos clusters a partir dos dados de temperatura
no período de 2016 a 2019, a fim de identificar as zonas climáticas locais da cidade
de Bragança.
Estrutura do trabalho
O presente trabalho está estruturado em quatro capítulos principais: Referencial Teó-
rico, Materiais e Métodos, Resultados/Discussões e Conclusões.
O primeiro capítulo contém o referencial teórico deste trabalho. Neste capítulo são
descritos e exemplificados os conceitos gerais do clima e do clima urbano com foco na
morfologia urbana e nos efeitos de Ilha de Calor Urbana, Ilha de Frio Urbano e das Zonas
Climáticas Locais. Também são apresentados os principais conceitos matemáticos/esta-
tísticos utilizados para a análise de dados do clima urbano.
O segundo capítulo, Materiais e Métodos, contém a caracterização da área de estudo,
informações relativas à rede de sensores utilizados para a monitorização meteorológica,
descrição dos indicadores de morfologia urbana utilizados e a explicação dos métodos de
análise de dados utilizados para o estudo em questão (análise das componentes principais,
regressão linear múltipla e análise de clusters.
Na etapa dos Resultados e Discussão avaliam-se os resultados obtidos através das
análises quantitativas do clima urbano, com foco na descrição das zonas climáticas identi-
ficadas, validação das mesmas, e na identificação de modelos de regressão linear múltipla,
explicativos do impacto da morfologia urbana na temperatura da cidade de Bragança.
Por fim, no capítulo cinco, apresentam-se as principais conclusões retiradas a partir
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do estudo realizado na presente dissertação, bem como a perspetiva dos trabalhos futuros,
sendo que alguns deles já se encontram em andamento.
Uma nota que importa ressaltar é a de que, neste trabalho, convencionou-se a utiliza-
ção de textos em itálico para trechos escritos em outros idiomas, negrito para destacar





1.1 Aspectos Gerais do Clima
O planeta Terra passa por diferentes níveis de exposição solar ao longo do ano em
sua órbita ao redor do sol, de forma simplificada, é assim que são formadas as estações
(primavera, verão, outono e inverno), enquanto a inclinação que o eixo da terra tem
em relação a sua órbita faz com que alguns dias do ano sejam mais longos que outros
Torres2008. Cada estação, em cada localidade, tem as suas características expressas pelos
elementos climáticos, principalmente pela temperatura e a precipitação, no entanto estes
são regulados por fatores característicos que constituem o clima (Cavalcanti et al., 2009).
Sabe-se que o clima é o resultado de uma dinâmica complexa e particular que segundo
Barbirato et al. (2007) tem como componentes os fatores globais, locais e os elementos
climáticos. Os fatores globais fazem parte da composição terrestre como a latitude,
as radiações solares, a esfericidade da terra, os movimentos de rotação e translação, a
existência de continentes e de oceanos. Os fatores locais são características de cada
localidade como a maritimidade, a topografia, a natureza das superfícies subjacentes, a
cobertura vegetal, os solos, a distância de lagos e as intervenções antrópicas. E por fim,
os elementos climáticos que lidam com as propriedades intrínsecas da atmosfera e dão
feição para uma certa localidade, entre eles estão as várias instabilidades (temperatura,
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humidade, velocidades dos ventos, nebulosidade, precipitação, etc.) e a circulação geral
de massas e energia.
No quotidiano, ao se tratar dos fenômenos atmosféricos, confunde-se muito os conceitos
de tempo e clima. No presente trabalho é de fundamental importância deixar ambos bem
definidos. Por um lado, o tempo refere-se aos estados momentâneos da atmosfera e da
evolução diária dos sistemas sinópticos individuais (Ayoade, 2007; Peixoto & Oort, 1992).
Assim, o tempo é um conjunto de valores que caracteriza o estado atmosférico em um
determinado momento e local. A meteorologia é responsável por entender a dinâmica dos
elementos que de forma momentânea atuam em cada localidade (frentes frias e quentes,
temperatura, pluviosidade, ciclones, etc) (Steinke, 2016).
Por outro lado, clima é a média dos tempos em um dado local por um longo período
e refere-se às características da atmosfera, inferidas continuamente numa determinada
área. Ele inclui considerações a respeito da possibilidade de condições extremas e de
frequência de ocorrência de determinadas condições. Desta forma, o clima apresenta uma
generalização, enquanto o tempo trabalha com eventos específicos (Ayoade, 2007; Peixoto
& Oort, 1992; Steinke, 2016). Portanto, clima é a normalização dos estados físicos do
ambiente atmosférico (tempo), de modo constante e previsível, característico de certa
localidade geográfica, de modo que não há dois climas rigorosamente iguais (Barbirato
et al., 2007). A ciência responsável por estudar o clima é a climatologia (Steinke, 2016).
A World Meteorological Organization (WMO) coordena as publicações de padrões
climáticos globais para o cálculo das condições climáticas normais desde 1901. A reco-
mendação é que cada país membro atualize seus normais climáticos médios dos últimos
30 anos a cada 10 anos, no entanto sabe-se que nem todos os países membros seguem essa
orientação. Tais dados mapeiam e atualizam os padrões climáticos de cada localidade,
enquanto constroem o clima normal médio. Este, por sua vez, fornece para as partes inte-
ressadas e tomadoras de decisão uma métrica, que pode e deve ser levada em consideração
para o planeamento urbano a curto e longo prazo (Arguez & Vose, 2011).
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1.1.1 Escalas Climáticas
Landsberg (1981) defende a existência de duas escalas climáticas, o clima sinóptico
governado por padrões de grande escala e os climas locais associados a camada limite da
atmosfera, onde o primeiro é determinante em condições com ventos fortes, nebulosidade
e precipitação elevadas. Já nas restantes condições o clima local predomina, nas condi-
ções chamadas anti-sinópticas ou estacionárias, de ventos fracos e céu limpo. No entanto,
sabe-se que os eventos meteorológicos e climáticos podem ocorrer no espaço de poucos
metros até globalmente, durante poucos minutos ou até mesmo alterar um clima per-
manentemente (Gartland, 2011; Hernández Aja et al., 2013; Landsberg, 1981; Menezes,
2017).
Dessa forma, para a análise do clima e de sua dinâmica, dado a complexidade entre
seus fatores, tempo e espaço, é de suma relevância a compreensão das escalas climáticas
(Andrade, 2005; Marques, 2012; Ribeiro, 1993). Elas dizem respeito à dimensão, ou seja,
uma ordem de grandeza de extensão ou duração, segundo a qual os fenómenos climáticos
atuam (Mendonça & Danni-Oliveira, 2007), na sequência as escalas espaciais (horizontal
e vertical) e temporais do clima serão melhor detalhadas.
Escala Espaciais do Clima
As escalas espaciais do clima são divididas em horizontais (construída pelas distâncias
de alcance de cada fenómeno do clima) e verticais (composta pelas camadas que dão carac-
terísticas à atmosfera). Segundo Andrade (2005), existem controvérsias na bibliografia a
respeito de mudanças climáticas, na qual muitas vezes utiliza-se do termo microclima de
forma incorreta, para indicar particularidades quaisquer do clima no meio urbano. Sabe-
se que os fenómenos atmosféricos são de natureza contínua, no entanto, a categorização
terminológica para estes eventos climáticos ocorrem de forma arbitrária. Vários autores
apresentam Escalas Climáticas (EC) em seus trabalhos (Andrade, 2005; Oke, 2007; Oke,
2002; Orlanski, 1975; Ribeiro, 1993).
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Escala Horizontal: Orlanski (1975) foi um dos primeiros a definir escalas horizontais
do clima. Em seu estudo, o horizonte foi subdividido em três classes: microescalas, que
ocorrem em questão de metros até 2 quilómetros de distância; mesoescalas - de 2 a 2000
quilómetros; e macroescalas, para eventos com escala maior que 2000 quilómetros. Mais
recentemente, Oke tem utilizado em seus trabalhos o padrão da Tabela 1.1 para as escalas
horizontais (Oke, 2007; Oke, 2002; Oke et al., 2017):
Tabela 1.1: Escala Horizontal do Clima (Oke, 2002).
Microescala Escala Local Mesoescala Macroescala
de 10−2 até 103 m de 102 a 5 · 104 m de 104 a 2 · 105 m de 105 a 108 m
Cada uma das classes da escala espacial horizontal tem suas particularidades:
Macroescala: esta é a escala característica dos climas de amplas áreas da terra e
dos movimentos atmosféricos de larga escala, neste nível estão incluídos fatores globais
do clima como a radiação solar, a curvatura da Terra e os seus movimentos de rotação e
translação (Ayoade, 2007; Oke, 2007).
Mesoescala: escala característica do clima urbano e dos sistemas climáticos locais
severos como os tornados e temporais (Andrade, 2005; Ayoade, 2007). A interação ocorre
entre a energia disponível (para o processo de evaporação e de geração de campos de
pressão) e as feições do meio terrestre. Esta escala caracteriza o clima em realidades
urbanas extensas e apenas uma estação meteorológica não é suficiente para representa-lá
por completo (Oke, 2007; Ribeiro, 1993).
Escala Local: nela são incluídos os efeitos climáticos locais das características da
paisagem, como topografia, mas exclui efeitos de microescala. Nas cidades, isso significa
a uniformidade do clima para bairros com tipos semelhantes de desenvolvimento urbano
(cobertura, tamanho, espaçamento, edifícios, atividade) (Ayoade, 2007; Oke, 2007).
Microescala: São típicas de microclimas urbanos e são definidas pelas dimensões de
elementos individuais: edifícios, árvores, estradas, ruas, pátios, jardins, etc., estendendo-se
de menos de um até centenas de metros. Dessa forma a preocupação da microclimatologia
está focada no estudo do clima próximo à superfície ou de áreas muito pequenas, e seus
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fatores internos (Ayoade, 2007; Oke, 2007; Ribeiro, 1993). Indica-se o cuidado com os
elementos de microclima ao se instalar estações meteorológicas, para que as observações
climáticas estejam livres de estranhos sinais de microclima e possam caracterizar o clima
local de forma mais real. Wanner e Filliger (1989) consideram que os fenómenos urbanos
propriamente ditos se restringem ao espaço da microescala para eventos individuais e da
mesoescala para áreas metropolitanas (Andrade, 2005).
Escala Vertical do Clima
A Figura 1.1 apresenta as escalas verticais do clima adaptadas dos trabalhos Andrade
(2005), Menezes (2017), Oke et al. (2017), Oke (1984) e Ribeiro (1993), nela estão apre-
sentadas as camadas verticais desenvolvidas pela existência das cidades, que subdividem a
troposfera em camadas menores. A primeira delas é a Camada Limite Urbana (CLU),
que é criada pela Pluma Urbana (PU) na direção do vento, a partir da borda limite da
cidade, subdividindo a Camada Limite Planetária (CLP). Esta camada é caracteri-
zada por ser a Camada de Mistura (CM) do fluxo de ar. onde a rugosidade impacta
em diferentes níveis nos regimes de escoamento. Logo acima dos elementos estruturais
da cidade (prédios, casas, árvores, etc.) se encontra o limite da Camada de Estrutura
Urbana (CEU), que tem características particulares de fluxo de ar e radiação graças
a seus elementos. Acima da CEU forma-se uma Subcamada de Rugosidade (SR)
provocada pela composição urbana que altera diretamente a dinâmica do escoamento do
ar e cria uma zona de escoamento turbulento (Collier, 2006). Para além dos limites da
cidade a Camada Limite Rural (CLR) começa a ser desenvolvida, motivada pelas
características físicas do campo aberto, que cresce e aos poucos ganha forma. No mesmo
momento, a PU se estende por um trecho posterior à cidade e leva para o campo resquícios
dos fluxos de energia e massa característicos da área urbana (Collier, 2006; Oke, 2006;
Ribeiro, 1993).
As camadas que mais expressam o impacto do CUrb nas estruturas atmosféricas são a
CLU e a CEU. Na primeira delas, a intensa atividade humana, as trocas e transformações
verticais de momento, calor e humidade que ocorrem na CLU promovem uma diferença
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Figura 1.1: Divisão vertical da atmosfera urbana divulgada
Fonte: Adaptado de Oke (2006)
essencial entre o clima urbano e o de seus arredores em campos abertos. Esse efeito é
denominado canópia urbana (Oke et al., 2006). A CLU é um conceito de escala local ou
mesoescala que diz respeito à porção da CLP em que as características são afetadas pela
presença de área urbana em seu limite inferior, esta camada é normalmente mais rugosa,
mais quente, seco e produz muito mais poluentes atmosféricos que a CLR (Menezes, 2017;
Oke, 2002).
No nível dos telhados, processos e fenómenos diferentes ocorrem em comparação ao
ocorrido dentro a canópia urbana. Neste nível desenvolve-se a SR, que causa intenso ci-
salhamento e mistura de vento, no qual o escoamento do ar normalmente é turbulento.
Entre os desfiladeiros formados pelas estruturas urbanas, desenvolve-se a CEU, que apre-
senta condições bem diferentes. Nesta camada os elementos urbanos fornecem abrigo do
impacto dos ventos e a troca de radiação é diferenciada pela crescente visão restrita do
céu. Em consequência disso, o Fator de Visão do Céu (FVC) é importante ao se
analisar o clima urbano. Dentro da CEU, o clima é controlado pela combinação única de
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propriedades da superfície em um raio de apenas alguns metros formando os microclimas
(Oke et al., 2017).
Escala Temporal do Clima
Quanto a temporalidade das variações climáticas, a Tabela 1.2 apresenta os padrões
médios de tempo do microclima, mesoclima e macroclima, assim como de suas subdivisões
para as escalas verticais, horizontais e temporais (Mendonça & Danni-Oliveira, 2007).




Subdivisões Horizontal Vertical Temporal
Macroclima Clima Zonal e
Regional
> 2.000 km 3 a 12 km Algumas se-
manas a vários
anos
Mesoclima Clima Local e
Topoclima
2.000 a 10 km 12 km a 100 m Várias horas a
alguns dias
Microclima Microclima de metros a 10 km abaixo de 100m minutos ao dia
Fonte: Adaptado de Mendonça e Danni-Oliveira (2007)
Em vista disso, é necessário ressaltar que, além do período de existência dos fenômenos
climáticos, os períodos de estudo e seus impactos também são relevante no estudo da
escala temporal do clima. Em seu trabalho Mendonça e Danni-Oliveira (2007) relatam
três principais escalas temporais de estudo do clima: escala geológica, escala histórica
e escala contemporânea.
A escala geológica mostra abordagens dos fenómenos climáticos que ocorreram no
Planeta desde a sua formação. Nela se realiza o estudo dos climas do passado, anteriores
a existência humana, em que observa-se variações e mudanças climáticas ocorridas no
planeta de algumas centenas a vários milhões de anos no passado. Este estudo é realizado
por paleontólogos climáticos por meio de registos naturais que o clima deixa na natureza.
Em seguida a escala histórica, que também utiliza do estudo do passado, porém somente
do período da história registada pelo homem com a utilização de diversos meios, como
cartas, papiros, livros, cartas de navegação, etc. E, por fim, a escala contemporânea que
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é a mais utilizada pelos climatólogos, na qual a elaboração de estudos é realizada a partir
de uma série de dados meteorológicos com períodos longos, preferencialmente com mais
de 30 anos. A análise de tempos, a variabilidade climática de curta duração, as tendências
climáticas e o estabelecimento de médias são as abordagens de climatologistas em escala
contemporânea. É na escala temporal contemporânea que se estabelece o estudo do clima
urbano (Mendonça & Danni-Oliveira, 2007).
1.1.2 Elementos Climáticos
As variáveis meteorológicas atuam como elementos do clima de forma integrada e
influenciam-se mutuamente, entre elas estão: temperatura, humidade, radiação, preci-
pitação, ventos, etc. Elas também sofrem influência do meio urbano (Barbirato et al.,
2007).
Radiação Solar
A radiação é uma perturbação ondulatória eletromagnética caracterizada por um com-
primento de onda (λ) que se propaga à velocidade da luz (Villas Boas et al., 2007).
Os processos radiativos atmosféricos envolvem um amplo conjunto de comprimentos e
frequências de ondas, sendo cada um deles relacionado com uma determinada energia
(Menezes, 2017). As diferentes intensidades de aquecimento solar recebida por cada lo-
calidade depende fundamentalmente da inclinação dos raios solares incidentes, ou seja,
quanto mais próximo de uma incidência vertical, maior a taxa de aquecimento da super-
fície. Próximo a linha do equador, em seu ponto mais elevado, os raios são próximos da
perpendiculares ao plano terrestre (90º), já nos polos a inclinação é a menor possível (Não
ultrapassando os 30º) (Cavalcanti et al., 2009).
Esse parâmetro é apresentado através da intensidade de radiação (potência térmica
por unidade de superfície), que é registrada como radiação direta (composta por raios
diretos, que não mudam de direção) ou difusa (sem direção determinada, consequência dos
fenómenos de reflexão da radiação direta pela presença de gases na atmosfera) (Hernández
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Aja et al., 2013). O balanço da radiação tem uma grande influência sobre as mudanças
na temperatura do ar, pois a radiação recebida, tanto as ondas de grande comprimento
quanto as de pequeno cumprimento, atinge as superfícies e as áreas urbanas têm maior
captação de radiação líquida (Memon et al., 2009).
Temperatura do Ar
A temperatura é um dos parâmetros mais estudados para as áreas urbanas, em sua
maioria é conhecida a evolução anual da temperatura média mensal, as temperaturas má-
ximas e mínimas médias de cada mês, e consequentemente a amplitude térmica (diferença
entre a média e os extremos), também são estudados os períodos de ocorrência de entre
extremos. A partir de tais dados é possível projetar as temperaturas horárias, ao aplicar
simples modelos matemáticos. (Hernández Aja et al., 2013).
Humidade Relativa do Ar
A humidade relativa do ar diz respeito a percentagem de vapor da água presente
na atmosfera, onde 100% indica o nível máximo de saturação. A partir de tal dado
pode-se conhecer a temperatura, visto que a quantidade de vapor de água na atmosfera
é variável dependente da temperatura do ar. Com isso, ferramentas como os diagramas
psicrométricos são indicados para estudar a evolução das condições do ar nas suas possíveis
transformações (Hernández Aja et al., 2013).
Vento
Para os ventos é comum a obtenção de dados de frequência e intensidade média segundo
oito orientações (norte (N), sul (S), oeste (O), leste (L), noroeste (NO), nordeste (NE),
sudoeste (SO) e sudeste (SE)), a intensidade máxima é um dado opcional para as estações
de monitorização. Procura-se fundamentalmente conhecer o comportamento dos dados
mensais e nas distintas estações do ano. A quantidade e periodicidade dos dados climáticos
necessários em cada caso dependem do uso que estes venham a ter, para os dados de ventos,
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consideram-se dados confiáveis os proporcionados por estações meteorológicas que tenham
registros há mais de dez anos. A partir destes dados constrói-se o que foi denominado
ano meteorológico real, assim como o ano meteorológico típico, composto dos meses reais
que mais se aproximam à média de intensidade e direção dos ventos Hernández Aja et al.,
2013.
Precipitação
A medição da precipitação (chuva ou neve) é realizada por um aparelho chamado
pluviômetro, o qual coleta a precipitação e informa dados de acúmulo de chuva em mm
por tempo. Este aparelho é sempre suscetível a erros associados a sua exposição, dado o
contexto urbano e o campo de vento variável na CEU e na SR.
1.1.3 O Clima nas Áreas de Montanhas
Estima-se que montanhas ou planaltos ocupem cerca de 20,2% da superfície terrestre
da Terra (Barry, 2008), no ano de 2010 cerca de 10% da população mundial habitava
estas áreas (Kohler et al., 2010). A definição de área de montanha é feita de várias formas
mas essas são geralmente arbitrárias, alguns autores utilizam apenas o parâmetro de
altitude, outros utilizam também a declividade (Azevedo et al., 2016), uma generalização
usual é a marca de elevações acima de 600 metros em relação seus arredores para essa
denominação, no entanto, sabe-se que até mesmo pequenas colinas tem impactes nos
climas locais (Barry, 2008). A topografia dessas áreas se deve aos processos tectónicos
que elevam ou declinam a superfície da Terra em conjunto com os processos erosivos,
que atuam em cada localidade desgastando as superfícies, essa dinâmica é lenta e leva
milhares ou milhões de anos para a sua formação (Menezes, 2017).
Áreas de montanhas apresentam elevada especificidade geomorfológica, derivada prin-
cipalmente dos efeitos altitudinal e de declive, que causam características especiais aos
climas montanhosos, entre elas estão desde a variação dos elementos climáticos (tempera-
tura, humidade, pressão, precipitação, etc) em curtas distâncias e as modificações do fluxo
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de massa e energia que surgem devido presença física suas estruturas que são barreiras
topográficas naturais (Azevedo et al., 2016; Barry, 2008; Greenland, 2005). A variedade
de climas nas áreas montanhosas leva à dificuldades na classificação climática, portanto,
tais áreas são geralmente excluídas ou agrupadas em uma ampla categoria (Greenland,
2005).
A altitude é o fator que mais condiciona o clima das montanhas, estima-se que a
quantidade de radiação recebida na superfície aumenta com a altitude devido a diminuição
da camada atmosférica sob o local e a redução do vapor da água e das partículas que
ficam mais concentrado na camada mais baixa da atmosfera. O aumento da radiação
é exponencial com a altitude e ocorre tanto em céu claro como em céu nublado, sendo
acentuadas pelos comprimentos de ondas curtos (Greenland, 2005).
A temperatura geralmente diminui com a altitude, devido ao aquecimento da atmos-
fera ser realizado principalmente por ondas infravermelhas, e também devido aos fluxos
turbulentos de vento que auxiliam no arrefecimento (Greenland, 2005). A taxa de vari-
ação da temperatura com a altitude não é constante, mas é indicado na literatura que
este acréscimo médio é de aproximadamente 0,65◦C a cada 100 metros (Azevedo et al.,
2016; Gonçalves et al., 2016), ou de 1◦C para cada 200 metros de altitude (Barbirato
et al., 2007; Barry, 2008). Sabe-se que a temperatura apresentada nas montanhas tem
médias anuais mais baixas do que em áreas de vale ou planície. Localidades montanhosas
também apresentam extremos de temperatura de inverno, grandes amplitudes térmicas
diária e anual, além de alta variabilidade climática anual (Azevedo et al., 2016; Barbirato
et al., 2007; Barry, 2008).
Observa-se uma mudança nos padrões de precipitação nas áreas de montanha em
relação aos padrões globais devido ao efeito de barreiras que as montanhas causam no
fluxos de ar, onde ao ser forçado a altitudes mais elevadas em sua passagem sobre uma
montanha, o ar é resfriado e a condensação do vapor de água frequentemente dá origem
a formação de precipitação a barlavento (Greenland, 2005). Os ventos em regiões altas
também tendem a ser mais fortes e a apresentar padrões ondulatórios (Greenland, 2005).
Do mesmo modo, associada à redução da camada atmosférica proporcionada pela altitude,
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a pressão atmosférica é também reduzida com a altitude. Regiões de montanhas também
estão associadas a condições climáticas extremas de radiação, temperatura, precipitação
e velocidade do vento (Azevedo et al., 2016). Sabe-se também que estão entre as regiões
mais afetadas pelas mudanças climáticas (Kohler et al., 2010).
O estudo de regiões com relevos acidentados é diferenciado por três motivos: primei-
ramente, muitas áreas montanhosas estão distantes dos principais centros urbanos. Em
segundo lugar, a natureza variada do terreno montanhoso configura diferentes condições
climáticas que qualquer estação meteorológica única negligenciaria ao apresentar dados
limitados e não representativos. E por fim, em terceiro lugar, estão as sérias dificuldades
a serem enfrentadas na elaboração de observações meteorológicas representativas em es-
tações de montanha, devido a inclinação do terreno que exige uma densa rede de estações
(Barry, 2008).
1.2 O Clima Urbano e as suas Características
Acredita-se que uma tendência irreversível a urbanização é o desenvolvimento urbano
em direção a uma vida em contexto de alta densidade (habitacional e humana) (UN, 2015;
Xu et al., 2017). Em um estudo a respeito do crescimento populacional Bettencourt (2020)
relata que as cidades modernas tendem a apresentar taxas de crescimento populacional
anuais entre cerca de 1 a 4%, salvo exceções, e que as áreas urbanas são caracterizadas
por mudanças rápidas e tipicamente exponenciais em muitas variáveis.
Este crescimento das cidades está atrelado diretamente à estruturação do ecossistema
urbano, que devido aos seus materiais e atividades, apresentam características muito par-
ticulares. Segundo Oke et al. (2017), os ecossistemas urbanos são formados pela população
biológica de organismos (vegetação e animais) dispostos em um mesmo espaço, que é com-
posto pela junção da atmosfera, biosfera, hidrosfera, pedosfera e do sistema construído
(Figura 1.2). Neste espaço, as construções estão diretamente relacionadas com o contexto
social, cultural e económico de cada aglomerado urbano.
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Figura 1.2: Componentes biofísicos do Ecossistema Urbano.
Fonte: Oke et al. (2017)
O ecossistema urbano altera o natural, com isso, os fatores e as dinâmicas que promo-
vem o estabelecimento do clima também são modificados e dão origem ao Clima Urbano
(CUrb), que é definido por Andrade (2005) como:
"O resultado das modificações que as superfícies, materiais e as atividades
das áreas urbanas provocam nos balanços de energia, massa e movimento".
São complexas as relações entre atmosfera, oceanos e continentes envolvendo processos
físicos, químicos e biológicos, que tornam o clima das cidades diferente do clima ao seu
redor (Menezes, 2017). Em grande ou pequena intensidade, todas as cidades apresenta
os efeitos do CUrb (Oke et al., 2017). Em regime simultâneo, recíproco e independente,
muitos são os elementos que se relacionam e compõem a natureza dos fenómenos climáticos
(Ribeiro, 1993). Neste contexto, variáveis como temperatura, humidade relativa e regime
de ventos são impactadas devido a modificações ocorridas no ambiente e na atmosfera,
o que torna em algo físico o CUrb (Ribeiro, 1993). De modo geral, pode-se concluir
que o CUrb é considerado antropogênico, ou seja, uma consequência do desenvolvimento
humano em áreas urbano (Zhao et al., 2011).
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Cada área do tecido urbano apresenta suas particularidades, dependendo do uso re-
alizado e do padrão de urbanização. Aspectos como as propriedades térmicas de cada
material, a rugosidade das superfícies, a altura e largura dos cânions, a existência e a
quantidade de áreas verdes, influenciam diretamente na incidência e perda da radiação
solar e no fluxo de ar (Oke et al., 2017). Áreas de alta e baixa pressão são criadas a
partir do diferente aquecimento dos materiais e acarreta, por fim, em uma circulação das
massas de ar diferenciada (Barbirato et al., 2007; Menezes, 2017). Consequentemente,
pode-se observar um aumento do aquecimento do ambiente e uma crescente demanda por
refrigeração, devido ao aumento da temperatura média. Neste contexto, apresenta-se o
Efeito de Ilha de Calor Urbano (EICU), onde a área urbana apresenta uma diferença
positiva da temperatura em relação aos seus arredores (Oke et al., 2017).
Por causa do incremento de temperatura ocorrido, mesmo com vapor na atmosfera
urbana por conta das atividades antropogénicas, a humidade relativa é menor do que
em seus arredores, uma vez que o grande número de superfícies impermeabilizadas nessas
áreas provoca o maior escoamento das águas pluviais e reduz o índice de evapotranspiração
(Barbirato et al., 2007). No entanto, deve-se evitar causas e efeitos únicos, pois para o
CUrb existe um conjunto complexo de relações entrelaçadas (Oke et al., 2017).
O estudo do CUrb é motivado, fundamentalmente, pela necessidade de se ter conhe-
cimento suficiente para a tomada de decisões no planeamento urbano, de forma que estas
ocorram para melhorar o conforto térmico e a qualidade de vida nas cidades (Mills, 2014).
Tais estudos devem levar em consideração as escalas horizontais e verticais do clima, seus
elementos, a morfologia urbana e também os fenômenos climáticos que são desenvolvidos
a partir desenvolvimento das cidades como as zonas climáticas locais e as ilhas de calor e
frio.
1.2.1 Morfologia Urbana
Por meio de obras de construção e expansão urbana, a urbanização altera gradualmente
a cobertura do sol e também as condições climáticas urbanas (Grimmond, 2007). Desde
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a década de 1950, os climatologistas estudam como a estrutura das cidades afeta as
condições climáticas das cidades por meio de levantamentos como: tamanho da cidade,
desenho das ruas, a geometria do cânion e a proporção do terreno verde (Kratzer, 1956;
Landsberg, 1981; Mills et al., 2010; Oke, 1982). Sabe-se que o clima urbano local pode
ser influenciado pela morfologia urbana por meio dos parâmetros morfológicos (Stewart
& Oke, 2012). Compreender como a morfologia urbana afeta o CUrb é de fundamental
importância para traduzir tal conhecimento em práticas de planeamento e arquitetura
urbana (Hernández Aja et al., 2013; Xu et al., 2017).
oke2006towards definiu quatro fatores significativos sobre o CUrb que devem ser con-
siderados em seu estudo. Esses fatores, estão relacionados com a morfologia urbana,
desempenhando papéis importantes na criação de certos ambientes climáticos (Zhao et
al., 2011). O primeiro deles é a Estrutura Urbana com as dimensões dos edifícios e os
espaços entre eles, larguras, alturas e espaçamentos das ruas. O segundo é a Cobertura
Urbana com as frações correspondentes de áreas impermeáveis (construídas), permeá-
veis (com vegetação, solo nu e água). O terceiro aspecto é o Textura Urbana, com seus
materiais de construção e os materiais naturais. E por fim o quarto aspecto é o Me-
tabolismo Urbano com informações relativas ao calor, humidade e poluentes emitidos
devido à atividade humana (Oke et al., 2006).
Neste contexto, muitos são os trabalhos publicados a respeito da relação entre a mor-
fologia urbana com o clima urbano (Javanroodi & Nik, 2020; Matzarakis & Mayer, 2009;
Monteiro et al., 2018; Wei et al., 2016; Xu et al., 2017; Zhao et al., 2011). O esquema de
Zonas Climáticas Locais (ZCL), desenvolvido por Stewart e Oke (2012), representa
um esforço para relacionar a morfologia urbana e as condições climáticas. Para definir a
ZCL de um local, um conjunto de parâmetros geométricos e de cobertura de superfície
são utilizados; estes incluem FVC, fração da superfície do edifício, fração da superfície
impermeável, fração da superfície permeável, altura do edifício, rugosidade do terreno,
etc. Entre os indicadores de morfologia, os índices de ocupação do terreno (OT), índice
volumétrico (IV), percentagem impermeável (PI), percentagem permeável (PP), relação
H/L, Fator de Visão do Céu (FVC), etc, são índices amplamente utilizados para modelos
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de estrutura urbana, tentando expressar o quanto o terreno está ocupado por constru-
ções. O FVC é um dos indicadores mais encontrados em estudos, ele representa a fração
de céu disponível a partir de um ponto determinado, esta visão possibilita que ocorram
as trocas de calor com a atmosfera terrestre e consequentemente o balanço de energia da
Terra (Carvalho, 2020). Matzarakis e Matuschek (2011) apresenta que o FVC é um indi-
cador importante para ilhas de calor urbanas. A explicação para isso é que esta variável
fornece uma indicação da geometria da rua e densidade de construção na qual um valor,
representa uma visão limitada do céu e resulta em maior armazenamento de calor líquido
dentro de edifícios e um aumento do EICU (Dirksen et al., 2019).
1.2.2 Zonas Climáticas Locais
Com os diferentes padrões de urbanização construídos no tecido urbano, desenvolve-se
também as denominadas Zonas Climáticas Locais (ZCL), que subdividem a cidade em
áreas com características morfológicas particulares. Dessa forma, define-se ZCL como
regiões de cobertura superficial uniforme, estrutura, material e atividade humana que
abrangem uma escala local na direção horizontal (de centenas de metros a vários quilóme-
tros) (Stewart & Oke, 2012). Este conceito tem sido usado como referência espacial para
o design de redes meteorológicas urbanas e estudos do CUrb (Alexander & Mills, 2014;
Bechtel et al., 2015; Bechtel & Daneke, 2012; Beck et al., 2018; Gonçalves et al., 2018;
Leconte et al., 2015; Lee & Oh, 2018; Middel et al., 2014; Perera & Emmanuel, 2018;
Siu & Hart, 2013; Van Hove et al., 2015) tendo permitido a análise de diversas condições
meteorológicas dentro das áreas urbanas e nas periferias.
Baseados em estudos anteriores, Stewart e Oke (2012) desenvolveram um sistema de
classificação das ZCLs com 17 diferentes classes, nas quais cada classe é única em sua
combinação de estrutura de superfície, cobertura e atividade humana. Tal classificação se
estrutura a partir dos parâmetros de morfologia urbana onde cada classe apresenta uma
combinação única em estrutura de superfície (construção / altura e espaçamento das ár-
vores), cobertura (fração permeável), tecido (albedo, admitância térmica) e metabolismo
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(fluxo de calor antropogênico) (Stewart et al., 2014). As diferentes classes traduzem as
condições urbanas em relação à maneira como elas modificam as variáveis de vento, tem-
peratura e humidade, com variações características ao nível do dossel (Leconte et al.,
2015).
As diferentes classes estão organizadas numericamente de 1 a 10 a partir do tipos de
estruturas (partindo do ambiente com construções mais robustas para o ambiente com
construções menores e mais espaçadas) e alfabeticamente de A a G a partir dos tipos de
cobertura do solo (partindo da cobertura vegetal, passando pela construída e indo para
o solo nú). A Figura A.1 ilustra as classes e as ordena a partir de suas estruturas e tipo
de cobertura do solo Bechtel et al. (2015) e Stewart e Oke (2012), o Anexo A apresenta o
detalhamento a respeito de cada uma dessas classes de ZCL explicado por Stewart e Oke
(2012). Cada zona possui um regime de temperatura que é mais aparente em superfícies
secas, em noites calmas e claras, e em áreas de simples alívio. A classificação detalhada
está contida nos. No entanto, é necessário ressaltar que este sistema é genérico, com uma
visão reducionista do todo, e por isso não pode capturar as peculiaridades de todos os
locais urbanos e rurais (Stewart et al., 2014).
Este sistema de classificação foi projetado com foco na pesquisa dos Efeito de Ilha de
Calor Urbano (EICU), pois fornece uma estrutura de pesquisa, padroniza a divulgação de
observações de temperatura urbana e também possui outros usos para planeadores das
cidades, ecologistas de paisagens e investigadores de mudanças climáticas globais. Para
o clima urbano, o auxílio deste sistema está prioritariamente na definição da localização
de sensores e estações meteorológicas, com o propósito de identificar zonas onde existe
uma maior probabilidade de encontrar efeitos climáticos particulares, como por exemplo
o EICU. Se a escala de análise se centrar no clima local, deve-se partir da análise do
efeito de porções relevantes do espaço urbano, como as ZCL, de forma a evitar influências
microclimáticas e compreender outros fenómenos locais ou de mesoescala que influenciem
os resultados da monitorização. Esta classificação pressupõe ainda que espaços agrega-
dos numa única classe apresentem interações semelhantes com alguns dos parâmetros


























Figura 1.3: Esquema de Classificação das ZCL
Fonte: Adaptado de Bechtel et al. (2015) e Stewart e Oke (2012)
1.2.3 Ilha De Calor e Ilha De Frio Urbano
Outro fenómeno climático encontrado nas áreas urbanas é o Efeito de Ilha de Calor
Urbano (EICU), que é descrito por muitos autores como a tendência da temperatura
do ar ser maior nas cidades quando comparada com sua vizinhança (Gartland, 2011;
Landsberg, 1981; Oke, 2002; Oke et al., 2017). A Figura 1.4 apresenta o perfil típico
de temperatura para uma região urbana, onde o seu pico de temperatura costuma ser
encontrado nas áreas mais urbanizadas, a escala característica desse efeito é a mesoescala
(Oke, 2002).
O primeiro a identificar tal fenómeno foi Howard (1818), ao estudar o clima da cidade
de Londres, Inglaterra. Desde então muitos estudos foram realizados, sendo este atual-
mente um dos fenômenos mais representativos e estudados do CUrb (Bornstein, 1968;
Debbage & Shepherd, 2015; Giridharan et al., 2004; Gonçalves et al., 2018; Magee et al.,
1999; Memon et al., 2009; Stewart, 2011; Van Hove et al., 2015; Vicente-Serrano et al.,
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Figura 1.4: Perfil tífico de temperatura no EICU.
Fonte: Adaptado de Oke (2002).
2005; Zhang et al., 2015).
O EICU é formado em duas diferentes camadas: uma junto à CEU, no nível dos
elementos urbanos (topo de edifícios ou solo), chamada ilha de calor de atmosfera
inferior, a outra ocorre sobreposta à primeira camada e se estende até a atmosfera livre,
ela é denominada ilha de calor de atmosfera superior (Oke, 1988). A primeira é a
mais comumente estudada e tem suas causas diretamente relacionadas a interferência da
estrutura urbana no balanço de energia e massa (Menezes, 2017; Oke, 1988), entre seus
fatores pode-se citar a geometria urbana (com a formação de canyons), a poluição do ar, a
emissão de calor antropogênico, o baixo resfriamento evaporativo, tráfego e metabolismo
dos organismos vivos e as características das superfícies (como as características térmicas
e de permeabilidade dos materiais de construção) e de cobertura do solo (Gartland, 2011;
Maia et al., 2013; Menezes, 2017; Oke, 2002).
O autor Rizwan et al. (2008) esquematiza os fatores de formação da EICU (Figura 1.5)
onde pode-se observar a categorização entre fatores controláveis e incontroláveis, com
a subdivisão entre variáveis de efeito temporário, como velocidade do ar e cobertura
de nuvem, variáveis de efeito permanente, como áreas verdes, material de construção
e FVC e variáveis de efeito cíclico, como radiações solares e fontes de calor antropogê-
nicas (Figura 1.5). O calor gerado e contido em uma área vem de duas principais formas:
das radiações solares e do calor antropogênico (a partir de centrais elétricas, automóveis,
aparelhos de ar condicionado e outras fontes). O calor antropogênico costuma entrar no
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ambiente de forma instantânea e direta. Já as radiações solares aquecem o ambiente di-
retamente e indiretamente (a partir das estruturas urbanas), transferência de calor e os
processos de conservação de energia, como condução, convecção e radiação desempenham
seus papéis característicos nesta troca de calor.
Figura 1.5: Geração das EICU.
Fonte: Adaptado de Rizwan et al. (2008).
As estruturas ao nível do solo naturais ou feitas pelo homem (paredes, telhado, jardins
irrigados, espaços verdes não irrigados, áreas pavimentadas, etc.) absorvem e armazenam
continuamente essa radiação na forma de energia térmica do sol, no final da tarde, quando
o sol começa a se pôr e o ambiente começa a esfriar a energia térmica armazenada nas
estruturas é então liberada para o ambiente. O método e a quantidade de calor liberado
pelas estruturas urbanas, entretanto, dependem de outros fatores controláveis, como o
FVC e os materiais de construção. Em áreas urbanas, materiais de construção maciços
são colocados em um espaço muito pequeno que captura alta intensidade de radiação
solar. A capacidade de liberação de calor por radiação de onda longa nas cidades é baixa
devido à diminuição da visão do céu, o que resulta em alto armazenamento de calor nas
25
estruturas de edifícios. Assim, acredita-se que os valores de albedo e do FVC são os
dois fatores mais importantes na criação de EICU. Também encontra-se na literatura,
questões acerca da falta de vegetação que implica em um baixo valor de calor latente e
um predomínio da conversão em calor sensível (Rizwan et al., 2008).
A intensidade do EICU pode ser observada ao se analisar as diferenças na temperatura
do ar entre as áreas urbanas e rurais. Essas diferenças podem ser atribuídas ao aqueci-
mento (do nascer ao pôr do sol) e resfriamento (do pôr ao nascer do sol) diferenciados
em diferentes locais de medição (Oke, 1991; Sakakibara & Owa, 2005). Onde a maior
interferência para a intensidade da EICU, ao considerar-se as condições sinópticas, é a
nebulosidade e a velocidade do vento. Também por isso, a EICU atinge os valores mais
altos sob condições de céu sem nuvens e vento fraco (Gartland, 2011). Outras caracte-
rísticas citadas por Gartland (2011) para o EICU são: o ar urbano na CEU pode atingir
temperaturas de até 6 o. C (10 o. F) mais quente que a temperatura do ar nas áreas rurais,
áreas com menos vegetação e maior desenvolvimento urbano tendem a apresentar EICU
mais intensas. Os EICU exibem ar mais quente na "Camada Limite"(uma camada de ar
até 2000 metros de altura), frequentemente são criadas grandes plumas de ar mais quente
sobre as cidades onde inversões de temperatura (temperatura do ar mais frio) causadas
por EICU não são incomuns.
Oposto aos EICU apresentam-se, indicados por valores negativos encontrados nos
estudos dos EICU, os EIFU, sob os quais a região urbana apresenta temperaturas menores
do que o seu arredor (Gonçalves et al., 2018). Esse processo é menos estudado, mas sabe-
se que o EIFU, em contraste com a EICU, sempre ocorre durante o dia e com intensidade
relativamente fraca (Gartland, 2011; Memon et al., 2009), principalmente durante as
primeiras horas do dia, devido ao sombreamento e a baixa incidência de radiação solar
causados pelos elementos urbanos. Ao mesmo tempo, essas estruturas afetam a velocidade
do vento e estabelecem bases para a EICU (Yang et al., 2016).
Os EICU e EIFU podem apresentar aspetos positivos, entre os casos estão, as cidades
com clima frio, em baixas latitudes e com altitudes mais elevadas, nas quais o aqueci-
mento urbano favorece a ocorrência de temperaturas mais confortáveis no inverno. No
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entanto, para a maioria das cidades do mundo, os efeitos no verão são vistos como um
problema, uma vez que tais efeitos não causam apenas um pouco de desconforto com as
suas temperaturas diferenciadas, falta de sombra e papel no aumento poluição do ar, eles
também têm efeitos sérios na qualidade de vida do ser humano, são causas de doenças e
impactam financeiramente com aumento da necessidade de uso de energia, de construção
e manutenção de infraestrutura. Além disso, as construções áridas tecidas nos períme-
tros urbanos, EICU tendem a ser pouco atraente e pouco saudáveis para a flora e fauna
urbanas (Gartland, 2011; Hernández Aja et al., 2013).
O impacto do clima e das variações climáticas na sociedade pode ser positivo (benéfico
ou desejável) ou negativo (maléfico ou indesejável), no entanto, costuma-se enfatizar os
aspectos climáticos negativos ignorando as oportunidades de o utilizar com recurso. Sabe-
se que os efeitos do CUrb ocorrem em pequena ou grande intensidade em todas as áreas
urbanas, em climas quentes ou frios. Tal processo já foi amplamente estudado para cidades
de grande ou médio porte, ao passo que para as cidades pequenas poucos estudos a respeito
estão disponíveis. A singularidade de cada cidade exige o desenvolvimento de estudos em
uma ampla gama de condições, fornecendo informações ajustadas para planeadores e
formuladores de políticas, promovendo assim um desenho urbano que utilize o clima a
favor dos habitantes do local (Gonçalves et al., 2018; Hernández Aja et al., 2013; Ren
et al., 2011).
1.3 Modelação Matemática do Clima Urbano
A teoria matemática do clima é um ramo da teoria geral do clima, que investiga o
comportamento das soluções de modelos climáticos, em escalas de tempo arbitrariamente
grandes, através do uso de uma coleção de métodos matemáticos. A teoria geral do
clima lida com toda essa evolução do sistema climático, que pode ser considerado de
diferentes pontos de vista e estudado por uma variedade de métodos. Entre os exemplos
de técnicas que estudam o clima podemos considerar o método empírico, onde padrões
são constatados por observação e vivencia do observador, e a modelação matemática, que
27
inclui a modelação estatística usando os dados observados de vários anos e a modelação
com base nas leis termo-hidrodinâmicas (Dymnikov & Filatov, 2012).
No presente trabalho recorre-se à modelação estatística para a análise de dados cli-
máticos da temperatura, observados plurianualmente entre os anos de 2016 e 2019, bem
como dos aspectos de morfologia urbana.
1.3.1 Estatística Multivariada e Intensidade das Ilhas de Calor
e de Frio
Em termos gerais, a Análise Estatística Multivariada (AEM) consiste num con-
junto de métodos e técnicas estatísticas que permitem a análise simultânea de múltiplas
variáveis relativas a um dado indivíduo, ou objeto, que se pretende estudar. A análise
simultânea de duas ou mais características de um indivíduo é denominada por análise
multivariada (Hair et al., 2010). Entre as várias técnicas de AEM temos a Análise
dos Componentes Principais (ACP), ou análise de factores, e a Regressão Linear
Múltipla (RLM), que passamos a descrever.
Análise de Componentes Principais
A ACP consiste num método para projetar pontos pertencentes a um espaço multidi-
mensional em pontos de um espaço com menos dimensões, de forma que uma a preservar
uma quantidade mínima de informação. O primeiro componente pode ser descrito como
a projeção ortogonal em uma dimensão que maximiza a variação dos pontos projetados,
removendo essa dimensão e sua variação associada, o segundo componente é a projeção
em uma dimensão que minimiza a variação da nova matriz projetada de pontos, e assim
sucessivamente, (Edwards & Cavalli-Sforza, 1965).
Esta abordagem estatística pode ser usada para analisar inter-relações entre um grande
número de variáveis e explicá-las em termos de suas dimensões subjacentes comuns (fa-
tores). O objetivo é o de condensar as informações contidas em várias variáveis originais
em um conjunto menor de variáveis (fatores) com uma perda mínima de informação (Hair
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et al., 2010).
A aplicação da análise de componentes principais a dados climáticos foi feita por di-
versos autores em vários contextos. Por exemplo, Prado et al. (2016) estudou o compor-
tamento climático da cidade de Uberlândia - MG (Brasil), por meio da análise mensal dos
elementos atmosféricos temperatura, humidade relativa do ar, amplitude térmica e preci-
pitação, no período entre 2008 a 2012. No seu estudo, através de uma só componente, o
autor conseguiu explicar 70,59% da variação total e se caracterizou por representar meses
chuvosos com variação pequena de temperatura.
Regressão Linear Múltipla (RLM)
Um modelo RLM consiste numa função linear em várias variáveis do tipo (Equação
1.1):
Y = β1X1 + · · ·+ βnXn + β (1.1)
onde Y é a variável quantitativa dependente eX1, X2, . . . , Xn são variáveis independen-
tes e explicativas da variável Y . Os coeficientes β, β1, . . . , βn são parâmetros que indicam
a influência de cada uma das variáveis explicativas do modelo. Note-se que na Equação
(1.1) o parâmetro β é designado de termo dependente.
No presente trabalho iremos aplicar as técnicas de ACP e RLM aos dados plurianuais
de temperatura recolhidos entre os anos 2016 e 2019, através de 23 sensores distribuídos
pela área urbana da cidade de Bragança (21) e pela área contígua à cidade, mas fora da
área urbana (2). O objetivo é o de determinar modelos explicativos da intensidade da
EICU, que denotaremos por YICU , e da Ilha de Frio Urbano (IFU), que será represen-
tada pela variável dependente YIF U . Adicionalmente, usaremos dados atuais relativos a
variáveis de morfologia urbana que podem consideradas como potenciais preditoras da
estrutura espacial da ICU.
A literatura publicada sobre o assunto é extensa, mostrando alguns modelos desen-
volvidos com este objetivo como, por exemplo, nos trabalhos de Bottyán e Unger (2003),
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László e Szegedi (2015) e Wicki et al. (2018, 2019). As variáveis utilizadas como predito-
res climáticos são as mesmas utilizadas na classificação das ZCL (Tipos de Construção ou
tipos de Cobertura do Solo, FVC (Sky View Factor), Fracção de Superfície Construída,
Fracção de Superfície Impermeável, Fracção de Superfície Permeável, Altura e Rugosidade
dos Elementos, Classe de Rugosidade do Terreno, Calor Antropogénico Liberado, Albedo
Superficial e Absorção Superficial, etc), mas nesse caso podem-se também incluir variáveis
meteorológicas como temperatura, humidade, velocidade dos ventos, etc. Descrevem-se a
seguir alguns trabalhos que utilizaram esta metodologia para dimensionar a intensidade
da ilha de calor urbano em diferentes cidades.
László e Szegedi (2015) elaborou um modelo de RLM com base em parâmetros de
superfície tendo como intuito de estrutura espacial do EICU da cidade de Beregszász,
Zakarpattia, Ucrânia. O estudo teve como resultado que dois parâmetros apresentam
forte impacto na EICU e que a estrutura espacial e a intensidade do EICU podem ser
estimadas com uma precisão de 0, 4 ◦C célcius dentro da área construída da cidade usando
nosso modelo de RLM, tal modelo permitem a previsão de carga de calor de espaços
menores e partes da cidade.
Já o autor Wicki et al. (2018, 2019) utilizou os fatores que influenciam a EICU noturna
que foram avaliados em detalhes e testados usando diferentes resoluções espaciais para a
avaliação da EICU da cidade de Basileia, na Suiça. Um modelo de RLM foi desenvol-
vido com preditores, resultantes de diferentes fontes de dados, para modelar, de forma
contínua, a distribuição da temperatura do ar urbano. Os resultados mostram que vários
conjuntos de dados podem ser usados para a previsão da distribuição das ilhas de calor
com resultados comparáveis, idealmente executados em uma rede de 200 m. Note-se que
ambas as cidades têm dimensões e população consideráveis, acima de 50 mil habitantes.
Para cidades de pequena dimensão e baixa população, este tipo de estudos é ainda muito
escasso. Um dos objetivos do presente trabalho é o de iniciar um estudo mais profundo so-
bre os fatores que influenciam as ilhas de calor e de frio para cidades de pequena dimensão,
como é o caso de Bragança.
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1.3.2 Análise de Clusters
A metodologia que estudaremos nesta seção é a da análise de clusters (Análise de
Clusters (AC)). Em tradução literal, a palavra cluster significa grupo. Em termos simples,
a AC consiste em agrupar dados que apresentem algum tipo de semelhança e descobrir o
relacionamento intrínseco que existe entre as variáveis (Valli, 2012). Mais concretamente,
esta metodologia permite identificar grupos de pontos em espaços multivariados, estando
este dotado de uma medida de distância específica, que são “semelhantes” no sentido de
que a medida de distância indicará o grau de proximidade dos pontos entre si, permitindo
assim realizar o agrupamento (clustering) entre os pontos mais próximos (Caliński &
Harabasz, 1974; Edwards & Cavalli-Sforza, 1965; Rao, 1964).
Vários estudos já mostraram aplicações práticas da análise de clusters em diversas
áreas científicas como, por exemplo, em Economia, com pesquisas de mercado dividindo
clientes em grupos homogêneos, na Astronomia com classificações de corpos celestes,
na Psiquiatria, para refinar e redefinir as categorias de diagnóstico de doenças, na Bio-
engenharia, com classificações genéticas, na Climatologia, para classificações climático-
ambientais, entre outras (Everitt et al., 2011).
Sendo assim, o objetivo básico da AC é buscar agrupamento naturais de dados (in-
divíduos, objetos, pessoas, pontos, elementos químicos, espécies biológicas, ou unidades,
etc.) que podem representar o todo ou ser uma amostra de uma grupo maior. De forma
prática, deseja-se separar os dados em grupos distinguíveis o mais rápido possível sem
separar com muita frequência as variedades que devem permanecer juntas (Tukey, 1949).
Matematicamente, isso significa que a AC busca determinar grupos de elementos mutu-
amente exclusivos e semelhantes, onde os elementos pertencentes a um grupo são mais
parecidos quanto possível, enquanto indivíduos em grupos diferentes são diferentes (Valli,
2012). Com isso, para este método análises de semelhança (ou diferença) de todo par de
indivíduos se torna necessário no processo de análise.
Assim, é dado o nome de AC para o somatório de procedimentos que buscam agrupar
dados (Valli, 2012). Com tal análise é determinada uma estrutura interior nos dados a
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partir dos grupos (clusters) sem que haja nenhuma informação adicional disponível que
não seja os valores observados (Fraley & Raftery, 1998). A AC é diferente do problema de
análise discriminante, poque na segunda se tem informações adicionais (Fraley & Raftery,
1998).
A possibilidade de erros no agrupamento de dados como as dificuldades de definição
precisa dos clusters e problemas computacionais ao se buscar agrupamentos ótimos dão
origem a muitas abordagens diferentes para análise de cluster e, portanto, à aplicação de
vários métodos (Caliński & Harabasz, 1974). Entre eles estão:
Métodos de Agrupamento
Técnicas Hierarquicas: A partir do cálculo das distâncias de um individuo a outro
formam-se grupos, estes processo pode ser realizado por aglomeração onde todos os gru-
pos começam com um indivíduo e são unidos gradualmente (são exemplos desta técnica:
ex single-link, complete linkage, avarage linkage, Ward’s) ou por divisão nesse caso o
processo é iniciado em direção oposta, todos os indivíduos começam em um único grupo
e a partir daí é iniciado o processo de divisão de grupos (exemplos de métodos que utili-
zam tal estratégia: splinter-average distance, AID automatic interaction detection), tais
técnicas são realizados até que se chegue a uma quantia satisfatória de clusters (Everitt
et al., 2011; Valli, 2012).
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Figura 1.6: Ilustração do processo de Aglomeração Hierárquico.
Fonte: Adaptado de Valli (2012).
Técnicas Particionais: tal análise é iniciada definindo centros de grupos arbitrários,
e alocamos os indivíduos no grupo mais próximo. Na sequencia são calculados novos cen-
tros, e indivíduos são permutados a novos grupos, se estiverem mais próximos ao centro.
O processo continua até que a estabilidade seja alcançada com um número predeterminado
de grupos, uma exemplo de método particional é o método K-means e o método hierár-
quico particional (Everitt et al., 2011; Valli, 2012). A estrutura de árvore hierárquica ou
dendograma são as representações mais comuns para esse tipo de AC, onde a quantidade
de clusters pode ser maior ou menor dependendo do objetivo pretendido (Figura 1.7).
Por serem os mais comumente utilizados em análises climáticas, no presente trabalho
os métodos Ward’s e K-means serão utilizados:
Método de Ward
Algoritmo hierárquico de agrupamento no qual a similaridade usada para unir cluster é
calculada como a soma dos quadrados entre os dois cluster associados a todas as variáveis.
Este método tem a tendência de resultar em grupos de tamanho aproximadamente igual
devido à sua minimização de variações dentro do grupo (Joseph Jr et al., 2009).
Método K-means
Um grupo de algoritmos de clustering não hierárquicos que funcionam particionando
observações em um número especificado de clusters (que deve ser pré estabelecido), em
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Figura 1.7: Ilustração do processo de Aglomeração Particional.
Fonte: Adaptado de Valli (2012).
seguida, reiterando iterativamente as observações até que algum objetivo numérico rela-
cionado à distinção de cluster seja alcançado (Joseph Jr et al., 2009). Na primeira etapa,
determina-se uma partição inicial atribuindo observações aos cluster. Não precisando
preocupar-se se as atribuições são arbitrárias ou lógicas. O único problema com tarefas
ruins é que elas aumentam o tempo de cálculo, o quanto melhor o clustering estiver na
partição inicial, mais rápido o resultado final será obtido. Depois de definir a partição
inicial, pode-se começar a pensar na qualidade do cluster (Cleff, 2019).
Análise de clusters e Zonas Climáticas Locais
Sendo assim, pode-se afirmar que a AC é uma ferramenta muito útil para identificar
padrões climáticos, outros trabalhos já foram desenvolvidos e publicados utilizando do
método de análise de clusters como ferramenta para diversos tipos de modelos matemática
do clima (Guo et al., 2015; Lee & Oh, 2018; Lee et al., 2019; Lee et al., 2009; Matsuo &
Tanaka, 2014; Netzel & Stepinski, 2016; Ren et al., 2019; Santos et al., 2019; Unal et al.,
2003; Zhou et al., 2013).
Para o presente trabalho o foco será na aplicação da análise de clusters para a cli-
matologia em específico para a determinação e delimitação de ZCL (cada zona será um
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cluster), onde os dados temperatura são agrupados até encontrar padrões de comporta-
mento em certas áreas da cidade com características climáticas semelhantes (Lee & Oh,
2018; Matsuo & Tanaka, 2014). A seguir alguns trabalhos que realizaram tal processo de
modelação matemática:
O estudo de Lee e Oh (2018), foi realizado na cidade de Seul, capital da Coreia do
Sul. O trabalho teve como objetivo a classificação de ZCLs baseadas em abordagens esta-
tísticas, com o intuito de fornecer informações relevantes para o planeamento espacial da
cidade, com foco na criação de condições térmicas mais agradáveis nos espaços urbanos.
Para tal trabalho foram utilizados 246 Estações Meteorológicas Automáticas (EMA) da
cidade, as quais forneceram dados de temperatura e humidade de diferentes pontos, as
informações dos elementos espaciais urbanos foram selecionadas com base em revisão da
literatura. As zonas climáticas urbanas foram identificados por meio de análise de regres-
são passo a passo entre a temperatura do ar e os elementos espaciais urbanos. Finalmente,
as ZCL da área de estudo foram classificadas aplicando análise de agrupamento K-means,
e cada característica espacial das ZCLs foi identificada (Lee & Oh, 2018).
O trabalho de Matsuo e Tanaka (2014) teve como área de estudo a cidade de Hi-
roshima no Japão, o trabalho teve como problemática o fenómeno de ilha de calor que é
apresentado principalmente nas áreas urbanas no verão, o objetivo foi esclarecer os pa-
drões de distribuição de temperatura no verão e seus fatores contribuintes na área urbana,
com o intuito de fornecer dados relevantes para o planeamento urbano. A classificação
de todos os pontos em clusters foi realizada com base nos padrões diários de mudança de
temperatura e características geográficas para cada cluster utilizando o método de Ward,
o qual identificou quatro ZCLs diferentes na cidade (Matsuo & Tanaka, 2014).
Outro objetivo deste trabalho será o de usar uma análise de clusters para a definição
de zonas climáticas locais da cidade. Na próxima seção apresentamos o conceito de cluster




2.1 Caracterização da Área de Estudo
A área de estudo do presente trabalho é a cidade de Bragança, que se localiza no
extremo nordeste de Portugal Continental (Figura 2.1), o município é a capital do distrito
de Bragança que faz fronteira ao norte e leste com a Espanha, a oeste com o distrito de
Vimioso e a sudeste com Vinhais. Até o século vinte o seu crescimento foi compacto, mas a
partir daí pode-se observar um crescimento urbano considerável. Nesse contexto, ocorreu
uma expansão territorial que levou a cidade a apresentar uma crescente complexidade
nas relações cidade-clima (Menezes, 2017). Bragança apresenta variações de até 200 m de
altitude em curtas distâncias que compõem a sua diversidade topoclimática. Entre os seus
morros e vales estão presentes os rios Fervença e Sabor. O primeiro deles apresenta maior
influência urbana, enquanto o segundo tem maior influência rural, devido às localidades
por onde passam.
O seu mesoclima tem característica de influência continental com regime tipicamente
mediterrâneo, isso se deve à pouca ou nenhuma influência marítima que sofre, por ser mar-
geada por conjuntos de montanhas (Cantábricos a norte e oeste, do planalto Castelhano-
Leonês de oriente e do Planalto Beirão e do Maciço Central a sul) (Gonçalves et al., 2014;
Menezes, 2017).
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Figura 2.1: Localização da cidade de Bragança.
Segundo a classificação de Koppen-Geigger, o clima da cidade de Bragança encontra-se
num contexto Csb, que corresponde a um clima temperado com Inverno chuvoso e verão
seco e pouco quente (Geiger, 1936; Köppen & Geiger, 1928), no qual os maiores níveis
de precipitação ocorrem no inverno. A Figura 2.2 apresenta a relação entre as médias
mensais de temperatura e acumulado precipitação para o ano de 2019 em que é possível

































Figura 2.2: Gráfico de Temperatura e Pluviosidade de Bragança (2019).
Fonte: Adaptado de ClimateData (2020).
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2.2 Monitorização do Clima Urbano - Temperaturas
Na cidade de Bragança se encontra uma rede de monitorização meteorológica consti-
tuída por 23 sensores de temperatura e humidade relativa do ar (Figura 2.3). Essa rede
de sensores foi instalada no ano de 2011, com dados consolidados desde 2012, a qual foi
objeto de outros estudos sobre várias interfaces do estudo do clima urbano (Carvalho,
2020; Gonçalves et al., 2018; Maia et al., 2013; Menezes, 2017; Menezes et al., 2017).
A instalação dos sensores se deu a partir do conceito de ZCL de Oke (2006), através
da qual pode-se identificar seis zonas climáticas, e adicionou-se a categoria referente a
espaços verdes urbanos. Buscou-se uma distribuição equilibrada do espaço, em diferentes
contextos orográficos, dessa forma, com as ZCL identificadas 3 sensores foram dispostos
em cada uma em pontos estratégicos da cidade, exceto os espaços rurais e os espaços
verdes urbanos, que ficaram com 4 (Figura 2.4). Posteriormente as localidades em que
os sensores foram instalados foram recategorizadas a partir da atualização do conceito de
ZCL de (Stewart & Oke, 2012) onde pode-se identificar 7 dentre as 17 ZCL presentes na
nova classificação.
Cada um dos pontos de monitorização estão listados na Tabela 2.1, junto aos seus
respectivos dados de altitude, latitude e longitude, sendo possível perceber grande varie-
dades de altitudes, com pontos que variam entre 558,1 m e 811,8 m. A ordem dos sensores
na tabela vai das ZCL mais urbanizadas (2) até as menos urbanizadas (C) tentando apre-
sentar o gradiente de urbanização identificado em estudos anteriores. Todas os sensores
listados estão programadas para a coleta de dados de temperatura, humidade a cada 10
minutos durante todo o dia desde 2012.
Na Tabela ?? pode-se encontrar a descrições de cada ZCL, é necessário ressaltar que
os pontos 23 e 20 contidos na ZCL C são os pontos de comparação rural.
Os sensores são do modelo TGP-4500, TinyTag, Gemini Data Loggers, e realizam
em conjunto as leituras de humidade relativa do ar e temperatura simultaneamente. Os
equipamentos foram instalados a 3 metros de altura do solo em pontos estratégicos da
cidade Figura 2.4 a), dentro de um abrigo feito do material PVC e pintado na cor branca
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Figura 2.3: Localização dos Sensores.
para minimizar o aquecimento radioativo, na Figura 2.4 b) pode-se ver o sensor sem a
proteção.
Estes modelos de sensores são capazes de armazenar até 32.000 leituras de dados de
medição de temperatura (entre -25o. C e 85o. C) e de humidade relativa (entre 0 a 100
%). Os dados são recolhidos e registrados a cada 10 minutos. Também neste intervalo de
tempo são gravadas as médias correspondentes, que posteriormente são convertidas em
médias horárias. Valores de máximos e mínimos das variáveis também são registados pelos
sensores. Todos os dados armazenados são coletados in loco por um integrante da equipe
bimestralmente, que os passa para um notebook da instituição, posteriormente os mesmos
são compilados e analisados. Eles foram distribuídos ao longo da cidade a fim a atender
as diferentes tipologias de construção da cidade, indo das áreas mais arborizadas (Figura
2.5 a.), passando por áreas mais rurais com solo descampado (Figura 2.5 b.), passando
por áreas mais habitacionais (Figura 2.5 c.) e chegando as áreas com maior densidade de
construções (Figura 2.5 d.). No Apêndice B.1 encontram-se contidos as fotos dos locais
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Tabela 2.1: Localização dos Sensores e suas ZCL.
Ponto ZCL Altitude Latitude Longitude
3 2 651,4 -6,757 41,815
7 2 677,9 -6,762 41,801
13 2 710,2 -6,771 41,807
4 3 670,8 -6,76 41,808
6 3 641,9 -6,757 41,805
22 3 629,8 -6,751 41,809
10 5 720,9 -6,761 41,791
12 5 678,6 -6,777 41,803
18 5 736,8 -6,777 41,781
5 8 712,9 -6,765 41,806
17 8 714,2 -6,782 41,789
21 8 681,6 -6,763 41,81
1 9 679,8 -6,77 41,818
14 9 709,9 -6,792 41,806
15 9 660,7 -6,775 41,796
2 A 644,9 -6,76 41,814
8 A 672,1 -6,76 41,806
9 A 659,7 -6,761 41,799
11 A 664,9 -6,748 41,804
16 C 673,6 -6,794 41,794
19 C 811,8 -6,753 41,795
20 C 558,1 -6,738 41,815
23 C 709,6 -6,803 41,779
Fonte: Adaptado de Menezes (2017).
de instalação de todos os sensores.
2.3 Indicadores de morfologia urbana
O âmbito das análises morfológicas se deram na envolvente dos sensores meteoroló-
gicos, onde se procedeu uma análise em escala detalhada dos indicadores de análise da
morfologia urbana. Para ser possível relacionar diretamente a morfologia urbana da ci-
dade de Bragança e o microclima, optou-se por definir uma envolvente correspondente a
um raio de 50 metros para todos os sensores (Figura 2.6). É de fundamental importância
citar, que os dados morfológicos foram obtidos por Carvalho (2020) em sua dissertação e
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Tabela 2.2: Descrição das Zonas Climáticas Locais
ZCL Sensores Descrição
2 3, 7, 13 Área com edificado moderno de altura média a alta, e ele-
vada densidade com predomínio de superfícies pavimen-
tadas
3 4, 6, 22 Núcleo antigo da cidade, com edifícios de altura média-
baixa, elevada densidade, edificado em pedra e tijolo
5 10, 12, 18 Área com média densidade, ruas de habitações de baixa
altura em banda ou isoladas
8 5, 17, 21 Área comercial e industrial, densidade média a baixa, com
edifícios de grande envergadura com parqueamento pavi-
mentado
9 1, 14, 15 Espaço de transição entre o meio urbano e o rural, casas
dispersas com envolvente agrícola e florestal
A 2, 8, 9, 10 os espaços verdes urbanos com cobertura predominante
verde com vegetação rasteiras e arbóreas
C 16, 19, 23 e 20 Áreas rurais isoladas nos subúrbios da cidade representa-
tivas das características da paisagem local
Fonte: Carvalho (2020)
Figura 2.4: Sensores de Temperatura e Humidade relativa:
a) Altura de instalação b) proteção de PVC c) Sensor.
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Figura 2.5: Diferentes tipologias de construção na envolvente dos sensores.
serão aplicados nos modelos matemáticos do presente trabalho.
Para definir e aplicar esse raio foi utilizada a ferramenta Buffer do programa (ESRI,
2020), que aplica um perímetro circular na envolvente dos sensores de temperatura de
acordo com o raio definido, 50 metros. Sendo assim, os indicadores de morfologia urbana
foram expressos em relação a área de superfície de terreno na envolvente dos sensores que
ficou de aproximadamente 7830 m2.
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Figura 2.6: Exemplo de envolvente dos Sensores
Fonte: Carvalho (2020)
Objetivando descrever o espaço urbano da cidade de Bragança numericamente, utilizou-
se os indicadores de morfologia urbana. A aplicação dos valores obtidos para os indicadores
de morfologia urbana no presente trabalho tem como objetivo identificar as Componente
Principal (CP)s do CUrb para a cidade de Bragança, e assim poder elaborar um modelo
matemático que o expresse a intensidade do CUrb. Com exceção do FVC (Saga Gis), os
cálculos de todos os indicadores foram realizados através do programa de Sistemas de In-
formações Geográficas ArcMap (ESRI), para ambas as metodologias já citadas. Para esses
cálculos, os valores de altura e número de pisos dos edifícios foram agregados, gerando
um valor único por zona urbana ou envolvente (Carvalho, 2020).
Fator de Visão do Céu (FVC)
O FVC varia entre 0 e 1, isto é, valores próximos de 1 significam que quase todo
o hemisfério é visível, como o caso em feições expostas sem qualquer obstrução (planos
e picos), enquanto valores próximos de 0 estão presentes em vales profundos ou regiões
urbanizadas com prédios muito altos onde quase nenhum céu é visível (Zakšek et al.,
2011). Em geral, a superfície muda sua temperatura mais rapidamente quando uma
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grande parte do céu é visível; vários estudos investigaram a correlação entre FVC e ilhas
de calor dentro de uma cidade (Dirksen et al., 2019).
Para o cálculo do FVC, os dados foram obtidos por duas metodologias assim como o
descrito por Carvalho (2020), a primeira através do uso do ArcMap ESRI (2020) junta-
mente com o SAGA Gis e a segunda com o processamento de imagens utilizando o Adobe
Photoshop CS6. (2020).
Na primeira metodologia obteve-se o FVC a partir de um ficheiro correspondente a
rugosidade do terreno calculada através da adição de dois shapes no programa de ma-
peamento ArcMap ESRI (2020): sendo o primeiro um modelo topográfico tridimensional
e o segundo é o um shape das edificações com informações sobre suas alturas. No pro-
grama SAGA Gis o shape foi utilizado, onde aplicou-se a ferramenta de cálculo do FVC,
primeiramente para uma matriz de 1x1 metro (escala) e depois calculando a média para
todas as subsecções presentes na cidade de Bragança, desconsiderando os telhados. Tal
metodologia considerou apenas a massa edificada para o calculo do indicador, dessa forma
apenas os pontos que não possuíam vegetação em seu entorno (quatorze pontos) foram
considerados (Carvalho, 2020).
A segunda metodologia se baseia no processamento de fotos capturadas a partir da
utilização da lente olho de peixe, com a câmera alinhada com uma régua de nível e
posicionada para o céu, Figura 2.7. O método foi utilizado para os pontos que possuem
vegetação em seu entorno (sete pontos), visto que, o SAGA Gis contabiliza apenas as
edificações no seu cálculo de FVC. Uma prática mais precisa pois contabiliza todas as
obstruções existentes (vegetação e edificações).
Esta metodologia foi utilizada apenas para o calculo do FVC da envolvente dos senso-
res. Assim, para se chegar ao valor correto do FVC foi necessário realizar uma contagem
de pixels nas fotos, onde os pixels pretos correspondem as obstruções (vegetação, edifí-
cios e entre outras) e os pixels brancos representam o céu, cada pixel é contabilizado e o
somatório de ambas as parcelas (pretas e brancas) corresponde ao número total de pixels
da fotografia, a Figura 2.8 apresenta o resultado do indicador para os pontos arborizados.
O cálculo do indicador é então feito através da Equação 2.1:
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Figura 2.7: Metodologia de captura de imagens
FV C = 1− Número de pixels pretosNúmero total de pixels (2.1)
2.3.1 Indicadores Intermediários
O cálculo de algumas indicadores intermediários (Superfície do terreno (St), Superfície
global (Sg), Área de implantação (Ao), Área de construção (Aj)) foram necessários para
a obtenção dos indicadores finais (Percentagem de ocupação do terreno (OT), Indice de
construção (IC), Número médio de pisos (NMP), glsPI, Percentagem de área permeável
(PP), Relação H/L (HL), Albedo médio (AM)), que expressão a morfologia da cidade
de Bragança. A ferramenta de área do software de geomática ArcMap ESRI (2020) foi
utilizado para a obtenção da St. Já os cálculos das Ao e Aj foram baseados na área de
cada edifício presente na cidade. Ao final das análises, obteve-se a altura dos edifícios
com a contagem de seus respectivos andares, considerou-se 3 metros de altura para cada
andar e, ao final da contagem, acrescentava-se 1 metro para a correção.
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8 ; 0,184 ; 0,51 14 ; 0,76
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26 ; 0,47 Castelo ; 0,2527 ; 0,50
Figura 2.8: Imagens tratadas dos pontos com seus respectivos FVC.
Fonte: Adaptado de Carvalho (2020)
Superfície do terreno (St)
A St é a área de cada zona existente na cidade em questão (Carvalho, 2020; Lobo
et al., 1995).
Superfície global (Sg)
Entende-se como Sg a superfície de um espaço territorial, podendo ser um país, uma
cidade, um bairro, etc. Sendo assim, para calcular a Sg foi necessário somar todas as St





Área de implantação (Ao)
A área de implantação corresponde a área de construção das edificações (casa, prédio,
industria, etc) , ou seja, a área de suas bases. A Ao pode ser calculadas através do
somatórios das áreas de implantação de cada edificação (Ai) (Equação 2.3) (Carvalho,




Área de construção (Aj)
A área de construção, ou área de cobertura, diz respeito ao total de pisos cobertos
por uma edificação. Esta área é calculada a partir da multiplicação do somatório da Ao








A relação entre a Ao e a altura das edificações expressa o V das mesmas. Sendo assim,
o V total das edificações é calculado a partir do somatório das Ao multiplicado pelas





Com os indicadores intermediários pode-se proceder o cálculo dos indicadores finais.
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Percentagem de Ocupação do Terreno (OT)
A percentagem de ocupação do terreno, também conhecido como índice de implanta-






Índice de construção (IC)







Percentagem de área permeável (PP)
A PP foi gerada a partir de um shape no ArcMap ESRI (2020) no qual os espaços
verdes (Área permeável (Ap)) da cidade se encontravam registrados, a base de dados era
antiga (2008), por este motivo foi necessária uma atualização dos dados. Tal arquivo
possibilitou o cálculo das PP e também das Percentagem de área impermeável (PI). A





Percentagem de área impermeável (PI)
A percentagem de PI representa a fração construída da cidade, com seus edifícios,
ruas, passeios, etc, que ficam dispostos na St. Esta área foi obtida a partir da diferença
da PP (Equação 2.9).
PI = 100%− PP (2.9)
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Índice volumétrico (Índice volumétrico (IV))
O IV expressa uma relação entre os volumes ocupados pelos edifícios e a St. O calculo






Número médio de pisos (NMP)
O NMP expressa a quantidade de pisos expressa a quantidade média de andares que







A relação H/L (HL) expressa a razão entre a altura média dos edifícios (H) e a largura
média das ruas (L) assim como a Figura 2.9 mostra (Allegrini et al., 2012; Vallati et al.,
2016). Para a aplicação deste indicador, foram utilizados as subsecções das áreas urbanas
nos limites das envolventes (50 metros) e um shape das edificações da cidade, onde com
o uso do ArcMap ESRI (2020) gerou-se a relação final da média da altura dos edifícios
pela média da largura das ruas.
Figura 2.9: Ilustração da Relação H/L
Fonte: Adaptado de Allegrini et al. (2012) e Vallati et al. (2016)
A média da altura dos edifícios, com base nos valores individuais de altura de cada
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edificação, foi utilizada para o cálculo da altura (H), e a largura (L) foi obtida através
da utilização da ferramenta Euclidean distance do ESRI (2020)), pela qual foi possível
elaborar uma matriz de distância entre edifícios, através da qual se calcularam os valores
médios para o contexto de análise (Carvalho, 2020).
Albedo médio (AM)
Albedo ou refletividade é um indicador que apresenta a percentagem de radiação solar
que qualquer superfície reflete em relação a radiação que incidente (Hernández Aja et
al., 2013). O albedo também permite conhecer a quantidade de energia calorífica que a
superfície é capaz de absorver, ao descontar a energia transmitida da radiação total
Polígonos para cada superfície existente (calçada/passeio, asfalto, gramíneas e floresta)
nas envolventes dos sensores foram criadas com o uso do programa ArcMap ESRI (2020),
onde para cada material foi atribuído um valor médio de albedo 2.3.
Tabela 2.3: Albedo Médio
Superfície Albedo






A partir da atribuição dos valores de albedo para as superfícies nas envolventes dos sensores,








2.4 Análise de Dados
2.4.1 Temperatura
Para o presente trabalho, decidiu-se utilizar os dados de temperatura coletados entre o
período de janeiro de 2016 e dezembro de 2019, os quais foram compilados e as falhas foram
completadas a partir do software SPSS Statistics (IBM Corp, 2020), em que os pontos 9 e 16
foram retirados do trabalho devido aos seus dados apresentarem uma percentagem elevada de
dados omissos (respectivamente 47% e 35 %), seguindo apenas com sensores com valores abaixo
de 18% de dados omissos. No Microsoft Excel foram organizados os dados de temperatura a
cada 10 minutos, por estações.
Para os estudos da EICU, a correção da altitude se fez necessária para minimizar distorções
incorporadas pela complexidade orográfica da cidade de Bragança, uma vez que essa dependência
também afeta nos efeitos da Ilha de Calor Urbano (ICU).
A variedade de pontos de monitorização permite calcular um gradiente térmico real, baseado
em dois pontos a diferentes alturas e com envolvente semelhante. Os pontos rurais 20 e 23 foram
escolhidos para evitar interferências de efeitos urbanos. Baseado nestes pontos, calculou-se um
gradiente térmico vertical médio horário para cada mês dos anos em estudo e aplicou-se uma
curva polinomial do 5o. . grau, que serviu de cálculo para o gradiente vertical de temperatura
horária. O objetivo da correção foi retirar dos dados o efeito da altitude, nivelada a uma cota
média de 680 metros, que é o nível médio de Bragança, a partir da Equação 2.13. Como exemplo,
apresenta-se a Figura 10, com o perfil médio horário do gradiente vertical de temperatura de
fevereiro de 2016. Fica, portanto, evidenciada a variação diária através deste método, que se
apresentou como a melhor alternativa frente aos gradientes adiabáticos. Devido à variedade dos
pontos, a normalização da temperatura será realizada a partir da Equação 2.13 (Menezes, 2017).
Tfinal = Tinicial − [Tcalculado× (H − 680)] (2.13)
Em que T final é a Temperatura após correção (o.C), T inicial é a Temperatura antes da
correção (o.C), T calculado é o Gradiente vertical de temperatura (o.C/m) e H é a Altura do ponto
(m). Com os dados obtidos pelos sensores no período de 2016 a 2019 obteve-se as planilhas de
média horária, média, máxima e mínima diária.
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2.4.2 Intensidade dos Efeitos de Ilha de Calor e Ilha de Frio
Numericamente, a Intensidade do EICU se apresenta como a diferença de temperatura entre
um ponto urbano e um rural, sendo que quando a intensidade se apresenta negativa, caracteriza-
se o EIFU (Gartland, 2011). Neste contexto, a partir dos dados de temperatura de 2016 a 2019
obteve-se os dados de intensidade de EICU com a diferença da temperatura dos pontos urbanos
em relação a média da temperatura dos pontos rurais (20 e 23) (Equação 2.14).
I(EICU) = T(ponto) − T(rural) (2.14)
Com os dados obtidos pode-se então gerar as planilhas de Intensidade máxima e miníma
diária da intensidade de EICU para análises posteriores, e também plotar o gráfico de intensidade
de ilha de calor em relação as horas do dia e os meses do ano possibilitando avaliar o efeito da
urbanização nos diferente pontos da cidade.
2.5 Análise de Componentes Principais (ACP)
Utiliza-se da análise de componentes principais (ACP) para extrair informações de um con-
junto de dados multivariado e expressar essas informações em um novo conjunto chamado de
CP, o conjunto de dados inicial contém a variação total dos dados, dessa forma a ACP pretende
identificar direções, CP, ao longo das quais a variação dos dados é máxima. Ou seja, a ACP
reduz a dimensionalidade dos dados com uma perda mínima de informação (Kassambara, 2017).
Os índices de morfologia urbana (OT, IC, NMP, IV, FVC - ArcMap, FVC - fotos PI, HL
AM) compilados na Tabelas 2.4 serão utilizados na ACP com o intuito de obter as componentes
principais para um posterior modelo de RLM que possibilite explicar os impactos da morfologia
urbana nas temperaturas da cidade de Bragança.
A tabela 2.4 foi computada no software estatístico R! (R Core Team, 2020), onde primei-
ramente as variáveis foram escalonadas a partir da função scale, a qual padronizou os dados
para que nenhum indicador tenha um peso maior unicamente devido aos seus valores numéricos,
nessa análise os pacotes FactoMineR, factoextra foram necessários (Kassambara & Mundt,
2020; Lê et al., 2008).
O modelo da ACP foi desenvolvido com base no texto Pratical Guide To Principal Component
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Tabela 2.4: Dados de Morfologia Urbana - Sensores
Sensores ZCL OT IC NMP IV FVC-S FVC-F AM PI H/L
1 9 4,57 0,23 5 0,73 0,99 0,99 0,20 28,21 0,48
2 A 1,94 0,15 8 0,48 0,84 0,47 0,19 32,44 0,61
3 2 32,76 2,38 7 7,28 0,92 0,92 0,12 99,90 3,02
4 3 25,80 0,83 3 2,63 0,82 0,51 0,21 70,18 1,04
5 8 9,54 0,10 1 0,41 0,88 0,88 0,18 84,79 0,21
6 3 34,25 0,87 3 3,31 0,68 0,68 0,18 99,89 0,94
7 2 48,89 2,56 5 5,85 0,64 0,64 0,12 100,00 3,14
8 A 11,65 0,35 3 1,17 0,67 0,18 0,15 38,85 0,56
10 5 21,71 0,43 2 1,52 0,91 0,91 0,17 92,51 1,06
11 A 3,19 0,06 2 0,19 0,83 0,25 0,14 29,66 0,25
12 5 35,16 0,70 2 2,46 0,86 0,86 0,13 97,96 0,86
13 2 22,97 1,60 7 3,68 0,91 0,91 0,16 89,98 1,44
14 9 3,39 0,07 2 0,24 0,92 0,76 0,18 22,10 0,18
15 9 13,02 0,38 3 1,27 0,99 0,99 0,20 48,30 0,44
17 8 36,56 0,85 2 2,97 0,87 0,87 0,16 97,81 0,83
18 5 20,62 0,41 2 1,44 0,85 0,85 0,15 67,17 1,26
19 C 10,85 0,11 1 0,33 0,98 0,71 0,22 10,85 0,16
20 C 8,98 0,09 1 0,36 0,98 0,60 0,19 8,98 0,13
21 8 39,59 0,69 2 2,56 0,89 0,89 0,14 96,11 0,87
22 3 30,41 0,64 2 2,30 0,99 0,99 0,15 96,96 1,75
23 C 0,00 0,00 0 0,00 0,99 0,99 0,22 0,00 0
Fonte: Adaptado de Carvalho (2020)
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Methods in R, de Kassambara (2017), que apresenta como método alternativo para determinar
o número de CP.
O gráfico Scree Plot, que é o gráfico de autovalores (também chamados de valores próprios)
ordenados do maior para o menor, onde número de componentes é determinado no ponto além do
qual os autovalores restantes são todos relativamente pequenos e de tamanho comparável. Dessa
forma, utilizando a função fviz_eig() do software R pode-se plotar o Screeplot das principais
variáveis morfológicas.
A função PCA() do pacote (Lê et al., 2008) foi utilizada para extrair resultados relativos
as variáveis de saída do PCA. Tal função apresenta uma lista de matrizes contendo todos os
resultados para as variáveis ativas: coordenadas, correlação entre variáveis e eixos, cosseno
quadrado e contribuições. Com tais dados pode-se obter o gráfico de matriz de correlação entre
as variáveis e as dimensões de trabalho. A qualidade de representação também chamada cos2
(cosseno quadrado, coordenadas quadradas). Com o comando cos2 pode-se obter os gráficos
de intensidade de contribuição de cada variável para cada dimensão de estudo. Por fim, com as
mesmas variáveis pode-se obter um bigplot do universo de estudo, com as variáveis e seus pontos
no espaço (Battisti & Smolski, 2020; Kassambara, 2017).
2.6 Modelo de Regressão Linear Múltipla
Para o modelo de RLM utilizou-se das CPs e da hipótese de que os aspectos de morfologia
urbana influenciam diretamente no comportamento da temperatura. Dessa forma, gerou-se uma
tabela com as CP de cada sensor e as temperaturas máximas, mínimas e máximas de cada uma
das estações do ano (inverno, primavera, verão e outono), a mesma foi importada para o software
R onde utilizou-se da Equação Geral 2.15 para então encontrar a regressão linear relativa a cada
estação do ano, onde Xk, são as variáveis preditoras de cada uma das CP (i) em cada ponto, βk
são seus respectivos coeficientes de inclinação e Yi é a intensidade (máxima, média ou mínima)
da temperatura em cada estação, ou seja, as variáveis de resposta que se quer estudar. Os
modelos foram obtidos seguindo as metodologias e as orientações de três principais trabalhos
(Battisti & Smolski, 2019; Kassambara, 2018; Weisberg, 2005).
Yi = β0i + β1iX1i + β2iX2i + · · ·+ βKiXKi + εi (2.15)
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onde:
Yi = variável de resposta
i = 1, 2, . . . , n, número de observações
Xki = variáveis explicativas
βki = parâmetros do modelo
k = 1, 2, ...,K, número de variáveis
εi = erro aleatório.
A partir da equação geral foi adaptada então para a equação 2.16 que apresenta a sintaxe
de regressão múltipla com a seis variáveis preditivas no software R onde os valores de Xk foram
atribuídos às CP na ordem : IV, FVC (Fotos), IC, OT, HL e NMP.
regressao = lm(y ∼ x1 + x2 + x3 + x4 + x5 + x6) (2.16)
2.6.1 Interação entre variáveis preditoras
Nessa altura, os coeficientes, os erros e os níveis de significância foram obtidos com a fun-
ção summary() do R Core Team (2020), onde deve-se utilizar-se de seus valores para avaliar
e interpretar o comportamento de cada modelo, assim como apresentado na sintaxe a baixo
(Figura 2.10), onde a coluna Estimate apresenta o coeficiente de cada componente, na sequencia
apresentam-se seus respectivos erros e por fim os valores para Pr(> |t|).
A partir dos dados obtidos com a função summary() pode-se então montar uma tabela com as
RLM obtidas com todos os coeficientes estimados, relacionado ao ρ-value geral de cada equação.
Teste de hipótese aos parâmetros do modelo
Uma hipótese nula geralmente afirma que não existe relação entre dois fenômenos. O teste
de Teste de Hipótese Nula ou Null-Test é uma hipótese que é apresentada sobre determinados
fatos estatísticos e cuja falsidade se tenta provar através de um adequado teste de hipóteses. No
caso da regressão linear múltipla, tal como acontece na regressão linear simples, a hipótese nula
é de que os parâmetros do modelo de regressão, βki são nulos. O objetivo do teste de hipótese
aos parâmetros será o de rejeitar a hipótese nula.
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Figura 2.10: Exemplo de resultado da função summary() para as RLM
Probabilidade condicional ρ-value
O ρ-value representa a probabilidade condicional de um valor observado como extremo ou
mais extremo no valor de F, aqui tão grande ou maior, do que o valor observado, dado que a
hipótese nula seja verdade. Neste contexto, um pequeno valor de ρ fornece evidências contra
o teste de hipótese nula. Tradicionalmente utiliza-se em algumas áreas da pesquisa valores ρ
significado fixo para analisar ρ-value em estudos aplicados (Weisberg, 2005). Costuma-se adotar
um nível de significância fixo de α, ao nível em que é possível dizer que um teste nulo é rejeitado
se o valor ρ < α. Neste trabalho considerou-se α = 0, 05.
2.6.2 Métodos seleção de variáveis na regressão múltipla
Para a determinação de modelos simplificados com representatividade semelhante utilizou-
se dos métodos stepwise, backward e forward testando cada modelo a partir da sintaxe
regressao=step(lm(y ∼ x1+x2+x3), direction = ”método”), ostrêsmétodostestamapermanênciadevariáveisnosmodelospordiferentesmétodomatemáticos, osresultadosforamcomparadospararealizarumnovofiltrodascomponentes.PossibilitandoaobtençãodenovosmodelossimplificadosdasRLMqueseapresentarammelhoresdentreasdozeobtidasnaprimeiraetapa.
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2.6.3 Comparação dos modelos de Regressão Linear
Yan e Su (2009) afirma que em uma RLM deve-se atender aos seguintes requisitos:
apresentar uma distribuição normal, linearidade, independências de autocorrelação,
homogeneidade e multicolinearidade. Neste contesto plotou-se os gráficos de distribuição
dos resíduos, normalidade dos resíduos e a detecção de valores alavanca e significativos
para avaliação dos novos modelos.
Ao final com os modelos iniciais escolhidos e suas respectivas simplificações,
necessitava-se de comparações para avaliar qual deles seria o mais explicativo com
o mínimo possível de variáveis sem perder consideravelmente o potencial de explicação
do comportamento que as componentes morfológicas tem no CUrb, mas especificamente
na temperatura urbana. Senso assim, realizou-se o teste de análise de variância,
ou anova() para comparar se as médias entre os grupos é diferente.
Análise de Variância ou Teste de Comparações Múltiplas
O teste de análise de variância ou anova() usa o teste F para testar estatisticamente
a igualdade entre médias. Onde a variância das amostras são decompostas em Variabilidade
Total (VT), Variabilidade Explicada (VE) e Variabilidade Não Explicada (VNE) dentro
da regressão pela equação 2.17, explicada na Tabela 2.5. Onde p são as constantes
e n as observações.
V T = V E + V NE (2.17)
Tabela 2.5: Tabela ANOVA para o modelo de RLM
Fonte de Variação Soma dos quadrados Graus de Liberdade
Regressão (VE) V E = ∑ni=1(ŷi− yi)2 p
Residual (VNE) V E = ∑ni=1(yi− ŷ)2 n− (p+ 1)
Total (VT) V T = ∑ni=1(yi− y)2 n− 1
O Coeficiente de Determinação (CD) (R2) é definido como a proporção de variabilidade
da variável dependente que é explicada pela regressão Equação 2.18.
R2 = V E
V T




O CD tem a desvantagem de aumentar sempre que aumenta o número de variáveis da
regressão (às vezes artificialmente). Por este motivo, e para penalizar o número
de variáveis regressivas que estão incluídas no modelo de regressão, é conveniente
usar o Coeficiente de Determinação Ajustado (CDA) pelo número de graus de liberdade
(Equação 2.19).
R2ajustado = 1V NE/(n− (p− 1))
V T/(n− 1) (2.19)
Dessa forma, supondo que o modelo de RLM seja válido, é de interesse determinar
quais variáveis Xj (índices de morfologia urbana) são significativas para explicar
o variável de resposta Y (temperatura). O teste anova permite por meio de uma tabela
contrastar a influência individual da variável Xj analisando o aumento que ocorre
na soma dos quadrados explicado por o modelo, introduzindo a variável regressora
Xj.
Dessa forma, as regressões completas e as suas simplificações foram comparadas
para avaliar se mantinha-se o nível de explicação nas novas equações.
Os modelos de regressão obtidos puderam, através de simplificações climáticas,
expressar o impacto das variável morfológica na temperatura, consequentemente explicar
matematicamente a intensidades dos EICU e EIFU que ocorre nos centros urbanos graças
as características urbanas.
2.7 Análise de clusters
A AC foi obtida através de três conjuntos de dados (temperaturas (2016 - 2019),
intensidades de EICU (2016 - 2019) e índices de morfologia urbana), para os dados
de temperatura gerou-se para análise quatro novos conjuntos de dados (médias horárias,
mínimas, médias e máximas diárias) e para a intensidade de EICU gerou-se dois conjuntos
de dados (máximas e mínimas diárias) (Figura 2.11).
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Figura 2.11: Conjuntos de dados utilizados para a obtenção dos clusters
2.7.1 Número ótimo de clusters
Para todas os conjuntos de dados gerados realizou-se os testes Wss (Within Sum
of Square - Soma dos quadrados) e Silhueta (Average silhouette width - Largura média
da silhueta) para a indicação das quantidades ótimas de grupos onde identificou-se
a quantidade de clusters (k = 1, 2, 3, ...,K)). Importante ressaltar que o método WSS
é mais indicado para avaliar o número ótimo de clusters do método K-means, ao passo
que os métodos Silhueta e GAP são mais indicados para modelos de clusterização hierárquicos
como o método de Ward ’s (Kassambara, 2017).
Para as variáveis morfológicas realizou-se o escalonamento com a função ()scale,
porque os índices não têm as mesmas intensidades e seus valores absolutos poderiam
interferir no agrupamento, esse procedimento não foi necessário para os dados de
temperatura e intensidade de ICU, pois não tem alteração no tipo de variável.
Soma dos quadrados (WSS)
Como o método K-means calcula a distancia das observações até o centro do agrupamento
de pertencimento, sendo essa distancia a menor possível, neste contexto, procura-se
uma quantidade de agrupamentos em que a soma dos quadrados (Equação 2.20) seja a
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menor, assim quanto foi viável. Para detectar o agrupamento com o ótimo número de
grupos (k) do conjunto de soluções K, normalmente é utilizado um Scree plot para
que seja realizada a análise de torção na curva gerada a partir da soma dos quadrados
(WSS) (Equação 2.20) ou seu logaritmo (log (WSS)) para todas as soluções de clusters
(Makles, 2012), neste gráfico o ponto que indica o equilíbrio de maior homogeneidade
dentro do cluster é a maior diferença entre clusters, visualmente é o ponto em que




(x0 − x̄)2 (2.20)
O comando para a criação de tal gráfico foi o fviz_nbclust(df, FUNcluster = ”
”,”WSS”), o mesmo foi utilizado em todas as séries de dados que seriam agrupados
para que a escolha da quantidade de clusters fosse justificada.
Largura média da silhueta (Silhueta)
O gráfico da Largura Média das Silhuetas que foi sugerido por Rousseeuw e Kaufman
(1990) e implementado no programa (R Core Team, 2020), se baseia na matriz de similaridade,
avaliando a coesão dos clusters através da proximidade de um ponto a outro de um
mesmo cluster Ci onde pertence e a proximidade do mesmo ponto aos pontos do cluster
mais próximo Cj. Este coeficiente varia entre (-1, 1), onde o valor 1 significa
que o ponto xi está mais próximo dos pontos do seu clusters do que dos pontos do
clusters mais próximo e −1 representa o contrária nunes2016breve. Desta forma o
gráfico da silhueta é uma forma de avaliar a qualidade de uma solução de cluster,
permitindo identificar objetos classificados mal e, assim, distinguir clusters bem
definidos, de forma a otimizar a qualidade da solução de cluster everitt2011cluster.
Da mesma forma, o comando para a criação de tal gráfico foi o fviz_nbclust(df,
FUNcluster = ” ”,”silhouette”), o mesmo foi utilizado em todas as séries de dados
que seriam agrupados para que a escolha da quantidade de clusters fosse justificada.
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2.7.2 Métodos de Clusterização
Para o processo de clusterização utilizou-se do software estatístico R Core Team
(2020) e dos pacotes FunCluster, factoextra (Henegar, 2012; Kassambara & Mundt, 2020),
tanto para o método de K-means como para o método de Ward’s utilizou-se a distancia
Euclidiana foi utilizada como a distancia padrão da clusterização, assim, plotou-se
o agrupamento para o método K-means e a arvore de agrupamentos (dendograma) para
o método de Ward’s para todos os conjuntos de dados.
com os mesmos métodos de clusterização (Ward’s e Kmeans) também realizou-se um
estudo de caso temporal, com os dados de média horária de temperatura, para tentar
analizar a dinâmica do agrupamento ao longo dos anos de estudo e ao final gerar uma
probabilidade de agrupamento de um ponto ser classificado dentro de um grupo ao longo
dos anos em um modo geral e por cada método.
Nesse caso, os dados de médias horárias de temperatura foram separados por anos,
e os clusters foram gerados para os métodos de Ward’s e Kmeans para todos os anos,
podendo observar a dinâmica dos clusters ao longo dos anos e também gerar uma probabilidade
de pertencimento de cada ponto a um grupo.
Obteve-se assim os gráficos com 2 e 5 grupos para os métodos de Ward’s e Kmeans,
todos os resultados obtidos foram compilados em uma planilha separando os agrupamentos
obtidos com k = 2 e k = 5, onde os indivíduos que foram agrupados juntos em cada
modelo foram enumerados com o número do cluster que ficou. Para as séries com dois
grupos analisou-se cada modelo para avaliar onde os sensores mais urbanos (3, 7 e
13) tinha ficado e o número 2 foi atribuído aos indivíduos, o grupo onde os sensores
mais não urbanos ficaram foi enumerado como 1. Para os agrupamentos com 5 grupos
atribuiu-se valores de 1 a 5 para os grupos sendo 1 o grupo com os sensores mais
não urbanos e 5 os sensores mais totalmente urbano, os outro números (2, 3 e 4) foi
distribuído de modo a atender o gradiente de urbanização de acordo com o conhecimento
das características dos arredores de cada sensor. Essa classificação em alguns modelos
foi um pouco difícil de definir. Com as planilhas pode-se por fim montar os mapas




3.1 Intensidade dos Efeitos de Ilha de Calor e Frio
Nas análises iniciais pretendeu-se avaliar a intensidade dos EICU e EIFU nas localidades
dos sensores onde com os dados de temperatura em cada ponto pode-se obter os valores
para ∆T, que representa a diferença entre a temperatura nos pontos centrais da cidade
em relação a média dos pontos da envolvente (20 e 23), resultado que expressa a intensidade
dos efeitos de EICU e EIFU. Para investigar melhor quais são as intensidades de tais
efeitos nas localidades de cada sensor, obteve-se as máximas e as mínimas diárias
(Figura 3.1), onde pode-se observar que o EICU tem impacto em todos as localidades
dos sensores, tendo maior intensidade máxima nos sensores: 3, 7, 13, 17, 18 e 19,
onde essa diferença pode atingir extremos maiores que 10 graus. Na Figura 3.1 b)
pode-se observar as intensidades mínimas diárias, onde é possível de identificar
as caixas deslocadas para os valores negativos do eixo Y, resultados que expressam
que todos os sensores também apresentam o efeito de EIFU, onde as diferenças de temperatura
da cidade em relação a sua envolvente são negativas, podendo chegar a -12◦C de diferença,
os sensores 2, 3, 4, 11, 13 e 17 apresentam os menores valores.
Em termos da média, os pontos apresentaram de -0,006◦C (ponto 15) a +1,28◦C (ponto
13) de intensidade do EICU no período estudado (2016 - 2019), este resultado pode
ser comparado com o obtido por Alves (2017) onde as médias diárias obtidas no estudo
variaram de 0,1 a 1,2◦C para a intensidade média do EICU ao longo do dias, em Iporá,
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Figura 3.1: Máxima e Mínima Intensidade de EICU
Goiás (Brasil), cidade com tamanho semelhante a Bragança, aproximadamente 32 mil
habitantes. Analisando as Figuras 3.1 a) e b) foi possível observar que os extremos
podem atingir a diferenças superiores a +12◦C e mínimas inferiores que -12◦C em ocasiões
isoladas e que as intensidades máximas têm maiores variabilidade e intensidades para
todos os sensores, resultado indicado pelas caixas com maior dimensão e as abas mais
alongadas.
Neste mesmo contexto, com as médias horárias da intensidade do EICU pode-se plotar
o gráfico da intensidade do efeito de EICU em relação as horas do dia e aos meses
do ano (Figura 3.2), onde os efeitos EICU e EIFU de cada ponto urbano puderam ser
apresentados individualmente, expondo seu comportamento. Também foi plotado um gráfico
para a média das intensidades de todos os pontos urbanos com o intuito de ter um
ponto de comparação, ressalva-se que os pontos urbanos 9 e 16 foram excluídos do
trabalho por apresentarem uma percentagem elevada de dados omissos.
Muller et al. (2013) afirma que para uma adequada monitorização meteorológica
de modo a representar a variabilidade espacial e temporal do clima em cidades ou
regiões inteiras, visando fornecer os detalhes suficientes para a pesquisa do clima
urbano e aplicações de tomada de decisão. Neste contexto, analisando os resultados
de todos os sensores em relação ao das médias é possível confirmar que valores únicos
de temperatura para uma cidade omitem individualidades climáticas de pontos específicos,
onde aspectos microclimáticos influenciam para que o clima no ponto seja diferenciado,
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como por exemplo os pontos 7, 8 e 13 que apresentam EICU e EIFU muito mais intensos
que o gráfico da média, com as cores vermelha e azul mais intensas.
A análise apresentada na figura 3.2 já foi realizada para a cidade de Bragança
- Portugal, considerando médias das ZCL (Gonçalves et al., 2018; Menezes, 2017),
nestes estudos as intensidade médias para as horas do dia foram de 3 a 4◦C para o
EICU. No presente estudo, para a mesma cidade pode-se encontrar diferenças médias
horárias de até +3,084◦C para o EICU e até -3.092◦C para o efeito de EIFU, ambos
os extremos foram encontrados no sensor 13 um dos localizados na região mais urbanizada
da cidade. Na Figura 3.2 também pode-se observar que o EICU expressa-se em maior
intensidade nos meses de verão (Julho, Agosto e Setembro) e durante a noite, quando
as superfícies levam mais tempo para se resfriar do que as áreas rurais dos arredores,
os mesmos meses mas durante o dia, o EIFU ocorre em maior intensidade, quando as
superfícies levam mais tempo para aquecer devido ao diferente aquecimento que as
superfícies e materiais apresentam. Menezes (2017) relaciona tal padrão pela característica
da cidade de apresentar estabilidades atmosféricas nos meses de verão, facto que
favorece o surgimento dos EICU e EIFU. Contrário a isso, os meses entre outubro e
fevereiro que compreendem o outono e o inverno apresentam as maiores pluviosidades,
fenômeno que ameniza as intensidades do EICU, momento em que o clima de ampla escala
(sinóptico) prevalece em relação aos efeitos de escala micro e local, onde as individualidades
dos sensores são menores. Como previsto por Landsberg (1981) os climas de ampla
escala prevalecem em condições de vento forte nebulosidade e grande precipitação,
ao passo que os climas de microclima e de escala local prevalecem em condições anti-sinópticas,
de céu limpo e ventos fracos.
Segundo (Oke, 2002) os picos geralmente do EICU ocorrem de três a cinco horas
após o pôr do sol, mas às vezes atrasam. O momento do pico depende das propriedades
dos materiais urbanos, onde madeira e solo seco tendem a liberar o calor mais rapidamente,
ao passo que o concreto em si libera mais lentamente, atrasando os horários da intensidade
do efeitos (Gartland, 2008). Analisando essa questão, os pontos 2, 3, 4, 7, 8, 13
e 21, que estão localizados na região mais densamente urbanizada da cidade, localidade
que apresenta mais concretos em seus materiais, apresentam os picos em horários atrasados,
podendo chegar até pouco antes do amanhecer, entre as 5 e 6 da manhã.
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Figura 3.2: Intensidade de Ilha de Calor nos Pontos
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3.2 Análise de Componentes Principais
Segundo Hyvärinen (2015) o método de ACP é uma ferramenta que fornece uma redução
de dimensão para variáveis explicativas baseando-se em análises lineares de dados
multivariados. Compreendendo que cada sensor apresenta intensidades diferenciadas
do EICU e EIFU, pretendeu-se com a ACP dos índices de morfologia urbana, compreender
quais são os indicadores mais explicativos do CUrb para posteriormente desenvolver
uma equação explicativa do clima com as CP. Os índices analisados foram: OT, IC,
NMP, IV, FVC - SIG, FVC - Fotos, AM , PI e HL.
Primeiramente na ACP obteve-se o Scree plot (Figura 3.3) o qual apresenta a percentagem
de representação variável das componentes em relação as componentes que estão numeradas
de 1 a 9 na ordem: OT, IC, NMP, IV, FVC - SIG, FVC - Fotos, AM , PI e HL. É possível
identificar que as duas primeiras expressam mais de 75% da morfologia urbana, mas
que são necessários mais de quatro variáveis para ter mais de 90% dos aspectos de
morfologia urbana sejam explicados.
Figura 3.3: ACP das variáveis de morfologia urbana
Na Figura 3.4 a contribuição variável é explicada, onde as linhas vermelhas tracejadas
representam a contribuição média desejada, ou seja, se a contribuição das variáveis
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fosse uniforme, o valor esperado seria igual a 1 / comprimento (variáveis) onde uma
variável com contribuição maior do que o corte pode ser considerada importante para
a componente. Dentro das dimensões de estudo, as variáveis (índices de morfologia
urbana) e os indivíduos (os sensores) realizam as suas contribuições percentuais,
ao analisar as três primeiras dimensões pode-se inferir que as variáveis mais importantes
para o modelo são: IV, FVC - Fotos IC, OT, HL e o NMP, e que os sensores mais importantes
são os: 7, 3, 21, 8, 2, 10 e 17, considerando os índices de morfologia urbana.
Figura 3.4: Contribuição das variáveis e sensores
A Figura 3.5 apresenta o gráfico de intensidade de contribuição das variáveis
e dos sensores, onde os fatores são chamados cos2 (cosseno quadrado, coordenadas
quadradas), tal indicador é utilizado para indicar a qualidade de representação.
Onde um cos2 alto indica uma boa representação da variável na componente principal,
neste caso, quanto mais próxima uma variável estiver do círculo de correlações ou
quanto mais vermelho for o sensor, melhor será sua representação no mapa de fatores
(e mais importante será a interpretação desses componentes) (Kassambara, 2017). Já
as variáveis que estão fechadas no centro do gráfico, ou os sensores com cores mais
frias, são componentes menos importantes ou representativas.
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Figura 3.5: Gráfico de correlação variável (cos2)
Com a Figura 3.6 pode-se destacar quais variáveis contribuem mais em cada dimensão,
onde é possível identificar que na primeira dimensão os índices HL, IV, IC e OT são
as mais representativas e para a segunda dimensão apenas o FVC apresenta uma contribuição
forte para o modelo.
Figura 3.6: Contribuição dimensional
Para finalizar a ACP, realizou-se a matriz gráfica com as correlações das variáveis
(Figura 3.7), onde pode-se avaliar quais dos índices morfológicos estão mais correlacionados,
sabendo que quando duas variáveis apresentam valores entre 0.7e0.89 é classificada
como fortemente correlacionadas e que variáveis com correlações entre 0.9e1 são variáveis
com correlação classificada como muito forte, inversamente a isso, variáveis com
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valores negativos de correlação indicam uma relação inversamente proporcional. Dessa
forma, foi possível identificar que as variáveis IV e IC apresentam uma correlação
muito forte e que as variáveis IC - HL, IV - HL apresentam correlação forte, tal
resultado era de se esperar pois as formulas a partir das quais esses índices foram
obtidos variam apenas um parâmetro ou outro, e todos os parâmetros estão relacionados
às construções do terreno.
Em seu trabalho Carvalho (2020) identifica que os índices OT, IC, IV, NMP, NMP,
PI e HL apresentaram as maiores correlações com a intensidade do EICU, mas que essa
correlação muda ao longo das estações do ano. Tendo isso em mente, junto as análises
apresentadas na presente secção pode-se definir que as componentes principais para
o modelo de regressão linear que será realizado a seguir são as variáveis IV, FVC
- Fotos, IC, OT e NMP, as seis variáveis expressam cerca de 98% dos aspectos da morfologia
urbana, valor muito mais alto do que os 84,5% obtidos paras variáveis explicativas
no trabalho de Bottyán e Unger (2003) para o desenvolvimento dos modelos de regressão
explicativas da EICU da cidade de Szeged (Hungria). Dessa forma é possível que nas
seis CP existe uma expressão muito significativa nos aspectos de morfologia para
o desenvolvimento dos modelos de RLM, no entanto, espera-se que para o modelo simplificado
algumas dessas sejam excluídas pois existem correlações altas entre as mesmas e no
modelo simplificado pretende-se utilizar uma quantidade mínima de indicadores explicativos.
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Figura 3.7: Intensidade de contribuição de cada variável
3.3 Modelo de Regressão Linear Múltipla
Com as CP dos índices de morfologia urbana obtidos, objetivou-se desenvolver modelos
de RLM explicativos da relação entre os índices (variáveis independentes) e as temperaturas
(variáveis dependentes) máximas, médias e mínimas de cada estação do ano (inverno,
primavera, verão e outono) no modelo da Equação 2.16 apresentada por Weisberg (2005).
Similar ao trabalho atual, Salvati et al. (2019) utilizou três índices de morfologia
urbana e as intensidades do EICU para desenvolver seus modelos de RLM.
Como Salvati et al. (2019) ressalva, uma das implicações mais relevantes da análise
de RLM é o facto de identificar que a relação entre a morfologia urbana e a intensidade
do EICU varia ao longo do ano, este trabalho corrobora a ideia da utilização das
equações obtidas para a identificação da variação ocorridas nas temperaturas. A
Tabela 3.1 apresenta as doze equações encontradas e seus respectivos testes p-value,
onde quanto mais próximo de zero o valor de p, maiores são as evidências contra o
teste de hipótese nula. Neste contexto as melhores regressões obtidas foram com
as temperaturas médias do verão e da primavera. Estes resultados podem ser explicados
pelo facto de que nestas estações do ano existem menores interferências climáticas
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Tabela 3.1: Modelos de Regressão Linear Múltipla
Regressão p− value
Inverno
YMin = 0, 163X1 − 2, 533X2 − 1, 439X3 − 0, 005X4 + 1, 858X5 − 0, 291X6 − 6, 099 0,2756
YMed = 0, 065X1 − 0, 389X2 + 0, 001X3 + 0, 011X4 − 0, 043X5 + 0, 043X6 + 6, 060 0,0878
YMax = 0, 837X1 − 1, 772X2 − 3, 802X3 + 0, 118X4 − 0, 594X5 + 0, 709X6 + 25, 154 0,0240
Primavera
YMin = −0, 249X1 − 1, 033X2 + 2, 837X3 − 0, 010X4 − 0, 126X5 − 0, 413X6 − 3, 019 0,0334
YMed = 0, 152X1 − 0, 763X2 − 1, 438X3 + 0, 033X4 + 0, 498X5 + 0, 176X6 + 13, 595 0, 0001
YMax = −0, 832X1 + 2, 546X2 + 1, 064X3 + 0, 118X4 − 0, 264X5 + 0, 337X6 + 35, 633 0,0170
Verão
YMin = −1, 940X1 − 0, 640X2 + 2, 790X3 + 0, 089X4 + 0, 632X5 + 0, 062X6 + 2, 603 0,5032
YMed = 0, 108X1 − 0, 295X2 − 0, 885X3 + 0, 029X4 + 0, 414X_5 + 0, 088X6 + 21, 377 0,0014
YMax = 0, 377X1 + 1, 786X2 − 0, 588X3 + 0, 063X4 − 0, 796X5 + 0, 132X6 + 37, 255 0,0305
Outono
YMin = 0, 227X1 − 1, 304X2 + 0, 390X3 − 0, 018X4 + 1, 065X5 − 0, 863X6 − 3, 860 0,1978
YMed = 0, 133X1 − 0, 462X2 − 0, 459X3 + 0, 013X4 + 0, 181X5 + 0, 029X6 + 10, 389 0,1158
YMax = 0, 756X1 + 0, 575X2 − 2, 144X3 + 0, 096X4 − 0, 724X5 + 0, 252X6 + 30, 653 0,1185
1
como a pluviosidade e o ventos fortes, ao mesmo tempo que estes meses apresentam
temperaturas elevadas que favorecem o EICU.
As regressões multilineares devem atender algumas suposições para as suas validações
(distribuição normal, linearidade, independência de autocorrelação, homogeneidade
e multicolinearidade), os testes de valores significativos, distribuição e normalidade
dos resíduos foram realizados com as doze equações e comprovaram as observações realizadas
com os dados de p-value para os testes de hipótese nula, onde as distribuições dos
indivíduos apresentaram-se inadequadas na maioria das equações, como foram escolhidas
seis componentes principais, algumas delas ainda estavam com correlações altas, os
reduções das equações são necessárias para deixar melhor explicativas possíveis com
o mínimos de variáveis.
Seguiu-se assim, apenas com as equações YT (med) da Primavera e do Verão, as quais
foram melhoradas, retirando os componentes principais que apresentaram valores muito
altos para os testes p-value individuais (IV para as duas equações e FVC para o
verão). Obtendo assim as novas regressões (Equações 3.1 e 3.2), as quais apresentaram
valores para o p-value <0,05 para as a primavera e o verão respectivamente, com
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todas as variáveis individuais com p-value < 7.2% que foi o melhor resultado obtido
para a equação do verão, por mais que indique-se deixar apenas variáveis com p-value
< 5% (Weisberg, 2005).
Y = −0.725X(F V C) − 1.144X(IC) + 0.037X(OT ) + 0.519X(HL) + 0.182X(NMP ) + 13.558 (3.1)
Y = −0.671X(IC) + 0.031X(OT ) + 0.413X(HL) + 0.098X(NMP ) + 21.154 (3.2)
A Tabela 3.2 apresenta um resumo dos resultados dos testes aos parâmetros dos
dois modelos de regressão simplificados. Nesta tabela é possível de observar os
valores do erro padrão, os graus de liberdade, o R2, o R2 ajustados, a significância
do teste F e o p-value, bem abaixo do valor crítico 0,05. Com estes resultados,
podemos concluir que as equações simplificadas são estatisticamente válidas.
Tabela 3.2: Parâmetros das Equações Simplificadas
Primavera Verão
Erro padrão 0,2267 0,2958
graus de liberdade 15 16
R2 0,8484 0,7255
R2 ajustado 0,7979 0,6568
Significância F 16,79 (5 de 15) 10,57 (4 de 16)
p-Value 0,00001 0,00021
A Figura 3.8 apresenta as correlações das variáveis utilizadas para as novas regressões
da primavera e as temperaturas médias do verão e da primavera, onde pode-se identificar
que as correlações dos índices de morfologia com as temperaturas estão abaixo de
0,6.
A Figura 3.9 a presenta os gráficos de distribuição dos resíduos para as equações
da primavera (a) e do verão (b)
No mesmo contexto, a Figura 3.10 apresenta os gráficos de normalidade dos resíduos
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Figura 3.8: Novas matrizes de correlação
Figura 3.9: Teste de Distribuição dos Resíduos
para as equações da primavera (a) e do verão (b), onde os valores devem estar distribuídos
de forma normal e linear, o mais próximos possível da linha tracejada (que representa
as regressões) e os valores enumerados são denominados outliers, eles representam
casos que apresentaram valores atípico, se diferenciando substancialmente da maioria
dos dados. A figura a) apresenta distribuição correlacionada dos indivíduos, um
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tanto não normais, já a Figura 3.10 b) apresenta uma distribuição melhor dos indivíduos,
com melhores resultados quanto a independência, normalidade e homogeneidades visuais.
Os outliers com desvios > 2 foram os sensores 2 e 5 para a equação 3.1 e o sensor
6 para a equação do 3.2.
Figura 3.10: Teste Normalidade dos Resíduos
Por fim, realizou-se a comparação dos modelos através do teste anova() entre as
equações iniciais (3.1) e as simplificadas (Equações 3.1 e 3.2) indica que não existem
indícios para rejeitar a hipótese nula de igualdade de qualidade dos modelos Figura
3.11. Dessa forma, os modelos são semelhantes, portanto é devido escolher os modelos
mais simples, pelo princípio da parcimônia.
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Figura 3.11: Teste anova para a comparação dos modelos de RLM
Fonte: R Core Team (2020)
Dessa forma, pode-se concluir foi possível encontrar 12 RLM explicativas da relação
entre as temperaturas e a morfologia urbana e duas RLM explicativas simplificadas
para o comportamento da temperatura média na cidade de Bragança nas estações do verão
e primavera, estações do ano em que o comportamento climático foi mais simples de
prever. Corroborando a hipótese de que tal relação pode ser explicada matematicamente.
Os trabalhos realizados por Bottyán e Unger (2003) e László e Szegedi (2015) apresentam
também bons resultados para a metodologia utilizada, mas tendo como variável dependente
especificamente as intensidades de EICU, indica-se então uma nova abordagem que pode
ser aplicada a cidade de Bragança, que pode utilizar os indicadores morfológicos
especificamente para prever a intensidade de EICU e diferente do realizado com a
temperatura das estações.
3.4 Análise de clusters
Com todas as séries de dados compiladas realizou-se a análise do número ótimo
de clusters primeiramente pelo método WSS, neste método a melhor quantidade de clusters
se dá no ponto em que a inclinação da curva apresenta um ”cotovelo”, ou seja, uma
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alteração brusca de ângulo. O método de WSS foi inconclusivo para indicar a quantidade
ótima de grupos em todas as séries de dados. A Figura 3.12 apresenta um exemplo
de gráfico obtido para a análise WSS, com os dados de temperatura média horária.
Figura 3.12: Número ótimo de clusters - Wss
Na sequência os mesmos dados foram processados pelo método da ”Silhueta”, onde
o ponto mais alto das curvas apresenta o número ótimo de clusters. Tal metodologia
indicou a quantidade de dois clusters como a quantidade ótima de grupos para a maioria
dos dados, exceto para os dados de médias diárias de temperatura, que o teste apresentou
a necessidade de cinco clusters no ponto mais alto da curva (Figura 3.13). Com
isso padronizou-se agrupamentos de 2 e 5 clusters para todas as séries de dados.
Figura 3.13: Número ótimo de clusters - Silhueta
Unal et al. (2003) ressalva que cada método de agrupamento tem seus pontos fortes
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e que compreender o desempenho de cada um nas análises a que se quer realizar é fundamental
para a obtenção de uma boa clusterização. Devido a isso, após uma longa pesquisa
bibliográfica a respeito da clusterização de dados climáticos para a obtenção de
agrupamento de zonas climáticas, observou-se que os métodos de Ward’s e K-means são
os mais utilizados, como nos trabalhos de Hidalgo e Jougla (2018), Hidalgo et al.
(2014), Iyigun et al. (2013), Rhee et al. (2008), Unal et al. (2003) e Yufeng Luo
et al. (2010).
3.4.1 Método de Ward
Com o método de de Ward obteve-se os dendogramas com dois e cinco grupos (Figura
3.14) para todas as séries de dados. Estes agrupamentos foram organizados em tabela
para posterior análise.
Figura 3.14: Exemplo de resultado para o Método de Ward’s
A figura 3.15 apresenta o mapeamento geográfico realizado no QGIS Development
Team (2020) plotando os agrupamentos dos sensores obtidos pelo método de Ward’s (k=2),
relacionando o arruamento da cidade e o seu limite administrativo. Onde pode-se
observar que por mais que o agrupamento ótimo indicado pelos testes seja o de dois
grupos, os modelos apresentaram certa confusão entre áreas urbanas e as não urbanas.
Os melhores agrupamentos obtidos com o método de Ward ’s (k = 2) ficam os dados de
temperaturas máximas e médias diárias, o agrupamento de médias horárias acabou por
classificar inadequadamente um ponto rural principal. O agrupamento mais confuso
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foi o obtido com os dados de Intensidade Máxima do EICU, ao qual foi atribuído a
um grupo uma grande quantidade de sensores e o segundo ficou com apenas dois sensores
que não tem nenhuma característica muito particular para justificar o agrupamento,
no entanto, para este modelo os sensores 20 e 23 (principais rurais) não existiam
para gerar um agrupamento mais adequado do rural, o que pode é uma limitação deste
agrupamento.
Figura 3.15: Agrupamentos obtidos com o método de Ward ’s com k=2
Já a Figura 3.16 apresenta a distribuição dos clusters para o método de Ward
’s com K = 5 para todas as séries de dados. Onde por vezes o agrupamento não é bom,
pois apresenta indivíduos únicos pertencentes à grupos isolados. No entanto, com
cinco grupos pode-se obter uma melhor distribuição de grupos para áreas com diferentes
tipologias de construção, não apenas atendendo a grupos ”urbanos” ou ”não urbanos”.
O melhor agrupamento encontrado com este método foi o obtido com os índices de morfologia
urbana seguindo pelo agrupamento dos dados de média diárias. Novamente o agrupamento
mais confuso foi o agrupamento com os dados de EICU máximas.
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Figura 3.16: Agrupamentos obtidos com o método de Ward ’s com k=5
3.4.2 Método K-means
Com o método K-means para a AC gerou-se agrupamentos semelhantes aos apesentados
na Figura 3.17 que apresenta os agrupamentos obtidos para as médias horárias de temperaturas.
Para o método K-means a função ggplo2, utilizada para gerar os agrupamentos no método
apresentaram erros na compilação, caso que impossibilitou a obtenção dos modelos
para três séries de dados, as máximas, médias e mínimas diárias das temperaturas.
Com isso obteve-se apenas os modelos para as outras séries de dados (dados morfológicos,
médias horárias das temperaturas, máximas e Mínimas de EICU), reforçando que as mínimas
EICU se tratam de valores negativos o que consubstancia uma condição de EIFU).
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Figura 3.17: Exemplo de resultado para o Método de K-means
Na Figura 3.18 pode-se então observar os agrupamentos obtidos com o método Kmeans
para k = 2, onde novamente o agrupamento dos dados de máxima EICU foram os que se
apresentaram confusos, quase todos os sensores ficaram em um grupo e apenas um sensor
ficou agrupado no segundo grupo. Os agrupamentos obtidos com os índices de morfologia
e com as médias horárias foram os melhores agrupamentos, distinguindo bem os sensores
nos grupos 1 e 2, onde 1 pode ser classificado como ”urbano” e 2 como ”não urbano”.
Figura 3.18: Agrupamentos obtidos com o método K-means (k=2)
Para k=5 obteve-se a figura 3.19, com a distribuição dos sensores em 5 grupos
pelo método K-means. Novamente, a distribuição com cinco clusters apresentou-se
não tão boa por apresentar indivíduos sozinhos em alguns grupos, no entanto essa
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quantidade de grupos assumiu melhor a distribuição em ZCL, por apresentar melhor
a distribuição de sensores entre áreas com distribuição morfológica/climática semelhante.
Novamente destaca-se os agrupamentos com os dados de temperatura média horária e
os dados de índices morfológicos.
Figura 3.19: Agrupamentos obtidos com o método Kmeans (k=5)
Em relação as relação aos métodos de clusterização utilizados, escolheu-se os
métodos k-means e Ward por serem os mais utilizados para o agrupamento de dados (Hidalgo
& Jougla, 2018; Hidalgo et al., 2014; Iyigun et al., 2013; Rhee et al., 2008; Unal
et al., 2003; Yufeng Luo et al., 2010), outros foram testados brevemente nas análises
preliminares dos dados mas decidiu-se seguir com estes. No entanto o método K-means
apresentou problemas para na análise dos dados de médias, máximas e mínimas diárias,
nesse contexto o método de Ward pode ser considerado melhor, por conseguir ter resultados
com vários tipos de séries de dados. No entanto, levando em consideração as médias
horárias e os índices de morfologia urbana, o método k-means apresentou resultados
mais coerentes, contemplando melhor a distribuição dos sensores em clusters relacionados
ao gradiente de urbanização presente na cidade, comprovando a hipótese de que o método
de AC pode ser utilizado para a definição de ZCL.
No entanto, sabe-se que existem limitações na classificação realizada por ambos
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os métodos uma vez que utilizou-se de dados dos período completo de 2016 a 2019 e
que ao longo das estações muitas características climáticas podem interferir na temperatura.
(Hidalgo & Jougla, 2018; Hidalgo et al., 2014) ao utilizar o método K-means propõem
a utilização de filtros climáticos para a separação dos dados por dias típicos de
cada estação do anos, e também a utilização de outros tipos de dados como temperatura
máxima, temperatura mínima, médias diárias de umidade, específica, precipitação e
vento, todos em um único modelo.
Também questiona-se sobre o aplainamento dos dados realizado ao corrigir as temperatura
pela altitude, (Unal et al., 2003) utilizando o método de Ward´s aos dados de temperatura
máxima, média, mínima e precipitação, encontrou um agrupamento característico para
os sensores de maior altitude, o que também indica que a utilização de um modelo
tridimensional considerando a altitude de cada ponto traria agrupamentos melhores
para os métodos de AC.
3.4.3 Agrupamentos por ano
Agrupamento com k = 2
Por fim, pretendeu-se então pela análise de dados de médias horárias de temperatura
separados por ano, avaliar a dinâmica dos clusters ao longo dos anos onde em primeiro
lugar avaliou-se os agrupamentos para k= 2, nos métodos de K-means e Ward (Figura
3.20). O método de Ward apresentou uma classificação de má qualidade para os anos
de 2017, 2018 e 2019, anos em que os sensores não foram classificados em dois grupos
de modo a atender as classes “Urbano” e “Não Urbano”. Já o método de K-means apresentou
agrupamentos mais adequados, por obter uma agregação mais clara entre as classes
citadas anteriormente. Na figura também pode-se observar as probabilidades de pertencimento
ao grupo “Urbano” indo de 0 para totalmente Improvável para 1 Totalmente Provável,
Nesse contexto novamente o método de Ward se apresentou muito confuso com os pontos
mais ao centro da cidades, considerado como os mais urbanos, os quais foram classificados
com a cor verde clara (0,2 -0,4) indicando uma probabilidade baixa de ser um ponto









Probabilidade Wards (K = 2)
0 - 0,2 
0,2 - 0,4 
0,4 - 0,6 
0,6 - 0,8 
0,8 - 1
Wards
Probabilidade Kmeans (K = 2)
0 - 0,2 
0,2 - 0,4 
0,4 - 0,6 
0,6 - 0,8 
0,8 - 1 
Figura 3.20: Agrupamentos por ano, com k=2
O método K-means se apresentou mais coerente com uma distribuição melhor entre
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pontos do centro da cidade, os quais apareceram com a cor vermelha, indicando uma
probabilidade alta de serem pontos urbano, inversamente a isso, os pontos menos urbanos
da cidade apareceram com a cor verde, exceto o ponto 19 que é externo a zona urbana
mas ficou classificado como urbano. O ponto 19 apresenta uma particularidade, ele
fica próximo a uma torre de telecomunicações que contém um sistema de climatização
que libera calor para o exterior, dessa forma as temperaturas do sensor sofrem interferências.
Na sequencia, utilizou-se todos os agrupamentos anuais com k = 2 para se gerar uma
probabilidade global de agrupamento, novamente de 0 a 1, onde 1 indica a maior probabilidade
de um ponto ser classificado como urbano (Figura 3.21 a)), para obter a classificação
geral em dois grupos utilizou-se das probabilidades de 0 - 0,5 para a classe ”Não
Urbano” (verde) e de 0,5 - 1 para a classe ”Urbano” (vermelho) obtendo assim a figura
3.21 b). Os sensores 5, 6, 14, 15, 20, 23 foram classificado como ”Não Urbano” e
os sensores 1, 2, 3, 4, 7, 8, 10, 11, 12, 13, 17, 18, 19, 21, 22 ”Urbano”, importante
ressaltar que os pontos, 1, 5, 18, 10, 19 ficaram com probabilidade entre 0,4 e 0,6
o que pode indicar que foram pontos difíceis de agrupar nessas duas classes.
Figura 3.21: Agrupamentos mais provável, com k=2
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Com os pontos classificados entre as duas classes foram investigadas os padrões
de temperatura e EICU. A figura 3.22 apresenta o comportamento da temperatura em
ralação as estações do ano para os dois agrupamentos, no boxplot as caixas apresentam
o comportamentos médio na estação do ano, ao passo que seus hastes representam as
máximas e mínimas. As temperaturas do verão são as maiores e as do inverno as menores,
oque era de se esperar pois são padrões naturais destas estações do ano, a diferença
entre os grupos é pequena (cerca de 2 graus) para as máximas e as mínimas temperaturas,
no entanto essa análise é difícil de realizar pois para tais gráficos utilizou-se
todas as temperaturas obtidas no período apenas com o filtro das estações, e sabe-se
que ao longo dos dias a temperatura apresenta uma certa amplitude.
Figura 3.22: Distribuição de temperaturas pelas estações
Pensando em a diferença de temperatura entre os grupos nas estações obteve se
a Figura 3.23 que apresenta o comportamento da intensidade do EICU dos dois agrupamentos
em relação aos sensores 20 e 23 (rurais). Neste gráfico pose-se observar que a intensidade
do EICU é maior para o grupo urbano para todas as estações. No verão o comportamento
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médio do grupo Urbano tem intensidade de EICU cerca de dois graus acima do comportamento
do grupo Não Urbano, as máximas expressam que as intensidades de EICU são maiores
para os sensores localizados em área urbana com valores de até +6◦C no verão, ao
mesmo tempo que as mínimas também mostram que o EICU ocorrem em maior intensidade
nos sensores urbanos em todas as estações do ano com diferenças de temperatura de
até -3,5◦C. O verão apresenta as maiores intensidade de EICU e EIFU para os dois
grupos mas as temperaturas que podem atingir são consideravelmente, comprovando a
hipótese de que o agrupamento 1 deve ser classificado como Urbano e que o agrupamento
0 como Não urbanos.
Figura 3.23: Distribuição da intensidade do EICU nas estações do ano
Com a diferença da temperatura entre os dois grupos foi possível obter a Intensidade
da EICU relacionada à diferença de urbanização entre os dois grupos, a Figura 3.24
apresenta essa diferença de temperatura em relação aos meses do ano e as horas do
dia. Em tal gráfico é possível identificar que o efeito de EICU começa a aparecer
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ao fim do dia tendo seu pico na madrugada, antes do sol nascer, tendo sua maior intensidade
(≈ +3◦) entre os meses de julho e agosto, período em que o verão ocorre. Estes
meses também são os de maior intensidade para a EIFU (≈ −2◦), que tem ocorrência
comum nas primeiras horas de sol e pode se estender até meio da tarde em menor intensidade.
Tal resultado comprova o previsto por Gartland (2011) para as diferenças de temperatura
entre áreas urbanas e não urbanas.
Figura 3.24: Intensidade do EICU entre os pontos Urbanos e Não Urbanos
Com os pontos urbanos e não urbanos definidos pode-se analisar também as características
médias da morfologia de cada cluster, a tabela 3.3 apresenta os índices de morfologia
médios para os grupos ”Urbano” e ”Não Urbano”, em tal tabela é possível identificar
uma diferença clara entre os indicadores para os dois grupos, onde o agrupamento
”Não Urbano” apresenta valores consideravelmente menores dos índices diretamente
relacionados às construções OT, IC, NMP, IV, PI e HL ao passo que apresentam um FVC
e um AM maiores do que a classe ”Urbano”.
No entanto, os valores médios não são completamente representativos da morfologia
para os grupos, pensando nisso também realizou-se o Boxplot mostrando o comportamento
geral dos índices para os indivíduos dos dois grupos (Figura 3.25). As caixas alongadas
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Tabela 3.3: Indices de Mofolofia Urbana para as ZCL (K=2)
Indices OT IC NMP IV FVC_S FVC_F AM PI HL
Urbano 21,40 0,76 3,52 2,24 0,87 0,73 0,16 69,03 1,11
σUrbanos 14,37 0,80 2,36 2,07 0,10 0,26 0,03 32,01 0,92
Não Urbano 15,80 0,35 1,74 1,27 0,90 0,81 0,18 46,21 0,43
σNãoU rbanos 15,32 0,37 1,07 1,35 0,12 0,16 0,03 43,97 0,40
nos índices OT e PI, indicam que mesmo com os agrupamentos homogêneos existe uma
grande variabilidade da tipologias de construções nas localidades de cada sensor.
podendo ir de 0 a 35 o índice de ocupação do terreno com a mediana em 10 para o grupo
Não Urbano, e de 0,2 a 48,0 com mediana em 22,0 para o grupo Urbano. Para a OT os
índices dos sensores variam de 0% a 100% impermeabilizado, com mediana em 25%, para
o grupo Não Urbano, e de 5 a 95% para o grupo Urbano, no entanto a mediana está em
80%, indicando uma maior impermeabilização geral dos sensores no grupo. Os IC, IV
e HL apresentaram uma variabilidade menor, indicando uma tendência do grupo Urbano
apresentar valores dos indicadores relacionados as construção serem maiores do que
os Não urbanos. Tal variabilidade indica que os agrupamentos não são totalmente
homogêneos em construção o que é indicado por Stewart e Oke (2012) para caracterizar
as ZCL, dessa forma, por mais que 2 grupos seja o ótimo indicado para o processamento
de dados pela Análise de Clusters indicado pelos métodos WSS e Silhueta, esse agrupamento
climatologicamente não é o mais adequando para agrupar as ZCL.
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Figura 3.25: Índices Morfológicos para as nosvas ZCLs
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Agrupamento com K = 5
No mesmo contexto, a Figura 3.26 apresenta os agrupamentos por ano (2016 - 2019)
para o método de Ward ’s e Kmeans, mas com cinco grupos. Ambos os métodos apresentaram
uma distribuição boa para os sensores, contemplando o gradiente de urbano para não
urbano de uma forma adequada, com os indivíduos mais ao centro da cidade com coloração
vermelha e os mais afastados com coloração verde. Poucos indivíduos ficaram isolados
em um único grupo em alguns modelos, no entanto, a quantidade de clusters k = 5
ainda não pareceu completamente adequada para a quantidade de sensores estudada,
o tamanho e o nível de urbanização da cidade clusters. Com as notas de 1 a 5 atribuídas
aos indivíduos em cada grupos, obteve-se uma nota média de cada sensor em relação
aos agrupamentos anuais. Essa nota foi utilizada para obter as faixas de probabilidade
de agrupamento para cada sensor em relação a cada método (Ward ’s ou K-means), onde
de 0 - 0,20 (grupo 1), 0,20 - 0,40 (grupo 2), 0,40 - 0,60 (grupo 3), 0,60 - 0,80
(grupo 4) e de 0,80 - 1 (grupo 5) (Figura 3.26). Pouco se diferenciou entre as classificações
médias de cada método, destacando-se apenas os sensores, 17, 10, 11 5 e 3, no entanto,
todos eles mudaram apenas um nível nos agrupamentos, indo para um grupo de intermédia
urbanização, mas com pouca diferença do grupo de pertencimento no outro método de
relação, dessa forma, tanto o método de Ward ’s como o método Kmeans se mostraram









Probabilidade Wards (K = 2)
0 - 0,2 
0,2 - 0,4 
0,4 - 0,6 
0,6 - 0,8 
0,8 - 1
Wards
Probabilidade Kmeans (K = 2)
0 - 0,2 
0,2 - 0,4 
0,4 - 0,6 
0,6 - 0,8 
0,8 - 1 
Figura 3.26: Agrupamentos por ano, com k=5
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A Figura 3.27 a) apesenta a classificação geral de agrupamento em relação a todos
os modelos e anos, no entanto essa distribuição proporcional entre os grupos deixou
o sensor 5 isolado no grupo 2 e o grupo 3 com apenas três sensores. Optou-se então
pela distribuição proporcional indicada pelo software QGIS Development Team (2020),
que realocou o sensor 5 para o grupo 3 e o sensor 13 para o grupo 4 (Figura 3.27
b)), gerando assim um novo agrupamento onde os sensores 1, 14, 15, 18, 19, 20, 23
ficaram no Grupo 1 - Verde, os sensores 5, 6, 10 e 11 no Grupo 2 - Amarelo, os sensores
2, 3, 13, 17 no Grupo 3 - Laranja e os sensores 4, 7, 8, 21 e 22 no Grupo 4 - Vermelho,
este agrupamento foi atribuído as ZCL da cidade de Bragança, dessa forma, distante
do previsto no trabalho de (Carvalho, 2020) que utilizou sete zonas climáticas a
partir do método de (Stewart & Oke, 2012) para classificar os climas locais da cidade
de Bragança - Portugal, apenas quatro zonas foram classificadas matematicamente a
partir do método de análise de clusters para os dados de temperatura média horárias.
Figura 3.27: Agrupamento mais provável com k=5
Da mesma forma, objetivando analisar o comportamento da temperatura nos grupos
identificados para as novas ZCLs, plotou-se o boxplot da distribuição de temperatura
para os quatro grupos de sensores em relação as estações do ano (Figura 3.28), onde
é possível visualizar nas caixas o comportamento de 50% dos dados, os extremos representam
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as máximas/mínimas e o corte representa a mediana da temperaturas de cada grupo nas
estações (outono, primavera, verão e no inverno). Neste quadro identificou-se poucas
diferenças entre os agrupamentos, ficando claro apenas as diferenças das temperaturas
nas estações do ano.
Figura 3.28: Distribuição de temperaturas pelas estações nas ZCL
Com isso, também foi plotado o Boxplot da Figura 3.29 com a diferença de temperatura
de cada grupo em relação aos sensores rurais (20 e 23), onde a intensidade segue
a ordem 1, 2, 4, 3, sendo o grupo 3 o mais afetado pelas intensidades máximas e mínimas
do EICU, novamente vale ressaltar que quando essas intensidades são negativas o EIFU
é identificado. Sendo assim, pode-se caracterizar tal grupo como o mais afetado
pela relação entre a urbanização e as temperaturas, sendo essas as localidades que
precisam de mais atenção dos planeadores urbanos com o intuito de minimizar a ilha
de calor urbana existente, de modo a melhorar a qualidade de vida dos habitantes
da localidade pois são os sensores que apresentam máximas e mínimas mais elevadas.
No entanto, o grupo 4 apresenta intensidade dos EICU e EIFU tão acentuadas quanto
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o grupo 3 na maioria dos dados, pode-se observar isso com as caixas de tamanhos semelhantes
principalmente no verão onde os efeitos são mais acentuados. Dessa forma, as temperaturas
indicam que as localidades do sensores contidas nos grupos 3 e 4 dever ser melhor
estudadas por apresentarem maior diferenciais de temperatura.
Figura 3.29: Distribuição da intensidade dos EICU e EIFU nas estações do ano
Com as diferenças de temperatura entre os clusters 2, 3 e 4 em relação ao grupo
1, pode-se identificar o gradiente de intensidade do EICU entre os sensores dos grupos
2, 3 e 4. Onde o grupo 2 caracterizado por sensores com localidades mais habitacionais
com construções menores e espaçadas apresenta a menor intensidade do efeito, ao passo
que os grupos 3 e 4 apresentam as maiores intensidades. Comprovando assim que são
zonas, apresentam características climáticas diferentes em relação a morfologia e
temperatura. Diferente do interpretado na figura anterior, na figura 3.30 mostra
que a maior diferença de temperatura geral entre os grupos em relação as aos meses
do ano e as horas do dia é o grupo 4.
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Figura 3.30: Intensidade do EICU entre as Zonas Climáticas Encontradas
Também foi possível identificar os índices morfológicos médios de cada cluster,
onde é possível observar um gradiente de características, passando pelo grupo 1 que
apresenta os menores números para os índices relacionados às construções OT, IC,
NMP, IV, PI e HL, o que indica que a localização apresenta construções pequenas e
espaçadas ou mesmo apresenta apenas vegetação, características de áreas de campo
ao arborizado. Para o grupo 2 a PI foi a maior, ao passo que a OT, IC, NMP, IV,
HL foram os segundo menores, o que indica que são localidades com grande área de
construções que as construções são menores e espaçados, características de localidades
habitacionais. Por fim os grupos três e quatro apesentam os maiores valores OT,
IC, NMP, IV, PI e HL e os menores valores de AM e FVC ambos apresentam características
de áreas densamente urbanizadas ...
Novamente é importante ressaltar que os valores médios não representam completamente
o comportamento dos sensores contido nos agrupamentos, dessa forma os boxplots da
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Tabela 3.4: Índices de Urbana para as ZCL (K=5)
Indices OT IC NMP IV FVC_S FVC_F AM PI HL
1 14,20 0,33 2,21 1,20 0,92 0,84 0,19 43,63 0,43
σ1 14,61 0,34 1,57 1,25 0,12 0,16 0,03 40,71 0,36
2 13,18 0,22 1,58 0,78 0,89 0,72 0,17 57,00 0,59
σ2 7,85 0,18 0,53 0,65 0,06 0,27 0,03 35,40 0,53
3 23,56 1,25 6,14 3,60 0,89 0,79 0,16 80,03 1,48
σ3 15,51 0,96 2,58 2,81 0,04 0,22 0,03 32,01 1,09
4 31,27 1,01 3,06 2,90 0,80 0,64 0,15 80,42 1,47
σ4 14,10 0,88 1,37 1,75 0,15 0,32 0,03 26,15 1,03
Figura 3.31 apresentam o comportamento geral dos índices nos sensores agrupados em
cada grupo, com as máximas, mínimas, medianas e o comportamento médio, onde 50% dos
valores estão contidos nas caixas.
Quanto a OT o grupo 1 é o menos ocupado (com mínima de 0%, mediana de 22% e máxima
em 35%), seguido pelo 2 e pelo 3 que apresentam comportamento semelhando nos quartis
1 e 3 (respectivamente com 10 e 32%), por fim o grupo 4 apresenta a mínima de 12,
mediana de 30 e máxima de 48, sendo este o cluster localizado nos pontos com terreno
mais urbanizado da cidade. Para o índice NMP a disposição ficou um pouco diferente,
os grupos 1 e 2 apresentaram medianas iguais a 2, no entanto o grupo 2 apresentam
pouca variabilidade entre a maioria dos sensores com a caixa igual a mediana, os
pontos 5 e 6 ficaram como os representando dos valores máximos (2) e mínimos (1).
O grupo 3 apresentou a maior variabilidade de dados mas a mediana e as máximas foram
as maiores (7 e 8).
Para os índices IC e IV, a ordem de mínimas, medianas e máximas seguiu na ordem
1, 2 e 3, com um padrão crescente de valores, o grupo 4 no entanto, apresentou os
valores menos variados e medianas menores que o grupo 3 indicando que a ocupação
da localidade desses sensores é menor. A PI em relação ficou muito próxima de 100%
para a maioria dos sensores agrupados nos sensores 2, 3 e 4, tendo o terceiro grupo
a maior variação de valores. O grupo 1 apresentou a mediana iguala a apenas 20%,
indicando que o terreno tem mais solos, gramados e menos construções. Por fim no
índice HL pode-se constatar que a altura das construções seguem a ordem 1, 2, 4 e
3, tendo o grupo 3 as construções mais altas nas maioria dos dados. Dessa forma,
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relacionando ao obtido no índice IC chega-se a conclusão de que o grupo 4 é o mais
densamente urbanizado mas com construções de menor porte, ao passo que o grupo 3
também tem um grande nível de construções mas as construções são mais altas e espaçadas.
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Figura 3.31: Índices Morfológicos para as nosvas ZCLs
98
Stewart e Oke (2012) explica que as ZCL são regiões de cobertura uniforme de superfície,
estrutura, material e atividade humana nas cidades, esta uniformidade se estendem
por centenas de metros a vários quilômetros em escala horizontal. Analisando novamente
a classificação proposta por estes pesquisadores, e tendo em vista os índices de
morfologia urbana de cada grupo, pode-se enquadrar os cluster nas ZCL descritas na
Tabela 3.5. Em complemento, a Figura 3.32 apresenta fotos com o intuito de exemplificar
o explicado na tabela 3.5, com sensores característicos de cada agrupamento.
Tabela 3.5: Descrição das novas ZCL.
Cluster ZCL Definição
1 C Áreas rurais isoladas nos subúrbios da cidade repre-
sentativas das características da paisagem local.
2 5 área com média densidade, ruas de habitações de
baixa altura em banda ou isoladas.
3 2 ou 4 Área com edificado moderno de altura média a alta, e
elevada densidade com predomínio de superfícies pa-
vimentadas ou arranjo entre prédios altos, espaçados
com terreno permeável e plantas ao redor.
4 3 Núcleo antigo da cidade, com edifícios de altura
média-baixa, elevada densidade, edificado em pedra
e tijolo.
Fonte: Adaptado de Stewart e Oke (2012)
Figura 3.32: Exemplos de sensores contidos em cada ZCL
99
A fim de comparar as novas classificações obtidas com as ZCL estudadas por (Carvalho,
2020), desenvolveu-se a figura 3.33 que relaciona as classificações apresentadas
com o nível de urbanização que elas representam através das cores, onde o verde apresenta
os sensores localizado nas áreas identificadas como Não Urbano e o Laranja apresenta
o identificado como localizado nas localidades urbanos. As variações intermediários
de cor variam com a quantidade de grupos em cada classificação, a primeira tem as
7 classes do estudo anterior, a coluna do meio contem as duas classes encontradas
para a AC com k=2 e a coluna mais a direita apresenta as classes obtidas com a classificação
AC com k=5.
Assim, pode-se identificar que os grupos classificados como ”C” e ”9” por Carvalho
(2020) tendem ficar agrupados juntos, o novo grupo então caracteriza-se como as zonas
mais afastadas da cidade, com solo exposto e/ou vegetação natural, com construções
pequenas ou inexistentes.
Os grupos classificados como ”A” e ”8” no estudo anterior foram os de mais difícil
classificação pelos algorítimos, eles ficaram todos como ”Urbanizados” na classificação
com k=2 e variaram entre as classes 2, 3 e 4 na classificação com k = 5, dessa forma
em ambos os agrupamentos identificou-se que esses sensores não estão localizados
em envolventes de áreas urbanas. No entanto, a classe A corresponde a localidades
com vegetação arbórea, a vegetação arbórea da cidade de Bragança compõem-se principalmente
de árvores caducas e pinheiros, quando essas áreas arborizadas estão localizadas
em regiões urbanizadas, no inverno devido a perda das folhas a condição climática
apresentada se aproxima a encontrada em localidades próximas mas sem árvores, devido
grande entrada de luz que passa a ocorrer, ampliando o aquecimento do local.
Por fim, os grupos contidos nas ZCL 2 e 3 ficaram também os sensores das classes
mais urbanizadas 3 e 4. Com algumas confusões a serem analisadas. No agrupamento
com k=2, os sensores 6 e 12 foram classificados como não urbanos e os sensores 1
e 19 como Urbanos mesmo esses sensores estando localizados em localidade no arredor
da cidade, novamente ressalva que o sensor 19 está localizado em um ponto que um
sistema de climatização que altera as temperaturas locais, isso interfere de certa
forma nas temperaturas do verão. Também ressalva-se que a classificação em dois
grupos identifica poucos padrões de temperaturas. Para o agrupamento com cinco cluster
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os grupos 2, 3 e 5 ficaram um pouco misturadas quando relacionados a classe anterior,
isso pode dizer que a classificação anterior não foi tão de áreas com morfologia
tão homogêneas e também que alguns indivíduos deviam estar na margem dos grupos,
mas de modo geral os grupos 2 e 3 ficaram nas classes mais urbanizadas na nova classificação.
Dessa forma os cluster podem se identificados como coerentes, mas estudos mais detalhados
devem ser realizados de modo a identificar dados e métodos que promovam agrupamentos
melhores.




Quatro áreas de análise compuseram o presente trabalho, a primeira delas consistiu
na análise do comportamento dos Efeito de Ilha de Calor e Frio Urbanos para as envolventes
dos sensores a partir da análise das diferenças de temperaturas nos pontos de estudo
da cidade. Nesta análise pode-se identificar os EICU e EIFU ocorrem em menor ou
maior intensidade em todos as localidades dos sensores de dentro da cidade de Bragança,
a intensidade dos efeitos depende fundamentalmente do nível de urbanização de cada
ponto. Também foi possível identificar os padrões destes efeitos ao longo dos meses
do ano, mais expressivos nos meses contidos entre a primavera e o verão onde as condições
sol e brisas leves permitem que as características dos climas locais e até mesmo
de microclima prevaleçam em detrimento dos climas de ampla escala que tendem a se
sobrepor nos meses de outono e inverno. Da mesma forma foi possível identificar
que o EICU surge após o por do sol, quando as superfícies urbanas se resfriam em
velocidades muito diferentes das rurais, trazendo temperaturas mais altas para as
áreas urbanas durante a noite, o inverso ocorre com o EIFU que se apresenta com temperaturas
mais baixas da cidade em relação a envolvente devido a demora que se tem para aquecer
as superfícies urbanas em comparação ao aquecimento que o sol realiza nas áreas não
urbanas, efeito relacionada aos tamanhos dos edifícios que atrasam o aquecimento
das áreas centrais nas primeiras horas do dia.
Com relação a intensidade de EICU e EIFU nas localidades dos sensores pode-se
identificar que os sensores 2, 3, 4, 7, 8, 11, 13, 18 e 21 apresentam os efeitos
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mais expressivos, sendo que as maiores diferenças de temperatura em relação a envolvente
rural foram atribuídas aos sensores 3 e 7, com máximas e mínimas ultrapassando os
± 3◦C, com horário de pico para a EICU próximos ao nascer do sol, nas primeiras
horas do dia, indicando que os materiais de construção destas envolventes são materiais
com perda lenta de calor específico, como rocha e concreto. Também pode-se concluir
que os sensores menos afetados pelos mesmos efeitos são os sensores 14 e 15 onde
as máximas e mínimas intensidades ficaram em entre ± 1◦C. De modo geral, tal análise,
possibilitou concluir que cada localidade apresenta diferentes intensidade dos efeitos
de EICU e EIFU relacionados ao nível de urbanização de cada sensor, com isso ressalva-se
a importância de uma rede de monitorização grande que atenda diferentes tipologias
de construção e também a importância do cuidado criterioso na escolha das localidades
de instalação dos sensores para que estes não expressem apenas efeitos adversos relacionados
a algum fator específico do clima em sua microescala.
A segunda análise do trabalho consistiu na utilização da metodologia de Análise
de Componentes Principais aplicada aos índices de morfologia urbana (OT, IC, NMP,
IV, FVC - ArcMap, FVC- Fotos PI, HL AM), nessa análise pretendeu-se identificar quais
destes índices são componentes principais que podem ser utilizadas para a explicação
da urbanização. Nesse contexto pode-se concluir que os índices principais foram:
o IV, FVC, OT, HL e NMP, que juntos expressam 98% dos aspectos morfológicos. No
entanto, considerou-se que esse foi um grande número de variáveis explicativas e
que, por serem muito correlacionados os três últimos índices, algum desses deveria
ser provavelmente ser retirado no desenvolvimento das regressões lineares simplificadas.
Na sequência, a terceira análise utilizou dos componentes principais e das temperaturas
máximas, médias e mínimas em cada estação do ano para o desenvolvimento de 12 regressões
lineares explicativas da relação que a urbanização tem na intensidade do EICU, onde
foi possível identificar que seis componentes explicativas foram muito para o desenvolvimento
de boas regressões lineares, isso se deve principalmente pela alta correlação entre
os índices IV, IC e NMP. Dessa forma, seguiu-se apenas as duas melhores regressões
lineares encontradas que estão relacionadas com as temperaturas médias do verão e
da primavera, procurando encontrar uma equação simplificada tão explicativa quanto
as primeiras. Pode-se concluir com tal análise que os índices de morfologia podem
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ser utilizados junto a métodos matemáticos para a modelação do comportamento das
temperaturas e também da intensidade do efeito de EICU, no entanto deve-se considerar
que efeitos sinópticos como ventos fortes e chuva atrapalham essa previsão. Nesse
contexto, mais elementos do clima como a precipitação, os ventos, a altitude e outros
deveriam ser analisados. Para condições de céu limpo e brisas leves essa previsão
é mais confiável e possível de se realizar tendo em vista apenas os aspectos de urbanização
como foi feito no presente trabalho, devido a isso, os melhores equações obtidas
foram as da primavera e do verão.
Por fim, o último eixo de trabalho foi a Análise de Clusters com vista a validação
das Zonas Climáticas Locais existentes na cidade de Bragança, pelos métodos K-means
e Ward, com dois e cinco agrupamentos. Os dados utilizados foram os de temperaturas
médias horárias, as médias, mínimas e máximas diárias, intensidade máxima e mínima
do efeito de ilha de calor urbano e também os todos os índices de morfologia urbana.
Em relação as séries de dados utilizadas para os agrupamentos, os resultados mais
coerentes foram obtidos com as médias e mínimas diárias de temperaturas no método
de Ward e os obtidos com os médias horárias e os índices de morfologia urbana para
o método K-means. Quanto aos métodos pode-se concluir que ambas as abordagens de
classificação de Tipo de Clima Local propostas são uma boa prática a ser desenvolvida
quando a identificação de ZCL, pois tanto o método de Wards como o k-means apresentaram
resultados coerentes em relação ao gradiente urbano-rural, mas conclui-se que os
agrupamentos podem ser melhorados ao utilizar filtrados para dias de céu limpo e
ausência de ventos fortes em conjunto de mais elementos climáticos como a humidade,
precipitação, velocidade do vento, radiação, etc.
Quanto a quantidade de agrupamentos, dois grupos foi o indicado como ótimo pelos
métodos estatísticos de previsão para o agrupamento dos dados em questão, no entanto
essa quantidade de agrupamentos se mostrou insuficiente para agrupar os sensores
em zonas climáticas, apenas expressando a relação Urbano - Não Urbano nos melhores
modelos, indicando uma possível necessidade de mais sensores distribuídos na cidade
ou uma necessidade de melhoria na qualidade dos dados, retirando dados de dias que
sofreram mais interferências sinópticas. Para cinco clusters o gradiente de tipologias
de construção foi contemplado na maioria dos modelos, no entanto, com frequência
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obteve-se grupos contendo um único sensor, o que indica que cinco é uma quantidade
acima do que o necessário para o agrupamento adequado dos dados. Dessa forma, conclui-se
que devido ao porte e a tipologia de construções existente na cidade de Bragança,
quatro Zonas Climáticas homogêneas seria o número ideal.
A última análise de série AC realizada objetivou avaliar o comportamento médio
dos agrupamentos dos sensores ao longo dos anos, gerando assim probabilidades de
pertencimento para os dois métodos. Para dois clusters, os grupos obtidos pelo método
de Ward’s foram ruins, atribuindo quase todos os indivíduos a uma única classe e
poucos para a outra ao passo que o método de Ward’s teve uma distribuição boa entre
os sensores urbanos e não urbanos. Para cinco clusters, ambos os métodos se comportaram
bem, deixando poucas vezes algum individuo sozinho. No entanto na probabilidade
global concluiu-se definitivamente que quatro clusters seria o ideal para as ZCLs,
identificando os sensores presentes em cada grupo, e o gradiente das temperaturas,
intensidades de EICU e índices morfológicos encontradas em cada agrupamento, comprovando
assim a existência de um gradiente de urbanização.
Tendo em vista as conclusões obtidas nos quatro tópicos de estudo, pode-se concluir
que os métodos matemáticos/estatísticos podem e devem ser utilizados como ferramentas
para a modelação do clima nas cidades, promovendo uma compreensão numérica dos fenômenos
desenvolvidos no clima urbano de modo a apresentar subsídios técnico-científicos
para os planeadores tomarem decisões acertadas no que diz respeito a projeto urbanísticos
com o foco numa melhor qualidade de vida nas cidades. No entanto, ressalva-se que
é necessário aprofundar o estudo do presente trabalho com foco em ampliar os elementos
climáticos contidos nos modelos e também torná-lo tridimensional, considerando as
altitudes de cada sensor, dessa forma os modelos terão um poder de previsão melhor,
tanto para os clusters como para a intensidade do EICU.
Trabalhos Futuros
No seguimento dos resultados dos trabalhos apresentados, pretende-se futuramente
proceder uma Análise Extensiva de (2012-2020) para os dados de temperatura e humidade
dos mesmos sensores, retirando os dados com interferência de chuva e pluviosidade
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de modo a encontrar agrupamentos com menor interferência do clima de ampla escala.
Outra linha de investigação que se pretende realizar no futuro consiste no desenvolvimento
de modelos tridimensionais que levem outras variáveis em consideração como a altitude,
os ventos, a precipitação e humidade. Assim como a simplificação dos mesmos de modo
a encontrar modelos com explicações boas do clima com um mínimo possível de variáveis.
Quando os clusters estivessem bem definidos, com todas as variáveis, também seria
possível obter modelos de regressão relacionados aos agrupamentos, buscando entender
a intensidade de EICU dentro dos agrupamentos de morfologia semelhante.
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Parra, J. H. (2020). Modelação Matemática do clima urbano da cidade de Bragança
(Portugal): Zonas Climáticas Locais e Intensidade das Ilhas de Calor e de Frio.
(Dissertação de mestrado, Instituto Politécnico de Bragança, Bragança, Portugal).
A.2 Proposta inicial
A proposta inicial do trabalho previa a modelação matemática do clima urbano utilizando
a metodologia de Análise de Clusters para o agrupamento dos dados de temperatura
e humidade, obtidos a cada 10 minutos pelos sensores no período de 2016 e 2019, de
modo a identificar as zonas climáticas locais da cidade de Bragança. Também pretendia
utilizar dos índices de morfologia urbana para encontrar um modelo de Regressão Linear
Múltipla que expresse a relação desses índices com a intensidade do efeito de ilha
de calor e frio urbano. Como as variáveis temperatura e humidade são muito relacionadas,
utilizou-se apenas dos dados de temperatura e suas variações (máximas, mínimas, médias,
intensidade de EICU) para realizar a AC, também identificou-se que a quantidade de
dados gerados a cada 10 minutos era muito grande para os modelos, dessa forma, utilizou-se
de médias horárias. Para as regressões lineares a mudança de planos se deu na identificação
de que uma única regressão seria difícil de explicar a relação dos índices na temperatura
A1
ao longo do ano, dessa forma 12 modelos foram gerados de modo a identificar o comportamento
máximo, médio e mínimo, nas quatro estações do ano.
A.3 Contribuição Científica
Apresentação do trabalho “Mathematical modelling of Local Climate Zones in the
city of Bragança, Portugal” escrito por Johicy Parra, João Paulo Pais de Almeida,
Artur Jorge de Jesus Gonçalves e Joseane Debora Peruço Theodoro no evento Encontro
de Jovens Investigadores (EJI) que se realizou no dia 05 de Dezembro de 2019, no
Instituo Politécnico de Bragança.
Apresentação do trabalho “Modelação matemática das Zonas Climáticas Locais da
cidade de Bragança, Portugal” escrito por Johicy Parra, João Paulo Pais de Almeida,
Artur Jorge de Jesus Gonçalves e Joseane Debora Peruço Theodoro no evento Conferência
Internacional de Sustentabilidade na Gestão Ambiental (SGA’20) que se realizou nos
dias dias 24 e 25 de junho de 2020, na plataforma Zoom.
Bolsa de investigação durante o período de julho a outubro de 2020 atribuída pela




Figura B.1: Fotografias das Envolventes dos Sensores.
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Figura B.2: Fotografias das Envolventes dos Sensores.
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Figura B.3: Fotografias das Envolventes dos Sensores.
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Figura A.1: Definições resumidas para Zonas Climáticas Locais (1)
Fonte: Adaptado de Bechtel et al. (2015) e Stewart e Oke (2012)
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Figura A.2: Definições resumidas para zonas climáticas locais (2)
Fonte: Stewart e Oke (2012)
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Figura A.3: Definições resumidas para zonas climáticas locais (3)
Fonte: Stewart e Oke (2012)
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