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Hybrid semiconductor pixel detector technology is presented in this the- 
sis as an alternative to current imaging systems in medical imaging and 
synchrotron radiation applications. The technology has been developed from 
research performed in High Energy Physics, in particular, for the ATLAS 
experiment at the LHC, planned for 2005. This thesis describes work done 
by the author on behalf of the MEDIPIX project, a collaboration between 
13 international institutions for the development of hybrid pixel detectors for 
non-HEP applications. 
Chapter 1 describes the motivation for these detectors, the origin of the 
technology, and the current state of the art in imaging devices. A descrip- 
tion of the requirements of medical imaging on X-ray sensors is described, 
and the properties of film and CCDs are discussed. The work of the RD19 
collaboration is introduced to show the evolution of these devices. Chapter 2 
presents the basic semiconductor theory required to understand the operation 
of these detectors, and a section on image theory introduces the fundamental 
parameters which are necessary to define the quality of an imaging device. 
Chapter 3 presents measurements made by the author on a photon count- 
ing detector (PCD1) comprising a PCC1 (MEDIPIX1) readout chip bump- 
bonded to silicon and gallium arsenide pixel detectors. Tests on the seperate 
readout chip and the bump-bonded assembly are shown with comparisons 
between the performance of the two materials. Measurements of signal-to- 
noise ratio, detection efficiency and noise performance are presented, along 
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with an MTF measurement made by the Freiburg group. The X-ray tube 
energy spectrum was calibrated by REGAM. 
The performance of the PCD in a powder diffraction experiment using a 
synchrotron radiation source is described in chapter 4. This chapter reports 
the first use of a true 2-D hybrid pixel detector in a synchrotron application, 
and a comparison with the existing scintillator based technology is made. 
The measurements made by the author have been presented at the 1st Inter- 
national Workshop on Radiation Imaging Detectors at Sundsvall, Sweden, 
June 1999. 
The PCD1 operates in single photon counting mode, which attempts to 
overcome the limitations of charge integrating devices such as CCDs. The 
pros and cons of the two detection methods are discussed in chapter 5, and 
a comparison was made of the PCD1 performance with the performance of 
a commercial dental X-ray sensor. The two detectors are compared in terms 
of contrast and signal-to-noise ratio for identical X-ray fluences. The results 
were presented at the 2nd International Workshop on Radiation Imaging 
Detectors, Freiburg, Germany, 2nd-6th July 2000. 
The author was involved in the conversion of the LabWindows MRS soft- 
ware to a LabView platform, which was presented in an MSc- thesis in the 
University of Glasgow by F. Doherty. All image processing, data manipula- 
tion and analysis code was written by the author. 
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Preface 
The photon counting detector studied in this thesis was developed within 
the framework of the MEDIPIX collaboration, formed by CERN, the Uni- 
versities of Glasgow (Scotland); Freiburg (Germany); and INFN Pisa and 
Napoli (Italy). The collaboration has expanded over the past three years 
to 13 institutions. The detector was realised from technology developed by 
the CERN RD19 collaboration (established 1990), which also included the 
University of Glasgow. The results in this thesis are presented also as part 
of the XIMAGE project, supervised by Dr. C. Fr6jdh of REGAM, Sweden. 
The initial characterisation and wafer probing carried out at CERN was 
performed in collaboration with Drs. E. Heiine and M. Campbell of the 
CERN Microelectronics group. Wafer probing was also performed at NIKHEF, 
Amsterdam under the guidance of Dr. J. Visschers. 
The synchrotron radiation studies presented in this thesis would not have 
been possible without the aid of Drs. G. Derbyshire and M. Roberts of Dares- 
bury Laboratory, Cheshire, England. The synchrotron work was presented at 
the Ist International Workshop on Radiation Imaging Detectors in Sundsvall, 
Sweden in June 1999. 
The experiments comparing photon counting and charge integrating sys- 
tems were presented at the 2nd International Workshop on Radiation Imag- 
ing Detectors in Freiburg im Breisgau, Germany in July 2000. 
The author wishes to acknowledge the support of EPSRC and Rutherford 
Appleton Laboratory for their CASE studentship, without whom this work 
would never have been carried out. 
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Chapter I 
Introduction 
The detection of light has been of utmost importance to mankind since his 
first appearance on Earth. Up until the end of the 1911 century, humans have 
relied on the only photon detector available to them - the eye. The human 
eye is a highly pixellated, extremely sensitive imaging device, equipped with 
over 108 pixels, with a spatial resolution of down to 2 pm [1]. Together with 
high spectral resolution (colour separation), these features are very attractive 
in a photon imaging device. It is also interesting to note that as recently as 
the 1920's, the first experiments in gamma coincidence carried out by Geiger 
and Rutherford employed the eye as their detecting medium 12][3]. 
During the 19" Century, the invention of the photographic plate allowed 
man to record images for the first time and store them indefinitely. The 
discovery that these plates were also sensitive to X-ray photons and some 
charged particles heralded the beginning of radiography which was to rev- 
olutionise diagnostic medicine in the 20th Century. Photographic emulsions 
are still in use. today, but are being replaced by more sensitive, digital imag- 
ing systems. These new sensors eliminate the need for processing, purchasing 
of chemicals, availability of dark rooms etc. 
CCI)s (Charge Coupled Devices) represent the state of the art in medical 
imaging and commercial cameras at the end of the 20th century. The high 
spatial resolution, quick readout, and the large areas achievable at reasonable 
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cost make them desirable as all purpose imaging devices. There is, however, 
a fundamental limit on the minimum dose for these devices to form useful 
images. The aim of this thesis is to introduce the Photon Counting Detec- 
tor (PCD), which will be presented as a candidate for the next generation 
of imaging sensors that will improve upon the performance of CCD-based 
technology [4]. This new sensor has its roots in high energy physics, whose 
requirements, although more stringent, are similar to the requirements of 
medical imaging. 
1.1 Medical imaging 
In medicine, two diagnostic imaging techniques are widely used [5]: 
X-ray radiology Patient is illuminated with an X-ray beam and an 
image of the absorption of the photons in different parts of the body is 
taken. 
Nuclear medicine Patient is injected with a drug with a radioactive 
tracer (gamma emitting isotope). This drug is chosen to match the 
metabolism of the subject organ, and an image of the distribution of 
the isotope is recorded. 
Autoradiography is a technique used in biological research in order to 
detect the distribution and measure the quantity of a radioisotope that is 
detected in a specimen. This is commonly used in imaging the internal 
structure and processes within cells. 
Within X-ray radiology, there are many different types of imaging modes 
(mammography, dental, cliest). Digital radiography allows for different types 
of imaging techniques, the most important being subtraction imaging. 
Subtraction angiography may be performed in two ways. Digital subtrac- 
tion angiography(DSA) is a technique where an initial image of the region 
of interest is taken before the introduction of an iodinated contrast agent. 
This is used as a mask for subtraction from the contrast agent enhanced 
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Figure LI: X-ray energy range for most medical imaging modalities. (DR - 
Digital radiology; CT - Computed Tomography. ) 
image. In this way, the blood vessels may be distinguished from the complex 
tissue background. In a similar way, Dual-subtraction angiogmphy involves 
the acquisition of two images taken with two different radiopharmaceliticals 
labelled with different radioisotopes. 
Computed tomography (sometimes known as a CAT scan) allows a 3-D 
image of a patient to be reconstructed from multiple X-ray images. A CT 
scanner consists of a rotating frame of 60-70cm diameter, with the X-ray 
tube mounted on one side, and detectors mounted on the other. In each 360' 
rotation, about 1000 profiles are sampled. Each profile is back-projected to 
reconstruct a slice through the patient's body. State of the art systems can 
collect 4 whole slices of data in 350ms, so a full chest scan can be done in 5 
seconds. 
Figure 1.1 [6] shows the different methods ordered according to X-ray 
energy. Most nuclear medicine applications (mainly PET (Positron Emis- 
sion Tomography) and SPECT (Single Photon Emission Computed Tomog- 
raphy)) are above the 100keV point up to 511keV, however autoradiography 
covers almost the whole spectrum with many useful radioisotopes (1125 at 
35keV for example). Synchrotron radiation sources are at present not avail- 
able in hospitals, but are the ideal X-ray source due to their high nionochro- 
4 
maticity (see chapter 5) - 
1.1.1 Requirements 
An ideal biomedical imaging system should have [71: 
* High efficiency: to reduce patient radiation dose. 
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Good resolution: though typically not less than 50/-tm (mammogra- 
phy). 
* Large area: ideally as large as the imaged object. 
Linear dynamic range: no fog at low dose (or saturation at high 
dose). 
* Low noise: to eliminate false diagnoses. 
The spatial resolution required for applications such as mammography 
and dental radiography is governed by the size of micro calcificat ions that 
need to be found at as early a stage as possible. In mammography, a pixel size 
of 501im is by far enough to detect a microcalcification which may develop 
later into a breast tumour. For angiography, around 200pm will suffice. 
The primary concern is the reduction of dose to the patient, which may be 
achieved through the use of materials with high detection efficiencies. Figure 
1.2 shows the absorption efficiencies of' different materials as a function of 
incident photon energy. GaAs looks promising as a semiconductor detector 
because of its high efficiency at low energy. CdTe is a candidate for future 
detectors when the homogeneity and cost become more viable. 
Medical imaging is still dominated by the use of film for X-ray radiology. 
Film is a chaMe integrating system, where the total signal induced by incident 
radiation is accumulated in regions of the sensor with no information on the 
nature of the incoming radiation. 
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Figure 1.3: Characteristic curve for direct-exposure X-ray film (A) and a 
screen-film system (B) [51 
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Film 
X-ray film is still the most common method of image formation and display, 
although this trend is changing in the light of the cheap availability of CCD 
digital imaging systems. Screen-film receptors are the most common, where 
the X-rays are converted to fluorescence photons through active phosphor 
particles coating the film. This is an indirect energy conversion technique 
which adds extra noise on top of the intrinsic noise of the film. Figure 1.3 
shows the blackening of the film (optical density) as a function of relative 
exposure. Note the presence of a 'fog' level at zero exposure due to the 
blackening of some grains without X-ray stimulus, which fixes a fundamental 
limit on the contrast achievable at low exposure. The digitisation of film 
also introduces more noise to the image, which becomes problematic at low 
(lose [5]. The absorption efficiency of film is very low (about 5%), requiring 
relatively high doses compared to digital methods to achieve useful contrast. 
1.1.3 Digital imaging 
Faster, digital inethods of image formation are beginning to gain popularity 
in medical imaging. The market here is dominated by the use of CCD sen- 
sors, which are semiconductor pixel detectors operating ill charge integration 
mode. A description of CCD operation is given in section 1.3, where related 
pixel detector devices from high energy physics are introduced. 
1.2 High energy physics detectors 
High Energy Physics ainis to study the fundamental building blocks of matter 
and attempts to describe the forces that act between them. The Standard 
Model of particle physics successfully describes physical processes down to a 
very small scale, and has survived every experimental test so far. However, it 
predicts the existence of some particles that cannot be observed with current 
technology. To test these predictions, bigger, higher energy machines must 
1.2 High energy physics detectors 7 
Barrel SCT 
Forward SCT 
Figure 1.4: The inner detector for the. ATLAS experiment at the LHC collider 
[8] 
be made either to confirm theoretical calculations, or point the way to new 
physics. 
1.2.1 Requirements 
The Large Hadron Collider (LHC) is due to be completed in 2005, and will 
collide protons at a total centre of mass energy of 14 TeV. The ATLAS 
Collaboration [81 aims to build a general-purpose p-p detector designed to 
exploit the full discovery potential of the LHC. Figure 1.4 shows a diagram 
of the ATLAS inner detector, which is contained within a cylinder of length 
6.8 rn and radius 1.15 m. The requirements for the SCT pixel detectors, 
which are located approximately 10 cm away from the beam, are as follows: 
e High speed: in the range 10-IOOMHz. 
Large area: to give full coverage around the interaction point (her- 
miticity) - 




High granularity: 3-D resolution in the micron range to resolve par- 
ticles in high- multiplicity jets. 
9 Low power consumption: of the order of IkW/m 2. 
o Radiation hard: to cope with the harsh environment near the inter- 
action point. 
Investigations were carried out on scintillating fibres, drift chambers, and 
semiconductor detectors as potential candidates for the ATLAS inner tracker. 
The requirements listed above were most effectively met by semiconductor 
pixel detectors [9], the design of which was the focus of the CERN RD19 
collaboration. 
1.3 Pixel detectors 
Semiconductor detectors operate by sensing the charge generated in the semi- 
conductor material when an ionising particle is incident on it. By segmenting 
the detector, one can reconstruct in two dimensions the position of the in- 
cident particle. The details of the operation of these devices are presented 
in chapter 2. The detector may be realised in two ways: monolithic, where 
the readout electronics are fabricated on the detector material (as in the case 
of CCDs), or hybrid where the detecting pixel material is connected to sep- 
arate readout electronics through some sort of conducting metal bond. The 
design of the detectors and readout chips are presented in chapter 3, but an 
overview of the device characteristics is necessary at this point. 
Charge coupled devices (CCDs) 
CCDs are essentially monolithic semiconductor detectors, as the electronics 
and detecting material are on the same material, however CCDs do not 
have the degree of on-pixel logic that monolithic pixel detectors have. This 
simplicity means CCDs have very good spatial resolution, usually of the 










Figure 1.5: Layout of the surface of a charge coupled device (CCD) [10] 
9 
order of 25/Lm pixel size. Figure 1.5 shows the layout of a typical CCD [10]. 
They are normally fabricated on silicon a few hundred microns thick, with 
dimensions of 1-2cm on a side. An applied voltage forms a depletion region 
just below the surface, causing individual potential wells to be created for 
each pixel. Any free electrons liberated by the passage of ionising radiation 
within that pixel are accumulated in the well. The device is read out by 
clocking voltages along the drive pulse lines which 'tip' the well in a preferred 
direction. One row is read out in this way, and then the rows clocked upward 
for the next row to be read out. The charge transfer efficiency is very good 
even with thousands of transfers, however the read out speed is typically 
slower than hybrid systems (order of ins). 
CCDs are susceptible to leakage current which is seen by all pixels. This 
manifests itself as a 'fog' level analogous to that of film, placing a limit on the 
image contrast at low dose. The analogue output is more easily digitised than 
film, allowing digital radiography to be efficiently performed, although the 
process of digitisation itself always introduces a 'filtering' effect. Solutions 
to some of these problems have been addressed by detectors for high energy 
physics, the technology for which will now be introduced. 
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Figure 1.6: Schematic of a hybrid semiconductor pixel detector [11] 
1.3.2 Hybrid semiconductor pixel detectors 
Figure 1.6 shows a basic schematic of the operation of a hybrid semiconductor 
detector, with electron-hole pairs being generated in the material, and the 
motion of these charges sensed at the detector electrode. The signal then 
passes through a bump-bond to the readout chip bump pad, where a preamp 
amplifies the signal for subsequent processing by the electronics [11]. Hybrid 
pixel detectors have many advantages which make them attractive for varied 
applications [12]: 
* Choice of detecting medium (Si, GaAs or others depending on archi- 
tecture. ) 
Fast readout of electronics (dependent on size and number of pixels - 
typically less than 0.5ms) 
* Leakage current insensitive logic (no fog level) 
Separate optimisation and testing of detector and electronics (better 
yield of conipleted assemblies) 
e Single photon counting (Linear and extendable dynamic range) 
1.3 Pixel detectors 
Disadvantages at this stage include problematic bump-bonding, lack of 
completely homogeneous materials other than silicon, and high bias voltage 
operation. The spatial resolution is not as good as CCD devices, but better 
CMOS processes will allow smaller pixel sizes to be realised (PCC2 - see 
conclusions). The area available is still only about ICM2 , although tiling 
several chips will increase the active area [13]. A review of bump-bonding 
technology is given in Humpston et al. [14]. 
1.3.3 Photon counting and integrating 
As mentioned before, there are two methods of acquiring an image from the 
detection of incoming particles: photon counting; and charge integration. 
Photon counting is achieved by tagging all events that are sensed by the 
readout electronics, provided the signal exceeds a preset threshold. In this 
way, each photon above a certain energy is registered as an event. Charge 
integration works by collecting all the charge generated by incident radiation 
over a preset period of time. This method allows for smaller pixel sizes at 
the expense of low dose sensitivity and lack of ability to exclude unwanted 
parts of the X-ray spectrum. 
An investigation of the comparison between integrating and photon count- 
ing systems will be made later in this thesis (chapter 5). 
1.3.4 The RD19 collaboration 
The design of pixel detectors for LHC experiments was the focus of the CERN 
RD19 collaboration [15]. The realisation of a pixellated, two-dimensional 
silicon sensor was considered a dream in 1988 [161. From 1991, the Omega 
series of readout chips utilised state-of-the-art VLSI technology to produce 
pixel detectors with small cell size, high uniformity, fast electronics and large 
area coverage. Table 1.3.4 shows the evolution of the Omega series over 
the last ten years [171. The work of the collaboration culminated in the 
LHC1/Omega3 chip in 1995. The success of this chip in experiments led 
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year cell size [ILm x pm] transistors/cell matrix 
LAA 1988 200 x 200 40 9x 12 
Omegal) 1991 75 x 500 81 16 xJ63 
Omega2 1993 75 x 500 81 16 x 63 
Omega3/LHCI 1995 50 x 500 395 16 x 127 
PCC1 1997 170 x 170 400 64 x 64 
Table LI: Evolution of the Omega series readout chips 
to the reshaping of the pixels and functionality to create a two-dimensional 
matrix of square pixels suitable for object imaging. The PM appeared in 
1997, and has been successfully bump-bonded to several detector materials. 
The evaluation of such hybrid pixel detectors forms the basis for the work 
presented by the author in the following chapters. 
Chapter 2 
Theory 
The theory of semiconductor device operation and image characterisation 
is described in the following chapter. Semiconductor properties [18] and a 
description of basic semiconductor devices [19] will be followed by a sum- 
mary of photon interactions and the collection of charge in the material. A 
section oil the types of material studied in this thesis will be presented and, 
finally, two sections on the fundamental principles of imaging describe some 
of the important parameters necessary for the characterisation of any X-ray 
detector systern. 
2.1 Semiconductors 
Solid state materials are generally grouped into three types depending on 
their electrical conductivity a (and resistivity p=_o, -'). Insulators and con- 
ductors comprise a set of materials with, respectively, low and high con- 
ductivity, and semiconducting materials are found in the conductivity region 
between these two. The conductivity of a semiconductor is sensitive to exter- 
nal effects such as temperature, illumination, magnetic field and impurities, 
making it one of the most important classes of materials for electronics. 
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Figure 2.2: Energy band structure for (a) Si and (b) GaAs. Circles indicate 
holes in the valence band, and dots indicate electrons in the conduction 
bands. [18] 
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2.1.1 Energy bands 
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A semiconductor crystal has a periodic lattice structure which establishes 
certain energies for the electrons in the crystal. The allowed energies for 
electrons in the crystal form two energy bands: 
9 valence band - electrons are bound to specific lattice sites 
* conduction band - electrous are free to migrate through the crystal 
The separation between these two bands is known as the bandgap, Eg, and 
is the defining property of the material. Figure 2.1 shows a representation of 
these energy bands for metals, semiconductors and insulators. In an insulator 
(and semiconductor), the valence band is just filled by the electrons in the 
crystal, and in the absence of thermal excitation would theoretically show 
no electrical conductivity. However, if an electron receives enough energy, it 
may be elevated across the bandgap and be available for conduction. This 
excitation not only adds an electron to the conduction band, but also creates 
a vacancy in the valence band known as a hole. The temperature coefficient 
dE., /dT is negative for both silicon and gallium arsenide, that is, the bandgap 
decreases with increasing temperature. 
An electron in the conduction band is relatively free to move about in the 
material, however the periodicity of the nuclear potential means the mass 
of the conduction electron is different from the mass of the free electron. 
Therefore, an effective mass (in,, ) for the conduction electron is required, 
which has the advantage that the electron (or liole) may be treated classically. 
The energy-momentum relation for a conduction band electron may be given 




where p is the crystal momentum, which is analogous to the particle 
momentum for a free electron. A similar expression may be written for holes 
(with effective mass mp). Figure 2.2 [181 shows the energy band diagrams 
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Figure 2.3: Optical transitions: (a) and (b) direct transitions; (c) indirect 
transition involving lattice vibrations (phonons). [19] 
for Si and GaAs where energy is plotted against crystal momentum for two 
crystal directions. 
Because the movements of electrons may be described by standing wave 
oscillations (periodicity of lattice), we may define a quantity that describes 
the whereabouts of allowed energy states in one standing wave period. This 
quantity is known as the density of states , N(E), and is defined as: 
Optical transitions 
i 2M, 2 





Considering the energy band structure (figure 2.2), it can be seen that for 
silicon, the minimum of the conduction band occurs at a different crystal 
momentum value than the maximum of the valence band. Silicon is said to 
be an indirect bandgap semiconductor. In GaAs, the maximum of the 
valence band and minimum of the conduction band occur at the same crystal 
momentum value, and so GaAs is known as a direct bandgap semicon- 
ductor. Figure 2.3 [191 shows some of the transitions possible between the 
valence and conduction bands. 
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Figure 2.4: Schematics of intrinsic semiconductor parameters. (a) Band 
diagram. (b) Density of states N(E). (c) Fermi distribution function fD(E). 
(d) Carrier concentrations n and p. [19] 
2.1.2 Carriers 
Thermal excitation elevates electrons from the valence band to the con- 
duction band, and leaves an equal number of holes in the valence band. 
A pure semiconductor (intrinsic semiconductor) contains few impurities 
compared to the electrons and holes that are generated thermally. The elec- 
tron density n(E) in energy range dE may be evaluated by the product of 
the density of states (N(E)) and the state occupation probability (fd(E)). 





where Et,, p = energy at the top of the conduction band, and the energy 
at the bottom of the conduction band is zero. A similar expression for the 
hole density p may be derived by integrating equation 2.3 across the valence 
band. 
The probability of an electron being found in a state with energy E is 
given by: 
18 Theory 





where fD(E) is the Fermi-Dirac distribution function. Ef is the Fermi 
level: the energy level for which the occupation probability is 50%. An 
intrinsic semiconductor will have the number of electrons per unit volume 
in the conduction band equal to the number of holes in the valence band, 
this leads to the mass action law which is valid for intrinsic and extrinsic 
semiconductors: 
2 
n=p=ni , np=ni 
(2.5) 
where ni is the intrinsic carrier density. An extrinsic semiconductor 
increases the concentration of one type of carrier, which tends to reduce the 
number of the other type through recombination. Thus, equation 2.5 remains 
constant for a given temperature. All the above quantities are summarised 
in figure 2.4 [19]. 
2.1.3 Doping 
For an intrinsic semiconductor, the Fermi level is found in the middle of 
the bandgap, however the introduction of dopants can move the Fermi level 
towards the conduction band or the valence band. These impurity atoms 
introduce new energy levels to the semiconductor, which may lie within the 
band gap, and will change the relative carrier concentrations of holes and 
electrons. The semiconductor is said to be extrinsic . The process of dop- 
ing involves replacing some of the atoms in the semiconductor lattice with 
dopant atoms with a different number of valence electrons. Depending on 
the semiconductor, the dopant atoms can be donors or acceptors. A donor 
is an atorn which has one more covalent electron than the intrinsic semicon- 
ductor, hence this electron is available for conduction at room temperature. 
Donor atoms provide a high density of electrons in the conduction band, 
hence the electrons are majority carriers and the semiconductor is said to 
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Figure 2.5: Schematics of extrinsic (n-type) semiconductor parameters. (a) 
Band diagram. (b) Density of states N(E). (ND is the donor concentration) 
(c) Fermi distribution function fD- (d) Carrier concentrations n and p. Note 
np=ni 2 [191. 
be n-type. The schematics for ii-type semiconductor parameters are shown 
in figure 2.5 [19]. Conversely, an acceptor atom has one less covalent electron 
than the semiconductor atonis, and a hole vacancy is formed which migrates 
through the material like a positive carrier in a sea of fixed electrons. Holes 
are said to be the majority carriers in this case and the semiconductor is said 
to be p-type. 
In the calculation of the impurity energy levels, we consider the ionisation 
energy for the donor atom. At room temperature, there is enough thermal 
energy to ionise completely all the shallow donors, and so the electron density 
n is equal to the donor concentration ND- Similarly for holes, p= NA, where 
NA is the acceptor concentration. It is clear that the higher the donor con- 
centration, the smaller the energy difference between the conduction band 
edge and the Fermi level. The Fermi level adjusts to preserve charge neutral- 
ity between electrons and holes, and ionised donors and acceptors. If both 
donor and acceptor impurities are present simultaneously, the impurity that 
is present in greater concentration will determine the type of conductivity. 
Materials in which the donor and acceptor impurities are present in equal 
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amounts are known as compensated. 
2.1.4 Generation/ recombination processes 
As mentioned before, semiconductors are sensitive to temperature, current 
and impurity concentration. Any shift in the equillibrium condition of a semi- 
conductor is counteracted by a restoring process to maintain the mass-action 
law (equation 2.5). The equilibrium can be changed by particles incident 
on the material, where charge generation takes place at a rate G. To re- 
store the disturbance, carrier recombination, essentially the annihilation of 
electron-liole pairs, takes place at a rate R. Similarly, when a semiconductor 
is connected to an external circuit (e. g. pn junction - section 2.1), carrier ex- 
traction is balanced by charge regeneration, and charge injection is balanced 
by recombination processes. 
Recombination and traps 
Theoretically, the. average lifetime of carriers before recombination in a pure 
semiconductor should be of the order of seconds [20]. In reality this is not the 
case due to impurities present in the semiconductor. Impurities such as gold, 
zinc or other metallic atoms occupying substitutional positions in the crystal 
lattice will introduce new energy levels near the centre of the bandgap. These 
are called deep impurities , as opposed to the shallow impurities of acceptors 
and donors which introduce energy levels near the edges of the bandgap. 
Deep impurities may act as traps for carriers which become captured by the 
centre and immobilised for a period of time. If this period of time is long 
enough, the carrier cannot contribute to the measured signal. 
A deep impurity may capture majority and minority carriers and cause 
them to annihilate. The impurity is said to be acting as a recombination 
centre, and is the predominant form of electron-hole recombination. If the 
collection time of carriers is less than the average lifetime, almost all the 
carriers will be able to contribute to the signal before recombination, making 
this a desirable parameter for a good radiation detector. 
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Structural defects within the crystal also contribute to trapping. Point 
defects such as interstitials or vacancies may act as donors or acceptors re- 
spectively, while line defects and dislocations may act as trapping centres. 
2.2 Semiconductor devices 
The charges liberated by the passage of radiation through the semiconduc- 
tor may be used to "detect" the radiation. This requires some method of 
measuring the deposited charge in the material. The quick solution would 
seem to suggest two metal contacts on opposite faces, but the leakage cur- 
rent at room temperature means this method is only suitable for insulators 
and very high resistivity semiconductors. A region of internal electric field 
with no charge carriers would give a low enough leakage current to allow 
electron-hole pairs to be sensed. This is achieved through the creation of a 
reversed-biased Junction, and may be realised by two detector structures: a 
p-i-n diode (p-njunction with intrinsic layer between); and a Schottky diode 
(metal on semiconductor contact). The ideal p-n juction will be described, 
and using this model the properties of a Schottky contact formulated. 
2.2.1 The p-n junction 
A p-ri junction may be fabricated by diffusion of p and ii regions into a high 
resistivity substrate. Because of the differing carrier concentrations on either 
side of the junction, these carriers diffuse across the interface. The n-type 
region, which has electrons as majority carriers, will see these carriers dif- 
fuse across the junction to the p-type side, leaving behind an area of donor 
ions which leave a region of positive fixed space charge. The electrons which 
diffused through to the p-type region will annihilate with the holes (p-type 
majority carriers). The opposite is true for the holes in the p-type material, 
resulting in a net negative space charge region in the p-type material. These 
regions cause the energy levels and the Fermi level in the p-side to be raised, 
with a corresponding lowering of the ii-side levels. The electric field estab- 
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lished by these space charge regions prevents the flow of majority carriers, 
but allows the flow of minority carriers in the opposite direction. Eventually, 
the two current flows are equal and the net current flow across the junc- 
tion becomes zero. The potential difference which causes the equalisation 
of the Fermi levels and the restriction of current flow is called the built-in 
potential. 
If NA and ND are the acceptor and donor impurity concentrations, the 
depletion layer thicknesses for a one sided junction are [19]: 
W=2, -, Vbi - 
2kT) 
(2.6) ý qNB 
(q 
where NB is NA or ND, depending on whether NA>ND or vice versa, 
and E, is the permittivity of the material. If an external voltage (V) is 
applied to the junction, the built-in potential will be increased if the junction 
is reversed biased (i. e. the n-side is positive and the p-side negative - 
reinforcing the oppositely charged space-charge regions which have formed). 
Hence the depletion layer thickness increases with increasing reverse bias. 
2.2.2 The p-i-n diode 
The silicon detectors studied in this thesis are p-i-n diodes of 30OPm thick- 
ness. A p-l-n diode is a high resistivity intrinsic region provided with p and 
n non-injecting contacts at either surface. This reduces the leakage current 
sufficiently to allow X-ray spectroscopy up to about 30keV. The behaviour 
is similar to that of ail ideal pn junction. 
2.2.3 Schottky contact 
When a metal makes contact with a semiconductor, a potential barrier 
(Schottky barrier) is formed at the interface. The metal and semiconduc- 
tor have different work functions qO.. and qO, which are defined as the 
difference in energy between the Fermi level and the vacuum level (state 
outside the surface of the metal). The semiconductor has an electron affinity 
2.2 Semiconductor devices 
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Figure 2.6: Energy band diagram of Schottky contact in thermal equilibrium. 
q (= e=1.6xIO-19 C) gives all parameters units of electron-volts [19] 
qX, which is the difference between the vacuum level and the conduction 
band edge. When these two materials are put into contact, the Fermi levels 
must be equal at thermal equilibrium, and the vacuum level must be contin- 
tious. These requirements force a unique energy band diagram for an ideal 
metal /sem icond uctor contact (Figure 2.6). Here, the barrier height is the 
difference between the metal work function qo,,, and the electron affinity qX 
of the semiconductor. This barrier is similar to that of an abrupt one-sided 
pnjunction, and if an external reverse bias V is applied, the depletion width 




The ease of fabrication of the Schottky contact, particularly in GaAs, 
makes it an ideal candidate for radiation detection. The SI-GaAs detectors 
studied in this thesis are Schottky diode devices with an ohmic contact on 





An ohmic contact is a metal-semiconductor contact which has a negligible 
contact resistance with respect to the bulk or series resistance of the semi- 
conductor. A good ohmic contact will not degrade the detector performance, 
and allows current to pass with a voltage drop that is small compared to the 
voltage drop across the detector active region. 
2.2.4 Motion of charge carriers 
Free charges generated by incident radiation in a semiconductor are trans- 
ported through the material in two ways. Diffusion occurs due to carrier 
concentration gradients, and drift takes place when the electric field formed 
inside the semiconductor (by reverse biasing e. g. ) moves the charges to their 
corresponding electrodes. 
Diffusion 
Diffusion current flows from regions of high carrier concentration to regions of 
low carrier concentration, and is proportional to the electron density gradient 
and diffusivity (D,, ): 
dn (kT) 
.. Jnd'f f= qD, dx , 
Dn =ýq) f"n (2-8) 
where p,, is the electron mobility (assuming n< Nc). It can be seen that 
the drift current is directly proportional to the mobility. Equation 2.8 also 
holds for holes. 
Drift 
The application of an electric field E causes each electron to feel a force -qE 
in the opposite direction. Using T, as the mean free time between collisions 
and electron momentum -qET,, we may define the drift velocity v,, and then 
jdrift the drift current denS'tY n as: 
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Vn =: -AnE , 
jdr'ft = -qnvn = qnAnE (2.9) 
Adding the electron and hole contributions: 
J 'ri - ldrif 
t+ judrif t= (qn/In + qpltp) E= orE d ft 'nn 
where o, is the conductivity. We can therefore define the resisitivity p: 
or qnAn + qppp 
2.2.5 Charge collection in semiconductors 
Under an electric field, the electrons and holes created by the interaction 
of photons with the material are separated and drift to their corresponding 
electrode. This drift of mobile carriers causes charge to be induced on the 
electrodes which may be measured by the readout electronics and is equiva- 
lent to the charge generated in the semiconductor. Ramo's Theorem [21][22] 
relates the charge dQ induced by the motion of q charge carriers through a 




The charge collection efficiency, (q) is defined as the ratio of observed 
collected charge to the expected charge. Full charge collection is achieved 
when the carriers reach the electrodes, however charge will be lost if the 
carriers become trapped by deep levels in the band gap of the semiconductor, 
or if the depletion region does not extend across the whole detector thickness. 
Trapping in SI-GaAs is due mostly to the EL2 defect [23]. 
2.2.6 Interaction of X-rays in semiconductors 
The interactions of X-rays in semiconducting materials in the energy region 
of interest (10keV to 60keV) is dominated by the photoelectric effect. The 
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X-ray interacts with one of the atoms in the lattice and a photoelectron is 
liberated. If the energy of the incident photon is E-,, and Eb is the binding 
energy of the electron to its atom, the energy of this photoelectron is given 
by: 
Ep =: E-ý - Eb 
However, in the ensuing atomic rearrangement, fluorescence photons may 
be produced which are emitted isotropically, predominantly with an energy 
of the K series of the semiconductor material. The liberated photoelectron 
undergoes multiple scattering through the material where it may interact by 
one of two processes. 
Electron-phonon scattering: The photoelectron scatters off a lattice 
site which is oscillating around its zero energy point. 
9 Excitation: The photoelectron collides with a valence band electron 
and excites it over the bandgap. 
The latter effect is basically electron-hole pair-production, as the creation 
of the electron in the conduction band is matched by the corresponding 
creation of a hole in the valence band. Experimentally it has been observed 
that the energy required to form an electron-hole pair is greater than the 
bandgap. This is due to the probabilities of the two processes occurring 
being dependent on the cross-section energy dependence and the density of 
plionon mode states. The fraction of energy converted into electron-hole 
pair creation is a property of the detector material. For a given deposit of 
radiation energy, the signal generated will fluctuate around a mean number 
of charge carriers N given by: 
N=' (2.14) 
where E is the energy absorbed in the detector, and E is the meal] energy 
for e-h pair creation or ionisation energy, which is observed to be largely 
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Semiconductor Silicon (Si) I Gallium arsenide (GaAs) 
atomic number (Z) 14 31/33 
structure diamond zincblende 
type indirect direct 
bandgap at 300K (eV) 1.12 1.42 







Fano Factor (F) 0.12 0.18 
E (e-h pair) (eV) 3.61 4.27 
Table 2.1: Properties of silicon and gallium arsenide. 
independent of the energy and type of incident radiation. The observed mean 
energy has a variance (or) that is less than the variance predicted from Poisson 
statistics, diie to the events along the particle track not being independent. 
The Fano factor [24] relates the observed and predicted variances, where: 
or 
N 
The Fano factor influences the energy resolution of the detector, i. e. the 
lower the Fano factor, the better the energy resolution. Although a complete 
understanding of the factors that give a non-unity Fano factor does not yet 
exist, it has been postulated that the value may depend on the nature of 
the incident particle. It is seen that the Fano factor increases sharply at low 
energy levels, placing a limit on the energy resolution achieveable with the 
PCD. 
2.3 Silicon and Gallium Arsenide 
The special properties and growth of the materials studied in this thesis is 
presented in the following section. Two materials have been investigated: 
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SI-LEC GaAs; and silicon. Table 2.1 shows the relevant properties of each 
material for comparison [19]. 
2.3.1 Silicon 
Silicon has atomic number 14 and crystallises in the diamond lattice. It 
is well suited for imaging low energy X-rays, with a low contribution from 
escape peaks (fluorescence). The transparency of silicon to high energy X- 
rays is useful if there is a high gamma background. The material quality in 
silicon is of a very high standard, and devices made from silicon typically 
give charge collection efficiencies of 100% for soft X-rays despite the low 
Z, as photoelectric absorption still dominates below 20keV. The uniformity 
of the material and resilience to standard processing make it attractive for 
characterisation of devices. 
Crystal growth 
The Czochralski technique for silicon crystal growth uses a device called a 
puller. Polycrystalline silicon is placed in a crucible and heated to above 
melting point. A seed crystal is suspended over the crucible in a holder and 
inserted into the melt. The puller then draws the partially melted seed from 
the melt and progressive freezing at the solid-liquid interface yields a large 
single crystal. Approximately 90% of silicon grown for the semiconductor 
industry uses the Czochralski technique. 
2.3.2 Gallium arsenide 
GaAs has average atomic number 32, and crystallises in the zincblende lat- 
tice. It is a direct bandgap semiconductor with a bandgap of 1.42eV at 300K, 
and because of this, the intrinsic carrier concentration is very small. GaAs 
imýy be grown in a number of ways [25]: 
LEC (Liquid- Encapsulated Czochralski): High resistivity, but high level 
of C and dislocations. 
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Figure 2.7: Cross section of the crucible for the growth of LEC GaAs. 
VGF(Vertical Gradient Freeze): Ga and As are liquified, enclosed with 
a GaAs seed and slowly cooled. Similar problems to LEC material. 
LPE (Liquid- Phase Epitaxy): single crystal layers grown from super- 
saturated solution. Difficult to attain low doping levels. 
VPE(Vapour-Phase Epitaxy): uses chemical reaction with HCI gas to 
form GaAs. Lower impurity levels. 
The GaAs detectors studied in this thesis were all fabricated from semi- 
insulating (SI) LEC GaAs substrates. 
The EL2 defect 
The EL2 defect is widely believed to originate from a substitutional arsenic 
antisite, where an arsenic atom moves into a gallium vacancy in the lattice. 
It is a midgap donor in gallium arsenide, with an energy of about -0.75 eV 
with respect to the conduction band edge (it also exists in an ionised state 
(EL2+). Due to compensation of shallow traps by this deep donor, gallium 
arsenide is often made semi-insulating (SI). 
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Semi-insulating GaAs 
Bulk GaAs is usually grown using the Liquid Encapsulated Czochralski (LEC) 
method, which is illustrated by figure 2.7. A single crystal seed is dipped 
into a silicon oxide crucible with molten GaAs encapsulated by liquid boric 
oxide (B203). The seed is then slowly pulled from the crucible, and the 
GaAs solidifies as it cools from above 10000C. Unfortunately, the cooling to 
room temperature creates a lot of thermal stress, resulting in many defects 
which affect the conductivity of the material. LEC grown GaAs is also high 
in impurities, which are usually carbon or silicon. 
Semi-insulating GaAs is compensated due to the effect of the deep de- 
fects, particularly the EL2. This material has a higher resistivity than un- 
compensated material, which means less bias voltage required to deplete fully 
any diode devices made from SI-GaAs. LEC GaAs is made semi-insulating 
through meeting the following criteria: 
N,, > Nd 
NDD ýý'Na - Nd (2.16) 
where NDD is the concentration of deep donors. 
At room temperature the shallow levels are fully ionised, so the shallow 
acceptors will gain electrons from the shallow donors. Any uncompensated 
shallow acceptors will be compensated by the EL2 donor to satisfy equation 
2.16. To produce enough EL2 for this compensation mechanism, the GaAs 
is grown arsenic rich. 
2.3.3 Epitaxial GaAs 
The shortcomings of LEC grown GaAs are being overcome by using epitaxi- 
ally grown layers [261, specifically using Low Pressure Vapour-Phase Epitaxy 
(LP-VPE). Vapour phase epitaxy involves passing HCI gas over elemental 
gallium and letting the resulting GaCl react with arsine (AsH3) to form 





Figure 2.8: Side view of an SI-LEC GaAs substrate Schottky diode detector 
fabricated at the University of Glasgow. 
epitaxial films. The use of low pressure epitaxy increases the growth rate to 
about 100/Lm/li compared with the 0.5pm/li rate achieved with Atmospheric 
Pressure Vapour Phase Epitaxy. 
2.4 Schottky diode detector 
Figure 2.8 shows a cross section of a Schottky diode detector with an SI-LEC 
GaAs substrate. These detectors (as fabricated at the University of Glasgow 
[27j) have a silicon nitride (Si3N4) passivation layer to stop surface currents. 
The back metal is 40nm Pd and 100nm Ge for the olimic contact. The metal 
for the front Schottky contact is 33nm Ti, 30nm Pd and 150nm An. 
2.5 Sensor analysis 
The performance of any imaging system may be analysed using a "black box" 
treatment, where nothing is known of the internal workings of the system. 
This basic system has two terminals; the input terminal which corresponds 
to the spatially varying intensity of X-rays characterising the transmission 
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properties of the object, and the output terminal which presents the image 
which represents the properties of that object [28]. 
There are three basic physical parameters fundamental to an imaging 
sensor [291: 
* Noise (image quality) 
* Sensitivity (response of detector to specific X-ray energy spectrum) 
9 Spatial resolution (smallest visible object) 
All these parameters contribute to the overall large-scale transfer func- 
tion [30], which describes the relationship between the system input and the 
output. Historically, the investigation of signal detection has been tackled 
in two stages: the radiation detection and the processing and display of the 
data. This dichotomy is not so obvious when applied to photographic emul- 
sions, but is clearer in the case of charge integrating devices such as CCDs, 
where the output from the sensor is a voltage dependent on the deposited 
charge in each pixel. This in turn is fed into a computer for digitisation into 
a useful image. The digital output of photon counting sensors removes the 
digitisation process from the system, thus the three parameters listed above 
will provide a complete description of the detector performance. 
2.5.1 Sensitivity 
The ability of a system to respond to a known stimulus may be measured 
using a number of related parameters. 
Dose response 
A good X-ray imaging system should have a linear response with increasing 
dose. Photon counting systems with active pixel logic have a linear and 
extendable response, which offers advantages over charge integrating devices 
in terms of lack of saturation at high dose, and "fog" (dark current) at low 
dose. A dose response curve, therefore provides information oil the dynamic 
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range of the sensor, however a more quantitative approach is required to 
compare the sensitivities of imaging systems. 
Contrast 
Considering an object presenting contrast in an area A of the detector, we 
define n to be the mean number of photons counted in the background region 
(i. e. outside area A) and n' the mean number of photons counted in the 
target region. The contrast (or modulation ratio), C, an object presents to 
an imaging system may be calculated from: 
n (2.17) 
The contrast of an object should remain the same for increasing dose, and 
depends on the absorption properties of the object and scattering effects. A 
bar/space pattern may be used to define the contrast at increasing spatial 
frequency. By analogy with equation 2.17 given the maximum and minimum 
intensities (Ima,, and in the bar/space region respectively, the contrast 





Imax + Imin 
Signal-to-Noise ratio 
linage quality and the ability to discriminate signals from the background 
is related to the signal strength and noise level in the image. The Signal- 
to-Noise Ratio (SNR. ) is defined as the ratio of the signal amplitude to the 
standard deviation in the mean signal (noise). This quantity can be cal- 
culated in many ways, but considering the sensitivity of the detector it is 
convenient to define the SNR in terms of the number of photons counted. 
In the case of Poisson limited statistics, the Signal-to-Noise ratio may be 
defined as: 
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-I SNR -- 
VýTn -+W 
(2.19) 
where V, n- is the quantum noise (see noise section). In the general case 
where other noise sources such as noise from the electronics or fixed pattern 
noise may be a factor: 
SNR n n' (2.20) 
ýF()r2 + On2, n 
The SNR of a flood image is simply the mean counts per pixel across the 
sensor divided by the standard deviation or, where this value is dependent on 
incident flux. The minimum value of SNR that gives a detectable signal is 
generally taken to be about 5 [5]. 
The signal-to-noise ratio is related to the contrast C by combining equa- 
tions 2.17 & 2.20 to give: 
SNR nC 
2.5.2 Spatial resolution 
The degradation of images due to the sensor's intrinsic spatial resolution 
properties may be characterised by measuring the response of the detector 
to simple, known objects. In principle, this knowledge may be extended to 
predict the response to more complex objects. Techniques for measuring 
these properties involve the imaging of some highly localized feature and 
the analysis of the corresponding blurred image from the sensor. These 
techniques require the imaging system to be linear and shift- invaT-iant [31], 
enabling several unique characteristics of the imaging system to be defined. 
Point Spread Function 
The. Point Spread Function (PSF) is the response of the imaging system to 
an ideal point stimulus (i. e. a point Dirac delta function), and describes 
2.5 Sensor analysis 35 
the transfer of a two-dimensional object through the system. It may be 
measured by imaging an infinitely small aperture (point source) radiating 
with unit radiant energy. This is made difficult experimentally due to the 
low radiant energy through such a small aperture. It is clear that a different 
form of sensor stimulus is required. 
Line Spread Function 
The Line Spread Function (LSF) gives the response of the detector to an 
infinitely narrow slit (i. e. a linear Dirac function), and is an accurate exper- 
imental tool for the determination of the PSF. Unlike the PSF, however, the 
LSF does not describe the transfer of 2-D inputs, but rather simplifies the 
transfer problem in the case of I-D inputs. Nevertheless, it is a vital mea- 
surable property for the determination of the system Modulation Transfer 
Function. 
For a pixel detector, the slit size used for the determination of the LSF 
should be less than 15 pin, or one fifth of the pixel pitch, whichever is the 
smaller. The slit is placed at an angle to the detector direction along which 
we wish to measure the spatial resolution. This is done to ensure that the 
slit is not sitting between two adjacent pixel rows. The pixels with maximum 
response are selected, corresponding to the pixels directly under the slit, and 
linear regression is used to find the equation of the line which best describes 
the slit in the image. The distance to this line (x) for all the pixels responding 
is calculated and the intensity (normalised to 1) against the distance to the 
slit is plotted. 
The LSF is described by [32]: 
2 
x-al 




+a4exp - a5 (2.22) 
A non-linear fit to the LSF data may be used to deduce the values of a, -a5. 
Alternatively a digital transformation (Fast Fourier Transform) of the LSF 
data yields the MTF without some of the systematic uncertainties inherent 
in the fitting coefficients. 
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Contrast Týransfer Function 
The response of a detector to a square wave input of increasing spatial den- 
sity allows the Contrast Transfer Function (CTF) to be obtained. Thý con- 
trast measurement of the signal at each spatial frequency of a bar/space test 
object yields a function which describes the frequency components of an ob- 
ject that are visible to the sensor. This forms the basis of the Modulation 
Transfer Function, which may be derived from all the above functions. An 
optically transparent test mask with lead bars at increasing spatial density 
is imaged, and the contrast between the lead and background is calculated 
using equation 2.18. Performing this calculation across a large number of 
spatial frequencies yields the CTF(f), which may be used to calculate the 
MTF (see section 2.5). 
2.5.3 Noise 
All imaging system processes are susceptible to noise. This enforces a sta- 
tistically based analysis of the system performance. In an X-ray imaging 
system, there are three sources of noise: 
9 Fixed pattern noise 
* Electronic noise (ENC) 
* Photonic noise 
Fixed pattern noise 
Fixed pattern noise is caused by the inhomogeneity of the sensitivity of the 
detecting medium across the sensor surface and is directly proportional to 
the signal. This noise source may be compensated for by calibrating each 
individual pixel [33). In this case, multiple flood images are taken with the 
system, and a pixel-by-pixel average is performed to obtain a mean image. A 
flood image is simply a uniform, equal exposure across the sensor area. The 
pixels in the mean image are divided by the overall mean of all the pixels in 












Figure 2.9: A typical "S-curve" response for a single detector pixel. 
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the flood image. The result is a matrix which has a multiplication factor for 
each pixel which may be applied to any image taken with the system in order 
to smooth the response. This technique only works if the inhomogeneities 
display no time dependence. 
Electronic noise (ENC) 
Electronic noise arises from sources such as Johnson noise (from series re- 
sistances and poor electrical contact with the detector), shot noise (leakage 
current fluctuations) and the capacitance at the input of the preamplifier. In 
a counting system, the electronic noise may be calculated from analysis of 
the S-curve response for a single pixel at increasing test pulse height. 
The "S-curve" results from the loss of counts in a pixel as the threshold 
goes up. At low threshold, the counts are at a maximum, then as the thresh- 
old increases, the number of counts rapidly drops to zero at high threshold. 
The 50% response level is taken as the threshold of that pixel. The S-curve 
response is derrionstrated in figure 2.9. 




Photonic noise is the fundamental limiting noise factor in an ideal X-ray 
imaging system, and is caused by the variation in the number of X-ray pho- 
tons absorbed per unit area. This distribution obeys a Poisson statistical 
distribution [24], therefore for a mean pixel count, N, the standard deviation 
(a) in the signal level is given by: 
or = V-N (2.23) 
For the case of a flood image, assuming Poisson-limited noise behaviour, 
the signal-to-noise ratio is: 
SNR =N= VfN (2.24) VN 
A SNR which varies as VNY with increasing dose indicates that the noise in 
the sensor is dominated by the photonic noise. The SNR is clearly related to 
the number of photons detected per unit area, and the image quality improves 
as the number of X-ray quanta used increases. However, it is necessary to 
use second order statistics to describe the noise fully not only in terms of 
intensity, but also in terms of spatial noise correlations. This is the basis of 
the Noise Power or Wiener spectrum which is presented in the next section. 
2.6 Fundamental imaging parameters 
The above imaging concepts allow the determination of a set of figures of 
merit which allow different systems to be compared directly, irrespective of 
detector type and mode of operation. 
2.6.1 Modulation Tý-ansfer Function 
The Modulation Transfer Function (MTF) shows the response of an imaging 
system to a sinusoidal input of varying spatial frequency, and is an accu- 
rate representation of the fidelity of reproduction of object details at various 
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Figure 2.10: The concept of the Modulation Transfer Function. 
spatial frequencies. Almost all imaging systems reproduce the lower spa- 
tial frequencies much better than the higher spatial frequencies, hence the 
MTF decreases with increasing spatial frequency. Since the MTF describes 
the transfer of sinusoidal input,, in the frequency domain, it also describes 
the transfer of amplitude spectra. Therefore the MTF is a general transfer 
characteristic of imaging systems in the frequency domain, linking arbitrary 
inputs with their corresponding outputs. 
The MTF of a linear shift-invariant system is defined as the magnitude of 
the Fourier transform of the PSF of the system (Figure 2.10). The LSF may 
also be used for the calculation, but it must be noted that an MTF calculated 
with the LSF is only a profile of the true 2-D MTF. Therefore a single 
measurement of the LSF (or Edge Spread Function (ESF)) is not enough to 
describe the MTF, and a series of different measurements at different object 
orientations is required [341. 
The MTF may be calculated in two ways: 
9 Direct measurement with a bar/space pattern using the CTF 
* Analysis of the LSF (or edge spread function) 
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Figure 2.11: Relation of the Spread function to the MTF. A width increase 
in the LSF (dashes) corresponds to a decrease in the MTF at higher spatial 
frequencies. 
CTF method 
Since the CTF describes the contrast response to a set of rectangular pattern 
inputs, the MTF may be calculated from the CTF using a Fourier Series to 
obtain the sinsusoidal response. Provided the bar/space pattern represents 
a high number of spatial frequencies, the MTF may be defined by: 
CTF(f) - 
ICTF(3f) 
+I CTF(5f) -1 CTF(7f)... MTF( 4357 
(2.25) 
where f is the spatial frequency in lp/mm along one direction. 
LSF method 
The MTF is found from the modulus of the Fourier Transform of the LSF, 
using the same. coefficients as deduced in equation 2.22. Figure 2.11 shows 
the effect of the widening of the LSF on the calculated MTF. Given the LSF, 
the MTF may be calculated from [35]: 
27r 2a 2f2 I+ 2a4a5 




AITF(f) = --- 
5f2) (2.26) 
V2-ýa2a3 + 2a4a5 
Alternatively, a fast Fourier transform (FFT) may be applied to the data 
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to give a result for the MTF which has reduced systematic errors relative to 
those using the a, - a5 LSF fit coefficients. 
2.6.2 Noise Power Spectrum 
The Noise Power Spectrum (NPS) [37], also known as the Wiener spectrum, 
is a second-order statistical measure which describes the intensity of the 
noise at different spatial frequencies. The total noise power is composed of 
the quantum noise associated with the X-ray source, and system noise such 
as electronic noise or loss of resolution. 
Imaging systems blur fluctuations in the signal arising from noise in the 
same way that object signals are blurred. Quantum noise fluctuations are 
also blurred, however the power of the noise usually decreases with increasing 
spatial frequency. System noise however, is often independent of spatial 
frequency, and such sources are referred to as sources of "white noise". 
The NPS may be calculated by taking the squared modulus of the 2-D 
Fourier transform of the noise in an evenly exposed flood image. To reduce 
the noise in the NPS, a large number of spectra need to be averaged. Taking 
an area of the sensor from (-X, -Y) to (X, Y) (with u, v being the corresponding 
coordinates in frequency space), and averaging the counts (or grev level) 







An average may be performed, assurning radial symmetry, to determine a 
one-dimensional representation of the NPS, the Wiener spectrum, W AE (f). E 
2.6.3 Noise Equivalent Quanta (NEQ) 
The signal and noise characteristics of an imaging system may be expressed 
in a single figure, the Noise Equivalent Quanta (NEQ). The NEQ describes 
the photon fluence that would give rise to the same SNB, if the source of 
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all noise is attributed to quantum fluctuations in the photon beam. This 
assumption is made irrespective of the actual source of noise, so the noise 
level is assumed to be due to the apparent number of X-ray quanta per unit 
area, which is directly related to the SNR (equation 2.24). 
The NEQ has dimensions of quanta (or photons) per unit area and may 
be calculated from: 
NEQ(f) = 
MTF 2(f) (2.28) WAE (f) 
7- 
Low noise levels, hence higher SNR are associated with larger number of 
NEQ. The NEQ is decribed as the apparent number of X-ray quanta used 
in image formation, and will always be less than the actual number to which 
the system is exposed since: 
9 Not all photons are absorbed by system. 
High energy X-ray conversion to lower energies gives a spread in the 
energy deposited (increased noise). 
* The image system adds sources of noise other than photonic. 
2.6.4 Detective Quantum Efficiency (DQE) 
The Detective Quantum Efficiency (DQE) is defined with the purpose of 
including spatial resolution, sign al- to- noise ratio and sensitivity in the same 
figure [371. The, DQE is a measure of the efficiency with which the imaging 
system utilises the X-ray quanta to which it is exposed. It is calculated by 




The DQE is independent of the dose, but dependent on the X-ray spec- 
trum. The NEQ is always smaller than the exposing photon fluence, hence 
the DQE is less than unity for all systems. Further reduction of the DQE 
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arises from loss of resolution by the system and noise introduced by the 
sensor, both of which are manifest as reduced NEQ. 
The DQE can also represent the SNR transfer efficiency of the imaging 
system, since NEQ is the SNR' at the output of the system and the exposing 





Since DQE is essentially a measure of the dose efficiency of the imaging 
system, a system with 20% efficiency requires half the X-ray quanta required 
for a 10% efficient system to achieve the same image quality (same SNR). 
Therefore, higher DQE allows reduced patient exposure. 
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Chapter 3 
Photon counting detector 
(PCD) 
The architecture and characterisation of the photon counting detector are de- 
scribed in the following chapter. A description of the read-out chip, detector 
and experimental set-up is followed by results of the readout chip charac- 
terisation. A section on the properties of the complete detector assembly 
follows, and finally some other measurements related to device degradation 
and the selection of known good dice during wafer probing are presented. 
3.1 Description 
The. photon counting detector (PCD) is a hybrid semiconductor pixel detec- 
tor (sev chapter 1), comprised of the photon counting readout chip (PCCI) 
bump-bonded to an equally segmented semiconductor detector. This whole 
assembly is mounted on a PCB board, and is read out using either a VME 
based controller, or a dedicated 1/0 interface board. A description of each 
of the elements of the whole system follows. 
46 
Figure 3.1: Photograph of' the photon counting readout chip (PCQ. T he 
4096 pixels each have a size of 170/aii x 170pin. 
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Figure 3.2: Block diagram of a single PCC I)tx(, l cell. [39] 
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DAC voltage Function Typical values (V) 
Vbias Preamp bias voltage 1.6-1.8 
VCOMP Leakage current compensation 1.0-3.2 
VdI Width of pulse 0.7-0.8 
Vth Minimum threshold 1.2-1.8 
Vtha Threshold adjust 0.7-0.8 
Table 3.1: Bias voltages for the PCC1, and their typical values 
3.1.1 Photon counting chip (PCCl) 
The readout chip is designed in the 1 prn SACMOSI technology of FASELEC 
(Zurich) [38] which is equivalent to a 0.6 pm standard CMOS process. The 
chip has a 64x64 matrix of identical square pixels with 170 prn pitch (centre 
to centre) operating in single photon counting mode, forming a total sensitive 
area of 1.18 cm 2, which corresponds to over 70% of the total area of the chip 
[40][42]. Figure 3.1 shows a photograph of the top of the readout chip prior 
to bump-bonding. 
The functionality of a single pixel cell is represented by the block diagram 
in Figure 3.2 [39]. Each pixel contains a charge sensitive preamplifier, latched 
comparator with adjustable threshold, and a 15-bit pseudo-random counter 
[411 which behaves as a shift register which during read out is connected 
to the pixel above and below, allowing serial readout of each column. The 
preamplifier can receive signals from either the input bond pad, which is 
bump-bonded to a detector element, or from an external pulse generator via 
the test capacitor Ct,, t. Leakage current compensation of up to lOnA/pixel 
is provided at this stage by an externally set DAC (V,,,,, p). The output of 
the preamplifier is fed to a pulse shaper of variable pulse length. Above 
the global threshold Vth, the comparator contains three fully static flip-flops 
to provide a 3-bit threshold fine-tune, the range of which is determined by 
another bias voltage Mha), again externally set by a DAC. Two other flip- 
flops provide test enabling and masking for each individual pixel. A table of 
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the bias voltages and their typical values is shown in table 3.1. Note that the 
value of V,,,,,, p depends on the type of material used for the detector, where 
less compensation is needed for silicon because of the lower leakage current. 
Complete readout at 1OMHz is achieved in 384ps, and the power con- 
sumption for the chip is less than 200 mW. The chip is designed to collect 
holes at the electrode, and so is not well-suited to "single carrier" materials 
such as CdZnTe. One pixel cell contains about 400 transistors giving a total 
across the chip of 1.6 million transistors [43]. 
3.1.2 Experimental setup 
The PCD is run from a PC with dedicated software [44] developed by INFN, 
Napoli as aC executable and a newer LabWindows appication, and the 
device is controlled either through a VME crate or built-in PCI boards with 
a special interface. The PCD is powered by 4 externally supplied voltages: 
0 Vdd +3. OV power for digital part of electronics 
* Vdda +3. OV power for analog part of electronics 
* V,, +5V power line for motherboard/MUROS board. 
0 Vgnd +1.5V Reference analog 
* V,,,, System ground (OV) 
Except where indicated, measurements have been made with the LABEN 
VME readout system. 
VME setup 
Figure 3.3 shows a schematic of the University of Glasgow setup. A PC 
communicates with the PCD through an MXI-PCI-2 card, connected to an 
MXIbus controller in slot 0 of a VME crate. Also in the VME crate is 
the LABEN MRS-1 board, which has all the read/write FPGAs and also 
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Figure 3.3: Schematic of the VME based LABEN MRS system. 
sets the bias voltages [45]. The PCD is connected to this board through a 
motherboard which acts as a voltage regulator, and also as a measuring point 
for all the input/output lines. A pulse generator receives the timing signal 
ANIN, and changes the pulse amplitude while keeping the same timings. 
This is discussed further in section 3.2.1. 
MUROS-1 setup 
MUROS1 is a special interface designed to allow the PCD to be run from 
analog and digital PCI cards installed in the PC which generate the bias 
voltages, and perform the read/write functions [46]. Figure 3.4 shows the 
setup with the MUROS board, eliminating the need for the cumbersome 
(and expensive) VME crate. An internal pulse generator is provided on the 
MUROS board, allowing quick threshold calibrations to be measured without 
the need for an external pulse generator. 
X-ray tube 
Most of the detector measurements were made with a standard dental X-ray 
tube. The system used was the Planmeca Prostyle Intra X-ray set operating 
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Figure 3.5: Photon flux calibration for the Planmeca Prostyle Intra X-ray 
gun at 1R exposure with 60kVp anode voltage. 
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at 60kVp [47]. Figure 3.5 shows the manufacturer's measurement of the 
photon flux as a function of energy at 1R (8.7mGy) exposure [48]. The 
peak energy lies around 30keV, with no flux recorded below 15keV. The 
tube is susceptible to "on-time" errors which make low fluence measurements 
erratic, and the PM motherboard may be affected by increasing amounts 
of electromagnetic noise, degrading the detector performance at high flux 
[49]. 
3.2 Readout chip performance 
The performance of the PM is determined by the chip's response to a 
known external stimulus. For optimising electrical performance, the readout 
chip is supplied with a known number of pulses of varying amplitude and 
frequency from a pulse generator. The bias voltages are adjusted to give the 
best results from this test. In this way, the Vbiasi Vc,,, p and Vd, may be set. 
3.2.1 Threshold scan 
The pulse generator is programmed to provide 1000 pulses to the test input of 
each pixel cell. The width and period of these pulses are set in the software. 
The pulses have a period of 37ps, with 1000 pulses occurring in about 36ms. 
The timing between the 1000 bunches is about 50ms. The amount of charge 
deposited is determined by the pulse width, which for the VME system is 
set to 200ns. If the test input capacitance is known, an equivalent amount 
of deposited electrons may be easily calculated. A plot of the number of 
responding pixels against test pulse height yields a Gaussian distribution of 
pixel thresholds, the mean of which may be used to measure how well the 
detector is performing. 




















Figure 3.6: Plot of the threshold distribution of chip 4K. A Gaussian curve 
is fitted with a mean of approx. 15mV 
Minimum threshold 
A value for Vth (the comparator threshold) is determined by varying this 
value with no external stimulus, and looking for the point where the matrix 
becomes noisy. In this case, the Vth cut-off point was when 10% of the matrix 
was counting above 2 counts with no input pulse. 
At thisVth value, the response of the chip to increasing test pulse height 
was measured. The test pulse range was typically from 8 to 40mV for an 
unadjusted chip. A pixel was defined to have responded when the count 
returned exceeded 50% of the total pulses given to the pixel (i. e. 1000). 
A pixel was defined as noisy if it exceeded 1002 counts (i. e. 2% over the 
maximum). The best operating point is the value that gives the lowest mean 
value of the distribution, with the lowest variance, achieved by varying V,,,,,, p 
and Vbias, although Vbias will give the greatest difference while there is no 
detector attached. VdI is also determined in this way, and often manifest 
double counting is an indication that VdI is too high. 
Figure 3.6 shows the minimum threshold achieved with readout chip 4K 
(from the 1st fabrication run). The mean corresponds to approximately 
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Figure 3.7: ENC calculation. 
1400e- with a variation of about 350e-. This corresponds to about 5.1keV 
in silicon and 5.8keV in GaAs. An input charge of 800OOe- (290keV in Si, 
336keV in GaAs) was later applied with no performance degradation. The 
values of number of electrons are calculated assuming an input capacitance 
of 14.9fF and silicon as a detecting medium. 
ENC 
The total electronic noise may be calculated by examining the response of 
the matrix to increasing calibration pulse heights on a pixel-by-pixel basis. 
The response of one pixel is shown in figure 3.7(a), with the difference in 
input signal between 2% and 98% response corresponding to 4ar of the noise 
distribution. Taking all the pixels into account (figure 3.7(b)), the mean 
width of the 4or is about 7.2mV giving an ENC of approximately 170e- 
using the 14.9fF test capacitor estimate. The ENC noise is dominated by 
the comparator noise. 
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Maximum pulsing frequency 
The time delay between pulses from the pulse generator was decreased to 
observe the maximum counting frequency of the PM chip. The chip was 
successfully pulsed up to a frequency of 2MHz with no loss of electrical per- 
formance. Above this frequency the PM had difficulty resolving each in- 
dividual pulse because the comparator had not reset before the next pulse 
arrived ("pile-up"). 
3.2.2 Threshold adjust 
The ever decreasing component size in hybrid semiconductor detectors means 
an increase in the amount of on-board logic that may be implemented on the 
readout chip. Of the five configuration bits on board each pixel, three of 
them are reserved for a 3-bit threshold fine-tune. The concept behind this 
adjustment and the practical determination of the improvement achievable 
are outlined below. 
Concept 
The voltage Vth is set globally so that every pixel should have the same 
comparator threshold. This is not true in reality (see figure 3.6) due to small 
variations in V, OMP and Vbias transistor dimensions 
[501. Another fraction 
of global voltage (Vtha) is applied to each pixel in addition to the global 
threshold in steps of 0 to 7 (3 bits in binary). This value is written to the 
flip-flops prior to acquisition. The total threshold may then be given by the 
expression: 
Vtotal z` Vth + (0 - 7) x (Vtha) 
This should at best give a factor of 8 improvement in the width of the 
threshold distribution. During normal, non-adjusted operation the flip-flops 
contain a zero,, giving no extra threshold above the global Vth level. 
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Determination of adjustment 
The minimum threshold is determined in the manner described above to find 
a value for Vth. To quantify the amount of adjust a certain value Of Vtha gives, 
the adjust bits are loaded with a7 (maximum adjust), and then a pulse height 
scan is performed. The resulting distribution is still Gaussian, but moves up 
in mean threshold (some widening of the distribution is observed also). The 
idea is to choose a value Of Vtha which allows the upper 1/8th of the zero- 
adjusted distribution to overlap with the lower 1/8th of the "seven-adjusted" 
distribution. At this point it can be reasonably assumed that all the pixels 
in the distribution will have a value of adjust that will fall in that region. 
The distributions for adjusts between 1 and 6 are measured once the correct 
value Of Vth,, has been determined. 
A range is chosen over which the thresholds are to be adjusted. This 
value must be greater than or equal to 1/8th of the width of the original 
distribution, as a factor of 8 improvement is the limit of the adjust. A pixel- 
by-pixel analysis of the response across all adjust values yields an adjust 
value which causes the pixel threshold to fall in the predetermined region. 
A complete threshold adjust map is then created, which may be loaded onto 
the PCCL 
Results 
Figure 3.8 shows the effect of the threshold adjust on the threshold scan. 
The 0 and 7 adjust responses are shown for a Vtha value of 0.72V. The tuned 
threshold distribution is shown in the middle of the 0 and 7 distributions, 
and gives a variation of about 80e-s at a mean of approximately 23mV 
(2150e-s). The value Of Vth may be lowered to give a lower mean threshold, 
at the expense of widening the variation slightly [421. 
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Figure 3.8: Threshold scan with 0 adjust, 7 adjust, and 3-bit tuned threshold 














Figure 3.9: Calibration curve of mean pixel input pulse threshold in mV as 
a function of comparator threshold Vth- 
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3.2.3 Test capacitor calibration 
As mentioned previously, the values in electrons for the pulse height are given 
assuming an input capacitance of 14.9fF. This value was given as the design of 
the front end capacitance of the PCC1 is the same as that of the Omega3 [51], 
and the calculated capacitance value is estimated from this. A calibration of 
the input capacitance may only be achieved by source measurements with a 
detector bump-bonded to the read-out chip. However, a calibration of the 
input pulse height as a function of the comparator threshold Vth is necessary 
to fit any subsequent source data. This has been performed for a SI-GaAs 
detector at CERN [55]. 
Figure 3.9 shows the mean threshold in mV as a function of compara- 
tor threshold Vth for an unadjusted chip (P24). The ordinate scale will be 
calibrated in terms of electrons deposited in silicon subsequent to a source 
calibration as described in section 3.3.2. 
3.3 Detector performance 
Leakage current in the PCD will cause radiation-generated charges to be lost 
in a high signal background. Reverse-biasing the devices reduces the back- 
ground to a level at which the signal generated from a single event may still 
be resolved well. Since we also want to fully deplete the device to get as high 
as possible charge collection, a scan of the leakage current as a function of 
bias voltage allows the highest reverse bias applicable before device break- 
down to be calculated. The PM has been successfully bump-bonded to 
detectors fabricated on silicon and SI-LEC gallium arsenide. Results of the 
characterisation of both sensor types is presented in the following section. 
3.3.1 Detector measurements 
Figure 3.10 shows the IN characteristics of a GaAs and a Si detector. The 
leakage current from the detector is a good indication of the reverse bias 
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Figure 3.11: Threshold scan (unadjusted) for GaAs and Si detectors. 
0 so 100 ISO 200 250 Reverse bias (V) 
3.3 Detector performance 59 
required to deplete the device fully, as it indicates the highest depletion 
possible before the leakage current increases to the point where imaging is 
impossible. Just before breakdown, one can be sure the device has reached 
it's maximum possible sensitive volume. An I-V scan of the leakage current 
as a function of reverse bias for a 200prn SI-LEC GaAs detector is shown in 
figure 3.10(a). The leakage current rises fairly rapidly from 0 to 7AA before 
levelling off to around 9pA at 230V reverse bias. Higher bias voltage leads 
to device breakdown and the leakage current rises steeply to a level which is 
unsuitable for particle detection. This is due to the electrons being acceler- 
ated by the electric field so much they cause impact ionisation, generating 
an avalanche of carriers. The 210V point was chosen for imaging because 
it provides the highest charge collection before breakdown. Good detectors 
with Non-Alloyed Ohmic Contacts [39][53] will reach voltages of up to 600V 
before breakdown. 
Figure 3.10(b) shows the I-V curve for silicon. The leakage current is 
over an order of magnitude less than in SI-GaAs due to the better stability 
and homogeneity of Si detectors. An operating voltage of 80V reverse bias 
is enough to achieve approximately 100% charge collection 
-efficiency. 
After bump-bonding, the effect of the reversed-bias detector on the mean 
threshold was investigated by performing a threshold scan in the manner 
described in section 3.2.2. Figure 3.11(a) shows the mean threshold for the 
chip moving up to approximately 20mV, and figure 3.11(b) shows the Si 
assembly responding with a mean threshold of over 30mV. The degradation 
of the silicon detector is discussed in section 4.3 (Desputtering). With the 
Si assembly, the application of a reverse bias across the detector does not 
increase the threshold significantly from the readout chip calibration due to 
the low noise of the biased silicon detector. 
Figure 3.12 shows the mean counts recorded as a function of reverse bias 
voltage for GaAs and Si. Both detectors were illuminated with the Planmeca 
dental X-ray tube at 60kVp, with a source-detector distance of 55cm. The 
SI-GaAs shows a region of low noise near breakdown corresponding to com- 
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Figure 3.12: Mean counts across the pixel matrix as a function of bias voltage 
for SI-GaAs and Si. 
plete depletion which is the best imaging operating point. The silicon slowly 
plateaus to full depletion after about 60-70V. 
3.3.2 Absolute calibration 
To characterise the PCC1 a relation between the test signal and the actual 
charge injected from the detector must be established. The value of the test 
capacitance was determined using radioactive sources with known gamma 
energies [541, and scanning through the comparator NO values to link the 
input pulse in mV to the actual charge detected in electrons. The procedure 
was to start with a low threshold at which all the photons from the source 
would be counted, and then to move the threshold up in small steps until a 
drop in counts was seen. This corresponds to a point just above the main 
energy peak, and after differentiation will show a peaked differential pulse 
height distribution as a function of comparator threshold. The position of the 
peak corresponds to the energy of the K X-ray, or the "end-point". The value 
Of Vth which corresponds to the gamma end-point may be compared to the 
mean threshold in mV achieved with the test signal. Comparing the known 
R*vomo bias (V) 
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Figure 3.13: S-curve response of the detector to a flood, Ag K X-ray source 
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Figure 3.14: Threshold calibration from figure 3.9 with source end-point. 
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charge detected and the test pulse height will yield the input test capacitor 
value (using Q= VC). The end-points are determined on a pixel-by-pixel 
basis (similar to the ENC calculation) and the average value of the input test 
capacitor may be calculated assuming a charge collection efficiency relevant 
for the material. The design value of the test capacitance is given as 20fF. 
The system noise increases the width of the energy peak, so the value 
determined by the above method will be a best case estimate. Subtracting 
the system noise will raise the test capacitor value. A value for the input 
test capacitor has been determined for a SI-GaAs detector [551 (assuming a 
CCE of 89%) yielding a test capacitor value of approximately 24.7fF (after 
a system noise of 250 e- was subtracted). This may be assumed as an 
overestimation due to the shaping time assumed for the GaAs (1ps) being 
more than the shaping time of the PM (150ns), and consequently some 
signal may be lost. 
A calibration for a silicon detector will prove more accurate due to the 
high uniformity, operational stability and charge collection efficiency of 100%. 
Figure 3.13 is a plot of the mean counts achieved with the Ag source as 
a function of comparator threshold. The large error bars are due to the 
relatively low statistics with the variable X-ray source and a 50% level of 
1.72V for Vth was estimated. This curve may be differentiated to determine 
the source end-point. Figure 3.14 shows the threshold calibration from figure 
3.9 with the end-point estimated above for a silver source (K,, =22. lkeV) 
fitted to the curve, which has been rescaled in terms of the amount of charge 
liberated in silicon. A charge of approximately 6000 electrons at the end 
point of around 1OOmV yields a test capacitance value of 10fF, which is low 
compared to the result achieved with GaAs. The electrical performance of 
the P-24 chip was borderline rejection (according to the chip selection criteria 
stated in section 3.4.1), requiring a high threshold to exclude the extra signal 
provided by the low input capacitance. 






01 10 is 20 25 30 35 40 45 X-ray exposure (mR) 
(a) Detector 06GO-71 (SI-GaAs 





(b) Detector P24(5D) (Si 300, um) at 
80V reverse bias (no threshold adjust). 
Figure 3.15: Sensitometric curves for SI-GaAs and Si. 
3.3.3 Sensitivity 
The dose response of a photon counting system should be linear across the 
whole dynamic range. Figure 3.15 shows the mean number of counts across 
the whole matrix as a function of X-ray exposure. The standard deviation 
in the mean (noise) is shown on the error bars. At 60 kVp, the Planmeca X- 
ray gun delivers approximately 1.2 x 1010 photons/cm'/R [481, which for the 
PCD corresponds to 347 photons/pixel/R. The images were median filtered 
with a 3x3 kernel to improve the noise. 
The gallium arsenide detector shows a linear response above 3mR (24 
pGy), with a photon detection efficiency of 49% (measured at 20mR (160tiGy)). 
The silicon response is also linear, with a detection efficiency of 28%. The 
silicon detector suffers from poor photon absorption above 20keV resulting 
in a lower number of counts per pixel than in the GaAs. However, the noise 
level in silicon is still better than in GaAs due to the high number of defects 
in bulk SI-GaAs- 
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Figure 3.16: Gain map calculated for 30 consecutive exposures of detector 
71-06GO (250jan SI-GaAs) at 20inR (160pGy). 
3.3.4 Optimisation 
The. principle of threshold adjust has been discussed above as a means of 
smoothing pixel-to-pixel variations across the sensor matrix. This adjust- 
nient is fine for the readout chip, however it has little effect on more macro- 
scopic inhomogeneities within the detection medium. This is especially true 
in GaAs, where the. large number of trapping centres means that there may 
be areas of the sensor where the material itself is distorting the signal seen by 
the electronics, resulting in a poor image quality. The gain map is calculated 
by taking a large number (more than twenty) of flood images under identical 
(lose conditions and calculating a pixel-by-pixel mean, and a mean across 
the whole matrix. The deviation of each pixel from the global mean may be 
calculated which yields a multiplication factor map which may be applied to 
bring each pixel to the global mean value. In this way, areas of the matrix 
with too low or too high a response may be identified and a geography of the 
matrix response may be plotted. 
The gain-niap correction was performed on chip no. 71 (SI-GaAs), taking 
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Figure 3.17: Plot of mean count per pixel for 30 identical acquisitions. 
30 consecutive exposures at 20mR (160 pGy). The signal-to-noise ratio for 
the fixed pattern noise before gain map correction was 6.67. Figure 3.16 
shows the gain map calculated from these 30 flood images. The blue area 
near the top left is the small blob of solder bonding the HV supply to the rear 
side of the detector. Applying the gain map calculated from all 30 exposures, 
the signal-to-noise ratio improved to 13.5. 
The gain map correction was observed to become redundant at higher 
doses, suggesting a dose dependent factor when applying the gain map. The 
converse was observed to be true, where a high dose gain map was applied 
to a low dose image. This effect may be better investigated using silicon 
detectors, and has been investigated for SI-GaAs before [57], with similar 
results. 
3.3.5 Noise 
A study of the uniformity of the response of a pixel across a number of 
consecutive acquisitions was made to investigate if there were any regions of 
the PCD exhibiting Poisson-Iiinited noise behaviour. The detector used for 
this study was 98251, which by the time of the experiment had degraded to 
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Figure 3.18: Plots of the variation across the pixel matrix for real and ideal 
noise. 
a device with a sensitive area of about a third of the entire matrix. Reasons 
for this degradation are given in section 3.4.2, however the good area was 
still large enough to image with a large number of pixels. The detector was 
operated at 205V reverse bias, with a Tb source (47 keV) illuminating the 
back side for I hour per image. Figure 3.17 shows the mean response of each 
pixel over the 30 acquisitions, with the active area containing regions of no 
response that are about 3 pixels by 3 pixels in size. 
The. response of each pixel over the 30 acquisitions was measured by 
plotting the, standard deviation in the mean of each pixel in the same way 
as figure 3.18(a). There appear to be areas just outside the dead zones 
where the pixels fluctuate a large amount through the images (appearing as 
white areas). By plotting the square root of the means in figure 3.17, the 
actual noise per pixel may be compared with the ideal situation of Poisson 
limited noise (figure 3.18(b)). The plots in figure 3.18 show similar bad areas 
and an overall similar noise level, with the actual noise just higher than the 
quantum noise. Figure 3.19 shows the theoretical and measured noise in the 
good region of the detector on the same plot for comparison. 
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Figure 3.19: Plot of the expected and measured standard deviation for a 
mean pixel count N. 
3.3.6 Spatial resolution 
The Modulation Transfer Function for GaAs and silicon was measured by the 
Freiburg group [581. Using a 20pm slit, a line spread function was determined, 
and an MTF calculated using the LSF. An MTF of approximately 4.4 lp/mm 
at the 30% level is found for both silicon and GaAs (c. f. figure 3.21). The 
MTF is poorer than most commercial digital imaging systems due to the 
large pixel size. A comparison with other systems has been made by Irsigler 
et al. [59] and is shown in figure 3.21. 
3.4 Image processing 
A number of image processing algorithms may be applied to the PCD1 images 
to improve the noise performance or enhance certain features. In dealing 
with radiographic images, one requires a smoothing algorithm that smoothes; 
Gaussian noise and eliminates noisy pixels, while still retaining the image 
boundaries (i. e. not smoothing out the edges). The best method for this 
type of image procesing is the median filter. 
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Figure 3.21: Modulation transfer function for other imaging systems. The 
SI-GaAs detector was a 240x320 array of 35pm square pixels bump-bonded 
to a charge integrating read-out chip developed for IR imaging. 
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(ýI) Raw data illiage of a fliolai. 
phailtoill. 
(h) timige of molar phantorn 
after application of it 3A ker- 
nel median filter. 
Figure: 1.22: Image of a tooth pliantoin with and without a 3A kernel inedian 
filter. 
3.4.1 Median filter 
The niedian filter works bY taking the median vidue of the counts in a pixel 
and it's neighbours. III ;I 3X3 kernel inedian filter, the count,, in a pixel and 
it's sill-roullding 8 11cighbours mv listed in ascending order. The middle value 
III t1le list, rephices the origiii; d cent, nd pixel count. This method pushes nois. ), 
or dead pixels to the extrenics of the inedian list, and are unlikely to be the 
niedimi value. Figure 3.22 shows a PCD image of a molar phantom illuini- 
natled NvIth a 60kVI) X-ray beani for 0.05 seconds. This corresponds to 30% 
of the normal dose required for imaging an adult molar [47]. The detector 
wits 200/nn Sl-Gýiy\s (981513) operating at 21OV. Figure 3.22(a) shows the 
unprocessed raw inulge from Hic PCDt, and figure 3.22(b) shows the image 
after Hie 1pp11(-; 1hoII of' ;I 3x3 kernel inedian filter. It can be seen that the 
shape of Hic image remains Int, act, whereas the noisy pixels have been ef- 
fVchvely inasked. Bigger kernel sizes, however, lead to a reduction in edge 
1ýesollit, ioli. 
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3.5 Device assembly 
Hybrid pixel detectors by their nature allow separate optimisation of detector 
and electronics, making the testing of individual components of the system 
before assembly a reality. The testing of the readout chips before they are 
diced is described, including some tests on the reliability of the chip selection 
process and the performance of chips from a range of sites across the wafer. 
The bump-bonding process is described extensively in Humpston et al [141 
and will not be expanded upon here, however some device degradation which 
may be due to this process has been seen and is discussed at the end of this 
section. 
3.5.1 Wafer probing 
The readout chips are fabricated on 6 inch wafers and are individually tested 
prior to flip-chip bonding. Digital and analog tests are performed to select 
Known Good Die, the contact with the readout chip being made with a 
specially designed probe card, which allows a temporary contact with the 
bonding pads to be established. Wafer probing was performed at CERN, 
Geneva and NIKHEF, Amsterdam. 
Probe station setup 
Figure 3.23 shows the probe station set-up at NIKHEF. The wafer is mounted 
on a vacuum plate under the microscope, and the plate is grounded to min- 
imise noise. The microscope is required to line up the contact needles on 
the probe card with the readout chip bond pads, and may be programmed 
to step across the wafer automatically by a repeatable distance to speed up 
the probing process. Once aligned, the probe needles are lowered to make 
contact with the pads, usually with a small amount of overdrive to make ef- 
fective contact with the chip. Figure 3.24 shows the mean threshold achieved 
with one chip (1G - wafer 1OC3) at different probe needle heights. It can 
be seen that an overdrive of approximately 0.2mm is required to get reason- 
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Figure 3.23: Photograph of probe station setup at NIKHEF. Tile MUROSI 
Interface call be seell at the bottom nght, with the probe card connector 









Figure 3.2,1: Plot of' average threshold against probe card contact height. 
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Figure 3.25: Wafer map for wafer 1OC3. The lower histogram in each box 
shows the shape of the threshold distribution. The upper curve is the mean 
S-curve response of all the pixels 
I 
able contact with the bond pads. The return line (the flatter one) shows a 
"lifting" effect, where the threshold increases much more slowly than when 
the needles are brought down. This is probably due to the needles retaining 
their contact with the bump pads on the way up. 
Known Good Die 
Criteria for the selection of readout chips which will have detectors mounted 
on them are based on the number of pixels which count properly, and the 
uniformity and level of the response to the input stimulus. The chips may 
be categorised into two classes: 
Class 1: Chips which have more than 4000 pixels responding at a 
mean threshold of less than 20mV 
* Class 2: Chips which do not meet the first class are normally rejected. 




Figure 3.26: Assembly 98251 illuminated by a Tb source. The active area 
has decreased to approximately 30% of the original sensor area over a period 
of 7 months. 
Figure 3.25 smininarises the measurements inade on wafer IOC3. Each 
box colit'allis ;I Illstograill mid curve. The histogram (at the bottoin) shows 
the simpe of' the t hreshold distribution, and the upper curve shows the inean 
"s-curve" res'pollse of all pixels in the niatrix. The fact that the. best chips are 
found 
oil the periphery of tile. wafer has been observed in almost all wafers 
tested. This wafCr has 7 Class I chips, with a further 15 chips which are 
)list below the selection criteria. Possible causes of the poor quality of chips 
near the centre include a variation in bias voltage (Vbia, and V,,,,, p) across 
the wafer due to differing transistor dimensions, which may be affecting the 
Operating conditiOlls. 
3.5.2 Bunip-bonding 
Sollic asselliblie's have been sevii to degrade quite badly in iniage quality 
With the passage of' kine. One of the principal effects seen is the gradual 
loss' of' selisitivity around the perimeter, leaving onlY a sinall part of the 
ScIlsor operational. F Wire 3.26 shows ail SI-GaAs assembly flood image, 
Top of detector 
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vss OV (unchanged) 
vCC +5V (unchanged) 
Table 3.2: New supply voltages for the damaged GEC chips. 
with about 70% of the detector giving no useful information. This effect 
may be due to differential thermal expansion between the readout chip and 
detector, causing higher stress at the periphery of the detector and leading 
to loss of signal from the outer pixels. Since assemblies were in extremely 
short supply, a destructive test to view the degradation of the detector by 
cycling the temperature was not performed! 
3.5.3 Sputtering damage 
Silicon assemblies bump-bonded at GEC during Spring 2000 were found to 
have been radiation damaged by the sputtering under-bump metallisation 
process [141. The effect of this was to reduce the Vdd and Vdda supplies 
to the chip, causing a drop in performance. The external supplies for the 
PCC1 were adjusted upwards to compensate for the damage, and the analog 
reference voltage V9nd was similarly increased to provide an effective current 
drain. Table 3.2 shows the new voltages required to operate the PCD. These 
values apply to all silicon detectors studied in this thesis, results from which 
are described in Chapters 4 and 5. 
A summary of all the devices received in Glasgow and used, in this thesis 
is presented in table 3.3. 
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Device Date Material 
R/O chip 8D, 8F 10/97 No detector 
1804B 5/98 200jim SI-GaAs (Alenia) 
9815A-L 7/98 200pm SI-GaAs (Glasgow) 
9825H-I 12/98 300tim SI-GaAs 
71-06GO 4/00 250pm SI-GaAs (Freiburg) 
P24[5D], P22[6H] 5/00 300prn Si (Freiburg) 
GA1, GA2, GA3 1 5/00 500pm EPI-GaAs (Glasgow) 
Table 3.3: Summary of devices at University of Glasgow. 




The monochromatic, high flux photons produced by a synchrotron radiation 
source are an ideal testing ground for the PCD. The Synchrotron Radia- 
tion Source (SRS) at the CLRC Daresbury Laboratory, Cheshire, England 
provides such a source, with Station 9.1 providing a full experimental setup 
for powder diffraction studies. The existing technology is based on scintilla- 
tors, which although efficient are quite slow and provide no 2-D information. 
The PCD used for the experiments described here was assembly 98251 from 
CERN, a 200prn thick SI-LEC GaAs detector operated at 340V reverse bias. 
The MEDIPIX readout chip was loaded with a 3-bit threshold adjust mask, 
calibrated at the SRS using a pulse generator before any images were taken. 
The useful working area of the detector had, by this time, reduced to a 4004 
pixel array in the top half of the sensor. Possible sources and consequences 
of this behaviour are discussed in Chapter 3. The SRS was working in single- 
bunch mode for the duration of the visit, thus ruling out a study of the rate 
capabilities of the PCD. The opportunity was therefore taken to extend the 
work of Manolopoulos et al. [60] which used a GaAs and Si pixel detector 
with the Q3/LHC1 in an X-ray powder diffraction (XRD) experiment. The 
SRS was, in this case, operating in multi-bunch mode, giving higher rate and 
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4.1 X-ray powder diffraction 
Over a hundred years ago it was known that crystals consisted of repeating 
unit cells, establishing highly symmetrical planes and faces within crystalline 
materials. Later, with the discovery of X-rays, diffraction patterns were 
observed from these symmetrical crystal structures which allowed detailed 
measurements of the crystalline structure of these materials to be taken. The 
investigation of crystal structure should ideally be made on single crystals, 
however the lack of availablility of single crystal samples necessitates other 
experimental methods. One of the most common is X-ray powder diffraction, 
which coupled with the high-intensity, monochromatic beams available at 
synchrotron sources allows detailed study of simple structures. 
4.1.1 Synchrotron radiation 
Synchrotron radiation is defined as the electromagnetic radiation emitted 
by a charged particle moving with relativistic velocity through an external 
electric (or magnetic) field, being observed at a large distance usually in the 
forward direction of the particle motion. 
Synchrotron radiation has a number of unique properties [61]: 
4, High brilliance: radiation is extremely intense and highly collimated. 
e Wide energy spectrum: radiation is emitted with a wide range of ener- 
gies allowing a beam of any energy to be produced. 
9 Polarisation: radiation is highly polarised. 
9 Short pulse length: typically less than a nanosecond. 
These properties have been exploited in a vast range of research fields. 
Using the intense UV, soft and hard X-ray beams synchrotron radiation 
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Figure 4.1: Laboratory setup for a diffraction enhanced imaging experiment. 
[62] 
facilities produce, it has been possible to: determine the structure of materi- 
als and molecules, the chemical structure of surfaces and interfaces; analyse 
trace element concentrations in regions of the size of a micron; measure local 
molecular structures in disordered systems (e. g. solutions and catalysts) and 
has allowed 3-D CAT scan images to be obtained with micron resolution. 
Third generation synchrotron sources (such as the planned UK DIA- 
MOND project) will be capable of delivering a beam which will make time- 
resolved crystallography and spectroscopy feasible on a nanosecond timescale. 
The high intensity beams may be used in high pressure diffraction experi- 
ments, and X-ray microscopy will benefit from 100 Angstrom resolution in 
the ability to image wet biological samples, which is finding important ap- 
plications in biology. 
Application 
A good example of the application of synchrotron radiation to medical imag- 
ing can be found in the relatively new field of diffraction- enhanced imaging 
(DEI) [62]. 
DEI is a new method of X-ray radiography developed in 1995 at Brookhaven 
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Laboratory, NY, USA for mammography with improved image contrast. 
A fan-shaped, synchrotron-generated x-ray beam, monochromatized by a 
perfect-crystal monochromatoriS used to measure the x-ray transmissl on of 
a subject in a line-scan detection method. Figure 4.1 shows a typical ekperi- 
mental setup for DEL The heart of the system is the analyser crystal, similar 
to the monochromator crystal, which is positioned between the subject and 
the detector. The detector only receives the part of the subject transmitted 
beam which has satisfied the crystal's diffraction condition. An image con- 
trast is achieved by measuring the angular yield function (rocking curve) by 
moving the analyser above and below the diffraction angle. The intensity 
of the transmitted beam falls off either side of the rocking curve, and hence 
two measurements made on different points on the curve will provide a high 
sensitivity image contrast to the two physical processes defining the angu- 
lar deviation: refraction, which is symmetrical to the left and right of the 
rocking curve peak; and small-angle scattering, which is symmetrical above 
and below the plane. None of these processes are resolved in conventional 
radiography. 
A typical detector for this application is a scintillator array (CdW04) 
bonded to a photodiode array with around 0.92mm pitch (usually masked 
by a tantalum grid which improves the spatial resolution by a factor of 2). 
The angular step required to image across a 360" rotation of the sample 
corresponds to approximately 0.23mm across the detector face. 
Hybrid pixel detectors would allow a complete 2-D profile of the rocking 
curve to be acquired in a single acquisition, along with lower noise than the 
indirectly detecting scintillator/photodiode array. The opportunity to tune 
the threshold would also allow Compton scattering effects to be excluded. 
The possibilities for photon counting pixel detectors in a similar experiment 
is presented in section 4.2. 
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Figure 4.2: Radiation geometry from an undulator 
4.1.2 Origin 
Consider a charged particle moving with velocity Pc on a closed circular orbit 
of radius p. The emitted radiation is expected to have a line spectrum of 
frequencies: 
nwo , w,, - 
OC 
p 
where wo is the revolution frequency. In practice, quantum noise broadens 
these lines to the extent that a continuous spectrum emerges. However, 
use of an undulator allows quasi-monochromatic synchrotron radiation to be 
produced from relativistic particles. 
4.1.3 Undulator radiation 
An undulator or "wiggler" is a spatially periodic magnetic structure which 
creates a field of the form: 




where A. is the period length. Figure 4.2[63] shows the geometry of the 
radiation from the undulator. Provided the field is not too strong, the particle 
trajectory through the wiggler is (to a good approximation): 
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x=a cos (k,, z) a= ; ý- , k,, = -A (4.3) c, y 2u 'o ku 
where, 
dx 
-iPo sin(kuz) , ? Po = 
eBo K (4.4) 
dz moc-yku 7 
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E, 
K eBo Oo (4.5) ;ý0 
C2 mocyku '- 
The behaviour of the radiation produced is strongly dependent on the 
maximum deflection angle V50 compared to the natural opening angle of the 
synchrotron radiation . 1. The quantity K (equation 4.5) quantises this de- 
pendence. If K>l, the trajectory 'wiggles' by more than the natural opening 
angle, leading to a complicated radiation pattern. For K<1 the angular 
range is much smaller than . 1, producing radiation of a relatively simple 
nature which may be made monochromatic through collimation. 
4.1.4 Daresbury Station 9.1 
The Synchrotron Radiation Source consists of a commercially available linac 
producing an electron beam of between 10 and 15 MeV, which is injected into 
a 600 MeV booster synchrotron. This accelerated beam is in turn injected 
into the storage ring operating at 2 GeV. The RF power for the storage ring 
is provided by a 250 kW klystron supply and the ring has a bending radius 
at the curves of 5.56m, and a mean orbit radius of 15.28m. The facility 
produces at its exit ports a beam strongly peaked in the forward direction, 
highly polarized in the plane of the electron orbit, and with a well-defined 
continuous spectrum reaching from the infra-red to X-rays. Station 9.1 [65] 
houses the powder diffraction facility, allowing operation in Debye-Scherrer 
(or flat-plate sample) geometry at X-ray wavelengths between 0.4 and 1.5 
Angstroms (31keV down to 8keV). At 15m from the 5T wiggler magnet, a 
water-cooled Si (111) monochromator crystal may be set to an angle with a 
precision of 0.001'. The station receives approximately 2.87mR/s (25ASv) 
at the Si collimator, and 0.69mR/s (6pSv) is delivered onto the sample. The 
maximum flux occurs above 25keV during multi-bunch operation, where a 





sample to detector distance = 700mm, 
Figure 4.3: Experimental setup for the X-ray powder diffraction experiment 
number of closely spaced (of the order of picoseconds) electrons are injected 
into the booster synchrotron. 
4.1.5 Debye-Scherrer method 
A spinning capillary tube full of a powdered sample (KNb03) was illuminated 
with the monochromatic X-ray beam. The beam is scattered by the crystal 
planes within the sample according to the Bragg formula [64]: 
nx A= 2x dx sinO (4.6) 
Because of the random orientation of the crystals in the sample, the 
diffraction maxima lie on a cone making an angle of 20 to the incident beam 
direction, which is an axis of symmetry. With a detector placed normal to 
the beam direction, these maxima may be viewed as a series of concentric 
rings in space. Figure 4.3 shows the basic experimental setup. Standard 
detection techniques in such experiments involve scintillators, in this case a 
20mm diameter disk of scintillating material, collimated with a 30OPm slit, 
connected to a standard photomultiplier, amplifier, comparator and scaler 
readout chain. The PCD was mounted in the same position at the end of 
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Figure 4.4: PCD scan across 20 of a section of the XRD pattern from 8' to 
18' 
the detector mounting arm. 
4.2 Large Area Pattern Scanning 
The disadvantage with the scintillator set up is the need for movement in at 
least one direction in order to visualise any variation in the intensity pattern. 
The 2-D positional information provided by the PCD allows adjacent XRD 
pattern maxiina to be resolved in a single acquisition. However, the extra 
information acquired by a single image can be used to cut down the number of 
steps needed to obtain a large area "tiled" image. Figure 4.4 shows a layered 
image of a PCD scan across the diffraction pattern at 20 keV photon energy. 
The angles along the x axis represent vertical movement in 20, with a source 
to detector distance of 700mm. Note that the white spots in the bottom third 
of the image, which are repeated for every image layer, are noisy pixels which 
have escaped the threshold masking process. The scintillator image profile 
in Figure 4.5(a) required steps of 0.01' along 20. The PCD scan shown in 
Figure 4.5(b) (the profile of Figure 4.4) required steps of 0.3' to achieve the 
saine resolution. The acquisition time per step for the PCD was 30 seconds 






(a) Scintillator at 25keV - multi bunch (b) PCD at 20keV - single bunch SRS 
SRS [60] 
Figure 4.5: XRD pattern of KNb03 powder across 9 degrees (12cm in space) 
compared to approximately 5 seconds for each step of the scintillator. Taking 
acquisition time and step size into account, the PCD offers improvement in 
diffraction pattern profiling speed by a factor of 5. A further 50% reduction 
would be achievable were the whole sensor operational, allowing an order of 
magnitude improvement on the existing technology. The large reduction in 
statistics (visible as a noisier data floor) is due to the single-bunch operation 
during the PCD experiments compared to the multi-bunch data acquired 
previously [601. This may lead to further improvement in the total scanning 
time. The scintillator acquisition time was fixed for the Station 9.1 setup, so 
the PCD shutter time of 30 seconds was chosen to give a similar number of 
counts were the SRS operating in multi-bunch mode. 
4.3 Peak Resolution 
The triple peak highlighted in Figure 4.5 (a) was the best candidate to test the 
resolution of the detector. The triple peak was tracked through 3 changes of 
incident beam energy, all at the same comparator threshold for an acquisition 
time of 10 minutes. Decreasing the incident beam energy causes a spreading 
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Figure 4.6: Triple peak in the XRD pattern of KNb03 powder at 25,20 and 
14 keV. 
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Figure 4.7: Total absorbtion cross section for potassium niobate. 
in 20 of the XRD pattern, according to the Bragg relation (equation 4.6), 
which can be seen in the images and profiles of Figure 4.6. 
4.3.1 Loss of statistics 
The fluctuations in statistics visible across the three energies is correlated 
with the beam current, which gives a variation in beam intensity over time. 
However, there is a drop in counts near the 20keV point and higher. Looking 
at the predominantly photoelectric absorption for potassium niobate at these 
energies (Figure 4.7), a sharp increase in the absorption cross section is seen 
at approximately 17 keV, where the incoming beam is being converted to 
isotropically emitted fluorescence photons in the sample crystal, causing a 
drop in the number of photons incident on the detector. This effect is small 
compared to the change in beam current over time, but accounts for the 
20keV flux reduction as we are very near the K-edge absorption energy for 
"Nb (18.99 keV) [671. The fluorescence photons have energies of 16.52 and 
16.62 keV, so adjusting the threshold of the PCD to about 17ke 'V should 
yield a decrease in background statistics. [Note that the setting of energy 









Distance (arbitrary units) 
Figure 4.8: 25 keV triple peak profile using a scintillator (dashed line), the 
Q3 (dotted line) and the PCD (solid line). The axes are normalised intensity 
and normalised distance, hence the units are relative. 
thresholds is not possible with charge integrating systems]. 
4.4 Detector comparisons 
Results obtained with a beam energy of 25keV may be compared to the 
previous results made with the W [60], and the scintillator (Figure 4.8). 
The peaks may be compared by calculating the peak-to-valley ratio (Table 
4.4). It can be seen that the Q3 is the best performer due to its high spatial 
resolution along one axis (501im), but the PCD still offers an improvement 
over the standard scintillator technology. The Peak-to-valley ratio is the 
ratio of the full height of the peak in counts measured to the height of the 
bottom of the adjacent data 'valley'. The primary peak is the large one and 
the secondary the centre, smaller peak. 
Results of a threshold scan to determine the energy/comparator threshold 
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Peak-To-Valley Ratio 
Primary Secondary 
Scint. 3.6: 1 1.2: 1 
PCD 4.1: 1 1.4: 1 
Q3 6.1: 1 2.1: 1 
Table 4.1: Peak-to-valley ratio comparisons for the 3 systems used at Dares- 
bury SRS. 
relation proved difficult due to the decreasing flux from the source with time. 
This made it difficult to determine the end-point of the integrated pulse 
height spectrum. 
4.5 Remarks 
The photon counting detector is attractive for synchrotron radiation appli- 
cations due to: 
e 2-D pattern recognition in a single acquisition. 
9 Fast readout time - useful for time-resolved studies. 
9 Direct X-ray detection (no conversion layers needed) 
Photon counting gives large, linear dynamic range - needed for high 
flux applications. 
* High efficiency material may be used. 
The PCD has been shown to outperform the scintillator technology used 
at station 9.1 by up to an order of magnitude in terms of speed of image 
acquisition [66]. The single scintillator step size and the pixel pitch were 
comparable, so the resolutions of the two systems are similar. Future devel- 
opments with the PCD in the MEDIPIX collaboration will bring the pixel 
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pitch down to approximately 50 microns, hence the spatial resolution will be 
comparable with the short dimension of the 113, making the new generation 
of chips a very attractive prospect. I 
Chapter 5 
Photon counting vs charge 
integration 
CCD technology has been the preferred basis for imaging in industry for the 
past decade. However, as mentioned previously, CCI)s have certain limita- 
tions which mean they cannot function effectively as imaging devices under 
specific conditions. CMOS technology is expected to supersede current tech- 
nology [68] by addressing these limitations. The problems associated with 
CCI)s are essentially generic problems of integrating devices, namely: 
Non-linear dynamic range: the response of integrating devices is 
only linear provided one is not at the extremes of low and high exposure. 
At these extremes it becomes more difficult to resolve object features. 
The non'-linearity means reduction of patient dose is impossible without 
sacrificing image quality. 
Blooming: the sharing of charge between pixels when the incident 
beam saturates the sensor causes large white spots in the image which 
have no useful information. 
Fog: the leakage current from the active region is shared among all 
pixels giving a background region behind which one cannot resolve 
object details. 
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Photon counting systems are not susceptible to these phenomena because 
the information stored in each pixel is independent of its neighbours (assum- 
ing negligible charge sharing in the active region). This gives a completely 
linear dynamic range, allowing the same contrast to be achieved across the 
whole exposure range. 
A discussion on the theoretical background behind the improved contrast 
and signal-to-noise ratio with photon counting systems is presented here, 
followed by an experimental comparison of two imaging systems: the PCD 
and the Sens-a-Ray dental imaging device. These systems operate in photon 
counting and charge integrating modes, respectively, and the operation of 
both systems under identical conditions provides a preliminary comparison 
of the imaging capabilities of two fundamentally different detection methods. 
5.1 Introduction 
Any advantage one system has over the other will be manifest as an im- 
provement in contrast and signal-to-noise ratio. Using a model of an ideal 
integrating and photon counting system one can demonstrate the theoreti- 
cally improved performance of the photon counting mode for semiconductor 
detectors. Previously published results of such simulations have favoured the 
photon counting detection method [70]. 
5.1.1 Optimisation of signal-to-noise ratio 
In an "ideal" imaging system the lowest possible radiation dose is limited 
only by the photonic or quantum noise of the source. The signal-to-noise 
ratio may be expressed as follows [61: 
(SNR)2 = E(N) - I., - Aq 
where E(N) is the expectation value of the Poisson photon distribution 
with mean N, Aq is the fraction of incident photons detected, and I,, is a 
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statistical factor which describes the spread in the single event distribution 
normalised to events with energy greater than zero. I,, refers to the fluc- 
tuations in energy imparted to the detector. With monoenergetic incident 
photons and a totally absorbing detector, Aq = I, =L 
Assuming the detector is totally absorbing (all incident photons detected) 
and neglecting scattering effects, Aq will be unity and the signal-to-noise ratio 
will depend only on the detector mode of operation [71]: 
Counting Mode: Each event is treated the same, so I. will not be 
dependent on the single event distribution. This gives a value of unity 
for I.,. 
Integrating Mode: An integrating detector will retain the energy 
information of the incident spectrum. This means I. will be dependent 
on the single event distribution function, yielding an I_- less than unity 
for polyenergetic incident photons (broad spectrum). I-ý is unity ONLY 
for monoenergetic X-rays. 
It can be concluded that to optimise the signal-to-noise ratio in an ideal 
detector, one must operate in single photon counting mode. 
5.1.2 Optimisation of contrast 
For an absorbed X-ray fluence, I(Ej), and assuming a finite number of X-rays 
contribute to the image, the maximum noise-free signal we get from a charge 
integrating system is: 
n 
Sint I(Ei) ' EiC (5.2) 
where Eic (with ca constant) is the signal charge collected from an X-ray 
of energy Ej, assuming a linear dependence of the signal on incident photon 
energy. The maximum signal from a noise-free photon counting system may 
be given more simply as: 
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n 
Spct ..: EI (Ei) (5.3) i=1 
by simply adding up the numbers of absorbed photons. By introducing 
a function f(E), where O<f(E): 51, describes the attenuation by an absorber, 
one may reduce the value of I(Ei) according to the absorption properties of 
the object in front of the sensor. An expression to compare the shades of 
grey in the images from the two systems may be constructed from equations 
5.2 and 5.3: 
Ei-_1 I(Ei) - Eic -f (Ei) =&E i-_ II 
(Ei) -f (Ei) (5.4) 
E i-_ I (Ei) - Ei c Ei- i=1 z=1 I(Ei) 
Here the factor R,, is a figure of merit which allows the two systems to 
be compared. We may describe the maximum signal (in terms of maximum 
transmitted X-ray intensity) as giving a white image, and the minimum signal 
produces a black image, therefore most images will be a shade of grey. If 
R.,, is greater than 1 then the photon counting system gives a lighter shade 
of grey, whereas if R,, is less than 1 then the integrating system gives the 
lighter signal. If we simplify the above expression in terms of total signal in 
the detector with (S') or without (S) an absorber for both detection modes, 
we may define the figure R,, in terms of the contrast seen in a uniformly 
absorbing object image, hence: 
SI St t int 
= Rn -Pcl (5.5) ý7int SpCt 
We may define the contrast ratio, C, as: 
S-S, S-S, st 
c==1-- (5.6) 
SSSS 
Substituting equation 5.6 into equation 5.5 one obtains: 
(1 - Ci,, t) = R,, (1 - Cp, t) (5.7) 
It can be seen therefore, that given R,, is greater than 1, then the contrast 
obtained with a photon counting system will be greater than that of an 
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integrating system, with the opposite being true for R,, less than unity. Two 
cases will be considered for the above expressions; a monochromatic source 
and one containing a spectrum of X-ray energies. 
Monochromatic source 
With a source emitting only one X-ray energy, the upper summation limit n 
is equal to one (only one energy) in equation 5.4, which becomes: 
I(Ej) - Eic -f (El) 
- R, - 
I(EI) -f (EI) (5.8) 
I(EI) - Eic I(EI) 
After cancelling, it is clear that R1=1 so there is no difference in the shade 
of grey between the two systems. 
General case 
Performing the sum over all n energies (Ei) emitted by the source and by 
rearranging the terms of equation 5.4 we obtain: 
nn 
E I(Ej) -Z I(Ei) - Ei -f (Ei) =&-E I(Ej) -f (Ej) -Z I(Ei) - Ei (5.9) 
j=l i=l j=l i=l 
The j term arises from the fact we are summing the responses of two inde- 
pendent systems, so either side of this expression has n2 terms. Comparing 
the terms with the same indices ( ), equation 5.9 yields: 
I(Ej)I(Ei)Eif (Ei) + I(Ei)I(Ej)Ejf (Ej) 
= &(ij) - [I(Ej)f (Ej)I(Ei)Ei + I(Ei)f (Ei)I(Ej)Ej] (5.10) 
which cancels to: 
Ej f (Ei) + Ej f (Ej) 
Tj -f(Ej) + Ej f (Ei) 
For the trivial term i=j, R,, (ii)=l (i. e. same shade of grey). If Ej is greater 
(less) than Ej, then f(Ei) is greater (less) than f(Ej), in general (for energies 
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(a) Picture. of the Sens-a- (b) Image of the two available sensor types (448 
Ray imaging System used liere) 
Figure 5.1: The Sens-a-Ray imaging system. The systein used here has a, 
cmtIng of'scintillating material. 
elt'lier si(le of' the absorption edge this inay not. be true). This fact gives the 
resull, that for 1: ýJ, I?,,, is always greater than 1. flence, the photon counting 
system will alwaýys give a whiter shade of' grey than the charge integrating 
systein [721.1) ng equation 5.7, it can be seen that the photon counting sl Ji 
sYsteni will give better contrast than the charge integrating system. 
5.2 The Sens-a-ray dental imaging system 
The integrating systein mider study is the Sens-a-Ray digital intraoral X-ray 
inuiging system [69], the components of' which are shown In figure 5.1. The 
detector is a silicon CCD patterned in a 576x385 niatrix of'square pixels of' 
side 45/nn. The total m-five region is 1 71.3 x 25.9 nini 2. The CCD is coated in a 
thin scintillating material mid the detector is then encapsulated in a package 
of' alumina cermnic. The detector is connected to an A/D converter and 
digital 1/0 bom-d which allows readout in approximately 60111s. The sensor 
is sniall enough to fit III the niouth for intraoral radiographs (figure 5.1(b)). 
The device is triggered by t lie. detection of high X-ray flux b. v special silicon 
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Figure 5.2: illiage of' tile lind section of the tooth pliantoill. The root, is 
clearly visible and the light area is a gold cap. 
diodes on the surface, making a low rate radioactive source measurement 
impossible. To this end, the Planineca X-ray gun [471 was used for both 
SY"'IcIns'. Dose Information Is given in niGY, where a typical dental X-ray 
requires a (lose of around I inGy for an adult. 
5.3 Contrast across dynamic range 
III all ideal 1101se-frev system it has been shown that the contrast achieved 
III ;I p1loton counting system should always exceed that from all integrating 
device. Using Ow definition of contrast ratio given in equation 2.17, the 
cont. I. &A, for ) tooth phantorn was measured across the useful dynarnic range 
oftlie, sensor. Figure 5.2 shows a PCD inlage of tile central region of' tile tooth 
plumtom, witti tile root visible oil the upper left (tile all-white section is a 
goh] cap). Figure 5.3 shows the seusitoinetric responses of the background 
and Girget, regions, for the Sens-a-Ray and tile photon counting detector, 
wilere t 11c target region Is tile root, of the toodi phantom and the background 
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0.0 0.5 to 1.6 2.0 9.5 
X-ray dose (mGy) 
(a) Sens-a-ray with scintillator coating (b) PCD with 3001im silicon 
Figure 5.3: Dose response of both systems for the target region (tooth root), 
and the background. 
region is the adjacent area where there is no absorber present. The response 
is linear for the PCD across the dynamic range, except for a small region 
near the origin (below about 0.3 mGy) where the timing of the X-ray tube 
output flux may be more prone to error, giving a slight increase in statistics 
as we go to the lowest possible exposure length. The Sens-a-Ray response is 
a characteristic curve similar to a film/screen response, with the background 
region saturating at about 1 mGy. A "zero dose" response measurement is 
not possible due to the radiation induced triggering mode of the Sens-a-Ray. 
5.3.1 Contrast ratio 
The contrast ratio for the tooth phantom was calculated (using equation 
2.17) across the useful dynamic range. Figure 5.4 shows that the photon 
counting detector provides a constant contrast of around 82% across the 
whole dynamic range, apart from the region below 0.3 mGy where the X- 
ray tube timing errors appear to provide a bigger flux than expected. The 
Sens-a-Ray system shows a peak contrast of 71% at 0.4 mGy, with rapid 
degradation at higher doses due to background pixel saturation. The contrast 
also falls off at low dose because of the non-linear response of the CCD. The 
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X-ray dose (mGy) 
Figure 5.4: Contrast ratio for the PCD (squares) and the Sens-a-ray (dots). 
photon counting detector does not reset its counters until after 5 mGy, which 
is beyond the dose required for dental radiography, however measurements 
made at this exposure provide the same contrast as those taken at low dose. 
5.4 SNR across dynamic range 
Flood SNR 
The Sens-a-Ray readout provides advanced filtering techniques to smooth 
the image and improve the noise response. This leads to a noise level in the 
image that is better than the noise expected from quantum fluctuations. By 
applying a median filter to the PCD images in a similar fashion, one may 
improve the noise to beyond this level and compare the signal-to-noise ratio 
for both systems under the same conditions. Figure 5.5 shows the SNR for 
both systems from 0 to 2.5 mGy for the background region using the flood 
image definition of SNR. The target area was not considered as the root 
section contains material of different densities which make the noise levels 
worse. 
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Figure 5.5: Signal to noise ratio for the PCD (squares) and the Sens-a-Ray 
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X-ray exposure (mGy) 
Figure 5.6: Signal to noise ratio for the PCD (squares) and the Sens-a-Ray 
(dots). The SNR is determined using the definition in equation 2.20. 
a- PCD1 - Si (300pm) 11 -9-- 
Sens-a-ray CCD+scin 
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The Sens-a-Ray shows a linear increase in SNR with dose, as expected, 
but saturates at 0.5 mGy. The PCD shows a higher SNR than the Sens-a-Ray 
at every exposure level, and indeed a linear response up to a value of 46 at 0.4 
mGy before dropping slightly at higher doses. This sensitometric response 
is seen every time the PCD is illuminated with a high flux of photons, and 
may be a property of the X-ray tube or the readout electronics. The Sens- 
a-Ray saturates above this point, so is not seen to be susceptible to this 
phenomenon. 
Object SNR 
Using the definition given in equation 2.20, figure 5.6 shows the SNR for the 
tooth phantom as a function of dose. The Sens-a-Ray response is still above 
the acceptable threshold (SNR = 5) up to about 0.5 mGy, but gradually drops 
to zero as the sensor saturates. The PCD response is similar to the flood 
SNR of figure 5.5, and is well above the threshold criterion at all exposure 
levels. Note the values of SNR are lower using the object SNR definition 
(equation 2.20) as all imaged objects will scatter the incident radiation and 
increase the noise levels. These results demonstrate the superior dynamic 
range of the photon counting system and show a higher SNR for low dose. 
5.4.1 Low contrast object imaging 
A comparison of the contrast as a function of dose was made with a mammo- 
graphic CDMAM-phantorn plate [73] which consists of an aluminiurn base 
with gold discs of diameters 0.10 mm to 3.20 mrn and thicknesses 0.05 /. Irn to 
1.60 pm. The discs are arranged in a matrix of 16 rows and 16 columns, with 
logarithmically increasing thickness across the rows and logarithmically in- 
creasing diameter across the columns. Each cell contains two identical discs, 
one in the centre and one in a randomly chosen corner. 
Figure 5.7 shows the contrast achieved with both systems at four different 
gold disc thicknesses. An image was made of each cell using the two systems 
and the discs located in the image. After the application of a3x3 median 
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Figure 5.7: Contrast achieved with different thicknesses of phantom gold 
disc as a function of dose. The error in the Sens-a-Ray measurement is not 
visible on this graph due to the higher number of pixels counting the gold 
disc regions. 
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filter, the mean number of counts within the disc areas were calculated. Since 
the disc size is very small compared to the sensor area, the background region 
was taken to be the whole sensor. The error in the PCD system is quite large, 
possibly due to pick up from the X-ray tube firing and also the small size 
of the discs, however the contrast is typically higher for the PCD than the 
Sens-a-Ray. Figure 5.8 shows the PCD image obtained with a pair of 1.25pm 
thick gold discs. The two discs are marked with circles, and the grid lines 
separating adjacent phantom cells are also visible. It can be seen in figure 
5.7(a) that the PCD manages to retain contrast at 0.5ym thickness, whereas 
the Sens-a-Ray measured contrast quickly drops to zero, due possibly to 
saturation at such a low object contrast (i. e. almost a flood image). The two 
systems however show comparable contrast at larger disc thicknesses. 
In general, the contrast values measured are very low. The mammo- 
graphic phantom is optimised for 20kVp X-rays, so we can assume there is a 
contribution from the higher energy photons (more than 15keV) which is de- 
grading the contrast values. The poor spatial resolution of the PCD1 make 
it difficult to measure a significant amount of pixels below the gold discs, 
hence the large error bars. This may also account for the Sens-a-Ray show- 
ing a more uniform response for higher disc thicknesses. AK X-ray source 
(Ag) was used to attempt to image the phantom with no success. An X-ray 
exposure of a matter of days may be needed per disc to acheive reasonable 
statistics. 
5.4.2 Bar/space test pattern imaging 
The lowest dose possible with the X-ray gun is 1.8mR (15.61LGy). A bar/space 
pattern [74] with lead bars at increasing spatial frequency was imaged with 
both systems at this dose, as shown in figure 5.9. The Sens-a-Ray shows a 
maximum contrast between light and dark of about 4 gray levels, with good 
spatial resolution. The PCD shows a higher contrast (over 300 counts) at 
poorer spatial resolution due to the large pixel size. 
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Figure 5.9: Response of both systems to a bar/space pattern with increasing 
spatial frequency. 
5.5 Remarks 
The complex, onboard logic of CMOS active pixel sensors has allowed single 
photon counting devices to be realised. The theoretical advantages in terms 
of SNR and contrast improvements have been discussed. A comparison be- 
tween two systems operating under two different detection modes has been 
made, and while it is not a direct, quantitative comparison of the two meth- 
ods, it demonstrates experimentally the motivation behind the implementa- 
tion of single photon counting as a preferred radiation detection method for 
soft X-rays. 
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Chapter 6 
Conclusions 
A single photon counting hybrid semiconductor pixel detector has been pre- 
sented in this thesis as an alternative to current technology for low dose, low 
energy X-ray imaging such as diagnostic radiology and synchrotron applica- 
tions. The device has been realised from work done by the CERN RD-19 
collaboration for the ATLAS detector at the LHC. The detector comprises 
a pixellated CMOS readout chip with active pixel logic bump-bonded to a 
reverse biased semiconductor diode. The readout chip senses electron-hole 
pairs generated by incident radiation in the semiconductor, and this signal is 
shaped and counted by a scaler provided the signal is above an externally set 
threshold. This threshold allows Compton background to be excluded, allow- 
ing certain types of energy-dependent radiology such as subtraction angiog- 
raphy to be performed. The separate optimisation of detector and readout 
chip allows different semiconductors to be used as a detection medium, and 
the leakage current insensitive threshold means effectively no dark current, 
resulting in better contrast at low dose. 
The Photon Counting Chip (PCC1) is a 64x64 matrix of square photon 
counting pixels of side 170pm. The chip provides detector leakage current 
compensation and a 3-bit threshold fine tune. Each pixel contains an input 
from the detector bump-pad and an external input through a test capacitor. 
To measure the performance of the PCC1, a pulse generator was used to 
108 Conclusions 
inject signals into each pixel, in this case, 1000 test pulses of varying height. 
The minimum threshold achieved is 1400e- (5.1keV in Si) with a variation of 
350e-. The variation of 350e- was improved to 80e- with the application of 
the 3-bit threshold fine-tune. The chip was pulsed at a speed of up to 2MHz 
with no loss of performance, and the ENC (dominated by the comparator 
noise) was measured to be 170e-. 
The PCC1 has been successfully bump-bonded to detectors fabricated on 
silicon and SI-LEC GaAs. The IN characteristics show the SI-LEC GaAs 
breaking down between 200 and 250V with a leakage current of about 5AA. 
The silicon device operates at 80V with a leakage current of about 200nA. 
The presence of a SI-GaAs detector moves the minimum threshold up to over 
20mV (2300e-), whereas the silicon detector has a much smaller effect due to 
the low noise of the reverse biased junction. The absolute value of test input 
capacitance was measured with a Ag K X-ray source (22keV) for a silicon 
detector as 10fF, which is low compared to the CERN measured value of 
24.7fF for a SI-GaAs detector. A detection efficiency of 49% was measured 
for the SI-GaAs detector at 20mR (160/. LGy) compared with 28% for silicon, 
with the low absorption efficiency of silicon above 20keV explaining the drop 
in statistics. 
The fixed pattern noise of a SI-GaAs detector was measured, with a 
signal-to-noise ratio of 6.7 in a flood image. Using a gain map correction 
algorithm, this SNR was improved to 13.5, meaning some of the material 
inhomogeneities inherent in GaAs may be compensated for. Areas of a partly 
damaged GaAs detector were observed to be working with noise levels close 
to the quantum noise limit. An MTF of 4.4 lp/mm at the 30% level was 
measured by the Freiburg group. 
Wafer probing studies prior to device assembly show that the classification 
of readout chips is highly dependent on probe card contact height, which may 
have resulted in rejection of good chips. Bump-bonding technology is still 
offered by few companies, but with improving yields. 
To investigate other applications of hybrid pixel detector technology, the 
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PCD was used to observe the powder diffraction pattern obtained from a 
potassium niobate sample illuminated with a synchrotron radiation source 
(Daresbury Lab., UK). A comparison was made between the existing scintilla- 
tor laboratory setup, the PCD (SI-LEC GaAs) and previous results obtained 
in an identical experiment using the Omega3 detector. To demonstrate large 
area imaging, the PCD measured a 20keV XRD pattern over 10' in OX 
steps compared to the 0.010 step required for the scintillator. This resulted 
in a factor of 5 improvement in the pattern acquisition speed. The profile 
of the triple peak in the diffraction pattern compared in terms of peak-to- 
valley ratio show the Omega3 detector resolving the peaks best, due to the 
high spatial resolution of one dimension of the pixel geometry. The PCD 
yielded similar peak resolution to the scintillator. A loss of statistics was ob- 
served using the 20keV beam which is attributed to a drop in the absorption 
cross-section at 17keV, corresponding to the K-edge absorption energy for 
niobium. 
The PCD offers improvements in acquisition speed and image step size, 
however the spatial resolution places a limit on the narrowest observable 
peak. The MEDIPIX2 chip at 55 pm pitch will allow finer detail to be 
resolved. 
The CCD based technology of modern digital imaging systems operates in 
charge integrating mode. Charge integrating devices suffer from non-linear 
response, blooming at high dose and leakage current background "fog" at 
low dose. A qualitative mathematical treatment of the properties of pho- 
ton counting and integrating is formulated, with photon counting offering 
improved image quality in terms of signal-to-noise ratio and object contrast. 
Using a commercial dental X-ray sensor (the Sens-A-Ray) as a typical charge 
integrating device, a comparison was made between the photon counting 
PCD and the Sens-A-Ray illuminated by a commercial X-ray tube operat- 
ing at 60kVp. The PCD shows a linear response across the whole dynamic 
range in terms of intensity, signal-to-noise ratio (maximum 45 for a flood 
image) and object contrast (82% for a molar root phantom). A mammo- 
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graphic phantom was imaged to investigate low contrast response. The PCD 
showed slightly higher contrast values than the Sens-A-Ray, but with larger 
errors due to the small amount of pixels covering the phantom disc regions. 
Overall, the PCD is seen to give overall a more linear response at very low 
doses, which is desirable for medical imaging. 
The MEDIPIX2 chip will address the shortcomings of the PCC1 chip, the 
biggest improvements being spatial resolution (55fim), 3-side buttable chips 
(for large area tiled images) and negative signal sensitivity at the readout 
chip, allowing more efficient materials such as CdZnTe to be used for low 
noise, high efficiency digital imaging. 
ill 
The future and MEDIPIX2 
The MEDIPIX collaboration has expanded to 13 institutions across Eu- 
rope based on the success of the PM chip and subsequent assemblies. The 
PCC2 (or MEDIPIX2) will offer the following advantages over the PCC1: 
*A pixel size of 55pm x 55 jim. 
oA matrix of 256 x 256 pixels per chip. 
* Deep submicron CMOS process (0.25/. tm). 
* Lower AND upper threshold window (2 comparators). 
Sensitive to positive AND negative signal (more choice of material, 
particularly CdZnTe). 
e Leakage current compensation addressable on a pixel-by-pixel basis to 
compensate for material inhomogeneities. 
Increased comparator range will provide a linear response across a 
larger range of energies. This allows the same threshold mask to be 
applied at different global threshold settings. 
* 13 bit counter with overflow bit (almost double the dynamic range of 
Pccl). 
e 3-side buttable (chips may be tiled together to increase area). 
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This thesis has presented some of the properties and shortcomings of 
the PM which have formed some of the motivations for the new PCC2 
readout chip. With the use of high quality materials such as CdZnT t and 
EPI-GaAs, the efficiency of the device across a broader X-ray range is a 
promising possibility. The potential of single photon counting arrays is' huge 
and may find new applications in more diverse fields in industry, such as 
radioactive source monitoring and digital cameras, where CCDs and charge 
integration are still the standard technology. 
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