In this paper, estimators of population mean have been proposed using different imputation techniques such as mean, ratio and Exponential method, to deal with the problem of non-response under stratified random sampling scheme. Post Stratification has also been considered and for corresponding point estimators, MSE's and PRE's have been obtained for different Non-response rate.
Introduction
Non-response (or non-coverage) is an inherent characteristic of any type of population and, therefore, cannot be eliminated by any means, rather, efficient methods are to be developed for estimating population parameters with the help of missing data so obtained. A common technique for handling non-response is imputation, where the missing values are filled in to create a complete data set that can be analysed with traditional analysis methods. Mean imputation, hot deck imputation, regression imputation, ratio imputation are all single imputation in the sense that a single value is imputed for every missing value to produce a complete data set. To deal with missing values effectively Kalton et al (1981) and Sande (1979) suggested imputation methods that make an incomplete data set structurally complete and its analysis. Lee et al (1994) used the information on an auxiliary variable for the purpose of imputation.
In this paper we have considered the problem of Non-response in stratified sampling scheme. Stratified random sampling represents a sampling scheme that attempts to divide a population into subpopulations such that members of each subpopulation are relatively homogeneous with respect to the variable of interest and relatively heterogeneous from members of other subgroups. The aim of stratified random sampling is to select a sample in such a way that identified subgroups on the population are represented in the sample in the same proportion that they exist in the population. There are some works done in stratified random sampling under non-response. Upadhyaya and Singh (1999) and Singh et al. (2007) have suggested the class of estimators in simple random sampling. Kadilar and Cingi (2003) adopted Upadhyaya and Singh (1999) estimator in stratified random sampling. Singh et al. (2008) suggested class of estimators using power transformation based on the estimators developed by Kadilar and Cingi (2003) . Kadilar and Cingi (2005) , Shabbir and Gupta (2005, 06) and Singh and Vishwakarma (2008) have suggested new ratio estimators in stratified sampling to improve the efficiency of the estimators, Kadilar and Koyuncu (2009) have proposed a general family of estimators, which uses the information of two auxiliary variables in the stratified random sampling to estimate the population mean of the study variable. Choudhary et al (2010) have proposed some family of estimators for population mean in stratified sampling.
The purpose of this paper is to
(i)
Propose some estimators for population mean using various imputation strategies under the assumption of presence of non-response in the stratified population and also under Post-Stratification and to study their properties.
(ii)
Compare their MSE's and PRE's under different Non-Response Rate.
In this paper we assume that non-response is present in study variable only.
Notations
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Proposed Sampling Strategies and Estimation Procedures
Let us consider a population consisting of N units divided into k strata. Let the size of
. We decide to select a sample of size n from the entire population in such a way that 
Large Sample approximation:
In order to perform mathematical operations on suggested estimators for finding Bias and MSE, we shall use the following large sample approximations: 
Proposed Imputation Strategies

Mean method of Imputation
Under this method, the study variate after imputations takes the form,
where R and C R respectively denote the response group and non-response group in each stratum. The point estimator for th i stratum is given by Priyanka Singh, Ajeet K. Singh, and V .K. Singh / Journal of Advanced Computing (2015) Vol. 4 No. 3 pp.112- 
Hence the sample mean for th i stratum will be respondent mean of that stratum under this method. Combining this for overall strata, we have the point estimator of population mean as
T is an unbiased estimate of population mean. The variance of the estimate can be obtained as
Ratio method of Imputation
In this method, we have considered Separate type ratio estimate in which we take ratio estimate of each stratum and add these totals. 
This is the ratio estimate for th i stratum. Combining this for overall strata; point estimator of population mean will be: 
and retaining terms upto order 
Exponential method of Imputation
Motivated by Bahl and Tuteja (1991) 
Which when solved under the large sample approximations, reduced to 
Use of Post Stratification for Suggesting the Proposed Strategies
In general, it is not always possible to have the knowledge of the strata sizes as well as the availability of a frame for sampling in each stratum. The sample may be considered as post stratified into two groups and representing responding and non-responding units respectively. Sukhatme (2002) advocated that for large sample size post stratification gives results as precise as the stratified sampling under proportional allocation. Hence, we assumed here Under these condition above estimators will have the following Bias and MSE: 
Mean method of Imputation:
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Empirical Study
To illustrate the performances of various imputation methods considered above, we have taken the data presented in Kadilar and Cingi (2003) where apple production amount is taken as study variable and number of apple trees as auxiliary variable in 854 villages of Turkey in 1999 (Source: Institute of Statistics, Republic of Turkey). 
Conclusion
From the empirical study, it can be concluded that Exponential imputation method is more efficient than mean and ratio methods of imputation under stratified random sampling scheme and the estimators are less efficient under Post stratification of the sample. Thus the suggested Exponential type estimators are always preferable over other types of imputation techniques. Further it is evident that as the non-response rate increases in the population all the estimators tend to be less efficient.
