A novel representation for nonlinear utility spaces is provided, by adopting a modular decomposition of the issues and the constraints. The idea is that constraint-based utility spaces are nonlinear with respect to issues, but linear with respect to the constraints. The result is a mapping from a utility space into an issue-constraint hypergraph. Exploring the utility space is therefore reduced to a message passing mechanism along the hyperedges by means of utility propagation. The optimal contracts are efficiently found using a variation of the Max-Sum algorithm. Particularly, we use a power-law heuristic that lowers the search cost when exploring the utility hypergraph. We experimentally evaluate the model using parameterized random nonlinear utility spaces, showing that it can handle a large family of complex utility spaces using several exploration strategies. The complexity of the generated utility spaces is evaluated using the information theoretic notion of entropy. The optimal search strategy allows a better scaling of the model for complex utility spaces.
Introduction
Automated negotiation is a mechanism for consensus building among distributed decision makers. In this sense, it can efficiently incorporate both human and artificial decision makers to solve a wide range of complex problems. Its applications range from coordination and cooperation [9] , [13] to task allocation [10] , [11] and decentralized information services [12] . Most of the realistic negotiation scenarios are characterized by multiple and interdependent issues, which yields complex preferential structures, or precisely, utility spaces [8] . As the search space and the complexity of the problem grow, finding an optimal solution becomes intractable for one single agent. Similarly, in the case where the problem is distributed, reaching an agreement between a group of agents becomes harder.
In this paper, we propose to tackle the complexity of utility spaces used in multi-issue negotiation by rethinking the way they are represented. We think that adopting the adequate representation gives a solid ground to tackle the scaling problem. We address this problem by adopting a representation that allows a modular decomposition of the issues-constraints given the intuition that constraint-based utility spaces are nonlinear with respect to issues, but linear with respect to the constraints. This allows us to rigorously map the utility space into an issuesconstraints hypergraph with the underling interdependencies. Exploring the utility space reduces then to a message passing mechanism along the hyperedges by means of utility propagation.
Adopting a graphical representation while reasoning about utilities is not new in the multi-issue negotiation literature. In fact, 1 Department of Computer Science and Engineering, Nagoya Institute of Technology. Gokiso, Showa-ku, Nagoya 466-8555, Japan a) rafik@itolab.nitech.ac.jp b) ito.takayuki@itolab.nitech.ac.jp the idea of utility graphs could potentially help decomposing highly nonlinear utility functions into sub-utilities of clusters of inter-related items, as in Refs. [2] or [1] . Similarly, [20] used utility graphs for preferences elicitation and negotiation over binaryvalued issues. Reference [17] adopts a weighted undirected graph representation of the constraint-based utility space. Particularly, a message passing algorithm is used to find the highest utility bids by finding the set of unconnected nodes which maximizes the sum of the nodes' weight. However, restricting the graph and the message passing process to constraints' nodes does not allow the representation to be descriptive enough to exploit any potential hierarchical structure of the utility space through a quantitative evaluation of the interdependencies between both issues and constraints. In Ref. [4] , issues' interdependency are captured by means of similar undirected weighted graphs where a node represents an issue. This representation is restricted to binary interdependencies while real negotiation scenarios involve "bundles" of interdependent issues under one or more specific constraints. In our approach, we do not restrict the interdependency to lowerorder constraints but we allow p−ary interdependencies to be defined as an hyperedge connecting p issues.
Adopting such graphical representation with its underlying utility propagation mechanism comes from the intuition that negotiation, after all, is a cognitive process that involves concepts and associations, performed by supposedly bounded rational agents [15] . And while bearing in mind the fact that cognitive processes perform some form of Bayesian inference [14] , we chose to adopt a graphical representation that serves more as an adequate framework for any preference-based space. The advantage of using this representation is its scalability in the sense that the problem becomes harder for a large number of issues and constraints. But if we can decompose the utility space, we can exploit it more efficiently. Another way to look at this "con-nectionist" representation is that it can be clustered in ways that can isolate interdependent components, thus, allowing them to be treated separately and even negotiated independently form the rest of the problem.
Another motivation behind the hypergraph representation is that it allows a layered, hierarchical view of any given negotiation scenario. Given such architecture, it is possible to recursively negotiate over the different layers of the problem according to a top-down approach. Even the idea of issue could be abstracted to include an encapsulation of sub-issues, located in sub-utility spaces and represented by cliques in the hypergraph. Consequently, search processes can help identify optimal contracts for improvement at each level. This combination of separating the system into layers, then using utility propagation to focus attention and search within a constrained region can be very powerful in the bidding process. A similar idea of recursion in the exploration of utility space was introduced by Ref. [18] although it is region-oriented and does not adopt a graphical representation of the utility space. We experimentally evaluated our model using parametrized and random nonlinear utility spaces, showing that it can handle large and complex spaces and outperforms previous sampling approaches. The adopted model was also evaluated in terms of the complexity of a family of utility spaces.
Overall, the contribution of the paper could be summarized as following.
• A better representation for nonlinear utility spaces to tackle the complexity problem. It has the merit of being modular and rich, which allows several search strategies to be tested as well as any graph-theoretic analysis. • An efficient algorithm for optimal contracts search based on message passing. The algorithm outperforms all the other sampling-based methods and provides a better scaling. • Quantitative assessment of the complexity of nonlinear utility spaces using entropy [5] , and how it affects search. • Identification of several search methods as well as the optimal strategy that minimizes the search cost. The optimal search strategy is a novel and efficient heuristic for loopy utility propagation inspired by the loopy belief propagation for probabilistic graphical models [19] . The paper is organized as following. In the next section, we propose the basics of our new nonlinear utility space representation. In Section 3, we describe the contracts search mechanisms. In Section 4, we provide the complexity study and the optimal strategy. In Section 5, we provide some experimental results. In Section 6, we conclude and outline the future work.
Nonlinear Utility Space Representation

Problem Formulation
We start from the formulation of nonlinear multi-issue utility spaces used in Ref. [7] . That is, an n−dimensional utility space is defined over a finite set of issues I = {i 1 , . . . , i k , . . . , i n }. The issue k, namely i k , takes its values from a finite set I k with I k ⊂ Z. A contract c is a vector of issue-values with c ∈ I and I = × n k=1 I k . An agent's utility function is defined in terms of m constraints, making the utility space a constraint-based utility space. That is, a constraint c j is a region of the total n−dimensional utility space. We say that the constraint c j has a weight, or value w(c j , c) for contract c if c j is satisfied by c. That is, when the contract point c falls within the hyper-volume defined by constraint c j , namely hyp(c j ). The utility of an agent for c is thus defined as in (1) .
In the following, we distinguish three types of constraints: Cubic, Bell and Plane constraints. Constraint-based utility spaces are a practical way to represent non-monotonic and nonlinear utility functions [16] , [17] , [18] . The representation Eq. (1) produces a "bumpy" nonlinear utility space with high points whenever many constraints are satisfied and lower points where few or no constraints are satisfied. For instance, Fig. 1 shows an example of nonlinear utility space for issues i 1 and i 2 taking values in I 1 = I 2 = [0, 100], with m = 600 constraints having types in θ = {Cube, Bell, Plane}.
New Representation
The utility function Eq. (1) is nonlinear in the sense that the utility does not have a linear expression against the contract [7] . This is true to the extent that the linearity is evaluated with regard to the contract c. However, from the same expression Eq. (1) we can say that the utility is in fact linear, but in terms of the constraints {c 1 , . . . , c j , . . . , c m }. The utility space is therefore decomposable according to these constraints. This yields a modular representation of the interactions between the issues and how they locally relate to each other. In fact, hyp(c j ) reflects the idea that the underlying contracts are governed by the bounds defined by c j once the contracts are projected according to their issues' components. In this case, the interdependence is not between issues but between constraints. For instance, two constraints c 1 and c 2 can have in common one issue i k taking values respectively from an interval I k,c1 if it is involved in c 1 , and values in I k,c2 if it is involved in c 2 , with I k,c1 I k,c2 . Finding the value that maximizes the utility of i k while satisfying both constraints becomes harder due to fact that changing the value of i k in c 1 changes the instance of i k in c 2 in a cyclic manner. This nonlinearity gets worse with an increasing number of issues, domains' sizes, and the non-monotonicity of the constraints.
Next, we propose to transform Eq. (1) into a modular, graphical representation. Since one constraint can involve one or more multiple issues, we will adopt a hypergraph representation.
Utility Hypergraph
We assign to each constraint c j∈ [1,m] , a factor Φ j , with Φ = {Φ j } m j=1 . We define the hypergraph G as in Eq. (2) .
Nodes in I define the issues and the hyperedges in Φ are the factors (constraints). To each factor Φ j we assign a neighbors' set
, the whole problem collapses to a constraints satisfaction problem in a standard graph.
This matrix contains all the values that could be taken by the issues in N(Φ j ). Each factor Φ j has a function φ j defined as a sub-utility function of the issues in N(Φ j ), as in Eq. (3).
As we are dealing with discrete issues, Φ j is defined by the matrix Figure 2 illustrates a 2−dimensional utility space with its hypergraph G 2 . The issues' domains are I 1 = I 2 = [0, 9] . G 2 consists of m = 10 constraints (red squares) where each constraint involves at most 2 issues (white circles). We note 3 cubic constraints {C j } 2 j=0 and 7 plane constraints {P j } 6 j=0 with parameters β j , α j ∈ [−100, 100] and j ∈ {P 0 , . . . , P 6 }.
Example 2.
Consider the 10−dimensional utility space mapped into the hypergraph G 10 defined as G 10 = (I, Φ) with I = {i k } 9 k=1 and Φ = {Φ j } 7 j=1 as shown in Fig. 3 . [5, 9] , [3, 4] , [3, 6] }. Constraints are defined by 3 types of geometrical shapes: cubic, plane or bell [16] . For instance, Φ 1,2,3,4 could be cubic, Φ 5,6 could be planar and Φ 7 could be a bell. Any combination is in fact possible, and depends only on the problem in hand and how it is being specified. To each constraint we assign a functional representation used to compute the utility of a contract if it satisfies the constraint by being located in the corresponding hyper-volume. For example, the utility function φ j , defined in Eq. (3), corresponds to the functional definition of each constraint shown in Eq. (4).
A plane constraint Φ j will be defined using its ϕ j −dimensional 
It is important to note that in our usage of the constraints, the agent is required to know the structure of the constraints through their functional definition. However, this is not always the case as the agent might face the situation where the only available assessment tool is a utility function deprived from its internal structure. In this case, we might think of a sampling method allowing us to construct an approximation of the agent's utility space. This could be done in a similar way to what Markov Chain Monte Carlo (MCMC) methods or a Gibbs sampler could perform in the case of Bayesian problems; especially, with the graphical nature of our representation. In the case were the agent knows her utility model, the hypergraph will be built through the composition c 2015 Information Processing Society of Japan of several sub-utilities specified by the constraints. This could be done as to map different preferences' profiles the agent is expressing, like indifference, risk aversion, decreasing preference, and so on. Generally, and as it is the case in this paper, we are more interested in studying random parametric preferences, represented as Random Utility Hypergraph (RUH). Such representation allows any utility space model to be mapped into a hypergraphical representation that could make usage of the exploration strategies we are proposing. This includes linear, nonlinear and constraintbased utility models.
Optimal Contracts
The exploration of the utility hypergraph is inspired from the sum-product message passing algorithm for belief propagation [19] . However, the multiplicative algebra is changed into an additive algebra to support the utility accumulation. The messages circulating in the hypergraph are nothing other than the contracts we are attempting to optimize through utility maximization. Next, we develop the message passing (MP) mechanism operating on the issues and the constraints.
Message Passing
In the following, we consider the issues set I and a contract point x = (x 1 , . . . , x i , . . . , x n ) ∈ I. We want to find a contract x * that maximizes the utility function defined in Eq. (1). Assuming that φ j is the local utility of constraint Φ j , we distinguish two types of messages: messages sent from issues towards constraints, and messages sent from constraints towards issues. The whole message passing process is an alternation of these two types of messages.
From Issue i k to Constraint Φ j .
As shown in Eq. (6), each message μ ik→Φ j coming from i k to Φ j is the sum of the constraints' messages to i k coming from constraints other than Φ j .
From Constraint
Each constraint message is the sum of the messages coming from issues other than i k , plus the constraint value φ j (i 1 , . . . , i k , . . . , i n ), summed over all the possible values of the issues other than the issue i k .
The mechanism starts from the leaves of the hypergraph, i.e., the issues. At t = 0, the content of the initial messages is defined according to Eq. (8), φ j (i k ) being the partial evaluation of i k in Φ j .
The partial evaluation φ j (i k ) of issue i k in the factor Φ j is the utility of i k using Φ j regardless of any other issue involved in Φ j . For instance, for cubic and bell constraints, the evaluation is simply v j and V j ∀k as in Eq. (4). If Φ j is a plane constraint, the partial evaluation of i k will be α j,k × v k (i k ). In this manner, the factor Φ j will get all the evaluations α j,k ×v k (i k ) from its surrounding issues (set N(Φ j )) in order to yield the total utility Eq. (4) as a sum of the partial evaluations plus the plane constant β j . Finally, the optimal contract c * is found by collecting the optimal issues as in Eq. (9) .
. . . , arg max
In a negotiation setting, it is more common that the agent requires a collection, or bundle, of the optimal contracts rather than one single optimum. In order to find such collection, we should endow Eq. (9) with a caching mechanism allowing each node in the hypergraph to store the messages that have been sent to it from c 2015 Information Processing Society of Japan the other nodes. That is, the cached messages will contain the summed-up utility values of the underlying node's instance. This is performed every time the operation max is called in Eq. (7) so that we can store the settings of the adjacent utility (and contract) that led to the maximum. Once ordered, such data structure allows us to generate an ordered bundle for the bidding process. In the next section, we algorithmically provide the MP mechanism.
Utility Propagation Algorithm
The main algorithm, Algorithm 1, operates on the hypergraph nodes by triggering the message passing process. Despite the fact that we have two types of nodes (issues and constraints), it is possible to treat them abstractly using MsgPass, in line 6. The resulting bundle is a collection of optimal contracts with utility greater or equal to the agent's reservation value rv. The message passing routine, MsgPass, is instantiated depending on the types of the source and destination nodes: From issue to constraint. The issue's message to a factor (or constraint) is the element-wise sum of all the incoming messages from other factors.
From constraint to issue. The factor's message to a targeted issue is done by recursively enumerating over all variables that the factor references Eq. (7) , except the targeted issue. This needs to be performed for each value of the target variable in order to compute the message. If all issues are assigned, the values of the factor and of all other incoming messages are determined, so that their sum term is compared to the prior maximum. The resulting messages, stored in bundle, contain the values that maximize the factors' local utility functions. It is possible to avoid the systematic enumeration by adding a local randomization to the issue that the factor is referencing. Additionally, we can exploit the structure of the constraint though its function's monotonicity. That is, by optimizing the constraint locally and providing the optimal sub-contracts as messages. However, optimizing locally does not produce a global optimization due to the interdependence between constraints (example in Section 2.2).
Propagation Strategies
The propagation, or circulation of the messages in G could be defined according to a particular strategy with respect to the hypergraph topology. For example, lines 3 in Algorithm 1 refers to a systematic, deterministic or synchronous way of choosing the nodes. Line 7 corresponds to a randomized, non-deterministic, or asynchronous way of selecting the sources and the destinations. In the rest of the paper, we will adopt the asynchronous mode of messages transmission.
Exploration Complexity
Evaluation Criteria
Before the evaluation of the hypergraphical representation and the utility propagation algorithm, it is important to identify the criteria that could affect the complexity of the utility space and thus the probability of finding optimal contract(s). To this end, we start by defining the parameters that could have an impact on the complexity of the preference spaces. These parameters are also used for the generation of the scenarios.
• n: number of issues.
• m: number of constraints, hyperedges, or factors.
• π: for a constraint c j and its factor Φ j , π(Φ j ) refers to the number of issues involved in Φ j , making it unary (π(Φ j ) = 1), binary (π(Φ j ) = 2), ternary (π(Φ j ) = 3), or π(Φ j )-ary in the general case. π is defined as in Eq. (10),
with the resulting sequence Eq. (11). π = (π 1 , . . . , π j , . . . , π m ) (11)
• Domain sizes of the issues n k=1 |I k | as well as the domains' types (discrete and/or continue). The most important criteria is the distribution π. In fact, it correlates with the computation time necessary for an algorithm to perform, as we will show in the next subsections. A practical way to evaluate different distributions is to define a utility space profile as a tuple (n, m, π). This parametrization will be used in the study of the complexity. It is important to note that a profile (n, m, π) must meet the consistency condition Eq. (12) .
Such condition prevents cases like attempting to have 12−ary constraints in a 7−dimensional utility space. Next, we show how to quantitatively assess complexity using the entropy measure. c 2015 Information Processing Society of Japan 
Complexity Evaluation Using Entropy
In the probabilistic sense, the sequence Eq. (11) could follow any distribution law. Furthermore, each distribution will have a complexity mirrored by the underlying utility hypergraph, which will certainly affect the performance of any search algorithms. In the general case, this is known as the degree distribution of a graph. The complexity of a particular profile (n, m, π) is assessed using the information theoretical notion of entropy Eq. (13) .
Entropy could in fact be used to measure the complexity of cognitive graphical models [5] , [6] , including any representation that uses the idea of degree distribution Eq. (11) . Herein, entropy is meant to reflect complexity from a temporal standpoint. As an example, suppose that π is taking different forms π i∈ [1, 5] , shown in Eq. (14) .
The idea behind the distributions is that it is possible to traverse a graph according to different distributions π i∈ [1, 5] . Exploring the graph corresponds to a specific way of moving from one node to another as to perform any type of optimization. For example let us take a graph with m = 100 nodes, represented in Fig. 4 (a) , with different distributions (π 1 : green, π 2 : purple, π 3 : blue, π 4 : red and π 5 : orange). For instance, traversing the graph based on a star distribution (π 5 , in orange) corresponds to moving from the central node to a peripheral node, then back to the central node, etc. The exploration based on a uniform distribution gives a complete graph (π 1 , in green) where we explore based on all the nodes, uniformly. The same logic applies for other distributions.
These distributions differ in their topologies, but most importantly in terms of complexity, or as we refer to it here, entropy. As shown in Fig. 4 (b) , uniform strategy has the highest entropy and generates a complete graph (K m−1 ). On the contrary, the star (S m−1 ) strategy has the lowest entropy, with nodes connected to one single node acting like a hub. If we increase the number of hubs to few hubs, we get the power law strategy which is ranked right above the star strategy. Normal and poisson distributions fluctuate between π 1 and π 4 in terms of complexity, relatively to the values of μ, σ and λ. The uniform π 1 and the star π 5 act as complexity bounds. We will see in the next subsection how entropy, complexity and performance (time) relate to each other.
Complexity and Performance
Now, let us take a concrete example of exploration strategies and their underlying distributions, and let us evaluate the interplay between the entropy and the computation time needed by the search algorithm to find the optimal contract(s). We assume that we have 10 strategies π k∈ [0, 9] where each π k is either a uniform distribution U, a deterministic distribution D or a power-law distribution PL. If the search algorithm is taken to be AsynchMP, then the computation time and the complexity of the underlying strategies are illustrated in Fig. 5 . The first observation is that both entropy and computation time fluctuate similarly, describing the same topology of the underlying strategy. Secondly, U is the most complex structure, since it possess the highest entropy and computation time as opposed to D and PL. It is possible to think about the complexity of strategy U from two standpoints. An analytical or cartesian view of the problem reduces the complexity to high-dimensionally [3] . From a graphical viewpoint, the distribution is perceived as representing a complete graph with one strong component having the highest number of possible connections. Both views reflect the difficulty of the search problem.
Optimal Strategy
Instead of the asynchronous mode of AsynchMP (randomly picking ν src and ν dest ), we propose to use the distribution π as a prior, allowing us to optimize the message passing algorithm by taking into consideration certain topologies. For example, adopting a strategy π ∼ PL allows us to focus on the hubs of the hypergrpah, i.e., the factors with large numbers of issues. Let us call the new strategy AsynchMPi, which consists in performing the message passing within a set σ 1 ⊂ (Φ I) of high degree nodes. For a specific profile (n, m, π), and for two strategies AsynchMP and AsynchMPi, the idea is to see which one converges to the optimium faster, while being certain that both will find this optimum. That is, the same profile will be traversed and explored with different distributions throughout time.
In the following, we show how the set σ 1 is constructed. The sequence c j has the property of having the majority of its points clustered in the upper portion of the domain. It will be used to map the set of high degree nodes.
( 2 ) Uniformly sample r points from c j . The result is U(c j ) ( 3 ) Generate the sequence s π containing {π(ν i )} i by decreasing order Eq. (16) . s π approximates a power-law distribution. 
Discussion
The generation of the hypergraph is performed using Algorithm 3. Depending on the nature of π, a particular topology will be generated. A uniform π generates a complete hypergraph, a power-law π generates a scale-free hypergraph and so on. In the following we evaluate AsynchMP and AsynchMPi for 6 profiles (100, 100, π i ), i ∈ {5, 6, 7, 8, 9, 10}. The profiles have decreasing complexity defined as π i (Φ j ) ≤ i ∀ j.
It is important to make sure that both strategies give the same expected optimal utilities, as shown in Fig. 7 (a) . That is, for the different profiles specified by i ∈ {5, 6, 7, 8, 9, 10} on the x axis, both strategies give the same optimal utility values, shown on the y axis. However, Fig. 7 (b) shows that restricting the message passing process to the high degree nodes (hubs) results in a drastic decrease in the computation time (in seconds) for the same profiles specified by i ∈ {5, 6, 7, 8, 9, 10}. The way we restrict the search to hubs is shown in Fig. 6 . We sort the nodes ν i∈[0,59] by decreasing degree (π(ν i ) is the degree of node ν i ) and we randomly sample from this sequence according to the process described in Section 4.4. The resulting sequence of high degree nodes is shown as blue triangles in Fig. 6 . We additionally observe that for small connectivity values (π 1 = π 2 ), the search process takes approximately the same amount of time despite the large number of issues and constraints n = m = 100. In fact, assessing the complexity of a utility space (respectively utility hypergrpah) must take into consideration the connectivity function π. In this sense, neither the dimension n nor the number of constraints m could objectively reflect this complexity. For instance, a profile (100, 100, 1) is less complex than a profile (10, 10, 2). In fact, (100, 100, 1) is not a nonlinear utility space because π(Φ j ) = 1 ∀ j. That is, each constraint contains one unique issue, i.e., the whole utility is reduced to a sum of the partial utilities of the individual issues with, n = m. Thus, the whole problem becomes linear with the utility function Eq. (17), u(i 1 , . . . , i j , . . . , i n ) = n j=1 φ j (i j )
c 2015 Information Processing Society of Japan with φ j being the utility of constraint c j . We note that the previous case is a degenerate case, and that generally, we ought to generate constraints with cardinalities greater or equal to 2.
Conclusion
We introduced a new modular representation of utility spaces based on hypergraphs. The exploration and search for optimal contracts is performed based on a message passing mechanism outperforming the sampling-based optimizers. Additionally, the model was evaluated in terms of complexity assessment showing that power-law topologies have lower complexity. Consequently, we provided an exploration strategy that searches the hypergrpah based on a power-law topology. Results show that such strategy outperforms drastically the synchronous message passing strategy. As a future work, we intend to exploit the structure of the hypergraphs by proposing an hierarchical exploration scheme and evaluate it in a hierarchical negotiation scenario. Additionally, we intend to study the interdependence between the issues as to assess their importance and influence on the contracts optimality. Being able to assess the issues importance could in fact be used to simplify complex negotiation scenarios by focusing on the most important sub-contracts.
