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The Lu¨scher method in Lattice QCD was recently generalized to enable low-energy nuclear scat-
tering results to be extracted from the discrete energy levels of the target-projectile clusters confined
by harmonic potential traps. Here we report encouraging results for neutron–α and neutron–24O
elastic scattering from analyzing the trapped levels computed using two different ab initio nuclear
structure methods. The n–α results have also been checked against a direct ab initio reaction cal-
culation. The n–24O results demonstrate the approach’s applicability for a large range of systems
provided their spectra in traps can be computed by ab initio methods. A key ingredient is a rig-
orous understanding of the errors in the calculated energy levels caused by inevitable Hilbert-space
truncations in the ab initio methods.
Introduction Low-energy nuclear theory has entered
an era of precision calculations, thanks to the systematic
development of nuclear forces [1], ab initio many-body
methods [2–7] that use these interactions as input, and
uncertainty quantification [8–11]. This enables rigorous
computer simulations of nature and provides a tool for
studying nuclear systems that is complementary to real
experiments. It also improves the nuclear physics input
that is vital to astrophysics, particle physics, and other
domains.
Ab initio nuclear scattering/reactions calculations,
however, are still limited to a small set of systems [12–15],
while structure has progressed to medium-mass and even
heavy nuclei [2, 5–7, 16, 17]. A compelling strategy [18–
20] is to expand the former’s reach by taking advantage of
the latter’s progress: use structure methods to compute
discrete energy levels for projectile-target (p-t) clusters
in harmonic potential traps, and then extract free-space
scattering/reaction observables from the levels. Recently,
Ref. [20] has improved the method to allow systematic
control of theory errors.
The approach is similar in spirit to the Lu¨scher method
used in Lattice QCD [21], which extracts hadronic scat-
tering observables from energy spectra discretized by a
spatial box with periodic boundary conditions. Both the
trap and box physically reduce the number of degrees
of freedom (dofs) to enable spectrum calculations. But
the trap preserves rotational invariance and the decou-
pling between internal and center-of-mass (CM) dynam-
ics while the box violates the first symmetry.
The generalized Lu¨scher formula [20] is in fact a quan-
tization condition (QC) for p-t relative dynamics: given
angular momentum ` and trap frequency ωT , the eigenen-
ergy E satisfies a transcendental equation of the form
E`(ωT , E) = U∞,`(ωT , E) . (1)
Here, a nucleon (with mass MN ) at location ri experi-
ences a potential 12MNω
2
Tr
2
i ; for p-t separated by r, the
relative potential (with reduced mass M
R
) is 12MRω
2
Tr
2.
When the relative momentum p ≡ √2MRE and the in-
verse of the trap length scale
√
MRωT ≡ 1/bT are smaller
than the high momentum (UV) scale MH , the p-t’s in-
ternal dofs can be integrated out and the left side can be
expanded in terms of b−4T and p
2 with coefficients Ci,j :
E` =
∞∑
i,j=0
Ci,j × (MRωT )2i p2j . (2)
This equation generalizes the conventional effective range
expansion (ERE); namely the phase shift δ`(E) in partial
wave ` is obtained from the ERE [22, 23]
p2`+1 cot δ` (E) =
∞∑
j=0
Ci=0,j × p2j . (3)
The terms with Ci 6=0,j account for how the trap modifies
the p-t interaction at short distance [20]. Dimensional es-
timates suggest that Ci,j ∼M2`+1−4i−2jH . The right side,
called a “unitarity function” here, has its analytic struc-
ture dictated by long-distance (IR) physics, irrespective
of the UV physics:
U∞,` = (−)`+1
(
2
bT
)2`+1
Γ(−nE)
Γ(−`− 1/2− nE) , (4)
with nE ≡ E/(2ωT ) − `/2 − 3/4. When ωT → 0,
U∞,` → ip2`+1 and the infinite poles of U∞,` in the com-
plex E plane coalesce into the usual unitarity branch
cut. Further details about Eqs. (1)–(4) and previous
works [18, 19, 24–33] can be found in Ref. [20].
If the ab initio methods we use—specifically, the no-
core shell model (NCSM) [3] and the valence-space for-
mulation of the in-medium similarity renormalization
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2group (VS-IMSRG) [7]—used an infinite Hilbert space,
then Eqs. (1)–(4) would apply directly. However, in prac-
tice the Hilbert space is truncated, modifying both IR
and UV physics. These methods construct their many-
body Hilbert spaces using a single-particle basis of har-
monic oscillator (HO) wave functions, with basis fre-
quency ω. The NCSM limits the system’s total HO ex-
citation quanta (relative to the naive level filling) to be
below Nmax, whereas the IMSRG assigns a cutoff emax
to each nucleon; both act as UV and IR regulators.
To model the regulator-induced errors, we study a two-
body problem: the relative Hamiltonian using the same
HO basis with a cutoff nΛ on the radial excitation quanta.
The unitarity function now depends on nΛ and ω:
U`(nΛ, ω; ωT , E) =
(−)`+1
(
2
x bT
)2 +`1
Γ(3/2+`)
Γ(1/2−`)
Γ(nΛ+ 2)
Γ(nΛ+ `+ 5/2)
× 2F1
(
n
E
+ 1, −nΛ− `− 3/2; 1/2− `; x2
)
2F1 (nE+ `+ 3/2, −nΛ− 1; 3/2 + `; x2)
, (5)
with b ≡ 1/√M
R
ω, x ≡ 2bT b/(b2T + b2), and 2F1 (, ; ; )
defined in [34, Eq. 16.2.1]. Note that U`(nΛ, ω;ωT , E)→
U∞,`(ωT , E) with either nΛ → ∞ (no space-truncation)
or ω → ωT (basis has correct IR physics). Moreover, for
integer nΛ, U` has nΛ +1 poles located at the eigenvalues
of the truncated HO Hamiltonian.
The QC is now
E`(ΛUV;ωT , E) = U`(nΛ, ω;ωT , E) , (6)
with E` depending on the regulator-induced UV-cutoff
scales (ΛUV); i.e., Ci,j → Ci,j(ΛUV) in Eq. (2). Because
the IR-modification is fully accounted for in U`, the er-
ror of the extracted E`(ΛUV;ωT , E) and Ci,j(ΛUV) via
Eq. (6) is UV in nature and reduces to zero when ΛUV
is greater than the UV scale of the nucleon interaction.
The QC (6) and its ΛUV dependence is explicated in the
Supplemental Material (SM).
In this paper, we use n–α and n–24O scattering as ex-
amples to show that the UV and IR errors in the ab ini-
tio eigenenergy outputs can be modeled through Eq. (6).
The former serves as a benchmark, by comparison to re-
sults from an existing direct ab initio calculation (us-
ing no-core shell model with continuum (NCSMC) [13]),
while the latter demonstrates that the approach is ap-
plicable in larger systems where no ab initio treatment
exists to date. The derivation of the new QC and the de-
tails in analyzing the ab initio output will be presented
in two subsequent papers [35, 36].
Ab initio calculations Both methods use the chiral
effective field theory nucleon interaction NNLOopt [37],
which provides a good description of light nuclei includ-
ing the oxygen isotopes. We do not apply any renormal-
ization of the interaction. The NCSM extracts the low-
energy eigenvalues and eigenstates numerically through
matrix diagonalization. The Nmax cutoff guarantees
the factorization of the CM wave function from the in-
trinsic wave function [3]. To directly compute scatter-
ing/reactions, the clustering states with correct asymp-
totic behavior of the inter-cluster wave function are in-
cluded in the Hilbert space (this approach is known as
NCSMC).
The IMSRG [7, 38–41] applies unitary transforma-
tions [42] to the Hamiltonian to decouple the low- and
high-energy Hilbert spaces, which produces an effective
low-energy Hamiltonian. The impact of induced many-
body operators are assumed to be small and are therefore
neglected here. This assumption has been validated in
numerous benchmark calculations, e.g. [43, 44]. Unlike
the Nmax cutoff, the IMSRG’s emax cutoff couples CM
with internal dofs, but this coupling is reduced with in-
creasing emax and has been demonstrated to be minimal
for converged calculations [40, 45]. A rigorous estima-
tion of these two types of errors in the IMSRG is left for
future study. In the following, all the ab initio energies
have the CM energy subtracted (also for NCSM).
The computational resources needed for the NCSM
and NCSMC grow exponentially with the number of nu-
cleons, while for the IMSRG they grow polynomially.
Therefore only the latter is currently feasible for cal-
culations of medium-mass nuclei. Both the NCSM and
IMSRG are well-suited for computing self-bound nuclei.
Trapping nucleons with theoretically imposed external
fields makes scattering systems artificially bound, and
thus requires little modification to these ab initio meth-
ods. The trapping interaction, which is proportional to
r2i , can be analytically expressed in the HO basis and
thus including it is straightforward.
To extract the phase shifts in a given partial wave, the
quantum numbers of the p-t system need to match those
of the individual p and t (e.g., for n–α P3/2 scattering,
the computed states are the α ground state (0+) and 5He
3/2− state in various traps). Here, we only use the low-
est p-t eigenenergy within a given channel; other states
corresponding to radial excitation could be useful and
will be explored in the future. The ab initio output and
information about all the computed states can be found
in the SM.
Data analysis We label α or 24O as t and the neu-
tron as p. The right side of Eq. (6) evaluated at the
p-t relative eigenenergies from the ab initio calculations
is equated to the generalized ERE (GERE) expansion
from Eq. (2). (The expansion’s convergence radius is
E ≤ EH ≡ M2H/2MR = 22 and 4 MeV for n–α and
n–24O scatterings, as determined by the targets’ lowest
excitation energies.) To get the relative eigenenergy, the
ab initio p-t total energy (Ept) must have the associated
t energy (Et) subtracted. The HO basis ensures that
Ept and Et should come from the same trap and regu-
lators with the same ω, but a priori N tmax 6= Nptmax or
etmax 6= eptmax. We parameterize their difference and make
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FIG. 1. Results for n–α scattering. The right panel: C0,0(ΛUV) and C0,1(ΛUV) vs ΛUV. The rows are for different ab initio
methods (“N” for NCSM and “IM” for IMSRG) and scattering channels. Each error band comes from analyzing individual
binned data sets (see the SM for detailed information). The left panel plots error bands for scattering phase shifts from different
ab initio methods and channels. The dashed lines in both panels are from direct NCSMC calculations.
a subtraction through
E(Nptmax, ω, ωT ) = Ept(N
pt
max, ω, ωT )− Et(N tmax, ω, ωT )
with N tmax ≡ Nptmax + δ˜0 + ∆˜(Nptmax, ω, ωT ) . (7)
Since Et is only known for integer N
t
max, we interpolate
those points with given ω and ωT to get smooth functions.
The relation between nΛ used in U` and the many-
body regulator Nptmax is also a priori unknown (though
ω and ωT should be the same). We parameterize this
relation as
2nΛ + ` = N
pt
max + δ0 + ∆(N
pt
max, ω, ωT ) , (8)
where we also allow nΛ to be a non-integer. We proceed
to linearize the unknown ∆ function about ωT :
∆(Nptmax, ω, ωT ) = δ
(0)
i + δ
(1)
i × (ωT /ωrefT − 1) . (9)
The i index denotes (Nptmax, ω) and runs through all the
values existing in the p-t NCSM or IMSRG data; for
ωrefT we use the mean value of the ωT values in the out-
put data. In the same way, ∆˜ is linearized about ωT
with δ˜
(0,1)
i as unknown parameters. Because of the con-
vention of the Nmax definition, for the n–α p-waves (s-
wave), δ0 = 1 and δ˜0 = 0 (δ0 = 2 and δ˜0 = 1). For the
IMSRG analysis, the same parameterizations are applied
with Nmax → emax, and different δ(0,1)i and δ˜(0,1)i , but
with δ0 = δ˜0 = 0 for n–α and n–
24O.
The data sets are then binned based on their estimated
ΛUV values. We take ΛUV =
√
(2emax + 7)MNω for the
emax regulator, considering that the largest eigenvalue of
the single-nucleon momentum-squared operator p2 in the
truncated Hilbert space is Λ2UV [46, 47]. For the Nmax
regulator,
√
(2Nmax + 7)MNω (for α and
5He) has the
same meaning if Nmax quanta are assigned to a single
nucleon, which is used here as a nominal ΛUV for this
regulator. Nmax (emax) takes the value of N
t
max (e
t
max) in
Eq. (7). This ΛUV represents the UV-cutoff scales for the
targets (α and 24O), and should also be positively corre-
lated with the UV-cutoff scales for the relative motion.
Each data bin has a ΛUV width on the order of
100 MeV, across which we expect only mild changes of
Ci,j . Therefore a simple interpolation formula should
suffice:
Ci,j(ΛUV) =
1∑
k=0
Ci,j,k × (Qref/ΛUV)2k , (10)
with Qref as a parameter. Each bin is analyzed inde-
pendently to constrain Ci,j,k (labeled C) and Qref , and
the other parameters (labeled θ) including δ
(0),(1)
i and
δ˜
(0),(1)
i (i runs through the regulator parameters in the
data bin). Bayesian inference [48–50] is used to obtain
a joint probability distribution function for C, Qref , and
θ, as detailed in the SM and in Ref. [36]. This in turn is
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FIG. 2. Results for n–24O scattering. The top panel shows the
error band of the extracted phase shift. The dashed line cor-
responad to particular values of Ci,j,k as detailed in the text.
The bottom panel shows C0,0(ΛUV) and C0,1(ΛUV) against
ΛUV extracted from analyzing three different binned data sets
(c.f. SM for detailed information).
used to find error bands for the observables.
Results Figure 1 shows the n–α results. The right
panel plots the 1-σ error bands (vertical axis) for C0,0
and C0,1 against ΛUV for various channels and from dif-
ferent ab initio methods. Here and below, C is rescaled
by M2`+1−4i−2jH and becomes dimensionless. Each block
is from analyzing one binned data set, whose regulator
parameters can be found in the SM. The width of ΛUV
is determined by its distribution among the binned data
points (the region with 68% degrees of belief). Note that
the correlation between C0,0 and C0,1’s errors is nonzero,
although not shown here. The black dashed lines mark
the NCSMC results. A na¨ıve estimate suggests Ci,j ∼ 1,
but C0,0 is constrained to be ∼ 10−2 (10−1) in the P3/2
(P1/2) channels from both ab initio calculations, while
the other parameter values are consistent with the es-
timate. Other terms not shown here, such as C0,2 and
C1,0, are also well constrained to non-zero values [36].
It is worth highlighting the smoothness in the C’s ΛUV
dependence, given that the bins are extracted from dif-
ferent regulators. This signals that the regulator-induced
IR-error is properly modeled; otherwise the U`’s E de-
pendence near its poles, as controlled by nΛ, could induce
non-smooth behavior in C(ΛUV). An illustrative exam-
ple from the two-body model is provided in the SM. Also
note that the ΛUV scales in the NCSM and IMSRG re-
sults are not easily connected; thus their ΛUV dependen-
cies could be different.
Figure 1’s left panel shows the phase shift error bands
as transformed from the 1-σ bands of E`(ΛUV;ωT =
0, E). It has two contributions added in quadrature: one
due to the uncertainty in C(ΛUV) and the other from
truncating the GERE series expansion, as detailed in the
SM. ΛUV is set at 900 MeV, where C apparently con-
verges. The agreement between the NCSM phase shifts
and the dashed lines (NCSMC) at low energy is not only
a benchmark for our method but also a self-consistent
check of the NCSMC calculation. The disagreement at
higher energy is not understood at present, but might
stem from the modeling of the ∆ and ∆˜ functions. Note
the NCSMC phase-shift uncertainty was estimated to be
about 5% (see SM).
The IMSRG phase shifts are similar to the NCSMC
phase shifts in P3/2, while in P1/2 they differ at low en-
ergy. This could be due to the truncation of many-body
operators (the spin-orbit splitting between the two chan-
nels is sensitive to three-body forces [12, 51]). Note the
error bands’ rapid increase with E → 20 MeV is due to
the GERE-series-truncation error, which diverges outside
the theory’s applicability region. Since the 5He system is
treated in a p-shell valence space in the IMSRG calcula-
tion, the method cannot access the S1/2 channel.
In Fig. 2, the analogous results are provided for n–
24O (D3/2). We only use emax = 14 data in the anal-
ysis (see the SM for details), which limits the number
of bins shown here. Again, a clear but smooth ΛUV de-
pendence emerges for C. We compute a 1-σ band for
E (ΛUV;ωT = 0, E) with ΛUV = 950 MeV and trans-
form it to the phase shift band in the left panel. Ex-
isting experimental information [52, 53] indicates a reso-
nance at 0.75 MeV with a width about 90 keV, while our
extracted phase shift indicates the existence (with 75%
probability) of a shallow bound state with binding energy
at −1.4± 0.5 MeV.
Note that C0,0(ΛUV) increases with decreasing ΛUV
while C0,1 is more stable, hinting at a positive C0,0
and thus a low-energy resonance at ΛUV < 600 MeV.
This demonstrates that modifying the nucleon interac-
tion (here through changing the regulator) could repro-
duce a resonance. We illustrate this by applying the
mean value ofC(ΛUV = 950 MeV) and increasing C0,0 by
0.277 in E (ΛUV;ωT = 0, E), producing the dashed curve
in the top panel. It indicates a resonance at 0.75 MeV
with a 135 keV width, which is compatible with the ex-
perimental information. This implies that the nucleon
interaction could be tuned to reproduce the resonance.
It is worth mentioning that our IMSRG calculation us-
ing the same nucleon interaction without a trap shows
that 25O is unbound against one-neutron separation. In
contrast, the system is found to be shallowly bound after
the continuum physics is correctly included.
Summary We have generalized the Lu¨scher method
to the case of a confined system in a harmonic trap and
implemented it for ab initio calculations (NCSM and IM-
SRG) for 4,5He and 24,25O nuclei. We successfully ex-
tracted the elastic scattering phase shifts from the ground
state energies at various traps and with different regula-
5tors. For n–α, the extracted phase shifts from both ab
initio results are in good agreement with the direct NC-
SMC calculation within uncertainties. For n–24O, we also
extract phase shifts and find it necessary to fine tune the
underlying nucleon interaction to reproduce experimental
information. Our method provides a unified framework
to treat continuum physics and shallow bound states, as
currently needed in low-energy nuclear physics [54].
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7SUPPLEMENTAL MATERIALS
ADDITIONAL DETAILS
Here we provide additional details/comments that
could be helpful for reading the paper.
• Note that the eigenenergies used to infer the GERE
values can also be computed using other ab initio
structure methods (e.g., quantum monte-carlo cal-
culation [4]), but their output’s errors and error-
propagation to the extracted phase-shifts need to
be studied (without the errors, Eq. (1) in the main
text is also applicable).
• In the right panel of Fig. 1 (main text), the IMSRG
results are binned more finely than the NCSM’s,
because the former provides more data.
• When discussing the n–α phase-shift extractions in
the main text, the uncertainty of the direct phase
shift calculation by the NCSMC method was men-
tioned to be about 5%. This value was estimated
by varying ω between 20 and 28 MeV, Nmax up to
17, and the number of 5He composite eigenstates up
to 8 within the calculation. We note that a more
rigorous error estimate method for NCSMC is now
under development [55].
• In Fig. 1’s right panel (main text), for the high-
est ΛUV bin in the IMSRG P3/2 channel, there are
double modes in the parameter fitting. After re-
ducing our prior window to exclude the mode with
larger size of ∆ and ∆˜, the C error bands (gray
and “v2-prior” in Fig. 3) are better aligned with
neighbouring bins than the original (purple); the
new phase shift is also shown in gray in Fig. 3.
• Priorities for going forward: To reduce the phase
shift error bands, the origin of the nonzero ∆ and ∆˜
needs to be better understood, perhaps by studying
other observables and many-body wave functions.
To be applied to charged-particle scattering, our
generalized Lu¨scher formula needs to include the
Coulomb interaction. Another important step is
studying coupled-channel reactions and three-body
scattering/reactions using the same strategy. Note
that the parallel topics to these are being actively
studied in Lattice QCD. Thus, the studies outlined
here could provide valuable cross-field benchmarks
for the general strategy, considering that for specific
nuclear systems there exists other ab initio scatter-
ing/reaction methods (e.g., NCMSC and GFMC).
A TWO-BODY MODEL
Here we apply our approach to a two-body model,
which was constructed in Ref. [56] to qualitatively re-
produce n–α scattering phase-shifts in its s and p waves.
This model was also used in Ref. [20] to study Eq. (1),
i.e., the generalized Lu¨scher method without accounting
for errors in the input eigenenergies. The potential be-
tween the two particles take the form of a square well
with spin-orbital interactions: Vs(r) = V0(1 + βL · σ)
when r < rc and 0 when r > rc, with V0 = −33 MeV,
rc = 2.55 fm, and β = 0.103 [56].
To test the application of the generalized Lu¨scher for-
mula in Eq. (5), we first compute the exact (untruncated)
energy spectrum with two different ωT values, and rely
on Eq. (4) to compute E`(ωT ,E) at these exact eigenen-
ergies E. These discrete points are then interpolated
to form a continuous function, approximating the full
E`(ωT , E) function [labeled as E exact` (ωT , E)]. We then
construct the Hamiltonian using a truncated HO basis
and compute its eigenenergies E? for various truncations
of the relative motion excitation quanta nΛ. Plugging
E? and the corresponding regulator parameter values
into Eq. (5), we can reconstruct E`(ωT ,E?) (labeled as
E regulated` (ωT ,E?)). In general E? 6= E, so in the fol-
lowing results, we choose ωT values that represent those
used in the ab initio calculations in the main text, but
also make sureE? is close toE. For both p-wave channels
we use ωT = 2 and 10 MeV, but for the s-wave channel
we use ωT = 0.5 and 10 MeV (ωT = 0.5 is chosen to
have the eigenenergies E closely separated to minimize
interpolation errors).
Note that in the current section the E` and U` values
are re-scaled by a reference scale M2`+1ref (Mref = 200 MeV
is chosen to be the same as that used in Ref. [20]). Also
note that Ref. [20] shows the high-energy scales in this
model for all the channels are in the range of between 20
and 50 MeV. So in the following plots, we show figures
up to E ∼ 50 MeV.
Figure 4 shows E exact` (ωT ,E) for the p-wave (3/2
−)
at E from the corresponding exact calculation without
Hilbert-space truncation. The E exact1 (ωT , E) function
varies from being on the order of 10−2 to 10−1 when
E is below 10 MeV to being on the order of 1 at higher
energies.
The top panels in Figs. 5 and 6 show the absolute value
of E regulated` (ωT ,E?) − E exact` (ωT ,E?) in the P3/2 chan-
nel, i.e., the error of reconstructed E` values by plugging
corresponding ωT , E?, ω and nΛ in Eq. (5). The labels of
the calculations using different nΛ and ω correspond to
the infrared length scale LIR ≡
√
2Nmax + 7 b (fm) and
ΛUV ≡
√
2Nmax + 7/b (MeV) with Nmax = 2nΛ + ` and
b ≡ 1/√MRω. Note that ΛUV defined here differs from
the one used in analyzing ab initio outputs in the main
text by a
√
M
R
/Mn factor (MR is the n–α reduced mass
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FIG. 3. Results for n–α scattering based on the IMSRG output. The dashed lines in both panels are from direct NCSMC
calculations. This plot is part of Fig. 1 (main text) with the gray bands included, which are the results of a Bayesian inference
using a more restrictive prior.
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FIG. 4. E exact` (ωT ,E) values at the exact eigenenergies (i.e.,
without Hilbert-space truncation) for the P3/2 channel.
while Mn is the mass of a nucleon). The definition of
LIR is motivated in a similar way: it corresponds to the
largest eigenvalue of r2 in the truncated relative-motion
Hilbert space. The values of the corresponding Nmax and
ω can be found in Fig. 5’s caption. LIR is chosen to be
the same in the three calculations, i.e., the calculations
have the same IR conditions.
We clearly see that the error decreases systematically
with increasing ΛUV. This trend reflects the convergence
toward the exact result as ΛUV →∞ of the reconstructed
phase-shift using Eq. (5) and the eigenenergies of the
truncated Hamiltonian. The significant dependence on
ΛUV also shows the necessity of introducing ΛUV depen-
dence in the left side of Eq. (6). The lower two panels in
those figures show the same error by using incorrect nΛ
values in Eq. (5): the middle panel uses nΛ with 2nΛ + `,
which is half of the correct Nmax, and the bottom panel
uses nΛ →∞, which is equivalent to using Eq. (4). It is
clear that if you use the wrong nΛ, the errors could be
100% or even larger (c.f. Fig. 4) and the reconstructed
E` values would not be able to be fitted using a smooth
curve with a “length” scale on the order of 10 MeV. We
should expect the reconstructedC(ΛUV) using the wrong
E regulated` values would not be smooth between different
ΛUV (i.e., different regulators). In other words, smooth
ΛUV-behavior signals a correct modeling of the IR physics
associated with the truncated Hamiltonian.
As done in Fig. 4, Figs. 7 and 9 plot E exact` (ωT ,E)
for the P1/2 and S1/2 channels and the corresponding E
and ωT values. For the P1/2 channel, they show that
E exact1 (ωT , E) is on the order of 10
−1 when E is below
10 MeV, and increases to be on the order of 1 at higher
energies. For the S1/2 channel, E
exact
0 (ωT , E) is in general
on the order of 1. This information can be used to infer
the magnitude of the relative errors from the absolute
errors plotted in Figs. 8 and 10. The latter two plots
parallel the top panels in Figs. 5 and 6 but for the P1/2
and S1/2 channels. The error plots again show systematic
improvement of extracted E` values with increasing ΛUV.
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FIG. 5. The absolute error of extracted E regulated` (ωT =
2 MeV,E?) values (i.e., its difference from the exact values
E exact` (ωT ,E?)) at eigenenergies of the truncated Hamiltonian
for the P3/2 channel. The plot labels [e.g., (10 fm, 552 MeV)]
refer to the LIR and ΛUV values of the used regulators. The
(Nmax, ωT ) values for these calculations are (11, 14), (23, 27),
(125, 132), which are ordered by increasing ΛUV. The top
panel uses the correct nΛ, while the lower two panels use in-
correct nΛ values, as noted in the plots. See the text for the
details.
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for P3/2 channel. See the captions there for the (Nmax, ωT )
values.
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FIG. 7. E exact` (ωT ,E) values at exact eigenenergies without
Hilbert-space truncation for the P1/2 channel.
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FIG. 8. The error of extracted E regulated` (ωT ,E?) values (i.e.,
its difference from the exact values E exact` (ωT ,E?)) at eigenen-
ergies of the truncated Hamiltonian for the P1/2 channel. The
(Nmax, ωT ) values for these calculations are the same as those
in P3/2 channel.
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FIG. 9. E exact` (ωT ,E) values at exact eigenenergies without
Hilbert-space truncations for the S1/2 channel.
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FIG. 10. The error of extracted E regulated` (ωT ,E?) values (i.e.,
its difference from the exact values E exact` (ωT ,E?)) at eigenen-
ergies of the truncated Hamiltonian for the S1/2 channel. The
(Nmax, ωT ) values for these calculations are (10, 14), (22, 27),
(124, 132) giving increasing ΛUV.
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DATA TABLES AND
BAYESIAN-INFERENCE-BASED ANALYSIS
The values of the regulator parameters and trap fre-
quency ωT used in the data analysis are provided in Ta-
bles I–VI. The labeling of the different bins in Figs. 1
and 2 in the main text are based on the typical ΛUV val-
ues in those bins (the first column in those tables). The
computed states for the full p-t system and those for the
target t are listed in the table captions. The detailed
data can be found in the “Ab initio energy output.zip”
file included in the SM, in which there are four directo-
ries: “Results NCSM He”, “Results IMSRG He”, “Re-
sults IMSRG Oxy”, and “Results NCSMC He” (the re-
sults from the direct phase-shift calculations). Their
names and the names of the files under them are self-
explanatory. Necessary information for understanding
the data files are also included therein. It is worth em-
phasizing that (1) all the energies in the data files have
CM energies subtracted and have MeV as units; (2) in our
analysis, we have only included the data with E ≤ EH
with EH ≡ M2H/2MR as the high-energy scale in the
GERE expansion.
As mentioned in the main text, the Ci,j,k and Qref
parameters in Eq. (10) and the θ parameters used in
modeling ∆ and ∆˜ in Eq. (9) are inferred by plugging
the ab initio eigenenergy vector (named as E?) into the
right side of Eq. (6) as “measured” E` values, and using
the GERE expansion of E`(ΛUV;ωT , E) as theory. In the
following discussion, E` and Ci,j,k are rescaled by M
2`+1
H
and M2`+1−4i−2jH , respectively, and become dimension-
less. The GERE expansion is truncated (and named as
E `) by keeping only Ci,j,k having 2i + j ≤ NO (denoted
as CL); the contribution of the other terms (labeled as
CH) is considered as a series truncation error. Bayesian
inference [48–50] is used to obtain the joint probability
distribution function (PDF) for CL, Qref , and θ:
pr(CL, Qref ,θ |E?, I) =
∫
dE dCH pr(C, Qref ,θ |E, I) pr(E |E?, I)
=
∫
dE dCH pr(E |C, Qref ,θ, I) pr(C, Qref ,θ | I)pr(E |E?, I)
pr(E | I) . (11)
Here C = CL ⊕ CH, i.e., including all the coefficients
in the GREE expansion. This joint PDF then gives
pr(CL, Qref |E?, I) after θ is integrated out.
To deal with stochastic numerical errors in the ab initio
eigenenergies E?, Eq. (11) is integrated over the exact-
energy variable E with pr(E |E?, I) taken to be an un-
correlated Gaussian distribution (GD) centered at E?
with width 0.1 and 1 keV for NCSM and IMSRG (the
size of their stochastic errors). The prior pr(E | I) is a
uniform distribution (UD) across a wide energy range
(results are not sensitive to the UD’s range provided it
is on the scale of, or much larger than, EH). The prior
pr(C, Qref ,θ | I) is separable, with pr(C | I) a multivari-
ate GD centered at 0 and with an identity covariance
matrix, pr(Qref | I) a UD with 0 < Qref < 500 MeV,
and pr(θ | I) consists of UDs with |δ(0)i | and |δ˜(0)i | be-
low Nptmax/2 (e
pt
max/2), and UDs with |δ(1)i | and |δ˜(1)i | be-
low 10. Further constraints are ∆ and ∆˜ being negative
and C0,0(ΛUV) and C0,1(ΛUV) satisfying a causality con-
straint [see Eq. (60) and (61) in [57]]. We set their in-
teraction range parameter R = 5 and 8 fm for n–α and
n–24O, respectively. Note that the causality constraint
plays a negligible role in most data bin analyses, except
in the resonant channels at lowest ΛUV bin.
In Eq. (11), CH can be analytically integrated out, re-
sulting in a theory-error covariance matrix for construct-
ing the likelihood function pr(E |CL, Qref ,θ, I) (c.f.
Ref. [58]). We then apply the PTEMCEE package [59,
60] (a Markov chain Monte-Carlo sampler implementing
parallel tempering) to sample pr(CL, Qref ,θ |E?, I). It
is then used to compute error bars for E `(ΛUV;ωT , E).
With large NO , the series-truncation errors at the data
points become much less than the θ-induced errors, and
CH would not be constrained by data but only by its
prior [61]. The series truncation error for E` at given
ΛUV, ωT , and E, is then an infinite sum of GDs (with
Qref at its mean value), i.e., also a GD with zero mean
and a simple variance (σ2E ,th); its correlation with E `
becomes negligible. (Also note that the series truncation
error would grow out of control when E increases beyond
EH . Therefore we only include the data with E ≤ EH
in our analysis.) As the result, to compute error bars for
E`, the error bars for the truncated E `, can be added in
quadrature with the series truncation error σE ,th. In this
work, we compromise between reducing that correlation
and the numerical effort, so we use NO = 12 for analyzing
NCSM n–α and IMSRG n–24O, but NO = 6 for IMSRG
n–α. Our Bayesian inference formalism is discussed in
more detail in Ref. [62].
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TABLE I. Regulator parameter values and ωT values for dif-
ferent data bins for the NCSM n–α P3/2 channel. The in-
volved states are α’s ground state (0+) and 5He’s 3/2− com-
puted with the listed regulator and ωT .
ΛUV (MeV) Nmax ω (MeV) ωT (MeV)
∼ 900 12,14,16 28 2,4,6,8,10,12,14,16
800 8,10 28 2,4,6,8,10,12,14,16
14,16 20 4,6,8,10
700 10,12 20 4,6,8,10
14,16 15 4,6,8,10
TABLE II. Regulator parameter values and ωT values for dif-
ferent data bins for the NCSM n–α P1/2 channel. The in-
volved states are α’s ground state (0+) and 5He’s 1/2− com-
puted with the listed regulator and ωT .
ΛUV (MeV) Nmax ω (MeV) ωT (MeV)
∼ 900 12,14,16 28 2,4,6,8,10,12
800 8 28 2,4,6,8,10
10 28 2,4,6,8,10,12
14,16 20 4,6,8,10
700 10,12 20 4,6,8,10
14,16 15 4,6,8,10
TABLE III. Regulator parameter values and ωT values for
different data bins for the NCSM n–α S1/2 channel. The in-
volved states are α’s ground state (0+) and 5He’s 1/2+ com-
puted with the listed regulator and ωT .
ΛUV (MeV) Nmax ω (MeV) ωT (MeV)
∼ 900 11, 13, 15 28 2,4,6,8
750 9 28 2,4,6
13,15 20 4,6,8
650 9, 11 20 4,6
13, 15 15 4,6,8
13
TABLE IV. Regulator parameter values for different data
bins for the IMSRG n–α P3/2 channel. Note ωT = 2 −
10, 12, 14, 16 MeV for all the data bins. The involved states
are α’s ground state (0+) and 5He’s 3/2− computed with the
listed regulator and ωT .
ΛUV (MeV) emax ω (MeV)
∼ 900 12,14 28
14 24
800 10 28
12 24
14 20
750 10 24
12 20
14 16
650 10 20
10,12 16
550 10,12,14 12
TABLE V. Regulator parameter values for different data bins
for the IMSRG n–α P1/2 channel. Note ωT = 2–10 MeV for
all the data bins. The involved states are α’s ground state
(0+) and 5He’s 1/2− computed with the listed regulator and
ωT .
ΛUV (MeV) emax ω (MeV)
∼ 900 12,14 28
14 24
750 10 28
10,12 24
14 20
700 10,12 20
12, 14 16
550 10 16
10,12,14 12
TABLE VI. Regulator parameter values for different data bins
for IMSRG n–24O D3/2 channel. ωT = 1, 1.5, 2, 2.5, 3, 3.5, 4
for all the data bins. The involved states are 24O’s ground
state (0+) and 25O’s 3/2+ computed with the listed regulator
and ωT .
ΛUV (MeV) emax ω (MeV)
∼ 900 14 28
14 24
700 14 20
14 16
800 14 24
14 20
