Abstract
Introduction
Many software systems today are built by incorporating COTS (commercial off-the-shelf) components; rarely are new systems developed from scratch. COTS components are usually designed for general use to be reused in different systems, so they may include many functions for their potential reuse. Although COTS components offer great functionality, they still may not meet user's (or purchaser's) requirements such as self-management [9] that autonomously manage abnormal behavior of systems at runt-time without human interaction. Therefore self-management is necessary for dependable COTS component-based systems that require high reliability and availability.
Self-management of COTS-component-based systems includes detection of anomalies in COTS components, reconfiguration of anomalous COTS components, and repair of anomalous COTS components, which can be achieved at the level of software architecture by means of self-managed COTS components and interaction between the components. COTS components may need to be changed to support the properties of self-management in a system, but the change to COTS components are not always possible due to COTS vendor's protecting intellectual property. To achieve self-management of a COTS component-based system, self-managed COTS components need to be designed using given COTS components, without change to the components. In addition, it is necessary to specify a mechanism for the interaction among self-managed COTS components to achieve anomaly detection, dynamic reconfiguration, and repair of anomalous COTS components.
There have been many efforts to make COTS components more reliable [1, 7, 8, 11, 16] . This paper describes self-management of COTS component-based systems at the level of the software architecture [3, 13] that are composed of self-managed COTS components. The approach described in this paper is applicable for soft real-time COTS component-based systems, which require reliability and availability of services. This work is an extension to the previous work [14, 15] , which designs reliable systems using detailed information on the structure of components.
Overview of Approach
The software architecture [3, 13] for making COTS component-based systems dependable is designed by means of self-managed COTS components and interaction between the components. A self-managed COTS component is capable of autonomously managing anomalies attributed to design faults in the component and adapting itself in response to changes in other components. A COTS component is anomalous if the component does not behave as specified.
Self-managed COTS components are designed using wrappers [4] , which contain the capability for selfmanaging the COTS component. A self-managed COTS component provides services to and/or requests them from other components via its wrapper, whereas a wrapper offers a modified interface to its COTS component to other components. The modified interface to a COTS component is used to intercept the message communication between the component and others.
The software architecture consisting of self-managed COTS components with wrappers is depicted in Fig. 1 
Wrapper for Self-Management of COTS Component
The wrappers for COTS components play an important role for self-management of COTS component-based systems. They are involved in detection of anomalies in each COTS component, dynamic reconfiguration of COTS systems, and repair of anomalous COTS components, so that COTS component-based systems remain more dependable.
The wrappers of COTS components can be structured into several objects to support the properties of selfmanagement of a system. b) COTS Monitor. The COTS Monitor encapsulates the specification of the COTS component, which is represented using the statechart in the Unified Modeling Language (UML) [2, 12] 
Self-Management in COTS ComponentBased Software Architecture
This section describes a mechanism for selfmanagement of COTS components, which is carried out: detection of anomalous operations (or functions) in COTS components, reconfiguration of COTS component-based systems against anomalies detected, and repair of COTS components paralyzed.
The operations provided by a COTS component are monitored by the COTS Monitor (in the wrapper), which encapsulates statecharts describing the states of each operation. When an operation in a COTS component is invoked, the statechart for the operation in the wrapper begins the execution from the Idle state to the Operation state.
The COTS Modified Interface maintains the status of each operation in a COTS component. An operation is "unblocked" if it performs its obligation normally. On the other hand, an operation is marked "blocked" if either the operation contains its own anomalies (referred to as malfunction block) or the operation requires other operation in a different component that is anomalous (referred to as dependency block). In addition, an operation can be blocked during the repair of anomalous COTS component (referred to as repair block). Only unblocked operations are allowed to be called by the COTS Modified Interface. Fig. 3 depicts the self-management of a COTS component using the collaboration diagram of UML [2, 12] , in which the message sequence A1 through A8 describes the monitoring of the Operation1 of the COTS component that is requested by an input device such as an elevator button. 
Fig. 3 Self-Management of COTS Component
The COTS Monitor presumes that an operation provided by a COTS component may be anomalous if the expected notification messages have not arrived within reasonable time intervals (e.g., messages A2, A4, A6, and A8). Each state in the statechart encapsulated in the COTS Monitor should make transitions within an expected time interval once the statechart starts at the Idle state.
The reconfiguration of COTS component-based systems is performed by the Reconfiguration Managers, which have detailed information associated with the configuration of COTS components. The information in the Reconfiguration Managers includes the status of each operation in a COTS component, and reconfiguration plans against anomalous operations within a COTS component and in different COTS components. The Reconfiguration Managers in wrappers co-operate each other to reconfigure COTS components dynamically, so that the neighboring COTS components have the minimal impact from anomalous COTS components. The COTS component-based systems are reconfigured into the original configuration again when anomalous COTS components resume their services.
When an anomaly has been detected in the Operation1 (Fig.3) , the Reconfiguration Manager generates a reconfiguration plan against the anomalous Operation1. A COTS component that has anomalous operations is isolated from the neighboring components before its repair, so that the repair is not interrupted by other components. The isolation of the anomalous component is realized by blocking all operations in the component, and blocking all operations in the neighboring components that require services from the component being repaired [6, 10] . In Fig. 3 , the repair is performed by means of reinstallation of the COTS component -message sequence C1 through C12.
Application -Distributed Elevator System
The approach to designing of self-managed COTS component-based system is applied to the distributed elevator system with multiple elevators [5] , which is structured into the Elevator, Floor and Scheduler COTS components. In the software architecture, each Elevator COTS component is allocated to an elevator, while each Floor COTS component is allocated to a floor. The Scheduler COTS component is allocated to a separate node for performance reasons, so it can rapidly respond to elevator requests.
When a passenger presses a floor button (i.e., up or down button) to request an elevator at a floor, the request for an elevator is delivered to the Scheduler COTS component through the Floor COTS component. 
Conclusions
This paper has described an approach to designing self-managed COTS components-based systems in which each COTS component is encapsulated in its wrapper that is capable of detecting anomalies in the COTS component, reconfiguring the COTS component against the anomalies detected, and repairing the anomalous COTS component. To support the capabilities of wrappers for COTS components, the structure of wrappers has been specified in terms of the static and dynamic views at the level of the software architecture for self-managed systems. The design approach suggested in this paper has been applied to the distributed elevator systems.
Further research in the self-management of COTS component systems is envisioned. The mechanisms for detection, reconfiguration, and repair of COTS components can be detailed by specifying the COTS Monitor, Reconfiguration Manager, and Repair Manager in the wrapper. A decision mechanism in the COTS Monitor can be refined to increase the accuracy and speed to detect anomalies in the component. In addition, the approach in this paper needs to be experimented with large-scale systems.
