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On a q-Identity Arising from the Dimension of a
Representation of GL(n) over a Finite Field
Ofir Gorodetsky1 Zahi Hazan2
Raymond and Beverly Sackler School of Mathematical Sciences, Tel Aviv
University
Abstract
The present paper proves a q-identity, which arises from a representation πN,ψ of
GLn(Fq). This identity gives a significant simplification for the dimension of πN,ψ,
which allowed the second author to obtain a description of the representation.
1 Introduction
In a recent work of the second author [Haz16], by taking an irreducible cuspidal rep-
resentation π of GL3n(Fq), a representation of GLn(Fq), denoted πN,ψ, has been con-
structed as a twisted Jacquet module corresponding to certain Whittaker models of
π. A similar construction may be done for an irreducible cuspidal representation π of
GL2n(Fq), in which case the description of the corresponding representation of GLn(Fq)
was given in [Pra00] by Prasad.
In §3, a direct calculation provides a formidable sum for dim(πN,ψ):
dim(πN,ψ) =
1
q3n
2
n∑
m,k=0
qkn+(n−k)m+
k(k−1)
2
+m(m−1)
2∏k
i=1(q
i − 1)
∏m
i=1(q
i − 1)
n−max{k,m}∑
ℓ=0
(−1)ℓ
·q
ℓ(ℓ−1)
2
3n−k−ℓ−m−1∏
i=ℓ+1
(qi − 1)
n∏
i=n−k−ℓ+1
(qi − 1)
n∏
i=n−m−ℓ+1
(qi − 1)
]
.
(1.1)
A simplification of the sum was a crucial step in [Haz16] in order to describe πN,ψ,
similarly to [Pra00]. The work of Prasad suggests that dim (πN,ψ) should be similar to
the dimension of the corresponding space of degenerate Whittaker models in [Pra00,
Lem. 3], which was shown to be
n−1∏
i=1
(qn − qi).
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Indeed, empirical evidence for n ≤ 8 (obtained by manual evaluation for n ≤ 2 and
Maple calculations for n ≤ 8) suggested that
Theorem 1. For all positive integers n we have
dim(πN,ψ) = q
n(n−1)
2
n−1∏
i=1
(qn − qi). (1.2)
Theorem 1 is an immediate consequence of (1.1) and Theorem 2, proved in §2.
Theorem 2. Let q be a prime power, and let n be a positive integer. Then
q
n(n−1)
2
n−1∏
i=1
(qn − qi) =
1
q3n
2
n∑
m,k=0
qkn+(n−k)m+
k(k−1)
2
+m(m−1)
2∏k
i=1(q
i − 1)
∏m
i=1(q
i − 1)
n−max{k,m}∑
ℓ=0
(−1)ℓ
·q
ℓ(ℓ−1)
2
3n−k−ℓ−m−1∏
i=ℓ+1
(qi − 1)
n∏
i=n−k−ℓ+1
(qi − 1)
n∏
i=n−m−ℓ+1
(qi − 1)
]
.
(1.3)
Let (q; q)n =
∏n
i=1(1 − q
i). As we prove in Lemma 2.2, the following identity is
equivalent to (1.3), while having the advantage of being more compact:
q4n
2−n
1− qn
=
∑
m,k,ℓ:
0≤m,k≤n
0≤ℓ≤n−max{k,m}
qn(k+m)−km+(
k
2)+(
m
2 )+(
ℓ
2)(−1)k+m+ℓ
·
(q; q)3n−k−ℓ−m−1(q; q)n
(q; q)k(q; q)m(q; q)ℓ(q; q)n−k−ℓ(q; q)n−m−ℓ
.
(1.4)
2 Proof of Theorem 2
Note the for a fixed n, both sides of (1.3) are rational functions of q with coefficients
in Q. Two rational functions that coincide on all prime powers, must be formally
identical. Hence, it suffices to establish identity (1.3) as a formal identity in variable
q. This is the approach we take.
We introduce two standard pieces of notation that are indispensable for us - the
q-Pochhammer symbol and its infinite variant:
(a; q)n =
n−1∏
k=0
(1− aqk), (a; q)∞ =
∞∏
k=0
(1− aqk). (2.1)
The expression (a; q)n is defined for any non-negative integer n (with (a; q)0 = 1). For
(a; q)∞ to make sense, one may consider it as a formal power series in variable q.
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2.1 Auxiliary Lemmas
Lemma 2.1. Fix n ≥ 1. Identity (1.3) is equivalent to
q4n
2−n
1− qn
=
∑
m,k,ℓ:
0≤m,k≤n
0≤ℓ≤n−max{k,m}
qn(k+m)−km+(
k
2)+(
m
2 )+(
ℓ
2)(−1)k+m+ℓ
·
(q; q)3n−k−ℓ−m−1(q; q)n
(q; q)k(q; q)m(q; q)ℓ(q; q)n−k−ℓ(q; q)n−m−ℓ
.
(2.2)
Proof. We list below expressions appearing in (1.3), and their simplification using (2.1)
and algebraic manipulations.
q
n(n−1)
2 = q(
n
2),
n−1∏
i=1
(qn − qi) = (−1)n−1(q; q)n−1 · q
(n2),
qkn+(n−k)mq
k(k−1)
2 q
m(m−1)
2 = qn(k+m)−km+(
k
2)+(
m
2 ),
1∏k
i=1(q
i − 1)
∏m
i=1(q
i − 1)
=
(−1)k+m
(q; q)k(q; q)m
,
q
ℓ(ℓ−1)
2 = q(
ℓ
2),
3n−k−ℓ−m−1∏
i=ℓ+1
(qi − 1) = (−1)n+k+m+1
(q; q)3n−k−ℓ−m−1
(q; q)ℓ
,
n∏
i=n−k−ℓ+1
(qi − 1) = (−1)k+ℓ
(q; q)n
(q; q)n−k−ℓ
,
n∏
i=n−m−ℓ+1
(qi − 1) = (−1)m+ℓ
(q; q)n
(q; q)n−m−ℓ
.
(2.3)
Plugging (2.3) in (1.3), we find that (1.3) is equivalent to
q(
n
2)(−1)n−1(q; q)n−1 · q
(n2) =
1
q3n
2
n∑
m,k=0
qn(k+m)−km+(
k
2)+(
m
2 )
(−1)k+m
(q; q)k(q; q)m
·
n−max{k,m}∑
ℓ=0
(−1)ℓq(
ℓ
2)(−1)n+k+m+1
(q; q)3n−k−ℓ−m−1
(q; q)ℓ
·(−1)k+ℓ
(q; q)n
(q; q)n−k−ℓ
(−1)m+ℓ
(q; q)n
(q; q)n−m−ℓ
]
.
(2.4)
We multiply both sides of (2.4) by q3n
2
, divide by (−1)n−1(q; q)n = (−1)
n−1(q; q)n−1(1−
3
qn) and arrive at
q3n
2+2(n2)
1− qn
=
n∑
m,k=0
qn(k+m)−km+(
k
2)+(
m
2 )
(−1)k+m
(q; q)k(q; q)m
·
n−max{k,m}∑
ℓ=0
(−1)ℓq(
ℓ
2)
(q; q)3n−k−ℓ−m−1
(q; q)ℓ
(q; q)n
(q; q)n−k−ℓ(q; q)n−m−ℓ
 .
(2.5)
Noting that 3n2 + 2
(
n
2
)
= 4n2 − n and writing the RHS of (2.5) as a triple sum over
m, k and ℓ, we find that (2.5) is equivalent to (2.2), as needed. 
The following lemma is a crucial step in the proof of Theorem 2. We have ar-
rived at it while looking for a nice expression for the RHS of (2.5) with k fixed. The
Mathematica package ”qMultiSum” [Rie03], developed by the Research Institute for
Symbolic Computation, is able to find recurrences for certain q-sums. This package,
developed and supported by Ralf Hemmecke, Peter Paule and Axel Riese, returned a
short recursion, which gave us confidence in this direction.
Lemma 2.2. Let n, k be integers with n ≥ 1 and 0 ≤ k ≤ n. One has∑
m,ℓ:
0≤m≤n
0≤ℓ≤min{k,n−m}
qmk+(
m
2 )+(
ℓ
2)(−1)m+ℓ
(q; q)2n+k−ℓ−m−1(q; q)n
(q; q)m(q; q)ℓ(q; q)k−ℓ(q; q)n−m−ℓ
= (qk+1; q)n−1 · (q
k+n)n(−1)nq(
n
2).
(2.6)
Proof. Note that
(q; q)2n+k−ℓ−m−1
(q; q)k−ℓ
=
(q; q)k
(q; q)k−ℓ
(q; q)2n+k−ℓ−m−1
(q; q)k
=
k∏
i=k−ℓ+1
(1− qi)
2n+k−ℓ−m−1∏
i=k+1
(1− qi)
= (−1)ℓq(k−ℓ+1)+(k−ℓ)+···+k
k∏
i=k−ℓ+1
(1− q−i) · (qk+1; q)2n−ℓ−m−1
= (−1)ℓqk·ℓ−(
ℓ
2)(q−k; q)ℓ · (q
k+1; q)2n−ℓ−m−1
= (−1)ℓ(qk)ℓq−(
ℓ
2)(q−k; q)ℓ · (q
k+1; q)2n−ℓ−m−1.
(2.7)
Using (2.7), the LHS of (2.6) becomes
(q; q)n
∑
m,ℓ:
0≤m≤n
0≤ℓ≤min{k,n−m}
(qk)m+ℓ(−1)mq(
m
2 )
(q−k; q)ℓ(q
k+1; q)2n−ℓ−m−1
(q; q)m(q; q)ℓ(q; q)n−m−ℓ
. (2.8)
Since (qk+1; q)2n−ℓ−m−1 = (q
k+1; q)n−1(q
k+n; q)n−m−ℓ, we may rewrite (2.8) as
(q; q)n(q
k+1; q)n−1
∑
m,ℓ:
0≤m≤n
0≤ℓ≤min{k,n−m}
(−qk)mq(
m
2 )
(q; q)m
·
(q−k; q)ℓ(q
k)ℓ
(q; q)ℓ
·
(qk+n; q)n−m−ℓ
(q; q)n−m−ℓ
. (2.9)
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Since (q−k; q)ℓ = 0 when ℓ is greater than k, we may extend the summation in (2.9) as
follows, without changing the value of the sum:
(q; q)n(q
k+1; q)n−1
∑
0≤m+ℓ≤n
(−qk)mq(
m
2 )
(q; q)m
·
(q−k; q)ℓ(q
k)ℓ
(q; q)ℓ
·
(qk+n; q)n−m−ℓ
(q; q)n−m−ℓ
. (2.10)
We recall two classical q-identities:
(x; q)∞ =
∞∑
n=0
(−1)nq(
n
2)xn
(q; q)n
, (2.11)
(ax; q)∞
(x; q)∞
=
∞∑
n=0
(a; q)n
(q; q)n
xn. (2.12)
For our purposes, it is enough to consider these two series as formal series in x. Identity
(2.11) is due to Euler, and it may be shown to follow from (2.12), which is known as
the ”q-Binomial Identity”. See equations (19), (20) in the Forward of [GR04].
Replacing x with qkx in (2.11), we find that
∑
m
(−qk)mq(
m
2 )xm
(q; q)m
= (qkx; q)∞. (2.13)
Plugging a = q−k and replacing x with qkx in (2.12), we find that
∑
ℓ
(q−k, q)ℓ(q
k)ℓxℓ
(q; q)ℓ
=
(x; q)∞
(qkx; q)∞
. (2.14)
Plugging a = qk+n in (2.12), we find that
∑
i
(qk+n; q)ix
i
(q; q)i
=
(qk+nx; q)∞
(x; q)∞
. (2.15)
Hence, (2.10) may be written as (q; q)n(q
k+1; q)n−1 times the coefficient of x
n in the
following product:
(qkx; q)∞ ·
(x; q)∞
(qkx; q)∞
(qk+nx; q)∞
(x; q)∞
· (x; q)∞ = (q
k+nx; q)∞. (2.16)
We use (2.11) again, to conclude that this coefficient is (qk+n)n (−1)
nq(
n
2)
(q;q)n
, and so (2.10)
(the LHS of (2.6)) equals to
(q; q)n(q
k+1; q)n−1 · (q
k+n)n
(−1)nq(
n
2)
(q; q)n
= (qk+1; q)n−1 · (q
k+n)n(−1)nq(
n
2), (2.17)
which is the RHS of (2.6). This concludes the proof of Lemma 2.2. 
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2.2 Conclusion of Proof
Fix n ≥ 1. By Lemma 2.1, Theorem 2 follows once we establish (2.2). We separate the
summation in the RHS of (2.2) into an outer summation over k and inner summation
over m, ℓ, and so (2.2) becomes
q4n
2−n
1− qn
=
n∑
k=0
(−1)kqkn+(
k
2)
(q; q)k
∑
m,ℓ:
0≤m≤n
0≤ℓ≤n−max{k,m}
qm(n−k)+(
m
2 )+(
ℓ
2)(−1)m+ℓ
·
(q; q)3n−k−ℓ−m−1(q; q)n
(q; q)m(q; q)ℓ(q; q)n−k−ℓ(q; q)n−m−ℓ
.
(2.18)
We replace k with n− k in (2.18):
q4n
2−n
1− qn
=
n∑
k=0
(−1)n−kq(n−k)n+(
n−k
2 )
(q; q)n−k
∑
m,ℓ:
0≤m≤n
0≤ℓ≤min{k,n−m}
qmk+(
m
2 )+(
ℓ
2)(−1)m+ℓ
·
(q; q)2n+k−ℓ−m−1(q; q)n
(q; q)m(q; q)ℓ(q; q)k−ℓ(q; q)n−m−ℓ
.
(2.19)
Lemma 2.2 tells us that the value of the inner sum in the RHS of (2.19) is the RHS
of (2.6), and so (2.19) becomes
q4n
2−n
1− qn
=
n∑
k=0
(−1)n−kq(n−k)n+(
n−k
2 )
(q; q)n−k
(
(qk+1; q)n−1 · (q
k+n)n(−1)nq(
n
2)
)
. (2.20)
Dividing both sides of (2.20) by q2n
2+(n2) and simplifying, (2.20) becomes
q2n
2−n−(n2)
1− qn
=
n∑
k=0
(−1)kq(
n−k
2 )
(q; q)n−k
(qk+1; q)n−1. (2.21)
Writing (qk+1; q)n−1 as
(q;q)n−1(qn;q)k
(q;q)k
in the RHS of (2.21), we may write (2.21) as
follows:
q2n
2−n−(n2)
1− qn
= (q; q)n−1
n∑
k=0
(−1)k(qn; q)k
(q; q)k
·
q(
n−k
2 )
(q; q)n−k
. (2.22)
The sum in the RHS of (2.22) is exactly the coefficient of xn in the formal series
A(x) =
∑
i≥0
(−1)i(qn; q)ix
i
(q; q)i
∑
j≥0
q(
j
2)xj
(q; q)j
 . (2.23)
According to (2.11) and (2.12),
A(x) =
(−qnx; q)∞
(−x; q)∞
· (−x; q)∞ = (−q
nx; q)∞. (2.24)
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The coefficient of xn in A(x) = (−qnx; q)∞ is (using (2.11) again)
(−qn)n(−1)nq(
n
2)
(q; q)n
.
After multiplying this coefficient by (q; q)n−1, we get that the RHS of (2.22) is
qn
2+(n2)
1− qn
, (2.25)
which coincides with the LHS of (2.22), since n2+
(
n
2
)
= 2n2−n−
(
n
2
)
. This concludes
the proof. 
3 Representation Theoretical Background
Here we construct πN,ψ and compute its dimension.
3.1 Definitions
Fix a prime power q. Let Fq be a finite field. We will fix a nontrivial character ψ0 of
Fq. Let Fqm be the unique field extension of degree m of Fq. Denote G := GL3n(Fq).
Let P be the parabolic subgroup in G of type (n, n, n):
P =

A11 A12 A130 A22 A23
0 0 A33
 ∈ G
∣∣∣∣∣∣Aij ∈Mn(Fq), Aii ∈ GLn(Fq)1 ≤ i ≤ j ≤ 3

Let M be the Levi subgroup of P :
M =

A11 0 00 A22 0
0 0 A33
 ∈ G
∣∣∣∣∣∣Aii ∈ GLn(Fq), 1 ≤ i ≤ 3

Let N be the unipotent radical of P :
N =

In A12 A130 In A23
0 0 In
 ∈ G
∣∣∣∣∣∣Aij ∈Mn(Fq), 1 ≤ i < j ≤ 3

Let ψ0 : Fq → C
∗ be a nontrivial additive character.
Definition 3.1. We define a nontrivial character ψ : N → C∗ as follows. Given u ∈ N ,
we write it as
u =
In X Y0 In Z
0 0 In
 ,X, Y, Z ∈Mn(Fq).
We set
ψ (u) := ψ0 (tr (X + Z)) = ψ0 (tr (X))ψ0 (tr (Z)) .
We will sometimes write ψ (X,Z) for ψ(u).
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Let π be an irreducible representation of G acting on a space Vπ. We will denote
by πN,ψ the largest subspace of Vπ, on which N operates through ψ, i.e.
VπN,ψ = {v ∈ Vπ | π(u)v = ψ(u)v, ∀u ∈ N } . (3.1)
This is the twisted Jacquet module of Vπ with respect to (N,ψ). By definition, VπN,ψ
is the image of the projection PN,ψ : Vπ → Vπ given by
PN,ψ (v) =
1
|N |
∑
u∈N
π(u)ψ(u)v. (3.2)
Since M normalizes N , it acts on the characters of N in a well-defined manner, as
follows:
∀m ∈M : (m · ψ)(u) = ψ
(
m−1um
)
(u ∈ N).
We have, for m ∈M ,
π(m)VπN,ψ = VπN,m·ψ
A short calculation reveals that the stabilizer of ψ in M is given by
H =

g 0 00 g 0
0 0 g
 ∈ G
∣∣∣∣∣∣ g ∈ GLn(Fq)
 ,
and in particular is isomorphic to GLn(Fq). Therefore, πN,ψ is a GLn(Fq)-module.
The space VπN,ψ is referred to as the space of degenerate Whittaker models of π
(with respect to (N,ψ)). We remark that the space of linear forms on VπN,ψ is the
same as the space of linear forms on Vπ on which N operates via ψ, generalizing the
notion of Whittaker models in the case of GL3n(Fq).
3.2 Cuspidal Representations
We review the irreducible cuspidal representations of GLm(Fq) as in S.I. Gelfand [Gel75,
§6] (originally in J. A. Green [Gre55]). Irreducible cuspidal representations of GLm(Fq),
from which all the other irreducible representations of GLm(Fq) are obtained via the
process of parabolic induction, are associated to regular characters of F∗qm . A multi-
plicative character θ of F∗qm is called regular if, under the action of the Galois group of
Fqm over Fq, the orbit of θ consists of m distinct characters of F
∗
qm .
We denote the irreducible cuspidal representation of GLm(Fq) associated to a reg-
ular character θ of F∗qm by πθ and the character of the representation πθ by Θπ.
Given a ∈ Fqm , consider the map ma : Fqm → Fqm, defined by ma(x) = ax. The
map a 7→ ma is an injective homomorphism of algebras Fqm →֒ EndFq (Fqm). This way,
every element of F∗qm gives rise to a well-defined conjugacy class in GLm(Fq). The
conjugacy classes in GLm(Fq), which are so obtained from elements of F
∗
qm , are said to
be associated to F∗qm .
We summarize the information about the character Θπ in the following theorem.
We refer to the paper of S. I. Gelfand [Gel75, §6] for the statement of this theorem
in this explicit form, which is originally due to Green [Gre55, Thm. 14] (See also the
paper of Springer and Zelevinsky [SZ84]) The theorem is quoted as it appears in [Pra00,
Thm. 2].
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Theorem (Green [Gre55]). Let Θπ be the character of a cuspidal representation πθ
of GLm(Fq) associated to a regular character θ of F
∗
qm. Let g = s · u be the Jordan
decomposition of an element g in GLm(Fq) (s is a semi-simple element, u is unipotent
and s, u commute). If Θπ(g) 6= 0, then the semi-simple element s must come from
F∗qm. Suppose that s comes from F
∗
qm . Let λ be an eigenvalue of s in F
∗
qm, and let
t = dimFqm ker(g − λI). Then
Θπ(s · u) = (−1)
m−1
[
d−1∑
α=0
θ(λq
α
)
]
(1− qd)(1− (qd)2) · · · (1− (qd)t−1) (3.3)
where qd is the cardinality of the field generated by λ over Fq, and the summation is
over the various distinct Galois conjugates of λ.
Corollary 1. The value Θπ(g) is determined by the eigenvalue of g and the number
of Jordan blocks of g, which, in turn, is determined by dimFqm ker(g − λI).
3.3 Linear Algebra
In order to calculate the dimension of the degenerate Whittaker models, we need several
results on the number of matrices satisfying certain conditions.
1. Let |Gr (m+ k,m)| denote the number of m-dimensional subspaces in Fm+kq .
There is a well known formula for |Gr (m+ k,m)| [Coh04, Thm. 1]:
|Gr (m+ k,m)| =
∏m+k
i=1
(
qi − 1
)∏m
i=1 (q
i − 1)
∏k
i=1 (q
i − 1)
. (3.4)
2. Given α ∈ Fq, we will denote by Y
α
m,k the number of square matrices of order
m + k over Fq with a fixed rank k and fixed trace α. The linearity of the trace
implies that for any α ∈ F×q , we have
Y αm,k = Y
1
m,k (3.5)
In addition, we have the following lemma by Prasad.
Lemma 3.2. [Pra00, Lem. 2]
Y 1m,k − Y
0
m,k = (−1)
k−1 q
k(k−1)
2 |Gr (m+ k,m)| . (3.6)
3. We will denote by Zs,t,k the number of matrices of order s × t with a fixed rank
k over Fq. We have the following formula for Zs,t,k by Landsberg.
Lemma 3.3. [Lan93]
Zs,t,k =
k−1∏
i=0
(
qs − qi
) (
qt − qi
)
(qk − qi)
. (3.7)
9
3.4 Calculation of the Dimension of piN,ψ
We will prove that dim (πN,ψ) is equal to the RHS of (1.3). Given u ∈ N , we write it
as
u =
In X Y0 In Z
0 0 In
 , X, Y, Z ∈Mn(Fq). (3.8)
We will use the following notation:
Ik,n =
(
Ik 0
0 0n−k
)
, (k ≤ n) (3.9)
In,m =
(
0n−m 0
0 Im
)
, (n ≥ m) (3.10)
Ink,l,m =
0k,l 0 0Il 0 0l,m
0 0 0

n×n
, (k + l +m ≤ n) (3.11)
Clearly,
dim (πN,ψ) =
1
|N |
∑
u∈N
Θπ(u)ψ(u) =
1
q3n
2
∑
X,Y,Z∈Mn(Fq)
Θπ (u)ψ (X,Z) . (3.12)
By Corollary 1, the value Θπ(u) is determined by dimF
q3n
ker(u− I) (because 1 is the
only eigenvalue of u) which is in turn determined by rankF
q3n
(u − I). The character
ψ (X,Z) is determined by the traces of X,Z. Therefore, we will split the sum in (3.12)
by the ranks and traces,
dim (πN,ψ) =
1
q3n
2
n∑
m,k=0
rkX=k,rkZ=m
∑
α,β∈Fq
trX=α,trZ=β
∑
Y ∈Mn(Fq)
Θπ (u)ψ0 (α+ β) . (3.13)
For a matrix X of rank k there exist invertible matrices E1, E3 such that X = E1Ik,nE3.
Similarly, there are E2, E4 such that Z = E2In,mE4. So, one can write u as
u = I3n +
E1 0 00 E2 0
0 0 In
0 Ik,n Y˜0 0 In,m
0 0 0
In 0 00 E3 0
0 0 E4
 , (3.14)
where Y˜ = E−11 Y E
−1
4 . Together with the fact that rank is invariant under elementary
operations, we now have
dim (πN,ψ) =
1
q3n
2
n∑
m,k=0
∑
α,β∈Fq
∑
Y˜
Θπ
I3n +
0 Ik,n Y˜0 0 In,m
0 0 0

· ψ0 (α+ β)Y
α
n−k,kY
β
n−m,m.
(3.15)
We can use Gaussian elimination operations on Y˜ (which do not affect the rank nor
dimension of the kernel of the matrix minus I3n, and the number of Jordan blocks is
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not affected as well) as follows: the corresponding elements of Y˜ are being canceled by
the pivot elements in In,m (using row elementary operations) and by the pivot elements
in Ik,n (using column elementary operations). Equation 3.15 becomes
dim (πN,ψ) =
1
q3n
2
n∑
m,k=0
∑
α,β∈Fq
ψ0 (α+ β)Y
α
n−k,kY
β
n−m,mq
kn+(n−k)m
·
n−max{k,m}∑
ℓ=0
Θπ (g)Zn−k,n−m,ℓ,
(3.16)
where
g = I3n +
0 Ik,n Ink,ℓ,m0 0 In,m
0 0 0
 . (3.17)
According to the character formula (3.3), we can calculate Θπ(g). In this case m = 3n,
g = s · u where s = I3n, so λ = 1 and
t = dim ker(g − I) = 3n− rk(g − I) = 3n− k −m− ℓ.
So,
Θπ (g) = (−1)
3n−1(1− q)(1 − q2) · · · (1− q3n−k−m−ℓ−1)
= (−1)k+m+ℓ
3n−k−m−ℓ∏
i=1
(
qi − 1
)
. (3.18)
Let
S(m,k) =
∑
α,β∈Fq
ψ0 (α+ β)Y
α
n−k,kY
β
n−m,m, (3.19)
which is the inner sum in (3.16). It is independent of the other sums and by changing
the order of summation can be calculated separately. From (3.5) and
∑
x∈F∗q
ψ0(x) = −1,
we find that
S(m,k) = Y 0n−k,kY
0
n−m,m + Y
1
n−k,kY
0
n−m,m
∑
α∈F∗q
ψ0 (α)
+ Y 0n−k,kY
1
n−m,m
∑
β∈F∗q
ψ0 (β) + Y
1
n−k,kY
1
n−m,m
∑
γ∈F∗q
ψ0 (γ)
2
= Y 0n−k,kY
0
n−m,m − Y
1
n−k,kY
0
n−m,m − Y
0
n−k,kY
1
n−m,m + Y
1
n−k,kY
1
n−m,m
=
(
Y 1n−k,k − Y
0
n−k,k
) (
Y 1n−m,m − Y
0
n−m,m
)
. (3.20)
By Lemma 3.2 and (3.20), we find that
S(m,k) = (−1)k−1 q
k(k−1)
2 |Gr (n, n− k)| (−1)m−1 q
m(m−1)
2 |Gr (n, n−m)| . (3.21)
By (3.4) and (3.21), we have
S(m,k) = (−1)k+m
∏k−1
i=0
(
qn − qi
)∏m−1
i=0
(
qn − qi
)∏m
i=1 (q
i − 1)
∏k
i=1 (q
i − 1)
. (3.22)
Using Lemma 3.3 and substituting (3.18) and (3.22) into (3.16) gives that dim (πN,ψ)
is the RHS of (1.3), as wanted.
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