Since Theorems A (p) and B (p) both depend on the Cartan-Kahler Theorem, a procedure is developed to handle both in a uniform manner. For this purpose, the Cartan-Kahler Theorem, which is usually stated in terms of ideals of real-valued forms, is restated in §1 in terms of differential forms with values in a vector bundle. In §2, the Levi-Civita connection on M is used to obtain certain useful vector bundle valued differential forms on the Grassmann manifolds @P(M) and ^g(M). The restrictions of these forms to the vertical subbundles of the tangent bundles T&P(M) and F^g(M) yield important isomorphisms. In §3.3, the conditions for the parallelism of a TBI are restated in terms of the vanishing of a vector bundle valued differential form. The proofs of Theorems A (p) and B (p) then proceed in § §4 and 5, in a like manner. First, in §4.1 and §5.2, the desired solutions are shown to be special integral manifolds of certain vector bundle valued forms on appropriate bundles. Next, in §4.2 and §5.3, the conditions for the unique integrability of these forms using Cartan-Kahler (the existence of regular integral planes and the dimension of their polar spaces) are computed using the isomorphisms obtained in §2. Finally, in §4. 3 and §5.4 , it is shown that the given initial data satisfies these conditions and hence can be integrated to unique local solutions.
For the C°° version of Theorem B (p) proved under somewhat more specialized hypotheses, see [7] . A global C°° version of Theorem B (p) appears in [8] ; it is not known if the global real analytic version is true.
This paper is a continuation of research done at the Massachusetts Institute of Technology in a doctoral thesis under the direction of I. M. Singer. I wish to acknowledge my indebtedness to him and to thank him for his ever generous aid. I wish too, to thank James Simons for several useful conversations during which he shared with me some of his insights on the geometry of the Grassmann manifolds.
1. Differential forms and the Cartan-Kahler theorem. 1.1 Fiber bundles. Notation follows Bourbaki [3] , with the exceptions noted below. "Smooth" will mean real analytic or infinitely differentiable. If (B, M, n) is a smooth fiber bundle with base manifold M, total space B and projection -n, then the fiber 7r-1(x), x e M, is denoted B(x) with the exception that in the case of the tangent bundle T(M) the fiber at x will be denoted MX. When/: N-> M is a smooth map of manifolds, Tf: T(N)^>-T(M) is the tangent map. f*B=NxMB = {(x, b) e Nx B | f(x) = n(b)} is the reciprocal image of B under ff*B is a smooth bundle over N whose bundle projection is projection on the first factor; by abuse of notation this map is also denoted -n. Projection on the second factor,/* : f*B -> B, is a smooth /-bundle map. If B is a principal bundle (vector bundle) then so is f*B and/* is a principal bundle (vector bundle) map. If w is a smooth section of B there is a unique smooth section f*w off*B such that/* of*w = oj °f.Ifh:E-^F is an/-vector bundle map then there is a unique AZ-vector bundle map h: E^?f*F such that/*o^ = n. Furthermore, if F' is a second vector bundle over M and k: F-+F'
is an M-vector bundle map, then there is a unique N-vector bundle map f*k:f*F-*f*F' such that k°f* =f*°f*k. Similar statements hold for principal bundles. Let (B, M, n, G) be a smooth principal bundle with group G. For each a e G the right action of o on B is denoted ra: B -> B; for be B ra(b) is usually written bo. Let G act on the left as diffeomorphisms of the manifold //. Let BxaH be the set of equivalence classes of elements of Bx H under the relation: (b, h)~(b', h') iff there is oe G such that b' = ba and h' = a~1(h). The image of (b, h) e B x H is written bhe BxGH. Bxa H is then the total space of a smooth bundle over M whose projection is the map bh\-^7r(b); BxaH is the bundle associated to B with fiber type H (and given action). In addition Bx H isa principal G bundle over BxGH whose projection is (b, h)*r->bh. For fixed be B the map 9b: H-+ BxGH where Bb(h) = b-h is a diffeomorphism of H onto BxGH(n(b)). With/as above, f*(BxGH) and (f*B)xGH are canonically bundle isomorphic; (x, bh)i->(x,b)h.
If B'^B is a principal subbundle that reduces the group G to a subgroup, then corresponding associated bundles are canonically isomorphic: B'xGHxBxGH.
If (E, M, it) is a vector bundle, AP(E) is its pth exterior power; however, when E=T(M), AP(T(M)) is abbreviated to AP(M). The pth exterior power of a vector bundle map A: F-^F will be denoted AP(A): A"(F) ->-AP (F) . Only real vector bundles will be considered.
1.2 Differential forms. Let (F, M, -n) be a smooth vector bundle, over M. A differential p form on M with values in F is a smooth A/-vector bundle map w. AP(M) -> F. The set of differential p forms on M with values in F is thus in one-to-one correspondence with the smooth sections of the vector bundle Horn (AP(A/), F). Recall that for finite-dimensional vector spaces V and W there is a canonical isomorphism between Horn (Ap( V), W) and the space of alternatinĝ -linear maps of V into W. Applying this to vector bundles F and F over M yields a canonical Af-vector bundle isomorphism between Horn (AP(F), F) and Altp (E, F). Consequently, if w is a p form on M with values in F, then for each xe M, w\ap(MKx) may be considered either as a linear map Ap(M)(x)-*■ F(x) or as an alternating p linear map Mx -* F(x). If F=Mx V, the space of differential p forms on M with values in F will be identified (by composition with projection on the second factor) with the space of differential p forms on M with values in the vector space V. When V=R, these are, of course, the real-valued p forms on M.
Let Fu ..., F, also be smooth vector bundles over M and q>: F, © Pulling back commutes with exterior multiplication (for example, if q>: F, © F2 -*■ F is as above, f*<p:f*F1 ©/*F2^/*F and 8f(w1A<fw2) = 8fw1Af.08fw2). Pulling back is contravariant with respective to composition (if g: M^-M is smooth, Kg0f)o> = 8f(Sgw)).
Let (B, M, n, G) be a smooth principal G bundle and p : G -> Aut V a representation of the group G on the finite-dimensional vector space V. Recall that a p form w on 5 with values in V is p-equivariant if 6rff<u = /3(a_1) o ¿u for each a eG. w is ir-horizontal if <«(t>i,..., t;p) = 0 whenever some r¡ is vertical (that is F7r(t;i) = 0). Let E=Bx° V be the vector bundle over M associated to B by p. If a» is a p-equivariant, ^--horizontal p form on B with values in V, then oß, the associated form of co, is a p form on M with values in E defined as follows. oß is a smooth form; for details see [6, pp. 98-99] . There is a canonical 5-isomorphism
The natural map tt* : n*E ->-E, (b, e) i-> e is the composition of this isomorphism with the bundle projection Bx V->E, (b,v)\-^bv. When n*E is identified with B x V by means of (1.2.3) then (1.2.4) 8tt(w#) = oj.
Iff: N^Mis smooth then/*: f*B-> B and
Recall that an ideal in the ring of real-valued differential forms on M is a differential ideal if it is finitely generated and closed under the operations of exterior differentiation and projection into the homogeneous forms of the various degrees. It will be assumed that there are no 0 forms (that is, functions) in the differential ideals discussed here. If ru..., rk are a finite collection of homogeneous forms on M, the ideal I(tx, . . ., rk) generated by n> • •... T& and their differentials drx,.. .,drk is a differential ideal, said to be the differential ideal generated by tx, ..., rk. Let / be a differential ideal on M. If E"<^MX is a p-dimensional subspace, then E" is an integral plane of I if t|ep = 0 for all t e /. A submanifold (N,f) of M is an integral manifold of / if S/V vanishes on A/ for all t e / (equivalently if Tf(Nx) is an integral plane of / for all x e N). The collection I"(M) of all integral p planes of / is topologized as a subspace of the Grassmann manifold of p planes @"(M). When /? = 0, E°<=MX is identified with x, so by the standing assumption I°(M) = M. If E"<^MX, the polar space ofEp with respect to I, H(EP, I), is the subspace of Mx annihilated by all linear functional of the form i(vx A • • • A v")t where vx,..., vq e E", t is a q+1 form in / and O^q^p. Clearly Then /(r^s/^n,..., r,fc) is a differential ideal defined on ^". If the forms Ty are similarly defined using a chart <p' over <#V, it is easily verified that /(t(í) = I(t¡j) over ^ n <?Sr,.. In particular, for each xe M, tu ..., t, define an ideal I(tu ..., t,, x)=/(tí;)|Mx in the Grassmann algebra A(MX). EP(^MX is an integral plane of (tu ..., t¡) if it is an integral plane for some /(riy) (equivalently if I(tu ..., t¡, x)|Bp = 0). (Np,f) is an integral manifold of(tu ..., t¡) if S/tj, ..., 8fr¡ vanish on Ap (equivalently, if Tf(N%) is an integral plane of (tu ..., t¡) for each xeNp).
Let H(EP, (tu ..., r¡)) = H(Ep, I(rtj)) and define an integral plane Fp of (t1; ..., t¡) to be regular by replacing H(ËP, I) with H(EP, (tu ..., t¡)) in the definition above (equivalently, by requiring Fp to be a regular integral plane of some /(rfi)).
1.4 FAe Cartan-Kahler Theorem. A proof of the following theorem appears in [5, pp. 19-28] . It is a preliminary form of the Cartan-Kahler Theorem. Then, assuming all the data is real analytic, there is a neighborhood W of x in M and a unique real analytic p-dimensional integral manifold (Np, inclusion) of I passing through x, contained in *% and containing the connected component ofNp-xr\OU through x. Moreover, NP = H(NP~\ I).
In view of the preceding discussion this theorem remains valid when the differential ideal /is replaced by a finite set (rl3..., t¡) of differential forms on M with values in a vector bundle F In fact, work within a single neighborhood 'rV,, of x and translate from (tu ..., t¡) to /=/(ry).
2. Standard spaces, bundles and isomorphisms. 2.1 Standard spaces. Let Euclidean space, Rm, be equipped with its standard inner product in which ^ = (1,..., 0),..., rm = (0,..., 0, 1) is an orthonormal basis. Via ru ..., rm, 0(m), the group of isometries of Rm, is identified with the group of m x m orthogonal matrices. rx A • ■ • A rm e Am(Rm) is the standard orientation of Rm. The subgroup of orientation preserving isometries, SO(m), is identified with the orthogonal matrices of determinant one. Finally, the Lie algebra o(m) of 0(m), that is, the set of skew adjoint transformations of Rm, is identified with the skew symmetric mxm matrices.
For any p, 0<p<m, the subspace span [rl3..., rp} of Rm is identified with R" and the subspace span {rp + 1,..., rm} is identified with Rm'pin the obvious manner.
This yields an orthogonal direct sum decomposition Rm = Rp ® Rm-p, R" c Rm, Rm-p c Rm.
0(p) and SO(p) are then identified with subgroups of 0(m) which act as the identity on Rm'p, while 0(m-p) is identified with the subgroup that acts as the identity on Rp. In particular, using the matrix notation:
is identified with the subalgebra of o(m) whose members annihilate Rm~", o(m-p) is identified with the subalgebra whose members annihilate Rp and Horn (Rp, Rm~") is identified with the subspace whose members carry Rp into Rm-p and Rm'p into R". Together these spaces yield a direct sum decomposition
which in matrices is the correspondence (c Tí (A, B, C) . 
\0 D C)
If V and W are vector spaces and £/<= V is a subspace, then Horn (U; V, W) denotes the subspace of Horn (V, W) consisting of the homomorphisms whose kernels contain U. In particular, there is a direct sum decomposition where Jk: G -> 0(k), k=q orp -q, is the trivial representation. The homogeneous spaces
are Grassman manifolds; in each of them the coset of o is identified with the p plane P=a(Rp). In the second and fourth, P is an oriented plane, P + , where
In cases three and four, P contains the subspace Rq = o(R"). These maps embed their domains homeomorphicaily as submanifolds of their ranges, [4, p. 115, Proposition 4.4] . Under the interpretation, above, of the elements of the homogeneous spaces asp planes in a fixed vector space /?"*, these embeddings may be taken to be inclusions. Consequently, the two diagrams Proof. The isomorphisms are those that arise from diagram (2.1.6). The transformation <$"(Rm; Rq)Rp -> ($p(Rm)n* is found by using the decompositions (2.1.1), (2.1.2) and (2.1.3) in the diagram (2.1.6). Q.E.D. where n and -rr1 are bundle projections and 9b is the diffeomorphism Fi->A(F). At the tangent space to the identity of 0(m) there is then a commutative diagram
Thus by (2. So under the identification of &T(P) with F for any P e <Sl(M) 
The parallelism of a TBI. G: T(N) -»■ T(M).
Let g: N"->■ Mm be a (not necessarily isometric) immersion of Riemannian manifolds. Let E and F be Euclidean vector bundles over N and M respectively and let G: E ->■ F be a smooth g-map of vector bundles.
Definition. G is a Euclidean map along g if it maps fibers F(x) isometrically into fibers F(g(x)). If in addition, F= T(N) and F= T(M) then G is a tangent bundle isometry (TBI) along g. If g: N-> M is an isometric immersion, then plainly Tg: T(N)-+T(M) is a TBI along g.
A TBI G along g determines a smooth lift G of g into <&P(M) by the formula G(x) = (g(x),G(Nx)). (Foot points will sometimes be given, for emphasis.) The reciprocal images of bundles over y(M) under G determine bundles over N; these are related by a commutative diagram:
Here F(G) is F(im G), the bundle of adapted frames of the distribution im G along g; im G(x) = G(Nx)<^MgM for each xeN. &P0(G) is 0g(im G), the bundle of oriented p planes containing im G. ^g(G) is a two sheet covering of N and will be referred to as the orientation covering of N by G. n0:
define a 1 form G on F(G) with values in Rp. ô is a smooth, ^-horizontal, ppequivariant 1 form. Let G' = (G)# be the associated 1 form on N with values in (G)*@T, the vector bundle associated to F(G) by the representation pp. G is also 7T0-horizontal and pP|so(p)xo<m-p> equivariant; let G" = (G)* be the associated 1 form on ^o(G) with values in (G^)*^l, the vector bundle associated to F(G) by Definition. G is a parallel TBI along g if M.C. (G)=0.
Let g be an isometric immersion and put G = Tg. Then F(G) is the usual bundle of adapted frames of g and 1I9 is the second fundamental form of g, see for example [2, pp. 186-190] . Furthermore, M.C. (G) is the usual mean curvature vector field of g [9, p. 68] . In particular g is a minimal immersion (see [9, p. 71] or [2, p. 248]) if and only if G is parallel along g.
3.2 The classical case. The sense in which the present use of the word parallel extends standard usage is made clear in the following proposition. Let y : (a, ß) -> M be an immersion of an interval (a, ß) in a Riemannian manifold M. There is a natural bijective correspondence between the set of TBI's along y and the set of unit vector fields along y. In fact, consider (a, ß) with its usual Riemannian structure in which 8/8t is the canonical unit cross section of T ((a, ß) ). For each unit vector field X along y define a TBI Gx along y by the formula Gx(8/8t(t)) = X(t).
Each TBI G along y is uniquely of the form Gx where X(t) = G(8j8t(t)). The correspondence X *-* Gx is the desired bijection. Proof. Given Gx let Gx: (a, ß) -»■ 9\M) be the lift of y defined in §3.1 ; Gx(t) = span (X(t)). Choose any a e (a, ß) and be-ni 1(Gx(a)) so that A = (X(a), e2,..., em). Let y be the horizontal lift of Gx through A relative to the connection ^ © <pm _ x on F(M) as a bundle over 9\M) (see §2.3); y(t) = (X(t), e2(t),. ..,em(t)).
It follows from the definition that Gx is a parallel TBI if and only if Gx is sa horizontal curve relative to the horizontal distribution F=ker<I> on 9\M) (see §2. For the remainder of this paper proofs will be carried out only for the case p > 1. Nonetheless, the case p = 1, which corresponds to the classical theorems, can be proved by the methods that follow using the mean curvature form with p=l in the definition above. (see (2.3.5b) ).
For any isometric immersion g, with G = Tg, SG*/x = /x(G). In fact, it suffices to show that 8G*wT0 = G". In ( There is a direct sum decomposition In particular, H(E" '1, (w%, p.) ) is a p-dimensional complement to the vertical and Fp_1 is a regular integral plane of(wg, p.).
Proof, (a) Each w e (Tp0) ~ lP may be written uniquely as w = e + v + a + beEq@y@a@ß.
By the preceding lemma, w e H(Eq, w%) if and only if w e Ker w¿ = (Tp0) ~ 1P and w e Ker i(u)(<î>0 As««o) for each u e E". Thus w e H(E", a>¿) if and only if, for each ueE", 0 = $0 As wl(u, w) = 4>o As wl(u, e + v + a + b).
Since E" is an integral plane, v is horizontal, a + A is vertical and w%(u) e Q, the last statement is equivalent to <5(m)(coJ(i;)) = O0(a)(a)0'(i/)) for each ueE" or a=La (v) . The regularity of the integral plane Eq follows from the above using Then assuming that the data is real analytic, for each x0 e Ap_1 there is a neighborhood <% of x0 in M and a unique minimally embedded p-dimensional real analytic submanifold N" of M that extends the initial data :
(1) C^N"-1 n t)cJV'ct, (2) Npx = D(x)for all x e CXQ(Np-x C\ <?/), where CXo(Np~1 n <V) is the connected component of x0 in Ap_1 n <?/.
Proof. D*9%(M) is a two fold cover of Ap"1 and
is contained in 9%(M) as a (p-l)-dimensional integral manifold of (wq, p) that is transversal to fibers. Given x0eNp'i, fix F+ = Z>(x0)+ e Np~1 and let Fp_1 = (Np~1)p + . By Lemma 4.2.2(b) , Fp_1 is a regular integral plane of (co¿-, p.) and H(EP '1, (wq, p.) ) is a p-dimensional complement to the vertical. By the CartanKahler Theorem 1.4.1 there is a neighborhood <?/+ of F+ in 9PI(M) and a unique p-dimensional integral manifold N% of (co¿> m) passing through F + , contained in *%+ and containing the connected component of A/p_1 n <^+ through F + . Assume that "8?+ is sufficiently small so that N% projects, under p0, diffeomorphically onto its image; thus Np+ n A0(NP+) is empty. Let P~=A0P + , Eprx = TA0EPrx, #_ = A0(%+) and A7? = /f0(AC). By Lemma 4.3.1, Ni is an integral manifold of (to¿, p.). By the uniqueness in Cartan-Kahler (at El'1), Nl is the unique p-dimensional integral manifold of (w", p.) passing through P~, contained in #_ and containing the connected component of A7""1 n <?/_ through P~. Let ÑP = ÑP+ u Nl. By Proposition 4.1.1 Np=p0(Np) is a minimally embedded submanifold of M. N" extends the initial data on û//=p0(e?/+). Uniqueness follows from the Cartan-Kahler Theorem again. Q.E.D. 5 . The existence and uniqueness of parallel TBI "s. 5.1 The bundle of partial data. In order to investigate the existence and uniqueness of parallel TBI's along g : N" -> Mm it will be necessary to deal with two types of initial data. One type is called partial data. To be precise let O be a smooth (p -l)-dimensional distribution on A™ and let D also denote the (p -l)-dimensional subbundle of T(N) that it determines. Let Gp "J : D -> T(M) be a smooth Euclidean map along g. The pair (Gp_1, D) is the partial data. Given (Gp_1, D), the problem is to determine those parallel TBI G along g such that G|D = GP_1. According to Theorem B (p) of §5.4, these extensions of (Gp"\ D) are parametrized locally by a second type of initial data given along a codimension one submanifold of N".
as in §2.3 where im Gp_1 is the distribution along g :
for all x e A/p. i: . &p(Gp-1)=&p(im G"-%) has similar properties. To each (x, P+) e '¡0pfGp'1) there corresponds exactly two linear isometries NX^P which extend Gpl: D(x) -*• Mg(x). The set F^g(Gp "l) of all such extensions for all (x,P+) e ^g(Gp_1) is in a natural way an 0(1) bundle over (hence, a two fold covering of) ^giG""1). E(Sl(Gp~x) is the bundle of (the extensions of the) partial data. The bundle projection v: E^G"-1) -+ ^g(Gp_1) is the map (x,P + , extension of Gp~1\Dix) to Nx ->F)i-> (x, F+). The bundle structure is obtained in the following manner. For any (x, P+) e ^g(Gp_1), choose a neighborhood ô f (x,P + ) on which there is both a smooth section v: ^C^F(GP"1) (x(x, F + ) = [x, P + , ^(x, P + ),..., em(x,P+)]) and a smooth unit vector field Y on p0(<%) cJV1, such that Y is orthogonal to the distribution D. Define fa: 0(\)xW^7i-\W) by fa(\, x, P+) = (x,P+, G+ ) and fa(-I, x,P + ) = (5c,P + ,G.) where G+ and G_ are the two extensions of Gp ~1 : Z)(x) -> MgW) to isometries NX->P and G + ( F(x)) = ep(x1F + ) while G_(Y(x))= -ep(x, P + ). Declare the bijection fa to be a diffeomorphism and construct a bundle structure using such maps <¡¡,% as the strip maps. v*F(Gp-1) can be identified with n*E^(Gp " l) : [(x, P + ,G + ),(x, b)] <-► [(x, b) , (x,P + , G+)]. ■q*F(G"-1) is thus a SL(p-l,p) principal bundle over E&ftG"-1)
with projection tt0 and an 0(1) bundle over F(GP~1) with projection i?*. The preceding discussion is summarized in the following commutative diagram in which the vertical maps are all bundle projections, / is inclusion and / is the identity : for all v e-r¡*F(Gp~1)(x¡bfG+) and a e ST(p-l,p). Let t# be the associated 1 form on E9P0(GP~X) with values in s*9\, the vector bundle associated to t7*F(Gp_1) by the representation pp\sr(p _lfP). Suppose that u e E9PQ(GP ~ 1)(P + ,0 +) ; choose (x, A, G+) er¡*F(Gp-1)(P + , G + ) and pick ü ev*F(Gp-1)ix-btG+) so that Tn0u = u. Then Definition. p(Gp'1), the differential form for a parallel extension of(Gp~1, D) is thep form on F^g(Gp_1) with values in i*^¿ given by the formula jLt(C?p"1) = 8s®0 As.s(j*no Ap"1T#).
This terminology is justified in the next proposition. Suppose that G is a TBI along g that extends (Gp_1, D) so that G|D = GP_1. Refer to diagrams (3.1.1) and (5. In particular, //(Fp~\ p(Gp~1)) is a p-dimensional complement to the vertical and Ep~x is a regular integral plane ofp(G"~1).
Proof. Each weF^g(Gp_1)y can be uniquely expressed as u = e + cvp + a where e e E"'1, c is real and a e Vk(y). It remains to prove the regularity of Fp_1. Since /x(Gp_1) is a p form every Eq, qfíp -2, is a regular integral plane. Thus it is sufficient to prove that dim//(Fp-1,M(Gp"1)) is constant in a neighborhood of Fp_1. But a neighborhood of Fp_1 may be taken to be the set of p-1 planes that are complementary to the vertical, Vk, and whose projections intersect the distribution, J_D, only in the zero vector at the foot point. But on such a neighborhood, as has been shown, H(EP~1, p (Gp~1) 
