We introduce an algorithm for a non-negative 3D tensor factorization for the purpose of establishing a local parts feature decomposition from an object class of images. In the past such a decomposition was obtained using nonnegative matrix factorization (NMF) 
Introduction
Finding the optimal collection of filters that capture the "essence" of an object class of images in the most concise and efficiently computable form is a crucial task in visual representation and visual recognition. The literature can be roughly divided into two families of approaches: the first is about efficient filter design which on one hand is rich in their span of variability and on the other hand can be efficiently convolved with an image. Efficiency is typically measured by the number of operations per output pixel in a convolution task. For a filter of a size r × s the worst efficiency would be the product of dimensions r · s, a separable filter will have an efficiency of r + s and there are filter designs with an efficiency of O(1) operations per output pixel ( [24, 8, 11] , and references therein). It is then a matter of choosing a subset of those filters that are the most "relevant" for the object class, i.e., provide the most accurate classification scores for a given number of filter responses. For example, [24] use a family of horizontal and vertical bartype filter family and choose the most relevant ones in an incremental (greedy) fashion using Adaboost [?] .
The second approach does not have a pre-defined filter set and instead treats the desired filters as a problem of finding a low-dimensional basis representation to the training images of the desired object class. The basis vectors are the output filters, whereas the success of the approach lies on applying the right factorization (high dimensional to low dimensional mapping). Probably the most well known example of this approach is Principal Component Analysis (PCA), in which the goal is to find a set of mutually orthogonal basis vectors that capture the directions of maximum variance in the data. In computer vision PCA has been used for the representation and recognition of faces [21, 22, 2] , recognition of 3D objects under varying pose [15] , tracking of deformable objects [4] and for representations of 3D range data of heads [1] .
Higher-order (tensor) decompositions, treating the training images as a 3D cube, have been also proposed where the idea that preserving the 2D form of images is necessary for preserving the spatial coherency of the individual images (something that is lost when images are vectorized in a PCA approach). Those techniques are based on preserving some features of Singular Value Decomposition (SVD) such as to guarantee a reduction to SVD when the image cube is reduced at the limit to copies of a single image [19] or to enforce certain orthogonality constraints (also known as HighOrder-SVD) among the basis vectors [13, 23, 26, 10] .
The PCA and HOSVD techniques tend to generate filters (basis elements) which have a "holistic" form, i.e., the energy is spread throughout the filter. Techniques which encourage a sparse structure, i.e., the basis images (filters) come out sparse and any image of the class is represented in terms of a small number of basis images out of a large set have been proposed [16] and closely related to that is the work on Independent Component Analysis (ICA) by [7, 3] .
A sparse representation has also been achieved using a non-negative factorization (NMF) of the matrix V whose columns are the vectorized training images. The factorization process seeks a decomposition V = W H, W ≥ 0, H ≥ 0 where the number of columns k of W are much smaller than the number of images. The columns of W form the new basis vectors and due to the non-negativity constraint both the basis vectors and the mixing coefficients (columns of H) tend to come out sparse [17, 14] . In particular, [14] introduce a simple and effective iterative technique for performing the decomposition.
A sparse decomposition is appealing for a number of reasons. First, the filters represent local parts of the image set which is consistent with certain theories in visual recognition and with psychological and physiological evidence that support part-based representations in the brain. From a computational standpoint, the convolution with a sparse filter can be done much more efficiently than with a nonsparse filter of the same size.
In this paper we propose an alternative sparse decomposition based on multilinear algebra which we claim is the natural way to perform a sparse image coding and which has a significantly higher efficiency and representation power than NMF.
NTF versus NMF
In the context of achieving a part-based factorization of an image set, the question that naturally arises is what factorization principle would support a decomposition of a collection of training images of a class of objects into a basis of local parts?
There are three drawbacks to the NMF approach -and these are remedied by taking a 3-valence tensor factorization approach instead. The first drawback is that images are not vectors, i.e., vectorizing an image will undoubtedly lead to information loss as the local image structure (i.e., spatial redundancy) would be lost [19] . The second drawback has to do with the general non-uniqueness of the NMF strategy. Even if there is an underlying generative model of local parts, there is no guarantee that (even in a perfect fit) the NMF solution would recover it. In other words, It is clear that as a generative model the NMF approach makes sense, namely one can imagine simple image settings where the scene is composed out of canonical parts in a variety of positions where these are represented by the columns of W and each image is generated by superposing some of those parts (each part is present or not present in the generated image). What is less clear is whether the NMF process will yield the underlying generative parts (even when there is a perfect fit V = W H)? in general this is not true. This point was addressed by [9] where they came up with a set of "rules" that would guarantee a unique decomposition, but the set of rules does not include the common situation of invariant parts which in fact create "ghosts" in the factors and contaminate the sparsity of the basis vectors (see also [6] ).
A non-negative tensor factorization (NTF) strategy will represent the input image collection as a 3-way array. A rank-k factorization would correspond to a collection of k rank-1 matrices (the basis images) and mixture coefficients required for generating the original image collection as nonnegative super-positions of the basis matrices. The same generative logic applies here as well where the difference lies in the fact that a tensor factorization is unique (even without the non-negative constraint) -see next sectionand that images are not vectorized in the preparation process, i.e., spatial image structure remains intact. We will return to these points in the experimental section.
A third item is efficiency. The factors generated by NTF are not only sparse but also separable (rank-1 matrices). It was demonstrated in the past by [19] that the compression ratio of a tensor representation of the image set is an order of a magnitude better compared to a matrix factorization where the vectorized images form the columns of the input matrix. In other words, the number of factors generated by NMF would be comparable to the number of factors generated by NTF for achieving the same reconstruction error (we will demonstrate this in Section 3) yet the NTF factors are separable and are significantly more compressed than the NMF factors.
What is Known about Tensor Factorizations?
The concept of matrix rank extends quite naturally to higher dimensions:
is of rank at most k if can be expressed as a sum of k rank-1 tensors, i.e. a sum of n-fold outer-products:
The rank of G is the smallest k for which such a decomposition exists. By setting n = 2 we obtain the familiar definition of matrix rank which is the smallest number of rank-1 matrices u j v j whose sum j u j v j is equal to G.
Despite sharing the same definition, there are a number of striking differences between the cases n = 2 (matrix) and n > 2 (tensor). While the rank of a matrix can be found in polynomial time using the SVD algorithm, the rank of a tensor is an NP-hard problem. Even worse, with matrices there is a fundamental relationship between rank-1 and rank-k approximations due to the Eckart-Young theorem where it is sufficient to iterate the process of finding the closest rank-1 matrix to G, subtract it from G and then fit the residue with another rank-1 matrix. This process is repeated until k rank-1 matrices are found -therefore, for matrices the rank-k approximation can be reduced to rank-1 approximation problems. This is not true with tensors in general, i.e., repeatedly subtracting the dominant rank-1 tensor is not a converging process, but only under special cases of orthogonally decomposable tensors (see [27] ).
Another striking difference, this time in favor of tensor ranks, is that unlike matrix factorization, which is gener- ally non-unique for any rank greater than one, a 3-valence tensor decomposition is essentially unique under mild conditions [12] and the situation actually improves in higher dimensions n > 3 [20] . The uniqueness property (and this before we introduce non-negativity constraints) is crucial for the sparse coding application mentioned in the previous section as an NMF is not generally unique. An NTF on the other hand would have a direct association between the goodness of fit of the approximate rank-k decomposition and the closeness of obtaining the underlying generative model of the data -and invariant parts are less likely to create ghost patterns in the decomposition. The body of literature on low-rank decomposition of high-dimensional arrays is mostly focused on special cases where the decomposition is orthogonal, whereas in this paper we are interested in the general multi-linear factorization with non-negative entries. A recent attempt to perform an NTF was made by [25] who introduced a heuristic iterative update rule which lacked a convergence proof. Their scheme was based on flattening the tensor into a matrix representation rather than working directly with the outerproducts. [14] . In Section 2.2 we will relate the recovered vectors to the way the individual images A t are represented as a superposition of factors (rank-1 matrices). We consider the following least-squares problem:
Algorithms for Low Rank NTF
where A 2 F is the square Frobenious norm, i.e., the sum of squares of all entries of the tensor elements A r,s,t and u m ⊗ v m ⊗ w m stands for the three fold outer-product. We will be using a gradient decent scheme with a mixture of Jacobi and Gauss-Seidel update scheme and a positivepreserving update rule. Let < A, B > denote the innerproduct operation, i.e., r,s,t A r,s,t B r,s,t . It is well known that the differential commutes with inner products, i.e., d < A, A >= 2 < A, dA >, hence:
Taking the differential with respect to u j and noting that
the differential becomes:
The differential with respect to the i'th coordinate u j i is:
where e i is the i'th column of the d 1 ×d 1 identity matrix. Using the identity < x 1 ⊗ y 1 , x 2 ⊗ y 2 >=< x 1 , x 2 >< y 1 , y 2 > we obtain the partial derivative:
We will be using a multiplicative update rule by setting the constant µ(u j i ) of the gradient descent formula u
to be:
thereby obtaining the following update rule:
Likewise, the update rules for v j i and w j i are as follows:
Note that the update rule preserves non-negativity provided that the initial guess for the vectors u m , v m , w m are non-negative. In iteration (t) of the update process, the values of u j are updated Jacobi style with respect to the entries u . In general the convergence proof of the multiplicative rule was introduced by [14] for the bilinear case. The main difference is that our update rule is performed in GaussSeidel fashion for the vectors u 1 , ..., u k while their update rule is performed Jacobi style. Since we use Jacobi-type update rule only for a single vector u j the optimization function with respect to the variables u j i has a diagonal Hessian matrix -the proof of this is below.
Proposition 1 For every
1 ≤ j ≤ k the d 1 -variate function f (u j ) = 1 2 G − k m=1 u m ⊗ v m ⊗ w m 2
F is quadratic, convex and its Hessian is c j I where I is the
Proof: The first derivatives are:
Therefore we conclude that
Since the Hessian is positive definite and constant, it follows that the function is convex and quadratic. We show below that the multiplicative update rule with respect to the variables u j i reduces the optimization function. First we will show that the gradient step size is less than the inverse ratio of the Hessian diagonal value. Then we will prove that this step size is suitable for our optimization.
Proposition 2 µ(u
w j > where the inequality holds since all the elements are positive and by reducing positive elements in the denominator we increase the fraction value.
To complete the convergence proof we need to show that the step size µ(u j i ) = µ along the gradient reduces the optimization function. The general statement and its proof is below:
.., x n ) be a quadratic function to the real numbers with Hessian of the form H = cI where
, and a decent step 0 < µ <
Proof: By Fourier expansion of f (x + y) we get
We need to show that f (
The result follows since µ < . The derivation of the general n-way array non-negative decomposition can be found in [18] .
NTF under Relative Entropy
Following [14] we also describe positive-preserving update rule for the relative entropy cost function. Given a tensor G we consider the best positive rank-k approximation for
where
D(A||B) = r,s,t (A r,s,t log
Ar,s,t
Br,s,t −A r,s,t +B r,s,t ). Let < A, B > denote the inner product operation and let log(A) r,s,t = log(A r,s,t ) then D(A||B) =< A, log(A) > − < A, log(B) >
Taking the differential with respect to u j we obtain:
where division is coordinate-wise. The partial derivatives are:
Choosing a gradient decent step of size µ(u
results in the positive preserving update rule:
The convergence proof is omitted due to lack of space.
Extracting the Factors from the Factorization
The update rules eqn. 2,3,4 will converge to a local minima of the energy function G − k m=1 u m ⊗ v m ⊗ w m 2 with non-negative entries. The original images A 1 , ..., A d3 make up the slices of G along the t coordinate. The relationship between the 2D images and the rank-1 tensor factorization is captured by the set of rank-1 matrices represented by a superposition of τ 1 , . .., τ k with the mixture coefficients taken from w 1 , ..., w k -this is derived below using the Khatri-Rao product notation.
Let
, then each column X t is vec(A t ) the vector representation (column-wise concatenation) of the image A t . In other words, each vectorized image vec(A t ) is a linear combination of the u j ⊗ v j = vec(u j v j ) with coefficients taken from the t'th row of W . In matrix form we have that A t = U Λ t V where To conclude, the result of the NTF procedure are the rank-1 factors τ j = u j v j which form a basis (filters) for representing the object class of images. The vectors w 1 , ..., w k can be discarded.
Experiments
We start with empirical verification to the effect of decomposition uniqueness of NTF compared to NMF and its effect on the success of recreating the underlying generative model. Following [9] we built the Swimmer image set of 256 images of dimensions 32 × 32. Each image contains a "torso" (the invariant part) of 12 pixels in the center and four "limbs" of 6 pixels that can be in one of 4 positionssee Fig. 2 for examples. The NMF scheme of [14] for finding 17 factors running over the image set correctly resolves the local parts but fails on the torso. The torso being an invariant part as it appears in the same position through the entire set appears as a "ghost" in all the factors. The NTF on the other hand, contains a unique factorization and correctly resolves all the 17 parts. The number of rank-1 factors is 50 (since the diagonal limbs are not rank-1 parts). The rank-1 matrices corresponding to the limbs are superimposed in the display in Fig. 2 for purposes of clarity. For another illustration of the power of NTF, consider the problem of resolving local parts from a single image. In an NMF framework this cannot be achieved as a single image, even if copied multiple times, would still be decomposed into itself. With NTF on the other hand, we copied the single image 20 times and run the NTF on the image cube. The experiment was conducted on one of the swimmer images to NMF, we have applied NMF and NTF to the set of 2429, 19 × 19, face images from the MIT CBCL database. Fig. 4 shows the leading factors generated by NMF -one can clearly see ghost structures and the part decomposition is complicated (an observation supported by empirical studies done by other groups such as on Iris image sets in [6] ). The NTF factors (rank-1 matrices) have a sharper decomposition into sparse components. We also grouped together factors whose energy are localized in the same image region and took their sum. The sum of factors represent a higher rank part decomposition which is useful for purposes of getting a better idea what face structures are deemed as "parts" in the decomposition. One can clearly see the parts corresponding to eyes, cheeks, shoulders, etc. Another consequence of representing the image set as a 3D tensor is that the spatial redundancy is factored in the decomposition (which is not the case when the images are vectorized as in the NMF framework) -therefore one should expect a more efficient representation (higher compression rate). We computed 50 factors with NTF and used them to reconstruct the original images. Each NMF factor is a full rank image and is thus comparable to 19 NTF factors in terms of space requirements. We compared the fidelity of the NTF reconstruction with 50 factors to the NMF reconstruction with 4 factors. One can clearly see a striking difference in the quality of reconstruction which validates the increased coding efficiency of the tensor representation of the image set compared to a 2D representation. We then used 50 NMF factors and obtained a similar quality reconstruction to the NTF with the same number of factors (a 20-fold reduction in space).
The next experiment, shown in Fig. 5 , used the filter responses as measurements for a Support Vector Machine (SVM) classifier [5] . We used the MIT CBCL face set to re- cover the factors. The measurement vector representing an image was the inner-product between the factors and the input image. Those measurement vectors over positive (faces) and negative (non-faces) examples were fed into the SVM classifier. We varied the kernel of the SVM from linear to polynomial of degree five to RBF and recorded the percentage correct over a test set. The training and testing was conducted on a "leave one out" paradigm where 4/5 of the set was used for training and the remaining 1/5 of the set was used for testing. Each trial a different training and testing subsets were used and the results were averaged over the trials. We used 50 NTF factors and 50, 20 and 6 NMF factors in three separate trials and also used PCA factors for comparison. The measurements induced from the NTF factors generated the highest classification accuracy compared to 50 NMF factors which contain a 20-fold space increase, i.e., despite the much higher compression rate of the NTF compared to NMF and PCA the resulting local features apparently better captured the face set.
For Another illustration of the power of NTF, we constructed from the filters weak learners for Adaboost. The factors were recovered from the MIT CBCL face database in the following way: We used 200 NTF rank-1 factors grouped to 90 local parts, to form a low rank part based representation. We created 100 NMF factors (those contain a 10-fold space increase compared to the NTF factors). We also computed 100 PCA factors for comparison. The main idea of the Adaboost is to assign to each example of the training set a weight. At the beginning all the weights are equal, but in every round the weak learner returns a hypothesis, and the weights of all examples classified wrong by that hypothesis are increased. That way the weak learner is enforced to focus on the difficult examples of the training set. The final hypothesis is a combination of the hypothesis of all rounds, namely a weighted majority vote, where the hypothesis with lower classification error have fig. 6 demonstrate significantly higher accuracy rate when the NTF-based weak learners were used.
