1. Introduction {#sec1-sensors-19-05365}
===============

During the life cycle of nuclear facilities, a significant amount of radioactive waste is generated, resulting in large-scale land and building contamination. Characterization of these wastes is critical for decommissioning those contaminated sites because it can provide essential information related to design specifications and project planning required for environmental restoration \[[@B1-sensors-19-05365],[@B2-sensors-19-05365],[@B3-sensors-19-05365]\]. In particular, acquiring knowledge of the depth profiling of radioactive contaminants is critical for choosing the most cost-effective decommissioning strategy because removing surface contamination at varying depths can significantly reduce the total disposal volume \[[@B4-sensors-19-05365]\]. However, depth profiling remains challenging because porous materials, such as the soil and concrete that entrain the contaminants, also act as shielding materials. In fact, examples of wastes commonly encountered during the decommissioning of nuclear facilities include wastes buried inside such porous materials \[[@B5-sensors-19-05365],[@B6-sensors-19-05365],[@B7-sensors-19-05365]\].

Traditional destructive methods, such as logging and core sampling, have been used for depth estimation; however, they are expensive and time-consuming \[[@B7-sensors-19-05365],[@B8-sensors-19-05365]\]. Thus, various non-destructive techniques have been developed for remote-depth profiling including the relative attenuation method \[[@B9-sensors-19-05365],[@B10-sensors-19-05365]\], principal component analysis (PCA) \[[@B11-sensors-19-05365],[@B12-sensors-19-05365],[@B13-sensors-19-05365]\], and the approximate three-dimensional linear-attenuation method \[[@B14-sensors-19-05365],[@B15-sensors-19-05365],[@B16-sensors-19-05365]\]. The relative attenuation method takes the relative difference in the attenuations of two primary peaks (i.e., the 32-keV X-ray and 662-keV gamma-ray peaks of Cs-137) in a measured spectrum to find the depth profile. However, the use of X-rays limits not only the maximum detectable depth to less than 2 cm due to their high attenuation, but also the number of specific radioactive sources. On the other hand, the PCA method extracts two principal component coefficients related to the depth of the buried radioactive source from a set of previously measured spectra with different burial depths. The synthetic angle is then defined based on the extracted coefficients to estimate the source depth. However, this method cannot effectively estimate the depth of a source buried more than 5 cm beneath the surface. Finally, the approximate three-dimensional linear attenuation method employs the well-known linear attenuation model \[[@B17-sensors-19-05365]\] in 3D coordinates combined with information obtained from multiple measurements of gamma ray intensities on the surface of the material in which the radioactive contaminant is buried. This approach shows a clear improvement over earlier methods in terms of the maximum detectable depth up to 12 cm in sand for a 8.89-μCi Cs-137 source. Nonetheless, the aforementioned methods provide point estimates for the penetration depth of radioactive contaminants. That is, they ignore the uncertainty invariably associated with statistical fluctuations arising from physical processes that can only be determined by performing tedious repetitive measurements. In addition, the maximum detectable depth of existing methods is insufficient to detect significant amounts of internal contamination buried deep within a substance \[[@B5-sensors-19-05365]\]. Likewise, gain-shift effects can degrade the performance of the existing methods because almost all detector-based systems are sensitive to changes in ambient temperature.

Therefore, we propose an advanced remote-depth estimation method for measuring buried radioactive contamination using Bayesian inference. Both simulation and experimental testing were conducted using a low-resolution NaI(Tl) detector to evaluate the performance of the proposed method under many possible scenarios. In addition, this work also emphasizes the influence of data-acquisition time and gain shifts upon the depth-estimation process. Lastly, we evaluated the sensitivity of the proposed model in terms of the prior distributions.

2. Materials and Methods {#sec2-sensors-19-05365}
========================

2.1. Bayesian Inference {#sec2dot1-sensors-19-05365}
-----------------------

In statistical inference, there are two different approaches to probability interpretations, namely frequentist inference and Bayesian inference \[[@B18-sensors-19-05365]\]. The frequentist inference is based on the idea that probability is equal to the expected frequency of occurrence over a long period. In this case, the frequentist assigns unknown parameters to fixed values. Thus, the frequentist inference does not allow probability statements about the parameters of a statistical process. For instance, the fact that a 95% confidence interval for the normal mean value is within a certain range does not mean that 95% of this confidence interval contains the true value \[[@B18-sensors-19-05365]\]. Instead, what it means is that there is a 95% chance that, when computing confidence intervals repeatedly many times, the true mean would lie in the 95% confidence interval. By contrast, Bayesian inference is based on the idea that probability represents the degree of belief in an event. That is, this concept allows us to treat the parameters as random variables. In this sense, a Bayesian statistician would say that there is a 95% probability that the true value will fall within the 95% credible interval of the given data range.

The objective of Bayesian inference is to determine the posterior distribution $p\left( \mathsf{\theta} \middle| y \right)$ of random variables $\mathsf{\theta}$ given prior distributions $p\left( \mathsf{\theta} \right)$ and likelihood function $p\left( y \middle| \mathsf{\theta} \right)~$. This consideration is well-represented in Bayes' theorem \[[@B19-sensors-19-05365]\]: $$p\left( \mathsf{\theta} \middle| y \right) = \frac{p\left( y \middle| \mathsf{\theta} \right)~p\left( \mathsf{\theta} \right)}{p\left( y \right)},$$ where $p\left( \mathsf{\theta} \right)$ is the probability in our belief of $\mathsf{\theta}$ without observation of the data $y$; $p\left( y \right)$ is an evidence or normalization constant, from which the probability of the data is determined by integrating all possible values of $\mathsf{\theta}\ $; and $p\left( y \middle| \mathsf{\theta} \right)$ is the probability of observing $y$ generated by a model with $\mathsf{\theta}$. In fact, $p\left( \mathsf{\theta} \middle| y \right)$ is the refined probability of our belief in $\mathsf{\theta}$ once $y$ has been taken into account.

The difficulty in applying Bayesian inference to many practical applications arises when the intractable high-dimensional integrals of the evidence must be computed. However, recent advances in computation and in marginal estimation techniques using variational inference make it possible to solve such problems. The underlying idea behind variational inference is to convert the computation of the posterior distribution into an optimization problem. First, a parameterized family of distributions $q\left( {\mathsf{\theta};\upsilon} \right)$ (or equivalently, a variational distribution) is postulated. Then, we find the member of that particular family that minimizes the Kullback--Leibler (KL) divergence \[[@B19-sensors-19-05365]\] of the exact posterior distribution. In fact, the KL divergence measures the closeness of the two distributions:$$KL\left( q\left( {\mathsf{\theta};\upsilon} \right) \middle| \middle| p\left( \mathsf{\theta} \middle| y \right) \right) = ~\mathbb{E}_{q}\left\lbrack {\log\frac{q\left( {\mathsf{\theta};\upsilon} \right)}{p\left( \mathsf{\theta} \middle| y \right)}} \right\rbrack$$ $$\  = \  - \left( {\mathbb{E}_{q}\left\lbrack {\log p\left( {\mathsf{\theta},y} \right)} \right\rbrack - \mathbb{E}_{q}\left\lbrack {\log q\left( {\mathsf{\theta};\upsilon} \right)} \right\rbrack} \right) + \log p\left( y \right),$$ where $p\left( y \right)$ is intractable but has a constant value. Thus, minimizing the KL divergence is now equivalent to maximizing the evidence lower bound (ELBO):$$\mathcal{L}\left( \upsilon \right) = \mathbb{E}_{q}\left\lbrack {\log p\left( {\mathsf{\theta},y} \right)} \right\rbrack - \mathbb{E}_{q}\left\lbrack {\log q\left( {\mathsf{\theta};\upsilon} \right)} \right\rbrack.$$

To simplify the inference further, a mean-field approximation can be assumed, where the parameters can be fully factorized into independent parts:$$q\left( {\mathsf{\theta}_{1},~.~.~.~,~\mathsf{\theta}_{n}} \right) = \prod\limits_{i = 1}^{N}q_{i}\left( \mathsf{\theta}_{i} \right).$$

Despite efforts at simplifying via mean-field approximation in the variational inference, model-specific derivations and implementations are still required, making the process rather complex. Automatic differentiation variational inference (ADVI) \[[@B20-sensors-19-05365]\] can solve this problem by offering an algorithm for automatic solutions associated with variational inference. ADVI begins by transforming $p\left( {\mathsf{\theta},y} \right)$ into the unconstrained real-valued random variables $p\left( {\mathsf{\theta},\mathsf{\zeta}} \right).$ This transformation removes all original constraints on the latent variables, allowing us to consider the Gaussian distribution. Then, ADVI recasts the gradient of the variational objective function as an expectation over $q$ In this way, one can make use of Monte Carlo methods to approximate $\nabla_{\theta}\log\left( {\mathsf{\theta},~y} \right)$. Further re-parameterization of the gradient in terms of a standard Gaussian is performed for the purpose of achieving efficient computation of the Monte Carlo approximations. Finally, ADVI uses a stochastic gradient optimization approach for the variational distribution. We implemented ADVI in the Python language together with the probabilistic programming framework of PyMC3 \[[@B21-sensors-19-05365]\]. This powerful library allowed us to easily specify a probability model and then perform variational inference.

2.2. Likelihood Function and Priors {#sec2dot2-sensors-19-05365}
-----------------------------------

In order to compute the posterior distribution of the depth of a buried radioactive source, we begin by defining a mathematical model that describes an observed spectrum in terms of the burial depth, activity, and relative shift magnitude of the spectrum (and hence, the shift). The spectrum measured from a collimated detector can be calculated as follows:$$M_{i} = N_{0}\delta\varepsilon = AP\delta\varepsilon = ~\frac{AP\delta}{4\pi h^{2}}e^{- \mu_{A}h}f\left( {z,~\eta i} \right) + cB_{i}~{for}~i = 1,\ldots,K,$$ where $M_{i}~$is the measured spectrum (s^−1^); $i$ is the channel or energy index ($0 < i \leq K)~$; $N_{0}~$is the total intensity of gamma rays originally emitted from the source (s^−1^); $\delta$ is the effective front area of the detector (cm^2^); $\varepsilon$ is the correction coefficient due to the attenuation in a material, gain-shift effects caused by temperature, and the inverse-square law; $A$ is the activity in the radioisotope of interest per decay (μCi); $P$ is the total gamma emission probability (i.e., 2 γs^−1^ Bq^−1^ for the 1173- and 1333-keV gamma rays of Co-60); $\mu_{A}$ is the linear attenuation coefficient of gamma rays in air (cm^−1^); $h$ is the detection height between the detector and the surface of a material (cm); $z$ is the buried depth of a radioactive source ($0 \leq z \leq D~{cm})$ in a section of material from the front surface; $\eta\ $is the relative magnitude of the shift in the spectrum; $B_{i}$ is the background spectrum in the measurement environment with $K$ channels; $c$ is its proportionality constant; and $f\left( {z,~\eta i} \right)~$is the function for bilinear interpolation. To compute $f\left( {z,~\eta i} \right)$ the $K \times D$ response matrix (or equivalently, the reference spectra), for a radioisotope should be determined by measuring the spectra at different depths ranging from 0 to $D$ cm with certain intervals. It should be noted that all spectra obtained for the response matrix were normalized to the total count of the spectrum measured at a depth of 0 cm. Consequently, $f\left( {z,~\eta i} \right)$ can be calculated as follows:$$f\left( {z,~\eta i} \right) = \frac{1}{\left( {z_{H} - z_{L}} \right)\left( {i_{H} - i_{L}} \right)}\left\lbrack {z_{H} - z~z - z_{L}} \right\rbrack\begin{bmatrix}
{f\left( {z_{L},i_{L}} \right)~f\left( {z_{L},i_{H}} \right)} \\
{f\left( {z_{H},i_{L}} \right)~f\left( {z_{H},i_{H}} \right)} \\
\end{bmatrix}\begin{bmatrix}
{i_{H} - i} \\
{i - i_{L}} \\
\end{bmatrix}.~$$

As shown in [Figure 1](#sensors-19-05365-f001){ref-type="fig"}, $f\left( {z,~\mathsf{\eta}i} \right)$ is the interpolation point. In addition, $f\left( {z_{L},i_{L}} \right)$, $f\left( {z_{H},i_{L}} \right)$, $f\left( {z_{L},i_{H}} \right)$, and $f\left( {z_{H},i_{H}} \right)~$are the closest points to the $f\left( {z,~\eta i} \right)$ among the known points from the $K \times D$ response matrix. In other words, the spectrum of 512 channels with the buried depth of the source at $z$ cm and the shifted magnitude of $\eta$ in the spectrum can be expressed as: $$\mathbf{M} = \frac{AP\delta}{4\pi h^{2}}\left\lbrack {f\left( {z,~\eta} \right),~f\left( {z,~2\eta} \right),\ldots,~f\left( {z,~512\eta} \right)} \right\rbrack + c\mathbf{B}.$$ Here, the value *δ* can be calculated from a laboratory experiment by placing a radioactive source on the surface of the material (at 0 cm in depth), and can be expressed as:$$\delta = \frac{4\pi r^{2}N}{APe^{- \mu_{A}r}},~$$ where $N$ is the total net counts in the spectrum (s^−1^) and *r* is the detection height (cm).

As a matter of fact, our model prescribes the function $f\left( {z,A,~\eta,~c} \right)$. Nonetheless, the measured spectrum in practice experiences inevitable interference from the presence of irreducible uncertainties arising from physical processes, such as radioactive disintegration. Thus, the spectrum can be assumed to have a normal distribution with a zero mean and variance of $\mathsf{\sigma}^{2}$:$$\left. M\  \right.\sim\ f\left( {z,A,~\eta,\ c} \right) + N\left( {0,~\sigma^{2}} \right),$$
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When the initial information about the distributions of $z,A,~\eta,~c$, and $\sigma^{2}$ is available, it should be included as the priors. [Table 1](#sensors-19-05365-t001){ref-type="table"} shows the priors prescribed by the model where *A*, *c*, and $\sigma^{2}$ should be continuous and positive-only, and the gamma distribution can therefore be selected accordingly. However, one may wonder how the parameters were determined, that is, a shape parameter $\alpha$ and an inverse scale parameter $\beta$ in the gamma distribution, because the parameters represent our degree of belief. In this work, we divided the measured spectrum by the acquisition time and analyzed them on a one-second basis, which was true in case of the background spectrum. In this regard, the most probable value of $c$ would be one. Therefore, the determination of the parameters with gamma(1, 1), i.e., the mean and variance are equal to one, would be reasonable. In addition, the parameters can be considered as being equal to gamma(1, 1) since $\sigma^{2}$ is expected to yield a small value. Although the choice on the parameters in the gamma distribution for $A$ could be somewhat ambiguous, it would still be appropriate to determine the parameters with gamma(1, 1); this was because our belief is that the level of the source activity would be low. On a contrary, the parameters *z* and $\eta$ should be confined within certain ranges. In fact, the range for *z* was selected from 0 to *D* cm, which was the maximum burial depth of the radioactive contaminant to be considered; the value *D* was selected as 50 cm (or 60 cm) such that the proposed method would search extensively for the burial depths of the source ranging from 0 to 50 cm. As for the parameter $\eta$, the value was chosen from a range of 0.85 and 1.15 in consideration of the relative Cs-137 peak positions in the NaI(Tl) spectra depending on the temperature ranging from 0 to 50 °C such that the selected range would contain all possible values for the shift magnitude \[[@B22-sensors-19-05365]\]. It is worth emphasizing that any values for the parameters (i.e., $\alpha$ and $\beta$) in which their multiplication would be equal to one or other choices that would yield a small mean value in the gamma distribution is possible. In addition, other distributions, such as a truncated normal distribution and triangular distribution, could be selected based on knowledge of the evaluators. Since the selection on prior distributions could influence posterior distributions, the sensitivity analysis on prior distributions was necessary to verify the robustness of our model, which is presented in [Section 3.5](#sec3dot5-sensors-19-05365){ref-type="sec"}.

2.3. Monte Carlo Modeling and Simulation {#sec2dot3-sensors-19-05365}
----------------------------------------

In order to validate the proposed method, we performed Monte Carlo modeling and simulations using Monte Carlo N-Particle Transport Code, version 6 (MCNP6) \[[@B23-sensors-19-05365]\]. A schematic of the MCNP6 model used for the simulation is reported in [Figure 2](#sensors-19-05365-f002){ref-type="fig"}. The simulation model consists of a NaI(TI) detector located 6 cm away from the surface of a box that is filled with sand of density 1.7 g cm^−3^ \[[@B24-sensors-19-05365]\]. The detector itself is surrounded by a hollow cylindrical lead shield lined with copper for minimizing the scattered gamma rays and X-ray fluorescence from lead. A pulse-height tally was used to simulate the gamma-ray spectra. In addition, an FT8 Gaussian-energy-broadening card was applied to mimic the physical spectra as realistically as possible. In fact, this feature simulates the peak-broadening effect arising from a physical radiation detector based on coefficients "a," "b," and "c." These coefficients allow the MCNP6 to recognize the continuous values of the full width at half maximum (FWHM) in the energy range of interest based on the non-linear function in Equation (11), where *E* is the incident gamma-ray energy. We employed parametric optimization using a genetic algorithm to find the optimal value of these coefficients \[[@B25-sensors-19-05365]\]:$${FWHM} = {a\ } + b\sqrt{E~ + cE^{2}}.$$

The radioisotope Cs-137, which is one of the most predominant anthropogenic radioactive contaminants, arising as it does in fission fragments from spent nuclear fuel, was used and treated as a point source during the simulation. To obtain the response matrix, the point source was placed in sand at depths of 0, 1, 3, 5, 7, 10, 15, 20, 25, 30, 40, 50, and 60 cm. At each depth, a total of 3 × 10^9^ particles were generated to achieve a sufficient counting statistic in the simulated spectra. For the test spectra, the point source was buried at a depth from 0 to 60 cm with 3-cm intervals. In this case, a total of 2 × 10^8^ gamma particles were transported at each depth.

2.4. Experimental Setup {#sec2dot4-sensors-19-05365}
-----------------------

The experimental setup for the acquisition of gamma-ray spectra is shown in [Figure 3](#sensors-19-05365-f003){ref-type="fig"}a. The setup was composed of a sandbox filled with fine silica sand in which a radioactive source was buried and the two-inch NaI(Tl) detector was located 6 cm away from the box surface. The dimensions of the box were 50 cm × 40 cm × 40 cm (length × width × height), and it was constructed from acrylic sheets of thickness 0.3 cm. The use of acrylic and its thickness were chosen to allow almost all gamma rays to scatter exclusively within the sand matrix. In the experiment, a sealed Co-60 source was used in addition to Cs-137, because Co-60 is also found in nuclear environments resulting from the neutron activation of steel parts. The activity of the Cs-137 and Co-60 sources were 0.94 μCi and 0.69 μCi, respectively. The source was buried in a graduated box (50 cm × 3 cm × 3 cm) filled with sand, as shown in [Figure 3](#sensors-19-05365-f003){ref-type="fig"}b. Then, the box was inserted into the sandbox such that the exact distance of the source from the front of the sandbox would be achievable. The detector was placed inside a cylindrical lead collimator with a thickness of 2 cm, clad in a 0.5-cm-thick copper layer.

In the experiment, the spectra for the response matrix and the test set were measured at the same position of each radioactive source, as mentioned in [Section 2.3](#sec2dot3-sensors-19-05365){ref-type="sec"}, up to depths of 50 cm and 48 cm, respectively. The spectra for the response matrix were measured for 50 min to minimize statistical fluctuations in the spectra, while the test spectra were measured for 10 min. In addition, a background spectrum for the response matrix was also acquired under the same condition but without sources. Furthermore, the energy ranges of the spectra for Cs-137 and Co-60 were chosen from 300 to 1500 keV (i.e., 369 channels) and 700 to 1500 keV (i.e., 246 channels), respectively. During the experiment, energy calibration was not strictly performed because the proposed model was capable of compensating for gain-shift effects.

3. Results {#sec3-sensors-19-05365}
==========

3.1. Depth Estimation of the Buried Cs-137 Based on Simulated Spectra {#sec3dot1-sensors-19-05365}
---------------------------------------------------------------------

[Figure 4](#sensors-19-05365-f004){ref-type="fig"} shows the joint probability distributions of the depth and activity of Cs-137 sources for selected depths, where the red line represents the true values for the depths and activities. As expected, the joint distribution gradually spread out with a strong positive correlation with increasing source depth. This was mainly due to the increased number of gamma rays scattering in the sand matrix and the decreased number of detected photons, which consequently caused an increase in the statistical fluctuations in the spectra. Moreover, the positive correlation was clear because the activity was inversely related to the square of the depth (see Equation (5)). In this regard, the estimated values of the activity changed more sensitively when the source was deeply buried.

The estimated depth with a 95% credible interval for the Cs-137 source buried in sand over a range from 0 to 60 cm with 3-cm intervals is shown in [Figure 5](#sensors-19-05365-f005){ref-type="fig"}a. It shows that the true depth was well-approximated by the mean value of the estimated depth up to 45 cm. Beyond this depth, the estimated values tended to be underestimated. Nonetheless, all true depths fell within the 95% credible interval of the estimated depths until reaching a depth of 60 cm. In fact, the values for the source depths used to generate the response matrix rarely included those used to generate the test spectra. In other words, the interpolation method estimated the spectra that were not predetermined at certain depths well and therefore it was not necessary to take measurements for the response matrix at every single depth. As shown in [Figure 5](#sensors-19-05365-f005){ref-type="fig"}b, the estimated activities also closely agreed with the true activities, considering the 95% credible intervals. However, it is worth noting that the credible interval of the activities was more susceptible to fluctuation due to the inverse-square law.

3.2. Depth Estimation of Buried Cs-137 and Co-60 Based on Experimental Spectra {#sec3dot2-sensors-19-05365}
------------------------------------------------------------------------------

The estimation of the joint probability distributions of the depth and activity of Cs-137 for selected depths is reported in [Figure 6](#sensors-19-05365-f006){ref-type="fig"}. From the plots, we can see a similar trend to the simulation results. In particular, this can be clearly seen in [Figure 7](#sensors-19-05365-f007){ref-type="fig"}a, in which the true depth was well-approximated by the estimated depth up to 21 cm. Beyond this, the value of the estimated depth began to be underestimated and to fluctuate. It is interesting to note that this depth was much lower than the value obtained using simulations. This was because the influence due to the attenuation and background became significant with increasing source depth, resulting in no remarkable feature differences in the acquired spectra, as illustrated in [Figure 8](#sensors-19-05365-f008){ref-type="fig"}a. In addition, the weak activity of the Cs-137 source used for the experiment could also be attributed to the obtained result. By contrast, noticeable feature differences were observed in the spectra at depths from 0 to 21 cm, as shown in [Figure 8](#sensors-19-05365-f008){ref-type="fig"}b. Based on the results, the maximum detectable depth of Cs-137 for the experimental setup was determined to be 21 cm.

The same experiment was also performed with the Co-60 source. [Figure 9](#sensors-19-05365-f009){ref-type="fig"}a shows the estimated depth with a 95% credible interval for the Co-60 source buried in sand from 0 to 48 cm with 3-cm intervals. As expected, the same trend was observed as in the Cs-137 case; the true depth was well-approximated by the mean value of the estimated depth up to 21 cm and the estimated depth gradually deviated from the true depth and fluctuated beyond the depth of 21 cm. The reason for this was the same as that mentioned earlier, namely differences in spectral features became negligible with increasing source depth, as shown in [Figure 10](#sensors-19-05365-f010){ref-type="fig"}.

3.3. Effect of Acquisition Time {#sec3dot3-sensors-19-05365}
-------------------------------

To perform an in-depth analysis of the sensitivity with respect to acquisition time, gamma-ray spectra with reduced acquisition times were analyzed at the same varying depths as those mentioned in [Section 3.2](#sec3dot2-sensors-19-05365){ref-type="sec"}. [Figure 11](#sensors-19-05365-f011){ref-type="fig"}a,b shows the estimated depths with 95% credible intervals analyzed for the spectra of Cs-137 with acquisition times of 10 s and 60 s, respectively. Despite the very short acquisition time, an identical trend was observed as in the spectra obtained over 600 s; the true depths were well-approximated for the mean values of the estimated depths up to 21 cm, which was the maximum detectable depth found in [Section 3.1](#sec3dot1-sensors-19-05365){ref-type="sec"}. Surprisingly, even at depths beyond the maximum detectable depth, the true depths seemed to yield a better approximation using the estimated depths with consideration of the 95% credible intervals. This may have been due to the statistical fluctuation in spectra caused by the reduced acquisition time, resulting in a more extensive search of the parameter space of the depth and activity. In fact, this is clearly seen in [Figure 12](#sensors-19-05365-f012){ref-type="fig"}b; the joint distributions gradually diverged to neighboring depths and activities with decreasing acquisition time. It is worth mentioning that 10-s acquisition times are extremely short for a typical in situ measurements, which can lead to a highly fluctuating spectrum, as reported in [Figure 12](#sensors-19-05365-f012){ref-type="fig"}a.

3.4. Effect of the Gain Shift {#sec3dot4-sensors-19-05365}
-----------------------------

To demonstrate the ability to accommodate shifts in the spectra mainly due to temperature variations in the proposed model, spectra were measured with the Cs-137 source buried at a depth of 18 cm with the gain factor adjusted from 0.60 to 0.70 with 0.01 increments. Note that the test spectra were acquired with a gain factor of 0.65. In [Figure 13](#sensors-19-05365-f013){ref-type="fig"}a, we can see that the estimated depth fluctuated only slightly near the true depth for the spectra obtained with gain factors between 0.63 and 0.70. Furthermore, the true value of the depth fell within a 95% credible interval of the estimated depth within the investigated range. As expected, the trend of the change in the estimated shift increased with the increasing gain factor, as shown in [Figure 13](#sensors-19-05365-f013){ref-type="fig"}b. This was mainly because the model, combined with the bilinear interpolation method, scanned the shifted spectrum and searched for the probability distributions of the depth and shift that were most likely to have generated the spectrum via Bayesian inference. However, the estimated depth tended to increase and was thereby overestimated below the gain factor of 0.63. This was likely due to the slope connecting the Compton continuum and Compton valley in the spectrum becoming increasingly steep as the spectrum shifted in a negative direction, which is a typical phenomenon occurring when more gamma rays are scattered in a substance. [Figure 14](#sensors-19-05365-f014){ref-type="fig"} shows an example of the spectra measured with gain factors of 0.63 and 0.70. It should be noted that these shifted spectra would be difficult to analyze without any recalibration.

3.5. Sensitivity of Prior Distributions {#sec3dot5-sensors-19-05365}
---------------------------------------

To verify the robustness of our model with respect to the sensitivity to the prior distributions, experimental spectra for the Cs-137 source buried in sand from 0 to 48 cm with 3-cm intervals were analyzed using different prior distributions. [Figure 15](#sensors-19-05365-f015){ref-type="fig"}a shows the results using the following prior distributions: $z$ followed a triangular distribution with parameters (0, 50, 4); $A$ followed a gamma distribution with parameters (50, 0.2); $\eta$ followed a uniform distribution with parameters (0.1, 1.1); $c$ followed a gamma distribution with parameters (5, 5); and $\sigma^{2}$ followed a gamma distribution with parameters (0.1, 1). In other words, evaluators believed that the activity of Cs-137 source could be at a high level (i.e., the mean value was equal to 250 μCi) and buried deep (i.e., the mean value was equal to 18 cm). In addition, the observed spectrum could be shifted negatively. On the other hand, [Figure 15](#sensors-19-05365-f015){ref-type="fig"}b shows the results using the following prior distributions: $A$, $\eta$, and $c$ all followed uniform distributions with parameters (0, 10^10^); $z$ followed a truncated normal distribution with parameters (25, 10^10^, 0, 50) supported by $z \in$ \[0, 50\]; $\sigma^{2}$ followed a half-normal distribution with parameters (0, 3) supported by $\sigma^{2} \in$ \[0, ∞\]. Such a wide range of distribution can be non-informative for the data on a small numerical scale. In other words, evaluators would have very limited information. Thus, we confirmed that the same trends were observed up until the maximum detectable depth (i.e., 21 cm), as seen from the Cs-137 case (see [Figure 7](#sensors-19-05365-f007){ref-type="fig"}a), regardless of their different beliefs; the estimated depth agreed well with the true depth up to 21 cm. It is worth emphasizing that the proposed model may not be completely free from the choice on the prior distributions. Nevertheless, evaluators with some knowledge of radiation measurements may have a minimal influence over the posterior distributions.

4. Discussion {#sec4-sensors-19-05365}
=============

We presented an application of Bayesian inference to improve the estimation of remote depth profiling for low-level radioactive contaminants. From the simulation and experimental results, we confirmed that the proposed technique has significant advantages compared to existing methods for localized radioactive wastes. First, our approach allowed us to determine the probability distribution for parameters of interest, i.e., depth, activity, and shift, with improved reliability in a single measurement. From the measurement perspective, inherent uncertainty due to quantum physics is inevitable and must therefore be quantified. Thus, we should be able to provide measurement analysis in a statistical manner. However, previous depth estimation methods calculate uncertainty only via tedious repetitive measurements. Second, the proposed model yields a larger value for the maximum detectable depth. Recent studies have shown that the maximum detectable depths of 8.89-μCi Cs-137 and 0.24-μCi Co-60 buried in sand are 12 cm and 3 cm, respectively \[[@B14-sensors-19-05365],[@B15-sensors-19-05365],[@B16-sensors-19-05365]\]. In fact, the activity intensity of the Cs-137 used in this work was about 10 times weaker than that of the Cs-137 used in those studies. Hence, the maximum detectable depth of 21 cm for both weakly active 0.94-μCi Cs-137 and 0.69-μCi Co-60 sources buried in sand was indeed a significant improvement in comparison to existing methods \[[@B9-sensors-19-05365],[@B10-sensors-19-05365],[@B11-sensors-19-05365],[@B12-sensors-19-05365],[@B13-sensors-19-05365],[@B14-sensors-19-05365],[@B15-sensors-19-05365],[@B16-sensors-19-05365]\]. Third, the proposed technique provided a much faster and more accurate estimation of depths up to the maximum detectable depth (i.e., 21 cm), which was achieved within 60 s, even for sources with a weak activity. This is advantageous because radiological characterization for decommissioning involves scanning or measuring a wide range of sites, given that the activity of radioactive contaminants is not high enough in general. Fourth, the proposed technique was less susceptible to the gain shifts caused by temperature changes. One of the challenging issues for in situ measurement systems is that detectors are sensitive to changes in the ambient temperature, which can cause gain shifts. Therefore, regular quality control measurements become more critical to ensure a stable system operation. Thus, the present method automatically calibrated the degree of shift in the spectrum that would have been affected within the range of the prior distribution (see [Table 1](#sensors-19-05365-t001){ref-type="table"}), which incorporated the magnitude of shifts in spectra due to temperature variation in the NaI(Tl) detectors \[[@B22-sensors-19-05365]\]. In addition, the output of the shift could be used as a real-time indicator to demonstrate how stable the measurement systems are in operations on site. Finally, we confirmed that our model was not very sensitive to the choice of the prior distributions such that evaluators with some knowledge of radiation measurements would be able to obtain similar results. This feature is important for many practical applications because a Bayesian model is said to be non-robust and sensitive depending on the prior distributions.

However, this technique has some difficulties. One of the challenges in applying this technique lies in the establishment of a response matrix for materials in which a certain radioactive source is buried. To do this, the setup of materials affecting the attenuation of gamma rays should be carefully performed in order to mimic a real environment. Another difficulty is that the detector cannot simply be located at an optimal position in which the radioactive contaminants are buried; however, this can be resolved by placing the detector at the position in which the maximum intensity of the total count rate would likely be observed by taking a uniform scanning time. Lastly, most remote depth estimation methods assume that only a single radioisotope exists and that no other radioisotopes interfere with the measurement. In practice, such assumptions are sometimes not applicable. Furthermore, foreknowledge of radioisotopes present at a site is not available in some cases. Therefore, a better solution would be to integrate the likelihood function for quantitative analysis of radioisotopes, as proposed in Kim et al. \[[@B26-sensors-19-05365]\] with the likelihood function used in this particular work. This solution will enable an accurate depth estimation for multiple radioactive sources without foreknowledge of the radioisotopes present.

5. Conclusions {#sec5-sensors-19-05365}
==============

In this work, we demonstrated an advanced method for remote depth estimation of localized radioactive contaminants using Bayesian inference. This approach, which is completely different from frequentist inference, allowed us to estimate the uncertainty of the depth and activity via a single measurement. The results of the simulation and experiment for Cs-137 and Co-60 sources buried in sand showed a significant improvement in the maximum detectable depth compared to those of existing methods. In addition, experimental results confirmed that the level of accuracy and the depth limit were preserved, even with a short acquisition time. Furthermore, the proposed technique was capable of accommodating for gain-shift effects caused by temperature variations, enabling a rapid non-intrusive localization of buried radioactive contaminants during in situ measurements as a consequence.
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![Schematic of the geometry defined for MCNP6 simulation. A collimated NaI(Tl) detector was placed 6 cm away from the front surface and a radioactive Cs-137 source was located inside silica sand.](sensors-19-05365-g002){#sensors-19-05365-f002}

![(**a**) Experimental setup for the gamma-ray measurement and (**b**) a graduated box for adjusting the burial depth of a radioactive source.](sensors-19-05365-g003){#sensors-19-05365-f003}

![Joint probability distributions between the depth and activity of Cs-137 for selected depths simulated via MCNP6. The scatter dots in the central area depict the correlations between the estimated depth and activity with red lines representing true values, while the curves outside the plot area represent their corresponding densities.](sensors-19-05365-g004){#sensors-19-05365-f004}

![(**a**) Estimated depth and (**b**) activity with a 95% credible interval for spectra simulated with Cs-137 buried in sand from 0 to 48 cm with 3-cm intervals.](sensors-19-05365-g005){#sensors-19-05365-f005}

![Joint probability distributions between the depth and activity of Cs-137 for selected depths, as measured experimentally. The scatter dots in the central area depict the correlations of estimated depth and activity, with red lines representing true values, while the curves outside the plot area represent their corresponding densities.](sensors-19-05365-g006){#sensors-19-05365-f006}

![(**a**) Estimated depth and (**b**) activity with a 95% credible interval for spectra measured from Cs-137 buried in sand from 0 to 48 cm with 3-cm intervals.](sensors-19-05365-g007){#sensors-19-05365-f007}

![Normalized spectra for different depths of Cs-137 with a 600-s acquisition time: (**a**) the source was buried at depths of 21 cm, 30 cm, and 48 cm; and (**b**) the source was buried at depths of 0 cm, 12 cm, and 21 cm. The spectra were normalized to the total count across all energies for comparison purposes only. The inset shows the spectra within the energy range used for analysis.](sensors-19-05365-g008){#sensors-19-05365-f008}

![(**a**) Estimated depth and (**b**) activity with a 95% credible interval for spectra measured from Co-60 buried in sand from 0 to 48 cm with 3-cm intervals.](sensors-19-05365-g009){#sensors-19-05365-f009}

![Normalized spectra for different depths of Co-60 with a 600-s acquisition time: (**a**) the source was buried at depths of 21 cm, 30 cm, and 48 cm; and (**b**) the source was buried at depths of 0 cm, 12 cm, and 21 cm. The spectra were normalized to the total count across all energies for comparison purposes only. The inset shows the spectra within the energy range used for analysis.](sensors-19-05365-g010){#sensors-19-05365-f010}

![Estimated depth with a 95% credible interval analyzed for Cs-137 buried in sand over the range of 0 to 48 cm at 3-cm intervals from the experiment and the corresponding value of the true depth: (**a**) acquisition time of 10 s and (**b**) acquisition time of 60 s.](sensors-19-05365-g011){#sensors-19-05365-f011}

![(**a**) Normalized spectra for Cs-137 buried at depths of 18 cm with acquisition times of 10 s (black solid line), 60 s (blue-sky dashed line), and 600 s (blue dash-dotted line). (**b**) Joint probability distributions between the depth and activity analyzed for the same spectra; the red line represents the true value of the depth and activity. The inset shows the spectra within the energy range used for analysis.](sensors-19-05365-g012){#sensors-19-05365-f012}

![(**a**) Estimated depth and (**b**) estimated shift analyzed for the spectra of Cs-137obtained by changing the gain factor of the amplifier between 0.60 and 0.70 with 0.01 intervals.](sensors-19-05365-g013){#sensors-19-05365-f013}

![Example of the spectra of Cs-137 obtained with a gain factor of 0.63 (black solid line) and 0.70 (gray dashed line).](sensors-19-05365-g014){#sensors-19-05365-f014}

![Estimated depths with a 95% credible interval for measured spectra for a Cs-137 source buried in sand from 0 to 48 cm with 3-cm intervals. These results were obtained with the prior distributions as reported within each figure. The letters marked in blue are the prior distributions that account for different beliefs.](sensors-19-05365-g015){#sensors-19-05365-f015}
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###### 

The priors prescribed in the model.

  Variable         Prior
  ---------------- ---------------------
  *z*              uniform(0, $D$)
  *A*              gamma(1, 1)
  $~\eta~$         uniform(0.85, 1.15)
  *c*              gamma(1, 1)
  $~\sigma^{2}~$   gamma(1, 1)
