Abstract Recent advances in communication technology allow to compress data streams in communication networks by deploying physical devices (caches) at routers, yielding a more efficient usage of link capacities. This gives rise to the network design problem with compression (NDPC), a generalization of the classical Network Design problem.
Introduction
Modern telecommunication networks are subject to ever increasing traffic volumes. Research analyzing network traffic volumes in connection with capacity restrictions is concentrated in the field of Network Design. A novel variation of Network Design is the network design problem with compression (NDPC), where the design aspect is enriched with the possibility to activate (de)compressing devices at certain nodes. These compressors offer the functionality to virtually increase edge capacities at the price of additional operation cost.
Such compressor is, for example, a caching/restoring device in a router. Assuming some commodity (e.g., a popular movie) is requested repeatedly, it does not need to be sent more than once since the data can be reconstructed by an appropriate memory management. Throughout this paper, we restrict to the simplified case, where this compression rate is constant over all traffic flows. In network view, this means that a traffic flow can be compressed within a node with an active compressor and can be decompressed as soon as it enters a further node with a decompressor. We assume that the same device can be used for both compressing and decompressing. Further, a commodity can not be compressed more than once and must be decompressed again, at the latest at its destination.
Above problem can be seen in the context of green, i.e., energy efficient, networking (see [2, 11] for detailed surveys and other models and approaches on this topic). To our knowledge, the first algorithmic publication on the NDPC was given by Giroire et al. [6] . There, the compression aspect is motivated by redundancy elimination on data streams, see [1] for a technical analysis in this direction. These reduced traffic flows require less network components and thus energy is saved (see [7] for details and [4] for a similar idea). Following up Giroire et. al.'s work [6] , the authors of this paper contributed by research in both, the problem's mathematical formulation [9] and on uncertainty aspects [3] .
Motivated by NDPC's practical relevance and the mathematical challenge of providing exact solutions for such problems, research in this direction is continued. In this paper, we focus on the computational complexity of NDPC. Starting with a formal definition of the problem, we will study it's general complexity (Section 2), pointing out differences and similarities to Network Design. Hereby, we indicate in which regards the compression aspect, henceforth called the compressor placement problem CPP, changes and increases this complexity (Section 3). We show that CPP is at least weakly N P-hard (Section 3.1) and can be solved on trees in pseudopolynomial time (Section 3.2). The paper concludes with a polynomial-time algorithm for a family of path instances (Section 3.3) and suggestions for further research (Section 4).
The Network Design Problem with Compression
Let G = (V, E) be an undirected graph. The node set V describes routers and the edge set E the potential immediate connections between those routers. The cost (or energy consumption) of an active compressor at node v is given by C v ≥ 0 and the cost of using one unit of capacity at edge uv ∈ E is given by C uv ≥ 0. We denote with Q the set of all possible commodities. For q ∈ Q, we denote by d q ∈ R + the volume of the (uncompressed) traffic, which has to be routed from source node s q to target node t q . Further, we assume that the compression factor is given as a constant γ ∈ R, γ > 1 for all commodities, i.e., the volume of commodity q can be reduced to d q γ . We assume that edge capacities can be installed in units/batches of a constant size/quantity for all edges. Hence, for any edge uv ∈ E, we assume a capacity of one unit per installed multiplicity of an edge (if necessary, after scaling of the traffic values). Then, we define the network design with compression problem as follows.
Definition 1 (NDPC). The tuple (G, Q, γ, C v , C uv ) as described above is an instance of the network design problem with compression (NDPC). The task to install sufficient capacity on the edges and to activate suitable compression functionality in the nodes, such that all commodities can be routed at minimal total cost.
We formulate NDPC as (mixed) integer linear program: The variables x uv ∈ Z + , indicate units of installed capacity on edge uv ∈ E and variables y v ∈ {0, 1} denote the activation of a compressor at node v ∈ V . For two neighboring nodes u, v, the variables f q uv , g q uv ≥ 0 describe the fraction of demand d q routed uncompressed resp. compressed from u to v on the in between edge. By N (v) denoting the neighbors of a node v, NDPC can be stated as
The first class of constraints (2) consists of flow conservation constraints: either compressed or not, 100% of the traffic volume of all commodities has to be routed. The second class (3) describes link capacity constraints (compressed flow is scaled down by a factor γ), and the remaining class (4) constitutes the possibility to (de-) compress flow at a node if a compressor is enabled. I.e., if the amount of incoming compressed traffic is not equal to the amount of outgoing compressed traffic, a compressor has to be active at that node. In practical evaluations (cf. [9] ), we observed that NDPC is much harder than Network Design. For a short indication, we refer to Table 1 , where we show the CPU time for solving two instances to optimality, once without compression (Network Design) and once with compression (NDPC). The significant increase in computation time induced by the compression aspect motivated our research on the theory behind: Is NDPC really "more difficult" than classical Network Design?
Clearly, NDPC is a generalization of the standard Network Design (sometimes called Network Loading) problem: Network Design can be seen as NDPC with either all compressors turned on or all compressors turned off. Since Network Design is N Phard [10] , we have the following straightforward result:
In the following, we answer the above question more precisely by investigating the compressor activation/placement aspect, in detail.
The Compressor Placement Problem
In this section, we show that even in cases where Network Design is easy, the problem remains N P-hard due to the compression functionality. In addition, we present a pseudopolynomial algorithm for NDPC on trees and an even more restricted polynomial time solvable case.
Here, we focus on subproblems where the routing of the commodities is fixed to a single path, explicitly or implicitly (by graph structure). Lemma 1. If the routing is fixed to a single path for each commodity, then Network Design can be solved in polynomial time.
Proof. Since routing is fixed, Network Design only asks for the required capacities. Per edge, these can directly be obtained by simple rounding of the total traffic volume on this edge to the next integer.
With compression, the problem boils down to the optimal placement of compressors: Definition 2. The Compressor Placement Problem (CPP) is a NDPC defined by (G, Q, γ, C v , C uv ) (cf. Definition 1), where for every q ∈ Q, a single s q -t q -path P q is given. The complete traffic volume d q has to be sent along path P q . We present an adapted mixed integer linear program to model CPP:
q∈Q: uv∈P
Now, flow conservation boils down to the choice between f and g for every edge on a routing path, see (6) . At the same time, the capacity constraint (7) is shortened. Inequalities (8) assert that between consecutive edges uv and vw on path P q the relation between f and g may only change if the compressor at node v is activated. Lastly, constraints (9), (10) state that all flow leaving the source/arriving at the target must be uncompressed if no compressor is active there.
Clearly, for a more compact model, constraint (6) can be used to substitute g in (7) and hence, be omitted itself. Note that the variables f and g could be restricted to binary variables as well: if some traffic for a commodity q is compressed in an optimal solution, the solution where all the traffic for that commodity is compressed is valid as well and does not consume any more capacity.
Backtracking to Network Design, we get a first approximation result:
Proof. We consider the algorithm fixing all compressors to zero (y v = 0) for all v ∈ V and solving the resulting Network Design instance. By Lemma 1, this can be done in polynomial time. We show that the solution ALG = (x, 0) of this algorithm is not worse than γ + 1 times the optimal solution OPT = (x * , y * ). Since the routing is fixed, for every edge uv, the uncompressed traffic volume on a link is fixed and denoted by d uv in the following. Hence, it holds that
which equals γ + 1. Hereby, (*) holds by Lemma 12 (see Appendix A).
Lemma 2 stresses the relation between Network Design and NDPC. Given a fixed simple (routing-) path, the difference between the two solution values is bounded by the compression factor plus one. Since γ > 1, this difference is at least 2, emphasizing the importance of the compression aspect and its potential efficiency gain for the network. But as shown in the following, independent of γ, this gain is paid for by an increased computational difficulty of the problem itself.
CPP in Star Networks: A Weakly N P-hard Case
We present a family of instances on which Network Design is easy but NDPC (CPP) is (still) N P-hard (and thus also in general). We show that CPP is (weakly) N P-hard on so-called star-instances.
Definition 3 (Star-instances). Let G a graph with |V | = n + 2 nodes, with n supply nodes, a center (n + 1), and a sink (n + 2). E := {{i, n + 1} |i = 1, . . . , n} ∪ {{n + 1, n + 2}} consists of all connections between the first n nodes and the center node plus the additional edge between the center and the sink. Commodities Q = {(i, n + 2) : i = 1, . . . , n} do only exist between the first n nodes and target n + 2. Each commodity q has to be routed directly (s q , n + 1, n + 2). For any solution of CPP on such a star, let y v ∈ {0, 1} denote whether the compressor at node v for v = 1, . . . , n + 2, is active or not. Then, CPP can be solved in polynomial time. In detail, by the similarity to Network Design, a solution on a star instance is only dependent on y v , since the capacity on each edge can be obtained by integer rounding, depending whether some or all commodities are compressed or not.
This gives rise to the question, whether an optimal solution of CPP can be obtained in polynomial time. Unless P = N P, this is not the case, since the following theorem shows that CPP, even for the star case, is at least weakly N P-hard. Theorem 1. CPP on star-instances is at least weakly N P-hard.
Proof. We show this by a reduction from Knapsack. Let a Knapsack instance be given by a set of items N = {1, . . . , n}. Let c i ∈ Z + denote the profit and a i ∈ Z + the weight of item i ∈ N . The Knapsack budget is B. W.l.o.g. max i∈N a i ≤ B and i∈N a i > B. We define the corresponding CPP star instance as follows:
Each item i ∈ N corresponds to one node i, we add a central node n + 1 and a sink n + 2 with edges as defined in Definition 3. For M > i∈N c i , we define
as edge/compressor costs. We choose γ > 1 and for every i ∈ N , we define d i = a i with destination n + 2. No other commodities exist. Finally, we choose the (constant) capacity of all edges as
A feasible baseline solution of CPP is given by y i = 1 for all i ∈ N ∪ {n + 2}, y n+1 = 0. Capacity for {i, n + 1} is irrelevant, since the cost of the capacities is zero. x n+1,n+2 = 1 is sufficient, since all commodities can be compressed and hence, the total flow on this edge is (1/γ) i∈N a i , even leaving a spare capacity of (1 − 1/γ)B. Clearly, the optimal solution to CPP is given by the maximal savings to the baseline solution and any cheaper solution can only be obtained by turning off compressors in the nodes corresponding to N . The extra flow which is added by removing a compressor in node i is a i (1 − 1/γ). So the maximal savings directly correspond to the maximum Knapsack value, i.e., a solution of CPP yields a solution of Knapsack and vice versa. As a consequence, we obtain Corollary 2. CP P is at least weakly N P-hard. We give a pseudopolynomial algorithm for CPP on trees, similar to the one proposed by Flippo et al. [5] for network expansion problems and inspired by the work of Johnson et al. [8] . For this section, we generalize the settings given in Section 2 and assume that capacity can be installed in batches of B units and that demand volumes d q take values in Z + . Definition 4 (Tree instances). Let G = (V, E), |V | = n be a tree and nodes be labeled increasingly by breadth first search, starting at the root node i = 1. Each edge offers a capacity B ∈ Z + per installed batch. Commodities Q = {(i, 1) : i = 2, . . . , n} do only exists between source nodes s q = 1 and the target t q = 1. We assume that all demands are integer, i.e., d
q ∈ Z + . Each commodity q has to be routed directly on the unique path from s q to the root t q = 1. Note that since every star instance of CPP (see the preceeding subsection) yields a tree instance, we directly obtain that CPP is at least weakly NP-hard on trees, as well. An example is given in Figure 2 , the routing is indicated by gray/dashed lines. We use the following notation: [i, k] denotes the subgraph induced by the node i together with the subgraph of i's first k children. [i, 0] is the graph consisting of node i, only (without any edges). We write p(i) as i's predecessor (i = 1) and s(i, k) ∈ Z + for it's kth sibling. Denote a(i) ∈ Z + as the amount of children of node i (with a(i, k) := a(s(i, k))) and d([i, k]) as the traffic volume induced by the subgraph [i, k], i.e., the traffic volume of all the commodities with source s q ∈ [i, k]. By this, we define three cost functions, operating on subgraphs [i, k] and referring to the cost of compressors/capacities, which have to be installed in [i, k] . This means, the necessary compressors/capacity in [i, k] to route the traffic volume of all the commodities from source s q ∈ [i, k] via i to the common target. Note that there is no outgoing edge for i = 1. Additionally, the functions depend on the parameter f ∈ Z + , which equals the amount of uncompressed flow on (i, p(i)). Note that these cost do not contain the capacity which needs to be installed on the edge between i and it's predecessor p(i). By this definition, we have Lemma 3. Given a tree instance, an optimal solution of NDPC is given by min {D ([1, a(1 
Proof. In the root node, no compression takes place and no flow passes through. Both functions give the remaining possibilities for the objective cost. For a pseudopolynomial algorithm, we give recursive evaluation formulae for these cost functions. Hence we define starting values for all [i, 0] . Note that for a singleton N ([i, 0] , f ) without compression/decompression, the outgoing flow value can only be the demand of that singleton: d i .
Lemma 4. For i ∈ V \ {1} and f ∈ Z + , it is
Proof. Since the singletons [i, 0] include no edges, no cost for edge capacities have to be accounted in [i, 0] . Depending on whether de-/compression is activated, the cost of such singleton is either zero or the cost of the compressor in i.
Now, for each of the cost functions, we have a recursion:
For every node i = 1 and k = 1, . . . , a(i), it is
Proof. Since the outgoing flow f of i is fixed (and flow conservation holds in i), the minimal cost of a subtree [i, k] with a compressor in i can be split into the minimal cost of the subtree [i, k − 1] (with a compressor at i ), plus the minimal cost of the remaining subtree induced by sibling s(i, k), namely [s(i, k), a(i, k)], and the cost of the capacity on edge s(i, k)i.
The minimal cost of said subtree and the routing depends on the (cheapest) action which can take place there (C or N only, since Decompressing makes no sense if the traffic is, again, compressed one level higher). In both cases, this cost have to be evaluated in dependency of the amount of uncompressed flow x which leaves s(i, k). Clearly, this flow can maximally amount to the complete traffic demand d ([s(i, k) , a(i, k)]) of the subtree and minimally amounts to the traffic induced by s(i, k). Since all commodities are integer, the flow can only take values in d
Proof. The proof is analogue to the proof of Lemma 5, with the observation that given Decompression in i, it makes (again) no sense to have decompression at the sibling s(i, k), as well.
) by these recursive formulae. We however have to distinguish them for a correct computation of the case without (de)compression. Lemma 7 (Recursion Neither compression nor decompression). Define
Proof. The proof is analogue to the proofs of Lemma 5 and 6. However, given No de-/compression in i, all three actions are possible in s(i, k). As a result, given action N in s(i, k), the uncompressed flow f has to be divided into a x and a f − x flow between the subproblems [i,
Note that for the case i = 1, the above recursions have to be adapted, since the passing, uncompressed flow f is zero in any case (and no compression is sensible at the root). Further, without decompression in the root, traffic from the children has to arrive completely uncompressed at the root.
Denoting := max q∈Q d q , we can give a runtime estimate for an evaluation of the recursive formulas: Theorem 2. NDPC on trees can be solved in O(n 3 2 ).
Proof. Lemmas 3-7 give the recursions. These can be computed bottom up. Since the underlying graph is a tree, the amount of subtrees [i, k] which have to be evaluated is i∈V deg(i) = 2n − 2, together with an amount of n potential f values (f ≤ q∈Q d q ≤ n ).
Per subtree [i, k] and value f , the computing cost of C, D, and N are O(n ). Together, this yields a runtime of O(n 3 2 ).
CPP in Path Networks: A Polynomial Algorithm
Finally, we show that CPP is "easy" (in the sense of the existence of a polynomial time algorithm) for the special case, that G is a path and some further restrictions apply. Note that some proofs of this section have been put in the Appendix B because of their technical nature and to enhance readability. Definition 6 (Path instances). Let G = (V, E) be a path, i.e., V = {1, . . . , n} and E := {{i, i + 1} | i ∈ 1, . . . , n − 1}. Assume that each edge has a capacity of 1 unit. Define d ∈ Z + , such that d/γ ∈ Z + . Constant commodities exist for sources i = n to the common target n, i.e., Q = {1, . . . , n − 1} with d q = d, s q = q, t q = n for all q ∈ Q. The cost of a compressor and the cost of edge capacities are both constant. Each commodity has to be routed directly, i.e., the commodity q with source s q has to be routed on (s q , s q + 1, . . . , n).
See Figure 3 for a sketch of a path instance, without any compressors (left) and with three active compressors (right). The gray lines indicate where and which commodity (compressed or not) has to be routed. In the remaining section, we assume such instance given and write (n, k) for a path instance where exactly k compressors have to be activated. Obviously, the (optimal) solution value does only depend on the position of these active compressors. For compressor i ∈ {1, . . . , k}, this position is given by p i ∈ {1, . . . , n}. W.l.o.g., p 1 < p 2 < · · · < p k .
In the following, we derive cost functions (Lemma 9, 11) for (n, k). These functions always omit the cost of the k compressors, because this is only a constant offset. Since compressed flow always has to be decompressed the solutions for (n, 0) and (n, 1) are equivalent and can be computed similar as presented in Lemma 1. We exploit that the cost of compressors is independent of the node, and start with: Lemma 8. W.l.o.g., in any optimal solution for (n, k), k ≥ 2, p k = n, i.e., the last compressor is always placed at the last node.
Proof. Assume an optimal solution with p k < n. Since all commodities end in n, all of the compressed traffic is decompressed at node p k and no further traffic is compressed there (since it can not be decompressed anymore). The solution stays feasible when the compressor p k is moved to n, because the flow stays compressed longer and thus, consumes less capacity. The adapted solution cannot be more expensive, since it requires the same number of compressors but less capacity between the nodes p k and n. Hence, w.l.o.g., p k = n.
Next, we show how optimal (integer) placements can be obtained for (n, 2) (Lemma 9, 10). This is extended to the general case (n, k) with k > 2, resulting in Theorem 3. Then, the section is concluded by a polynomial time algorithm for (n, k) by Corollary 3.
Lemma 9. Consider (n, 2). Let the first compressor be installed in p 1 and the remaining one in node p 2 = n. The lowest cost c p1,p2 = c p1,n of the corresponding solution is given by c p1,n :=
Proof. Since the compressor positions are p 1 and n, the lowest cost achievable is obtained by compressing everything possible (i.e., the total incoming flow) at the first compressor (at node p 1 ) up to node n. The necessary capacity is described by the first part of the summation: the total commodities of all nodes before p 1 on the subsequent edges up to node p 1 . From p 1 on, all the prior commodities and the commodity of p 1 can be send compressed to the target, such that the necessary capacity to route it to n can be described as in the middle part. The remaining capacity needed is the sum of all commodities after p 1 , which are send uncompressed all their way to n, i.e., the last part of the sum.
Note that the cost only depend on the position of the first compressor p 1 . By this, we can already describe the optimal (integer) placement for (n, 2).
Lemma 10. For (n, 2) a optimal solution of CPP is p 1 = n/2 and p 2 = n.
Proof. By Lemma 9 we have the (expanded) sum
This function takes it's unique minimum in p 1 = n 2 . Since the function c p1,n is quadratic, we have that in case n is odd, both, n/2 and n/2 are optimal (integer) placements.
In the following, we extend this result for k > 2. At first, we can extend the cost formula to the case, were any number of compressor positions is given:
Lemma 11. Let (n, k) be given with the corresponding compressor positions p i , i = 1, . . . , k with p 0 := 0 < p 1 < . . . < p i < . . . < p k = n. The lowest costs c p1,...,p k of the corresponding solution are given by
By this lemma, we can determine the optimal compressor placements.
Theorem 3. Given (n, k) with k ≥ 2, an optimal compressor placement is given by p i = in/k for i = 1, . . . , k.
We can use this to conclude the path instances can be solved by a polynomial time algorithm, trivially exploiting these findings:
Corollary 3. The path instances can be solved in polynomial time.
Concluding this section, we point out that since the number of active compressors is fixed, the optimal compressor placement for (n, k) is independent from the actual value of γ. However, it is clear that the optimal solution value and the number of active compressors in this solution will depend on said value.
Concluding Remarks
In this paper, we have presented a detailed view on the computational complexity of NDPC. We put emphasize on the relation to the well established Network Design problem. We showed that general complexity results are inherited and gave a first approximation result for the compressor placement subproblem, stressing the motivation behind incorporating compression aspects into Network Design. By concentrating on the CPP subproblem, it appears that computationally, NDPC is indeed substantially more difficult than Network Design, even on formerly "easy" instances.
While we presented MIP formulations for NDPC and CPP, it is clear that a solution of large scale problems requires custom tailored solution approaches. In this context, we presented (pseudo-) polynomial algorithms for special cases of CPP.
On the one hand, the inherent difficulty of NDPC suggests the need for further approximation results, especially when solving large scale instances. On the other hand, custom algorithms for special cases and enhancements of the MIP formulations are interesting topics for obtaining exact solution methods.
In general, we believe that especially on the background of the growing importance of green networking, network design with compression is an important topic offering both, practical relevance and algorithmic challenges in the future.
B. Proofs from Section 3.3
Proof of Lemma 11: We proof (11) by induction over k. Lemma 9 yields the statement for k = 2. Let (11) hold for a fixed k0 ∈ N ≥2 , we show that it holds for k0 + 1 as well. By assumption, when deactivating the last but one compressor at p k 0 , the costs are
When neglecting the first part, the second part of this sum describes a path instance on n − p k 0 −1 nodes with two active compressors. When the compressor at p k 0 is activated, we can use Lemma 9 to replace the second part with the cost, when two compressors (at p k 0 and p k 0 +1 = n) are present at that sub instance, i.e., by
Replacing in cp 1 ,...,p k concludes the proof.
Proof of Theorem 3:
The proof is given by a sequence of smaller Lemma (13)-(17) and Corollary (4). For the sake of readability, the proofs of these Lemma are separately given in the Appendix C. At first, based on the cost function for k compressors (11), we derive conditions for optimal fractional placements (13), (4) . Then, we enlist (sufficient) properties of (optimal) integer placements (14)-(17). Concluding, we show that pi = in/k (rounding down the solution from Corollary (4)) meets this properties and hence, has to be optimal.
Lemma 13. The minimum of cp 1 ,...,p k satisfies pi = i i+1 pi+1 for i = 1, . . . , k − 1.
Iteratively, Lemma 13 translates to Corollary 4. cp 1 ,...,p k has a unique minimum at pi = i k n, i = 1, . . . , k.
We directly obtain, that for obtaining an optimal integer solution for (n, k), simple rounding is sufficient.
Lemma 14. Let (n, k) be given. For every compressor i = 1, . . . , k, the optimal placement pi is either in k or in k .
Since, there are exponentially many possibilities to round, we describe one way of rounding for obtaining an optimal solution. Assume w.l.o.g. that n k is fractional.
Lemma 15. Consider (n, k), k ≥ 2 together with a compressor placement pi. For a fixed i in 1, . . . , k − 1 let pi−1, pi and pi+1 such that the distance between the compressors s1 := pi − pi−1 = pi+1 − pi =: s2 are not equal (if k = 2, pi−1 := 0). Then, the solution obtained by the compressor placement pi−1, pi−1 + (pi+1 − pi), pi+1 (i.e., reversing/exchanging the lengths of the uncompressed path (s1, s2) to (s2, s1)) yields the same costs.
Lemma 16. For (n, k), let an optimal compressor placement be given. For any i = 0, . . . , k − 1 and s := pi+1 − pi it holds that By Lemma 15 any ordering of the step-lengths is irrelevant, so each solution which constitutes step-length and frequency is optimal. So, given the optimal fractional placement from Corollary (4), pi = in k , rounding down only yields step-lengths of size n k and n k . Since there are k steps, adding up to n nodes, this solution satisfies Lemma 17 and is henceforth optimal.
