a b s t r a c t This paper presents a comprehensive approach to diagnose for faults that may occur during a robotic grit-blasting operation. The approach proposes the use of information collected from multiple sensors (RGB-D camera, audio and pressure transducers) to detect for 1) the real-time position of the grit-blasting spot and 2) the real-time state within the blasting line (i.e. compressed air only). The outcome of this approach will enable a grit-blasting robot to autonomous diagnose for faults and take corrective actions during the blasting operation. Experiments are conducted in a laboratory and in a grit-blasting chamber during real grit-blasting to demonstrate the proposed approach. Accuracy of 95% and above has been achieved in the experiments.
Introduction
Abrasive grit-blasting is commonly performed in manufacturing to prepare steel structures for painting; by removing debris/rust and creating a suitable surface roughness profile for paint adhesion. Inherently grit-blasting creates a dangerous work environment that exposes humans to risks ranging from physical injuries to silicosis caused by longterm exposure to grit dust containing silica [1] . In an effort to improve human safety, autonomous industrial robots are being used for the gritblasting operations. As such, grit-blasting robots have been seen used in factories, albeit typically limited to a robotic blasting cell performing scripted blasting routines.
With the recent advancement in robotic research, autonomous robots that can perform in-situ abrasive grit-blasting in a field environment are being developed [2] . Fig. 1 shows a robot for autonomous grit-blasting of steel bridge structures. These robots have advanced upon their factory counterparts by possessing the capability of automatically sensing and mapping [3] to build an up-to-date geometric map of the surrounding surfaces. Using the map, the robots autonomously navigate and localise within the environment, and conduct abrasive grit-blasting on the identified surrounding surfaces.
Due to the harsh operating conditions in a field environment, it is necessary to enable the grit-blasting robot to monitor the operation and diagnose faults that may occur; e.g. loss of ablation from grit running out or from hose blowouts, and missed coverage due to misalignment of the grit-blasting spot on surfaces. Currently, a human operator is still * Corresponding author. tasked to monitor faults including: 1) no compressed air and no grit exiting hose, 2) blasting without grit, (i.e. compressed air only), 3) gritblasting occurring unexpectedly and 4) grit-blasting spot misaligned on surface. As such, there has been an increased interest in equipping gritblasting robots with the capability of fault diagnosis to remove humans from the risks associated with supervising the autonomous grit-blasting operation. However, there currently exists no comprehensive approach available for autonomous industrial robots to perform real-time fault diagnosis during abrasive grit-blasting. This paper presents an approach to real-time diagnosis of faults during grit-blasting. Similar to robotic welding which uses vision, depth and acoustic sensors to perform seam tracking [4] , weld penetration controlling [5] and on-line monitoring of the welding process [6] , it is proposed that the robotic grit-blasting operation can be monitored in real-time using multi-modal sensing. The research conducted in this paper focuses on devising techniques for using multi-modal sensing data to detect the real-time position of the grit-blasting spot and the state-of-blasting, and performing fault diagnosis.
The following is a review of potential techniques that may be used to perform detection within grit-blasting environments. Image processing such as background subtraction techniques [7, 8] can be considered for identifying the real-time location of the grit-blasting spot on a surface. Currently, background subtraction has been demonstrated to robustly detect moving objects (i.e. cars and people) in environments with illumination changes [9] , when there are camera movements during data capture snow [11] . Hence, background subtraction shows good potential for application in a dust laden grit-blasting environment to detect a moving grit-blasting spot on a surface. However, a major drawback of background subtraction is that frame-by-frame contrast changes must exist in order to detect for movements. Given that contrast changes on a gritblasted steel surface is unobservable, then background subtraction can become ineffective to detect the grit-blasting spot position on such surface. To address this limitation active sensing can be investigated such as a laser vision system [12] that projects and detect for a laser point on a surface, or an object tracking system [13] that uses vision and depth information (RGB-D). By including additional active sensing to aid the background subtraction process, it is possible to detect the location of the grit-blasting spot on a surface at all times and diagnose the positioning of the grit-blasting spot.
In conjuncture with vision-based techniques, sound can also be used to diagnose faults such as an unexpected state-of-blasting ( no-blasting, air-blasting, grit-blasting ) occurring during the grit-blasting operation. A human expert will perceive from the acoustic sounds produced during grit-blasting operation the three different states-of-blasting and can report a fault when there is a discrepancy between the perceived and the planned/expected state-of-blasting. Similarly, a robot can diagnose faults using audio features extracted from the acoustic sounds. Various statistic properties of acoustic sound [14] in both time-domain [15] and frequency-domain [16] are available as features to distinguish between the different states-of-blasting. In order to efficiently detect the different states-of-blasting, a set of discriminative features must be identified. To achieve this, a feature selection process [17] can be used to select a subset of the audio features extracted in both time and frequency domain. Subsequently, the selected audio features can be used to train a machine learning algorithm (e.g. Support Vector Machine [18] , naive Bayes [19] , K-nearest neighbours [20] ) to classify the different states-of-blasting in real-time.
To summarise, an approach based on vision and sound can be devised to diagnose faults during grit-blasting operation. Experiments will be conducted in both a laboratory and in a grit-blasting chamber during live grit-blasting to test the devised approach. The remainder of this paper is organised as follows: Section 2 presents the overview of the approach, the process for detecting the grit-blasting spot position using RGB-D data, the process for detecting the states-of-blasting using audio data or pressure data, calculating the most probable state-of-blasting based on detection provided by audio and pressure data, and fault diagnosis by comparing detected against the expected. Section 3 presents three experiments to verify the approach, Section 4 presents a discussion and Section 5 presents the conclusion.
Proposed approach

Approach overview
An overview of the approach for fault diagnosis is provided in Fig. 2 . As shown by the figure, fault diagnosis is a cyclic process of on-line detection for the 1) grit-blasting spot position and 2) state-of-blasting, and comparing against the expected position and expected state-of-blasting for that instance of time. If a discrepancy is observed during any instance of comparison, then a fault is detected. Fig. 3 illustrates the different sensing modalities used in this approach, where: RGB-D is used for detecting the real-time grit-blasting spot position, audio is used for detecting the state of no-blasting, airblasting and grit-blasting , and pressure is used for detecting the state of no-blasting and air/grit-blasting . In essence, RGB-D and audio sensing are selected to imitate the visual and sound perception made by a human operator, and pressure is an already proven modality for diagnosing gritblasting faults. It is to note that the detection for all the three states-ofblasting can be achieved using audio only, however pressure sensing is included in this approach to provide redundancy for improved robustness. Sections 2.2 -2.4 will discuss in detail the techniques for performing real-time detection using each modality, Section 2.5 will detail how to combine the audio and pressure detection results, and Section 2.6 will detail the use of the detection results to perform fault diagnosis.
RGB-D based detection
This section presents a technique to detect the real-time position of a grit-blasting spot by using a RGB-D image stream. Firstly the following conditions has been verified experimentally: 1) a projected laser point can provide a distinct feature within a grit-blasting environment; and 2) a laser pointer can be mounted onto the robot/nozzle such that the position of the projected laser point is always in close proximity to the actual grit-blasting spot on a surface. Based on these conditions, it is possible to detect/track the position of the projected laser point in a RGB-D image stream to approximate the real-time position of the gritblasting spot on a surface.
The algorithm for detecting the position of a green laser point (can be modified to detect red or blue laser point) is presented in Algorithm 1 . The following briefly describes the steps in the algorithm:
• Steps 2-4 generates an intensity image ( laserPointImage ) that shows high contrast between green and other colours. This is achieved by summing the intensity difference between green/red channel and green/blue channel (step 2), and then multiplying with the grayscale version of the original image (step 4)
