Generalizing the concept of time-frequency representations, Cohen has recently proposed a general method, based on operator correspondence rules, for generating joint distributions of arbitrary variables. As an alternative to considering all such rules, which is a practical impossibility in general, Cohen has proposed the kernel method in which di erent distributions are generated from a xed rule via an arbitrary kernel. In this paper, we derive a simple but rather stringent necessary condition, on the underlying operators, for the kernel method (with the kernel functionally independent of the variables) to generate all bilinear distributions. Of the speci c pairs of variables that have been studied, essentially only time and frequency satisfy the condition; in particular, the important variables of time and scale do not. The results warrant further study for a systematic characterization of bilinear distributions in Cohen's method.
Introduction
Time-frequency representations (TFRs), such as the Wigner distribution and the short-time Fourier transform, represent signal characteristics jointly in terms of time and frequency, and are powerful tools for nonstationary signal analysis and processing 1]. However, due to their inherent structure, TFRs can accurately represent only a limited class of nonstationary signal characteristics. Recently, in an attempt to tailor joint signal representations to a broader class of signals, there has been substantial progress in the development of joint distributions of variables other than time and frequency 2]{ 7]. Joint time-scale representations constituted rst such generalizations 2, 3] , spurred by the interest in the wavelet transform 8] .
In view of this recent trend, general theories for joint distributions of arbitrary variables have been proposed by many authors 1, 5, 9, 10, 11] . The rst such generalization was proposed by Scully and Cohen 12] , and developed by Cohen 1, 5] , in direct extension of his original method for generating joint TFRs 13]. Baraniuk proposed a general approach based on group theoretic arguments 9] which was shown by Sayeed and Jones 14] to be equivalent to Scully and Cohen's method. Other covariance-based generalizations have also been proposed 10, 11] which complement Cohen's distributional method by characterizing joint representations in terms of covariance properties. However, Cohen's method seems to be the most general approach to date, since no joint group structure is imposed on the variables as is done in 10, 11] .
Fundamental to Cohen's method is the idea of associating variables with Hermitian (self-adjoint) operators 1]. For given variables, the entire class of joint distributions is generated by the in nitely many (in general) operator correspondence rules for an exponential function of the variables (the characteristic function operator method 1]). As an alternative to considering all possible correspondence rules, which is a practical impossibility in general, Cohen has proposed the kernel method in which a xed operator correspondence is used and di erent joint distributions are generated via an arbitrary kernel. (1) for the kernel method 2 to generate the entire class of bilinear distributions determined by the operator method. We also generalize the result to an arbitrary number of variables, and show that of the speci c variables considered in the literature, essentially only time and frequency satisfy the conditions. We begin with a brief description of Cohen's method.
Cohen's Method
We describe the method for two variables; extension to more variables will be obvious. We assume that all signals of interest belong to L 
The key observation is that the characteristic function can be directly computed from the signal by using a characteristic function operator M ( ; ) , corresponding to the function e j2 a e j2 b , as
Since the operators A and B do not commute in general, there are in nitely many ways in which the function e j2 a e j2 b can be associated with an operator; three prominent examples are e j2 ( A+ B) (Weyl correspondence), e j2 A e j2 B , and e j2 B e j2 A , which we will use throughout the paper. The corresponding in nitely many joint distributions can then be recovered via (3), and they de ne the entire class of joint a-b distributions.
In order to characterize all the di erent correspondence rules, and hence the entire class of joint a-b distributions, Cohen has proposed the kernel method which assumes that all characteristic functions can be generated by weighting any one particular one with an arbitrary kernel 1, p. 229]. That is, given a particular characteristic function, say M o , all the in nitely many characteristic functions can be generated as (M( ))(s)( ; ) = (M o s)( ; ) ( ; ) (5) where is the weighting kernel. 3 The corresponding joint distributions P ( ) can then be recovered by using (5) (7) for some : IR 2 ! I C. It follows that a necessary and su cient condition for the kernel method to hold is that any two operator correspondences must be related by 
Two speci c cases are the correspondences M 3 Cohen does not preclude the possibility of functional dependence of the kernel on the variables and the signal 1, p. 140]. However, we restrict the discussion to the important case of bilinear distributions which precludes signal-dependent kernels. Moreover, we are interested in a characterization of bilinear distributions in which the kernel is not a function of the variables, as is true for all covariance-based generalizations 10, 11], and for Cohen's class of bilinear TFRs 1] and the a ne class of bilinear time-scale representations 3, 2], in particular. 4 We use the fact that if A is a linear operator on a complex inner product space H, then hAs; si = 0 for all s , respectively, we have (e j2 T s)(t) = e j2 t s(t) and (e j2 F s)(t) = s(t + ) 1]. The following relationships hold between the three main correspondences 1, p. 155] e j2 ( T + F) = e ?j e j2 F e j2 T = e j e j2 T e j2 F (13) from which it can be easily veri ed that all the three correspondences satisfy (11) pairwise. In fact, the relationships (13) can be used to show that the necessary and su cient condition (8) is satis ed for all pairs of orderings, and thus the kernel-based characterization (6) (15) e j2 T e j2 C = e j2 C e j2 T e j2 (e ? ?1)T = e j2 (1?e )T e j2 C e j2 T : (16) We note that none of the unitary characteristic function operators is simply a scalar multiple of the others for arbitrary values of the parameters; instead of a weighting function, an operator relates pairs of correspondences. Thus, the condition of the Proposition (and in particular (1)) is violated and hence the kernel method does not generate all joint T -C distributions. Indeed, a speci c counter example is constructed in 16] to show that the characteristic functions corresponding to the two correspondences in (16) are not related by a weighting kernel. Similarly, it can be easily veri ed by using the Corollary to the Proposition that the joint frequencyscale and time-frequency-scale distributions discussed in 1, p. 258{259] are not completely characterized by the kernel method.
Discussion
The necessary condition stated in the Proposition is rather stringent. To appreciate this, we use the BakerCampbell-Hausdor formula which can be stated, to third order, as 17] (17) where D = A; B] AB ? BA is the commutator operator. One of the simplest nontrivial special cases is when the commutator commutes with both the operators, in which case we have the following relationships 7 Cohen uses the radian frequency operator (Ws)(t) = ?j _ s(t). 8 A di erent correspondence for scale is argued in 7, 19] . However, even for that correspondence, the kernel method does not hold for time and scale. = e j B e j A , and as a speci c example of this case we showed in the last section that the kernel method does not hold for joint T -C distributions.
Conclusions
Cohen's general method for generating distributions of arbitrary variables, when viewed from the perspective of operator correspondences, is a powerful and versatile tool. However, characterizing all the di erent operator correspondences is nontrivial, and the simple kernel method proposed by Cohen does not encompass all possible correspondences in general. In fact, the necessary conditions derived in this paper for the validity of the kernel method are rather stringent and, in the case of two variables, seem to hold only for time and frequency and variables that are unitarily equivalent to time and frequency.
Thus, in general, applying the kernel method to a particular correspondence rule generates a proper subset of the entire class of joint distributions. However, it is conceivable that the families of joint distributions generated by a nite set of correspondence rules, via the kernel method, may cover the entire class of joint distributions.
It is worth noting that covariance-based generalizations of joint distributions 10, 11], which necessarily impose a joint group structure on the variables, naturally yield a kernel method which generates all the joint distributions in the class. Thus, it might be fruitful to study the relationship between the two approaches for arbitrary joint distributions in order to develop a systematic characterization of all the correspondence rules in Cohen's general method.
