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Introduction
Dans le monde de la ﬁnance traditionnelle, la réﬂexion sur le critère à opti-
miser dans le cas de la sélection de portefeuille par exemple est assez pauvre :
on se ﬁxe un horizon de gestion, une fonction concave (pour traduire l’aversion
pour le risque) croissante et on cherche à maximiser l’utilité espérée de sa ri-
chesse ﬁnale. La stratégie optimale est fortement dépendante de l’horizon de
gestion et du critère. Or, dans le domaine de la banque d’investissement, des
marchés à terme en particulier, une partie de l’activité porte sur des straté-
gies "delta-hedgées", c’est-à-dire peu sensibles à la tendance du marché, qu’on
souhaite utiliser comme stratégies de référence. Par ailleurs, de plus en plus
de problèmes, dont celui du ﬁnancement des problèmes écologiques portent sur
des horizons très longs, pour lesquels il est diﬃcile de faire comme si le marché
ne réajustait pas son critère en cas de changements importants des paramètres
fondamentaux de l’économie.
En 2002, Marek Musiela et Thaleia Zariphopoulou ont proposé un point de vue
très nouveau sur ces questions, en introduisant la notion de "forward utility",
c’est-à-dire une utilité dynamique, progressive, cohérente avec un marché ﬁnan-
cier donné. On peut voir ce processus comme un champ aléatoire u(t, x) adapté
à l’information disponible, qui est à chaque instant une utilité standard (donc
en particulier à la date 0, compatible avec une famille de stratégies données
(Xπ) au sens où pour tout t, h > 0 on a
E(u(t+ h,Xπt+h)|Ft) ≤ u(t,Xπt ) (1)
et il existe un portefeuille optimal X∗ pour lequel l’inégalité est une égalité.
Les auteurs ont fait plusieurs articles sur ce sujet, montrant en particulier com-
ment les utilités classiques : puissance, exponentielle, etc doivent être modiﬁées
11
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Introduction
pour être des utilités dynamiques progressives. Une attention limitée a été por-
tée à l’univers d’investissement.
Beaucoup de questions fondamentales sont posées autour de ces utilités stochas-
tiques et très peu de réponses,
– Ces utilités sont déﬁnies à partir d’un problème d’optimisation de porte-
feuilles. Le problème est-il bien posé et ces utilités existent-elles vraiment ?
– Comment ces utilités s’adaptent-elles au marché ﬁnancier considéré et
comment intègrent-elles son évolution dynamique dans le temps ?
– Comment ces utilités s’adaptent-elles aux périodes de crises ?
– Ces utilités sont-elles concaves sur la totalité de leurs domaines de dé-
ﬁnitions ou bien seulement sur l’ensemble des stratégies de portefeuilles
admissibles ?
– Sont-elles uniques et est-ce que la condition initiale est suﬃsante pour
garantir cette propriété ou bien faut-il plus ?
– Que représente vraiment la condition initiale ?
– Les techniques classiques utilisées pour résoudre les problèmes d’optimi-
sation à horizon ﬁni sont-elles adaptées à ces nouveaux problèmes ?
– Quel est le lien entre ces nouveaux problèmes d’optimisation et les pro-
blèmes classiques ?
– Comment représentent-elles les préférences et l’aversion au risque d’un
investisseur ?
– Si ces utilités sont des processus d’Itô, quels seraient alors ses paramètres
de diﬀusion et comment expriment-ils l’évolution du marché et l’ensemble
des contraintes imposées aux investisseurs ?
– ...
Puisque les travaux existants ne traitent que des exemples et des cas particuliers,
sauf le cas des utilités progressives décroissantes dans le temps (voir [36] et [88]),
et ne répondent pas à toutes ces interrogations, il est indispensable de reprendre
en détail quelques notions de base : la notion de préférences ainsi que l’origine
des fonctions d’utilités et des problèmes d’optimisation de portefeuilles. La thèse
contient, alors, deux parties aux motivations très diﬀérentes.
12
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Fonctions d’utilités et optimisation de portefeuilles
Cette première partie est une sorte de "retour aux sources" sur les diﬀérents
points importants de l’étude de ces problèmes d’optimisation : le critère de
préférence, le marché ﬁnancier auquel on se réfère, les contraintes de gestion
qui en général rendent le marché incomplet, le problème dual. . . Les principaux
résultats connus dans ce domaine sont rappelés de manière précise, en présentant
à la fois le point de vue purement probabiliste ainsi que le point de vue des EDP
non linéaires.
Le premier chapitre de cette partie rappelle les principaux résultats de l’exis-
tence d’une représentation numérique d’un ordre de préférence "≻" (paragraphe
1.2.1) et particulièrement d’une représentation numérique "U" de "≻" de type
"Von Neumann-Morgenstern" (paragraphe 1.2.2). La troisième partie de ce cha-
pitre est dédiée à la déﬁnition d’une fonction d’utilité, ses principales propriétés,
des exemples et paradoxes, traite un premier problème d’optimisation de porte-
feuille selon le critère d’utilité espérée et rappelle la notion d’ aversion au risque
et de l’équivalent certain.
Pour plus de détails sur ces représentations numériques ainsi qu’une étude com-
plète des ordres de préférences, voir le chapitre 2 du livre [34], par Hans Föllmer
et Alexander Schied .
Le deuxième chapitre est basé sur les chapitres 3 et 4 du livre de H. Pham [94].
Le marché considéré est très proche de celui considéré par Ioannis Karatzas et
Steven Shreve dans les chapitres 4 et 5 de [55] : il s’agit d’un marché incomplet
dans le sens où l’investisseur est contraint de choisir ses portefeuilles admissibles
dans un cône convexe noté K. Nous considérons ce marché, car c’est dans cet
univers d’investissement que nous proposons d’étudier les utilités progressives
tout au long de la seconde partie de cette thèse. L’idée est alors de nous rap-
procher le plus du cadre choisi pour nos résultats futurs. Nous donnons alors
la déﬁnition d’un problème d’optimisation de portefeuilles ainsi que celle de la
13
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Introduction
fonction valeur que nous notons par v et qui jouera un rôle similaire à celui
des utilités progressives car toutes les deux sont déﬁnies à partir d’un problème
d’optimisation comme suit
v(t, x) = ess supπ admissible E(U(X
x,π
T )/Ft)
où U désigne la fonction d’utilité de l’investisseur à la date de maturité T , Xx,πT
sa richesse à maturité partant d’un capital initial x et ayant suivi la stratégie
π entre t et T et F désigne la ﬁltration brownienne du modèle.
Le but par la suite est d’étudier en détails les propriétés de cette fonction valeur.
La première approche que nous détaillerons dans ce chapitre est une approche
par équations aux dérivés partielles. Nous nous plaçons dans un cadre markovien
où nous supposons que les paramètres du modèle sont des fonctions du temps
et du cours des actifs notés ξ ∈ Rd. En plus du temps et du cours des actifs, la
fonction valeur est supposée être une fonction de la richesse.
Nous faisons aussi une hypothèse dite hypothèse de recollement des stratégies
(hypothèse 2.3) et ce dans le but d’ appliquer le principe de la programmation
dynamique dans les paragraphes suivants.
Dans la section 2.5, nous supposons que la fonction v est une fonction de classe
C1 en temps et de classe C2 par rapport à la richesse et les actifs. Nous montrons
alors que v est solution d’une équation aux dérivées partielles de type Hamilton-
Jacobi-Bellman, c-à-d.,

∂tv(t, x, ξ) + Lξtv(t, x, ξ) + rtxv′(t, x, ξ) + sup
π∈A
P(t, x, ξ, π, v,△σξ,xv, v′′) = 0
v(T, .) = U
Les contraintes sur le portefeuille sont de type cône adaptatif. La non-linearité
de l’opérateur de projection complique certains résultats.
Par le théorème de vériﬁcation 2.3 et sous des hypothèses de croissance quadra-
tique, nous déduisons l’unicité de la solution si elle existe.
Puisque de manière générale, la fonction valeur n’est pas toujours assez régulière,
dans la section 2.7, nous approfondissons beaucoup plus notre étude et en nous
penchant sur une approche des équations de Hamilton-Jacobi-Bellman par les
solutions de viscosité. Cette méthode a été introduite au début par Crandall et
Lions [12] pour des équations diﬀérentielles du premier ordre puis généralisée
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aux équations diﬀérentielles du second ordre. Nous en donnons la déﬁnition et
nous détaillons comment cette notion nous permet d’approcher les problèmes
d’optimisation de portefeuilles. Comme dans le cas de régularité de la fonction
valeur, un principe dit principe de comparaison nous permet de déduire l’unicité
de la solution si elle existe.
Enﬁn, dans la dernière section 2.8 de ce chapitre, nous abordons la question
des changements de marché par l’intermédiaire du numéraire (passer des euros
en dollars). En eﬀet, ce point jouera un rôle central dans les développements
futurs.
Le troisième chapitre de cette partie est consacré à une seconde approche des
problèmes d’optimisation de portefeuilles : il s’agit d’une approche par des mé-
thodes de dualité. Pour l’idée générale de la formulation duale et de l’existence
d’un optimum au problème primal, nous retenons une présentation proche de
celle du chapitre 6 du livre [94] de Huyên Pham où l’auteur explique clairement
l’idée de cette approche. Les diﬃcultés techniques seront abordées et étudiées
par la suite en se basant essentiellement sur les travaux de D. Kramkov et W.
Schachermayer dans [60].
Le but de ce chapitre est non pas de reprendre des travaux existants, mais de
comprendre cette méthode et essentiellement les techniques de preuves qui sont
très diﬀérentes de celle de l’approche par des EDP, dans le but de les réutiliser
dans la seconde partie.
Après avoir introduit le marché ﬁnancier considéré dans ce dernier article, nous
déﬁnissons comme dans le précédent chapitre le problème d’optimisation de
portefeuille associé. Nous donnons par la suite la déﬁnition et la caractérisation
de la transformée de Fenchel-Legendre d’une fonction concave, avant d’expliquer
l’idée générale de la méthode exposée dans ce chapitre et de déﬁnir le problème
d’optimisation dual.
Dans la section 3.3 et avant d’entamer la résolution par dualité, nous montrons
sous certaines hypothèses et en raisonnant par des suites maximisantes que le
problème d’optimisation de portefeuille admet un unique optimum. Ces hypo-
thèses sont des hypothèses portées directement sur la fonction valeur elle-même
15
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Introduction
et seront satisfaites dès que l’élasticité asymptotique de la fonction d’utilité à
maturité, déﬁnie comme suit
lim sup
x→+∞
xU ′(x)
U(x)
,
est inférieure strictement à 1.
Dans la suite, nous mettons en évidence les problèmes techniques rencontrés
et nous rappelons les principaux théorèmes d’existence des solutions aux deux
problèmes d’optimisation : primal et dual, dans le cadre du marché complet
et incomplet. Les preuves de ces résultats sont très techniques et dues à D.
Kramkov et W. Schachermayer.
Enﬁn, nous introduisons la notion de l’élasticité asymptotique, introduite pour
la première fois par ces auteurs dans [60] et nous montrons comment elle jouera
un rôle fondamental lors du raﬃnement des résultats précédents.
Sans apporter de nouveaux résultats, sauf sur les changements de numéraire,
cette partie est vraiment la partie technique de référence qui permet de recentrer
l’étude des utilités progressives sur les questions spéciﬁques à ces processus.
Utilités progressives
La deuxième partie de cette thèse est vraiment nouvelle. Nous introduisons la
notion des utilités progressives dynamiques. La déﬁnition que nous proposons
est légèrement diﬀérente de celle donnée par M. Musiela et T. Zariphopoulou
(voir par exemple [84], [89], [91], [86], [87], [88] ou encore Rogers et al. [36] et
Zitkovic dans [115]). Dans cette partie, les utilités progressives sont étudiées en
détails : exemples, cadre markovien, approche par des équations aux dérivées
partielles stochastiques, changement de numéraire, approche par dualité et EDP
stochastiques duales.
Les EDP stochastiques, dans cette thèse, sont établies pour la première fois et
n’ont jamais étaient étudiées ou démontrées dans la littérature. Cette étude ap-
profondie des utilités progressives nous a permis essentiellement de donner une
interprétation de la volatilité de ces utilités, de l’impact de l’univers d’inves-
tissement sur la dynamique des utilités ainsi que celle de leurs transformées de
16
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Fenchel-Légendre. Elle a mis en valeur la symétrie entre les deux problèmes, dual
et primal, et entre les richesses optimales et les mesures martingales optimales,
chose qui va jouer un rôle décisif dans le dernier chapitre.
Les réponses à toutes les questions que nous nous sommes posées ainsi que les
principaux résultats de la thèse sont, essentiellement, établies dans le dernier
chapitre. C’est une toute nouvelle approche des problèmes d’optimisation de
portefeuille applicable au cadre classique que nous proposons. Cette approche
est simple et eﬃcace à la fois, basée sur les ﬂots stochastiques monotones et des
techniques de changement de variable. Dans ce dernier chapitre, nous construi-
sons toutes les utilités progressives associées à un portefeuille optimal donné.
Cette même technique de ﬂot stochastique nous permet aussi de décomposer
toute utilité progressive u comme l’intégrale d’une martingale locale Y appli-
quée à l’inverse X de la richesse optimale (monotone par rapport à sa condition
initiale), c-à-d. de la forme
u(t, x) =
∫ x
0
Y(t,X (t, z))dz.
Dans un cadre plus régulier des processus Y et X , nous établissons la dynamique
du ﬂot inverse X à partir de celle de la richesse optimale, par des techniques de
composition de ces champs :
– nous redémontrons les principaux résultats de ce chapitre par une seconde
méthode d’EDS et d’EDPS.
– nous montrons comment notre approche permet de résoudre les EDP sto-
chastiques, satisfaites par les utilités progressives, que nous avons établies
dans les chapitres précédents.
Dans cette partie de la thèse nous avons besoin de quelques outils et résul-
tats supplémentaires pour mener notre étude des utilités progressives. Dans
l’appendice A, nous introduisons les semimartingales avec des paramètres spa-
tiaux, nous énonçons une formule d’Itô généralisée appelée aussi la formule
d’Itô-Ventzel. Ce résultat est un outil puissant, nécessaire et indispensable pour
aborder les diﬀérentes questions autour des utilités progressives. Une introduc-
tion des ﬂots stochastiques et un rappel des résultats les concernant, que nous
utilisons dans cette thèse, sont fournis dans l’appendice A. Dans l’appendice B,
nous rappelons et nous démontrons quelques résultats autour de l’opérateur de
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projection sur un cône convexe fermé.
Dans le premier chapitre de la seconde partie de cette thèse, nous discutons de
quelques problématiques et incohérences dans les problèmes d’optimisation de
portefeuille étudiés dans les chapitres 2 et 3. Nous discutons essentiellement des
questions de l’intertemporalité, des maturités multiples et de cohérence avec
l’univers d’investissement. Pour répondre à ces interrogations, il s’avère que la
seule alternative est de considérer des utilités dynamiques indépendantes de
l’horizon d’investissement. Nous nous intéressons particulièrement à des utilités
dites progressives ou encore des utilités forward, introduite pour la première fois
par Marek Musiela et Thaleia Zariphopoulou en 2002 [84]. L’avantage de ces
utilités ainsi que des richesses optimales associées est qu’elles sont indépendantes
de tout horizon d’investissement et s’adaptent au mieux avec le marché ﬁnancier.
Dans le premier chapitre de cette partie, nous donnons une déﬁnition des utilités
progressives légèrement diﬀérente de celle de Zariphopoulou, car dans notre
déﬁnition, déﬁnition qui suit, les richesses ne sont par forcément des richesses
actualisées. En d’autres termes, le taux court r n’est pas nul :
Définition 0.1. Nous appelons utilité progressive, déﬁnie sur l’espace ﬁltré
(Ω, (Ft),P) issue de la fonction d’utilité standard U , tout champ aléatoire F-
ment mesurable, et continu u : (t, x) ∈ R+ × R+ 7→ u(t, x) vériﬁant
i) Propriété de concavité : Pour tout (t, ω), x 7→ u(t, ω, x) est une uti-
lité classique, strictement croissante et strictement concave. A l’instant 0,
u(0, ω, x) = U(x).
ii) Consistance avec l’univers d’investissement : pour toute stratégie
admissible π ∈ K, de richesse Xπ,
E
(
u(t,Xπt )/Fs
) ≤ u(s,Xπs ), ∀t ≥ s ≥ 0. (2)
En d’autres termes, pour toute stratégie d’investissement admissible,
(u(t,Xπt ); t ≥ 0) est une surmartingale locale.
iii) Existence d’un optimum : Pour toute richesse initiale x, il existe
une stratégie admissible, notée π∗ ∈ K, de processus de richesse Xx,π∗
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telle que
EP(u(t,X
x,π∗
t )/Fr) = u(r,Xx,π
∗
r ), ∀t ≥ r ≥ 0. (3)
En d’autres termes, u(t,Xx,π
∗
t ) est une martingale continue.
Nous donnons par la suite quelques exemples simples mais très instructifs sur
les rôles respectifs des hypothèses de concavité et de cohérence avec le marché,
à l’aide de certains outils, à la fois simples et eﬃcaces, basés sur des tech-
niques de changement de numéraire ainsi que de changement de probabilités.
Ces exemples d’utilités que nous proposons d’étudier sont par déﬁnition crois-
santes strictement concaves, car elles sont déﬁnies sous la forme
u(t, x) = ZtU(
x
Yt
),
avec U une fonction d’utilité classique et les processus Y et Z sont strictement
positifs.
Nous montrons alors que, malgré leur simplicité, il est diﬃcile de vériﬁer la
condition de compatibilité avec l’univers d’investissement (voir la déﬁnition
ci-dessus). L’étude de ces transformations élémentaires des utilités standards
donnent des résultats amusants, qui montrent le rôle très spéciﬁque des utilités
puissance ou exponentielle, les seules à pouvoir être adaptées en utilité progres-
sive.
Enﬁn, nous montrons que ces utilités dynamiques vériﬁent une équation aux dé-
rivées partielles stochastiques (4.32) de second ordre complètement non linéaire
que nous allons retrouver dans un cadre beaucoup plus général.
Dans le second chapitre, nous traitons dans un premier temps le cadre particu-
lier des utilités progressives markoviennes, puisqu’il n’est pas nécessaire d’intro-
duire des outils nouveaux pour mener l’étude. Ces utilités sont alors solutions
d’équations de type Hamilton-Jacobi-Bellman identiques à celles étudiées dans
le deuxième chapitre (voir le paragraphe 2.6, Théorème 2.2), à la seule diﬀé-
rence que, dans le cadre des utilités progressives et contrairement au cadre du
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chapitre 2 de la première partie


∂tu(t, x, ξ) + Lξtu(t, x, ξ) + rtxu′(t, x, ξ) + sup
π∈A
P(t, x, ξ, π, u,△σξ,xu, u′′) = 0
u(0, .) = U.
Ces équationsHJB sont des équations avec une condition initiale et non pas une
condition ﬁnale. C’est pour cette raison, et vu qu’il n’existe aucun théorème de
comparaison établi dans ce cadre précis, que les techniques classiques d’EDP ne
nous permettent de conclure ni à l’existence ni à l’unicité des solutions, encore
moins à leur concavité.
Par la suite, nous montrons que ces utilités markoviennes sont encore solutions
de l’EDP stochastique (4.32) établie dans le chapitre précédent et dont le drift
est contraint à la fois par le marché et par la dérivée de la volatilité de ces
utilités. Ceci constitue notre principale motivation pour mieux comprendre la
dynamique de ces utilités et le rôle joué par la volatilité associée. Pour ce, nous
allons nous intéresser à un cadre plus général qui consiste à supposer que les
utilités progressives sont des champs aléatoires ou encore des semi-martingales
avec un paramètre spatial obéissant à une dynamique de la forme
du(t, x) = β(t, x)dt+ Γ(t, x)dWt. (4)
Pour étudier ces processus d’Itô composés avec des richesses, c-à-d. u(t,Xx,πt ),
nous avons besoin d’un outil puissant et adéquat à la fois. En particulier, il
s’agit d’une formule d’Itô généralisée appelée aussi formule d’Itô-Ventzel (voir
5.1, voir aussi Kunita [74], paragraphe 3.3 pour une preuve détaillée de ce ré-
sultat). Cette formule, à elle seule, étant insuﬃsante, nous faisons une hypo-
thèse de recollement de stratégies appelée aussi hypothèse de bifurcation (voir
le paragraphe 5.4.3, hypothèse 5.3 ainsi que le premier chapitre du cours de
Saint-Flour [20] de Nicole El Karoui pour la théorie générale). Nous montrons
alors, comme dans les cadres des exemples du chapitre précédent, celui des uti-
lités progressives markoviennes et encore comme pour l’optimisation classique
(dite rétrograde puisqu’on reconstruit l’information à partir de la ﬁn), que le
terme β(t, x) dans la dynamique (4) est fortement contraint par le marché et
qu’il contient un terme de type hamiltonien classique modiﬁé par la présence
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de la dérivée de la volatilité Γ(t, x) de l’utilité progressive.
β(t, x) + u′rtx− 1
2u′′
‖
∏
Ktσt
[u′ηt + Γ
′(t, x)] ‖2 = 0,
Ceci implique que l’utilité u satisfait l’équation aux dérivées partielles non li-
néaire du second ordre suivante,

du(t, x) =
{
1
2u′′
‖
∏
Ktσt
[u′ηt + Γ
′] ‖2 − u′rtx
}
(t, x)dt+ Γ(t, x)dWt
u(0, .) = U(.)
où η désigne la prime de marché et r le taux court.
Enﬁn nous donnons une interprétation ﬁnancière de ce paramètre Γ qui s’avère
jouer un rôle fondamental dans toute notre étude, au niveau de l’utilité comme
au niveau des processus optimaux. Par contre, montrer l’existence d’un lien
entre la concavité de ces utilités et leur EDP stochastiques reste une question
ouverte et un vrai challenge.
Les EDP stochastiques que satisfont les utilités progressives sont diﬃciles à étu-
dier, complètement non linéaires et non intuitives. Dans un troisième chapitre de
cette deuxième partie de la thèse, nous approfondissons la question du change-
ment de numéraire abordée dans l’exemple 4.3.2 du chapitre 4. Nous montrons
comment notre déﬁnition des utilités progressives 4.3, contrairement à celle de
Zariphopoulou et al. , laisse cette nouvelle notion invariante par changement de
numéraire. Nous montrons uniquement par vériﬁcation l’existence d’une équiva-
lence entre les utilités progressives d’un marché avec celles d’un second, obtenu
du premier par un changement de numéraire et ce dans le théorème 6.1. Dans
la section 6.3, nous établissons les équations de Hamilton-Jacobi-Bellman et les
EDP stochastiques que satisfont les utilités progressives d’un nouveau marché
de numéraire Y (un processus d’Itô). Ces équations peuvent être beaucoup plus
compliquées que celles du chapitre précédent, si le numéraire est quelconque :
une diﬃculté supplémentaire vient de ce que, en général, l’espace des contraintes
n’est pas invariant par changement de numéraire, les contraintes sur les porte-
feuilles dans le nouveau monde ne sont pas en général des cônes convexes et
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les opérateurs de projection sont plus compliqués et perdent beaucoup de leur
propriétés essentielles. Dans le dernier paragraphe du chapitre 3 de la deuxième
partie, nous nous plaçons dans un numéraire très particulier ; le numéraire de
marché noté par (Hr,η)−1. Le nouvel univers d’investissement est alors un uni-
vers où les portefeuilles admissibles sont des martingales locales, i.e le taux court
et la prime de marché sont nuls (r˜ = 0, η˜ = 0). Par contre, les contraintes K˜
ne sont pas des cônes sauf si les contraintes de départ : K sont soit des espaces
vectoriels, soit vériﬁent ησ−1 ∈ K ∩ (−K). Les EDP stochastiques sont alors
beaucoup plus simples et intuitives de la forme,
du(t, x) =
1
2u′′
‖
∏
Ktσt
Γ′‖2(t, x)dt+ Γ(t, x)dWt. (5)
Ceci nous permet de simpliﬁer les calculs et surtout, avec beaucoup moins de
paramètres, de mieux comprendre les enjeux et le rôle de la volatilité Γ.
Comme dans le chapitre 3 de la première partie, le quatrième chapitre de la
seconde partie sera dédié au processus dual convexe d’une utilité progressive de
la forme (4). Pour simpliﬁer, nous nous plaçons dans le cadre dumarché mar-
tingale décrit dans le paragraphe 6.4. En outre, nous établissons les équivalents
des principaux résultats dans le marché initial. Notre approche sera similaire à
celle du chapitre précédent dans le sens où nous portons notre intérêt essentiel-
lement à établir explicitement la dynamique du processus dual en fonction de
celle de l’utilité. Dans une première section nous établissons les conditions né-
cessaires d’optimalités puis la dynamique de la transformée de Fenchel u˜ d’une
utilité progressive u. Nous montrons que cette dynamique est très similaire à
celle de l’utilité progressive (6.40). En eﬀet, le dual convexe u˜ de u obéit à la
dynamique suivante
du˜(t, y) =
1
2u˜′′
||Γ˜′,⊥||2(t, y)dt+ Γ˜(t, y)dWt
où Γ˜(t, y) = Γ(t,−u˜′)(t, y)
où nous rappelons que Γ désigne la volatilité de u,
−u˜′ = (u′)−1 et Γ˜′,⊥ = Γ˜′ −
∏
Ktσt
Γ′
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Encore une fois, la volatilité Γ joue un rôle très important dans la dynamique
duale et ﬁxe la mesure martingale locale optimale. Nous montrons aussi que
le dual convexe est, à son tour, solution d’un problème d’optimisation dual,
l’équivalent du théorème 3.6 établi dans [60].
Vue les grandes similitudes entre les utilités progressives et leur dual convexes,
ainsi que la forte analogie entre les EDP stochastiques respectives, la technique
de dualité ne nous permet pas de résoudre ces problèmes d’optimisations pro-
gressifs. Par contre les techniques de changement de numéraire et de dualité
nous permettent de mieux aborder les utilités progressives décroissantes dans
le temps (paragraphe 7.7) étudiées par Zariphopoulou et al. [88] et Rogers et
al. [36]. Nous donnons le principal théorème établi par ces auteurs et par chan-
gement de numéraire, nous obtenons une interprétation assez importante de ce
résultat.
Les méthodes classiques basées sur les équations aux dérivées partielles et les
techniques de dualité nous permettent de comprendre les processus d’utilités
progressives et leurs dual convexes. La volatilité Γ de ces utilités joue un rôle
fondamental dans ce nouveau concept d’utilités. Le terme Γ
′
u′
s’interprète comme
une prime de risque supplémentaire, entièrement générée par l’utilité stochas-
tique. Par contre, ces approches classiques ne nous permettent pas de répondre
à toutes les questions que nous nous sommes posées et qui sont essentiellement :
l’unicité, l’existence et surtout comment construire ces utilités dans un cadre
général. C’est pour cette raison que nous allons nous intéresser, dans le der-
nier chapitre de cette thèse, au développement d’une nouvelle approche de ces
problèmes d’optimisation de portefeuilles même dans le cas classique. L’idée du
dernier chapitre est très simple, basée sur l’interprétation de la dérivée de l’uti-
lité le long de la trajectoire optimale. La nouvelle approche que nous proposons
est une approche eﬃcace basée simplement sur des techniques de changement
de variables, inversion de ﬂot stochastique ainsi que les conditions nécessaires
d’optimalité que nous rappelons dans une première partie de ce chapitre.
Dans le paragraphe 8.4.1, nous montrons un premier résultat général d’existence
des utilité progressives pour un portefeuille donné
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Théorème 0.1. Soit X∗t (x) un processus de portefeuille admissible, monotone
par rapport à la condition initiale, et martingale. Désignons par X (t, z) le ﬂot
inverse associé.
Pour toute fonction d’utilité u0 telle que u′0(X (t, z)) soit intégrable au voisinage
de z = 0, le processus stochastique
u(t, x) =
∫ x
0
u′0(X (t, z))dz, u(t, 0) = 0 (6)
est une utilité progressive, dans le marché martingale contraint par K, admet-
tant X∗ comme processus optimal, et la martingale constante comme mesure
martingale optimale.
En d’autres termes, si X∗ est strictement croissante et est une vraie martin-
gale, alors il existe au moins une utilité progressive de la forme ci-dessus qui
réplique cette richesse comme optimum. L’hypothèse de monotonie de la ri-
chesse optimale est une hypothèse très naturelle : on investit plus, on gagne
plus. Dans le paragraphe 8.4.2, toujours partant des mêmes idées et de l’hypo-
thèse de monotonie, et après avoir introduit la notion de ﬂot stochastique et
rappelé l’hypothèse de recollement des stratégies, nous proposons de construire
toutes les utilités progressives dont le portefeuille optimal est donné. Bien que
le fait que le mesure martingale minimale ne soit pas constante représente une
diﬃculté supplémentaire, les preuves ainsi établies dans le cas particulier où X∗
est une vraie martingale se généralisent assez facilement au cas général. Sous
l’hypothèse 8.3 que nous développons dans ce chapitre en détails, nous obtenons
alors le résultat suivant
Théorème 0.2. Soit un marché martingale, dont l’espace de contraintes est
désigné par K. Nous nous donnons :
− un processus de richesse admissible (X∗t (x));x > 0, qui est une martingale
locale strictement monotone par rapport à x, et dont le processus inverse est
désigné par X (t, x).
− une famille (Y(t, x));x ≥ 0 de martingales locales strictement positives,
strictement décroissante par rapport à x, satisfaisant les conditions d’Inada ;
Y(t, 0) = +∞, Y(t,+∞) = 0, et telle que Y(t, x) soit intégrable au voisinage
de x = 0. En particulier, la condition initiale Y(0, x) = u′0(x) est une fonction
décroissante satisfaisant les conditions d’Inada.
24
These:version du lundi 15 février 2010 à 10 h 25
− On suppose que le couple satisfait les conditions nécessaires d’optimalité
rappelées en 8.4.2, et qui impliquent notamment que la volatilité du processus
Y(t, x) appartienne au cône orthogonal de l’espace des contraintes.
− Les processus (Y(t, x)X∗t (x);x > 0) sont des vraies martingales.
Déﬁnissons un processus d’utilité stochastique, concave et croissante, par
u(t, x) =
∫ x
0
Y(t,X (t, z))dz
Sous l’hypothèse 8.3, u(t, x) est une utilité progressive dans le marché martin-
gale contraint par K, de condition initiale u′0 et admettant X∗ comme processus
optimal et la martingale locale Y(t, x)/Y(0, x) comme mesure martingale opti-
male.
Les preuves de ces deux résultats principaux sont assez simples et reposent uni-
quement sur les conditions nécessaires d’optimalité que doit satisfaire le couple
de processus (X∗,Y) (Y = u′0(x) dans le premier théorème), conditions rappe-
lées ci-dessus dans le dernier théorème.
Pour illustrer notre approche, dans la section 8.6, nous montrons comment les
utilités progressives simples que nous avons étudiées dans le premier chapitre
de cette partie se décomposent sous la forme (7) du théorème précédent.
Dans un second paragraphe de cette section, partant d’une famille d’utilités
progressives {uα, α ∈ R∗+} dont les richesses optimales sont notées par X∗,α,
nous montrons, toujours à l’aide de quelques idées simples et naturelles, com-
ment nous pouvons générer des nouvelles utilités progressives plus générales
dont l’aversion au risque est tirée de manière aléatoire dans R∗+. Dans cette
construction, les utilités puissances ne présentent qu’un exemple concret pour
illustrer la méthode proposée.
Dans une troisième partie de ce chapitre, à l’aide du lemme d’Itô généralisé et
des techniques de composition et d’inversion des ﬂots stochastiques, nous éta-
blissons une deuxième preuve des résultats précédents, en vériﬁant d’abord la
concavité puis que les processus u déﬁnis ci-dessus satisfont les EDP stochas-
tiques d’une utilité progressive. Ceci nous permet alors de faire le lien avec les
résultats des chapitres précédents et de proposer une méthode de résolution des
EDP stochastiques associées aux utilités progressives.
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Au début de cette seconde partie de ce manuscrit, notre but est d’étudier les
utilités progressives dans l’univers d’investissement où le taux court et la prime
de marché sont notés par r et η, c-à-d. les richesses ne sont pas forcément des
martingales locales. Nous établissons alors les équivalents des résultats des para-
graphes précédents établis dans le cadre de marché martingale où le taux court
et la prime de marché sont nuls. Pour cela, nous rappelons quelques notations
et résultats des chapitres précédents. Nous rappelons essentiellement l’univers
d’investissement du chapitre 5 ainsi que les conditions d’optimalité que vériﬁe
le couple des processus de richesse optimale X˜∗ et surmartingale optimale Y˜ .
Comme ces conditions d’optimalité sont très proches, voir identiques, à celles
du marché martingale étudié jusque-là, nous déduisons par analogie l’équivalent
des résultats des paragraphes précédents. Toutes les utilités progressives v dans
cet univers d’investissement dont le portefeuille optimal est X˜∗ se décomposent,
en notant par X˜ l’inverse de X˜∗, sous la forme
v(t, x) =
∫ x
0
Y˜oX˜ (t, z)dz
où le processus Y˜ est positif et strictement décroissant par rapport à x et tel
que le couple (X˜∗, Y˜) satisfait les conditions d’optimalité de ce marché.
Enﬁn, nous retournons à l’univers d’investissement de départ décrit dans 5.2
et où le taux court et la prime du marché sont notés respectivement par r et
η. Nous montrons alors que les utilités progressives décroissantes étudiées par
Zariphopoulou et al. [88] et Rogers et al. [36] et que nous avons abordées dans
7.7 représentent de bons exemples d’applications, s’écrivant sous la forme d’une
primitive de la composée de deux ﬂots stochastiques inversibles. Ceci vient par
conséquent appuyer notre approche.
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Notion d’utilité et aversion au
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1.1 Cadre Général
L’étude du comportement du consommateur se fait en deux étapes. Il faut
tout d’abord décrire les préférences des individus, c’est-à-dire comment ils pré-
fèrent tel bien à un autre. Ensuite, le consommateur, ayant des ressources limi-
tées, va rechercher la maximisation de l’utilité sous contrainte budgétaire. La
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Chapitre 1. Notion d’utilité et aversion au risque
combinaison des préférences et des contraintes de budget détermine les choix
de consommation, et plus précisément quelle combinaison de biens les agents
économiques choisiront aﬁn de maximiser leur utilité.
Une grande partie des résultats et déﬁnitions de ce chapitre est basée sur le
chapitre 2 du livre [34] de Hans Föllmer et Alexander Schied et les travaux de
D. Bernoulli [9], John von Neumann et Oskar Morgenstern [110]et J. Leonard
Savage [102].
1.2 Les préférences
On déﬁnit sur l’ensemble (au sens mathématique) des paniers de consom-
mation la relation de préférence, c’est-à-dire qu’un agent peut exprimer une
préférence entre deux paniers de bien.
On suppose que cette relation est :
– complète (l’agent est toujours capable de comparer deux paniers de
biens).
– transitive (si l’agent préfère A à B et B à C, alors il préfère A à C).
– de comparaison (si l’agent compare les biens A et B, alors il les considère
équivalents).
– de dominance (si l’agent préfère plus A à B).
– de substituabilité (si l’agent a préféré A par rapport à B à cause de
la quantité, par exemple ; alors il est toujours possible de rendre ce der-
nier indiﬀérent de A en compensant l’insuﬃsance de B par un surplus de
quantité)
De plus, on supposera également qu’un consommateur préfère toujours consom-
mer plus que moins. C’est-à-dire que si on prend un panier puis qu’on augmente
la quantité d’un ou plusieurs biens, alors le nouveau panier sera préféré au panier
initial (principe de non-satiété).
Cette hypothèse est contestable : on peut en eﬀet penser que le consommateur
va "saturer" au bout d’un moment et que la consommation de biens supplé-
mentaires ne lui apporte plus de satisfaction supplémentaire. On va choisir de
se placer dans un cadre de long terme (où la saturation est moins probable :
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l’agent risque moins de saturer s’il peut répartir sa consommation sur toute une
année par exemple). Notons également au passage que la rareté est au coeur de
l’analyse économique et que, par conséquent, on s’intéresse plutôt aux situations
où les agents sont confrontés à cette rareté et ne peuvent s’oﬀrir tout ce qu’ils
désirent.
1.2.1 Représentation numérique d’une relation de préfé-
rence
Dans ce paragraphe, on introduit la notion de représentation numérique
d’une relation de préférence. Les conditions d’existence d’une telle représen-
tation dans un espace de fonctions X , ont été étudiées et démontrées par J.
Leonard Savage [102].
Soit X un ensemble non vide. Un élément x ∈ X est interprété comme étant un
choix possible d’un agent économique. Si dans cet ensemble, entre deux éléments
x et y, l’agent doit préférer l’un par rapport à l’autre, alors ceci nous amène à
la déﬁnition suivante
Définition 1.1. Un ordre de préférence ≻ dans X est une relation binaire, qui
a les deux propriétés suivantes :
– Asymétrie : si x ≻ y, alors y ⊁ x
– transitivité négative :si x ≻ y et z ∈ X , alors soit x ≻ z ou z ≻ y ou bien
les deux en même temps.
La deuxième assertion s’interprète comme suit : Si l’agent a une nette préférence
de x par rapport à y, et si on rajoute un troisième choix alors forcément x reste
le plus préféré x ≻ z ou bien y est le moins préféré z ≻ y.
Un ordre de préférence ≻ dans X induit un ordre de préférence faible  déﬁni
par
x  y ⇔ y ⊁ x
et une relation d’indiﬀérence ∼ déﬁnie par
x ∼ y ⇔ x  y et y  x
x  y veut dire x est préféré à y ou bien il n’y a pas de préférence claire entre
les deux.
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Remarque 1.1. Il est bien clair que l’asymétrie et la transitivité négative de
≻ sont équivalentes aux deux propriétés suivantes de  :
– Complètude : ∀x, y ∈ X x  y ou y  x, ou bien les deux sont vraies.
– transitivité : si x  y et y  z alors x  z.
Inversement, toute relation complète transitive  induit un ordre de préférences
≻ par la négation de , c-à-d.,
x ≻ y ⇔ y  x.
La relation d’indiﬀérence ∼ est une relation d’équivalence, c-à-d, elle est ré-
ﬂexive, symétrique et transitive.
Définition 1.2. Une représentation numérique d’un ordre de préférence noté
≻ est une fonction U : X → R telle que
y ≻ x⇔ U(x) > U(y).
Ceci est clairement équivalent à la relation suivante
y  x⇔ U(x) ≥ U(y).
Il faut remarquer qu’une telle représentation numérique U n’est pas unique :
si f est une fonction strictement croissante quelconque, alors U˜(x) := f (U(x))
est une représentation numérique diﬀérente de U .
Définition 1.3. Soit ≻ une relation de préférence sur X . Un sous-ensemble de
X , noté Z, est dit ordre dense si pour toute paire x, y dans X telle que x ≻ y,
il existe un z ∈ Z tel que x  z  y.
Le résultat suivant caractérise les relations de préférence admettant une telle
représentation numérique.
Théorème 1.1. Une condition nécessaire et suﬃsante pour l’existence d’une
représentation numérique d’une relation de préférence ≻ est l’existence d’un
sous-ensemble dénombrable de X , noté Z, à ordre dense. En particulier, tout
ordre de préférence sur X admet une représentation numérique si X est dénom-
brable.
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Définition 1.4. Soit X un espace topologique. Une relation de préférence ≻ est
continue si pour tout x ∈ X
B(x) := {y ∈ X |y ≻ x} (1.1)
B(x) := {y ∈ X |x ≻ y} (1.2)
sont des ensembles ouverts de X .
Remarque 1.2. Tout ordre de préférence qui admet une représentation numé-
rique continue est lui-même continu. Sous certaines hypothèses sur l’ensemble
X , on montrera dans la suite que la réciproque est vraie.
Définition 1.5 (Espace de Hausdorﬀ). Un espace séparé ou espace de Haus-
dorﬀ est un espace topologique dans lequel, pour deux points distincts x et y
quelconques, il existe un voisinage de x et un voisinage de y disjoints.
Proposition 1.1. Soit ≻ un ordre de préférence dans un espace topologique de
Hausdorﬀ X . Alors les assertions suivantes sont équivalentes.
(a) ≻ est continue.
(b) L’ensemble {(x, y)|y ≻ x} est ouvert dans X × X .
(c) L’ensemble {(x, y)|y  x} est fermé dans X × X .
Démonstration. Raisonnons par étapes :
(a)⇐ (b) : On a à démontrer que pour toute paire
(x0, y0) ∈M := {(x, y)|y ≻ x}
il existe deux ouverts U , V ⊂ X tels que x0 ∈ U , y0 ∈ V , et U × V ⊂
M . Considérons d’abord le cas où il existe un z ∈ B(x0) ∩ B(y0). Alors, on a
y0 ≻ z ≻ x0, et donc U := B(z) et V := B(z) sont deux voisinages ouverts
respectivement de x0 et y0. De plus, si x ∈ U et y ∈ V , alors y ≻ z ≻ x, et donc
U × V ⊂M .
Si B(x0)∩B(y0) = ∅, alors on pose U := B(y0) et V := B(x0). Si (x, y) ∈ U×V ,
alors par déﬁnition, on a y0 ≻ x et y ≻ x0. L’objectif étant de montrer que
y ≻ x aﬁn d’établir que U × V ⊂ M . On suppose pour cela que x  y. Alors
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y0 ≻ y par transitivité négative, et donc y0 ≻ y ≻ x0. Mais alors, on obtient la
contradiction suivante :y ∈ B(x0) ∩ B(y0) 6= ∅.
(b)⇐ (c) : D’abord, notons que la fonction φ(x, y) := (y, x) est un homéo-
morphisme de X × X . D’autre part, l’ensemble {(x, y)|y  x} est le complé-
mentaire de l’ouvert φ({(x, y)|y ≻ x}).
(c)⇐ (a) : Comme X est un espace topologique de Haussdorﬀ, {x} × X est
fermé dans X × X . De plus on a,
{x} × X ∩ {(x, y)|y  x} = {x} × {y|y  x}.
Par conséquent, {y|y  x} est fermé dans X ce qui implique que son complé-
mentaire {y|x ≻ y} est un ouvert.
On montre ainsi par les mêmes arguments que {y|y ≻ x} est un ouvert. Ce
qui achève la preuve.
Définition 1.6 (Espace connexe.). Soit un espace topologique X . Les trois pro-
positions suivantes sont équivalentes :
– X n’est pas la réunion de deux ouverts non vides disjoints.
– X n’est pas la réunion de deux fermés non vides disjoints.
– Toute application continue f : X → {0, 1} est constante.
Dans le cas où ces conditions sont remplies, on dit que l’espace X est connexe.
Définition 1.7 (Espace séparable.). On dit qu’un espace topologique X est
séparable s’il possède une partie Z dense au plus dénombrable.
Proposition 1.2. Soit X un espace topologique connexe et soit ≻ un ordre de
préférences continu dans X . Alors, tout ensemble dense Z de X est un ordre
dense (déﬁnition 1.3). En particulier ≻ admet une représentation numérique,
si X est séparable.
Démonstration. Soient x, y ∈ X tel que y ≻ x, et on considère B(x) et B(y)
(déﬁnis dans (1.1) et (1.2)). Donc x ∈ B(y) et y ∈ B(x). Ceci implique que ni
B(x) ni B(y) n’est vide. D’autre part, la négative transitivité de ≻ implique que
X = B(x)∪B(y) et comme X est connexe alors ces deux ensembles ne peuvent
être disjoints, ce qui implique que l’ensemble B(x) ∩ B(y) est un ouvert non
vide. Comme Z est dense dans X alors il existe
z ∈ Z ∩ (B(x) ∩ B(y))
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qui satisfait
y ≻ z ≻ x.
Par conséquent, Z est un ordre dense.
Théorème 1.2. Soit X un espace topologique qui satisfait l’une des assertions
suivantes :
• X admet une base dénombrable d’ensembles ouverts.
• X est connexe séparable.
Alors tout ordre de préférence dans X admet une représentation numérique
continue.
Pour la preuve, voir [16].
Lemme 1.1. Soit X un espace métrique connexe qui admet un ordre de pré-
férences continu ≻. Si U : X −→ R une fonction continue, dont la restriction
à un sous-ensemble Z dense de X est la représentation numérique de la res-
triction de ≻ à Z, alors U est une représentation numérique de ≻ dans tout
l’espace X .
Démonstration. Soient x, y ∈ X tels que y ≻ x. Alors pour démontrer ce
lemme, il suﬃt de montrer que :
y ≻ x ⇐⇒ U(y) > U(x) (1.3)
Commençons par démontrer l’implication directe.
(=⇒) : Comme Z est dense dans X , d’après la proposition 1.2, l’ensemble
Z est un ordre dense dans X ce qui implique l’existence d’un z0 ∈ Z tel que
y ≻ z0 ≻ x.
Par le même raisonnement, on obtient qu’il existe z′0 ∈ Z tel que
z0 ≻ z′0 ≻ x.
En itérant la procédure, on construit deux suites (zn)n≥0 et (z′n)n≥0 dans Z
telles que zn → y et z′n → x. De plus
zn ≻ z0 ≻ z′0 ≻ z′n
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ce qui implique que
U(zn) > U(z0) > U(z
′
0) > U(z
′
n).
Par la suite, par la continuité de U , et vu la convergence des suites (zn)n≥0 et
(z′n)n≥0, on obtient que
U(zn)→ U(y) et U(z′n)→ U(x).
Et donc
U(y) ≥ U(z0) > U(z′0) ≥ U(z′n).
Ainsi, le premier sens de l’équivalence est prouvé.
Inversement, on suppose que x et y sont tels que U(y) > U(x). On a alors par
continuité de U que les ensembles
U(x) := {z ∈ X |U(z) > U(x)}
U(y) := {z ∈ X |U(z) < U(y)}
sont des ouverts non vides de X . De plus X = U(x)∪U(y). Or par hypothèse, X
est un espace connexe, ce qui implique dans la déﬁnition 1.6 que B(x)∩B(y) 6= ∅.
On choisit z0 ∈ U(x) ∩ U(y). On remarque alors que
U(x) < U(z0) < U(y). (1.4)
On déﬁnit par la suite et de la même manière U(z0). Le même raisonnement
nous permet alors de déduire que U(x) ∩ U(z0) 6= ∅, donc ∀z′0 ∈ U(x) ∩ U(z0),
en utilisant (1.4)
U(x) < U(z′0) < U(z0) < u(y). (1.5)
Par itération, on construit ainsi deux suites (zn)n≥0 et (z′n)n≥0 dans Z (rappelons
que Z est dense dans X ) telles que zn → y et z′n → x vériﬁant U(zn) > U(z0)
et U(z′n) < U(z
′
0).
Par la suite, et puisque par hypothèse U est une représentation numérique de
≻ dans Z, on a :
zn ≻ z0 ≻ z′0 ≻ z′n.
Finalement, par la continuité de ≻, ni z0 ≻ y ni x ≻ z′0 n’est vraie. Grâce à la
transitivité négative, on obtient alors que y ≻ x.
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1.2.2 Représentation de Von Neumann-Morgenstern
On suppose qu’à chaque choix possible x ∈ X que peut faire l’agent corres-
pond une distribution de probabilité dans un ensemble de scénarios possibles.
L’ensemble X peut être donc identiﬁé à un sous ensembleM deM(S,S) : l’es-
pace de toutes les distributions de probabilités sur un espace mesurable (S,S).
Les élément deM sont appelés loteries, et dans toute la suite on fera l’hypothèse
que M est convexe.
Le but de cette section est de caractériser les ordres de préférences notés ≻ dans
M possédant une représentation numérique de la forme.
U(µ) =
∫
u(x)µ(dx). (1.6)
Cette formulation des préférences de loteries en termes d’utilité est due à D.
Bernoulli [9].
Définition 1.8 (Représentation de Von Neumann-Morgenstern). Une représen-
tation numérique U d’un ordre de préférence ≻ dans M est une représentation
de Von Neumann-Morgenstern si elle est de la forme (1.6).
Une représentation de Von Neumann-Morgenstern est dite aﬃne dans M si et
seulement si ∀µ, ν ∈M et α ∈ [0, 1], on a
U(αµ+ (1− α)ν) = αU(µ) + (1− α)U(ν).
Il est facile, par la suite, de voir que cette propriété que la préférence de µ à
ν, c-à-d que µ ≻ ν, est préservée dans n’importe quelle combinaison convexe à
l’aide d’une troisième loterie λ ∈M. On appelle cette propriété axiome d’indé-
pendance. Cette théorie axiomatique, que nous détaillerons un peu plus dans la
suite, a été initiée par John von Neumann et Oskar Morgenstern dans [110].
Définition 1.9. Une relation de préférence ≻ dans M satisfait l’axiome d’in-
dépendance si, ∀µ, ν ∈M la relation µ ≻ ν implique
αµ+ (1− α)λ ≻ αν + (1− α)λ
∀λ ∈M et α ∈ (0, 1].
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Cet axiome est aussi appelé axiome de substitution. En eﬀet, on considère deux
loteries µ et ν de M telles que µ ≻ ν et on introduit une troisième loterie
αµ+ (1− α)λ qui consiste à tirer µ avec une probabilité α ou tirer λ avec une
probabilité 1− α. Si on tire λ, alors dans ce cas il n’y a pas de diﬀérence entre
considérer la loterie αµ+(1−α)λ ou αν +(1−α)λ car le tirage réalisé vaut λ.
Par contre, si on réalise µ qui est préférée à ν alors là on voit bien qu’on préfère
αµ+ (1− α)λ à αν + (1− α)λ.
Définition 1.10. Une relation de préférence ≻ dansM satisfait l’axiome d’Ar-
chimède si, pour chaque triplet µ ≻ λ ≻ ν, il existe (α, β) ∈ (0, 1)2 tel que
αµ+ (1− α)ν ≻ λ ≻ βµ+ (1− β)ν
Cet axiome dérive de son homologue ; le principe d’Archimède en analyse, c-à-d
∀ε > 0 et ∀x grand on peut trouver n ∈ N tel que nε > x.
Cet axiome est aussi appelé axiome de continuité. On suppose que l’ensembleM
est muni d’une topologie sous laquelle les combinaisons convexes de la forme
αµ + (1 − α)ν sont continues, c-à-d convergent vers µ si α → 1 et vers ν si
α → 0. Alors, dans ce cadre, la continuité de l’ordre de préférence ≻ implique
immédiatement cet axiome.
Remarque 1.3. Cet axiome est moins intuitif que le précédent. En eﬀet, pour
mieux le comprendre, on considère les 3 loteries déterministes suivantes :
µ→ 1000=C, λ→ 10=C, ν → décès à coup sûr.
Même pour un paramètre α très petit, il n’est pas clair qu’un agent va préférer
la loterie αµ+ (1− α)ν (qui évoque le décès avec une probabilité non nulle ) à
la loterie λ qui consiste elle à gagner uniquement 10=C à coup sûr. Pourtant,
la majorité des gens n’hésite pas à faire 100 Km de plus par jour pour gagner
1000=C supplémentaires lorsqu’ils courent le risque d’un accident mortel.
Le théorème qui suit prouve que l’axiome d’indépendance et celui d’Archimède
impliquent l’existence d’une représentation numérique aﬃne (déﬁnition ).
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Théorème 1.3. Soit ≻ une relation de préférence qui satisfait les deux axiomes
d’indépendance et d’Archimède déﬁnis ci-dessus. Alors elle admet une représen-
tation numérique aﬃne U . De plus U est unique à une transformation aﬃne
près, c-à-d toute autre représentation numérique aﬃne U˜ de ≻ est de la forme :
U˜ = aU + b, a > 0, b ∈ R.
Avant de donner la démonstration de ce résultat, on donne deux cas importants
dans lesquels une représentation de type Von Neumann-Morgenstern existe.
Ceci se traduit par les deux corollaires qui suivent.
Pour le premier corollaire, on a besoin de la notion de distribution de probabilité
simple.
Définition 1.11. µ ∈M est dite une distribution de probabilité simple si c’est
une mesure de probabilité dans S qui peut être écrite sous la forme d’une combi-
naison convexe de masse de Dirac, c-à-d ∃ x1, x2, . . . , xn ∈ S et α1, α2, . . . , αn ∈
(0, 1] tel que
µ =
n∑
i=1
αiδxi .
Maintenant, énonçons le premier corollaire.
Corollaire 1.1. Supposons que M est l’ensemble de toutes les distributions de
probabilité simples dans S, et supposons que ≻ est un ordre de préférence qui
satisfait les deux axiomes d’indépendance et d’Archimède. Alors ≻ admet une
représentation de type Von Neumann-Morgenstern U . De plus, U et u intro-
duites dans (1.6) sont uniques à une transformation aﬃne près.
Démonstration. D’après le théorème 1.3, il existe une représentation numérique
aﬃne de ≻. On déﬁnit donc u(x) := U(δx), pour x ∈ S.
Si µ ∈ M, alors elle s’écrit par hypothèse sous la forme µ = ∑ni=1 αiδxi . Donc
comme U est aﬃne, alors ceci implique que
U(µ) =
n∑
i=1
αiU(δxi) =
∫
u(x)µ(dx),
ce qui prouve le corollaire.
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Corollaire 1.2. On suppose que M est l’ensemble de toutes les distributions
de probabilités dans un ensemble ﬁni S, et supposons que ≻ est un ordre de
préférence qui satisfait les deux axiomes d’indépendance et d’Archimède. Alors
≻ admet une représentation de type Von Neumann-Morgenstern unique à une
transformation aﬃne près.
Démonstration. Dans un ensemble ﬁni, toutes les mesures de probabilité sont
simples. Donc ce corollaire n’est autre qu’un cas particulier du corollaire précé-
dent.
Lemme 1.2. Sous les hypothèses du théorème 1.3, les assertions suivantes sont
équivalentes :
(a) Si µ ≻ ν et si 0 ≤ α < β ≤ 1, alors
βµ+ (1− β)ν ≻ αµ+ (1− α)ν.
(b) Si µ ≻ ν et µ < λ < ν alors il existe un unique α ∈ [0, 1] tel que λ ∼
αµ+ (1− α)ν.
(c) Si µ ∼ ν, alors αµ+ (1− α)λ ∼ αν + (1− α)λ pour tout α ∈ [0, 1] et tout
λ ∈M.
Démonstration. Raisonnons par étapes :
(a) : Soit λ := βµ+ (1− β)ν. D’après l’axiome d’indépendance, on a :
λ ≻ βν + (1− β)ν = ν
pour γ := α/β. Ainsi, on obtient que
βµ+ (1− β)ν = (1− γ)λ+ γλ ≻ (1− γ)ν + γλ = αµ+ (1− α)ν.
(b) L’unicité est une conséquence de (a). Pour l’existence, il suﬃt de se focaliser
sur le cas µ ≻ λ ≻ ν, car les deux autres cas µ ∼ λ et λ ∼ ν sont triviaux et
correspondent à un choix de α qui vaut respectivement 1 et 0 respectivement.
Un candidat naturel est le suivant
α := sup{γ ∈ [0, 1]| λ < γµ+ (1− γ)ν}.
Dans la suite, on va raisonner par l’absurde. On suppose donc que λ ≁ αµ +
(1− α)ν . Alors l’une des assertions suivantes est vraie,
40
These:version du lundi 15 février 2010 à 10 h 25
1.2. Les préférences
i) λ ≻ αµ+ (1− α)ν,
ii) αµ+ (1− α)ν ≻ λ.
Si la première assertion est satisfaite, alors, en appliquant l’axiome d’Archimède,
il existe β ∈ (0, 1) tel que
λ ≻ β[αµ(1− α)ν] + (1− β)µ = (1− γ)ν + γµ, (1.7)
pour un paramètre γ = 1 − β(1 − α) et vériﬁant γ − α = (1 − β)(1 − α) ≥ 0.
Donc, par déﬁnition de α, on a forcément γµ + (1 − γ)ν ≻ λ, ce qui est en
contradiction avec (1.7).
Dans le cas où αµ+ (1− α)ν ≻ λ, toujours par l’axiome d’Archimède, il existe
β ∈ (0, 1) tel que
β[αµ(1− α)ν] + (1− β)ν = βαµ+ (1− βα)ν ≻ λ. (1.8)
Clairement βα < α, donc par déﬁnition de α, il existe un γ ∈ (βα, α] pour
lequel λ < γµ+(1−γ)ν. Encore une fois, en utilisant le fait que βα < α et (a),
on obtient que
λ < γµ+ (1− γ)ν ≻ β[αµ(1− α)ν] + (1− β)ν,
ce qui est en contradiction avec (1.8).
(c) Il est facile de voir que démontrer (c) est équivalent à montrer que ni l’un
ni l’autre des deux cas suivants n’est vrai :
i) αµ+ (1− α)λ ≻ αν + (1− α)λ,
ii) αν + (1− α)λ ≻ αµ+ (1− α)λ.
Pour prouver ceci, on supposera qu’il existe ρ ∈M tel que ρ ≁ µ ∼ ν. En eﬀet,
dans le cas contraire, on a M = {µ} et le résultat devient trivial.
On suppose maintenant que ρ ≻ µ, le cas µ ≻ ρ étant similaire. Supposons que
le premier cas est satisfait. Par l’axiome d’indépendance, et pour tout β ∈ (0, 1),
on a
βρ+ (1− β)ν ≻ βν + (1− β)ν = ν ∼ µ,
ce qui implique que
α[βρ+ (1− β)ν] + (1− α)λ ≻ αµ+ (1− α)λ, ∀β ∈ (0, 1).
41
These:version du lundi 15 février 2010 à 10 h 25
Chapitre 1. Notion d’utilité et aversion au risque
Par la suite, en utilisant l’hypothèse αν + (1− α)λ ≻ αµ+ (1− α)λ et (b), on
déduit qu’il existe un unique γ (β ﬁxé) tel que :
αµ+ (1− α)λ ∼ γ[α(αµ+ (1− α)λ) + (1− αλ)] + (1− γ)αν + (1− α)λ
= α[βγρ+ (1− βγ)ν] + (1− α)λ
≻ αµ+ (1− α)λ
où on a utilisé l’équation précédente en remplaçant β par βγ en dernière étape.
Ceci constitue bien une contradiction.
Le deuxième cas se montre de la même manière.
Démonstration. (théorème 1.3)
Pour la construction de U , on considère dans un premier temps deux loteries λ
et ρ telles que λ ≻ ρ et on déﬁnit l’ensemble
M(λ, ρ) := {µ ∈M|λ  µ  ρ}.
le résultat est trivial si une telle paire λ ≻ ρ n’existe pas.
Si µ ∈ M(λ, ρ), la partie (b) du lemme 1.2 implique qu’il existe un unique
α ∈ [0, 1] tel que µ ∼ αλ+(1−α)ρ. On pose alors U(µ) := α. Pour prouver que
U est une représentation numérique de ≻ sur M(λ, ρ), on doit montrer que,
pour ν, µ ∈M(λ, ρ), on a U(µ) > U(ν) si est seulement si µ ≻ ν.
Commençons par l’implication inverse. On applique la partie (a) du lemme 1.2
pour conclure que :
µ ∼ U(µ)λ+ (1− U(µ))ρ ≻ U(ν)λ+ (1− U(ν))ρ ∼ ν,
et donc µ ≻ ν. Inversement, si µ ≻ ν, alors l’argument précédent implique qu’il
est impossible d’avoir U(ν) > U(µ). Il reste alors à discuter le cas U(µ) = U(ν).
En eﬀet, si U(µ) = U(ν), alors la déﬁnition de U implique que µ ∼ ν, ce qui
contredit l’hypothèse µ ≻ ν. On conclut alors que U est une représentation
numérique de ≻ restreinte à M(λ, ρ).
Montrons que M(λ, ρ) est un ensemble convexe. Soient µ, ν ∈ M(λ, ρ) et
α ∈ [0, 1]. Alors
λ  αλ+ (1− α)ν  αµ+ (1− α)ν.
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Utilisons l’axiome d’indépendance pour les cas λ ≻ ν et λ ≻ µ, ainsi que la
partie (c) du lemme 1.2 pour les cas λ ∼ ν et λ ∼ µ. En se basant sur le même
argument, on obtient que
αU(µ) + (1− α)U(ν)
∼ α (U(µ)λ+ (1− U(µ))ρ) + (1− α) (U(ν)λ+ (1− U(ν))ρ)
= [αU(µ) + (1− α)U(ν)]λ+ [1− αU(µ)− (1− α)U(ν)] ρ.
La déﬁnition de U ainsi que l’unicité dans la partie (b) du lemme 1.2 impliquent
que
U(αµ+ (1− α)ν) = αU(µ) + (1− α)U(ν).
Donc U est une représentation numérique aﬃne de ≻ sur M(λ, ρ). La dernière
étape consiste à montrer que la représentation numérique aﬃne U de ≻ sur
M(λ, ρ) est unique à transformation aﬃne positive près. Donc, soit U˜ une autre
représentation numérique aﬃne de ≻ sur M(λ, ρ) et soit, pour µ ∈M(λ, ρ),
Uˆ :=
U˜(µ)− U˜(ρ)
U˜(λ)− U˜(ρ) .
Alors Uˆ est une transformation aﬃne positive de U˜ telle que Uˆ (ρ) = 0 = U(ρ) et
Uˆ (λ) = 1 = U(λ). Ainsi, le caractère aﬃne de Uˆ et la déﬁnition de U impliquent
que
Uˆ (µ) = Uˆ (U(µ)λ+ (1− U(µ))ρ) = U(µ)Uˆ (λ) + (1− U(µ))Uˆ (ρ) = U(µ)
pour tout µ ∈M(λ, ρ). Alors Uˆ = U .
Enﬁn, il reste à prouver que U peut être prolongée en une représentation
numérique sur tout l’ensemble M. On considère alors λ˜, ρ˜ ∈ M tels que
M(λ˜, ρ˜) ⊃ M(λ, ρ). En utilisant le même argument qu’au début de cette
preuve, on prouve qu’il existe une représentation numérique aﬃne U˜ de ≻ sur
M(λ˜, ρ˜) sous l’hypothèse que U˜(λ) = 1 et que U˜(ρ) = 0. Dans le cas contraire,
on peut s’y ramener par une transformation aﬃne positive de U˜ . D’après l’étape
précédente, on conclut que U˜ coïncide avec U sur M(λ, ρ), ainsi U˜ s’avère être
l’unique prolongement consistant de U . Comme chaque loterie appartient à un
ensemble M(λ˜, ρ˜) donné, la représentation numérique aﬃne U peut être pro-
longée d’une manière unique à tous les sous-ensembles de M. Ceci achève la
démonstration.
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Remarque 1.4. Dans la preuve du théorème 1.3 ci-dessus, on n’a pas utilisé
le fait que les éléments de M sont des mesures de probabilité. La clé de la
démonstration consiste en la convexité deM et les deux axiomes d’indépendance
et d’Archimède.
Revenons maintenant au problème de construction d’une représentation nu-
mérique de type Von Neumann-Morgenstern d’une relation de préférence dans
l’espace des distributions de probabilité. Si M est l’ensemble de toutes les dis-
tributions de probabilité dans un ensemble ﬁni S, alors toute représentation
numérique est forcément de ce type comme on a vu dans la preuve du corollaire
1.2. La situation devient un peu plus compliquée et demande plus d’hypothèses
dans le cas où l’ensemble S est inﬁni. Comme on peut le voir dans les deux
exemples qui suivent, le théorème 1.3 n’est plus vrai de manière générale, c-à-d
une représentation numérique de type von Neumann-Morgenstern peut ne pas
exister.
Exemple 1.1. SoitM l’ensemble des mesures de probabilité dans S = 1, 2, 3, ....
dans lequel U(µ) := limkր+∞ kµ(k) existe et bien ﬁni. U est évidement aﬃne
et induit une relation de préférence qui vériﬁe les deux axiomes d’indépendance
et d’Archimède, pourtant, U n’admet pas une représentation numérique de von
Neumann-Morgenstern.
Exemple 1.2. Soit M l’ensemble des mesures de probabilité dans S = [0, 1], et
λ la mesure de Lebesgue dans S. Par le théorème de décomposition de Lebesgue,
tout µ ∈M peut être décomposé comme une somme de deux mesures
µ = µs + µa
avec µs une mesure singulière par rapport à λ et une deuxième mesure absolu-
ment continue µa. On déﬁnit donc la fonction U :M−→ [0, 1] par
U(µ) :=
∫
xµa(dx)
qui est bien une fonction aﬃne dans M et induit une relation de préférence
≻ vériﬁant les deux axiomes d’indépendance et d’Archimède, mais ne peut ad-
mettre la représentation numérique (1.6) car U(δx) = 0 ∀x donc la seule possi-
bilité dans (1.6) est de prendre u ≡ 0. Donc la relation de préférence ≻ induite
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par U ne peut être que triviale dans le sens où µ ∼ λ quel que soit µ ∈ M, ce
qui est en contradiction avec le fait U(λ) = 1
2
et U(δ 1
2
) = 0.
Supposons que l’ordre de préférence ≻ est continu dans le sens de la déﬁnition
1.4. Comme on l’a déjà remarqué, l’axiome d’Archimède est automatiquement
vériﬁé dans ce contexte, si on suppose de plus que l’axiome d’indépendance est
à son tour vériﬁé, alors comme l’indique le résultat suivant une représentation
numérique de la forme (1.6) existe et est unique dans un sens qu’on précisera.
Théorème 1.4. SoitM :=M1(S) l’ensemble de toutes les mesures de probabi-
lité dans S muni de la topologie faible, et soit ≻ un ordre de préférence continu
dans M et vériﬁant l’axiome d’indépendance. Alors il existe une représentation
numérique de von Neumann-Morgenstern
U(µ) =
∫
u(x)µ(dx) (1.9)
où u : S −→ R est une fonction bornée et continue. De plus U et u sont uniques
à une transformation aﬃne près.
Démonstration. On note par MS l’espace de toutes les distributions de pro-
babilités simples dans S. Comme on l’a déjà noté, la continuité de ≻ induit
l’axiome d’Archimède donc en appliquant le corollaire 1.1 la restriction de ≻
dans MS admet une représentation numérique de la forme (1.6).
On montre d’abord que la fonction u dans cette représentation est bornée, pour
cela on raisonne par l’absurde et on suppose par exemple que cette fonction
n’est pas bornée supérieurement, donc il existe une séquence x0, x1, . . . ∈ S tel
que u(x0) < u(x1) et u(xn) > n. Notons maintenant
µn := (1− 1√
n
)δx0 +
1√
n
δxn
et remarquons, µn → δx0 si n→ +∞. la continuité de≻ plus le fait que δx1 ≻ δx0
impliquent qu’à partir d’un certain rang on préférera δx1 à µn, c-à-d δx1 ≻ µn.
Or
U(µn) = (1− 1√
n
)u(x0) +
1√
n
u(xn) >
1√
n
u(xn) >
√
n, ∀n
Ce qui est contradictoire avec δx1 ≻ µn pour n grand.
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Continuité : de la même manière, on va raisonner par l’absurde en supposant
que u n’est pas continue ce qui impliquera en particulier l’existence d’un x ∈ S
et d’une suite xn → x si n → +∞ et tel que u(xn) 9 u(x). Par la suite, il est
facile de montrer qu’il existe une sous-suite de (xn)n≥1 notée encore (xn)n≥1 tel
que u(xn) → l 6= u(x), on suppose que u(x) − l := ε > 0. Par hypothèse, il
existe m ∈ N telque
|u(xn)− l| < ε
3
, ∀n ≥ m
Soit λ := 1
2
(δx + δxm). Alors ∀n ≥ m,
U(δx) = l + ε > l +
2ε
3
>
1
2
(u(x) + u(xm)) = U(λ) > l +
ε
3
> U(δxn
Ce qui implique, clairement, δx > λ > δxn , or δxn → δx quand n → +∞, car,
par hypothèse, xn →n→+∞ x, ceci nous donne alors la contradiction voulue, et
donc la continuité de u.
Pour achever la démonstration du théorème, il reste à prouver que
U(µ) :=
∫
u(x)µ(dx), ∀µ ∈M
est bien une représentation numérique de ≻ dans l’ensemble M. Comme u est
bornée continue, ceci implique la continuité U dans M muni de la topologie
faible. De plus par le théorème A.22 de [34] page 387, l’ensemble MS est dense
dans M. La démonstration est donc achevée en appliquant le lemme 1.1.
Dans tout ce qui précède, on a présenté la théorie générale autour des relations
de préférences et les fonctions d’utilités, notamment les deux axiomes d’indé-
pendance et d’Archimède qu’un ordre de préférence doit vériﬁer, en plus de la
continuité, pour pouvoir être représenté sous une forme de type Von Neumann-
Morgenstern. Ceci est la théorie, mais d’une manière générale et en pratique,
les gens ne raisonnent pas exactement de cette manière, comme le montre bien
l’exemple suivant, dû à M.Allais [3].
Exemple 1.3. ("Allais Paradox") Cet exemple est basé sur les deux observations
suivantes :
– Soit ν1 la loterie donnée par
ν1 = 0.33δ2500 + 0.66δ2400 + 0.01δ0
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on gagne 2500 =C avec une probabilité 0.33, 2400 =C avec une probabilité
0.66 et enﬁn rien avec une probabilité 0.01, et on note µ1 la loterie qui
nous fait gagner 2400 euros à coup sûr. En posant la question aux gens,
on remarque immédiatement que la pluspart préfère gagner 2400 =C à coup
sûr, malgré que l’espérance des gains de la première loterie égale à 2409
soit plus grande que l’espérance de la deuxième 2400.
– On considère maintenant les deux loteries suivantes :
µ2 = 0.34δ2400 + 0.66δ0
ν2 = 0.33δ2500 + 0.67δ0
Dans ce cas, et contrairement au premier, les gens préfèrent la loterie ν2
à µ2 en accord avec leurs espérances qui valent 825 =C pour ν2 et 816 pour
µ2.
Cette observation due à M.Allais [3] a été conﬁrmée par D.Kahnemann
et A.Tversky [106] en faisant des tests empiriques, où 82% des personnes
questionnés préfèrent µ1 à ν1 et 83% choisissent ν2 plutôt que µ2, ce qui
veut dire que 65% des gens choisissent µ1 ≻ ν1 et ν2 ≻ µ2. Allais a donc
remarqué que ce choix simultané est paradoxal dans le sens d’inconsistance
avec le modèle de von Neumann-Morgenstern, plus précisément, toute re-
lation de préférence pour laquelle µ1 ≻ ν1 et ν2 ≻ µ2 ne vériﬁe forcement
pas l’axiome d’indépendance.
En eﬀet, si l’axiome d’indépendance est satisfait alors, nécessairement, on
a
αµ1 + (1− α)ν2 ≻ αν1 + (1− α)ν2 ≻ αν1 + (1− α)µ2.
Ceci étant vrai pour tout α ∈ (0, 1), en particulier pour α = 1
2
, on obtient
1
2
(µ1 + ν2) ≻ 1
2
(ν1 + µ2).
Or par des simples calculs
1
2
(µ1 + ν2) = 0.5δ2400 + 0.165δ2500 + 0.335δ0
=
1
2
(µ1 + ν2) = 0.5δ2400 + 0.165δ2500 + 0.335δ0
D’ou la contradiction. Et donc, l’axiome d’indépendance est violé par 65%
des gens questionnés.
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Remarque 1.5. À ce stade, nous avons étudié les conditions d’existence d’une
représentation numérique u d’un ordre de préférence. Dans le paragraphe 2.4
(p.74) du chapitre 2 de [34], les auteurs se penchent sur la question d’une rela-
tion de préférence ≻ qui satisfait : µ ≻ ν implique ∫ udµ ≥ ∫ udν et ce quel que
soit la fonction u : c’est la notion de préférence uniforme. De même, dans le
paragraphe 2.5 (p.89), les auteurs introduisent la notion de préférence robuste.
Mais nous ne détaillons pas ces notions dans ce chapitre car ceci n’a pas de
liens avec nos travaux futurs.
1.2.3 Une définition de l’utilité
Définition 1.12. Soit U une fonction de Rn dans R. U est une représenta-
tion de la relation de préférence  si et seulement si quels que soient X =
(x1, x2, ..., xn) et Y = (y1, y2, ..., yn) on a
U(x1, x2, ..., xn) ≥ U(y1, y2, ..., yn)⇐⇒ X  Y
La fonction U est dite alors la fonction d’utilité. Dans le cas où U est dérivable,
la dérivée de U par rapport à la richesse x, est appelée utilité marginale.
Remarque 1.6. L’intérêt de travailler avec des fonctions plutôt qu’avec des
relations de préférence est immédiat. On peut facilement utiliser tout ce que
l’on sait en analyse. De plus, et c’est bien le but recherché, on peut chiﬀrer la
satisfaction par rapport au gain. Mais la construction de cette fonction n’est pas
seulement un agrément mathématique. Il s’agit d’un véritable choix méthodolo-
gique qui peut d’ailleurs être contesté.
1.2.4 Propriétés de la fonction d’utilité
Il est assez intuitif de supposer que, pour la quasi-totalité des biens, une
augmentation de la quantité d’un bien dans un panier augmente ou laisse in-
changée l’utilité retirée de ce panier. C’est pourquoi nous imposons à la fonction
d’utilité d’être croissante en chacun de ses arguments :
∀i, ∂U
∂xi
≥ 0
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En revanche, nous pouvons également penser que cette augmentation n’est pas
indépendante de la quantité de ce bien déjà disponible dans le panier. Ainsi, si
un premier gain procure une très grande satisfaction, le second est déjà moins
bon. Cela signiﬁe que l’utilité marginale de chaque nouveau gain est inférieure
à celle du précédent : l’utilité marginale est décroissante,
∀i, ∂
2U
∂x2i
≤ 0.
Nous obtenons alors des fonctions d’utilité concaves, et donc des courbes d’in-
diﬀérence déﬁnissant des ensembles convexes.
Si de plus nous supposons que chaque nouveau gain procure une satisfaction
qui ne devient jamais nulle, propriété dite de non-saturation, alors dans ce cas
la fonction d’utilité est strictement croissante :
∀i, ∂U
∂xi
> 0.
Le bien-fondé de cette hypothèse repose sur la rationalité de l’agent : si l’utilité
est bien déﬁnie, l’agent ne perdra jamais son temps à consommer quelque chose
qui est dommageable pour lui ou qui ne lui apporte rien.
Nous pouvons, enﬁn se restreindre aux domaines où l’utilité marginale est stric-
tement décroissante :
∀i, ∂
2U
∂x2i
< 0.
1.2.5 Équivalent certain
Dans toute la suite, on va supposer que la relation de préférence considérée
admet une représentation de Neumann-Morgenstern càd il existe une fonction u
(appelé aussi fonction d’utilité : strictement concave, strictement croissante et
continue) telle que pour toute variable aléatoire X admettant une distribution
µ on a :
U(X) =
∫
udµ.
On déﬁnit par la suite le nombre :
m(X) :=
∫
xµ(dx).
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Remarque 1.7. – Pour un sous-jacent X aléatoire (actualisé) dont la dis-
tribution µ est connu, la valeur m(X) est appelée "the fair price" de X.
– Pour un contrat ﬁnancier dont µ est la distribution de ses payements
futurs à percevoir avec un risque donné, la valeur m(X) est dite " the fair
premium".
On considère maintenant une relation de préférence donnée , admettant
une représentation de Neumann-Morgenstern :
U(X) =
∫
udµ
Appliquons par la suite le théorème des valeurs intermédiaires à la fonction u
(strictement croissante et continue), il existe alors un unique réel c(X) vériﬁant
l’identité :
u(c(X)) = U(X) =
∫
udµX (1.10)
Définition 1.13. L’équivalent certain du payoﬀ aléatoire X est déﬁni par le
nombre c(X), et la quantité :
ρ(X) := m(X)− c(X)
est appelée le " risk premium" de X ou encore de la loterie µX .
Remarque 1.8.
– L’équivalent certain c(X) peut être interprété comme " upper bound" pour
tout prix acceptable de X pour un agent de fonction d’utilité u (ou encore
U).
– Le risk premium doit être interprété comme le montant qu’un agent est
prêt à payer pour répliquer X par son espérance.
Exemple 1.4. ("Le Paradoxe de St Petersburg")
Considèrons la distribution suivante
µ =
+∞∑
n=1
2−nδ2n−1
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qui est le payoﬀ du jeu suivant : on tire au pile et face jusqu’à la première
fois où face apparaît. Si face apparaît au n-ième tirage on gagne 2n−1 euros.
Jusqu’au 18ème siècle le prix de cette loterie était considéré comme étant égal
à son espérance ou encore son “fair price“ m(µ) = +∞. Donc le prix de ce
jeu valait l’ ∞ alors qu’en demandant aux gens, il est très diﬃcile de trouver
quelqu’un qui est prêt à débourser 20 euros pour ce jeu. En vue de ce paradoxe
qui a été mis en évidence par Nicholas Bernoulli en 1713, Gabriel Cramer et
Daniel Bernoulli [9] ont introduit indépendamment l’idée de déterminer le prix
de ce jeu comme l’équivalent certain par rapport aux deux fonctions d’utilités,
respectives, suivantes
u(x) =
√
x et v(x) = log(x)
Ces équivalents certains sont calculés à partir de l’équation (1.10) et valent :
Cu(µ) = (2−
√
2)−2 ≈ 2.91, Cv(µ) = 2
qui sont bien dans la fourchette de prix que les gens sont prêts à payer pour
accéder à ce jeu.
Remarque 1.9. Notons que, pour toute fonction d’utilité non bornée supérieu-
rement, on peut modiﬁer le payoﬀ de telle sorte que le paradoxe réapparaisse. Il
suﬃt juste remplacer, pour n > 1000, le payoﬀ 2n par u−1(2n), pour que∫
u(x)µ(dx) = +∞
Donc en choisissant une fonction d’utilité bornée on peut surmonter cette diﬃ-
culté, bien que ceci en fasset apparaître d’autres.
1.2.6 Aversion au risque et équivalent certain
Pour une fonction d’utilité u suﬃsamment régulière, en appliquant le déve-
loppement de Taylor autour des deux points x = c(X) et m = m(X) on obtient
d’une part :
u(c(X)) ≈ u(m) + u′(m)(c(X)−m) = u(m)− u′(m)ρ(X),
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d’autre part :
u(c(X)) =
∫
u(x)µ(dx)
=
∫
[u(m) + u′(m)(x−m) + 1
2
u′′(m)(x−m)2 + r(x)]µ(dx)
≈ u(m) + 1
2
u′′(m)var(X)
avec r le reste du développement de Taylor de la fonction u, on peut par la suite
écrire la nouvelle identité suivante :
ρ(X) ≈ − u
′′(m)
2u′(m)
var(X) =:
1
2
ARa(m)var(X). (1.11)
ARa(m) peut être interprété comme le facteur par lequel un agent de fonction
d’utilité u, multiplie son risque mesuré par 1
2
var(X), dans le but de déterminer
(calculer) le "risk premium" qu’il est prêt à payer.
Définition 1.14. ARa(m) est appelé aversion au risque absolue.
On considère un agent de fonction d’utilité notée par U et de richesse initiale
x. Une question qu’on peut poser est la suivante :
Quel sera l’impact d’une variation de cette richesse initiale sur le comportement
de l’agent face à son risque ?
Il est relativement naturel d’imaginer que, quand sa richesse augmente, l’indi-
vidu devient moins sensible au risque quand il joue à des loteries.
Comment sa fonction d’utilité peut-elle décrire son comportement ?
Comment peut-on savoir que l’agent devient ± sensible (averse au risque) ou
indiﬀèrent ?
Si U est de classe C2, le coeﬃcient d’ aversion absolue au risque déﬁni ci-dessus
par
ARa(x) = −U
′′(x)
U ′(x)
(1.12)
permet de donner les réponses à nos questions.
– L’agent a une aversion non croissante pour le risque ⇐⇒ ARa est non
croissante.
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– L’agent a une aversion non décroissante pour le risque ⇐⇒ ARa est non
décroissante.
– L’agent a une aversion constante pour le risque ⇐⇒ ARa est une fonc-
tion constante de x =⇒ U est une transformation positive de la fonction
−e−
R x
0 ARa(y)dy.
Remarque 1.10. Ara n’est rien d’autre que la valeur absolue de l’indice de
courbure de la fonction U .
On dira alors que le consommateur A de fonction d’utilité U a au moins autant
d’aversion au risque que le consommateur B de fonction d’utilité V si U est
plus concave que V en tout x càd
−U
′′(x)
U ′(x)
≥ −V
′′(x)
V ′(x)
Comme les fonctions d’utilités ne sont uniques qu’à une transformation linéaire
aﬃne près, une mesure qui reste constante et décrit le comportement d’un agent
est utile. Cette mesure est le coeﬃcient d’aversion au risque absolue.
En eﬀet si U est l’utilité d’un agent alors V = aU + b est encore une fonction
d’utilité pour ce même individu, on dérive alors une fois pour faire disparaître
b, puis une deuxième fois et on prend le quotient pour faire disparaître a, ce qui
nous donne :
V ′ = aU ′, V ′′ = aU ′′ =⇒ U
′′(x)
U ′(x)
=
V ′′(x)
V ′(x)
Cette mesure décrit bien le comportement d’un agent sur un même marché. Elle
est constante pour toute les utilités d’un même marché pour un agent donné.
Si on change de marché, cette mesure ne peut nous décrire le lien entre les deux
marchés.
On peut encore décrire le lien entre la prime de risque et les caractéristiques de
la fonction d’utilité par l’aversion relative au risque, on déﬁnit alors
AR(x) = −xU
′′(x)
U ′(x)
(1.13)
comme étant le coeﬃcient d’aversion relative au risque. Il représente une mo-
diﬁcation multiplicative du risque absolu par rapport à un risque de référence.
Ce coeﬃcient reste encore une mesure de l’aversion au risque.
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Interprétation
– L’aversion absolue au risque est la somme que l’investisseur est prêt à
payer pour éviter une augmentation de la variance de sa richesse d’une
unité.
– L’aversion relative au risque est la proportion de sa richesse que l’inves-
tisseur est prêt à payer pour éviter une augmentation de la variance de sa
richesse d’une unité.
Exemples : Les classes de fonctions d’utilités suivantes et les coeﬃcients
d’aversion au risque correspondants sont des exemples standard.
Aversion au risque constante (CARA) : AR(x) = γ =⇒ u, à une trans-
formation aﬃne près, est de la forme u(x) = a− be−γx, a ∈ R, b ∈ R+
Aversion au risque proportionelle à 1
x
(HARA) : AR(x) = (1−γ)
x
, x ∈
(0,+∞), γ ∈ [0, 1), toujours à une transformation aﬃne près, on a
u(x) = log(x), si γ = 0
u(x) =
xγ
γ
, si 0 < γ < 1
Le cas γ = 1 correspond à une fonction d’utilité aﬃne.
Une des propriétés de l’aversion au risque est donnée dans le résultat suivant.
Proposition 1.3. Soient u et v deux fonctions diﬀérentiables dans un inter-
valle S. En notant par AEu et AEv les coeﬃcients d’aversion au risque corres-
pondent, on a équivalence entre les assertions suivantes :
(a) AEu(x) ≥ AEv(x), ∀x ∈ S
(b) Il existe une fonction F concave strictement croissante telle que u = F◦v
(c) Les risk premium associés ρu et ρv sont tels que ρu(X) ≥ ρv(X), ∀X.
Démonstration. (a) ⇒ (b) Comme v est strictement croissante, on peut déﬁnir
son inverse w et par conséquent la fonction F (y) := u◦w(y) est croissante, deux
fois diﬀérentiable et satisfait u = F ◦ v. En eﬀet,
w′ =
1
v′ ◦ w, w
′′ = AEv ◦ w
(v′ ◦ w)2
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donc les deux dérivées, première et seconde de F sont données par
F ′ = u′(w)w′ =
u′(w)
v′(w)
> 0
et
F ′′ =
v′(w)u′′(w)− u′(w)v′′(w)
(v′ ◦ w)3
=
u′(w)
(v′(w))2
(AEv − AEu) ≤ 0
ce qui prouve que F est concave strictement croissante.
(b) ⇒ (c) La preuve de cette implication est basée essentiellement sur l’iné-
galité de Jensen qui, appliquée à l’équivalent certain dans (1.10), nous montre
que
u(cu(µ)) =
∫
udµ =
∫
F ◦ vdµ (1.14)
≤ F (
∫
vdµ) = F (v(cv(µ))) = u(cv(µ)). (1.15)
Par la suite ρu(µ) = m(µ)− cu(µ) ≥ m(µ)− cv(µ) = ρv(µ), d’où le résultat.
(c) ⇒ (a) On suppose (c), en raisonnant par l’absurde : (a) est fausse im-
plique l’existence d’un intervalle O ⊂ S, tel que AEu(x) < AEv(x), ∀x ∈ O.
On note Ov := v(O), et notons encore w l’inverse de v. D’aprés la formule de la
dérivée seconde de F = u ◦ w établie ci-dessus, F est strictement convexe dans
l’ouvet Ov. Si, par la suite, µ est une mesure à support dans O, alors l’inégalité
(1.14) est inversée et devient stricte, à moins que µ est concentrée en un point.
Ce qui implique que ρu(x) < ρv(x), ce qui est contradictoire avec (c).
1.3 Un premier problème d’optimisation de Por-
tefeuille
Etant donnée une relation de préférence dans un ensemble M, on peut
essayer de déterminer la distribution maximale de ≻ dans M. Le problème
d’optimisation de portefeuilles qu’on considère ici est très simple : soit X une
variable aléatoire, majorée par une constante a, dans un espace de probabilité
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(Ω,FT ,P) et dont la distribution µ n’est pas dégénérée. La question est alors la
suivante : quelle est la meilleure combinaison
Xλ := λc+ (1− λ)X
de payoﬀ risqué X et d’actif sans risque (constant) c ∈ S ?
Si on évalue Xλ par le critère de l’utilité espérée E[u(Xλ)], et si on note par µλ
la distribution de cette variable, alors on est en train de chercher le maximum
de la fonction f , déﬁnie par
f(λ) := U(µλ) =
∫
udµλ (1.16)
qui est une fonction strictement concave qui atteint son maximum en un unique
point λ∗ ∈ [0, 1].
Proposition 1.4. Dans le cadre du problème d’optimisation de portefeuille
décrit ci-dessus, la proportion optimale à investir dans l’actif sans risque est
donnée par
(a) on a
λ∗ = 1, si E(X) ≤ c
λ∗ > 0, si c ≥ c(µ)
(b) si u ∈ C1(R), alors
λ∗ = 1⇐⇒ E(X) ≤ c
λ∗ = 0⇐⇒ c ≤ E[Xu
′(X)]
E[u′(X)]
Démonstration. (a) En appliquant l’inégalité de Jensen à f , on obtient
f(λ) ≤ u(E(Xλ)) = u((1− λ)X + λc)
avec égalité si et seulement si λ = 1. Par conséquent λ∗ = 1 si la quantité à
droite de cette inégalité est croissante en λ, c-à-d si E(X) ≤ c.
De plus part la stricte concavité de u implique
f(λ) ≥ E[(1− λ)u(X) + λu(c)]
= (1− λ)u(c(µ)) + λu(c)
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avec égalité si et seulement si λ ∈ {0, 1}. Le terme à droite de cette inégalité
est croissant en λ si c ≥ c(µ), et ceci implique λ∗ > 0.
(b)On a clairement λ∗ = 0 si et seulement si la dérivée à droite f ′+ de f
satisfait f ′+(0) ≤ 0.
Notons u+ et u− les dérivés à droite et à gauche de u, et remarquons que le
terme
u(Xλ)− u(X)
λ
=
u(Xλ)− u(X)
Xλ −X (c−X)
est presque sûrement borné par
u′+(a)|c−X| ∈ L1(P) si a ≤ c ∧X
et, donc, converge quand λ ↓ 0 vers
u′+(X)(c−X)+ − u′−(X)(c−X)−.
Par la suite, le théorème de Lebesgue implique
f ′+(0) = E[u
′
+(X)(c−X)+]− E[u′−(X)(c−X)−].
Si maintenant, on suppose que l’une des deux assertions suivantes est vraie :
– La fonction u est dans C1(R).
– L’ensemble {x|u′+(x) 6= u′−(x)} est µ-mesure nulle,
alors la dernière égalité devient,
f ′+(0) = E[u
′(X)(c−X)]
c-à-d, f ′+(0) ≤ 0 si et seulement si
c ≤ E(Xu
′(X))
E(u′(X))
.
En répétant maintenant le même raisonnement on peut montrer
f ′−(1) = u
′
−(c)E[(c−X)−]− u′+(c)E[(c−X)+]
donc, si u est dérivable en c, alors on obtient
f ′−(1) = u
′(c)(c− E[X])
ce qui implique f ′−(1) < 0 et donc λ
∗ < 1 si et seulement si E(X) > c.
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Remarque 1.11. Si u ∈ C1(R) alors par concavité, en appliquant le dévelop-
pement de Taylor-Lagrange, l’équivalent certain est tel que
u(c(X)) ≤ u(X) + (c(X)−X)u′(X).
Comme u(c(X) = E(u(X)) par déﬁnition, on déduit en prenant l’espérance dans
cette dernière inégalité que
u(c(X)) ≤ u(c(X)) + E[(c(X)−X)u′(X)]
ce qui implique que
c(X) ≥ E(Xu
′(X))
E(u′(X))
ceci d’une part mais d’autre part, toujours par concavité,
u(c) ≤ u(c(X)) + E[(c−X)u′(X)]
ce qui amène à
E[(c−X)u′(X)] ≥ 0
pour c = c(X).
Exemple 1.5. Soit X un actif risqué dont le prix aujourd’hui vaut π. Étant
donnée une richesse initiale w, un agent dont la fonction d’utilité u est dans
C1(R) peut investir la fraction (1− λ)w dans l’actif risqué et le reste λw dans
l’ actif sans risque, dont le taux d’intérêt est noté par r. Son payoﬀ en maturité
est alors donné par
Xλ := λwr +
(1− λ)w
π
(X − π). (1.17)
D’après la proposition précédente, il n’y a aucun intérêt d’investir dans l’actif
sans risque , c-à-d λ∗ = 1 si et seulement si
E(
X − π
π
) ≤ r (1.18)
ce qui est équivalent à
E(
X
1 + r
) ≤ π. (1.19)
En d’autres terme, le prix π aujourd’hui de l’actif risqué doit être supérieur
à l’espérance du prix actualisé de cet actif à maturité, donc l’optimum pour
l’investisseur est de tout placer en cash.
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2.1 Introduction
Un des problèmes les plus étudiés en ﬁnance est le problème d’optimisation
de portefeuille pour un agent qui investit sur le marché ﬁnancier et tente de
trouver la meilleure stratégie qui maximise l’espérance de l’utilité de son por-
tefeuille ﬁnal à une date T appelée maturité.
Ce problème été étudié, pour la première fois et dans le cadre d’un modèle
continu, par Merton dans [81], [82], voir aussi [80] et [101] pour un modèle dis-
cret. En utilisant des méthodes de programmation dynamique et de contrôle
stochastique, ce dernier a établi une équation aux dérivés partielles non linéaire
dite équation de Hamilton-Jacobi-Bellman (HJB). En particulier, pour des uti-
lités exponentielles, logarithmique et puissance, l’auteur établit des formules
fermées pour décrire les solutions à ces équations.
Un premier objectif de ce chapitre sera alors d’expliciter cette méthode, dans
le cadre d’un marché ﬁnancier incomplet dans lequel les cours des actifs sont
des semimartingales continues et où un investisseur est contraint de choisir ses
portefeuilles dans un ensemble convexe fermé K. Nous étudierons un premier
cas où les solutions des équations, de type Hamilton-Jacobi-Bellman, sont suﬃ-
samment régulières, puis nous introduisons la notion des solutions de viscosité
de ces EDP, une notion introduite par Crandall et Lions [12] pour des équa-
tions diﬀérentielles du premier ordre et généralisées, par la suite, aux équations
diﬀérentielles du second ordre.
L’objectif ﬁnal de ce chapitre n’est pas uniquement d’appliquer cette méthode
d’équations aux dérivés partielles mais aussi de préparer le terrain pour la partie
la plus importante de ce manuscrit où nous considérons le même modèle d’uni-
vers d’investissement, avec contraintes K, dans un nouveau cadre où les utilités
sont stochastiques avec condition initiale. Le même raisonnement appliqué dans
ce chapitre, sera par conséquent repris et des EDP stochastiques, très similaires
à celles que nous établirons dans les paragraphes qui suivent, seront établies.
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2.2 Notations
• On considère un processus vectoriel ξ de dimension d et dont l’état est
gouverné par l’équation diﬀérentielle stochastique (EDS) suivante :
dξt = btdt+ σtdWt (2.1)
où :
i) b est un processus vectoriel à valeurs dans Rd,
ii) W est un m-mouvement brownien,
iii) σ est une matrice de variance covariance de Rd×m,
• Soit w une fonction du temps t, d’une variable réelle x et du processus
ξ deux fois diﬀérentiable par rapport à ces trois variables. Nous notons
alors dans toute la suite
∂tw =
∂w
∂t
, w′ =
∂w
∂x
, ∂iw =
∂w
∂ξi
1 ≤ i ≤ d
w′′ =
∂2w
∂x2
, ∂2tw =
∂2w
∂t2
∂2txw = ∂
2
xtw =
∂2w
∂x∂t
, ∂2ijw = ∂
2
jiw =
∂2w
∂ξj∂ξi
1 ≤ i, j ≤ d
∂2ixw = ∂
2
xiw =
∂2w
∂x∂ξi
, ∂2itw = ∂
2
tiw =
∂2w
∂t∂ξi
1 ≤ i ≤ d
et Lξ l’opérateur déﬁni par :
Lξtw = bt.∇ξw +
1
2
tr(σtσ
′
t△ξw) (2.2)
où
• ∇ξw est le gradient de w en ξ, déﬁni comme le vecteur colonne de
dimension N donné par ∇ξw = (∂iw)1≤i≤N .
• △ξw est la matrice hessienne de w en ξ de dimension N × N , déﬁnie
par △ξw = (∂2ξi,ξjw)1≤i,j≤N .
• tr la fonction qui à toute matrice carrée A = (ai,j)1≤i,j≤n associe sa
trace
∑n
i=1 ai,i.
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• Nous noterons par △σξ,x l’opérateur diﬀérentiel suivant
△σξ,xw =
i=N∑
i=1
∂iw
′σi(t, ξ) (2.3)
• Soit E un sous espace vectoriel de RN , nous notons ∏E l’opérateur de
projection sur E .
2.3 Le Modèle
Le modèle, dans ce chapitre, consiste en un marché ﬁnancier composé de d
actifs risqués (ξi)1≤i≤d, dont les dynamiques sont données par
dξit
ξit
= bitdt+ (σ
i
t)
∗dWt, pour 1 ≤ i ≤ d (2.4)
et d’actif ξ0 sans risque qui obéit à la dynamique
dξ0
ξ0
= rtdt
où r est le taux court. Le processus W = (W1,W2, ...,Wd) est un mouvement
brownien standard de dimension d, déﬁni dans l’espace de probabilité ﬁltré
(Ω,F ,P). Pour simpliﬁer, on supposera que Ft coïncide avec la ﬁltration géné-
rée par le mouvement brownien Ft = σ(Ws, 0 ≤ s ≤ t).
Hypothèse 2.1. Les coeﬃcients bi et σi, i = 1...d, sont supposés des processus
bornés progressivement mesurables dans l’espace de probabilité (Ω,F ,P).
Hypothèse 2.2. Notons σ la matrice dont la ième colonne correspond au vec-
teur σi, i = 1..d. Nous supposons que σ est une matrice non-singulière bornée,
d’ inverse σ−1t (ω) bornée uniformément en (t, ω) ∈ [0, T ]× Ω.
Désignons par la suite η la prime de risque ou encore la prime de marché
déﬁnie par
ηt = σ
−1
t (bt − rte) (2.5)
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dont nous supposons qu’elle satisfait la condition
E(
∫ T
0
||ηt||2dt) < +∞. (2.6)
Nous notons aussi (Hr,ηt : t ≥ 0) et (Hr,ηs,t : t ≥ s ≥ 0) les processus déﬁnis par

Hr,ηt = e
−
R t
0 (rs+
1
2
||ηs||2)ds−
R t
0 ηsdWs
Hr,ηs,t =
Hr,ηt
Hr,ηs
(2.7)
Ce processus jouera un rôle très important le long de notre étude. Nous
notons en particulier que la martingale locale H0,η est une martingale sous la
condition (2.6).
Avant d’écrire la dynamique des richesses dans ce marché, introduisons la notion
de portefeuille.
Définition 2.1. Un vecteur π ∈ Rd est appelé un processus de portefeuille si π
est un processus à valeurs réelles Ft-progressivement mesurable et satisfait les
hypothèses
∫ T
0
|(π ∗ σ) ∗ ηt|dt < +∞ (2.8)∫ T
0
||πt ∗ σ||2dt < +∞ (2.9)
où T désigne l’horizon d’investissement.
Remarque 2.1. Si (2.6) est satisfaite ainsi que (2.9) alors ceci implique (2.8).
En eﬀet, il suﬃt d’écrire par l’inégalité de Cauchy-Shwartz que
∫ T
0
|(π ∗ σ) ∗ ηt|dt ≤ (
∫ T
0
||πt ∗ σ||2dt) 12 (
∫ T
0
||ηt||2dt) 12 .
Dorénavant π désigne un portefeuille satisfaisant les hypothèses de cette déﬁni-
tion. En écrivant que π est un vecteur colonne , dont les composantes sont les
montants investis dans les actifs
(ξi)1≤i≤d
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alors la richesse, à tout instant t de cet agent est donnée par
Xπt = (X
π
t −
∑
i=1..d
πit) +
∑
i=1..d
πit (2.10)
où (Xπt −
∑
i=1..d π
i
t) est la quantité investie dans l’actif ξ
0.
En appliquant la formule d’Itô à l’identité (2.10), alors l’équation d’autoﬁnan-
cement peut s’écrire, dans un premier temps,
dXπt = X
π
t
dξ0t
ξ0t
+
∑
i=1..d
πit(
dξit
ξit
− dξ
0
t
ξ0t
)
= Xπt rtdt+
∑
i=1..d
πit((b
i
t − rt)dt+ σitdWt) (2.11)
que nous pouvons réécrire en utilisant la notation σ et l’hypothèse 2.2, et en
notant x le capital initial de l’investisseur comme suit
{
dXπt = rtX
π
t dt+ π
∗
t σt(dWt + ηtdt)
Xπ0 = x
(2.12)
2.4 Utilité et optimisation de portefeuille
Dans ce chapitre, nous considérons un agent, de richesse initiale x , qui in-
vestit sur le marché ﬁnancier, supposé incomplet dans le sens où cet investisseur
est contraint de choisir ses stratégies dans un ensemble, noté dans toute la suite
par K . Comme tout agent ﬁnancier, cet individu représente ses préférences et
son aversion au risque à l’aide d’une fonction d’utilité qu’on notera par U .
Une fois sur le marché, cet agent, investit sa richesse en achetant et en vendant
des quantités d’actifs. Son but est alors de trouver la stratégie optimale qu’il
doit adopter le long de la gestion de son portefeuille. Cette stratégie l’amènera
à la ﬁn à réaliser une richesse qui lui apporte le plus de satisfaction. Par consé-
quent, ce portefeuille sera déterminé selon le critère dit de l’utilité espérée, ce
qui veut dire que cette stratégie maximise l’espérance de l’utilité de sa richesse
ﬁnale à la date de maturité T .
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En d’autres termes, le but de l’investisseur est de trouver la stratégie π∗ optimale
dans le problème d’optimisation de portefeuille suivant :
sup
π∈A(x,K)
E(U(T,Xx,πT )) (2.13)
où
— les portefeuilles issus de x sont notés Xx,πT si l’agent suit la stratégie
πt, 0 < t ≤ T .
— A(x,K) désigne l’espace des portefeuilles admissibles, de richesse initiale
x. Nous reviendrons dans la suite à la déﬁnition précise de cet ensemble.
2.4.1 Exemples de contraintes sur les portefeuilles
Comme il est indiqué ci-dessus, pour un numéraire donné, nous supposons
que l’agent est contraint de choisir ses stratégies dans un ensemble K, ci-dessus
quelques exemples d’espaces de contraintes :
1. Le marché est complet : K = Rd, l’investisseur a le libre choix d’investis-
sement.
2. Le marché est incomplet K = Rd−m× 0m, l’agent ne peut pas investir que
dans les (d−m) premiers actifs.
3. Le marché est incomplet : K est un cône convexe fermé.
4. Le marché est incomplet dans le sens où on a pas le droit d’emprunter de
l’argent, K = {π ∈ Rd,∑i=1..d πi ≤ Xπ}
5. Un second exemple de contrainte sur l’emprunt et qui consiste à ne pas em-
prunter plus qu’une proportion de la richesse, K = {π ∈ Rd,∑i=1..d πi ≤
kXπ, k > 1}
6. Le marché est incomplet dans le sens où l’investisseur est contraint de
choisir le montant πi investi dans le i ème actif dans un intervalle I i,
K = I1 × I2 × ...× Id.
Notons bien que ces espaces sont ﬁxés pour un numéraire donné. Si on change
de numéraire, les contraintes bien évidemment doivent êtres modiﬁées.
Avant de poursuivre nos investigations, quelques déﬁnitions et notations sont
nécessaires :
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Définition 2.2. On dit qu’un portefeuille π est un portefeuille K- admissible
pour une richesse initiale x et on écrit π ∈ A(x,K) si le processus de richesse
Xx,π donné par (2.12) pour tout t ∈ [0, T ] et si
{
Xx,πt ≥ 0, ∀t ∈ [0, T ], p.s.
πt ∈ K, ∀t ∈ [0, T ], p.s.
(2.14)
Nous désignons par
1. A(K) l’espace des portefeuilles K-admissibles
3. A L’espace des portefeuilles admissibles constants (A = K ).
Si x ≥ 0 et π ∈ A(x,K), le processus Hr,ηXx,π est une martingale locale
positive et donc une sur-martingale. En prenant l’espérance, nous obtenons la
contrainte budgétaire
E(Hr,ηT X
x,π
T ) ≤ x. (2.15)
Remarque 2.2. Si π ∈ A(x,K), d’après les hypothèses sur les coeﬃcients du
modèle, les processus des richesses Xx,π sont bornés dans L2, c-à-d
E( sup
t∈[0,T ]
||Xx,πt ||2) < +∞ p.s.
Définition 2.3. Pour toute stratégie de portefeuille π, le vecteur δ(π), des
proportions investies dans les actifs, est donné par
δt(π) =


πt
Xπt
, si Xπt 6= 0
δ∗, si Xπt = 0
où δ∗ est un vecteur quelconque mais ﬁxé dans K.
En particulier, la dynamique (2.12) devient


dXπt
Xπt
= rtdt+ δt(π)σt(dWt + ηtdt)
Xπ0 = x
(2.16)
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2.5 Méthode EDP
Dans ce paragraphe, nous montrons comment le principe de programmation
dynamique dû à Bellman permet de donner une caractérisation de la fonction
valeurs en termes d’ équations aux dérivés partielles dites de Hamilton-Jacobi-
Bellman ainsi qu’un critère pour déterminer la stratégie optimale. Voir "Contrôle
Optimal Stochastique et Applications en Finance" par Huyên PHAM [94].
Nous supposons dans toute la suite que l’ensemble K des contraintes est un
cône convexe fermé. L’avantage de travailler avec des cônes convexes fermés est,
bien que l’opérateur de projection sur ces ensembles n’est pas identiquement
le projecteur orthogonal, la projection sur un cône possède plusieurs propriétés
très utiles dans la suite (voir le lemme B.5 pour les détails). Nous rappelons
enﬁn qu’un cas particulier de cône convexe fermé est le cas où K est, tout
simplement, un sous espace vectoriel de Rd, par conséquent la projection sur K
n’est autre que la projection orthogonale standard.
2.5.1 Hypothèse de recollement des stratégies admissibles
Pour pouvoir appliquer le principe de la programmation dynamique quelques
hypothèses sont indispensables, notamment l’hypothèse, que nous appellerons
hypothèse de recollement, suivante :
Hypothèse 2.3. Pour toutes stratégies π1 admissible entre la date 0 et la date
t1 et π2 admissible entre la date t1 et la date t2, la stratégie π associée au vecteur
de proportions δ déﬁni par δ = δ1✶[0,t1] + δ
2
✶]t1,t2] est une stratégie admissible
sur l’intervale [0, t2] et ce quels que soient t1 et t2 tels que 0 ≤ t1 ≤ t2.
δ1 et δ2 désignent les proportions (déﬁnition 2.3) associées aux stratégies π1 et
π2.
L’intérêt de faire cette hypothèse est essentiellement de pouvoir appliquer le
principe de la programmation dynamique (voir le premier chapitre du cours
de Saint Flour [20] de Nicole El Karoui) et aussi pour que, à chaque date
intermédiaire t ∈ [0, T ], nous puissons partir d’une richesse x quelconque, il
suﬃt de placer à la date 0 la quantité xB0,t (B0,t désigne le zéro coupon pour
une maturité t, c-à-d., le prix que nous payons aujourd’hui pour avoir 1 euros
en t).
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Nous remarquons en particulier que si π est la stratégie composée, associée au
vecteur de proportion δ = δ1✶[0,t1] + δ
2
✶]t1,t2], alors la richesse optimale associée
vériﬁe pour tout t ∈ [t1, t2],
Xx,πt = X
t1,X
x,pi1
t1
,π2
t . (2.17)
2.5.2 Fonction valeur
Commençons par introduire la fonction coût J déﬁnie pour tout (t, x, ξ, π) ∈
R+ × R× Rd ×A(x,K) par
J(t, x, π) = E(U(T,X t,x,πT )/Ft) (2.18)
à laquelle nous associons le programme d’optimisation suivant
v(t, x) = ess supπ∈A(x,K) J(t, x, π) (2.19)
Dans la littérature la fonction v déﬁnie ci-dessus est appelée fonction valeur.
Comme la fonction d’utilité U est une fonction strictement concave croissante,
il est, alors, naturel de se demander si cette fonction valeur v possède les mêmes
propriétés que U . Nous considérons par conséquent deux réels x et x′ : x > x′
et π une stratégie admissible quelconque. Notons Xx,π et Xx′,π les richesses
issues de x et x′ de même stratégie π. Nous pouvons alors écrire que Xx,πˆ =
Xx
′,πˆ+Xx−x
′,πˆ, en remarquant que x−x′ > 0 et que par déﬁnition 2.2 équation
(2.14) πˆ est une stratégie admissible implique Xx−x′,πˆ ≥ 0, il s’en suit par
monotonie de U que
v(t, x) = ess supπ∈A(x,K) E(U(T,X
x,π
T /Ft) ≥ E(U(T,Xx
′,πˆ
T +X
x−x′,πˆ
T /Ft)
≥ E(U(T,Xx′,πˆT /Ft)
Ceci étant vrai pour toute stratégie admissible πˆ, en prenant le supremum à
droite de cette inégalité, nous montrons que v est croissante.
Nous nous intéressons maintenant à la concavité de la fonction valeur. Rap-
pelons d’abord que, comme U est strictement concave, pour toutes stratégies
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admissibles π1 et π2 et pour toutes richesses initiales x1 et x2 et λ ∈]0, 1[ nous
avons l’inégalité suivante,
U(T, λXx
1,π1
T + (1− λ)Xx
2,π2
T ) > λU(T,X
x1,π1
T ) + (1− λ)U(T,Xx
2,π2
T ) (2.20)
Pour pouvoir conclure il suﬃt de prouver que la richesse λXx
1,π1
T +(1−λ)Xx
2,π2
T
est une richesse admissible. Pour cela nous notons xλ = λx1 + (1 − λ)x2,
πλ = λπ1 + (1− λ)π2 et Xxλ,πλT = λXx
1,π1
T + (1− λ)Xx
2,π2
T . Comme l’ensemble
des stratégies admissibles est un ensemble convexe il s’en suit que πλ est une
stratégie admissible et par la suite la richesse Xxλ,π
λ
T est une richesse atteignable
issue du capital initiale xλ. En prenant le supremum sur toutes les stratégies π1
et π2 dans (2.20), il s’en suit
ess supπλ∈A(xλ,K) E(U(T,X
xλ,π
λ
T )/Ft) > λ ess supπ1∈A(x1,K) E(U(T,Xx
1,π1
T )/Ft)
+(1− λ) ess supπ2∈A(x2,K) E(U(T,Xx
2,π2
T )/Ft)
ou encore,
v(t, xλ) = v(t, λx
1 + (1− λ)x2) > v(t, x1) + (1− λ)v(t, x2), λ ∈]0, 1[
ce qui prouve que v est strictement convexe. Pour récapituler, nous avons le
théorème suivant.
Théorème 2.1. La fonction valeur v, du problème d’optimisation de porte-
feuille, déﬁnie dans (2.19) et croissante strictement concave.
La régularité de v ne peut être démontrer en raisonnant uniquement en terme
de la fonction d’utilité U , comme nous l’avons fait pour la monotonie et la
concavité. En eﬀet nous verrons dans les paragraphes qui suivent qu’en général
v n’est pas régulière. Par contre, sous certaines conditions, nous montrons, dans
le chapitre 3, la continuité et la dérivabilité de v.
2.6 Cadre markovien
2.6.1 Équations de Hamilton-Jacobi-Bellman
Dans ce paragraphe, nous traitons le cas markovien où nous supposons que
tous les paramètres du modèle sont des fonctions du temps et de l’état du
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système, c-à-d nous supposons que l’hypothèse suivante est satisfaite.
Hypothèse 2.4. Les paramètres du modèle, bi, σi, i = 1..d sont des fonctions
mesurables régulières de [0, T ] × Rd −→ Rd (respectivement de [0, T ] × Rd −→
Rd×d).
Dans toute la suite et dans ce cadre Markovien, nous supposons que v est une
fonction du temps t de la richesse x et du cours des actifs ξ. Nous rappelons
enﬁn que la solution du problème d’optimisation de portefeuille (2.13) est égale
à v(0, x, ξ).
Le but dans la suite est alors de montrer l’existence d’une stratégie optimale
admissible que nous noterons par π∗. Dans le cas où cette stratégie peut être
exprimée comme une fonction mesurable du temps et de l’état du système, π∗
est appelée un contrôle optimal Markovien pour (2.19).
Comme il est déjà indiqué le problème que nous considérons ici est un problème
à horizon ﬁni T . Soit alors 0 < h < T − t, et supposons que nous suivons la
stratégie π dans l’intervalle [t, t + h]. À l’instant t + h, l’état du système est
alors X t,x,πt+h et nous l’observons cette date. Supposons de plus qu’ à partir de
t+h, la politique optimale π∗s , t+h ≤ s ≤ T est connue et notons π˜ la stratégie
déﬁnie entre t et T par π˜ = π✶[t,t+h] + ✶]t+h,T ]. Le principe de Bellman dit que,
si l’on choisit πs sur [t, t+ h] de façon à maximiser l’expression J(t, x, ξ, π˜), on
obtient ainsi le contrôle π∗ optimal sur la période [t, t + h]. Ceci signiﬁe que
le contrôle optimal sur [t, T ] peut être décomposé en π∗s , s ∈ [t, t + h], et π∗s ,
s ∈ [t + h, T ], cette dernière étant la politique optimale démarrant en t + h
dans l’état X t,x,π
∗
t+h . Ceci n’est pas si évident sans l’hypothèse 2.3. Par la loi des
espérances conditionnelles itérées et par l’hypothèse 2.3.
v(t+ h, x, ξ) = J(t+ h, x, ξ, π∗)
= E(U(T,X t,x,π
∗
T )/Ft+h) (2.21)
Considérons la stratégie :
π˜ =
{
πs, t ≤ s ≤ t+ h
π∗s , t+ h ≤ s ≤ T
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D’après l’hypothèse 2.3 ci-dessus, cette stratégie est encore une stratégie admis-
sible et par conséquent nous pouvons écrire que
J(t, x, ξ, π˜) = E(U(T,X t,x,π˜T )/Ft) (2.22)
En utilisant par la suite l’identité (2.17), nous pouvons écrire que
J(t, x, ξ, π˜) = E(U(T,X
t+h,Xt,x,pi
t+h ,π
∗
T )/Ft)
= E
(
E(U(T,X
t+h,Xt,x,pi
t+h ,π
∗
T )/Ft+h)/Ft
)
= E(J(t+ h,X t,x,πt+h , ξ, π
∗)/Ft)
= E(v(t+ h,X t,x,πt+h , ξ)/Ft+h) (2.23)
Nous avons donc :
v(t, x, ξ) = ess supπ∈A(x,K)E(v(t+ h,X
t,x,π
t+h , ξ)/Ft+h) (2.24)
Nous dérivons maintenant, d’une manière formelle, l’équation de la programma-
tion dynamique obtenue à partir de (2.24). Considérons la stratégie constante
πs = π ∈ A sur [t, t+h]. A étant l’ensemble des stratégies admissibles constante
de A(x,K). Alors d’après (2.24), on a :
v(t, x, ξ) ≥ E(v(t+ h,X t,x,πt+h , ξ)/Ft+h)
Si nous faisons maintenant l’hypothèse suivante
Hypothèse 2.5. La fonction valeur v est dans la classe C1,2([0, T [,R× Rd)
alors en appliquant le formule d’Itô entre la date t et t+ h, il est facile d’écrire
v(t+ h,X t,x,πt+h , ξ) = v(t, x, ξ) +
∫ t+h
t
[
∂tv + Lξ,Xx,piv
]
ds
+
∫ t+h
t
[
v′πσs +
i=d∑
i=1
viξ
i
sσ
i
s
]
dWs (2.25)
où Lξ,X est l’opérateur déﬁni dans (2.2) par :
Lξ,Xpit w = b(t, ξ).∇ξw +
1
2
tr(σ(t, ξ)σ′(t, ξ)△ξw) + rtxw′
+
1
2
||πσ||2w′′+ < △σξ,xw, πσ > (2.26)
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et △σξ,x est l’opérateur donné dans (2.3) par :
△σξ,xw =
i=d∑
i=1
∂ξiw
′σi(t, ξ). (2.27)
En prenant l’espérance conditionnelle par rapport à Ft, il s’en suit l’identité :
E(v(t+ h,X t,x,πt+h , ξ)/Ft) = v(t, x, ξ) + E(
∫ t+h
t
[
∂tv + Lξ,Xx,pit v
]
ds/Ft) (2.28)
d’où en substituant dans (2.24) :
E(
∫ t+h
t
[
∂tv + Lξ,Xx,pit v
]
ds/Ft) ≤ 0 (2.29)
Vu les hypothèses de régularités portées sur v et les paramètres du modèle, nous
pouvons diviser par h et le faire tendre h vers 0, nous obtenons par conséquent,
∂tv + Lξ,Xx,pit v ≤ 0 (2.30)
Ceci étant valable quel que soit a ∈ A(x,K), il s’en suit,
∂tv + sup
π∈A
Lξ,Xx,pit v ≤ 0
Si de plus, nous supposons que π∗ est une stratégie optimale. Alors (2.24) est
simplement :
v(t, x, ξ) = E(v(t+ h,X t,x,π
∗
t+h , ξ)/Ft+h) (2.31)
Par des arguments similaires et avec des conditions de régularités sur v, nous
obtenons l’égalité suivante :
∂tv(t, x, ξ) + sup
π∈A
Lξ,Xx,pit v(t, x, ξ) = 0. (2.32)
Soit (t, x, ξ, π, u, p, w) ∈ [0, T ]× R× Rd × Rd × R× Rd × R.
Notons P l’opérateur déﬁni par
P(t, x, ξ, π, u, p, w) = 1
2
||πσ||2w + 〈πσ, ηu+ p)〉 (2.33)
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où ||.|| désigne la norme euclidienne de Rd.
Écrivons que
Lξ,Xx,pit v = Lξtv + rtxv′ + P (t, x, ξ, π, v,△σξ,xv, v′′)
et injectons ceci dans l’équation (2.32). Nous obtenons le théorème suivant :
Théorème 2.2. Si v est la fonction valeur du problème d’optimisation de por-
tefeuille, déﬁnie dans (2.19) satisfait l’hypothèse 2.5 de régularité, alors v est
solution de l’équation de HJB suivante :
∂tv(t, x, ξ) + Lξtv(t, x, ξ) + rtxv′(t, x, ξ)
+ sup
π∈A
P(t, x, ξ, π, v,△σξ,xv, v′′) = 0 (2.34)
avec comme condition terminale v(T, x, ξ) = U(T, x) pour tout x.
Nous réécrivons souvent ce théorème sous forme :
Corollaire 2.1. La fonction valeur v du problème d’optimisation de portefeuille
déﬁni dans (2.19) satisfait l’hypothèse 2.5 de régularité, alors v est solution de
l’équation de HJB suivante :{
∂tv(t, x) + rtxv
′(t, x, ξ) + Lξtv(t, x, ξ) + H(t, x, ξ, v′,△σξ,xv, v′′) = 0
v(T, x, ξ) = U(T, x)
(2.35)
où pour (t, x, ξ, u, p, w) ∈ [0, T ]× R× Rd × R× Rd × R :
H(t, x, ξ, u, p, w) = sup
π∈A
P(t, x, ξ, π, u, p, w). (2.36)
Cet opérateur H est appelé hamiltonien du problème de contrôle considéré.
L’ équation (2.35) est alors appelée équation de la programmation dynamique
ou équation de Hamilton-Jacobi-Bellman (HJB).
Remarque 2.3. Lorsque l’ensemble des stratégies (contrôles) est réduit à un
élément π, l’équation d’HJB se réduit à une EDP linéaire :
∂tv(t, x, ξ) + Lξtv(t, x, ξ) + rtxv′(t, x, ξ) + P (t, x, ξ, π, v′,△σξ,xv, v′′) = 0
v(T, x, ξ) = U(T, x) (2.37)
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correspondant à la fonction valeur :
v(t, x, ξ) = E(U(T,Xx,πT )) (2.38)
C’est la représentation de Feynman-Kac du problème de Cauchy.
Dans le cas contraire (l’ensemble des contrôles n’est pas réduit à un single-
ton) nous montrons que l’EDP vériﬁée par la fonction valeur est une EDP non
linéaire. En eﬀet,
Proposition 2.1. L’hamiltonien H du corollaire 2.1, équation (2.36), est donné
par
H(t, x, ξ, u, p, w) = − 1
2w
||
∏
Kσ
[ηtu+ p] ||2. (2.39)
Démonstration.
L’idée de cette démonstration consiste à montrer que le maximum dans (2.36)
est atteint en un processus optimal que nous expliciterons.
Le problème d’optimisation de portefeuille qui nous intéresse est alors, d’après
le corollaire précédent, le suivant
sup
π∈K
P(t, x, ξ, π, u, p, w) = 1
2
||πtσt||2w + 〈πtσt, ηtu+ p)〉 (2.40)
Nous commençons d’abord par écrire que
P(t, x, ξ, π, v′, v′′,△σξ,xv) = ||πtσt||2v′′ +
〈
πtσt, v
′ηt +△σξ,xv
〉
=
1
2
v′′||πtσt +
v′ηt +△σξ,xv
v′′
||2 − 1
2
v′′||v
′ηt +△σξ,xv
v′′
||2
ce qui implique
1
2
sup
π∈K
(1
2
||πtσt||2v′′ + 2
〈
πtσt, v
′ηt +△σξ,xv
〉 )
= −1
2
v′′||v
′ηt +△σξ,xv
v′′
||2 + 1
2
v′′ inf
π∈K
||
(
− v
′ηt +△σξ,xv
v′′
)
− πtσt||2.
Le passage du sup à l’inf est uniquement dû au théorème 2.1, où nous avons
montré la stricte concavité de v (v′′ < 0). Enﬁn pour conclure, il suﬃt juste de
remarquer que le terme en inf, n’est autre que la déﬁnition même de la distance
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de
−v′η+△σξ,xv
v′′
à l’ensemble convexe Aσ = Kσ. D’après les résultats du lemme
B.5, nous rappelons que l’inf est atteint en un unique point (stratégie optimale)
de Rd que nous noterons
π∗t (x) =
∏
Kσ
(
− v
′ηt +△σξ,xv
v′′
)
(t, x).
Par la suite, −v′′ > 0 et comme Kσ est un cône il est donc positivement homo-
gène d’après lemme assertion (a3), il s’en suit que
π∗t (x) = −
1
v′′
∏
Kσ
(
v′ηt +△σξ,xv
)
(t, x)
Il suﬃt par la suite d’injecter cette identité dans (2.33) pour conclure.
D’après ce dernier résultat, la proposition suivante est immédiate
Proposition 2.2.
Si la fonction valeur v du problème d’optimisation de portefeuille (2.19) est
dans la classe C1,2([0, T [,R× Rd), alors
(i) v est solution de l équation aux dérivés partielles suivante :

(∂tv + Lξtv + rtxv′)(t, x, ξt)−
1
2v′′
||
∏
Kσ
[
ηtv
′ +△σξ,xv
] ||2(t, x, ξt) = 0
v(T, x, ξ) = U(T, x)
(2.41)
(ii) La stratégie optimale, est donnée par
π∗t (x) = −
1
v′′
∏
Kσ
(
v′ηt +△σξ,xv
)
(t, x). (2.42)
(iii) La richesse optimale que nous noterons par Xx,∗ obéit à la dynamique
suivante{
dXx,∗t = rtX
x,∗
t ds− 1v′′
∏
Kσ
(
v′ηt +△σξ,xv
)
(t,Xx,∗t )(dWt + ηtdt) , 0 ≤ t ≤ T
Xx,∗0 = x.
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Remarque 2.4. Il est important de rappeler que la stricte concavité de v a
jouer un rôle très important pour établir ce résultat, car, dans le cas contraire,
l’ Hamiltonien H peut exploser.
À ce stade, nous avons supposé que la fonction valeur est suﬃsamment régu-
lière pour pouvoir appliquer le lemme d’Itô et établir l’équation de HJB (2.41)
que doit satisfaire v. En pratique l’approche est un peu diﬀérente, car nous ne
pouvons montrer en général cette propriété de régularité. L’idée est de procé-
der par vériﬁcation dans le sens suivant : supposons qu’il existe une solution
w régulière de l’équation (2.41), alors sous quelles hypothèses cette fonction w
coïncide-t-elle avec la fonction valeur v ?
Le résultat qui nous permet de déduire l’égalité entre ces deux fonctions w et
v est appelé le théorème de vériﬁcation et dont voici une version, adaptée au
problème que nous étudions.
Théorème 2.3. Soit w ∈ C1,2([0, T [×(R × Rd)) ∩ C0([0, T ] × (R × Rd)), à
croissance quadratique c’est à dire qu’il existe une constante k > 0 tel que
|w(t, x, ξ)| ≤ k(1 + |x|2),∀(t, x) ∈ [0, T ]× R× Rd (2.43)
(a) Si w satisfait ∀(t, x) ∈ [0, T ]× R

(∂tw + Lξw + rtxw′)(t, x, ξt) + sup
π∈K
P(t, x, ξ, π, w′, w′′,△σξ,xw) ≤ 0
w(T, x, ξ) ≤ U(T, x)
(2.44)
alors w ≤ v sur [0, T ]× R× Rd.
(b) Si de plus w(T, .) = U(T, .) et il existe une stratégie π∗ telle que les
inégalités (2.44) sont des égalités et telle que l’EDS
dXπ
∗
t = rtX
π∗
t dt+ π
∗
t σt(dWt + ηtdt) (2.45)
admet une solution, alors w = v.
Une version plus générale de ce théorème ainsi qu’une démonstration sont don-
nées au paragraphe 3.5 dans [94]. Une conséquence directe de ce théorème de
vériﬁcation est donnée dans le résultat suivant.
Théorème 2.4. Si w ∈ C1,2([0, T [×(R×Rd))∩C0([0, T ]×(R×Rd)) est solution
de (2.41), alors cette solution est unique.
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2.6.2 Modèle à facteur
Motivés par le fait qu’en réalité les paramètres du modèle sont très sensibles
aux informations disponibles sur le marché, nous allons supposer, toujours dans
le cadre markovien, que les paramètres de diﬀusions des actifs : bi, σi, i = 1..d
dépendent, outre les cours des actifs, d’un ensemble de facteurs supplémentaires.
La question est alors la suivante :
Sachant qu’on n’investit pas dans ces processus, comment la fonction valeur,
d’un investisseur, peut-elle être modiﬁée ?
Comment faut-il tenir compte de ces informations dans la description de l’équa-
tion de Hamilton-Jacobi-Bellman ?
Sans perte de généralité, nous supposons, pour simpliﬁer, que le nouveau facteur
ζ est un processus dans R, les calculs étant identiques dans le cas vectoriel. Nous
supposons de plus que
Hypothèse 2.6. ζ suit la dynamique :
dζt
ζt
= µtdt+ γtdWt. (2.46)
Désignons par ξ¯ le vecteur ((ξi)i=1..d, ζ) ∈ Rd+1 et par σ¯ la matrice variance
covariance donnée par σ¯
def
= ((σi)i=1..d, γ).
Toujours dans le cadre markovien, nous supposons que la fonction valeur v est
une fonction du temps t, x et ξ¯,
L’idée, comme nous l’avons expliquer, est de considérer des nouveaux facteurs
dans le modèle, sans toutefois les considérer comme des actifs c-à-d on n’y
investit pas de l’argent. Ainsi le nombre d’actifs ne change pas, ni les paramètres
du marché :
(r, η).
Nous remarquons, de même, que l’équation de la dynamique des richesses (2.12)
est à son tour invariante.
Supposons que v satisfait la nouvelle hypothèse de régularité suivante.
Hypothèse 2.7. La fonction valeur v est dans la classe C1,2([0, T [,R×Rd+1).
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Alors en appliquant la formule d’Itô entre t et t+ h à v(s,X t,x,as , ξ¯s), l’équation
(2.25) est remplacée par :
v(t+ h,X t,x,πt+h , ξ¯t+h) = v(t, x, ξ¯) +
∫ t+h
t
[
∂tv + Lξ¯,Xx,pis v
]
ds
+
∫ t+h
t
[
v′πsσs+ < ∇ξ¯, σ¯s >
]
dWs (2.47)
où nous rappelons que ∇ξ¯ n’est autre que le gradient de v en ξ¯ et par conséquent
< ∇ξ¯, σ¯s >=
∑d+1
i=1 viξ¯
i
sσ
i
s.
Nous voyons, clairement que l’ équation (2.47) est très analogue à (2.25). Il
suﬃt de remplacer Lξ,Xx,pi par Lξ¯,Xx,pi et < ∇ξ, σ > par < ∇ξ¯, σ¯ >, dans (2.25)
pour obtenir (2.47).
En se basant sur cette analogie, nous pouvons donc déduire de la proposition
2.2 , sans faire de calcul, le résultat suivant.
Proposition 2.3.
Si v(t, .) est la fonction valeur du problème d’optimisation de portefeuille, déﬁnie
dans (2.19) est dans la classe C1,2([0, T [,R× Rd+1), alors
(i) Elle est solution de l’ équation aux dérivés partielles suivante :


∂tv + Lξ¯tv + rtxv′ −
1
2v′′
||
∏
Kσ
[
ηtv
′ +△σ¯ξ¯,xv
]
||2 = 0
v(T, x, ξ¯) = U(T, x)
(2.48)
(ii) La stratégie optimale, est donnée par
π¯∗t (x) = −
1
u′′
∏
Kσ
(
u′ηt +△σ¯ξ¯,xu
)
(t, x). (2.49)
(iii) La richesse optimale que nous noterons X¯x,∗ obéit à la dynamique sui-
vante{
dX¯x,∗t = rtX¯
x,∗
t dt− 1u′′
∏
Kσ
(
u′ηt +△σ¯ξ¯,xu
)
(t,Xx,∗t )(dWt + ηtdt) , 0 ≤ t ≤ T
X¯x,∗0 = x.
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Remarque 2.5. Dans le cadre de ce paragraphe, nous voyons bien que ζ peut
être interprété comme un (d+1)ème actif, et le fait de ne pas investir en cet actif
revient à considérer des nouvelles stratégies π¯ = (π, π¯d = 0) ∈ K¯ = K × {0} ⊂
Rd+1.
Par contre, le fait que nous n’investissons pas dans cet actif apparaît au niveau
du projecteur
∏
Kσ, où nous n’avons pas remplacer σ par σ¯, contrairement aux
deux opérateurs Lξ¯ et △σ¯
ξ¯,x
où nous avons fait les remplacements nécessaires,
car c’est à ce niveau qu’ apparaît l’impact d’une nouvelle information ζ sur la
fonction valeur v. Cet impact est mesuré en terme de dérivée de v par rapport
à cette variable.
À partir de cette remarque, tous les résultats du paragraphe précédent 2.5
peuvent alors être généralisés dans le contexte de cette section.
2.7 Approche des équations de Bellman par les
solutions de viscosité
Nous avons vu dans le paragraphe précédent, comment le principe de pro-
grammation dynamique permet d’étudier le problème d’optimisation de por-
tefeuilles. Ce principe est un outil très puissant mais, dans son approche, il
suppose a priori que la fonction valeur soit suﬃsamment régulière, ce qui n’est
pas forcément toujours vrai.
Une méthode plus générale est donc nécessaire, cette méthode est la méthode
des solutions de viscosité introduite au début par Crandall et Lions [12] pour
des équations diﬀérentielles du premier ordre. Cette méthode a été, par la suite,
généralisée aux équations diﬀérentielles du second ordre, et c’est plutôt ces der-
nières qui nous intéressent dans notre étude.
Ce paragraphe sera alors consacré à l’introduction de la notion de solutions
de viscosité, et aux outils nécessaires pour aborder les problèmes de contrôle
stochastique de manière générale, notamment la notion de sursolution (sous-
solution) de viscosité et le principe de comparaison pour des équations aux
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dérivés partielles non-linéaire du second ordre, s’écrivant sous la forme,
F (t, y, u(t, y), ∂tu(t, y), u
′(t, y), u′′(t, y)) = 0, (t, y) ∈ [0, T ]× I (2.50)
où I est un ouvert de Rd+1, et u′ (respectivement u′′) est le gradient (respecti-
vement la matrice jacobienne ) de u par rapport à y.
Dans le problème qui nous intéresse, il faut comprendre un point y de Rd+1
comme un vecteur dont la première composante est la richesse x et les d der-
nières composantes coïncident avec celle du cours des actifs ξ ∈ Rd.
Nous donnerons, dans un premier temps, les déﬁnitions et les premiers résultats
de manière générale, et ce pour rappeler le principe de cette approche. Nous
reviendrons par la suite au cadre précis qui nous intéresse, c-à-d le cas des
équations de HJB étudiées dans le paragraphe précèdent correspond à :
−F (t, (x, ξ), u, v, p, w) = v + rtp1 + Lξu+H(t, (x, ξ), p1, (pi)d+1i=2σ,w11) (2.51)
Le signe moins que nous rajoutons devant F ne change en aucun cas ni la
nature du problème ni les résultats, mais sert uniquement à ce que F , ainsi
déﬁnie, vériﬁe les conditions d’ellipticité et de parabolicité dans la suite. Les
résultats que nous énoncerons sont démontrés rigoureusement par Huyên Pham
dans le chapitre 4 de son livre [94] .
2.7.1 Définition des solutions de viscosité
Nous supposons que la fonction F ci-dessus est une fonction continue de
[0, T ]×I ×R×R×Rd+1×Md+1 dans R, oùMd+1 est l’ensemble des matrices
carrées de dimension d+ 1.
Nous supposons de plus que cette fonction satisfait les deux conditions de pa-
rabolicité et d’ellipticité suivantes :
Condition de parabolicité
F satisfait la Condition de parabolicité, si pour tout t ∈ [0, T ], x ∈ I u ∈ R
v ∈ R, p ∈ Rd+1 , w,w′ ∈Md+1,
w ≤ w′ ⇒ F (t, y, u, v, p, w) ≥ F (t, y, u, v, p, w′).
Condition d’ellipticité
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F satisfait la Condition d’ ellipticité, si pour tout t ∈ [0, T ], x ∈ I u ∈ R
v, v′ ∈ R, p ∈ Rd+1 , w ∈Md+1,
v ≤ v′ ⇒ F (t, y, u, v, p, w) ≥ F (t, y, u, v′, p, w).
Remarque 2.6. Dans le cadre qui nous intéresse, il est facile de vériﬁer que
la condition de parabolicité est satisfaite pour F . En remarquant la propriété
suivante, de l’opérateur de projection sur un cône :
v ≤ v′ ⇒ ||
∏
Kσ
(v + a)|| ≥ ||
∏
Kσ
(v′ + a)||,∀a ∈ Rd
alors la condition d’ellipticité est aussi facilement vériﬁée.
Définition 2.4. Soit v une fonction localement bornée de I dans R (c-à-d pour
tout voisinage de y ∈ I il existe un voisinage compact U(y) tel que u soit bornée
sur ce voisinage, on déﬁnit alors
– son enveloppe semicontinue supérieure (la plus petite fonction semiconti-
nue supérieurement (s.c.s) majorant v sur I) v∗ : I¯ → R, par :
v∗(a) = lim sup
x→a
v(y)
– son enveloppe semicontinue inférieure v∗ (la plus grande fonction semi-
continue inférieurement (s.c.i) minorant v sur I) par,
v∗(a) = lim inf
y→a
v(y)
Remarque 2.7. Notons qu’une fonction v localement bornée sur I est
– semicontinue supérieurement (respectivement inférieurement) si et seule-
ment si v = v∗ (respectivement v = v∗) sur I.
– est continue si et seulement si elle est à la fois semicontinue supérieure-
ment et semicontinue inférieurement, c-à-d v = v∗ = v∗ sur I.
Définition 2.5. Soit v : I → R une fonction localement bornée,
(1) On dit que v est une sursolution de viscosité (discontinue) de (2.50) si
F (t, ymin, v∗, ∂tφ(ymin), φ
′(ymin), φ
′′(ymin)) ≥ 0
pour toute fonction φ ∈ C2([0, T ] × I) et pour tout ymin ∈ I tel que ymin
est un minimum local de v∗ − φ.
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(2) On dit que v est une sous-solution de viscosité (discontinue) de (2.50)
F (t, ymax, v
∗, ∂tφ(ymax), φ
′(ymax), φ
′′(ymax)) ≤ 0
pour toute fonction φ ∈ C2([0, T ]× I) et pour tout ymax ∈ I tel que ymax
est un maximum local de v∗ − φ.
(3) On dit que v est une solution de viscosité (discontinue) de (2.50) si et
seulement si elle est à la fois une sursolution et une sous-solution de
viscosité de (2.50).
Remarque 2.8. Si v est une sursolution (respectivement sous-solution ) de
viscosité de (2.50) alors v∗ (respectivement v∗) est une sursolution (s.c.i) (res-
pectivement sous-solution (s.c.s)) de viscosité de (2.50).
En particulier d’après la remarque 2.7, nous avons la proposition suivante :
Proposition 2.4. Soit v ∈ C2([0, T ] × I). Alors v est une sursolution (res-
pectivement sous-solution) de viscosité de (2.50) si et seulement si v est une
sursolution (respectivement sous-solution) classique de (2.50).
2.7.2 Principe de comparaison
Une des questions fondamentales que nous pouvons nous poser à ce niveau
est la suivante :
Supposons qu’il existe une solution de viscosité de (2.50), étant données des
conditions aux bords, cette solution est-elle unique ?
Comme pour les principes de comparaison classiques (pour les solutions régu-
lières), il existe un principe de comparaison dit fort qui permet de comparer
une sous-solution de viscosité de (2.50) et une sursolution de viscosité à partir
de leur comparaison sur le bord du domaine I noté par ∂I. Ce principe est le
suivant :
Si v est une sous-solution de viscosité s.c.s. de (2.50) et u une sursolution s.c.i.
de viscosité de (2.50) telle que v∗ ≤ u∗ sur ∂I alors
v ≤ u sur I¯ def= I ∪ ∂I.
Un des résultats immédiats de ce principe de comparaison est le lemme suivant.
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Lemme 2.1. Considérons l ’EDP (2.50) avec une condition au bord f , alors
s’il existe une solution ( de viscosité) v vériﬁant v = f sur le bord ∂I alors elle
est unique.
Démonstration. Supposons qu’il existe deux solutions de viscosité u et v de
(2.50) avec la même condition au bord, alors on aura à la fois v∗ ≤ u∗ et
u∗ ≤ v∗ sur ∂I, en appliquant le principe de comparaison fort on obtient :
v∗ ≤ u∗ et u∗ ≤ v∗ sur I
Ceci d’une part, mais d’autre part par déﬁnition v∗ ≤ v∗ et u∗ ≤ u∗, en combi-
nant avec ce qui précède on déduit les égalités suivantes :
v∗ = v
∗ = u∗ = u
∗ sur I
ce qui est équivalent à u = v sur I, mais aussi u = u∗ = u∗ d’où la continuité
de la solution sur I.
Remarque 2.9. Il est très évident que ce principe de comparaison fort est un
outil très puissant qui permet de montrer l’unicité, la continuité et de comparer
une sous-solution et une sursolution. Mais il faut faire attention quant à son
application et surtout dans le cadre où ∂O = ∅ qui nécessite des conditions
supplémentaires. Mais ceci n’est pas notre cas car à la date de maturité T la
fonction valeur est donnée.
2.7.3 Programmation dynamique et solutions de visco-
sité
Nous nous plaçons dans ce paragraphe dans le cadre du problème d’optimisa-
tion qui nous intéresse, c-à-d le problème (2.19). Nous donnerons les principaux
résultats qui montrent comment le principe de la programmation dynamique,
sous certaines hypothèses faibles sur la régularité de la fonction valeur v (2.19),
nous permet encore une fois de montrer que cette fonction valeur est solution
de l’équation de Hamilton-Jacobi-Bellman au sens de la viscosité. Nous ne dé-
montrons pas les résultats dans cette section, toutes les preuves rigoureuses sont
fournies dans le paragraphe 4.4 de [94].
Pour cela nous commençons par le premier résultat.
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Proposition 2.5. Supposons que la fonction valeur v est localement bornée sur
le domaine [0, T [×I, alors v est une sous-solution de viscosité de (2.35) c-à-d
∂tv(t, x) + qtxv
′(t, x, ) + Lξv(t, x, ξ) + H(t, x, ξ, v′,△σξ,xv, v′′) = 0.
Proposition 2.6. Supposons que la fonction valeur v est localement bornée sur
le domaine [0, T [×I, alors v est une sursolution de viscosité de (2.35) c-à-d
∂tv(t, x) + qtxv
′(t, x, ) + Lξv(t, x, ξ) + H(t, x, ξ, v′,△σξ,xv, v′′) = 0.
Nous notons que la démonstration de ce dernier résultat est légèrement diﬀé-
rente de celle de la proposition qui précède, car elle n’est obtenue que sous une
condition supplémentaire qui tient compte du fait que le hamitonien H peut
exploser, très particulièrement lorsque l’ensemble des stratégies admissibles est
non-borné. Or nous avons montré dans la section 2.5 que l’opérateur à maxi-
miser P (donnée par 2.33) est strictement convexe en π, vu la stricte convexité
de la fonction d’utilité U et par conséquent celle de v (théorème 2.20), ce qui a
induit que l’hamitonien dans le problème, déﬁni dans 2.36, est ﬁni. C’est pour
cette raison que l’énoncé de cette dernière proposition est diﬀérent de celui de
la proposition 4.4.3 dans [94].
En combinant les deux derniers résultats, nous avons alors le résultat général
suivant.
Théorème 2.5. Supposons que la fonction valeur v est localement bornée sur
le domaine [0, T [×I, alors v est une solution de viscosité de (2.35) c-à-d
∂tv(t, x) + qtxv
′(t, x, ) + Lξv(t, x, ξ) + H(t, x, ξ, v′,△σξ,xv, v′′) = 0.
2.8 Utilité et changement de numéraire
Avant d’exposer l’idée générale de ce travail, rappelons la déﬁnition d’un
numéraire.
Définition 2.6. Un numéraire est une référence monétaire, c-à-d un processus
d’Itô continu, adapté et strictement positif.
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Le but de ce paragraphe est le suivant : nous supposons que l’agent veut investir
dans un second marchéMY dont le numéraire est noté par (Yt)t≥0 (par exemple
Y peut représenter le taux de change Euros/Dollars). Par conséquent, il va
redéﬁnir son portefeuille et tentera naturellement, comme dans le cadre du
marché initial, de trouver la meilleure stratégie qu’il doit suivre. A ce stade, et
aﬁn de trouver le critère d’optimalité dans ce nouveau marché ﬁnancier, l’agent
doit répondre aux questions suivantes :
– Dans ce nouveau problème d’optimisation, l’agent doit-il garder la même
fonction d’utilité U ?
– Si non, quelle utilité UY doit-il déﬁnir, et quel est lien avec la fonction
d’utilité initiale U ?
– Le numéraire étant lui-même une source de risque, comment cette utilité
doit-elle en tenir compte ?
L’idée dans la suite est de raisonner comme si le numéraire était une simple
constante (non risquée) et ce en raisonnant en terme de fonctions valeurs u et
uY dans les deux marchés, fonctions déﬁnies

u(x) = sup
π∈A(x,K)
E (U(T,Xx,πT ))
uY (z) = sup
πˆ∈A(z,Kˆ)
E
(
Uy(T, Xˆz,πˆT )
) (2.52)
où nous avons noté
i) πˆ les stratégies de portefeuilles dans le nouveau marché,
ii) Kˆ le nouveau espace de contraintes,
iii) Xˆz,πˆ le processus de richesse dans MY , issu de la richesse z suivant la
stratégie πˆ.
L’avantage de raisonner à la date t = 0 est que, d’un côté, la valeur du numéraire
est une constante connue (non risquée) et d’un autre coté, ces deux fonctions
valeurs s’interprètent naturellement comme étant les fonctions d’utilité à la date
d’aujourd’hui de l’investisseur dans les deux marchés. Donc en examinant u et
uY , nous simpliﬁons de manière considérable les questions posées ci-dessus.
En eﬀet, nous savons que z et zy (Y0 = y) représentent la même richesse expri-
mée dans deux monnaies diﬀérentes. Par conséquent, il est naturel de supposer
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que l’agent leur associe la même satisfaction dans les deux marchés, donc la
même utilité, c-à-d uY (z) = u(zY ),
ce qui implique que
sup
π∈A(x,K)
E (U(T,Xx,πT )) = sup
πˆ∈A(x
y
,Kˆ)
E
(
Uy(T, Xˆ
x
y
,πˆ
T )
)
. (2.53)
Ceci traduit alors une condition initiale à la date t = 0 que doit satisfaire la
nouvelle utilité.
Comme la propriété d’autoﬁnancement est invariante par changement de numé-
raire, cela implique que les portefeuilles dans le nouveau marché Xˆ
x
y
,πˆ
T , multi-
pliés par Y sont encore des portefeuilles dans le marché initial. Par conséquent,
il existe π ∈ K tel que
Xˆ
x
y
,πˆ
T YT = X
x,π
T .
Le problème d’optimisation de portefeuille dans le nouveau marché peut donc
se transformer en un problème d’optimisation dans le marché initial. Ainsi,
l’équation (7.2) devient
sup
π∈A(x,K)
E (U(T,Xx,πT )) = sup
π∈A(x,K)
E
(
Uy(T,
Xx,πT
YT
)
)
. (2.54)
Remarquons enﬁn que le terme à gauche de cette identité peut se réécrire, en
multipliant et en divisant par YT , sous la forme suivante
sup
π∈A(x,K)
E
(
U(T, YT
Xx,πT
YT
)
)
(2.55)
Ainsi, pour représenter l’utilité de l’investisseur dans le nouveau univers, un
candidat naturel s’impose et est donné simplement par UY (T, z) = U(T, YT z).
Pour conclure, il est important de noter que, par le simple raisonnement que
nous venons de faire et en partant d’une utilité déterministe dans un marché
initial, nous aboutissons à une seconde utilité dans un nouveau numéraire, une
utilité qui est bien un processus stochastique, d’où encore une fois l’intérêt que
nous porterons de manière générale à des utilités stochastiques qui à priori sont
mieux adaptées à intégrer les données du marché dans lequel nous nous plaçons
ainsi que son évolution au cours du temps (par exemple l’évolution du numéraire
et le risque qu’il génère).
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Il est important de mentionner que dans ce qui précède, nous ne montrons
pas que z 7→ U(T, YT z) est l’unique utilité, vériﬁant la condition (7.2), que
l’investisseur peut considérer pour représenter ses préférences. Il est possible
qu’il en existe d’autres. Donc, l’unicité reste à étudier. Ainsi, il est inévitable
de poser les quelques questions qui suivent :
– Sachant que ces utilités vériﬁent la même condition (7.2), sont-elles liées ?
– Est-ce que cette condition initiale détermine complètement l’utilité ?
– Plus général, connaissant la fonction d’utilité d’un agent à une date t,
pouvons-nous la décrire dans le futur ?
Pour répondre à ces interrogations, il est important de noter que à priori ces
utilités dépendent forcément, outre de la richesse z dans ce monde, du cours du
numéraire (taux de change). Donc il n’y a aucune raison pour qu’elles soient
des vraies fonctions déterministes de la richesse. Ceci nous suggère la piste des
utilités stochastiques, et nous verrons dans la deuxième partie de ce manuscrit
qu’ ainsi posé, notre problème est très semblable à la caractérisation de ce qu’on
appelle forward dynamic utility, notion introduite récemment par Zariphopoulou
et Musiela (voir par exemple [84], [87], [89], [91]...)
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3.1 Introduction
Nous avons vu dans le chapitre précédent, comment les méthodes de pro-
grammation dynamique et de contrôle stochastique, nous ont permis d’établir
des équations aux dérivées partielles non linéaires (équations de HJB) que
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doivent satisfaire les fonctions valeurs d’un problème d’optimisation de por-
tefeuille. Mais le principe de cette méthode repose sur le fait que le marché
était supposé markovien, c’est-à-dire que les paramètres du modèles sont des
fonctions déterministes du temps et de l’état du système (cours des actifs) ainsi
que la solution v.
L’introduction par Ross [99], Harrison et Kreps [41], et Harison et Pliska [40]
des mesures martingales équivalentes a permis de considérer un modèle plus gé-
néral où le marché n’est plus supposé markovien. Cette nouvelle technique est
basée sur l’approche par dualité du problème d’optimisation de portefeuille. Le
cadre du marché complet, où l’ensemble des mesures martingales est réduit à un
seul élément, a été développé, essentiellement, par Cox et Huang [11], Karatzas,
Lechoczky et Shreve [53] et Pliska [97]. Le modèle plus compliqué de marché
incomplet a été considéré par He et Pearson [42], Karatzas et Shreve et Xu [54]
puis par Kramkov et Shachamayer [60, 61].
Le but de ce chapitre est d’étudier le problème d’optimisation de portefeuille
d’un point de vue dual.
Le modèle de marché considéré dans ce chapitre est un modèle de marché incom-
plet, constitué d’ un actif sans risque ξ0, dont nous supposons le prix constant
égal à 1, et de d actifs risqués dont les prix notés (ξi)i=1..d sont des semimartin-
gales, dans un espace de probabilité ﬁltré (Ω, (Ft)t≤T ,P).
Un vecteur π ∈ Rd est une autoﬁnançante, pour une richesse initiale x, π est
un processus progressif intégrable par rapport à ξ, ainsi la richesse réalisée Xx,πt
partant d’un capital initial x et suivant la stratégie π est donnée par
Xx,πt = x+
∫ t
0
πsdξs, t ≤ T. (3.1)
Pour x ∈ R+, nous notons par X (x), la famille des richesses positives à tout
instant t ≤ T , c-à-d. Xx,πt ≥ 0 pour tout t ∈ [0, T ], partant de x et dont la
stratégie π est une stratégie autoﬁnançante. Autrement dit,
X (x) = {Xx,π ≥ 0 : Xx,πt = x+
∫ t
0
πsdξs, t ≤ T, π autoﬁnançante}. (3.2)
Notons par Me l’ensemble des probabilités équivalentes (probabilités martin-
gales), déﬁni par
Me = {Q ∼ P : ∀X ∈ X (.), X est une Q-martingale locale } . (3.3)
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Comme nous nous plaçons dans un marché sans opportunité d’arbitrage nous
supposons que
Me 6= ∅. (3.4)
3.1.1 Le problème d’optimisation de portefeuille
Soit U une fonction d’utilité d’un agent à maturité T . Nous rappelons que
U est une fonction continue sur son domaine dom(U) = {x ∈ R : U(x) > −∞},
dérivable, strictement croissante et strictement concave à l’intérieur de dom(U).
Dans ce chapitre nous nous plaçons dans le cadre où
Hypothèse 3.1. La fonction d’utilité U satisfait
dom(U) = [0,+∞] (3.5)
ce qui veut dire que, seulement, les richesses positives sont autorisées.
Nous supposons, de plus, que U satisfait l’hypothèse dite d’Inada suivante :
Hypothèse 3.2. La fonction d’ utilité U satisfait
U ′(0)
def
= lim
x↓0
U ′(x) = +∞, et U ′(∞) def= lim
x→+∞
U ′(x) = 0. (3.6)
Une fois sur le marché, cet agent cherchera à déterminer sa stratégie optimale
et sa fonction valeur u donnée par le problème d’optimisation suivant :
u(x) = sup
X∈X (x)
E(U(T,XT )). (3.7)
Supposons ensuite :
Hypothèse 3.3. Il existe x0 > 0 tel que la fonction valeur u, satisfait
u(x0) < +∞. (3.8)
Remarque 3.1. Remarquons que cette hypothèse est équivalente à
u(x) < +∞, ∀x > 0. (3.9)
En eﬀet, comme U est croissante concave, il en est de même pour la fonction
valeur u. Donc la croissance de u va impliquer dans un premier temps que, pour
tout x ≤ x0, u(x) ≤ u(x0) < +∞.
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Soit maintenant x1 ≥ x0 quelconque. Pour conclure il faut montrer que
u(x1) < +∞. Pour cela il faut juste remarquer qu’on peut toujours trouver un
x′0 ≤ x0, λ ∈ [0, 1] : x0 = λx1 + (1 − λ)x′0, donc, puisque u est concave, nous
déduisons l’inégalité suivante
u(x1) ≤ u(x0)− λu(x
′
0)
1− λ < +∞. (3.10)
Notons que l’ hypothèse 3.3 porte directement sur la fonction valeur en elle-
même, ce qui peut nous paraître étrange, mais nous verrons dans la suite qu’elle
est automatiquement satisfaite dès que U vériﬁe une condition dite d élasticité
asymptotique. Avant d’introduire la méthode dite duale, quelques hypothèses
et déﬁnitions sont nécessaires, nous supposons par exemple que dans toute la
suite les fonctions d’utilités que nous allons considérer vériﬁent les conditions
d’Inada 3.2, ce qui va nous permettre, dans un premier temps, d’introduire la
notion du convexe dual, appelé aussi la transformée de Fenchel.
3.2 Approche par Dualité
3.2.1 Fonctions polaires : transformée de Fenchel-Legendre
Définition 3.1. On appelle transformée de Fenchel d’une fonction U de Rd
dans R¯, croissante concave et vériﬁant l’hypothèse 3.2, la fonction U˜ , déﬁnie
par :
U˜(y) = sup
x∈Rd
[U(x)− xy] , y ∈ Rd. (3.11)
Nous notons dom(U˜) le domaine de U˜ donné par
dom(U˜) =
{
y > 0 : U˜(y) < +∞
}
.
La fonction polaire U˜ ainsi déﬁnie comme le supremum point par point des
fonctions aﬃnes y 7→ U(x) − xy est alors une fonction convexe sur Rd. La
fonction U˜ est aussi appelée fonction polaire.
On peut également déﬁnir la transformée de Fenchel-Legendre de la transformée
de Fenchel-Legendre. Dans les résultats suivants, nous établissons un lien entre
la diﬀérentiabilité de U et celle de son dual.
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Proposition 3.1. Soit U une fonction concave semi-continue inférieurement
de Rd dans R¯ et U˜ sa transformée de Fenchel. Alors pour tout x, y ∈ Rd, les
équivalences suivantes sont satisfaites
y ∈ ∂U(x)⇔ x ∈ ∂U˜(y)⇔ U(x) = xy + U˜(y). (3.12)
Proposition 3.2. Soit U une fonction concave semicontinue inférieurement
de Rd dans R¯, strictement concave sur Int(dom(U)). Alors sa transformée de
Fenchel-Legendre U˜ est diﬀérentiable sur Int(dom(U˜)). Si de plus, U est diﬀé-
rentiable sur Int(dom(U)) alors son gradient U ′ est une bĳection de Int(dom(U))
dans Int(dom(U˜)) avec U ′ = −(U˜ ′)−1 et U˜ est est strictement convexe sur
Int(dom(U˜)).
Dans la suite, les fonctions U qui nous intéressent sont des fonctions à une
variable déﬁnies sur R∗+. Nous retenons en particulier le résultat suivant.
Lemme 3.1. Soit U une fonction concave croissante dérivable telle que U ′(∞) =
0, notons I = (U ′)−1 (strictement décroissante, et vériﬁant I(0) = +∞, I(+∞) =
0), alors le dual convexe U˜ de U est une fonction croissante semi-continue vé-
riﬁant :
(i) Le dual convexe U˜ , est donné par
U˜(y) =


U(I(y))− yI(y) si y > 0
U(∞) si y = 0
∞ si y < 0.
(3.13)
(ii) U˜ ′ est déﬁnie, continue croissante U˜ ′ = −I.
(iii) La transformation duale (3.11) admet une transformation inverse. En ef-
fet U peut être retrouvée par la formule
U(x) = inf
y>0
[
U˜(y) + xy
]
, x > 0 (3.14)
ou encore pour tout x > 0,
U(x) = U˜((U˜)−1(−x)) + x(U˜)−1(−x). (3.15)
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3.2.2 La formulation duale : idée générale
Comme l’indique le titre, ce paragraphe a pour but de simpliﬁer la compré-
hension de cette nouvelle approche, en donnant simplement l’idée générale de
cette méthode, les détails de calculs et les diﬃcultés techniques seront abordés
et étudiés essentiellement dans le paragraphe suivant.
Soient x > 0, y > 0, XT ∈ X (x) et enﬁn ZT ∈ Me, alors par (3.3) et par
déﬁnition du conjugué U˜ , nous avons :
E(U(XT )) ≤ E(U˜(yZT ) + yZTXT ) ≤ E(U˜(yZT )) + yx (3.16)
ceci étant vrai pour tout Z ∈Me, en particulier l’inégalité suivante est vraie :
E(U(XT )) ≤ inf
ZT∈Me
E(U˜(yZT )) + yx. (3.17)
Notons ensuite u˜ la fonction valeur du problème dit dual suivant :
u˜(y)
def
= inf
ZT∈Me
E(U˜(yZT )). (3.18)
Prenons le supremum sur tous les XT et l’inﬁmum sur tous les y dans (3.17),
nous obtenons :
u(x) ≤ inf
y>0
[u˜(y) + xy] = inf
y>0, ZT∈Me
[E(U˜(yZT )) + yx] (3.19)
Intéressons-nous au problème d’optimisation à droite de cette inégalité
inf
y>0
[u˜(y) + xy] = inf
y>0, ZT∈Me
[E(U˜(yZT )) + yx]. (3.20)
et supposons qu’il existe un couple, (y∗, Z∗T ), optimal pour ce problème. Alors
en posant
X∗T = I(y
∗Z∗T ), (3.21)
l’idée est alors de montrer que cette variable X∗T est non seulement dans l’espace
X (x), mais aussi que X∗TZ∗T est une martingale c-à-d :
E(X∗TZ
∗
T ) = x. (3.22)
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De plus les équations (3.21) et (3.13) vont nous permettre, en particulier, d’écrire
que
U(X∗T ) = U(I(y
∗Z∗T ))
= U˜(y∗Z∗T ) + y
∗Z∗T I(y
∗Z∗T )
= U˜(y∗Z∗T ) + y
∗Z∗TX
∗
T . (3.23)
En prenant l’espérance et en tenant compte de l’identité (3.22), nous obtenons
E(U(X∗T )) = E(U˜(y
∗Z∗T )) + y
∗E(Z∗TX
∗
T )
= E(U˜(y∗Z∗T )) + y
∗x. (3.24)
Or par déﬁnition de la fonction valeur u (équation (3.7)), nous avons l’inégalité
E(U(X∗T )) ≤ u(x).
Combinons cette dernière inégalité avec (3.19), nous déduisons que c’est bien
une égalité. Ce qui implique que non seulement cette variable Xx,∗T est optimale
pour le problème primal, mais aussi que la relation de conjugaison pour les deux
fonctions valeur du problème primal u et du problème dual u˜ est satisfaite,
u(x) = inf
y>0
{u˜(y) + xy} = u˜(y∗) + xy∗. (3.25)
Remarque 3.2. Supposons que ∀y > 0 il existe ZT ∈Me : E(U˜(yZT )) <∞,
alors la fonction valeur du problème dual est ﬁnie, c-à-d
u˜(y) <∞ , ∀y > 0
donc, d’après l’inégalité (3.19),
u(x) ≤ inf
y>0
{u˜(y) + xy} < +∞.
En particulier,
u(x)
x
≤ u˜(y)
x
+ y, ∀x, y > 0. (3.26)
Nous en dédui alors, en passant à la limite supérieure, que la condition
lim sup
x→∞
u(x)
x
≤ 0
est satisfaite.
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3.3 Résolution par dualité
Notons L0+(Ω,FT ,P) l’ensemble des variables aléatoires FT -mesurables et
positives p.s, et pour x ∈ R, nous noterons par C(x) l’ensemble des actifs contin-
gents qui peuvent être sur-couverts sans risque à partir de la richesse initiale x
et d’une stratégie de portefeuille admissible,
C(x) = {XT ∈ L0+(Ω,FT , P ) : ∃π ∈ A(x), Xx,πT ≥ XT}
=
{
XT ∈ L0+(Ω,FT , P ) : ∃π ∈ A(x), x+
∫ T
0
πsdξs ≥ XT
}
(3.27)
Ceci nous amène alors à la formulation duale de C(x) suivante
XT ∈ C(x)⇔ E(ZTXT ) ≤ x, ∀Z ∈Me (3.28)
La raison pour laquelle nous introduisons l’ensemble C(x) est due essentiel-
lement à ces propriétés intéressantes dans toute cette approche par dualité et
notamment le fait que C(x) soit fermé pour la convergence en mesure (théorème
3.9 ) contrairement à X (x). De plus, nous avons le lemme suivant :
Lemme 3.2. Dans la déﬁnition (3.7) de la fonction valeur u, nous pouvons
remplacer l’ensemble X (x) par C(x). En d’autres termes
u(x) = sup
X∈X (x)
E(U(T,XT )) = sup
X∈C(x)
E(U(T,XT )). (3.29)
Démonstration. En remarquant que X (x) ⊂ C(x),
sup
X∈X (x)
E(U(T,XT )) ≤ sup
X∈C(x)
E(U(T,XT )). (3.30)
Par la suite, comme pour tout X ∈ C(x), il existe X ′ ∈ X (x) tel que X ′ ≥ X,
il en découle, par monotonie de la fonction d’utilité U , l’inégalité dans l’autre
sens.
En se basant sur ce lemme, nous pouvons alors énoncer un premier résultat
d’existence d’une richesse optimale au problème (3.29).
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3.3.1 Résultats d’existence
Nous supposons, dans ce paragraphe, que la fonction valeur u vériﬁe l’hypo-
thèse suivante,
Hypothèse 3.4.
lim sup
x→+∞
u(x)
x
≤ 0. (3.31)
Notons, qu’encore une fois, l’hypothèse 3.4 est une hypothèse sur la fonction
valeur, nous verrons dans la suite qu’une hypothèse dite d’élasticité asympto-
tique sur la fonction d’utilité U est suﬃsante pour que les hypothèses 3.3 et 3.4
soient toutes les deux satisfaites.
Avant de poursuivre nos investigations et d’écrire une nouvelle méthode de
résolution nous nous intéressons d’abord, dans ce paragraphe, à la question de
l’existence d’une solution à notre problème. Nous allons donc montrer l’existence
d’une telle solution et nous verrons dans la preuve du théorème qui suit que la
condition (3.8) est la condition nécessaire pour surmonter certaines diﬃcultés
de la démonstration, nous donnerons aussi dans la suite quelques conditions
portant sur U pour que cette hypothèse soit satisfaite.
Théorème 3.1. Soit U une fonction d’utilité vériﬁant les hypothèses 3.2 et 3.3
et dont le domaine est dom(U) = [0,+∞], alors pour tout x > 0, il existe une
unique solution Xx,∗T au problème (3.29).
Démonstration. Commençons par la partie facile de cette démonstration.
Unicité :
Supposons qu’il existe deux portefeuilles optimaux X1 et X2 pour le problème
d’optimisation de portefeuille qu’on considère, telles que
P(Xx,1 6= Xx,2) > 0.
Posons, ensuite, X = X
1+X2
2
. Alors par la stricte concavité de la fonction U , il
en découle
E(U(X)) = E(U(
Xx,1 +Xx,2
2
)) >
1
2
(E(U(Xx,1)) + E(U(Xx,2))) = v(x)
ce qui est contradictoire à la déﬁnition de la fonction valeur v, d’où l’unicité.
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Existence :
Soit x > 0, l’idée de cette preuve est de raisonner à l’aide d’une suite maximi-
sante de v(x), qu’on notera par (Xx,n)n≥0 dans l’ensemble C(x), c-à-d
lim
n→+∞
E(U(Xx,n)) = v(x) <∞ (3.32)
Dans toute la suite de ce chapitre, la déﬁnition suivante nous sera d’une grande
utilité.
Définition 3.2. Soient (an)n≥0 et (bn)n≥0 deux suites quelconques de Rn, nous
notons bn ∈ Conv(an, an+1, ....) pour tout n ≥ 0 si et seulement si ∃Nn ≥
n, αi ∈ [0, 1], i = n..Nn : bn =
∑Nn
i=n αiai.
En utilisant le théorème de compacité (théorème 3.8) dans L0+(Ω,FT ,P) , il
existe une suite X˜x,n ∈ Conv(Xx,n, Xn+1, ....), qui est encore dans l’ensemble
C(x) et telle que (X˜x,n)n≥0 converge presque sûrement vers une variable aléatoire
Xx,∗T . Comme C(x) est fermé pour la convergence en mesure (théorème 3.9), nous
en déduisons que Xx,∗T est à son tour dans C(x). De plus par concavité de la
fonction d’utilité U et par la déﬁnition de la suite maximisante (Xx,n)n≥0, il
s’en suit
lim
n→+∞
E(U(X˜x,n)) = v(x) <∞. (3.33)
CommeXx,∗T est dans C(x) alors il existe une stratégie admissible autoﬁnançante
π∗ tel que Xx,π
∗
T = X
x,∗
T p.s. En d’autres termes, X
x,∗
t est bien un portefeuille
atteignable et en particulier peut être un bon candidat pour jouer le rôle de
la richesse optimale pour le problème d’optimisation de portefeuille. Il est clair
que, pour prouver l’optimalité de cette variable il faut qu’on arrive à démontrer
l’identité suivante
lim
n→+∞
E(U(X˜x,n)) = E(U(Xx,∗T )).
Notons par U+ et U− les parties positives et négatives de U , et remarquons que,
d’une part d’après (3.33),
sup
n
E(U+(X˜x,n)) <∞
et
sup
n
E(U−(X˜x,n)) <∞
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et d’autre part, grâce au lemme de Fatou,
lim inf
n→+∞
E(U−(X˜x,n)) ≥ E(U−(Xx,∗T )).
Nous déduisons alors que
E(U−(Xx,∗T )) <∞
et par conséquent, nous avons l’égalité suivante,
lim
n→+∞
E(U−(X˜x,n)) = E(U−(Xx,∗T )).
À ce niveau, il est évident que la variable Xx,∗T est optimale si et seulement si
lim
n→+∞
E(U+(X˜x,n)) = E(U+(Xx,∗T )). (3.34)
Remarque 3.3. Dans la suite, nous supposons que U(+∞) > 0 car sinon,
comme U est croissante, nous avons U+ = 0 et il n’y a rien à prouver dans ce
cas.
Pour démontrer (3.34), nous raisonnons par l’absurde en supposant qu’il existe
un ε > 0, tel que
lim
n→+∞
E(U+(X˜x,n)) = E(U+(Xx,∗T )) + ε.
Donc en considérant une sous suite (X¯x,n)n≥0 de (X˜x,n)n≥0, d’après le théorème
3.11, il existe une famille d’ensembles notés (Bn)n≥0 :
Bi ∩Bj = ∅, E(U+(X¯x,n)1Bn) ≥
ε
2
.
Posons x0 = inf {x > 0 : U(x) ≥ 0}, et considérons la suite de variables aléa-
toires déﬁnie par :
Y x0,x,n = x0 +
n∑
k=1
X¯k1Bn
et vériﬁant, pour tout Q ∈Me, l’inégalité
EQ(Y
x0,x,n) ≤ x0 +
n∑
k=1
EQ(X¯
k1Bn).
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Comme X¯k ∈ C(x) alors d’après la formulation duale (3.28), ceci implique
EQ(Y
x0,x,n) ≤ x0 +
n∑
k=1
x = nx+ x0
ce qui prouve que la variable Y x0,x,n est dans l’ensemble C(nx+ x0).
Ceci d’une part mais d’autre part,
EQ(Y
x0,x,n) = E(U(x0 +
n∑
k=1
X¯k1Bn)) = E(U
+(x0 +
n∑
k=1
X¯k1Bn))
Donc, en rappelant que la fonction U+ est croissante et que les Bk sont disjoints,
on obtient
EQ(Y
x0,x,n) ≥ E(U+(
n∑
k=1
X¯k1Bn)) ≥
n∑
k=1
EQ(X¯
k1Bn))) ≥
nε
2
. (3.35)
Comme v(x) ≥ EQ(Y x0,x,n), alors en divisant par x et en utilisant (3.35), il en
découle
v(x)
x
≥ EQ(Y
x0,x,n)
x
≥ EQ(Y
x0,x,n)
nx+ x0
≥ nε
2(nx+ x0)
en prenant ensuite la limite supérieure
0 = lim sup
x→+∞
v(x)
x
≥ ε
2x
> 0
Ce qui est impossible, nous concluons donc que Xx,∗T est optimal pour le pro-
blème v(x).
3.3.2 Marché complet
Dans cet exemple, le marché ﬁnancier est supposé complet, c’est-à-dire que
l’ensemble des probabilités martingales équivalentes est réduit à une probabilité
dite risque neutre Q, c-à-d
Me = {Q}.
Notons Z le processus de densité martingale déﬁni par Z = dQ
dP
, en terme des
notations du chapitre précédent Z correspond à la variable H0,η. La fonction
valeur du problème dual (3.18) devient
u˜(y) = E(U˜(yZT )).
100
These:version du lundi 15 février 2010 à 10 h 25
3.3. Résolution par dualité
Dans ce contexte nous montrons le résultat suivant :
Théorème 3.2. Supposons que les hypothèses 3.2, 3.3 et 3.4 sont satisfaites.
Alors
(i) u(x) < +∞, pour tout x > 0 et u˜(y) < +∞ pour y suﬃsamment grand.
Notons y0 et x0 les réels déﬁnis par y0 = inf{y : u˜(y) < +∞}, x0 =
limy↓y0(−u˜′(y)). Alors u˜ est continûment diﬀerentiable et strictement convexe
sur (y0,+∞), u est continûment diﬀérentiable sur (0,+∞) et strictement
convexe sur (0, x0). De plus u et v sont conjuguées,

u˜(y) = sup
x>0
[u(x)− xy] , y > 0
u(y) = inf
y≥0
[u˜(x) + xy] , x > 0
et satisfont
u′(0) = lim
x↓0
u′(x) = +∞, u˜′(+∞) = lim
y↑+∞
u˜′(y) = 0.
(ii) Si x < x0, l’optimum Xx,∗ ∈ X (x) est une martingale uniformément inté-
grable sous la probabilité Q : dQ
dP
|T = ZT et est donné par
Xx,∗T = I(u
′(x)ZT ), I = (U
′)−1 = −V ′.
(iii) Pour x < x0 et y > y0, nous avons les identités suivantes
xu′(x) = E(Xx,∗T U
′(Xx,∗T )), yu˜
′(y) = E(ZTV
′(yZT )).
Comme ce résultat n’est qu’un cas particulier des résultats que nous établirons
dans le cadre du marché incomplet, où Me n’est plus réduit à une unique
martingale équivalente, la preuve sera donnée uniquement dans le cas général.
3.3.3 Marché incomplet
Dans le paragraphe 3.1 de ce chapitre, nous avons établi sous certaines condi-
tions et hypothèses portant sur la fonction d’utilité ﬁnale et la fonction valeur,
l’existence et l’unicité de la richesse optimale au problème primal. Nous avons
vu aussi dans la description de l’idée de la résolution par dualité que, s’il existe
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un couple (y∗, Z∗T ) optimal au problème dual (3.20), alors, nous pouvons donner
une caractérisation explicite de la richesse optimale donnée par (3.21), d’où l’
intérêt que nous portons à cette nouvelle méthode.
Dans la suite de ce paragraphe nous nous intéressons essentiellement à la résolu-
tion de ce nouveau problème (3.20), nous établirons en particulier les conditions
suﬃsantes assurant l’existence d’un couple optimal (y∗, Z∗T ).
Problématique : La technique utilisée pour montrer l’existence d’une solution
au problème (3.20) est identique à celle qu’on a utilisé pour montrer le même
résultat pour le problème primal dans le paragraphe 3.1 et essentiellement dé-
veloppée par Kramkov et Schachermayer dans [60] et qui consiste à raisonner
par des suites maximisantes (ZnT )n≥0, sauf que, dans le cadre du nouveau pro-
blème, cette technique ne peut être appliquée directement car il n’existe pas de
théorème de compacité sur l’ensemble Me dans lequel nous optimisons.
En eﬀet, puisque l’ensemble Me est inclus dans L1(Ω,FT ,P), alors si nous
considérons une suite de probabilités maximisantes (ZnT )n≥0 par le théorème 3.7
de Kolmos nous pouvons trouver une combinaison convexe
Z˜nT ∈ Conv(ZnT , Zn+1T , ..), ∀n ≥ 0
qui converge presque sûrement vers une variable aléatoire Z∗T dans L
1(Ω,FT ,P).
Contrairement au raisonnement de la preuve du théorème 1, cette variable aléa-
toire n’est en général pas une probabilitéMe. Fondamentalement ceci est dû au
fait que l’espace des richesses n’est pas en dualité adéquate avec L1(Ω,FT ,P),
voir le paragraphe 5 de [60], pour des contre exemples.
L’idée est alors de remplacer l’ensemble sur lequel nous optimisons Me par un
nouvel ensemble D qui lui a les bonnes propriétés voulues, en particulier la
propriété de fermeture.
Cet ensembleD est l’ensemble convexe, solide et fermé deMe dans L0+(Ω,FT ,P)
c-à-d c’est le plus petit ensemble convexe solide et fermé dans L0+(Ω,FT ,P) qui
contient Me.
Définition 3.3. Un ensemble E dans L0+(Ω,FT ,P) est dit solide si : 0 ≤ Y ′T ≤
YT p.s et YT ∈ E implique que Y ′T ∈ E.
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On remarquera que D est donné par :
D =
{
Y ∈ L0+(Ω,FT ,P) : ∃(Zn)n≥0 ∈Me, Y ≤ lim
n→+∞
Zn
}
(3.36)
Donc pour tout Y ∈ D, ∃(Zn)n≥0 ∈ Me, Y ≤ limn→+∞ Zn, et pour tout
X ∈ C(x) nous avons par le lemme de Fatou :
E(XY ) ≤ E( lim
n→+∞
ZnX) ≤ lim inf
n→+∞
E(ZnX) ≤ x.
Il en découle l’implication suivante :
XT ∈ C(x) =⇒ E(XY ) ≤ x, ∀Y ∈ D.
La réciproque étant une simple conséquence du fait queMe ⊂ D, nous obtenons
alors la caractérisation duale suivante :
XT ∈ C(x)⇐⇒ E(XY ) ≤ x, ∀Y ∈ D (3.37)
et nous déﬁnissons dans la suite le nouveau problème dual suivant :
u˜(y)
def
= inf
ZT∈D
E(U˜(yZT )) (3.38)
où nous avons gardé la même notation u˜ pour la fonction valeur car nous verrons
dans la suite que l’inﬁmum dans (3.18) et dans (3.38) est le même, donc les deux
fonctions valeur à ces deux problèmes sont identiques.
Premier résultat principal
Un des principaux résultats de ce chapitre, démontré par Kramkov et Schacher-
mayer [60], est le suivant :
Théorème 3.3. Nous supposons que la fonction d’utilité U satisfait les hypo-
thèses 3.2 et 3.3. Alors :
(i) u(x) <∞, pour tout x > 0 et il existe y0 > 0 tel que u˜(y) <∞, ∀y > y0,
de plus les relations de conjugaison suivantes sont vraies :


u(x) = inf
y>0
{u˜(y) + xy} , ∀x > 0
u˜(y) = sup
x>0
{u˜(x)− xy} , ∀x > 0.
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La fonction valeur u est continûment diﬀérentiable dans (0,∞) et la fonc-
tion u˜ est strictement convexe dans le domaine {u˜ <∞}.
(ii) Les dérivées des fonctions valeurs u′ et u˜′ sont telles que :
– limx→0 u′(x) =∞
– limy→∞ u˜y(y) = 0.
(iii) Si u˜(y) <∞ pour un certain y, alors il existe un unique solution opti-
male Z∗ (dépend de y) au problème (3.38).
Remarque 3.4. L’existence d’une solution optimale Z∗ au problème (3.38)
dans (iii) est fortement liée à l’hypothèse u˜(y) < ∞. Dans le théorème 3.6
Kramkov et al. montrent que cette hypothèse est automatiquement vériﬁée, dès
que l’élasticité asymptotique de la fonction d’utilité U est strictement inférieure
à 1.
La démonstration de ce théorème sera établie sous forme de plusieurs lemmes
et propositions. On utilisera dans les diﬀérentes étapes de cette preuve et à
plusieurs reprises le résultat suivant :
Lemme 3.3. Soit (ln)n≥1 une suite de variables aléatoires positives. Alors il
existe une suite gn ∈ Conv(ln, ln+1, . . .), ∀n ≥ 1, qui converge presque sûrement
vers une variable aléatoire g ≥ 0.
Voir par exemple le lemme 4.2 dans [60] pour des versions plus complètes de ce
résultat.
Lemme 3.4. Soit U une fonction d’utilité vériﬁant les hypothèses 3.2 et 3.3.
Alors pour tout y > 0 la famille
{
U˜−(yYT ), YT ∈ D
}
est uniformément inté-
grable, et si (Yn)n≥1 est une suite de variable dans D qui converge vers Y alors
Y ∈ D et
lim inf
n→+∞
E(U(yYn)) ≥ E(U˜(yY )). (3.39)
Démonstration. : Supposons que U˜(∞) < 0 sinon il n’y a rien à prouver, et
considérons la fonction inverse de −U˜
φ : (−U˜(0),−u˜(∞))→ (0,∞).
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Remarquons d’abord qu’on a :
U˜ = U˜+ − U˜−, U˜+ = U˜✶U˜≥0, U˜− = U˜✶U˜≤0
donc {
φ(−U˜(h)) = φ(−U˜+(h))✶U˜≥0 + φ(−U˜−(h))✶U˜≤0
φ(−U˜−(h))✶U˜≤0 = φ(−U˜(h))− φ(−U˜+(h))✶U˜≥0.
Comme U˜− = 0 dans l’ensemble {U˜ ≥ 0}, on a alors φ(−U˜−(h))✶U˜≥0 = 0, et
par suite,
φ(−U˜−(h)) = φ(−U˜(h))− φ(−U˜+(h))✶U˜≥0 + φ(0)
Comme −U˜ est une fonction strictement croissante alors φ a la même propriété.
En remarquant maintenant que U˜+ ≤ U˜ cela implique
φ(−U˜+)(h) ≥ φ(−U˜)(h) ≥ φ(−U˜)(0) = 0
et par conséquent
φ(−U˜−(h)) ≤ φ(−U˜(h)) + φ(0) = h+ φ(0).
En remplaçant h par yh et en prenant l’espérance on obtient :
E
(
φ(−U˜−(yh))
)
≤ E(yh) + φ(0) ≤ y + φ(0), ∀h ∈ D.
Rappelons ensuite que I = −U˜ ′ = (U ′)−1, et donc en appliquant le théorème
de l’Hospital, on déduit
lim
x→−U˜(∞)
φ
x
= lim
y→∞
y
−U˜(y) = limy→∞
1
I(y)
=∞.
On conclut avec le théorème 3.10 de La Vallée-Poussin.
Soit, maintenant, une suite (Yn)n≥1 dans D qui converge presque sûrement vers
une variable Y . D’après ce qui précède la suite (U˜−(yYn))n≥1 est uniformément
intégrable, par conséquent
lim
n→∞
E(U˜−(yYn)) = E(U˜
−(yY )) (3.40)
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et par le lemme de Fatou, on a
lim inf
n→∞
E(U˜+(yYn)) ≥ E(U˜+(yY )). (3.41)
(3.40) et (3.41) impliquent (3.39). Finalement on note que Y est un élément
de D car D est un ensemble fermé pour la convergence en probabilité, ce qui
achève la démonstration du lemme.
Le résultat suivant montre qu’on a bien l’existence et l’unicité de la solution
au problème dual (3.38), si la fonction d’utilité U satisfait les hypothèses 3.2 et
3.3.
Proposition 3.3. Supposons que la fonction d’utilité U satisfait les hypothèses
3.2, 3.3 et u˜ < +∞. Alors la solution optimale Z∗ du problème (3.38) existe et
est unique. De plus u˜ est strictement convexe sur le domaine {u˜ <∞}.
Démonstration. Soit (Zn)n≥1 une suite dans D tel que :
lim
n→+∞
E(U˜(yZn)) = u˜(y)
Encore une fois, d’aprés le lemme (3.4), il existe une suite notée Z˜ ∈ Conv(Zn, Zn+1, . . .)
qui converge presque sûrement vers une variable Z∗ ∈ D.
Par convexité de la fonction U˜ on déduit que :
E(U˜(yZ˜n)) ≤ sup
m≥n
E(U˜(yZn))
et par conséquent
lim
n→+∞
E(U˜(yZ˜n)) = u˜(y)
donc, par le lemme de Fatou, on obtient
E(U˜(yZ∗)) ≤ lim
n→+∞
E(U˜(yZ˜n)) = u˜(y)
d’où l’existence d’une solution. En ce qui concerne l’unicité de cet optimum Z∗,
elle est obtenue comme une simple conséquence de la stricte convexité de U˜ ,
u˜(
y1 + y2
2
) ≤ E(U˜(y1Z
∗
1 + y2Z
∗
2
2
)) <
u˜(y1) + u˜(y2)
2
.
Ensuite la stricte convexité de la fonction valeur est encore obtenue comme
simple conséquence de celle de la fonction d’utilité.
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Proposition 3.4. (Relation de conjugaison)
Soit U une fonction d’utilité vériﬁant les hypothèses 3.2, 3.3 et u˜ < +∞. Alors
nous avons les relations de conjuguaison suivantes, entre la fonction valeur du
problème primal et celle du problème dual, suivantes :
u(x) = inf
y>0
{u˜(y) + xy} , ∀x > 0 (3.42)
u˜(y) = sup
x>0
{u˜(x)− xy} , ∀x > 0. (3.43)
Démonstration. : Soient x > 0, y > 0, XT ∈ C(x) et enﬁn ZT ∈ Me, alors par
(3.28) et par déﬁnition du conjugué U˜ , on a :
E(U(XT )) ≤ E(U˜(yZT ) + yZTXT )
≤ E(U˜(yZT )) + yx
donc en passant le terme xy à gauche et en prenant le supremum sur tout les
X ∈ C(x) et le supremum sur tous les Z ∈ D, on obtient
u(x)− xy = sup
XT∈C(x)
E(U(XT ))− xy ≤ u˜(y) = sup
ZT∈D
E(U˜(yZT ))
et par suite
sup
x>0
{u(x)− xy} ≤ u˜(y), ∀y > 0.
On ﬁxe ensuite y > 0 et on suppose que la quantité supx>0 {u(x)− xy} < +∞.
Pour tout n > 0, on déﬁnit l’ensemble
Bn =
{
g ∈ L0+(Ω,FT ,P) : g ≤ n
}
.
Par déﬁnition, l’ensemble D est un convexe fermé de L1(Ω,FT ,P) et on peut
donc appliquer le théorème 3.12, pour établir l’égalité suivante, à n ﬁxé :
sup
XT∈Bn
inf
YT∈D
{E(U(XT )− yXTYT )} = inf
YT∈D
sup
XT∈Bn
{E(U(XT )− yXTYT )} .(3.44)
D’après la relation de dualité entre C(x) et D, il est facile d’écrire que XT ∈ C(x)
si et seulement si
sup
YT∈D
E(XTYT ) ≤ x
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d’où, en passant à la limite quand n tend vers l’inﬁni dans (3.44),
lim
n→+∞
sup
XT∈Bn
inf
YT∈D
{E(U(XT )− yXTYT )} = sup
x>0
sup
XT∈C(x)
{E(U(XT ))− xy}
= sup
x>0
{u(x)− xy} .
Ceci d’une part, mais d’autre part le terme à droite de cette identité s’écrit,
inf
YT∈D
sup
XT∈Bn
{E(U(XT )− yXTYT )} = inf
YT∈D
{
E(U˜n(yYT ))
}
où U˜n est la fonction déﬁnie par :
U˜n(y)
def
= sup
0<x≤n
{U(x)− xy} .
On lui associe la fonction valeur u˜n donnée par
u˜n(y) = inf
YT∈D
E(U˜n(yYT )) (3.45)
et on remarquera qu’il suﬃt de montrer que
lim
n→+∞
u˜n(y) = u˜(y)
pour prouver (3.43), de telle sorte que d’après l’identité (3.45) on a :
lim
n→+∞
u˜n(y) = sup
x>0
{u(x)− xy}
Remarquons d’abord que par déﬁnition on a :
u˜n ≤ u˜, ∀n ≥ 1. (3.46)
Soit maintenant (Yn)n≥1 une suite dans D tel que
lim
n→+∞
E(U˜n(yYn)) = lim
n→+∞
u˜n(y).
D’après le lemme (3.3), il existe une suite Zn ∈ Conv(Yn, Yn+1, ...), qui converge
presque sûrement vers une variable aléatoire Y ∗. Puisque l’ensemble D est fermé
pour la convergence en mesure ceci implique que cette variable est Y ∗ est dans
D.
Par la suite, remarquons que u˜n(y) = u˜(y) si et seulement si les supremums
dans (3.38) et (3.45) sont identiques c-à-d 0 < I(y) ≤ n ce qui est équivalent
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à y ≥ U ′(n) (→ 0 quand n tend vers l’inﬁni). On en déduit d’une part par
le lemme (3.4) que la suite (U˜n,−(yZn))n≥1 est uniformément integrable ce qui
implique
lim
n→+∞
E(U˜n,−(yZn)) = E(U˜
−(yY ∗)) (3.47)
et d’autre part avec le lemme de Fatou
lim inf
n→+∞
E(U˜n,+(yZn)) ≥ E(U˜+(yY ∗)). (3.48)
D’après la convexité de U˜n, nous obtenons alors
lim
n→+∞
u˜n(y) = lim
n→+∞
E(U˜n(yZn)) ≥ lim inf
n→+∞
E(U˜n(yZn))
≥ E(U˜(yY ∗)) ≥ u˜(y). (3.49)
En combinant cette inégalité avec (3.46) on prouve que
lim
n→+∞
u˜n(y) = u˜(y)
et donc (3.43).
Lemme 3.5. Sous les hypothèses de la proposition 3.4 précédente, nous avons :
(i) limx→0 u′(x) =∞
(ii) limy→∞−u˜y(y) = 0.
Démonstration. Par la relation de conjugaison (3.43) établie dans la proposition
3.4, on sait écrire, en notant par i = (u′)−1, que
u˜(y) = u(i(y))− yi(i)
en dérivant par rapport à y,
−u˜′(y) = i(y).
Il est facile de voir que cette identité est équivalente à
−u˜′(y) = inf{x : x ≥ (u′)−1(y)}
= inf{x : u′(x) ≤ y}, y > 0.
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De même et toujours en utilisant les résultats de la proposition 3.4, on montre
que
u′(x) = inf{y : u˜′(y) ≤ x}, ∀x > 0
ce qui montre bien que les assertions (i) et (ii) du lemme sont équivalentes. Il
suﬃt alors de prouver (ii) pour conclure.
La fonction −u˜ étant concave croissante d’après la proposition 3.3. Par consé-
quent sa dérivée au voisinage de l’inﬁni ne peut être que ﬁnie,
−u˜′(∞) = lim
y→+∞
u˜′(y) < +∞.
Ceci d’une part mais d’autre part, −U˜ est croissante telle que
−U˜(y) = I(y)→y→∞ 0
donc ∀ε > 0, ∃C(ε) ∈ R :
−U˜(y) ≤ C(ε) + εy, ∀y > 0.
On déduit alors en appliquant le théorème de l’Hospital :
0 ≤ −u˜(∞) = lim
y→+∞
−u˜(y)
y
= lim
y→+∞
sup
Y ∈D
E(
−U˜(yY )
y
)
≤ lim
y→+∞
sup
Y ∈D
E(
C(ε) + εyY
y
).
Par la suite, puisque la variable ✶ (qui vaut 1 par tout) est dans C(1), et en
utilisant la caractérisation duale
XT ∈ C(x)⇐⇒ E(XY ) ≤ x, ∀Y ∈ D
on déduit
lim
y→+∞
sup
Y ∈D
E(
C(ε) + εyY
y
) ≤ E(C(ε)
y
) + ε
et ﬁnalement
0 ≤ −u˜(∞) ≤ lim
y→+∞
sup
Y ∈D
E(
C(ε)
y
) + ε = ε, ∀ε > 0.
Par conséquent u˜(∞) = 0.
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Lemme 3.6. Soit U une fonction d’utilité vériﬁant les hypothèses (1) et (2)
et soit (yn)n≥1 une suite dans R+ convergeant vers y > 0 telle que u˜(yn) < ∞
et u˜(y) < ∞. Alors Z∗(yn) converge en probabilité vers Z∗(y) et U˜(ynZ∗(yn))
converge dans L1(Ω,FT ,P) vers U˜(yZ∗(y)).
Démonstration. La preuve est construite sur un raisonnement par l’absurde. En
eﬀet, on suppose que Z∗(yn) ne converge pas en probabilité vers Z∗(y). Alors,
il existe un ε > 0 tel que
lim sup
n→∞
P (|Z∗(yn)− Z∗(y)| > ε) > ε. (3.50)
Par la suite, comme C(1) contient la fonction constante ✶ valant 1 partout, on
obtient alors par caractérisation duale :
E (Z∗(yn)✶) = E (Z
∗(yn)) ≤ yn
et E (Z∗(y)) ≤ y. D’autre part, on remarque d’après 3.50 que pour tout a ≥ 1,
on a
lim sup
n→∞
P
(
|Z∗(yn)− Z∗(y)| > ε
a
)
≥ lim sup
n→∞
P (|Z∗(yn)− Z∗(y)| > ε) > ε ≥ ε
a
.
Donc, on peut choisir ε aussi petit qu’on voudra, ainsi, on peut supposer que
lim sup
n→∞
P
(
|Z∗(yn) + Z∗(y)| ≥ 1
ε
; |Z∗(yn)− Z∗(y)| > ε
)
> ε. (3.51)
On déﬁnit alors, pour n ≥ 1, la suite
Zn =
1
2
(Z∗(yn) + Z
∗(y)) .
Par connexité de la fonction u˜, on a :
U˜(Zn) ≥ 1
2
(
U˜(Z∗(yn)) + U˜(Z
∗(y))
)
. (3.52)
Mais, comme la fonction U˜ est strictement convexe et par le fait qu’on a supposé
que Z∗(yn) ne converge pas en probabilité vers Z∗(y), c-à-d. que l’inégalité (3.51)
est satisfaite, on peut alors en déduire qu’il existe un réel δ > 0 tel que
lim sup
n→∞
P
(
U˜(Zn)
)
≤ 1
2
(
U˜(Z∗(yn)) + U˜(Z
∗(y))− δ
)
> δ.
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L’étape suivante est l’étude du terme E
(
U˜(Zn)
)
, qu’on peut réécrire sous la
forme suivante :
E
(
U˜(Zn)
)
= E
(
U˜(Zn)✶{U˜(Zn)≤ 12(U˜(Z∗(yn))+U˜(Z∗(y)))−δ}
)
+ E
(
U˜(Zn)✶Icn
)
, (3.53)
où on désigne par Icn l’ensemble complémentaire de
In = {U˜(Zn) ≤ 1
2
(
U˜(Z∗(yn)) + U˜(Z
∗(y))
)
− δ}.
Or on peut décomposer le premier terme comme suit
E
(
U˜(Zn)✶In
)
≤ E
(
✶In
1
2
(
U˜(Z∗(yn)) + U˜(Z
∗(y))
)
− η
)
≤ 1
2
(
E(U˜(Z∗(yn))✶In) + E(U˜(Z
∗(y))✶In)
)
− ηP(In)
≤ 1
2
(
E(U˜(Z∗(yn))✶In) + E(U˜(Z
∗(y))✶In)
)
− η2. (3.54)
Par suite, d’après (3.52), on a
E
(
U˜(Zn)✶Icn
)
≤ 1
2
(
E(U˜(Z∗(yn))✶Icn) + E(U˜(Z
∗(y))✶Icn)
)
. (3.55)
Donc, en combinant les équations (3.54) et (3.55), on déduit à partir de l’équa-
tion (3.53) ce qui suit
E
(
U˜(Zn)
)
≤ 1
2
(
E(U˜(Z∗(yn))) + E(U˜(Z
∗(y)))
)
− η2
=
1
2
(u˜(yn) + u˜(y))− η2.
La fonction u˜ étant convexe par déﬁnition, continue sur l’ensemble {u˜ < ∞},
nous obtenons alors par passage à la limite supérieure
lim sup
n→∞
E(U˜(Z∗(yn))) ≤ u˜(y)− η2.
En utilisant le lemme 3.3, on peut construire une suiteKn ∈ Conv(Zn, Zn+1, . . .),
n ≥ 0 qui converge presque sûrement vers une variable K. Rappelons mainte-
nant que Z∗(yn) ∈ D(yn) et que par déﬁnition de Zn :
Zn =
1
2
(Z∗(yn) + Z
∗(y))
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et par déﬁnition de D(a) = aD, on en déduit alors que Zn ∈ D(12(yn + y)) =
1
2
(yn + y)D. En particulier, il existe une suite (yKn ) ∈ Conv(yn, yn+1, . . .) qui
converge à son tour vers y et tel que Kn ∈ D(yKn ), c-à-d. pour tout X ∈ C(x)),
on a
E(KnX) ≤ xyKn .
Donc, en passant à la limite inférieure et par le lemme de Fatou, nous obtenons
que, pour tout X ∈ C(x),
E(KX) ≤ lim infn→∞E(KnX) ≤ xy.
Ceci implique que K ∈ D(y) et par convexité de U˜ ajoutée au lemme de Fatou,
on obtient
E(U˜(K)) = E
(
lim inf
n→∞
K˜n
)
≥ lim inf
n→∞
E(U˜(Kn))
≤ lim inf
n→∞
E(U˜(Z)) ≤ v(y)− η2
ce qui est contradictoire à la déﬁnition de u˜(y). On conclut alors que Z∗(yn)
converge en probabilité vers Z∗(y). D’après le lemme 3.4, la suite
(
U˜(−Z∗(yn))
)
n≥1
est uniformément intégrable et par conséquence U˜(Z∗(yn)) converge vers U˜(Z∗(y))
dans L1(Ω,FT ,P) si
lim
n→∞
E(U˜(Z∗(yn))) = U˜(Z
∗(y))
ce qui est une simple conséquence de la continuité de la fonction valeur u˜ sur
l’ensemble {u˜ <∞}.
Ceci achève la preuve.
3.3.4 Élasticité asymptotique
Dans ce paragraphe nous introduisons la quantité dite Élasticité Asympto-
tique d’une fonction d’utilité déﬁnie par
AE(U)
def
= lim sup
x→+∞
xU ′(x)
U
(3.56)
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Cette quantité a été introduite pour la première fois par Kramkov et Scha-
chermayer dans leur article [60]. Elle jouera un rôle très important dans toute
la suite notamment dans la preuve d’un des deux résultats principaux de ce
chapitre (théorème 3.6).
Théorème 3.4. Soit U une fonction d’utilité vériﬁant l’hypothèse 3.3 et U(∞) >
0. Alors l’inﬁmum des réels γ > 0 pour lesquels les assertions suivantes sont
vraies est l’élasticité asymptotique de la fonction U .
(i) ∃x0 > 0 et γ ∈]0, 1[ telle que :
xU ′(x) < γU(x), ∀x ≥ x0
(ii) ∃x0 > 0 et γ ∈]0, 1[ telle que :
U(λx) < λγU(x) ∀x ≥ x0, ∀λ > 1
(iii) ∃y0 > 0 et γ ∈]0, 1[ telle que :
U˜(λy) < λ
−γ
1−γ U˜(y), ∀0 < λ < 1, ∀0 < y ≤ y0
(iv) ∃y0 > 0 et γ ∈]0, 1[ telle que :
−yU˜ ′(y) < γ
1− γ U˜(y), ∀0 < y ≤ y0
De manière générale, une caractérisation de l’élasticité asymptotique est donnée
par le résultat suivant
Théorème 3.5. Soit U une fonction d’utilité vériﬁant (3.8) et (U(∞) > 0).
Alors les assertions suivantes sont équivalentes :
– AE(U) < 1
– Il existe x0 > 0, λ > 1 et c < 1 telle que :
U(λx) < cλU(x), ∀x > x0.
– Il existe x0 > 0 telle que pour tout λ > 1 il existe c < 1 :
U(λx) < cλU(x), ∀x > x0.
– Il existe ∃y0 > 0, ζ < 1 et α < +∞ telle que :
U˜(ζy) < αU˜(y), ∀y < y0
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– Il existe y0 > 0 telle que pour tout 0 < ζ < 1 il existe α < +∞ :
−yU˜ ′(y) < γ
1− γ U˜(y), ∀y < y0
Lemme 3.7. Soient u et v deux fonctions concaves déﬁnies sur R+, telles que
u(∞) > ∞ et v(∞) > ∞ et qu’il existe x0 > 0 et une constante C > 0 pour
lesquels nous avons :
u(x)− C ≤ v(x) ≤ u(x) + C, x ≥ x0.
Alors,
AE(u) = lim sup
x→∞
xu′(x)
u(x)
= lim sup
x→∞
xv′(x)
v(x)
= AE(v).
Second résultat principal
Dans toute la suite, nous imposons la condition dite d’élasticité asympto-
tique raisonnable, introduite pour la première fois par Kramkov et Schacher-
mayer [60] et qui consiste à supposer que l’élasticité asymptotique est stricte-
ment inférieure à 1, c-à-d
AE(U) = lim sup
x→+∞
xU ′(x)
U
< 1. (3.57)
Notons que cette hypothèse n’est en général pas satisfaite pour toutes les fonc-
tions d’utilité, comme le montre l’exemple suivant :
Exemple 3.1.
1. U(x) = ln(x) =⇒ AE(U) = 0.
2. U(x) = x
1−γ
1−γ
, γ ∈]0, 1[=⇒ AE(U) = 1− γ.
3. U(x) = x
ln(x)
=⇒ AE(U) = 1.
Théorème 3.6. En plus des hypothèses du théorème 3.3, on suppose que l’élas-
ticité asymptotique de U est strictement inférieure à 1, c-à-d
AE(U) = lim sup
x→+∞
xU ′(x)
U(x)
< 1.
Alors en plus des assertions du théorème 3.3 on a :
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(i) u˜(y) < ∞, pour tous les y > 0. Les deux fonctions valeurs u et u˜ sont
continûment diﬀérentiables sur (0,∞).
(ii) Les fonctions u′ et −u˜′ sont strictement décroissantes et
– limx→∞ u′(x) = 0
– limy→0−u˜y(y) =∞.
(iii) l’élasticité asymptotique, de la fonction valeur u du problème (3.7),
AE(u) est inférieure ou égale à celle de la fonction U ,
AE(u) ≤ AE(U) < 1.
(iv) La solution optimale au problème primal (3.7) X∗T existe et elle est
unique et dans C(x). Si Z∗ ∈ D est la solution du problème dual (3.38),
avec y = u′(x), nous avons les relations de dualité
X∗T = I(yZ
∗), Z∗ =
U ′(X∗T )
u′(x)
(3.58)
E(X∗TZ
∗) = x. (3.59)
(v) On a les relations suivantes entre u′, u˜′ et Xx,∗T , Z
∗,
u′(x) = E(
Xx,∗T U
′(Xx,∗T )
x
)
u˜′(y) = E(
yZ∗U˜(yZ∗)
y
).
Dans le travail [60] paragraphe 5, Kramkov et Schachermayer fournissent des
contre-exemples dans lesquels, si l’élasticité asymptotique est égale à 1, l’inﬁ-
mum dans le problème dual (3.38) n’est pas atteint.
Une deuxième fois, la démonstration de ce théorème nécessite plusieurs étapes
sous forme de diﬀérents lemmes et propositions.
Lemme 3.8. On se place sous les hypothèses du théorème 3.6, et on considère
une suite positive (yn)n≥1 qui converge vers y > 0. Alors la suite ynZ∗(yn)U˜ ′(ynZ∗(yn))
converge vers yZ∗(y)U˜ ′(yZ∗(y)) dans L1(Ω,FT ,P).
Démonstration. D’après le lemme 3.6, la suite ynZ∗(yn) converge en probabi-
lité vers yZ∗(y), par continuité de U˜ ′ on en conclut que ynZ∗(yn)U˜ ′(ynZ∗(yn))
converge vers yZ∗(y)U˜ ′(yZ∗(y)) en probabilité.
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Donc, pour prouver ce lemme, il suﬃt de montrer l’uniforme intégrabilité de la
suite ynZ∗(yn)U˜ ′(ynZ∗(yn)). Cette preuve est basée essentiellement sur l’hypo-
thèse,
AE(U) = lim sup
x→+∞
xU ′(x)
U(x)
< 1.
En eﬀet, d’aprés le théorème 3.4 (iv), ceci implique l’existence d’un réel y0 > 0
et d’une constante C <∞ tel que :
−U˜ ′(y) < C U˜(y)
y
, pour 0 < y < y0
ce qui implique, en remplaçant y par ynZ∗(yn),
−U˜ ′(ynZ∗(yn))ynZ∗(yn) < CU˜(y), pour 0 < ynZ∗(yn) < y0
et donc la suite (U˜ ′(ynZ∗(yn))ynZ∗(yn)✶{ynZ∗(yn)<y0})n≥1 est dominée en valeur
absolue par la suite C(|U˜(ynZ∗(yn))|✶{ynZ∗(yn)<y0})n≥1 qui par le lemme 3.6 est
uniformément intégrable.
En ce qui concerne la suite (U˜ ′(ynZ∗(yn))ynZ∗(yn)✶{ynZ∗(yn)≥y0})n≥1, l’uni-
forme integrabilité est obtenue, comme dans la preuve du lemme 3.4 en remar-
quant que (ynZ∗(yn))n≥1 est bornée dans L1(Ω,FT ,P) et que limy→∞ U˜ ′(y) =
0.
Remarque 3.5. Si en plus des hypothèses du lemme précédent on considère une
deuxième suite (γn)n≥1 qui converge vers 1, alors on peut conclure de la même
manière que la suite (U˜ ′(γnynZ∗(yn))ynZ∗(yn))n≥1 converge vers U˜ ′(yZ∗)yZ∗
dans L1(Ω,FT ,P). Il suﬃt de remarquer, toujours par le lemme 3.4 que, pour
γ ∈]0, 1[ ﬁxé on peut trouver une constante C ′ <∞ et un y0 > 0 tel que :
−U˜ ′(γy) < C ′ U˜(y)
y
, pour 0 < y < y0
On intègre ceci dans la preuve ci-dessus et on obtient le résultat voulu.
Lemme 3.9. Sous les hypothèses du théorème 3.6, la fonction valeur du pro-
blème duale u˜ est ﬁnie et continûment diﬀérentiable dans (0,+∞), sa dérivée
u˜′ est strictement croissante et satisfait :
−yu˜′(y) = E(yZ∗(y)I(yZ∗(y))). (3.60)
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Démonstration. Commençons par remarquer que si la limite limγ→1
u˜(y)−u˜(γy)
γ−1
existe bien, alors elle vaut −yu˜′(y). C’est pour cette raison qu’on va s’intéresser
dans la suite aux deux quantités
lim sup
γց1
u˜(y)− u˜(γy)
γ − 1 et lim infγց1
u˜(y)− u˜(γy)
γ − 1 .
L’idée est alors de montrer qu’on a les deux inégalités suivantes :
lim sup
γց1
u˜(y)− u˜(γy)
γ − 1 ≤ E(yZ
∗(y)I(yZ∗(y)))
et
lim inf
γց1
u˜(y)− u˜(γy)
γ − 1 ≥ E(yZ
∗(y)I(yZ∗(y)))
car ceci nous permettra alors, en notant par u˜′r la dérivée à droite de u˜, de
déduire que
−yu˜′r(y) = E(yZ∗(y)I(yZ∗(y))).
En utilisant le lemme 3.8, on conclut que la fonction y 7−→ u˜′r est continue, donc
par convexité de u˜ ceci implique que u˜ est continûment diﬀérentiable.
Dans l’intention d’établir ces deux dernières inégalités, on écrit :
lim sup
γց1
u˜(y)− u˜(γy)
γ − 1 ≤ lim supγց1
1
γ − 1E
[
U˜(yZ∗(γy))− U˜(γyZ∗(γy))
]
par suite, puisque U˜ est strictement croissante et γ > 1, nous avons alors
lim sup
γց1
u˜(y)− u˜(γy)
γ − 1 ≤ lim supγց1
1
γ − 1E
[
U˜(yZ∗(γy))− U˜(γyZ∗(γy))
]
≤ lim sup
γց1
1
γ − 1E
[
(
1
γ
− 1)γyZ∗(γy)U˜ ′(yZ∗(γy))
]
≤ E(yZ∗(y)I(yZ∗(y))). (3.61)
Par le même raisonnement on a,
lim inf
γց1
u˜(y)− u˜(γy)
γ − 1 ≥ lim infγց1
1
γ − 1E
[
U˜(yZ∗(y))− U˜(γyZ∗(y))
]
≥ lim inf
γց1
1
γ − 1E
[
(γ − 1)yZ∗(y)U˜ ′(γyZ∗(y))
]
≥ E(yZ∗(y)I(yZ∗(y))). (3.62)
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Finalement on déduit que u˜′ est continue, et puisque u˜ est strictement convexe
par le théorème 3.3 et u˜ est strictement croissante. De plus par le même théo-
rème, u′ est l’inverse de −u˜ ceci implique, d’après le lemme 3.9, que u′ est
continue strictement décroissante.
Lemme 3.10. (Caractérisation de la solution primale)
On suppose, sous les mêmes hypothèses que le théorème 3.6, que x et y sont
reliés par l’identité x = −u˜′(y). Alors Xx,∗T = I(yZ∗(y)) est l’unique solution au
problème primal (3.29).
Démonstration. Commençons par démontrer que cette variableXx,∗T = I(yZ
∗(y))
est bien dans l’espace C(x). D’après la caractérisation duale (3.37), il est suﬃ-
sant de montrer que, pour tout Z ∈ D, on a
E(yZI(yZ∗(y))) ≤ yx = −yu˜′(y) = E(yZ∗(y)I(yZ∗(y))) (3.63)
où la dernière égalité est due au précédent lemme.
Pour Z ∈ D et δ ∈ (0, 1) nous déﬁnissons la nouvelle variable
Zδ = (1− δ)Z∗(y) + δZ
ensuite, comme U˜ est croissante et U˜ ′ = I est décroissante, on déduit d’un coté,
0 ≤ E(U˜(yZδ))− E(yU˜(yZ∗(y))) = E(
∫ yZ∗(y)
yZδ
I(z)dz)
≤ E (I(yZδ)y(Zδ − Z∗(y))) (3.64)
on déduit
E (I(yZδ)yZ
∗(y)) ≥ E (I(yZδ)yZ)) (3.65)
et encore une fois par la décroissance de I,
E (I(y(1− δ)Z∗(y))yZ∗(y)) ≥ E (I(yZδ)yZ)) (3.66)
d’après la remarque 3.5,
E (I(y(1− δ)Z∗(y))yZ∗(y)) ≤ ∞ (3.67)
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donc on peut, par la suite, appliquer le théorème de convergence dominé pour
le terme de gauche dans (3.66), et le lemme de Fatou pour le lemme de droite.
On montre alors (3.63) c-à-d Xx,∗T = I(yZ
∗(y)) ∈ C(x) .
Prouvons maintenant l’optimalité de I(yZ∗(y)) :
Pour tout X ∈ C(x) on a :
E(XZ∗(y)) ≤ x, U(X) ≤ U˜(yZ∗(y)) +XyZ∗(y)
il s’ensuit que :
E(U(X)) ≤ u˜(y) + xy = E(U˜(yZ∗(y)) + yZ∗(y)I(yZ∗(y)))
= E(U(I(yZ∗(y)))) = E(U(Xx,∗T ))
d’ou le résultat. En ce qui concerne l’unicité de cette solution, c’est une simple
conséquence de la stricte concavité de U .
Lemme 3.11. Supposons que la fonction d’utilité U satisfait les hypothèses 3.2,
3.3 et
AE(U) = lim sup
x→+∞
xU ′(x)
U(x)
< 1.
Alors l’élasticité asymptotique de la fonction valeur u est inférieure ou égale à
celle de U , c-à-d :
AE(u) ≤ AE(U) < 1.
Démonstration. Soit γ > lim supx→+∞
xU ′(x)
U(x)
. D’après le théorème 3.4 (iii), l’hy-
pothèse AE(U) < 1 est équivalente à :
∃x0 > 0 : U(λx) < λγU(x) ∀x ≥ x0, ∀λ > 1 (3.68)
donc si on montre
∃x1 > 0 : u(λx) < λγu(x) ∀x ≥ x1, ∀λ > 1 (3.69)
alors, par le théorème 3.4, on déduit que
AE(u) ≤ γ
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et, en faisant tendre γ → AE(U), nous obtenons le résultat désiré. Donc il suﬃt
de prouver (3.69) pour conclure.
Supposons d’abord que (3.68) est vraie pour tout x > 0 et pour tout λ > 1,
alors ceci implique
u(λx) = E(U(XλxT )) ≤ E(λγU(
XλxT
λ
)) ≤ λγu(x)
d’où le fait que (3.69) est vraie pour tout x > 0 et pour tout λ > 1.
Revenons maintenant à notre cadre où (3.68) n’est vraie que pour x ≥ x0. L’idée
est de remplacer U par une deuxième fonction V pour laquelle (3.69) est vraie.
Pour tout x > 0, cette fonction est déﬁnie par :
V (x) =
{
c1
xγ
γ
x ≤ x0
c2 + U(x) x ≥ x0
où les deux constantes c1 et c2 sont choisies telles qu’on la continuité de V et
sa dérivé Vx en x0 c-à-d
c1x
γ−1
0 = U
′(x0) et c1
xγ0
γ
= c2 + U(x0).
Maintenant que la fonction V vériﬁe (3.68) pour tout x > 0, on sait, d’après ce
qui précède, que la fonction valeur associée v satisfait, à son tour, (3.69) ∀x > 0.
Par la suite il est facile de voir qu’il existe une constante K tel que
U(x)−K ≤ V (x) ≤ U(x+ x0) +K, ∀x > 0
ce qui implique
u(x)−K ≤ v(x) ≤ u(x+ x0) +K
et en particulier il existe une nouvelle constante C et un x2 > 0 tel que
u(x)− C ≤ v(x) ≤ u(x) + C
et on conclut alors par le lemme 3.7 que AE(u) ≤ AE(v) ≤ γ, ce qui achève la
démonstration.
Le résultat suivant prouve que si l’élasticité asymptotique d’une fonction
d’utilité est inférieure strictement à 1 alors les hypothèses 3.3 et 3.4 sont satis-
faites.
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Lemme 3.12. Supposons que l’élasticité asymptotique de la fonction U est
inférieure strictement à 1 alors les hypothèses 3.3 et 3.4 sont satisfaites.
Démonstration. Divisant par λx dans (ii) du théorème 3.4 il s’ensuit, pour tout
γ vériﬁant les assertions ci-dessus,
U(λx)
λx
< λγ−1
U(x)
x
∀x ≥ x0, ∀λ > 1
ou encore de manière équivalente, en remplaçant λx par x′ et x par x0,
U(x′)
x′
< (x′)γ−1(x0)
−γU(x0) ∀x′ ≥ x0
donc si l’élasticité asymptotique de U est strictement inférieure à 1, d’aprés ce
dernier théorème il existe γ < 1 pour la quelle l’inégalité ci-dessus est encore
vraie. On déduit alors en passant à la limite supérieure,
lim sup
x′ 7→+∞
U(x′)
x′
≤ 0
ce qui prouve que l’hypothèse 3.4 est satisfaite.
De plus, en divisant par xU(x) dans (i) du théorème 3.4 et en intégrant en x,
il existe une constante c1 tel que
log(U(x)) < c1 + γ log(x),∀x ≥ x0
ce qui est encore équivalent à
U(x) < c+ c′xγ,∀x ≥ x0
Avec c et c′ sont des constantes. D’où l’hypothèse 3.3.
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3.4 Appendice
Ce premier résultat bien connu a été prouvé par Komlos [58]
Théorème 3.7. (Théorème de Komlos)
Soit (Yn)n≥1 une suite de variables aléatoires bornée dans L1(Ω,FT ,P). Alors
il existe une sous-suite (Ynk)k≥1 et une variable aléatoire Y dans L
1(Ω,FT ,P)
telle que la somme
1
k
k∑
i=1
Yni → Y p.s. quand k → +∞.
Un deuxième théorème très important qu’on a beaucoup utilisé dans les preuves
des principaux résultats de ce chapitre est le théorème de compacité suivant :
Théorème 3.8. Soit (Yn)n≥1 une suite de variables aléatoires dans L0+(Ω,FT ,P).
Alors il existe une deuxième suite Y˜n ∈ Conv(Yn, Yn+1, . . .) qui converge presque
sûrement vers une variable aléatoire Y˜ à valeurs dans [0,+∞].
Le théorème qui suit prouve la fermeture de l’ensemble C(x) déﬁni dans (3.27).
Théorème 3.9. L’ensemble C est fermé pour la topologie de la convergence en
mesure, c-à-d. si (Xn)n≥0 est une suite de C(x) convergant p.s. vers X∗, alors
X∗ ∈ C(x).
Ce théorème est très utile comme on l’a vu dans les démonstrations précé-
dentes et de manière générale pour prouver des résultats d’existence dans les
problèmes d’optimisation en ﬁnance. Il a été prouvé par Schachermayer ( voir
aussi l’appendice Delbaen et Schachermayer [17].
Théorème 3.10. (Théorème de La Vallée-Poussin)
Soit (Yn)n∈I une suite de variables aléatoires. Alors les deux assertions suivantes
sont équivalentes,
(a) (Yn)n∈I est uniformement intégrable.
(b) Il existe une fonction f déﬁnie sur R+, positive, limx→=∞
f(x)
x
= +∞ et
telle que
sup
n∈I
E(f(|Yn|)) < +∞
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Un dernier résultat que nous avons utilisé dans la preuve du théorème 3.1,
Théorème 3.11. Soit (Xn)n≥0 une suite de variables aléatoires positives bor-
nées dans L1, convergent p.s. vers une variable aléatoire X∗ telle que limn7→+∞ E(Xn) =
E(X∗) + ε, ε > 0. Alors il existe une sous suite (Xφ(n))n≥0 et une suite d’en-
sembles (Bφ(n))n≥0 deux à deux disjoints de (Ω,F) telles que
E(Xφ(n)✶Bφ(n)) ≥
ε
2
, n ≥ 0
Théorème 3.12. (Théorème min-max) Soit E un espace vectoriel normé et
compact pour la topologie faible σ(E , E∗). Soient X un sous-ensemble convexe
de E et Y un sous-ensemble convexe d’un espace vectoriel. Considérons une
fonction f : X × Y → R satisfaisant :
(1) x→ f(x, y) est continue et concave sur X pour tout y ∈ Y.
(2) y → f(x, y) est convexe sur Y pour tout x ∈ X
Alors on a :
sup
x∈X
inf
y∈Y
f(x, y) = inf
y∈Y
sup
x∈X
f(x, y). (3.70)
Voir [104] pour la démonstration de ce théorème.
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Résumé : Dans ce chapitre nous discutons de quelques problématiques et in-
cohérences dans les problèmes d’optimisation de portefeuille étudiés dans les
chapitres 2 et 3. Nous discutons essentiellement des questions d’intertempora-
lité, dematurités multiples et de cohérence avec l’univers d’investissement. Pour
répondre à ces interrogations, il s’avère que la seule alternative est de considérer
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des utilités dynamiques indépendantes de l’horizon d’investissement. Nous nous
intéressons très particulièrement à des utilités dites progressives ou encore des
utilités forward, introduites pour la première fois par Marek Musiela et Thaleia
Zariphopoulou en 2002 [84]. L’avantage de ces utilités ainsi que des richesses
optimales associées est qu’elles sont indépendantes de tout horizon d’investisse-
ment et s’adaptent au mieux avec le marché ﬁnancier.
Dans ce chapitre, nous considérons une déﬁnition des utilités progressives lé-
gèrement diﬀérente de celle de Zariphopoulou. Nous donnons ensuite quelques
exemples simples de ces utilités à l’aide de certains outils, à la fois simples
et eﬃcaces, basés sur le changement de numéraire ainsi que le changement de
probabilités. Ces exemples d’utilités que nous proposons d’étudier sont par déﬁ-
nition croissantes strictement concaves. Nous montrons alors que, malgré leur
simplicité, il est diﬃcile de vériﬁer la condition de compatibilité avec l’univers
d’investissement (une condition nécessaire dans la déﬁnition 4.3 de ces utilités
progressives).
Enﬁn, nous montrons que ces utilités dynamiques vériﬁent une équation aux dé-
rivées partielles stochastiques (4.32) de second ordre complètement non linéaire
que nous allons retrouver dans un cadre beaucoup plus général.
4.1 Introduction et Motivations
Nous avons étudié dans les chapitres 1 et 2 les problèmes d’optimisation de
portefeuille par deux méthodes qui sont essentiellement les suivantes :
– La première consiste à utiliser des techniques d’équations aux dérivées
partielles. Ainsi nous avons montré que la fonction valeur est solution
(solution de viscosité) de l’EDP de Hamilton-Jacobi-Bellman (2.34). Nous
avons aussi obtenu la formule exacte du portefeuille optimal.
– La deuxième méthode est basée sur les techniques de dualité dont nous
avons montré la réelle eﬃcacité. En eﬀet, nous avons vu, dans le chapitre
3 basé essentiellement sur les résultats de D. Kramkov et W. Schacher-
mayer [60] et ceux de I.Karatzas et S.Shreve [55], que le fait de considérer
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le problème dual nous a beaucoup aidé d’une part à mieux comprendre
le problème primal et d’autre part à prouver l’existence d’un portefeuille
optimal et ce en prouvant d’abord sous l’hypothèse d’ " élasticité asymp-
totique strictement inférieure à 1" l’existence d’une martingale locale op-
timale au problème dual, ainsi qu’une caractérisation duale de ces deux
optimums, l’identité (3.58), et une relation de conjugaison entre les deux
fonctions valeurs, dans les théorèmes 3.3 et 3.6.
Mais dans l’une ou l’autre de ces deux méthodes aussi intéressantes et puissantes
qu’elles soient, il est très diﬃcile de spéciﬁer la fonction valeur, à l’exception de
quelques exemples markoviens ainsi que des cas particuliers des utilités expo-
nentielles, puissances et logarithmiques. De plus, cette fonction valeurs s’avère
loin d’être intuitive et elle est en général assez compliquée à interpréter.
4.1.1 Les utilités classiques et l’univers d’investissement
Les utilités classiques sont choisies sans rapport avec l’univers d’investisse-
ment.
En eﬀet, dans ce même cadre classique, si l’investisseur a ﬁxé son utilité, donc
son aversion au risque, en t = 0 pour la date T , une fois sa stratégie optimale
établie, pour les cinq ans à venir par exemple, il n’aura en pratique qu’à suivre
cette stratégie jusqu’à la maturité. Donc le portefeuille ainsi construit à une
date intermédiaire, par exemple deux ans, dépend non seulement de l’horizon
mais surtout d’un choix que l’investisseur a fait il y a deux ans, ne tenant pas
compte du nouvel état du marché à une telle date intermédiaire, un marché
ﬁnancier qui ne cesse d’évoluer de manière très signiﬁcative, et ne tenant pas
compte des contraintes d’investissements imposées à cet agent. En particulier,
ceci n’est pas cohérent avec les périodes de crises assez fréquentes ces dernières
années et qui peuvent inﬂuer de manière importante les choix et les préférences
de tout agent par rapport à des produits qui deviennent beaucoup trop risqués
ou plus rentables. L’investisseur se retrouve alors prisonnier de sa propre straté-
gie. D’un autre côté, il n’est pas cohérent de représenter ses préférences dans un
tel marché très dynamique par une simple fonction déterministe indépendante
en général du temps.
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Pour pouvoir remédier à cette incohérence, il est très important que nous puis-
sions avoir un degré de liberté de plus qui permettra de changer de stratégie si
nécessaire et surtout réajuster l’utilité de l’agent si ses préférences changent au
cours du temps. Pour ce, il est plus naturel de considérer des utilités stochas-
tiques et dynamiques .
4.1.2 Banque d’investissement et intertemporalité
La question que nous posons ici est la question d’un agent qui choisit d’in-
vestir sa richesse initiale dans des produits ﬁnanciers de diﬀérentes maturités et
tente de d’identiﬁer sa stratégie optimale par critère d’utilité espérée. Le pro-
blème qui se pose est, alors, comment cet agent déﬁnit son utilité ? Doit-elle
être la même pour les diﬀérents horizons d’investissement ou non ?
Pour mieux comprendre les diﬃcultés que nous pouvons rencontrer dans ce
genre de problème, nous considérons les deux cas de ﬁgure suivants :
i) Un agent ﬁnancier, ayant construit son portefeuille optimal Xx,∗T jusqu’à
la date T à l’aide d’une fonction d’utilité U , décide de redémarrer son
investissement pour un horizon T1 avec comme richesse initiale X
x,∗
T et ce
en considérant une nouvelle utilité U1. Une fois son portefeuille reconstitué
et sa stratégie optimale établie, il réalisera ainsi la richesse XX
x,∗
T ,∗
T1
.
ii) L’investisseur choisit dès la date 0 la maturité T+T1 comme horizon à son
investissement. Nous notons par Uˆ sa fonction d’utilité. Par conséquent,
il réalisera à cette maturité la richesse Xˆx,∗T+T1 .
Dans le premier scénario, la fonction valeur de l’investisseur à un instant t ≤ T
est déterminée à la fois par le problème d’optimisation de portefeuille associé à U
sur [0, T ] et par celui associé à U1 entre T et T1, alors que dans le second scénario,
la fonction valeur de l’investisseur est donnée par le programme d’optimisation
sur la période [0, T + T1] et dont la fonction d’utilité est Uˆ .
Si le choix des utilités à diﬀérentes maturités dans ces deux cas est cohérent,
alors le fait de s’arrêter à une date intermédiaire puis de reprendre les investis-
sements ne doit, en aucun cas, générer ni des fonctions valeurs diﬀérentes ni des
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richesses optimales diﬀérentes. En eﬀet, deux fonctions valeurs diﬀérentes (donc
des satisfactions diﬀérentes pour un même gain) ou des richesses optimales dif-
férentes ne peuvent correspondre aux mêmes préférences d’un seul agent. Cela
signiﬁe aussi que si nous décidons d’arrêter d’investir à une date intermédiaire
TI quelconque, nous sommes certains que la richesse réalisée à cette date est
encore optimale, dans le sens où elle coïncide avec celle que nous aurions pu
réaliser si nous avions considéré le problème d’optimisation de portefeuille à
horizon TI . En d’autres termes, la richesse optimale ne doit pas dépendre de
l’horizon d’investissement. Or, en général, ceci n’est pas le cas pour la raison
suivante : du fait que l’utilité est déterministe et ne tient pas compte de l’évo-
lution du marché, l’agent n’a pas le même point de vue sur sa fonction d’utilité
dans sept ans que celui qu’il aura dans cinq ans pour une maturité de deux ans,
c-à-d que son utilité pour les sept années à venir n’intègre pas l’évolution du
marché et des préférences dans cinq ans.
Ceci n’est pas l’unique exemple de situations où nous pouvons être confrontés à
la question des maturités diﬀérentes . En eﬀet, prenons le cas d’une banque d’in-
vestissement dont une part importante de l’activité vise à trouver les placements
ﬁnanciers et les couvertures les plus rentables pour ses clients. Comme les fonds
d’investissement s’attendent en général à un retour rapide sur investissement et
à un rendement maximal, la banque prend des risques importants sur le court
et le moyen terme pour répondre aux exigences de ses clients. Pour se couvrir
contre tous ces risques, il est naturel de prendre position sur du long terme
car un investisseur obtient plus de rendement sur ce genre de stratégies. Dans
ce cadre de banque d’investissement, le gestionnaire utilise donc des stratégies
à plusieurs horizons : court, moyen et long terme dans un même portefeuille.
Qu’elle est alors la stratégie optimale pour cet investisseur ? Comment doit-il
choisir sa fonction d’utilité ? Est-elle la même pour toutes les maturités ?
La réponse à cette question est clairement non. Nous espérons toujours réaliser
un meilleur rendement sur du long terme que sur du court terme. De plus d’après
ce qui précède les stratégies et les fonctions valeurs ne doivent pas trop dépendre
de la maturité. Cependant ceci ne justiﬁe pas le choix d’une même utilité pour
diﬀérentes maturités, car certainement le fait de considérer une unique fonction
d’utilité pour tous les horizons peut être une alternative pour répondre à la
131
These:version du lundi 15 février 2010 à 10 h 25
Chapitre 4. Utilités progressives dynamiques
question d’intertemporalité, mais en aucun cas, comme nous l’avons expliqué
ci-dessus, cette fonction déterministe peut intégrer l’évolution d’un marché très
dynamique ni représenter les préférences d’un agent qui ne cessent à leur tour
de changer selon l’état de ce marché.
Cette discussion, basée sur un raisonnement intuitif, va considérablement moti-
ver l’intérêt que nous portons dans ce travail aux utilités stochastiques. En eﬀet
celles-ci se présentent comme une alternative aux utilités classiques permettant
de mieux intégrer l’évolution du marché et les préférences d’un agent représen-
tatif ; elles permettent ainsi de répondre aux problématiques exposées ci-dessus
et dans le chapitre précédent. Nous allons plus particulièrement nous intéresser
au concept des utilités stochastiques dites utilités progressives ou encore progres-
sive performances, une notion développée sous le nom de "forward utilities" et
"forward performances", par Zariphopoulou et Musiela dans [84],[89],[85], [86],
[92], [113], [87],[88] et étudiée par Tehranchi et al. dans [36] et très récemment
par Zitkovic dans [115].
4.2 Utilités progressive
Avant de déﬁnir les utilités progressives proprement dites, nous décrivons le
marché dans lequel les stratégies de l’investisseur prennent place ; cet univers
d’investissement jouera un rôle important dans la suite.
4.2.1 L’environnement
Univers d’investissement
Dans toute la suite, un espace de probabilité de type brownien est donné.
Plus précisément, on considère un mouvement brownien standard de dimension
d : W = (W1,W2, ...,Wd), déﬁni sur un espace de probabilité ﬁltré (Ω,F ,P).
Pour simpliﬁer, nous supposons que Ft coïncide avec la ﬁltration générée par le
mouvement brownien, c-à-d Ft = σ(Ws, 0 ≤ s ≤ t) rendue continue à droite et
complète.
Le marché ﬁnancier lui-même est caractérisé comme d’habitude par le taux
court terme rt, le vecteur des primes de risque ηt associées aux sources de risque
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W , que nous supposons généralement mesurables et bornés.
Les stratégies de portefeuille π conduisent à des processus de richesse satisfaisant
la contrainte d’autoﬁnancement :
dXx,πt = rtX
x,π
t dt+ πtσt(dWt + ηtdt), X
x,π
0 = x (4.1)
où x désigne le capital initial, et σ la matrice de volatilité des actifs, supposée
ment mesurable non-singulière et bornée en (t, ω). Son inverse σ−1t (ω) est sup-
posée aussi uniformément bornée en (t, ω) ∈ R+×Ω. Notons que cette écriture
où π décrit le montant investi dans les actifs risqués suppose implicitement que
la richesse est toujours positive.
Les investisseurs sont souvent restreints dans leur choix d’investissement π, qui
doivent appartenir à un cône convexe éventuellement aléatoire, noté par K. Ses
sections temporelles sont adaptées et notées Kt. Par exemple, le cas où K est
un espace vectoriel exprime que seulement un nombre limité (< d) d’actifs (ou
de portefeuilles d’actifs) sont accessibles au gestionnaire. C’est une manière de
d’exprimer l’incomplètude du marché.
Nous préciserons au fur à mesure les hypothèses d’intégrabilité sur les porte-
feuilles et la richesse associée, ainsi que sur la forme de l’espace des contraintes.
Concavité de l’utilité
Avant de déﬁnir les utilités progressives, il est important de rappeler quelques
notions de bases sur les préférences et l’aversion au risque étudiées en détail
dans le premier chapitre. Pour cela, considérons une variable aléatoire discrète
X prenant les valeurs xi avec la probabilité pi ; son espérance est donnée par
E(X) =
∑
i pixi = x. Comme x représente le gain espéré en jouant à une
loterie décrite par le couple (X, (pi)), il est logique de préférer le gain sûr x
au gain aléatoire X, en d’autres termes nous préférons l’espérance du gain au
gain aléatoire. Par conséquent nous attribuons au gain x une utilité espérée
supérieure à celle que nous attribuons à la variable X, c-à-d
E(U(X)) =
∑
i
piU(xi) ≤ U(x) (4.2)
Ce raisonnement étant valable pour toute variable aléatoire X et à tout instant
t (ﬁxé), l’inégalité de (4.2) est satisfaite pour toute variable X, ce qui implique
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que U(t, .) est une fonction concave (à t ﬁxé). En outre, le fait d’être sensible
au niveau de la richesse se traduit par la stricte monotonie des utilités, c-à-d
U(x) > U(x′) pour x > x′.
Donc il est tout à fait naturel d’imposer cette propriété comme une propriété
nécessaire que doit satisfaire tout processus u destiné à représenter les préfé-
rences d’un agent sur un marché ﬁnancier. C’est la raison de l’utilisation d’un
critère d’utilité espérée dans le cas classique.
Ici on cherche à distinguer le risque à la date t, pour lequel on tirerait une
richesse aléatoire Ft mesurable, d’espérance conditionnelle x à la place de x.
C’est diﬀérent de regarder l’impact de l’utilité pour un risque futur, qui est plus
lié à la programmation dynamique et à l’univers d’investissement.
4.2.2 Définition de l’utilité progressive
Rapellons dabord la déﬁnition d’une fonction d’utilité puis celle d’un portefeuille
admissible.
Définition 4.1. On appelle utilité classique toute fonction U strictement concave
croissante.
Définition 4.2. Un vecteur π ∈ Rd est un portefeuille K- admissible pour une
richesse initiale x, c-à-d que π ∈ A(x,K), si le processus de richesse Xx,π donné
par (5.4) est tel que
Xx,πt ≥ 0, ∀t ≥ 0
presque sûrement, et si
πt ∈ Kt, ∀t ≥ 0, p.s.
Les ensembles A(K) et A sont déﬁnis de manière identique à 2.2.
La déﬁnition des utilités progressives associées à l’univers d’investissement dé-
crit au début de cette section est légèrement diﬀérente de celle introduite par
Musiela et Zariphopoulou [89, 85, 84] dans le sens où les portefeuilles que nous
considérons dans notre déﬁnition et dans toute la suite sont des portefeuilles non
actualisés. Cette diﬀérence ne change pas les assertions de la déﬁnition et peut
paraitre peu importante mais elle jouera un rôle crucial dans la question des
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changements de numéraires que nous aborderons dans les exemples qui suivent
et sera approfondie dans le chapitre 6 de ce manuscrit.
Définition 4.3. Nous appelons utilité progressive, déﬁnie sur l’espace ﬁltré
(Ω, (Ft),P) issue de la fonction d’utilité standard U , tout champ aléatoire F-
ment mesurable, et continu u : (t, x) ∈ R+ × R+ 7→ u(t, x) vériﬁant
i) Propriété de concavité : Pour tout (t, ω), x 7→ u(t, ω, x) est une uti-
lité classique, strictement croissante et strictement concave. A l’instant 0,
u(0, ω, x) = U(x).
ii) Consistance avec l’univers d’investissement : pour toute stratégie
admissible π ∈ K, de richesse Xπ,
E
(
u(t,Xπt )/Fs
) ≤ u(s,Xπs ), ∀t ≥ s ≥ 0. (4.3)
En d’autres termes, pour toute stratégie d’investissement admissible,
(u(t,Xπt ); t ≥ 0) est une surmartingale locale.
iii) Existence d’un optimum : Pour toute richesse initiale x, il existe
une stratégie admissible, notée π∗ ∈ K, de processus de richesse Xx,π∗
telle que
EP(u(t,X
x,π∗
t )/Fr) = u(r,Xx,π
∗
r ), ∀t ≥ r ≥ 0. (4.4)
En d’autres termes, u(t,Xx,π
∗
t ) est une martingale continue.
4.2.3 Interprétation
X Consistance avec l’univers d’investissement
Cette propriété explique que si π n’est pas la stratégie optimale, alors
il vaut mieux ne pas faire d’investissement : soit on est optimal soit on
n’a pas intérêt à investir. Il faut comprendre cette propriété comme suit :
le fait qu’un investisseur fasse un investissement qui n’est pas optimal
comparé avec ce qu’il aurait pu gagner s’il avait suivi la bonne stratégie
correspondante à ses propres préférences constitue une perte. L’optimum
dans ce raisonnement représente la référence pour un investisseur, c’est
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donc l’état où il faut se placer. Autrement il n’est pas cohérent avec son
aversion au risque, il est donc perdant. C’est l’état d’équilibre naturel.
X Propriété de surmartingale
Comme les processus de richesse ne sont pas des surmartingales, (mais
des sous-martingales sous la probabilité risque neutre), pour une utilité
concave standard V , V (Xt) n’est pas une surmartingale. Toutefois, dans
les problèmes d’optimisation dynamique classique, on retrouve cette pro-
priété pour la fonction de valeurs du problème (déﬁnition (2.19)), comme
nous l’avons vu dans les rappels précédents, en liaison avec les notions de
programmation dynamique. L’optimum est lui associé à la propriété de
martingale.
Cette propriété peut être interprétée comme le fait qu’à tout date t, l’uti-
lité est l’utilité maximale conditionnelle espérée d’un investissement dans
le marché de référence.
Nous remarquons, dans le cadre classique d’optimisation de portefeuille à
horizon T , et comme u est une simple fonction concave, que u(XπT ) ne peut
être en général une surmartingale pour toutes les stratégies admissibles.
En eﬀet par une simple application du lemme d’Itô, nous avons
du(Xπt ) =
(
(rtX
π
t + < ηt, πtσt >)u
′(Xπt ) +
1
2
u′′(Xπt )||πtσt||2
)
dt+ (∗)dWt
en particulier si le taux court est strictement positif et si la stratégie π ≡ 0
est admissible. Alors le processus u(Xπ=0t ) = u(xe
R t
0 rsds) ne peut être
une surmartingale. Par contre, nous pouvons vériﬁer facilement pour tout
t < T , que la fonction valeur v (déﬁnition (2.19)) vériﬁe cette propriété
de consistance avec l’univers d’investissement. Nous avons vu aussi que s’
il existe un portefeuille optimal, alors le processus v(t,Xπ∗), t ≥ T est
une martingale. Enﬁn, d’après les résultats des théorèmes 3.3 et 3.6, nous
obtenons que U est strictement concave ce qui implique que cette fonction
valeur est une utilité sur l’intervalle [0, T [.
Toutes ces remarques montrent que la propriété de surmartingale pour
toutes les stratégies et martingale tout au long de la trajectoire optimale
est naturelle, car comme nous venons de le voir c’est l’une des propriétés de
base d’une fonction valeurs d’un problème d’optimisation de portefeuille
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classique.
X Existence d’un unique optimum
− Existence : cette propriété est une condition nécessaire, car nous pou-
vons nous demander quel intérêt nous porterons à une utilité si elle ne
nous permet pas d’identiﬁer la stratégie optimale.
− Unicité : Il faut comprendre par unicité : l’unicité de la richesse optimale
et non de la stratégie, car il est possible de réaliser un même gain en suivant
deux stratégies diﬀérentes.
En raisonnant par l’absurde nous supposons qu’il existe deux stratégies
optimale π1 et π2 qui génèrent deux richesses optimales Xπ1 et Xπ2 dif-
férentes. Par convexité de l’ensemble des contraintes, nous savons que la
stratégie π¯ = (π1 + π2)/2 est encore une stratégie admissible, ce qui im-
plique par stricte convexité de u(t, ., x), ainsi que par l’optimalité de π1
et π2, pour la même richesse initiale x, que
E(u(t,X π¯t )) >
1
2
(
E(u(t,Xπ
1
t )) + E(u(t,X
π2
t ))
)
= u(0, x) (4.5)
ce qui est contradictoire.
X Le temps t joue un rôle important dans l’analyse des stratégies futures
car l’évolution d’une utilité par rapport à ce paramètre n’est autre que
l’évolution des préférences et de l’aversion au risque de l’agent au cours
du temps et par conséquent, l’évolution de son processus de décision et
d’investissement. De plus vu la stochasticité de ces utilités, le temps peut
être aussi interprété comme facteur de risque.
Nous remarquons, enﬁn, que telles qu’elles sont déﬁnies, ces utilités sont
indépendantes de tout horizon d’investissement, ce qui les rend intertem-
porelles.
4.3 Exemples simples d’utilités
La déﬁnition des utilités repose sur deux propriétés essentielles, d’une part
qu’à toute date t l’utilité u(t, x) est une utilité classique, d’autre part sur la
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compatibilité avec l’univers d’investissement. Les exemples que nous proposons
ci-dessous sont basés sur des perturbations stochastiques simples de l’utilité
initiale (classique) et vériﬁent automatiquement le fait d’être des utilités clas-
siques. La question essentielle est donc d’étudier les conséquences de l’hypothèse
de cohérence avec un univers d’investissement donné.
4.3.1 Exemple 1 : Changement de prix d’état dans une
utilité classique
Dans cet exemple, par souci de simplicité, nous supposons que l’ensemble
des contraintes K est un cône convexe fermé qui ne dépend pas de la richesse
initiale x.
Nous nous donnons a priori l’utilité classique initiale U = v, que nous supposons
déterministe, strictement concave et strictement croissante.
Vu l’importance des changements de probabilité dans l’activité de la banque
d’investissement, il est naturel de se demander si un changement de probabilité
composé avec un facteur "d’actualisation", que nous appellerons changement
de prix d’état, suivant la terminologie de Bachelier [6] et de Samuelson [101]
transforme une utilité classique en une utilité compatible avec l’univers d’inves-
tissement.
Le changement de prix d’état est décrit par l’intermédiaire d’une semimartingale
strictement positive Z, qui évolue selon la dynamique
dZt
Zt
= µtdt+ γtdWt, Z0 = 1 (4.6)
où les processus adaptés µ et γ sont supposés bornés.
Définition : Soit u(t, x) le processus d’utilité dynamique déﬁni par sa condition
initiale U , et pour tout t > 0, pour tout x > 0 par :
u(t, x)
def
= Zt U(x).
Par déﬁnition, quel que soit t ≥ 0, l’application x 7→ u(t, x) est une fonction
d’utilité strictement concave croissante. Nous privilégions donc la concavité et
nous nous intéressons à établir les conditions nécessaires ou suﬃsantes sous
lesquelles l’utilité dynamique u est compatible avec l’univers d’investissement,
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c’est-à-dire u(t,Xπt ) = ZtU(X
π
t ) est une surmartingale quelque soit la stratégie
admissible π ∈ K.
Le cas du changement de probabilité
Pour commencer, nous supposons que le processus Z ci-dessus est une mar-
tingale exponentielle. Comme γ est supposé borné, il est bien connu que Z est
une vraie martingale, qui peut être vue comme une densité de probabilité. Choi-
sissons un horizon ﬁnal de gestion TH (en général très lointain) et déﬁnissons
une nouvelle probabilité QZ sur la tribu FTH , par
dQZ
dP
:= ZTH .
Alors, restreinte à la tribu Ft, la densité est la variable aléatoire Zt.
Le théorème de Girsanov permet de reformuler de manière très simple l’hypo-
thèse de compatibilité avec l’univers d’investissement, puisque nous avons la
caractérisation suivante des surmartingales sous la nouvelle probabilité :
Théorème de GirsanovUn processus adapté et continu J est uneQZ-surmartingale
locale si et seulement si (Zt Jt) est une P-surmartingale locale.
Critère de compatibilité L’utilité dynamique u est compatible avec l’univers
d’investissement ((u(t,Xπt ))t≥0 est une surmartingale sous la probabilité P ) si
et seulement si les processus U(Xπt ) sont des Q
Z-surmartingales locales, et s’il
existe une stratégie pour laquelle cette quantité est une vraie martingale.
Le problème est donc équivalent à montrer que l’utilité standard U(x) est une
utilité pour le même univers d’investissement, mais sous une nouvelle probabi-
lité a priori, c’est à dire QZ au lieu de P.
Puisque cette utilité ne dépend pas du temps, la stratégie constante (càd π ≡ 0),
si elle est admissible est optimale. A priori, une condition suﬃsante pour que
la condition de surmartingale soit satisfaite est que les portefeuilles admissibles
soient des martingales sous QZ ; en d’autres termes le QZ-nouveau marché doit
être sans taux d’intérêt, et la prime de risque doit être nulle ou dans le noyau
de σ⊥. Si de plus les stratégies constantes sont admissibles, alors U est une
QZ-utilité .
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Seconde étape : Dans la suite, nous ne supposons plus que le processus Z est
une martingale. Notre objectif est de déterminer si les hypothèses faites dans le
premier cas sont encore nécessaires dans le cas présent. Pour cela, nous avons
besoin d’expliciter les diﬀérentes dynamiques. Pour simpliﬁer l’écriture de la
formule d’Itô, nous supposons la fonction concave U de classe C2. Sous cette
hypothèse, d’après la formule d’Itô, la condition de surmartingale pour toute
stratégie admissible s’écrit, pour presque tout (t, ω),
u(t,Xπt )µt + u
′(t,Xπt )
(
rtX
π
t + < πtσt, ηt + γt >
)
+
1
2
u′′(t,Xπt )‖πtσt‖2 ≤ 0.
Nous faisons en plus l’hypothèse que nous pouvons partir, à chaque date t d’une
richesse initiale x.
Il s’ensuit, en prenant le supremum sur toute les stratégies admissibles, que
uµt + u
′rtx+ ess supπ∈A(x)
{
u′ < πtσt, ηt + γt > +
u′′
2
‖πtσt‖2
}
(t, x) ≤ 0. (4.7)
Donc, en notons par Kt l’ensemble des stratégies admissibles à l’instant t et par∏
Ktσt
l’opérateur de projection orthogonale sur l’espace Ktσt à la date t, alors
la stratégie optimale est donnée par
π∗t (x)σt = −
u′
u′′
(t, x)
∏
Ktσt
(ηt + γt).
Par conséquent, si u est une utilité progressive alors u(t,Xπ∗t ) est une martin-
gale, ce qui se traduit par l’identité suivante :{
uµt + u
′rtx− (u
′)2
2u′′
‖
∏
Ktσt
(ηt + γt)‖2
}
(t, x) = 0, t ≥ 0. (4.8)
En exprimant u ainsi que ses dérivées en fonction de U et ses dérivées, cette
identité peut se réécrire, en divisant par ZtxU ′(x) sous la forme suivante
U
xU ′
(x)µt + rt − U
′
2xU ′′
(x)‖
∏
Ktσt
(ηt + γt)‖2 = 0, ∀t ≥ 0, ∀x > 0. (4.9)
À ce stade, le processus u est une utilité progressive si et seulement si cette
équation est satisfaite. Comme les quantités µ, r, η et γ ne dépendent pas de x,
nous remarquons que le choix des paramètres de diﬀusion de Z ne peuvent être
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quelconques (car sinon, si µ ou γ dépend de x, nous pouvons perdre la concavité
de u). C’est pour cette raison que nous distinguons les deux cas suivants :
Premier cas : Pour commencer, nous nous intéressons au cas où U/xU ′ et
U ′/xU ′′ sont proportionnels. Il existe alors une constante c < 0 telle que
U ′′
U ′
= c
U ′
U
ce qui revient, en intégrant par rapport à x, à écrire qu’il existe une deuxième
constante c1 telle que c1 + log(u′) = log(uc) ou encore à u′u−c = c2.
• U est une utilité puissance : Si c 6= 1, par une simple intégration
de cette dernière identité, on obtient que U ne peut être qu’une utilité
puissance, c-à-d. il existe un réel 0 < α < 1 tel que U(x) = xα/α. Par
conséquent, l’équation (4.9) devient
1
α
µt + rt +
1
2(1− α)‖
∏
Ktσt
(ηt + γt)‖2 = 0, ∀t ≥ 0, (4.10)
ce qui implique que le choix du processus Z est fortement lié à l’univers
d’investissement. Par contre, nous ne pouvons conclure ni que Z est une
martingale , ni queXπZ l’est comme il est le cas ci-dessus. En revanche, ce
qui est important à noter est que dans ce cas, les paramètres de diﬀusion
de Z dépendent, outre l’univers d’investissement, de l’aversion au risque
associée à U notée dans l’équation (4.14) ci-dessus par 1− α.
Remarque 4.1. Dans la déﬁnition des utilités progressives : Zariphopou-
lou et al. [84], [89], [85], [92], [87]... Tehranchi et al [36] et G. Zitkovic
[115], les auteurs ont supposé que l’on peut toujours se placer dans le
cadre d’un marché où le taux court r est nul. Or dans cet exemple d’utilité
puissance, le taux court joue un rôle important, nous permet d’élargir une
famille d’utilités progressives certes, particulière (puissance), mais nous
n’aurions pas remarqué si nous avons adopté la même déﬁnition que ces
auteurs.
• U est une utilité exponentielle : Si c = 1, alors U(x) = 1−exp(−c2x)
est une utilité exponentielle de paramètre c2. Par conséquent, l’équation
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(4.9) devient
xrt =
1
c2
(− µt + 1
2
∥∥ ∏
Ktσt
(ηt + γt)
∥∥2), ∀t ≥ 0, x > 0. (4.11)
Comme le terme de droite est indépendant de x, cela implique qu’une
condition nécessaire et suﬃsante sous laquelle u est une utilité progressive
est que
r = 0 et µt =
1
2
∥∥ ∏
Ktσt
(ηt + γt)
∥∥2. (4.12)
Second cas : Dans le cas contraire, si U/xU ′ et U ′/xU ′′ ne sont pas propor-
tionnels, alors par le même raisonnement que dans le premier cas, on obtient
que u est une utilité progressive si et seulement si r = 0 et µ = 0. Ce qui est,
encore, équivalent à
r = 0, η + γ ∈ (Kσ)∗, (4.13)
où (Kσ)∗ est le cône dual de Kσ (voir déﬁnition B.14), dont l’une des propriétés
est la suivante :
ν ∈ (Kσ)∗ ⇔< πσ, ν > ≤ 0, ∀π ∈ K.
Par conséquent, par une simple application du lemme d’Itô, et pour π ∈ K,
le processus ZXπ est une surmartingale. Nous en déduisons alors ce premier
résultat.
Théorème 4.1. Soit U une fonction d’utilité, et Z un processus positif tel que
dZt = Zt(µt + γtdWt). Nous déﬁnissons l’utilité stochastique u(t, x) = ZtU(x).
– Si U n’est ni de type puissance ni exponentielle, alors u(t, x) est une utilité
progressive si et seulement si Z est une martingale, de volatilité γ telle que
γ+η appartienne à l’orthogonal de Kσ, et si le marché initial est sans taux
d’intérêt. Alors la stratégie π ≡ 0, qui correspond à une richesse constante
est optimale.
– Si U est une fonction d’utilité puissance (0 < α < 1), les paramètres de
Z doivent satisfaire
1
α
µt + rt +
1
2(1− α)‖
∏
Ktσt
(ηt + γt)‖2 = 0, dt⊗ dP a.s, (4.14)
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la stratégie optimale est
π∗t (X
x,∗
t )σt =
Xx,∗t
1− α
∏
Ktσt
(ηt + γt).
– Si U est une fonction exponentielle (U(x) = 1− e−αx/α), le marché doit
être sans taux d’intérêt, et le drift de Z dépend de sa volatilité.
rt = 0 et µt =
1
2
∥∥ ∏
Ktσt
(ηt + γt)
∥∥2, dt⊗ dP a.s, (4.15)
la stratégie optimale est
π∗t (X
x,∗
t )σt =
1
α
∏
Ktσt
(ηt + γt).
Ce résultat n’est autre qu’une condition nécessaire et suﬃsante. Par contre,
comme le marché est incomplet, nous remarquons d’après la dernière équation
de (4.13) que le choix de la volatilité γ ainsi que la prime de marché ne sont pas
uniques. Par contre, nous pouvons noter que, quelque soit le choix de Z, toutes
les utilités considérées génèrent la même stratégie optimale π∗ ≡ 0 et elles sont
issues de la même condition initiale U , ce qui montre que la condition initiale
est insuﬃsante pour avoir l’unicité de ces processus.
Remarque 4.2. Si le marché est complet, alors π∗ = 0 et par suite toutes les
utilités construites ci-dessus sont identiques. Cependant, l’unicité reste encore
une question ouverte.
4.3.2 Exemple 2 : Utilité classique, changement de pro-
babilité et changement de numéraire
Dans cet exemple, en plus des hypothèses faites dans l’exemple précédent,
nous considérons un second processus Y qui évolue selon la dynamique
dYt
Yt
= αtdt+ δtdWt. (4.16)
Comme dans l’exemple 4.3.1, le but est d’étudier sous quelles conditions le
nouveau processus u déﬁni par
u(t, x) = ZtU(
x
Yt
) (4.17)
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est une utilité progressive, et surtout dans quel univers.
Pour cela, l’idée est de se rapprocher le plus possible du cas de l’exemple pré-
cédent, en déﬁnissant un nouveau univers. En eﬀet, pour π ∈ K, la dynamique
du processus Xπ/Y est donnée, en appliquant le lemme d’Itô, par
d
Xπt
Yt
= (rt − αt+ < δt, ηt >)X
π
t
Yt
dt+ (
πt
Yt
σt − X
π
t
Yt
δt
)(
dWt + (ηt − δt)dt).
Nous pouvons alors déﬁnir un nouvel univers d’investissement comme suit :

r˜ = r − α+ < δ, η > : le nouveau taux court,
η˜ = η − δ : la nouvelle prime de marché,
π˜ =
π
Y
− X
π
Y
δσ−1 : les nouvelles stratégies,
X˜ π˜ =
Xπ
Y
: les nouvelles richesses,
K˜(x˜) = K(x˜Y )
Y
− x˜δσ−1 : le nouvel espace de contraintes,
(4.18)
ce qui implique que, pour tout π˜ ∈ K˜, on a
dX˜ π˜ = r˜tX˜
π˜dt+ π˜tσt
(
dWt + η˜tdt). (4.19)
Considérons, par la suite, u˜ le processus déﬁni par
u˜(t, x˜)
def
= ZtU(x˜).
L’équivalence suivante : u est une utilité dans l’univers d’investissement (r, η,K)
si et seulement si u˜ est une utilité dans le nouveau univers (r˜, η˜, K˜) suggère que
l’approche la plus naturelle est d’appliquer les résultats de l’exemple précédent
à u˜ et en déduire, d’après cette dernière équivalence, les conditions nécessaires
ou suﬃsantes pour que u soit une utilité progressive dans l’univers de départ.
Malheureusement, ceci n’est pas possible car, contrairement à l’hypothèse faite
au début de l’exemple précédent, le nouveau espace de contraintes K˜ dépend
de la richesse x˜, comme nous pouvons bien le voir dans (4.18). Cependant, par
analogie entre les dynamiques des richesses dans les deux univers, nous pouvons
appliquer le même raisonnement et ainsi obtenir la condition de compatibilité
donnée par
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uµt + u
′r˜tx+ essupπ˜∈K˜(x)
{
u′ < π˜tσt, η˜t + γt > +
u′′
2
‖π˜tσt‖2
}
(t, x) = 0,(4.20)
dont la stratégie optimale sera donnée par le théorème 6.5, et qui s’énonce :
Théorème 4.2. La stratégie optimale au problème d’optimisation (4.20) est
donnée par
π˜∗t (x) = −
1
u′′
(∏
Kσ
(− xu′′δt + u′(η˜t + γt))+ xu′′δt)(t, x). (4.21)
Remarque 4.3. La preuve de ce résultat sera donnée dans le chapitre 6 para-
graphe 6.3.2, quand nous étudierons la question du changement de numéraire
en détails.
Pour simpliﬁer, nous supposons de plus que K est un sous espace vectoriel.
Par conséquent, l’opérateur
∏
Ktσt
n’est autre que l’opérateur de projection
orthogonale. En injectant (4.21) dans (4.20), nous trouvons que
u(t, x˜)µt + u
′(t, x˜)r˜tx˜− (u
′)2
2u′′
∥∥ ∏
Ktσt
(
η˜ + γt
)∥∥2 − x˜2u′′
2
∥∥δt −∏
Ktσt
(δt)
∥∥2(t, x˜) = 0.(4.22)
En réécrivant cette équation en terme de la fonction U , en simpliﬁant par Zx˜U et
en faisant le changement de variable x = x˜Yt, nous obtenons que ∀t ≥ 0, x > 0
U
xU ′
(x)µt + r˜t − U
′
2xU ′′
‖
∏
Ktσt
(
η˜ + γt
)‖2 − xU ′′
2U ′
‖δt −
∏
Ktσt
(δt)‖2(t, x) = 0. (4.23)
Nous retrouvons alors l’équation (4.9) avec un terme supplémentaire, qui est un
terme purement dû au processus Y . Ceci explique encore une fois que le cadre
de cet exemple ne peut être déduit directement de celui de l’exemple 4.3.1. Par
contre, le raisonnement est identique. Ainsi, rappelons que les paramètres r˜, η˜, µ
et γ sont indépendants de x, et par conséquent nous commençons par traiter
les cas particuliers :
Premier cas : Si U/xU ′ et U ′/xU ′′ sont proportionnels. Nous avons démontré
ci-dessus que cela implique que U est soit de type puissance soit exponentielle.
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* U est une utilité puissance. Alors ∃a > 0 tel que U(x) = xa/a. Par
conséquent, l’équation(4.23) devient, ∀t ≥ 0
1
a
µt + r˜t − 1
2(1− a)‖
∏
Ktσt
(ηt − δt + γt)‖2 − 1− a
2
‖δt −
∏
Ktσt
(δt)‖2 = 0.(4.24)
* U est une utilité exponentielle. Donc U(x) = −1
c
e−cx, c > 0. Cela
induit que, ∀t ≥ 0, x > 0, on a
xr˜t +
cx2
2
‖δt −
∏
Ktσt
(δt)‖2 − 1
c
(− µt + 1
2
‖
∏
Ktσt
(ηt − δt + γt)‖2) = 0.
Étant un polynôme de second degré identiquement nul, par conséquent,
l’équation ci-dessus est équivalente à ce que tous ses coeﬃcients soient
nuls, c-à-d
r˜ = 0, µ =
1
2
‖
∏
Ktσt
(η − δ + γ)‖2, δ ∈ Kσ
ce qui est encore équivalent à,
α = r+ < δ, η >, µ =
1
2
‖
∏
Ktσt
(η − δ + γ)‖2, δσ−1 est admissible.(4.25)
Deuxième cas : Si U n’est ni de type puissance ni exponentielle, les termes de
l’identité (4.23) sont tous nuls, ce qui est équivaut à
r˜ = 0, µ = 0, δ ∈ Kσ, η − δ + γ ∈ (Kσ)⊥
en d’autres termes :
Z est une martingale, Xπ/Y est une martingale locale positive sous la probabilité
QZ donnée par : dQZ/dP = Z, δσ−1 est une stratégie admissible
D’où le résultat suivant :
Théorème 4.3. Soit U une fonction d’utilité.
– Si U n’est ni de type puissance ni exponentielle, alors le processus u déﬁni
par u(t, x) = ZtU(x/Yt) est une utilité si et seulement si Z est une mar-
tingale, ZXπ/Y, π ∈ K est martingale et la stratégie δσ−1 est admissible.
Dans ce cas la stratégie optimale est δσ−1 quelque soit le choix de U .
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– Si U est une fonction d’utilité puissance ou exponentielle, alors la condi-
tion : “Z est une martingale, ZX est une surmartingale pour toute stra-
tégie π admissible” n’est pas une condition nécessaire.
Dans le cas où U est une utilité puissance de paramètre α, il suﬃt de
choisir Z tel que les conditions (4.24) soient satisfaites. Sinon, dans le
cas où U est exponentielle, il suﬃt que Z vériﬁe (4.25).
Enﬁn, remarquons que dans ces exemples, le processus Z peut être interprété
comme un changement de probabilité et Y comme un changement de numéraire.
Une conséquence directe de ce théorème est le corollaire suivant :
Corollaire 4.1. Sous les hypothèses du théorème précédent, si nous supposons
que Z = 1, alors u déﬁni par u(t, x) = U(x/Yt) est une utilité dans l’univers
d’investissement (r, η,K) si et seulement si Xπ/Y, π ∈ K est une martingale
locale et que la stratégie δσ−1 est admissible.
Nous remarquons aussi, d’après ce qui précède, que le fait de se placer dans
un nouveau numéraire Y , nous permet de changer la prime de marché. En
particulier, un bon choix de numéraire permettra de se placer dans un nouveau
univers où la prime de risque est nulle. Nous aborderons cette question avec
plus de détails dans le chapitre suivant.
4.3.3 Dynamique de l’utilité progressive u
Nous nous intéressons à la dynamique de l’utilité u dans le cas où la fonc-
tion d’utilité U n’est ni une utilité puissance ni exponentielle. Pour cela, nous
utilisons la déﬁnition du processus ZtU( xYt ) ainsi que le lemme d’Itô, en rap-
pelant que dans ce cadre Z est une martingale (µ ≡ 0). Il s’ensuit d’après les
dynamiques (4.6) et (4.16) de Z et Y que
du(t, x) = d
(
ZtU(
x
Yt
)
)
= Zt
x
Yt
(
Uγt − U ′δt
)
(
x
Yt
)dWt (4.26)
+
(
Zt
x
Yt
U ′(−αt + ‖δt‖2− < γt, δt >) + 1
2
(
x
Yt
)2U ′′‖δt‖2
)
(
x
Yt
)dt
Ainsi, et d’après ce qui précède, u est une utilité progressive si et seulement si{
r = α− < δ, ηt >
η − δ + γ ∈ (Kσ)⊥, δ ∈ Kσ
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ce qui implique que
−αt + ‖δt‖2− < γt, δt >= −rt.
Par suite le terme en dt dans la dynamique de u, ou encore le drift, est égal à
−rt + 1
2
(
x
Yt
)2U ′′(
x
Yt
)‖δt‖2. (4.27)
Soit Γ le coeﬃcient de dWt dans la dynamique de u. Alors
Γ(t, x) =
(
Zt
x
Yt
Uγt − Zt x
Yt
U ′δt
)
(
x
Yt
). (4.28)
En dérivant par rapport à x, nous obtenons
Γ′(t, x) =
(Zt
Yt
U ′(γt − δt)− Zt x
Yt
U ′′δt
)
(
x
Yt
) (4.29)
ou encore
Γ′(t, x) + u′(t, x)ηt =
(Zt
Yt
U ′(ηt + γt − δt)− Zt x
Yt
U ′′δt
)
(
x
Yt
). (4.30)
Comme η − δ + γ ∈ (Kσ)⊥ et que δ ∈ Kσ, ceci implique que∏
Ktσt
(
Γ′ + u′ηt
)
(t, x) = −Zt x
Yt
U ′′(
x
Yt
)δt. (4.31)
Nous en déduisons par conséquent, en injectant cette identité dans (4.27) puis
dans la dynamique (4.26), que
du(t, x) = (
1
2u′′
‖
∏
Ktσt
(
Γ′ + u′ηt
)‖2 − rtu′)(t, x)dt+ Γ(t, x)dWt (4.32)
Γ(t, x) =
(
uγt − xu′δt
)
(t, x).
Cette représentation de la dynamique de u est importante dans le sens où elle
met en évidence le rôle que joue la volatilité de cette utilité ainsi que sa dérivée
pour décrire l’évolution de cette classe d’utilité. De plus, en adoptant ces nota-
tions, il est facile de voir que la stratégie optimale à son tour peut s’exprimer
en fonction de cette volatilité comme suit :
π∗(t, x) = − 1
u′′
∏
Ktσt
(
Γ′ + u′ηt
)
(t, x). (4.33)
Nous reviendrons tout au long de notre étude sur cette équation aux dérivées
partielles stochastique (EDPS), car nous montrerons dans la suite que toute
utilité progressive est forcément solution de ce type d’EDPS. De même pour la
richesse optimale.
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Remarque 4.4. D’une manière similaire, nous pouvons établir cette dynamique
dans le cadre des utilités puissances ou exponentielles, mais ce n’est pas notre
but ici.
Notons qu’il existe plusieurs autres exemples d’utilités progressives qui ont été
fournis dans les travaux de M. Musiela et T. Zariphopoulou, nous citons par
exemple [87], [92] et [86]. Dans [86], les auteurs font remarquer que les utilités
progressives qu’ils construisent obéissent à une dynamique très proche de celle
de (4.32), établie ci-dessus (sans projection sur le cône Kσ) mais cette EDPS
n’a jamais été étudiée, ce que nous ferons dans toute la suite. Par contre, les
auteurs se sont intéressés très particulièrement au cadre des utilités progressives
strictement décroissantes dans le temps (Γ ≡ 0) et ce dans [86] dans un premier
temps puis de manière approfondie dans [87] et [88]. Nous reviendrons à ces
utilités décroissantes et aux résultats établis par M. Musiela et T. Zariphopoulou
ainsi que par Tehranchi et al. [36], dans le paragraphe 7.7 du chapitre 7.
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Résumé : Dans ce chapitre, nous traitons dans un premier temps le cadre par-
ticulier des utilités progressives markoviennes. Ces utilités sont alors solution
d’équations de type Hamilton-Jacobi-Bellman identiques à celles étudiées dans le
deuxième chapitre (voir le paragraphe 2.6, Théorème 2.2), à la seule diﬀérence
que, dans le cadre des utilités progressives et contrairement au cadre du chapitre
2, ces équations de HJB sont des équations avec condition initiale et non pas
une condition ﬁnale. C’est pour cette raison et vu qu’il n’existe aucun théorème
de comparaison établi dans ce cadre précis, que les techniques classiques d’EDP
ne nous permettent pas de conclure ni à l’existence ni à l’unicité des solutions,
voire même à leur concavité.
Ensuite, nous montrons que ces utilités progressives markoviennes sont encore
solution de l’EDP stochastique (4.32) établie dans le chapitre précédent et dont
le drift est contraint à la fois par le marché et par la dérivée de la volatilité de
ces utilités. Ceci constitue notre principale motivation pour mieux comprendre la
dynamique de ces utilités et le rôle joué par la volatilité associée. Pour ce, nous
allons nous intéresser à un cadre plus général qui consiste à supposer que les
utilités progressives sont des champs aléatoires ou encore des semimartingales
avec un paramètre spatial obéissant à une dynamique de la forme
du(t, x) = β(t, x)dt+ Γ(t, x)dWt. (5.1)
Pour étudier ces processus d’Itô composés avec des richesses, c-à-d. u(t,Xx,πt ),
nous avons besoin d’un outil puissant et adéquat à la fois. En particulier, il s’agit
d’une formule d’Itô généralisée appelée aussi formule d’Itô-Ventzel, lemme 5.1
(voir aussi Kunita [74], paragraphe 3.3 pour une preuve détaillée de ce résul-
tat). Cette formule, à elle seule, étant insuﬃsante, nous faisons une hypothèse
de recollement de stratégie appelée aussi hypothèse de bifurcation (voir le para-
graphe 5.4.3 hypothèse 5.3 et le premier chapitre du cours de Saint Flour [20]
par Nicole El Karoui pour la théorie générale). Nous montrons alors, comme
dans les cadres des exemples du chapitre précédent et des utilités progressives
markoviennes, que le drift β dans la dynamique (5.1) ne peut être quelconque :
il est fortement contraint par l’univers d’investissement et la dérivée Γ′ de la
volatilité.
Enﬁn nous donnons une interprétation ﬁnancière de ce paramètre Γ qui s’avère
jouer un rôle fondamental dans toute notre étude, au niveau de l’utilité comme
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au niveau des processus de richesses optimales. Par contre, montrer l’existence
d’un lien entre la concavité de ces utilités et leurs EDP stochastiques reste une
question ouverte et un vrai challenge.
5.1 Introduction
Dans ce chapitre, nous portons un grand intérêt aux équations aux déri-
vées partielles stochastiques du type (4.32) établies dans le chapitre précédent
où nous avons rappelé que les dynamiques des utilités progressives n’ont ja-
mais été développées ou approfondies dans les travaux existants, outre le cadre
très particulier des utilités progressives décroissantes dans le temps ([86],[87],
[88],[36]) ce qui revient à des équations aux dérivées partielles ordinaires. Le
but de ce chapitre est d’étudier, dans un premier temps, le cadre des utilités
progressives markoviennes puis de manière très générale des utilités progres-
sives comme des semimartingales de paramètre spatial x qui obéissent à une
dynamique de la forme{
du(t, x) = β(t, x)dt+ Γ(t, x)dWt
u(0, x) = u(x).
Nous montrons, à l’aide de quelques outils mathématiques indispensables comme
la formule d’Itô généralisée (lemme 5.1) que le paramètre de diﬀusion β dans
cette dernière équation ne peut être quelconque, il est complètement déterminé
par le marché et la dérivée Γ′ de la volatilité Γ par rapport à x, un paramètre
qui s’avère fondamental dans ces questions d’utilités progressives.
5.2 Univers d’investissement
Dans la suite, nous avons besoin de donner plus de précisions sur l’univers
d’investissement. C’est pour cette raison que dans tout ce qui suit, nous consi-
dérons un marché ﬁnancier constitué de d actifs risqués et d’un actif sans risque.
Les actifs risqués notés par ξi, i = 1..d obéissent aux dynamiques suivantes
dξit
ξit
= bitdt+ (σ
i
t)
∗dWt, pour 1 ≤ i ≤ d, (5.2)
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tandis que l’actif sans risque est donné par
dξ0t
ξ0t
= rtdt. (5.3)
Nous savons, par ailleurs, que la richesse d’un investisseur qui détient la quantité
πi/ξi de chaque actif ξ obéit à la dynamique suivante{
dXs,x,πt = rtX
s,x,π
t dt+ π
∗
t σt(dWt + ηtdt),
Xs,x,πs = x
(5.4)
où η désigne la prime de risque appelée aussi prime de marché, r le taux court
et σ la matrice carrée (σi)i=1..d supposée dans toute la suite inversible.
Définition 5.1. Notons par Mr,η un tel marché ﬁnancier.
Nous supposons aussi que l’ensembleK, dans lequel l’investisseur est contraint
de choisir ses stratégies π, est un cône convexe fermé.
Partant du fait qu’il est tout à fait naturel qu’un investisseur peut décider, à
tout instant t ≥ 0, de redéﬁnir son espace de contraintes selon ses obligations,
sa richesse ou encore sa manière d’interpréter et d’analyser l’état et l’évolution
du marché ﬁnancier dans lequel il investit, nous supposons dans toute la suite
que l’ensemble dans lequel il est obligé de restreindre ses portefeuilles, noté ci-
dessus par K, n’est pas ﬁxé pour toute la période de gestion mais au contraire
peut évoluer dans le temps de manière stochastique. Nous le noterons alors
dorénavant par Kt, pour t ≥ 0.
Définition 5.2. Notons par Mr,η(K) le marché ﬁnancier Mr,η dans le quel l’
investisseur est contraint par l’ensemble K.
Nous désignons dans la suite par ∇ξ et △ξ respectivement les opérateurs gra-
dient et laplacien en ξ, c-à-d. pour toute fonction w du vecteur ξ, fonction deux
fois dérivable, on a
∇ξw = (∂ξiw)1≤i≤d, △ξw = (∂ξj∂ξiw)1≤i,j≤d la matrice hessienne. (5.5)
Enﬁn, nous notons par Lξ l’opérateur diﬀérentiel déﬁni par
Lξtw = b(t, ξ).∇ξw +
1
2
tr(σ(t, ξ)σ′(t, ξ)△ξw). (5.6)
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où tr désigne l’opérateur trace sur les matrices carrées. Nous obtenons en par-
ticulier, en appliquant le lemme d’Itô à w(t, ξt), que
dw(t, ξt) =
( ∂
∂t
w + Lξtw
)
(t, ξt)dt+ < ∇ξw, σt > (t, ξt)dWt. (5.7)
5.3 Cadre markovien : Programmation dyna-
mique et EDP stochastiques
Dans ce paragraphe, nous traitons le cas markovien où nous supposons que
tous les paramètres du modèle 5.2 sont simplement des fonctions du temps t
et du cours des actifs ξ. Nous rappelons par ailleurs, d’après le chapitre 2, que
de manière générale, il est très diﬃcile d’avoir des propriétés de régularités des
fonctions valeur. Ainsi, notre but n’est ni d’identiﬁer les solutions ni de résoudre
le problème d’optimisation de portefeuille, mais essentiellement de guider l’in-
tuition en donnant un exemple assez clair par lequel nous mettons en valeur
l’impact de l’univers d’investissement sur ces utilités ainsi que certains enjeux
et diﬃcultés que nous rencontrons tout au long de cette étude. Nous ferons
l’hypothèse suivante :
Hypothèse 5.1. Le processus d’utilité progressive introduit dans la déﬁnition
4.3, est une fonction du temps t, de la richesse x et du cours des actifs ξ. Nous
supposerons de plus que u : R+ ×R∗+ ×Rd 7→ R+ est de classe C1,2,2(R+ ×Rd).
Remarquons que cette hypothèse implique en particulier que la source d’incer-
titude de u est uniquement due à sa dépendance en ξ.
Dans le deuxième chapitre, nous avons montré que si la fonction valeur v d’un
problème d’optimisation de portefeuille au sens classique est assez régulière,
alors elle est solution du système d’équation (2.2), c-à-d.


vt(t, x, ξt) + rtxv
′(t, x, ξt) + Lξv(t, x, ξt) +H(t, x, ξ, v′, v′′,△σξ,xv) = 0,
△σξ,xv = ∂x < ∇ξv, σ >,
H(t, x, ξ, p, p′, w) = sup
π∈A(x,Kt)
(1
2
‖πtσt‖2p′ + 〈πtσt, pηt + w〉
)
,
v(T, x, ξ0) = U(x).
(5.8)
155
These:version du lundi 15 février 2010 à 10 h 25
Chapitre 5. Utilité progressive et équations aux dérivées partielles stochastiques
Rappelons ensuite que les fonctions valeur et les utilités progressives sont déﬁ-
nies de manière identique à partir d’un problème d’optimisation de portefeuille,
sauf que, pour les unes c’est la condition ﬁnale qui est donnée alors que pour
les autres c’est la condition initiale qui est connue.
En se basant sur le fait que le principe de programmation dynamique est complè-
tement adapté à cette notion d’inter-temporalité dans la déﬁnition des utilités
progressives, nous pouvons alors nous demander si en remplaçant la condition
terminale U par une condition initiale u(0, .) dans ce dernier système, nous
pouvons vériﬁer que v est alors une utilité progressive.
La réponse à cette question est donnée dans le paragraphe suivant.
5.3.1 Équations de Hamilton-Jacobi-Bellman
Théorème 5.1. Soit u(t, ., ξt) une fonction d’utilité markovienne (strictement
concave croissante) de classe C1,2,2(R+×R∗+×Rd). Si u est solution du système
d’équations suivant

ut(t, x, ξt) + rtxu
′(t, x, ξt) + Lξu(t, x, ξt) + sup
π∈A(x,Kt)
P(t, π, u′, u′′,△σξ,xu) = 0,
△σξ,xu = ∂x < ∇ξu, σ >,
P(t, π, u′, u′′,△σξ,xu) =
(u′′
2
‖πtσt‖2 +
〈
πtσt, u
′ηt +△σξ,xu
〉 )
,
u(0, x, ξ0) = u(x),
(5.9)
alors u est une utilité progressive dans l’univers d’investissement décrit dans
5.2.
Rappelons que les opérateurs diﬀérentiels Lξ, ∇ξ et △ sont déﬁnis dans (5.6),
(5.5).
Il faut bien noter dans ce résultat que contrairement aux résultats établis dans
2.2, nous n’avons ni l’existence ni l’unicité de la solution. En eﬀet cette dernière
équation de HJB est une équation avec une condition initiale (c’est une équation
de HJB forward) et non pas avec une condition terminale (HJB backward). La
théorie classique développée dans 2.5 ne nous permet pas de prouver l’existence
ni l’unicité. Néanmoins, s’il existe une solution u connue à une date T , alors
nous pouvons, par la théorie classique, aﬃrmer qu’elle est unique sur l’intervalle
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[0, T ] et possède toutes les propriétés d’une utilité progressive sur cet intervalle.
Au delà, nous ne pouvons rien conclure, du moins par les techniques classiques.
En particulier, comme les coeﬃcients de cette équations aux dérivées partielles
sont stochastiques nous ne pouvons pas appliquer la technique de retournement
du temps.
Par ailleurs, l’équation de HJB (5.9) n’est pas forcément une condition suﬃsante
que doit satisfaire cette utilité u(t, ., ξt). À ce stade, ce n’est qu’une condition
nécessaire qui peut traduire la condition de consistance avec l’univers d’investis-
sement introduite dans la déﬁnition 4.3 et ainsi représente l’impact de l’univers
d’investissement et notamment celui de l’espace des contraintes K.
Démonstration. On va montrer que la solution de (5.9) satisfait les trois condi-
tions que doit vériﬁer, par déﬁnition, l’utilité progressive :
(i) u est strictement concave croissante par hypothèse.
(ii) Pour montrer la consistance avec l’univers d’investissement il suﬃt d’ap-
pliquer le lemme d’Itô aux processus u(t,Xπt , ξt), il en suit en utilisant la
notation △σξ,xu à la place de ∂x < ∇ξu, σ >
du(t,Xπt , ξt) = dMt
+
(
ut + rtxu
′ + Lξu+ u′′
2
‖πtσt‖2+ < πtσt, u′ηt +△σξ,xu >
)
(t,Xπt , ξt)dt
où Mt désigne une martingale locale. En utilisant l’opérateur P déﬁni
dans (5.9), cette équation est réécrite ainsi
du(t,Xπt , ξt) = dMt
+
(
ut + rtxu
′ + Lξu+ P(t, π, u′, u′′,△σξ,xu)
)
(t,Xπt , ξt)dt.
Or le terme en dt dans cette dynamique peut être majoré comme suit
(
ut + rtxu
′ + Lξu+ P(t, π, u′, u′′,△σξ,xu)
)
(t,Xπt , ξt)
≤
(
ut + rtxu
′ + Lξu+ sup
π∈A(x,Kt)
P(t, π, u′, u′′,△σξ,xu)
)
(t,Xπt , ξt) = 0
Ce qui implique que les processus u(t,Xπt , ξt) sont des surmartingales et
ainsi nous obtenons la consistance avec l’univers d’investissement.
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(iii) Vu la stricte concavité de u, il suﬃt de remarquer que l’application
π ∈ A(x,Kt) 7→ P(t, π, u′, u′′,△σξ,xu) est strictement convexe et que
P(t, π, u′, u′′,△σξ,xu)
||π||→∞−→ −∞
car u′′ < 0, ce qui induit l’existence d’une stratégie admissible. Nous
expliciterons la forme de cette stratégie optimale et nous la commenterons
dans le paragraphe suivant.
5.3.2 Portefeuille optimal et EDP stochastiques
Nous nous intéressons à présent au terme
1
2
sup
π∈A(x,Kt)
(1
2
‖πσ‖2u′′ + 〈πσ, u′η +△σξ,xu〉 )
dans l’équation (5.9) et particulièrement à l’existence d’une stratégie optimale.
Pour cela, suivant la méthode explicitée dans la preuve du théorème 2.2, nous
partons de l’identité
‖πσ‖2u′′+ 〈πσ, u′η +△σξ,xu〉 = 12u′′‖πσ+ u
′η +△σξ,xu
u′′
‖2− 1
2
u′′‖u
′η +△σξ,xu
u′′
‖2,
ce qui implique
1
2
sup
π∈A(x,Kt)
(1
2
‖πσ‖2u′′ + 2 〈πσ, u′η +△σξ,xu〉 )
= −1
2
u′′‖u
′η +△σξ,xu
u′′
‖2 + 1
2
u′′ inf
π∈A(x,Kt)
‖
(
− u
′η +△σξ,xu
u′′
)
− πσ‖2.
Le passage du supremum à l’inﬁmum est uniquement dû à l’hypothèse de stricte
concavité de u (c-à-d. u′′ < 0). Enﬁn, pour conclure, il suﬃt juste de remar-
quer que le terme en inf n’est autre que la déﬁnition même de la distance de
−u′η +△σξ,xu/u′′ à l’ensemble convexe A(x,Kt)σt = Ktσt (t ﬁxé). D’après les
résultats du lemme B.5, nous rappelons que l’inf est atteint en un unique point
(la stratégie optimale) de Rd que nous noterons par π∗ :
π∗t (x, ξ) =
∏
Ktσt
(
− u
′η +△σξ,xu
u′′
)
(t, x, ξ).
158
These:version du lundi 15 février 2010 à 10 h 25
5.3. Cadre markovien : Programmation dynamique et EDP stochastiques
Par la suite, comme Kσ est un cône, il est donc positivement homogène d’après
le lemme B.5 (assertion (a3)), et comme −u′′ > 0, nous pouvons en déduire que
π∗t (x, ξ) = −
1
u′′
∏
Ktσt
(
u′η +△σξ,xu
)
(t, x, ξ).
Ceci prouve le théorème suivant :
Théorème 5.2. Soit u(t, ., ξt) une fonction d’utilité progressive markovienne
qui satisfait les hypothèses du théorème 5.1. Alors la stratégie optimale est don-
née par
π∗t (x, ξt) = −
1
u′′
∏
Ktσt
(
u′η +△σξ,xu
)
(t, x, ξt). (5.10)
Il est clair que π∗ vériﬁe
π∗t ∈ Kt, ∀t ≥ O.
Par contre, il n’est pas immédiat que cette stratégie soit admissible. En eﬀet,
pour qu’elle le soit, il faut vériﬁer, en plus, que le portefeuille associé Xx,∗ est
positif à tout instant t ≥ 0 (voir déﬁnition 4.2).
Nous ne vériﬁons pas ceci pour le moment car par déﬁnition des utilités pro-
gressive (déﬁnition 4.3, (iii)), nous avons supposé qu’il existe une stratégie ad-
missible unique, donc u(t,Xx,∗t , ξt) est une martingale. Comme π∗ déﬁnie dans
(5.10) vériﬁe cette dernière hypothèse, nous avons conclu par unicité que c’est
la stratégie optimale, elle est donc admissible.
Ceci nous amène naturellement à la question suivante : sous quelles hypothèses
la réciproque est-elle vraie ?
En d’autres termes, si u est une fonction du temps t, de la richesse x et des courts
des actifs ξ vériﬁant l’EDP (5.9), sous quelles hypothèses u est-elle une utilité
progressive et ainsi π∗ déﬁnie dans (5.10) est-elle une stratégie admissible ?
De toute façon, nous montrons dans un dernier paragraphe de ce chapitre qu’il
n’existe aucun lien entre l’EDP et la propriété de concavité, ce sont deux pro-
blèmes de natures diﬀérentes.
Par contre, à ce stade et en combinant ce dernier résultat avec le théorème 5.1,
nous obtenons le corollaire suivant
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Corollaire 5.1. Soit u(t, ., ξt) une fonction d’utilité progressive qui satisfait les
hypothèses du théorème 5.1. Alors, u est solution de l’EDP non linéaire suivante

ut(t, x, ξt) + rtxu
′(t, x, ξt) + Lξu(t, x, ξt) = 1
2u′′
‖
∏
Ktσt
(
u′η +△σξ,xu
)
‖2(t, x, ξt)
u(0, x, ξ0) = u(x).
(5.11)
En plus des résultats que nous avons pu établir dans ce paragraphe, le cadre
markovien que nous avons étudié ci-dessus guidera notre intuition vers une
approche plus générale de cette nouvelle classe d’utilités. En eﬀet, si nous notons
par v le processus stochastique déﬁni par
v(t, x)
def
= u(t, x, ξt), t ≥ 0 (5.12)
alors, il est facile de vériﬁer que
– v est strictement concave croissante par rapport à la richesse x
v(0, x) = u(0, x, ξ).
– Pour toute stratégie admissible π, on a presque sûrement
E(v(T,Xx,πT )/Ft) = E(u(T,Xx,πT , ξT )/Ft)
≤ u(t, x, ξt) = v(t, x), ∀0 ≤ t ≤ T.
– Il existe une stratégie optimale π∗ telle que presque sûrement
E(v(T,Xx,π
∗
T )/Ft) = E(u(T,Xx,π
∗
T , ξT )/Ft)
= u(t, x, ξt) = v(t, x), ∀0 ≤ t ≤ T.
Ce qui implique que v est un processus d’utilité progressive issu de la condition
initiale v(0, x) = u(0, x, ξ).
Introduisons ensuite les paramètres β et Γ déﬁnis par
β(t, x) = ut(t, x, ξ) + Lξtu(t, x, ξ),
Γ(t, x) =
i=d∑
i=1
ui(t, x, ξ) ξ
iσit.
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Il en suit, en appliquant le lemme d’Itô au processus u(t, x, ξt) (x ﬁxé), que le
processus v obéit à la dynamique
dv(t, x) = β(t, x)dt+ Γ(t, x)dWt
D’autre part, d’après (5.9), nous savons que β est contraint par l’équation
β(t, x) =
1
2u′′
∥∥∥ ∏
Ktσt
(
u′η +△σξ,xu
)∥∥∥2(t, x, ξt)− rtxu′(t, x, ξt). (5.13)
Rajoutons à cela les identités
v′ =
∂
∂x
u(t, x, ξt),
v′′ =
∂2
∂x2
u(t, x, ξt),
et le fait que
△σξ,xu(t, x, ξt) = Γ′(t, x),
nous montrons facilement que β est donné par la nouvelle formulation suivante :
β(t, x) =
1
2v′′
‖
∏
Ktσt
(
v′η + Γ′
)
‖2(t, x)− rtxv′(t, x). (5.14)
Nous concluons alors par ce résultat.
Théorème 5.3. Soit u est une utilité progressive markovienne qui satisfait les
hypothèses du théorème 5.1. En notant par v le nouveau champ aléatoire
v(t, x) = u(t, xξt),
alors v est une utilité progressive dans le même univers d’investissement 5.2.
De plus v obéit à la dynamique
dv(t, x) =
( 1
2v′′
‖
∏
Ktσt
(
v′η + Γ′
)‖2 − rtxv′)(t, x)dt+ Γ(t, x)dWt (5.15)
où Γ(t, x) =
∑i=d
i=1 ui(t, x, ξ) ξ
iσit. La stratégie optimale est donnée par
π∗t (x) = −
1
v′′
∏
Ktσt
(
v′η + Γ′
)
(t, x). (5.16)
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Remarque 5.1. Nous remarquons que les stratégies optimales dans (5.10) et
(5.16) sont liées par
π∗t (x) = π
∗
t (x, ξt). (5.17)
Il est important de noter que ce cadre markovien est plus général que celui
des exemples 4.3.1 et 4.3.2. La dynamique (5.15) ainsi que la formule de la
stratégie optimale (5.16) sont identiques à la dynamique (4.32) et à l’identité
(4.33) établies dans l’exemple 4.3.2. Ceci nous amène naturellement à la question
suivante : si nous considérons, de manière encore plus générale, des champs
aléatoires qui obéissent à une dynamique de la forme
du(t, x) = β(t, x)dt+ Γ(t, x)dWt, (5.18)
est-ce que nous pouvons montrer que les utilités progressives de cette forme
satisfont la dynamique (5.15) ? En d’autres termes pouvons-nous étendre les
résultats précédents à une classe de paramètre Γ plus large ?
Ainsi le but dans les sections suivantes est le suivant :
– Étudier l’impact de l’univers d’investissements sur le paramètre β, à tra-
vers l équation (5.18), ainsi que l’existence d’une stratégie admissible.
– Généraliser le théorème 5.3 ainsi que les identités (5.15) et (5.16).
5.4 Utilités progressives d’Itô avec paramètres
spatiaux
Comme il est déjà indiqué dans le paragraphe précédent, le but dans la
suite est de considérer une classe plus générale d’utilités progressives où nous
supposons que ce sont des processus (u(t, x))t≥0 ou encore plus précisément des
semimartingales avec un paramètre spatial x obéissant à la dynamique suivante
du(t, x) = β(t, x)dt+ Γ(t, x)dWt, (5.19)
où β et Γ sont des processus Ft-progressivement mesurables.
Nous avons vu par ailleurs, dans le cadre markovien, que le paramètre β ne peut
être quelconque. Il existe un lien très étroit entre ce paramètre, l’ensemble des
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contraintes ( univers d’investissements) K, la prime de marché η et la volatilité
Γ, lien dont témoigne l’équation (5.14). Ainsi, ce sont les propriétés de ces
paramètres qui vont nous intéresser dans toute la suite.
La première étape consiste à établir le lien entre les deux paramètres β et Γ
en exploitant le rôle joué par le problème d’optimisation de portefeuille exposé
dans la déﬁnition de ces utilités.
Mais avant de poursuivre nos investigations nous avons besoin d’un outil bien
adapté pour pouvoir établir des résultats similaires à ceux du cadre markovien.
Cet outil consiste en une formule d’Itô généralisée, appelée formule d’Itô-Ventzel
dont l’énoncé est donné dans le paragraphe suivant.
5.4.1 Lemme d’Itô-Ventzel
Dans les exemples 4.3.1 et 4.3.2 ainsi que dans le cadre markovien, nous
avons eu souvent recours à la formule d’Itô pour vériﬁer les assertions de la
déﬁnition de ces processus. Il est clair que, dans le cadre de ce paragraphe, et si
nous voulons étudier la dynamique des processus composés u(t,Xx,πt ), ce lemme
n’est plus adapté pour la simple raison que l’intégrale stochastique
u(t, x) = u(0, x) +
∫ t
0
β(s, x)ds+
∫ t
0
Γ(s, x)dWs (5.20)
est bien déﬁnie pour ω ∈ Ω\Nx, oùNx est un ensemble négligeable qui dépend de
x. En d’autres termes cette intégrale n’est déﬁnie que pour tout (t, x) ∈ R+×R+
et ω ∈ (∪xNx)c. Le problème qui se pose à ce niveau est le suivant : comme ∪xNx
n’est pas l’union dénombrable de négligeables, il n’ est pas vrai en général qu’il
soit de mesure nulle. Donc pour éviter ce genre de problèmes techniques et pour
que l’intégrale stochastique soit bien déﬁnie presque sûrement pour tout (t, x)
et continue en x pour tout t, des hypothèses sur β, Γ et u sont indispensables.
Plus de détails sur ces problèmes techniques ainsi que leur cadre sont détaillés
dans A.2, A.3 et dans [74]. Ces hypothèses ainsi que la formule d’Itô généralisée
sont données dans le résultat suivant.
Lemme 5.1 (Formule d’Itô-Ventzel). Soient I un intervalle quelconque de Rn,
u(t, x)t≥0,x∈I un C2-processus et une C1-semimartingale de la forme (5.19) tel
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que ses caractéristiques locales (β,Γ) sont dans la classe B1,0 et St une semi-
martingale continue à valeurs dans I. Alors, u(t, St) est une semimartingale
continue obéissant à la dynamique
du(t, St) = u
′(t, St)dSt +
1
2
u′′(t, St)‖σ(t, St)‖2dt
+ β(t, St)dt+ Γ(t, St)dWt
+ < Γ′(t, St), σt > dt, (5.21)
où nous avons noté σ la volatilité de S.
La première ligne de cette dynamique n’est autre que la formule d’Itô classique,
à laquelle nous rajoutons la partie stochastique due à u prise le long de S et
enﬁn la variation jointe < Γ′(t, St), σt >.
La déﬁnition des classes Bm,δ, Cm-processus et Cm′ semimartingales sont four-
nies dans les sections A.2 et A.4, ainsi que celles des semi-normes ‖.‖m+δ:K et
‖.‖∼m+δ:K (K compact de R+).
Pour pouvoir appliquer ce lemme, l’hypothèse suivante est alors nécessaire dans
toute la suite
Hypothèse 5.2. Les caractéristiques locales (β,Γ) de la semi-martingale u sont
dans la classe B1,0.
Cette hypothèse implique que β(t, x) (resp. a(t, x, y)
def
=< Γ(t, x),Γ(t, y) >)
admet une modiﬁcation continue à valeurs dans C1,0, c-à-d continûment diﬀé-
rentiable par rapport à x (resp. continûment diﬀérentiable par rapport à (x, y))
et que ‖β(t)‖∼1:K ∈ L1 p.s. (resp. ‖a(t)‖∼1:K ∈ L1 p.s.) pour tout compact K de
R+.
5.4.2 Lemme d’Itô-Ventzel et consistance avec l’univers
d’investissement
Soit u un processus d’utilité progressive de la forme (5.19) dans le mar-
ché Mr,η(K) (déﬁnition 5.2) vériﬁant l’hypothèse (5.2). Alors, en appliquant le
lemme d’Itô-Ventzel au processus u(t,Xx,πt ) pour π ∈ A(x,K), il s’en suit que
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u(t,Xx,πt ) = (β + u
′rtX
x,π
t + < πtσt, u
′ηt + Γ
′ > +
1
2
u′′‖πtσt‖2)(t,Xx,πt )dt
+ (Γ + u′πtσt)(t,X
x,π
t )dWt. (5.22)
Comme u est une utilité progressive, par hypothèse, les propriétés de consis-
tance avec l’univers d’investissement et d’existence d’une stratégie optimale se
traduisent alors par :
– Consistance avec l’univers d’investissement : Pour toute stratégie
admissible π ∈ A(K), on a ∀t ≥ 0, x > 0
(β + u′rtX
x,π
t + < πtσt, u
′ηt + Γ
′ > +
1
2
u′′‖πtσt‖2)(t,Xx,πt ) ≤ 0.
– Existence d’un optimum : Il existe une stratégie admissible π∗ telle
que ∀t ≥ 0, x > 0
(β + u′rtX
x,π∗
t + < π
∗
t σt, u
′ηt + Γ
′ > +
1
2
u′′‖π∗t σt‖2)(t,Xx,π
∗
t ) = 0.
Pour conclure, le lemme d’Itô-Ventzel est largement suﬃsant pour traduire la
propriété de surmartingale des processus u(t,Xx,πt ), π ∈ A(K) (exprimée par
la première inégalité) ainsi que la propriété de martingale pour une richesse
particulière (exprimée par la seconde équation ci-dessus). Nous notons qu’en
particulier ces équations traduisent uniquement le comportement de u tout au
long des trajectoires admissibles et qu’en aucun cas elles ne permettent de ca-
ractériser u par rapport à x ∈ R∗+, notamment la dernière identité qui n’est
vraie que sur la trajectoire optimale.
La question que nous pouvons nous poser à ce niveau est la suivante : pouvons-
nous remplacer Xx,π
∗
t par x ? Car si c’est possible alors nous pouvons déduire
que u satisfait l’équation de Hamilton-Jacobi-Bellman suivante
(β + xu′rt+ < π
∗
t σt, u
′ηt + Γ
′ > +
1
2
u′′‖π∗t σt‖2)(t, x) = 0, ∀t ≥ 0, x > 0.
Or, en général, ceci n’est pas possible car il faudrait plus d’hypothèses sur
l’univers d’investissement. Par exemple, il faut que
– la richesse optimale visite un ensemble assez riche en valeurs x > 0 et ce
pour tout t ≥ 0.
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– ou tout simplement que nous pouvons, à tout instant t ≥ 0, partir d’une
richesse x.
C’est surtout cette dernière hypothèse qui nous intéresse. Dans le paragraphe
suivant, nous donnons une condition, sur l’ensemble des stratégies admissibles,
qui permettra de satisfaire cette hypothèse et par conséquent déduire des vraies
équations de HJB.
5.4.3 Principe de la programmation dynamique
Le but dans la suite est d’établir l’ équation du type Hamilton-Jacobi-
Bellman que satisfait une utilité progressive dans l’univers d’investissement
(r, η,K) décrit dans le paragraphe 4.2, en utilisant essentiellement les résul-
tats et les techniques que nous avons établis et développés dans le deuxième
chapitre de ce manuscrit.
Pour cela, nous avons vu dans le paragraphe 2.5 que pour pouvoir appliquer le
principe de la programmation dynamique, quelques hypothèses sont indispen-
sables, notamment l’hypothèse appelée hypothèse de recollement 2.3, que nous
rappelons ici :
Hypothèse 5.3. Pour toutes stratégies π1 admissible entre la date 0 et la date
t1 et π2 admissible entre la date t1 et la date t2, la stratégie π associée au vecteur
de proportions δ déﬁni par δ = δ1✶[0,t1] + δ
2
✶]t1,t2] est une stratégie admissible
sur l’intervalle [0, t2] quels que soient t1 et t2 tels que 0 ≤ t1 ≤ t2.
δ1 et δ2 désignent les proportions (déﬁnition 2.3) associées aux stratégies π1 et
π2.
Sous cette hypothèse, nous pouvons remarquer que les assertions (ii) et (iii) de
la déﬁnition 4.3 des utilités progressives deviennent :
ii) Consistance avec l’univers d’investissement : pour toute stratégie
admissible P , et pour toute richesse initiale x à l’instant s, nous avons
∀t ≥ r ≥ s
EP(u(t,X
s,x,π
t )/Fr) = EP(u(t,Xr,X
s,x,pi
r ,π
t )/Fr) ≤ u(r,Xs,x,πr ). (5.23)
166
These:version du lundi 15 février 2010 à 10 h 25
5.4. Utilités progressives d’Itô avec paramètres spatiaux
iii) Existence d’un optimum : Pour toute richesse initiale x à la date s,
il existe une unique stratégie admissible optimale, notée π∗, pour laquelle
nous avons
E(u(t,Xr,X
s,x,pi1
r ,π
∗
t )/Fr) = u(r,Xs,x,π
∗
r ), ∀t ≥ r ≥ s. (5.24)
Nous remarquons que l’équation (5.24) peut se réécrire en tenant compte de
l’optimalité de π∗ sous la forme
u(t, x) = sup
π∈A(x,Kt)
E(u(T,X t,x,πT )/Ft) pour tout T ≥ t ≥ s
où nous rappelons que A(x,Kt) désigne l’ensemble des stratégies admissibles
dans K pour une richesse initiale x à la date t. Il en suit que, sous l’hypothèse
de recollement 5.3, une utilité progressive u n’est autre que sa propre fonction
valeur.
En d’autres termes, si l’investisseur a choisi de suivre la stratégie π1 dans l’in-
tervalle de temps [0, t1], alors, quelle que soit la nouvelle stratégie qu’il considère
entre t1 et t1+ε, elle ne lui apportera pas plus de satisfaction sauf si la stratégie
π2 est optimale.
Cette remarque est fondamentale car elle met en valeur le rôle de la dimension
temps dans ce genre de problème d’optimisation. En eﬀet, nous pouvons réin-
terpréter ces nouvelles assertions comme suit : quelle que soit la stratégie π1
que l’investisseur a suivi jusqu’a la date d’aujourd’hui "t1", il a intérêt à retrou-
ver rapidement sa stratégie optimale partant de la richesse réalisée jusque-là,
c-à-d., Xs,x,π
1
t1
, sinon il vaudrait mieux s’arrêter tout de suite. En eﬀet, dans le
cas contraire, au fur et à mesure que le temps s’écoule les stratégies deviennent
moins performantes (à l’exception de la stratégie optimale) et l’investisseur
s’éloigne de plus en plus de ses objectifs. Par contre, ceci ne veut, en aucun
cas, dire qu’en identiﬁant sa stratégie optimale à partir d’aujourd’hui (c-à-d.,
"t1"), l’investisseur retrouve son état d’équilibre. Ceci n’est vrai que si π1 était
optimale. Par contre il ne s’éloignera pas davantage de son idéal et ne cumulera
pas plus de pertes.
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5.4.4 Équations de Hamilton-Jacobi-Bellman
Le but de ce paragraphe est de montrer, comme dans le cadre markovien, que
u est solution d’une équation de type Hamilton-Jacobi-Bellman similaire à celle
(5.1) étudiée dans le cadre markovien, et traduisant l’impact de la consistance
avec l’univers d’investissement sur le drift β. Un premier résultat s’annonce
alors comme suit :
Théorème 5.4. Soit u un processus d’utilité progressive de la forme (5.19) dans
le marché Mr,η vériﬁant l’hypothèse (5.2). Alors, u est solution de l’équation
aux dérivées partielles à coeﬃcients stochastiques suivante
β(t, x) + u′rtx+ sup
π∈Kt
P(t, x, π) = 0, (5.25)
où P est l’opérateur déﬁni par
P(t, x, π) =
[
< πtσt, u
′ηt + Γ
′ > +
1
2
u′′‖πtσt‖2
]
(t, x). (5.26)
En d’autres termes, le drift de cette utilité stochastique u ne peut être un simple
paramètre vériﬁant l’hypothèse (5.2). Le processus β est fortement contraint par
l’univers d’investissement. Ceci implique en particulier que u doit être "adaptée"
à cet univers de manière dynamique . Ceci se traduit par l’évolution, en temps,
donnée par
du(t, x) = −(u′rtx+ sup
π∈Kt
P(t, x, π))dt+ Γ(t, x)dt.
Enﬁn, remarquons que cette dynamique décrit uniquement l’évolution par rap-
port au temps de ce processus d’utilité. Elle n’est pas donc suﬃsante pour tra-
duire le comportement de u par rapport à la variable x, notamment la propriété
de concavité.
Démonstration. (Théorème 5.4) En utilisant (5.4) et en appliquant le lemme
d’Itô-Ventzel au processus composé u(s,X t,x,πs ) où π ∈ A(x,K) est une stratégie
admissible quelconque, entre les dates t et t + h, il en découle que, pour tout
t ≥ s, on a
u(t+ h,X t,x,πt+h ) = Mt + u(t, x) +
∫ t+h
t
(β(s,X t,x,πs ) + u
′rtX
t,x,π
s + P(s,X t,x,πs , π))ds
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où on désigne par M une martingale locale, et par P l’opérateur déﬁni par
P(t, x, π) =
[
< πtσt, u
′ηt + Γ
′(t, x) > +
1
2
u′′‖πtσt‖2
]
. (5.27)
Vues les hypothèses de continuité portées sur u, β et Γ, nous pouvons faire le
même raisonnement explicité dans le paragraphe 2.5 et les paragraphes pré-
cédents. Nous obtenons alors, en faisant tendre h vers 0, que la condition de
compatibilité avec l’univers d’investissement est équivalente à
β(t, x) + u′rtx+ P(t, x, π) ≤ 0, p.s. ∀π ∈ Kt. (5.28)
Par conséquent
β(t, x) + u′rtx+ sup
π∈Kt
P(t, x, π) ≤ 0, p.s. (5.29)
D’après la déﬁnition 4.3 assertion (iii) de ces utilités, il existe une stratégie
optimale notée π∗ telle que (u(s,X t,x,π∗s )s≥t) est une martingale. Cela se traduit
par l’équation
β(t, x) + u′rtx+ P(t, x, π∗) = 0, p.s. (5.30)
ce qui, combiné avec (5.29), suggère que
β(t, x) + u′rtx+ sup
π∈Kt
P(t, x, π) = 0, p.s. (5.31)
Ceci achève la démonstration.
5.4.5 Stratégie optimale
Le but de cette sous-section est de donner une caractérisation explicite de la
stratégie optimale, supposée exister et être unique. Par conséquent, nous nous
intéressons au programme de maximisation suivant
sup
π∈Kt
P(t, x, π).
Pour cela, nous commençons par réécrire P(t, x, π) sous la forme plus simple
suivante
P(t, x, π) = u
′′
2
(
‖πtσt + u
′ηt + Γ
′
u′′
(t, x)‖2 − ‖u
′ηt + Γ
′
u′′
‖2(t, x)
)
.
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D’après la stricte concavité de u (voir la déﬁnition 4.3, assertion (i)), il en
découle que
sup
π∈Kt
P(t, x, π) = −u
′′
2
‖u′ηt + Γ′(t, x)‖2 + u
′′
2
inf
π∈Kt
‖−
(
u′ηt + Γ
′
)
u′′
(t, x)− πtσt‖2.
Pour conclure, nous remarquons enﬁn que le terme en l’inf dans cette dernière
équation n’est autre que la distance au carré entre le point −(u′ηt + Γ′)/u′′(t, x)
de Rd et le cône convexe Ktσt, ce qui implique l’existence et l’unicité de la
stratégie optimale. Elle est alors donnée par
π∗t (x) = −
1
u′′
∏
Ktσt
(
u′ηt + Γ
′
)
(t, x),
d’où le théorème suivant :
Théorème 5.5. Soit u est une utilité progressive. Sous les mêmes hypothèses
que le théorème 5.4, la stratégie optimale est donnée par
π∗t (x) = −
1
u′′
∏
Ktσt
(
u′ηt + Γ
′
)
(t, x). (5.32)
Nous noterons que cette identité est identique à (5.16) établie dans le théorème
5.3 dans le cas markovien et à celle de l’exemple 4.3.2, équation (4.33). Nous
remarquons aussi, comme u est une utilité progressive, que le processus de
richesse optimal noté par Xx,π∗ , c-à-d. π∗t = π
∗
t (X
x,π∗
t ), est unique.
Si nous réécrivons la formule (5.32) en mettant u′ en facteur, il vient que
π∗t (x)σt = −
u′
u′′
∏
Ktσt
[
ηt +
Γ′
u′
]
(t, x). (5.33)
Cette formulation permet d’ interpréter la quantité Γ′/u′ comme une prime de
risque supplémentaire purement générée par le processus d’utilité progressive u
et dépendant de la richesse de l’agent ou encore comme une nouvelle direction
optimale d’investissement.
Le fait que l’utilité d’un investisseur soit stochastique lui permet d’intégrer
au mieux son comportement par rapport à toutes les informations dont il a
accès et au nouvel état du marché. En outre, cette utilité va lui permettre
de générer une prime de risque Γ
′
u′
qui vient se rajouter à celle du marché, c-
à-d. η. En d’autres termes, le fait de considérer une utilité mieux adaptée à
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son univers d’investissement augmente le proﬁl de l’investisseur et corrige de
manière dynamique ses stratégies et ses positions dans le marché.
Remarquons que le terme u′/u′′ n’est autre que la tolérance au risque déﬁnie
comme l’inverse de l’aversion absolue au risque (1.12).
Le cas particulier η ≡ 0 implique que
π∗t (x)σt = −
∏
Ktσt
Γ′
u′′
(t, x),
et donc que le terme
∏
Ktσt
Γ′ est proportionnel à la richesse optimale. Ce cas
particulier montre qu’il est indispensable de mieux comprendre le rôle joué par
le paramètre Γ.
Notons que nous n’avons pas eu à vériﬁer que cette stratégie optimale est
admissible dans le sens où nous n’avons pas montré que presque sûrement,
la richesse optimale associée est positive à tout instant pour la simple raison
que par hypothèse (déﬁnition 4.3 (iii)), la stratégie optimale (admissible) est
l’unique stratégie telle que u(t,Xx,π
∗
t ) soit une martingale. Comme π∗ ci-dessus
satisfait cette condition, nous avons pu conclure. Nous reviendrons dans la suite
à la question d’admissibilité d’une telle stratégie de la forme (5.32).
Remarque 5.2. Il est important de remarquer que la stricte concavité a joué
un rôle décisif pour établir ce résultat. En eﬀet, comme u′′ < 0, l’opérateur P
ci-dessus est strictement convexe par rapport à π, ce qui implique l’existence
d’une stratégie admissible. Dans le cas contraire, le terme supπ∈K P(t, x, π) peut
exploser.
Pour résumer, nous combinons ces deux derniers théorèmes pour en conclure
que :
Théorème 5.6. Soit u un processus d’utilité progressive de la forme (5.19)
dans le marché Mr,η vériﬁant l’hypothèse (5.2). Alors,
(i) u est solution de l’équation aux dérivées partielles à coeﬃcients stochas-
tiques suivante
β(t, x) + u′rtx− 1
2u′′
‖
∏
Ktσt
[u′ηt + Γ
′(t, x)] ‖2 = 0. (5.34)
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(ii) La stratégie optimale est donnée par
π∗t (x)σt = −
1
u′′
∏
Ktσt
[u′ηt + Γ
′] (t, x). (5.35)
Par conséquent, le processus de richesse optimale satisfait

dXx,π
∗
t = −
1
u′′
∏
Ktσt
[u′ηt + Γ
′] (t,Xx,π
∗
)
Xx,π
∗
0 = x
(5.36)
Ce théorème met en évidence que le couple formé de l’univers d’investissements
(Mr,η,K) et de la dérivée de la volatilité Γ par rapport à x décrit complètement
l’évolution du processus d’utilité u par rapport à la variable temps. Le drift
β s’interprète comme le meilleur compromis entre univers d’investissement et
risque d’utilité représenté par le paramètre Γ. Il peut être encore interprété
comme la meilleure combinaison entre prime de marché η et prime d’utilité
Γ′/u′.
D’autre part, il est clair à partir de l’équation (5.35) que la dérivée de Γ par
rapport à la richesse intervient aussi au niveau de la stratégie optimale, cela de
manière très signiﬁcative car c’est la volatilité Γ qui ﬁxe la stratégie optimale
dans ce marché. En eﬀet, deux investisseurs qui n’ont pas la même volatilité Γ
(utilités) n’ont pas la même stratégie optimale même dans le cas où la projection
des dérivées en x de ces volatilités sur l’espace des contraintes est la même,
puisque les utilités ne sont pas identiques, notamment les aversions au risque.
Pour mettre l’accent sur cette contrainte imposée sur le drift de l’utilité, une
conséquence directe de ce théorème est donnée par le corollaire suivant :
Corollaire 5.2. Sous les hypothèses du théorème précèdent, si u est une utilité
progressive sur le marché Mr,η, alors elle est solution de l’EDP stochastique
suivante
du(t, x) =
{
1
2u′′
‖
∏
Ktσt
[u′ηt + Γ
′] ‖2 − u′rtx
}
(t, x)dt+ Γ(t, x)dWt.(5.37)
Ainsi nous retrouvons la même dynamique établie dans le cadre markovien
(théorème 5.3, équation (5.15)) et dans le cadre de l’exemple 4.3.2 (équation
(4.32)).
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Nous avons vu dans le cadre particulier des exemples 4.3.1 et 4.3.2 où la volatilité
Γ est de la forme au + xu′b (voir l’identité (4.28)) que nous pouvons résoudre
cette EDP stochastique complètement non-linéaire. Cependant, nous avons vu
aussi, dans ces exemples relativement simples, que la solution étant donnée une
condition initiale n’est pas unique puisque le choix des paramètres de diﬀusion
des processus Y et Z ne le sont pas. Le cadre de ce théorème est encore beaucoup
plus compliqué pour les raisons suivantes :
— La forme de la volatilité Γ peut être quelconque.
— Il est très diﬃcile de donner une interprétation ﬁnancière, outre le fait que
Γ′/u′ joue le rôle d’une prime de marché, ce qui aurait pu nous permettre
d’imposer plus de contraintes sur ce paramètre. Par exemple, avoir la
forme au + xu′b, ou encore être un opérateur de u et de ses dérivées
jusqu’à un ordre précis . . .
— Il n’est pas évident, voir très diﬃcile, de faire le lien entre cette dynamique
(5.37) et la propriété de concavité. D’ailleurs, dans le paragraphe suivant,
nous montrerons que cette dynamique en plus d’une condition initiale
est insuﬃsante pour que u soit une utilité progressive. Nous donnerons
un contre-exemple de processus vériﬁant (5.37) alors qu’ils ne sont pas
concaves.
— À cela se rajoute le fait que, contrairement aux cadres des exemples 4.3.1
et 4.3.2, l’ensemble des contraintes K est un cône convexe fermé qui évolue
de manière stochastique et il peut, surtout, dépendre de la richesse. Donc
outre la non-linéarité de l’opérateur
∏
Kt(x)σt
, il est assez compliqué, sauf
dans des cas particuliers, d’expliciter le comportement de∏
Kt(x)σt
(
Γ′ + u′η
)
par rapport à la variable x. Par exemple, si Γ′ est dérivable, cela implique-
t-il que
∏
Kt(x)σt
(
Γ′ + u′η
)
le soit ?
— À notre connaissance, il n’existe pas de travaux sur ce type d’EDP sto-
chastiques.
Pour toutes ces raisons, ainsi que pour les problèmes que nous venons de mettre
en évidence, il devient crucial de mieux comprendre le rôle de Γ dans toutes ces
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questions. Le chapitre suivant sera dédié dans un premier temps à simpliﬁer la
dynamique (5.37) pour mettre plus en évidence le processus Γ.
Remarque 5.3. Soit u un processus d’utilité progressive de la forme (5.19)
dans le marché Mr,η vériﬁant l’hypothèse (5.2). Alors, en combinant (5.37) et
l’hypothèse 5.2, on obtient

1
2u′′
‖
∏
Ktσt
[u′ηt + Γ
′] ‖2 − u′rtx ∈ B1,0,
Γ ∈ B1,0.
(5.38)
Cette hypothèse n’est que la condition nécessaire pour utiliser la formule d’Itô
généralisée. Si cette hypothèse n’est pas satisfaite, nous ne pouvons composer u
avec une richesse admissible quelconque. De plus, la déﬁnition 4.3 n’aura plus
de sens.
La dynamique (5.37) est une condition nécessaire non suffisante. Soit
u une semimartingale deux fois dérivable en x telle que (u′′ 6= 0) et suivant la
dynamique (5.37) et vériﬁe l’hypothèse, indispensable pour appliquer le lemme
d’Itô-Ventzel, suivante :
Hypothèse 5.4.

1
2u′′
‖
∏
Ktσt
[u′ηt + Γ
′(t, x)] ‖2 − u′rtx ∈ B1,0,
Γ ∈ B1,0.
(5.39)
Le but de cette section est de répondre à la question suivante : u est-elle
concave ?
La réponse à cette question est négative. Voici un contre-exemple :
En eﬀet si nous reprenons l’exemple 4.3.2 avec Z ≡ 1 et sans faire l’hypothèse
que v est une fonction d’utilité, c-à-d. v est une simple fonction deux fois déri-
vable, alors en appliquant le lemme d’Itô au processus u(t, x)
def
= v(xHr,ηt ), nous
obtenons
du(t, x) =
(
− xu′rt + 1
2
u′′‖ηt‖2
)
(t, x)dt− xu′(t, x)ηtdWt. (5.40)
Notons Γ(t, x) = −xu′(t, x)ηt et remarquons que
Γ′(t, x) + u′(t, x)ηt = −xu′′(t, x)ηt.
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Si, de plus, ησ−1 est une stratégie admissible, alors
∏
Ktσt
(
Γ′(t, x) + u′(t, x)ηt
)
= −xu′′(t, x)ηt. (5.41)
Par suite, la quantité 1
2u′′
‖∏Ktσt(Γ′+u′ηt)‖2 est bien déﬁnie, même si u′′ s’annule
car nous avons l’identité
1
2u′′
‖
∏
Ktσt
(Γ′ + u′ηt)‖2 = u
′′
2
‖ηt‖2.
Il en résulte que la dynamique (5.40) peut facilement se réécrire sous la forme
(5.37) du corollaire 5.2, c-à-d.
du(t, x) = [
1
2u′′
‖
∏
Ktσt
(Γ′ + u′ηt)‖2 − xu′rt](t, x)dt+ Γ(t, x)dWt. (5.42)
Ceci prouve que le processus u obéit bien à la dynamique d’une utilité pro-
gressive, sans pour autant vériﬁer ni la concavité ni la monotonie. En d’autres
termes, l’EDP stochastique (5.37) n’implique pas la concavité de la solution,
si elle existe. Ceci est plutôt intuitif car cette EDP stochastique traduit uni-
quement l’évolution dans le temps de u, à x ﬁxé. Donc de manière générale,
l’équation (5.37) n’explique pas le comportement de u en x. Il faut donc séparer
la question de concavité et celle de la dynamique car ce sont deux problèmes de
nature diﬀérente.
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Utilités progressives et
changement de numéraire
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Résumé : Nous avons vu dans le chapitre précédent, comment les EDP stochas-
tiques que satisfont les utilités progressives sont diﬃciles à étudier, car com-
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plètement non linéaires et non intuitives. Dans ce chapitre, nous approfondis-
sons la question du changement de numéraire abordée dans l’exemple 4.3.2 du
chapitre 4. Nous montrons comment notre déﬁnition des utilités progressives
4.3, contrairement à celle de Zariphopoulou et al., laisse cette nouvelle notion
invariante par changement de numéraire. Nous montrons uniquement par véri-
ﬁcation qu’il existe une équivalence entre les utilités progressives d’un marché
et celles d’un second, obtenu à partir du premier par un changement de numé-
raire dans le théorème 6.1. Dans la section 6.3, nous établissons les équations
de Hamilton-Jacobi-Bellman et les EDP stochastiques que satisfont les utilités
progressives d’un nouveau marché de numéraire Y (un processus d’Itô). Ces
équations peuvent êtres beaucoup plus compliquées que celles du chapitre précé-
dent, si le numéraire est quelconque : les contraintes sur les portefeuilles dans
le nouveau monde ne sont pas en général des cônes convexes et les opérateurs
de projection sont plus compliqués et perdent beaucoup de leurs propriétés es-
sentielles. Dans le dernier paragraphe de ce chapitre, nous nous plaçons dans
le cadre d’un numéraire très particulier et qui est le numéraire de marché noté
(Hr,η)−1. Le nouvel univers d’investissement est alors un univers où les richesses
admissibles sont des martingales locales, c-à-d. que le taux court et la prime de
marché sont nulles (r˜ = 0, η˜ = 0). Par contre les contraintes K˜ ne sont pas des
cônes sauf si les contraintes de départ K sont soit des espaces vectoriels soit
ησ−1 ∈ K ∩ (−K). Les EDP stochastiques sont alors beaucoup plus simples et
intuitives. Ce qui nous permet de simpliﬁer les calculs et surtout, avec beaucoup
moins de paramètres, de mieux comprendre les enjeux et le rôle de la volatilité
Γ.
6.1 Introduction
Nous avons vu dans le cas particulier de l’exemple 4.3.2 du chapitre précé-
dent où Z = 1, que toute fonction d’utilité v est une utilité progressive dans
un univers d’investissement où les processus de richesses sont des martingales
locales sous la probabilité P et dans lequel la stratégie π ≡ 0 est une stratégie
admissible. Nous avons vu aussi que si nous considérons un processus stricte-
ment positif Y dont la volatilité δ est telle que δσ−1 est une stratégie admissible,
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alors le nouveau processus u déﬁni par
u(t, x) = v(
x
Yt
)
est une utilité progressive dans un nouveau univers d’investissement déduit du
premier (voir 4.13) et dans lequel les processus de richesses sont donnés par
Xπ
Y
, pour π ∈ K.
Nous avons vu aussi dans le même exemple 4.3.2 qu’un changement de numéraire
modiﬁe les primes de risque, le taux court ainsi que l’ensemble des contraintes
K (voir 4.13 pour plus de détails).
Une première partie de ce chapitre sera alors dédiée à la généralisation de ce
résultat. Dans une seconde partie, nous étudierons la possibilité de se placer
dans un numéraire particulier dans lequel, à la fois, le taux court et la prime de
marché sont nuls. En eﬀet, ceci va nous permettre de simpliﬁer de manière très
signiﬁcative la dynamique (5.37) d’une utilité progressive ainsi que l’expression
(5.35) de la stratégie optimale pour devenir simplement de la forme :
du(t, x) =
1
2u′′
||
∏
Ktσt
Γ′||2(t, x)dt+ Γ(t, x)dWt, (6.1)
π∗t (x)σt = −
1
u′′
∏
Ktσt
Γ′(t, x), (6.2)
ceci dans un nouveau univers d’investissement que nous décrirons dans le para-
graphe qui suit.
6.2 Changement de numéraire
Comme nous l’avons déjà évoqué dans l’introduction, le but de cette pre-
mière section est de généraliser le résultat établi dans un cas particulier ; celui
de l’exemple 4.3.2. Pour cela, nous considérons, à la place d’une simple fonc-
tion d’utilité classique v, une fonction (v(t, .))t≥0 qui peut être éventuellement
un processus stochastique. Cette fonction doit vériﬁer la condition minimale
suivante :
∀t ≥ 0, x 7→ v(t, x) est un processus strictement concave croissante.
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Nous déﬁnissons alors le nouveau processus u de la manière suivante
u(t, x)
def
= v(t,
x
Yt
). (6.3)
Nous ne considérons que des processus Y continus et strictement positifs et ce
aﬁn de garder les propriétés de la stricte monotonie et de la concavité de u. La
question qui se pose alors est la suivante : la propriété de concavité portée sur
v est-elle suﬃsante pour que les assertions (ii) et (iii) de la déﬁnition 4.3 soient
satisfaites par le nouveau processus u déﬁni par (6.3) ?
La réponse à cette question est donnée par le résultat suivant :
Théorème 6.1. Le processus u déﬁni dans (6.3) est une utilité progressive sur
le marché Mr,η si et seulement si v est une utilité progressive dans un marché
où les richesses sont donnés par
X˜ π˜ =
Xπ
Y
, pour π ∈ K. (6.4)
Notons Xx,u et X˜x,v respectivement les processus de richesses optimales générés
par u et v. Alors, on a
X˜x,v =
Xx,u
Yt
.
Démonstration. La preuve de ce théorème est basée sur le fait que la déﬁnition
4.3 est invariante par changement de numéraire. En eﬀet, supposons que u est
une utilité progressive sur le marché de départMr,η. Il est alors facile de vériﬁer
que
(i) Concavité : L’application : x 7→ v(t, x) def= u(t, xYt) est strictement
concave croissante (Y > 0).
(ii) Consistance avec l’univers d’investissement : Comme u est une
utilité progressive, alors pour toute stratégie admissible π et ∀s ≥ t ≥ 0,
on a
E
(
u(s,X t,x,πs )/Ft
)
≤ u(t, x),
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ce qui est encore équivalent, ∀s ≥ t ≥ 0 et ∀π˜ admissible, à
v(t,
x
y
) = u(t, x) ≥ E
(
u(s,X t,x,πs Y
t,y
s )
1
Y t,ys
/Ft
)
= E
(
u(s, X˜ t,x,π˜s )
1
Y t,ys
/Ft
)
= E
(
v(s, X˜
t,x
y
,π˜
s )/Ft
)
où (Y t,ys )s≥t désigne le processus Y partant du nombre y à la date t.
Ceci prouve la consistance du processus v avec le nouvel univers d’inves-
tissement.
(iii) Existence d’un optimum : Comme u est une utilité progressive,
la richesse optimale existe et est notée par Xu. Par conséquent, il est
facile de voir que le processus X˜v
def
= XuY est optimal pour le problème
d’optimisation associé à v.
Remarque 6.1. Le fait que la déﬁnition 4.3 soit invariante par changement
de numéraire est essentiellement dû au fait que, contrairement à la déﬁnition
donnée par M. Marek et T. Zariphopoulou [84], nous n’actualisons pas les ri-
chesses. En eﬀet, nous avons remarqué qu’un changement de numéraire modiﬁe
le taux court en particulier, donc la déﬁnition dans [84] n’est pas adaptée à ce
type d’opération, ce qui n’est pas le cas de la déﬁnition 4.3 proposée ici.
À ce stade, le résultat 6.1 que nous venons d’établir est un résultat assez général.
Dans le but d’établir les nouvelles dynamiques des utilités progressives dans de
nouveaux univers d’investissement, quelques précisions sont nécessaires. Pour
commencer, nous supposons que le numéraire Y obéit à la dynamique suivante :
dYt
Yt
= µtdt+ γtdWt, Y0 = 1. (6.5)
Ceci va nous permettre en particulier de déﬁnir l’ univers d’investissement à
partir de celui présenté dans le paragraphe 5.2 et du processus Y comme suit.
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6.2.1 Le nouvel univers d’investissement :
L’idée du changement de numéraire est simplement inspirée du théorème
6.1 qui consiste à considérer les mêmes richesses Xπ du marché initial et de
les exprimer en unités de Y . C’est cette idée qui nous intéresse et non pas de
se placer dans un nouveau marché complètement diﬀérent avec des nouveaux
actifs. Dans ce sens, les richesses sont ainsi formulées
Xπ
Y
, pour π ∈ K.
Pour se rapprocher du cadre du marché de départ, nous commençons par établir
la dynamique du processus Xπ/Y . En appliquant le lemme d’Itô, nous obtenons
la dynamique suivante :
d
Xπt
Yt
= (rt − αt+ < δt, ηt >)X
π
t
Yt
dt+ (
πt
Yt
σt − X
π
t
Yt
δt
)(
dWt + (ηt − δt)dt). (6.6)
En se basant sur cette équation, nous pouvons alors déﬁnir un nouvel univers
d’investissement comme suit :

r˜ = r − α+ < δ, η > : le nouveau taux court,
η˜ = η − δ : la nouvelle prime de marché,
π˜ =
π
Y
− X
π
Y
δσ−1 : les nouvelles stratégies,
X˜ π˜ =
Xπ
Y
: les nouvelles richesses,
K˜ = K
Y
− x˜δσ−1 : le nouvel espace de contraintes,
(6.7)
ce qui implique que
dX˜ π˜ = r˜tX˜
π˜dt+ π˜tσt
(
dWt + η˜tdt), π˜ ∈ K˜. (6.8)
Comme la propriété d’autoﬁnancement est invariante par changement de numé-
raire, ces nouvelles richesses ainsi formulées sont admissibles dans ce nouveau
marché.
Définition 6.1. Un tel marché, déﬁni à partir de Mr,η par le changement de
numéraire Y , sera noté Mr˜,η˜,Y .
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Remarque 6.2. Il est important de noter, à ce niveau, que le nouvel espace des
contraintes K˜ est une multiplication positive suivie d’une translation du cône K.
Il est par conséquent un ensemble convexe fermé. Cependant, et en général, K˜
n’est pas un cône pour la simple raison qu’il n’est pas stable par multiplication
positive. L’opérateur de projection sur cet ensemble, s’il est déﬁni, ne peut alors
avoir les mêmes propriétés que celui de la projection sur un cône convexe fermé
(voir lemme B.5). Nous reviendrons en détail sur cette remarque dans la suite
et nous verrons en quoi ceci est important.
6.2.2 Stabilité de la notion des utilités progressives par
changement de numéraire
Nous supposons, dans la suite, que u et v obéissent aux dynamiques respectives
suivantes
du(t, x) = βu(t, x)dt+ Γu(t, x)dWt. (6.9)
dv(t, x) = βv(t, x)dt+ Γv(t, x)dWt. (6.10)
Comme c’était le cas dans le chapitre précèdent, et aﬁn de pouvoir appliquer le
lemme d’Itô-Ventzel, l’hypothèse suivante est requise.
Hypothèse 6.1. Les caractéristiques locales (βv,Γv) de v, vériﬁent l’ hypothèse
5.2, c-à-d (βv,Γv) ∈ B1,0 .
Sous cette dernière hypothèse, nous établissons le résultat suivant :
Théorème 6.2. Si v est une C1-semimartingale et un C2-processus vériﬁant
l’hypothèse 6.1, alors le processus u déﬁni par
u(t, x) = v(t,
x
Yt
)
est une C1-semimartingale et un C2-processus qui évolue selon la dynamique
du(t, x) = βu(t, x)dt+ Γu(t, x)dWt, (6.11)
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où 

βu(t, x) =
(
βv − x
Yt
< Γ′v, δt > +
x
Yt
v′
(||δt||2 − αt)
+
1
2
(
x
Yt
)2v′′||δt||2
)
(t,
x
Yt
)
Γu(t, x) =
(
− x
Yt
v′δt + Γv
)
(t,
x
Yt
).
(6.12)
De plus, ses caractéristiques locales (βu,Γu) vériﬁent l’hypothèse 5.3.
Démonstration. Nous commençons par établir les identités (6.12). Pour cela, et
comme v satisfait les hypothèses requises pour appliquer le lemme d’Itô-Ventzel,
en utilisant la dynamique (6.5) et lemme 5.1, on obtient
du(t, x) = dv(t,
x
Yt
)
=
(
βv − x
Yt
< Γ′v, δt > +
x
Yt
v′
(||δt||2 − αt)+ 1
2
(
x
Yt
)2v′′||δt||2
)
(t,
x
Yt
)dt
+
(
− x
Yt
v′δt + Γv
)
(t,
x
Yt
)dWt.
En notant, enﬁn, par βu(t, x) le terme en dt dans cette dynamique et par Γu(t, x)
celui en dWt, les identités (6.12) en découlent.
Comme le processus Y est par hypothèse continu, nous déduisons par déﬁnition
que u est une C1-semimartingale et un C2-processus. Rajoutons à cela l’identité
exprimant Γu en fonction de Γv dans (6.12) et le lemme A.4, il en résulte que
Γu ∈ B1,0. Pour conclure, il suﬃt d’écrire que
u(t, x)−
∫ t
0
Γu(s, x)dWs − u(0, x) =
∫ t
0
βu(s, x)ds. (6.13)
En utilisant le lemme A.3, nous déduisons que les caractéristiques locales de u,
(βu,Γu) satisfont l’hypothèse 5.3.
Enﬁn, le système d’équations (6.12) est obtenu par une simple application du
lemme d’Itô-Ventzel 5.1.
En particulier, nous pouvons déduire des théorèmes 6.2 et 6.1 le résultat suivant :
Théorème 6.3. La classe des utilités progressives de la forme 5.19 est stable
par changement de numéraire.
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Conclusion 6.1. Nous concluons que, dans le cas général, si nous connaissons
une utilité progressive u dans un marché donné, nous pouvons toujours déter-
miner une fonction d’utilité progressive vY dans n’importe quel numéraire y. Il
suﬃt juste de considérer la transformation suivante :
vY (t, x˜)
de´f
= u(t, x˜Y ).
Il est important de noter que, dans ce paragraphe, nous n’avons pas fait l’hypo-
thèse que la volatilité γ du numéraire Y appartient à l’espace Kσ et ce contrai-
rement à l’exemple 4.3.2. En eﬀet, dans l’exemple 4.3.2, en appliquant le lemme
d’ Itô, nous avons montré que u est solution de l’EDP stochastique
du(t, x) =
( ||u′ηt + Γ′u||2
2u′′
− rtxu′
)
(t, x)dt+ Γu(t, x)dWt.
où nous rappelons l’identité u′η + Γ′u = xu
′′η. Donc pour que u soit une utilité
progressive et satisfait l’EDP caractéristique de cette classe il fallait que le terme
u′η+Γ′u s’écrit sous la forme d’une projection sur le cône Kσ ce qui est équivalent
à supposer que ησ−1 est une stratégie admissible.
6.3 Équations de Hamilton-Jacobi-Bellman et
EDPS
Nous nous plaçons dans cette section dans le nouveau univers d’investisse-
ment dans le but d’y établir les EDPS que vériﬁent les utilités progressives.
6.3.1 Équations de Hamilton-Jacobi-Bellman
L’idée est similaire à celle du chapitre précédent. Il s’agit d’établir l’équation
de Hamilton-Jacobi-Bellman que doit satisfaire une utilité progressive dans le
nouveau univers d’investissement décrit au début du paragraphe 6.2. En se
basant essentiellement sur l’équivalence entre l’univers de départ et le nouveau,
nous déduisons sans faire de calcul, à partir du théorème 5.4.4 un premier
résultat qui s’annonce comme suit :
185
These:version du lundi 15 février 2010 à 10 h 25
Chapitre 6. Utilités progressives et changement de numéraire
Théorème 6.4. Soit v un processus d’utilité progressive dans le marchéMr˜,η˜,Y
décrit dans (6.7), vériﬁant l’hypothèse 5.2. Alors, v est solution de l’équation
aux dérivées partielles stochastique (EDPS) suivante
β(t, x˜) + v′r˜tx˜+ sup
π˜∈Kt
P˜(t, x˜, π˜) = 0, (6.14)
où P˜ est l’opérateur déﬁni par
P˜(t, x, π˜) =
[
< π˜tσt, v
′η˜t + Γ
′
v(t, x) > +
1
2
v′′||π˜tσt||2
]
. (6.15)
Signalons que nous avons noté x˜ les richesses initiales dans le nouveau numéraire
pour rappeler que nous ne sommes pas dans le cadre initial où les richesses sont
notées x.
6.3.2 Stratégie optimale
En ce qui concerne la stratégie optimale ainsi que l’EDP stochastique, les
résultats sont de nature diﬀérente et ne peuvent êtres déduits par analogie. Ceci
est dû essentiellement, comme nous l’avons déjà signalé dans la remarque 6.2,
au fait que le nouvel espace de contraintes K déﬁni dans le système (6.7) n’est
plus un cône convexe, et par conséquent, que certaines propriétés fondamentales
de l’opérateur de projection sur un cône convexe fermé ne sont plus satisfaites.
C’est pour cette raison que nous détaillerons les calculs dans ce cadre général,
le principe étant toujours le même que celui exposé dans les chapitres 2 et 4.
Considérons le problème d’optimisation suivant
sup
π˜∈K˜t
P(t, x˜, π˜)
où nous remplaçons les stratégies π˜ par leur déﬁnition, à savoir
π˜ =
π
Y
− xδσ−1.
On obtient
P(t, x˜, π) = v
′′
2
(
||πt
Yt
σt − x˜δt + v
′η˜t + Γ
′
v
v′′
(t, x˜)||2 − ||v
′η˜t + Γ
′
v
v′′
||2(t, x˜)
)
.
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D’après la stricte concavité de v (déﬁnition 4.3, assertion (i)), il en découle que
sup
π∈Kt
P(t, x˜, π) = −v
′′
2
||v′η˜t + Γ′v(t, x˜)||2 (6.16)
+
v′′
2(Yt)2
inf
π∈K
||−Yt
(− x˜v′′δt + v′η˜t + Γ′v)
v′′
(t, x˜)− πtσt||2. (6.17)
Ainsi, la stratégie optimale n’est autre que la projection du terme
−Yt
(− x˜v′′δt + v′η˜t + Γ′v)
v′′
(t, x˜)
sur le cône Ktσt, et donc est donnée par
π∗t (x˜) = −
Yt
v′′
∏
Ktσt
(
− x˜v′′δt + v′η˜t + Γ′v
)
(t, x˜) (6.18)
d’où le théorème suivant :
Théorème 6.5. Sous les mêmes hypothèses que dans le théorème 5.4, la stra-
tégie optimale est donnée par
π∗t (x˜) = −
Yt
v′′
∏
Ktσt
(
− x˜v′′δt + v′η˜t + Γ′v
)
(t, x˜) (6.19)
ou encore, exprimée en fonction de la stratégie optimale dans le nouvel univers
d’investissement
π˜∗t (x˜) = −
1
v′′
(∏
Ktσt
(− x˜v′′δt + v′η˜t + Γ′v)+ x˜v′′δt)(t, x˜). (6.20)
La présence dans ces équations du processus Y et de son paramètre de diﬀusion
δ dans le terme en xu′′ ainsi que dans la formule établie de la nouvelle prime
de marché η˜ met en évidence l’impact du changement de numéraire sur les
stratégies optimales dans le nouveau marché ﬁnancier Mr˜,η˜,Y .
Par contre, nous rappelons que ce numéraire ne doit en aucun cas aﬀecter les
stratégies optimales dans le marché de départ Mr,η. Or, remarquons que dans
l’équation (6.19), le paramètre δ est présent, bien qu’il s’agisse de la stratégie
optimale dans le marché de départ. Ceci n’est pas, en eﬀet, en contradiction avec
ce que nous venons de dire. Il faut juste se rappeler que Γv est la volatilité d’une
utilité progressive v dans le nouvel univers. Par conséquent, d’après le théorème
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6.2 (équation (6.12)), l’utilité correspondante u déﬁnie dans le marché initial
par
u(t, x) = v(t,
x
Yt
)
est telle que sa volatilité Γu soit donnée par
Γu(t, x) =
(
− x
Yt
v′δt + Γv
)
(t,
x
Yt
).
En dérivant cette quantité et en faisant le changement de variable x = x˜Yt, nous
obtenons, puisque η˜ = η − δ, l’identité suivante
Yt
(− x˜v′′δt + v′η˜t + Γ′v)(t, x˜) = (u′ηtΓ′u)(t, x).
Injections cette identité dans (6.19), on a alors
π∗t (x) = −
1
u′′
∏
Ktσt
(
u′ηt + Γ
′
u
)
(t, x).
Ceci n’est autre que l’équation (6.19) établie dans le théorème 5.5 dans le cadre
du marché de départ Mr,η. D’ailleurs, ce théorème pourrait être démontré en
partant de cette identité et en remontant les calculs dans l’autre sens.
Remarque 6.3. Il est important de noter que l’unicité de la stratégie optimale,
présentée ci-dessus comme le vecteur meilleure approximation de la distance
entre u′ηt + Γ′u et le cône Kσ, n’implique pas l’unicité de la richesse optimale.
6.3.3 EDP stochastiques
D’après les résultats du paragraphe précédent, nous déduisons la condition
nécessaire que doit vériﬁer le drift βv de toute utilité progressive v dans le nouvel
univers d’investissement que nous avons introduit dans le paragraphe 6.2. Cette
condition nécessaire est donnée dans le théorème suivant.
Théorème 6.6. Soit v un processus d’utilité progressive dans l’univers Mr˜,η˜,Y
de la forme (6.10) vériﬁant l’hypothèse 5.2. Alors, elle est solution de l’équation
aux dérivées partielles stochastique (EDPS) suivante
βv(t, x˜) + x˜v
′r˜t
+
1
2v′′
(
||
(
Id −
∏
Ktσt
)(
v′η˜t + Γ
′
v − x˜v′′δt
)||2 − ||v′η˜t + Γv||2)(t, x˜) = 0 (6.21)
où nous avons noté par Id l’identité de Rd dans Rd.
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Démonstration. Pour démontrer ce théorème il suﬃt d’injecter l’ identité (6.18)
dans l’équation (6.16), le résultat est alors immédiat.
Remarque 6.4. Le terme
(
I −∏Kσ ) n’est autre que l’opérateur de projection
sur le cône dual (Kσ)∗ (voir la déﬁnition B.14). Nous préférons cette notation
à celle de
∏
(Kσ)∗ pour mettre en évidence le fait que nous projetons sur le dual
et pour marquer le lien entre les deux projecteurs.
Corollaire 6.1. Sous les mêmes hypothèses que dans le théorème précèdent, et
si v est une utilité progressive dans l’univers Mr˜,η˜,Y , elle est solution de l’EDP
stochastique suivante
dv(t, x˜) = Γv(t, x˜)dWt (6.22)
+
{
1
2v′′
(
||v′η˜t + Γ′v||2− ||
(
Id −
∏
Ktσt
)(
v′η˜t + Γ
′
v − x˜v′′δt
)||2)− x˜v′r˜t
}
(t, x˜)dt.
Dans ces deux derniers résultats, nous remarquons que les EDP stochastiques
sont plus compliquées que celles associées à l’univers de départ, à savoir (5.34),
(5.35) et (5.37). Ceci est naturel pour la simple raison que les résultats que
nous venons d’établir dans ce chapitre ne sont qu’une généralisation de toutes
les équations établies dans le chapitre précédent. En eﬀet, il faut juste remplacer
δ et α par zéro pour retrouver les théorèmes et les corollaires du chapitre 4.
Cependant, il est important de signaler que la forme du drift dans les équa-
tions (6.21) et (6.22) est diﬀérente de celle du drift dans (5.37) qui s’écrit tout
simplement sous la forme
1
2u′′
∥∥ ∏
Ktσt
[u′ηt + Γ
′(t, x)]
∥∥2 − u′rtx. (6.23)
Cela est dû uniquement au fait que
∥∥∥(Id −∏
Ktσt
)(
a− x˜v′′δt
)∥∥∥2 − ∥∥∥a∥∥∥2 6= ∥∥∥ ∏
Ktσt
(a)
∥∥∥2, (6.24)
contrairement au cadre du chapitre précédent où δ ≡ 0.
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6.3.4 Équations de HJB par rapport au nouvel espace
de contraintes K˜
Jusque-là, nous avons choisi de représenter les équations de HJB ainsi que
les EDP stochastiques dans ce nouvel univers par rapport à l’opérateur de pro-
jection sur le cône convexe fermé Kσ. Nous avons vu aussi que les équations
obtenues deviennent plus compliquées. Cependant, nous pouvons simpliﬁer ces
résultats uniquement en remarquant que, bien que K˜ ne soit pas un cône, il est
convexe et fermé, et donc vériﬁe le lemme suivant :
Lemme 6.1. Pour tout point a de Rd, il existe un unique vecteur de meilleure
approximation dans K˜σ noté ∏K˜σ(a) tel que
||a−
∏
K˜σ
(a)|| = inf
b∈K˜
||a− b||. (6.25)
De plus ce point vériﬁe
∏
K˜σ
(a) =
∏
Kσ
(
a− xδσ−1)+ xδσ−1. (6.26)
Pour la preuve de ce lemme, voir B.7 et B.8. Ceci nous permet alors de réécrire
le théorème 6.6 ainsi que le corollaire 6.1 dans le nouveau espace de contraintes
comme suit :
Théorème 6.7. Soit v un processus d’utilité progressive dans l’univers Mr˜,η˜,Y
de la forme (6.10) vériﬁant l’hypothèse 5.2. Alors,
(i) v est solution de l’équation aux dérivées partielles stochastique (EDPS)
suivante
dv(t, x˜) = Γv(t, x˜)dWt (6.27)
+
(v′′
2
[
‖v
′η˜t + Γ
′
v
v′′
‖2 − ‖(Id −∏
K˜tσt
)(− v′η˜t + Γ′v
v′′
)‖2]− x˜v′r˜t)(t, x˜).
(ii) La stratégie optimale notée par π˜∗ est unique et elle est donnée par
π˜∗t (x˜)σt =
∏
K˜tσt
(− v′η˜t + Γ′v
v′′
)
(t, x˜). (6.28)
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Dans cette nouvelle représentation, l’hypothèse 5.2 devient :
Hypothèse 6.2.

(v′′
2
[
‖v
′η˜t + Γ
′
v
v′′
‖2 − ‖(Id −∏
K˜tσt
)(− v′η˜t + Γ′v
v′′
)‖2]− x˜v′r˜t) ∈ B1,0
Γv ∈ B1,0.
(6.29)
Rappelons que, comme K˜ n’est pas un cône convexe, l’opérateur de meilleure
approximation
∏
K˜σ ne vériﬁe pas certaines propriétés de la projection orthogo-
nale, notamment
<
(
Id −
∏
K˜σ
)
(a),
∏
K˜σ
(a) >6= 0. (6.30)
En particulier,
‖a‖2 − ‖(Id −∏
K˜σ
)
(a)‖2 6= ‖
∏
K˜σ
(a)‖2,
ce qui implique une diﬀérence par rapport aux résultats des théorèmes 5.2 et
5.6. Par contre, il existe des cas non triviaux et assez importants pour lesquels
nous retrouvons des représentations identiques à celles de ces deux derniers
théorèmes 5.2 et 5.6 .
À ce stade, nous venons d’étudier de manière générale la question du chan-
gement de numéraire appliqué à des utilités progressives . Nous avons vu par
conséquent que l’ensemble des contraintes K˜ joue un rôle important au niveau
du drift de ces utilités. Donc, comme le but dans la suite est de simpliﬁer les
équations établies, nous commençons par étudier sous quelles conditions le pro-
jecteur de meilleure approximation
∏
K˜σ satisfait
‖a‖2 − ‖(Id −∏
K˜σ
)
(a)‖2 6= ‖
∏
K˜σ
(a)‖2,∀a ∈ Rd.
Voici un exemple important :
Exemple : le cas où δσ−1 ∈ K ∩ (−K) :
Nous supposons dans ce cas particulier que la volatilité δ du numéraire Y est
telle que δσ−1 ∈ K ∩ (−K).
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Sous cette hypothèse, il est facile de vériﬁer que le nouvel ensemble de contraintes
K˜ = K
Y
− xδσ−1
est stable par multiplication positive et par addition et est donc un cône convexe
fermé. De plus, ce cône n’est autre que l’ensemble des contraintes de départ,
c-à-d K˜ = K. Dans ce cas, nous avons l’identité suivante en terme de projecteur
de meilleure approximation : ∏
K˜σ
≡
∏
Kσ
ce qui implique que les résultats des paragraphes précédents deviennent simple-
ment :
Théorème 6.8. Soit v un processus d’utilité progressive dans l’univers Mr˜,η˜,Y
de la forme (6.10) vériﬁant l’hypothèse 5.2. Alors,
(i) v est solution de l’équation aux dérivées partielles stochastique (EDPS)
suivante
dv(t, x˜) =
( 1
2v′′
‖
∏
Ktσt
(
v′η˜t + Γ
′
v
)‖2 − x˜v′r˜t)(t, x˜) + Γv(t, x˜)dWt. (6.31)
(ii) La stratégie optimale notée par π˜∗ est unique et elle est donnée par
π˜∗t (x˜)σt = −
1
v′′
∏
Ktσt
(
v′η˜t + Γ
′
v
)
(t, x˜). (6.32)
Ces équations sont alors identiques à celles du théorème 5.6 et au corollaire 5.2
établies dans l’univers d’investissement initial, à la seule diﬀérence que (r˜, η˜)
remplace (r, η). Par contre, l’ensemble des contraintes est le même, c-à-d K.
Ceci est dû au fait que le numéraire aﬀecte le taux court et la prime de marché
mais pas l’ensemble des contraintes.
6.4 Utilités progressives et Portefeuilles Mar-
tingales
D’après les résultats du théorème 6.2, nous avons montré qu’à partir d’une
utilité progressive déﬁnie sur un marché donné, il est possible de construire,
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dans tout nouveau marché, un nouveau processus d’utilité progressive par la
simple transformation décrite dans ce théorème. Nous avons vu aussi dans le
théorème 6.8 qu’un bon choix du numéraire et particulièrement de sa volatilité
nous permet de simpliﬁer de manière considérable les EDP stochastiques que
vériﬁe une utilité progressive dans un nouvel univers déﬁni par Y .
Notre but est alors de simpliﬁer encore plus les équations aux dérivées partielles
que doit satisfaire une utilité progressive, mieux comprendre l’impact de la vo-
latilité Γ de l’utilité sur le choix de la stratégie optimale et d’étudier l’équation
aux dérivées partielles stochastique que satisfait une utilité progressive dans un
univers d’investissement de la forme 5.2. La question qui se pose est alors la sui-
vante : existe-t-il un numéraire particulier dans lequel les EDPS sont beaucoup
plus simples ?
Pour répondre à cette question, nous allons distinguer deux cas :
– Le cas où ησ−1 ∈ K ∩ (−K)
– Le cas où K est un sous-espace vectoriel de Rd.
6.4.1 Le cas où ησ−1 ∈ K ∩ (−K)
Pour commencer, nous nous intéressons dans ce paragraphe uniquement aux
numéraires Y tels que leurs volatilités, notées dans les sections précédentes par
δ, vériﬁent δσ−1 ∈ K ∩ (−K).
Ceci nous permet de nous placer en particulier dans le contexte du théorème
6.8, où nous avons montré qu’un processus d’utilité progressive dans le marché
Mr,η,Y est solution de l’EDP stochastique suivante
dv(t, x) =
( 1
2v′′
‖
∏
Ktσt
[v′η˜t + Γ
′
v] ‖2 − xv′r˜t
)
(t, x)dt+ Γv(t, x)dWt.(6.33)
où nous rappelons que η˜ = η − δ et que r˜ = r − α− < η, δ > (δ et α sont les
paramètres de diﬀusion de Y , voir 6.5). Le but par la suite est de simpliﬁer le
plus possible cette dynamique, l’idéal serait de pouvoir annuler les termes r˜ et
η˜. Pour cela, nous faisons l’hypothèse suivante :
Hypothèse 6.3. ησ−1 ∈ K ∩ (−K)
Remarque 6.5. Il est important de noter que cette hypothèse est introduite
uniquement pour simpliﬁer la compréhension du rôle joué par la volatilité de
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l’utilité progressive et pour alléger les calculs. Nous noterons que toutes les idées
qui seront développées dans la suite peuvent êtres appliquées sans cette hypothèse
en particulier la technique introduite au dernier chapitre de ce manuscrit. Nous
reviendrons à cette remarque dans la dernière section du chapitre 8 où nous
allons relaxer cette hypothèse.
Sous cette hypothèse, si nous choisissons δ = η, alors η˜ = 0. Si de plus le drift
α est choisi tel que α = r + ‖η‖2, nous concluons que si δ = η, α = r + ‖η‖2,
donc (6.33) est équivalente à
dv(t, x) =
1
2v′′
‖
∏
Ktσt
Γ′v‖2(t, x)dt+ Γv(t, x)dWt. (6.34)
Dans ce cas, il est simple de remarquer que
dYt
Yt
= (rt + ‖ηt‖2)dt+ ηtdWt. (6.35)
Ceci est encore équivalent à
d
(
1
Yt
)
(
1
Yt
) = −rtdt− ηtdWt, (6.36)
qui n’est autre que le processus Hr,η, le numéraire du marché.
Nous remarquons que, dans ce numéraire très particulier qui est le numéraire
du marché, les richesses déﬁnies par X˜t = H
r,η
t Xt sont des martingales sous la
probabilité risque-neutre, et donc il n’ y a pas de prime de risque. Ceci nous
amène, en notant par v le processus d’utilité progressive dans ce numéraire, au
résultat suivant, conséquence immédiate de la proposition 4 :
Proposition 6.1. Si v est un processus d’utilité progressive de la forme de
(5.19) vériﬁant l’hypothèse 5.2 dans le marchéMr,η,(Hr,η)−1(K˜) issu deMr,η par
le changement de numéraire (Hr,η)−1, alors v est solution de l’EDP stochastique
suivante
β(t, x) + H(t, x,Γ′, v′′) = 0 (6.37)
où on a
H(t, x,Γ′, v′′) = − 1
2v′′
‖
∏
Ktσt
Γ′‖2(t, x) (6.38)
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et la stratégie optimale est donnée par :
π∗(t, x).σt = − 1
v′′
∏
Ktσt
Γ′(t, x). (6.39)
A partir de ce résultat, il est facile de déduire le corollaire suivant :
Corollaire 6.2. Sous les mêmes hypothèses que dans la proposition précédente,
si v est un processus d’utilité progressive dans le marché Mr,η,(Hr,η)−1(K) de
numéraire (Hr,η)−1, alors v est une surmartingale obéit à la dynamique
dv(t, x) =
1
2v′′
‖
∏
Ktσt
Γ′(t, x)‖2dt+ Γ(t, x)dWt. (6.40)
Remarquons que dans l’une ou l’autre des deux équations (6.37) et (6.39), seule
la volatilité Γ intervient. Ceci exprime mieux et de manière plus naturelle le rôle
de la volatilité Γ de l’utilité stochastique. En eﬀet, d’après la dynamique (6.40),
il existe une certaine équivalence entre l’utilité progressive et sa volatilité. De
plus, d’après l’équation (6.39), il est évident que la dérivée de la volatilité de
l’utilité Γ′ joue le rôle de la direction optimale d’investissement (le rôle joué
classiquement par η).
Dans le cadre classique d’optimisation de portefeuille, nous savons bien dé-
montrer que, si les richesses sont des martingales, la stratégie optimale est la
stratégie "rien faire" (π∗ = 0), alors que dans ce cadre progressif, la stratégie op-
timale ne consiste plus à tout placer en cash jusqu’à maturité, mais elle devient
proportionelle à Γ′ (équation (6.39)) : paramètre de stochasticité de u.
Par la suite, il est très important de noter que le fait de se placer dans un marché
où la dynamique des richesses est donnée par :
dXs,x,πt = rtX
π˜
t dt+ π
∗
t σt(dWt + ηtdt) (6.41)
et où les utilités progressives sont telles que :
βu(t, x) + u
′(t, x)r˜tx− 1
2u′′(t, x)
‖
∏
Ktσt
[ηtu
′ + Γ′u]‖2(t, x) = 0, (6.42)
implique que, d’après le théorème 6.2, le problème initial est équivalent au
problème où les richesses X˜x,π = Xx,πHr,η sont des martingales, c-à-d que les
richesses sont telles que :
dX˜ π˜t = (π˜
∗
t σt − X˜πt ηt)dWt (6.43)
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et où les utilités sont solutions de
βv(t, x)− 1
2v′′
‖
∏
Ktσt
Γ′v‖2(t, x) = 0. (6.44)
Ceci s’interprète, simplement, par le fait que le rôle joué par le numéraire (c-
à-d le drift r et la prime de risque) est complètement intégré dans l’utilité
stochastique (c-à-d dans Γv et βv), comme nous pouvons le voir facilement dans
le système d’équations (6.12) en remplaçant Y par (Hr,η)−1.
C’est donc une nouvelle vision des problèmes d’optimisation de portefeuille où le
drift et la prime de risque ne sont plus propres au marché ﬁnancier en question
mais aux utilités stochastiques qui peuvent contenir de l’information, générer
du risque et du rendement.
À partir de cette nouvelle vision des marchés ﬁnanciers, nous concluons qu’il
est largement suﬃsant de se placer sous le numéraire H−1 (sans perte de géné-
ralité), autrement dit de considérer que les richesses sont martingales, à la seule
condition de modiﬁer ces utilités et d’accepter qu’elles soient stochastiques.
Les équations établies sont alors beaucoup plus simples dans ce marché mar-
tingale. Par contre, elles restent toujours très diﬃciles à étudier et à en déduire
une caractérisation générale de ces processus d’utilités progressives. Dans le but
de faire une étude complète de ces processus, nous allons dans le chapitre qui
suit nous intéresser au dual convexe de ces utilités progressives.
6.4.2 Le cas où K est un sous-espace linéaire de Rd
Dans ce paragraphe, nous ne faisons pas l’hypothèse 6.3, nous supposons
uniquement que l’ensemble des contraintes K est un sous-espace vectoriel de
Rd par exemple :K = Rd−p × {0}p. L’intérêt de considérer ce cadre est que
l’opérateur de projection n’est autre que l’opérateur de projection orthogonale
dont les principales propriétés sont la linéarité et le fait que pour tout a ∈ Rd
et b ∈ Kσ, on a < a −∏Kσ a, b >= 0. Par ailleurs, nous remarquons que dans
l’univers d’investissement de départ où les richesses obéissent à la dynamique
(5.4), on a
dXs,x,πt = rtX
s,x,π
t dt+ π
∗
t σt(dWt + ηtdt). (6.45)
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Comme K est un sous-espace vectoriel, alors
< πσ, η >=< πσ,
∏
Kσ
η >
ce qui implique que cette dernière dynamique devient
dXs,x,πt = rtX
s,x,π
t dt+ π
∗
t σt(dWt +
∏
Ktσt
ηtdt). (6.46)
Dans ce contexte, nous pouvons remplacer η par sa projection
∏
Kσ η dans tous
les résultats du paragraphe 6.3. De plus, il aussi important de noter dans ce
cadre que ∏
Kσ
η ∈ K = K ∩ (−K).
Donc, si nous choisissons
δ = −
∏
Kσ
η et α = r + ‖
∏
Kσ
η‖2,
ce qui implique que Y −1 = Hr,
Q
Kσ η, nous retrouvons tous les résultats du para-
graphe précédent, c-à-d la proposition 6.1, où nous rappelons que les processus
Hα,δ sont les processus déﬁnis dans (6.47) par

Hα,δt = e
−
R t
0 (αs+
1
2
||δs||2)ds−
R t
0 δsdWs
Hα,δs,t =
Hα,δt
Hα,δs
.
(6.47)
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Résumé : Comme dans le chapitre 3, dans ce chapitre nous nous intéressons au
processus dual convexe d’une utilité progressive de la forme (5.19). Pour sim-
pliﬁer, nous nous placerons dans le cadre du marché martingale décrit dans le
paragraphe 6.4, mais nous donnons en plus les équivalents des principaux ré-
sultats dans le marché initial. Notre approche sera similaire à celle du chapitre
précédent dans le sens où nous portons notre intérêt essentiellement à établir
explicitement la dynamique du processus dual en fonction de celle de l’utilité.
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Dans une première section, nous établissons les conditions nécessaires d’opti-
malité puis la dynamique de la transformée de Fenchel d’une utilité progressive.
Nous montrons que cette dynamique est très similaire à celle de l’utilité progres-
sive (6.40). Encore une fois la volatilité Γ joue un rôle très important dans la
dynamique duale et ﬁxe la mesure martingale locale optimale. Nous montrons,
aussi, l’équivalent du théorème 3.6 établi dans [60] : c-à-d. que le dual convexe
est, à son tour, solution d’un problème d’optimisation dual.
Vues les grandes similitudes entre les utilités progressives et leur dual convexe,
ainsi que la forte analogie entre les EDP stochastiques respectives, la technique
de dualité ne nous permet pas de résoudre ces problèmes d’optimisation progres-
sif. Par contre les techniques de changement de numéraire et de dualité nous
permettent de mieux aborder les utilités progressives décroissantes dans le temps
(paragraphe 7.7), étudiées par Zariphopoulou et al. [88] et M. Tehranchi et al.
[36]. Nous donnons le principal théorème de ces auteurs et par changement de
numéraire, nous donnons une interprétation assez importante de leurs résultats.
7.1 Introduction
Dans ce chapitre, comme dans le cadre classique d’optimisation de porte-
feuille (voir le chapitre 3), nous nous intéressons à la transformée de Fenchel u˜
d’une utilité progressive u et particulièrement au problème d’optimisation dual.
Notre but est d’étudier l’EDP stochastique que vériﬁe u˜ et de déterminer une
caractérisation des processus d’utilités progressives ainsi que des richesses opti-
males qu’elles génèrent à travers le dual. Pour ce, et aﬁn de pouvoir utiliser les
résultats du paragraphe 6.4, nous supposons, tout au long de ce chapitre ainsi
que le chapitre suivant, qu’au moins l’une des deux hypothèses suivantes est
satisfaite :
Hypothèse 7.1. L’ensemble K des contraintes sur les stratégies admissibles
est un sous-espace vectoriel de Rd.
Hypothèse 7.2. La prime de marché η satisfait : ησ−1 ∈ K ∩ (−K).
Sous l’une ou l’autre de ces hypothèses, nous avons vu qu’il est largement suf-
ﬁsant, d’après les résultats du paragraphe 6.4, de nous placer dans le cadre
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particulier du marché de numéraire (Hr,η)−1 déﬁni dans (6.47). Nous avons éta-
bli que si dans cet univers, u est une utilité progressive de classe C2 obéissant
à une dynamique de la forme (5.19) et vériﬁant l’hypothèse 5.2, alors elle est
solution de l’équation aux dérivées partielles stochastique suivante :

du(t, x) =
1
2
||Γ′,K||2
u′′
(t, x)dt+ Γ(t, x)dWt,
Γ
′,K def=
∏
Kσ
(Γ′),
(
||Γ′,K||2
u′′
,Γ) ∈ B1,0,
(7.1)
et générant le portefeuille optimal suivant :
dXs,x,ut = −
Γ
′,K
u′′
(t,Xs,x,ut )dWt, X
s,x,u
s = x. (7.2)
La richesse optimale est indexée par u pour rappeler qu’elle est associée à cette
utilité.
Rappelons enﬁn que l’hypothèse
(
||Γ′,K||2
u′′
,Γ) ∈ B1,0
est une condition nécessaire pour pouvoir appliquer le lemme d’Itô-Ventzel
(voir le théorème A.11). Si de plus, nous supposons que Γ′/u′′ ∈ B0,1b , alors
nous montrons, d’après les théorèmes A.13 et A.16, que l’équation diﬀérentielle
stochastique (7.2) admet une unique solution, cette solution admettant une
modiﬁcation continue.
7.2 Dual convexe : définition et hypothèses
Toujours dans le même marché de numéraire
(
Hr,η
)−1, nous nous intéressons
dans ce paragraphe au dual convexe de l’utilité progressive, dont nous rappelons
la déﬁnition :
Définition 7.1. On appelle dual convexe , ou encore transformée de Fenchel
de u(t, .) (concave croissante) à tout instant t ≥ s la fonction déﬁnie par
u˜(t, y)
def
= max
x
(u(t, x)− xy). (7.3)
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Sachant que, par une simple dérivation, on montre que le maximum est atteint
en x⋆t = I(t, y), u˜ est alors donnée par
u˜(t, y) = u(t, I(t, y))− yI(t, y) (7.4)
On remarquera ensuite que u˜′ = −I = −(u′)−1.
Le but de cette section est d’établir la dynamique de ce dual u˜ en fonction des
paramètres de celle de l’utilité u. Pour cela, remarquons que cette dynamique
peut être établie par deux manières diﬀérentes :
– À partir de (7.4), où nous pouvons obtenir que
du˜(t, y) = du(t, I(t, y))− ydI(t, y).
– À partir de l’identité
u˜′ = −I = −(u′)−1
qui nous permet en particulier, et sous les bonnes hypothèses, de détermi-
ner la dynamique de u˜′ et donc, par une intégration, nous permet d’établir
celle de u˜.
Par contre, l’une où l’autre de ces deux méthodes nécessite de déterminer la
dynamique de I = (u′)−1 avant de pouvoir poursuivre nos investigations.
Par conséquent, aﬁn de prouver le résultat principal de ce chapitre, nous allons
procéder comme suit ; dans un premier temps nous établirons les hypothèses
nécessaires pour déduire la dynamique de la dérivée u′ à partir de celle de u.
Puis, en partant du fait que du′(t, I(t, y)) = 0, nous déduisons celle de I.
Pour déduire la dynamique de u′, la méthode la plus naturelle est de dériver
formellement, terme à terme, celle de u. Mais, de manière générale, ceci n’est
pas possible, bien que les paramètres de diﬀusion de la dynamique de u sont
dérivables. En eﬀet, une hypothèse supplémentaire est nécessaire, voir H. Kunita
[74]. Cette hypothèse est la suivante :
Hypothèse 7.3. Supposons, en plus de l’hypothèse habituelle
( ||Γ′,K||2
u′′
,Γ
)
∈ B1,0
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nécessaire pour appliquer le lemme d’Itô-Ventzel, qu’il existe δ > 0 tel que
(
||Γ′,K||2
u′′
,Γ) ∈ B1,δ.
En d’autres termes, l’hypothèse 5.2 est insuﬃsante. Il faut supposer de plus que
les paramètres de diﬀusion de u sont δ-Hölderiennes, pour un certain réel δ > 0.
Alors, dans ce cadre, et d’après le théorème A.12 (ii), nous avons le résultat
suivant :
Proposition 7.1. La dérivée u′ de l’utilité progressive (7.1) est un C1-processus
et une C1-semimartingale qui obéit à la dynamique suivante :
du′(t, x) =
1
2
∂
∂x
(
||Γ′,K||2
u′′
)(t, x)dt+ Γ′(t, x)dWt. (7.5)
En particulier, ses caractéristiques locales (1
2
∂
∂x
( ||Γ
′,K||2
u′′
),Γ′) sont dans la classe
B0,δ.
Remarquons, d’après la deuxième partie de cette proposition, que u′ ne satis-
fait pas l’hypothèse 5.2, nécessaire pour appliquer le lemme d’Itô-Ventzel. Or,
comme nous l’avons expliqué ci-dessus, nous avons besoin de composer u′ au
moins avec son inverse pour pouvoir établir la dynamique de u˜. C’est pour cette
raison que nous remplaçons l’hypothèse 7.3 par :
Hypothèse 7.4. Supposons que u est un C3-processus et une C1-semimartingale
telle que ses caractéristiques locales ( ||Γ
′,K||2
u′′
,Γ) appartiennent à la classe B2,δ
pour un certain δ > 0.
Par conséquent, nous obtenons le résultat suivant :
Proposition 7.2. Si u est une utilité progressive vériﬁant l’hypothèse 7.4, alors
sa dérivée u′ est une C1-semimartingale et un C2 processus qui obéit à la dyna-
mique suivante :
du′(t, x) =
1
2
∂
∂x
( ||Γ′,K||2
u′′
)
(t, x)dt+ Γ′(t, x)dWt. (7.6)
En particulier, ses caractéristiques locales (1
2
∂
∂x
( ||Γ
′,K||2
u′′
),Γ′) sont dans la classe
B1,δ.
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Avant d’énoncer le résultat principal (théorème 7.3) de ce chapitre, nous allons
établir quelques propriétés caractéristiques des utilités progressives qui nous
permettront de simpliﬁer de manière très signiﬁcative la preuve du résultat
principal (7.3) de ce chapitre.
7.3 Quelques propriétés des utilités progres-
sives
Dans ce paragraphe, nous déduisons à partir de la déﬁnition 4.3 des utilités
progressives, quelques propriétés importantes que nous pouvons aussi interpré-
ter comme des conditions nécessaires. Ces propriétés nous seront d’une grande
utilité dans le dernier chapitre de cette thèse, elles sont données par le théorème
suivant.
Théorème 7.1. Soit u une utilité progressive. Notons par Xx,∗ le portefeuille
optimal associé, partant d’un capital initial x. Alors
(i) Le processus (Xx,∗t u′(t,X
x,∗
t ))t≥0 est une martingale.
(ii) Le processus (u′(t,Xx,∗t ))t≥0 est une martingale locale (positive), dont la
volatilité est dans K∗.
(iii) Pour toute stratégie admissible π et pour tout second capital initial x′, le
processus (Xx
′,π
t u
′(t,Xx,∗t ))t≥0,x>0 est une surmartingale.
Nous rappelons que K∗ désigne le cône dual de K, voir déﬁnition B.14. Cette
notion, de cône dual, est très utilisée dans les problèmes d’optimisation de por-
tefeuille. Pour faire le lien avec les travaux de I. Karatzas et al [55], −K∗ cor-
respond à l’ensemble K˜ appelé aussi le cône barrière de −K ( voir la déﬁnition
dans Rockafellar, R. Tyrrell [98] p.114, (1970) ).
Nous reviendrons à plusieurs reprises sur ce résultat tout au long de notre
étude.
Démonstration. Soient ε > 0, π une stratégie admissible et Xx′,π la richesse
associée partant d’un second capital x′ en 0. Comme ε > 0, la richesse εXx′,π +
Xx,∗ est une richesse admissible partant en 0 du capital εx′+x, par conséquent
204
These:version du lundi 15 février 2010 à 10 h 25
7.3. Quelques propriétés des utilités progressives
et vu la non optimalité de ce processus
E(u(t, εXx
′,π
t +X
x,∗
t )/Fs) ≤ u(s, εXx
′,π
s +X
x,∗
s ), ∀t ≥ s ≥ 0
Par optimalité de la richesse Xx,∗, nous pouvons déduire, pour tout t ≥ s ≥ 0,
que
E(u(t, εXx
′,π
t +X
x,∗
t )− u(t,Xx,∗t )/Fs) ≤ u(s, εXx
′,π
s +X
x,∗
s )− u(s,Xx,∗s ), (7.7)
Par conséquent, si nous divisons par ε > 0 de part et d’autre de cette inégalité
et en faisant tendre ε vers 0, nous déduisons par le théorème de convergence
monotone et la concavité de u,
E(Xx
′,π
t u
′(t,Xx,∗t )/Fs) ≤ Xx
′,π
s u
′(s,Xx,∗s ), ∀t ≥ s ≥ 0
ce qui prouve (iii). Montrons maintenant (i). En remplaçons Xx′,π par Xx,∗
dans cette dernière inégalité nous obtenons
E(Xx,∗t u
′(t,Xx,∗t )/Fs) ≤ Xx,∗s u′(s,Xx,∗s ).
Il suﬃt alors d’établir les inégalités dans l’autre sens. Pour cela en prenant cette
fois-ci, ε < 0 mais assez petit, la richesse (1 + ε)Xx,∗ est encore une richesse
admissible 1. En remplaçant Xx′,π par Xx,∗ dans (7.7), et en divisant par ε < 0,
nous obtenons
E(
u(t, (1 + ε)Xx,∗t )− u(t,Xx,∗t )
ε
/Fs) ≥ u(s, (1 + ε)X
x,∗
s )− u(s,Xx,∗s )
ε
, ∀t ≥ s ≥ 0
En passant à la limite, quand ε→ 0, il en découle
E(Xx,∗t u
′(t,Xx,∗t )) ≥ Xx,∗s u′(s,Xx,∗s ), ∀t ≥ s ≥ 0
ce qui prouve (i). La preuve de (ii) est une simple conséquence du lemme
suivant.
Lemme 7.1. Soit Y une semimartingale positive continue, vériﬁant
– ∀π ∈ K, YtXπt est une surmartingale.
– Il existe π∗ ∈ K : YtXπ∗t est une martingale.
1atteignable par une stratégie admissible.
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Alors Y est une martingale locale, dont la volatilité γ ∈ K∗.
Démonstration. Supposons que Y obéit à la dynamique
dYt = µtdt+ γtσtdWt.
En appliquant le lemme d’Itô au processus YXπ, π ∈ K,
YtXπt − YsXπs =
∫ t
s
(µαX
π
α+ < γασα, πασα >)dα+
∫ t
s
γαdWα.
Par hypothèse, il existe π∗ ∈ K : YtXπ∗t est une martingale, ce qui implique en
passant à la limite t→ s
xµt = − < γtσt, π∗t σt >
et par conséquent,
YtXπt − YsXπs =
∫ t
s
< γασα, (π − π∗)ασα > dα+
∫ t
s
γαdWα.
Comme les processus YXπ, π ∈ K sont des surmartingale,
< γtσt, (π − π∗)tσt >≤ 0,∀t ≥ 0
en particulier si π = επ∗, ε > 0
(ε− 1) < γtσt, π∗t σt >≤ 0,∀t ≥ 0.
Pour conclure, il suﬃt de prendre ε = 1
2
puis 3
2
, ce qui conduit à µ = − <
γtσt, π
∗
t σt >= 0. Par suite, en rappelant que le cône dual K∗ n’est autre que
l’ensemble des ν, < ν, π >≤ 0, π ∈ K (déﬁnition B.14), ceci implique en
utilisant les hypothèses du lemme que γ ∈ K∗.
Remarque 7.1. Dans le travail de M. Tehranchi et al. [36], les auteurs montrent
un résultat très similaire au théorème 7.1, sauf qu’ à la place de l’assertion (iii),
les auteurs montrent que les processus (Xx
′,π
t u
′(t,Xx,∗t ))t≥0,x>0 sont des martin-
gales pour des richesses Xx
′,π
t bornées et des martingales locales si on remplace
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Xx
′,π
t par un actif quelconque ξ
i. Ceci est dû essentiellement au fait que les stra-
tégies admissibles, dans [36], sont dans un espace vectoriel et les portefeuilles
Xπ ne sont pas forcément positifs. Par conséquent, si ε < 0, le portefeuille
εXx
′,π
t +X
x,∗
t est admissible. Par le même raisonnement que la preuve ci-dessus
les auteurs prouvent l’inégalité inverse de (7.7) ce qui permet de conclure. Ceci
n’est pas vrai dans notre cas, il suﬃt d’appliquer le lemme d’Itô, à la richesse
εXx
′,π
t +X
x,∗
t , ce qui donne d’après les dynamiques (5.4),
d(εXx
′,π
t +X
x,∗
t ) = rt(εX
x′,π
t +X
x,∗
t )dt+ (επt + π
∗)σt(dWt + ηt).
Comme l’ensemble des contraintes K est simplement un cône convexe (voir
déﬁnition B.13 d’un cône), il n’est donc pas stable par multiplication par un
réel strictement négatif, donc la stratégie επt + π∗ n’est pas forcément dans K.
Par contre si π = π∗ et ε ≤ −1, la stratégie (1 + ε)π∗ est toujours dans K,
de même si π = 0. Dans le cas où K est un espace vectoriel, ceci est toujours
vrai sans contraintes sur ε, par contre le portefeuille associé n’est pas forcément
admissible.
Notons que dans ce résultat aucune hypothèse supplémentaire sur les utilités
progressives n’est faite. Par contre si l’hypothèse 7.4 est satisfaite alors nous pou-
vons établir les dynamiques des processus u′(t,Xs,x,ut ) et (X
s,x,u
t u
′(t,Xs,x,ut ))t≥s≥0,x.
En eﬀet :
Proposition 7.3. Dans le marché martingaleMr,η,H−1, et sous l’hypothèse 7.4,
les assertions suivantes sont vraies :
i) La dérivée par rapport à la richesse tout au long de la trajectoire optimale
de l’utilité progressive u est une martingale évoluant selon l’équation sui-
vante
du′(t,Xs,x,ut ) = Γ
′,⊥(t,Xs,x,ut )dWt, (7.8)
où par déﬁnition
Γ
′,⊥ def= Γ′ − Γ′,K.
ii) Le processus (Xs,x,ut u
′(t,Xs,x,ut ))t≥s≥0,x est une martingale dont la dyna-
miques est donnée par, ∀t ≥ s, x > 0,
dXs,x,ut u
′(t,Xs,x,ut ) =
(
Xs,x,ut Γ
′,⊥ − u
′
u′′
Γ
′,⊥
)
(t,Xs,x,ut )dWt. (7.9)
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Ce résultat n’est autre qu’une condition nécessaire que doit vériﬁer la dérivée
d’une utilité progressive. Il nous sera d’une grande utilité dans la suite, no-
tamment pour établir le lien entre u′(t,Xs,x,ut ) et le processus optimal (mesure
martingale minimale) d’un problème d’optimisation dual que nous déﬁnirons
dans la section 7.5.
Démonstration. La preuve est basée essentiellement sur l’application du lemme
d’Itô-Ventzel au processus u′(t,Xs,x,ut ), X
s,x,u
t u
′(t,Xs,x,ut ), t ≥ s. En eﬀet, d’après
le théorème précédent, nous savons que ces processus sont des martingales. Il
suﬃt donc, d’après la proposition 7.2, d’écrire que
du′(t, x) =
1
2
2 < Γ
′,K, (Γ
′,K)′ > u′′ − u′′′||Γ′,K||2
(u′′)2
(t, x)dt+ Γ′(t, x)dWt, (7.10)
d’appliquer le lemme d’Itô-Ventzel et de s’intéresser uniquement aux termes en
dWt. Nous obtenons, en utilisant la dynamique du portefeuille optimal Xs,x,u
donnée par (7.2), que
du′(t,Xs,x,ut ) =
(
Γ′(t,Xs,x,ut ) + u
′′(−Γ
′,K
u′′
)(t,Xs,x,ut )
)
dWt
= Γ
′,⊥(t,Xs,x,ut )dWt
ce qui montre la première assertion. La seconde découle simplement de cette
première assertion et de la dynamique (7.2) du du portefeuille optimal.
Remarque 7.2. Notons que nous pouvons démontrer ce résultat directement
sans utiliser le théorème 7.1. Pour cela, toujours par la formule d’Itô-Ventzel,
la dynamique de u′ ( proposition 7.2) et celle de la richesse optimale (7.2), nous
obtenons
du′(t,Xs,x,ut ) =
1
2
2 < Γ
′,K, (Γ
′,K)′ > u′′ − u′′′||Γ′,K||2
(u′′)2
(t,Xs,x,ut )dt
+ u′′(−Γ
′,K
u′′
)(t,Xs,x,ut )dWt +
u′′′
2
||Γ′,K||2
(u′′)2
(t,Xs,x,ut )dt
+ < Γ′′,−Γ
′,K
u′′
> (t,Xs,x,ut )dt+ Γ
′(t,Xs,x,ut )dWt
=
< Γ
′,K, (Γ
′,K)′ − Γ′′ >
u′′
(t,Xs,x,ut )dt+ Γ
′,⊥(t,Xs,x,ut )dWt.
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Finalement, par le lemme B.6, on obtient que
< Γ
′,K, (Γ
′,K)′ − Γ′′ > (t,Xs,x,ut ) = 0,
ce qui montre à la fois que u′(t,Xs,x,ut ) est une martingale et satisfait la dyna-
mique voulue. La deuxième assertion est alors triviale.
Une conséquence directe de la proposition 7.3 est le résultat suivant :
Corollaire 7.1. Sous la même hypothèse 7.4 que dans la proposition précédente,
dans le marché martingale, si, à tout instant t, Γ′(t,Xs,x,ut ) appartient à l’en-
semble des contraintes, alors la dérivée de l’utilité prise au long de la trajectoire
optimale est constante
u′(t,Xs,x,ut ) = u
′(s, x), ∀t ≥ s p.s. (7.11)
En d’autres termes, si la dérivée de la volatilité de l’utilité u est une stratégie
admissible, alors la mesure martingale minimale (optimale) est identique à 1.
Nous reviendrons plus particulièrement sur cette notion de mesure martingale
minimale dans la section suivante où nous étudierons le problème dual et nous
montrerons que, sous cette hypothèse, le dual u˜ est une martingale. Nous re-
viendrons encore une fois sur ce résultat dans le chapitre suivant quand nous
étudierons les classes d’équivalences des utilités progressives. En particulier,
nous montrerons que le représentant de chaque classe vériﬁe l’hypothèse de ce
corollaire.
Remarque 7.3. Si nous prenons s = 0 dans l’équation (7.11), nous obtenons
que
u′(t,Xx,ut ) = u
′(0, x), ∀t ≥ 0 p.s.
Ceci ne nous laisse pas indiﬀérent, car il revient à dire que si le ﬂot stochastique
x 7→ Xx,u est inversible, et si nous notons Y(x) son inverse, alors, par un
changement de variable y = Y(x), il découle que
u′(t, x) = u(0,Yt(x)), ∀t ≥ 0 p.s.
Ainsi, nous venons de montrer que le processus d’utilité progressive u est la
composée de sa condition initiale et de l’inverse d’une martingale.
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En particulier, ces utilités généralisent celles étudiées dans les exemples 4.3.1 et
4.3.2. En eﬀet, si nous choisissons Y(t, x) = x/Yt où 1/Y est une martingale
(rappelons que Y est une martingale), en intégrant par rapport à x la formule
u′(t, x) = u(0,Yt(x)), nous obtenons
u(t, x) = Ytu
(
0,
x
Yt
)
.
Ainsi, nous obtenons que Xπ/Yt est une martingale locale sous la probabilité
QY déﬁnie par dQY /dP = Y , ce qui n’est autre que la conditions nécessaire
établie dans les principaux théorèmes 4.1 et 4.3 ainsi que le corollaire 4.1 dans
les exemples 4.3.1 et 4.3.2.
Notations :
Pour toute utilité progressive u, sur le marché martingale, nous noterons Hx,u
le processus déﬁni par
Hx,us,t =
u′(t,Xs,x,ut )
u′(s, x)
> 0 p.s. (7.12)
Hx,u est appelé processus de densité de la mesure martingale minimale car,
comme dans le cadre classique d’optimisation de portefeuille, nous verrons que
H .,u est le processus optimal qui minimise le problème dual. Il évolue suivant
la dynamique
dHx,us,t =
Γ
′,⊥(t,Xs,x,ut )
u′(s, x)
dWt. (7.13)
Remarque 7.4. Nous notons, en particulier que le processus (Hx,us,t X
s,x,u
t )t≥s
est une martingale.
Pour faire le lien avec les résultats des paragraphes suivants, nous allons réécrire
cette dynamique, en utilisant l’identité (7.12) et en rappelant que I(t, .) désigne
(u′)−1(t, .), sous la forme suivante :
dHx,us,t =
Γ
′,⊥(t, I(t, u′(s, x)Hx,us,t )
u′(s, x)
dWt. (7.14)
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Xs,x,u est le processus de richesse optimale associée à u partant à la date s d’un
capital x. Nous reviendrons sur cette dynamique dans la suite pour la réécrire
sous une seconde forme plus au moins liée à un problème d’optimisation dual.
Nous notons que Hu est une martingale, et nous remarquons qu’à tout instant
t ≥ 0, l’identité suivante
u′(t,Xs,x,ut ) = u
′(s, x)Hx,us,t > 0 p.s. (7.15)
est satisfaite, contrairement au cadre classique d’optimisation de portefeuille où
cette égalité n’est en général vraie qu’à la date de maturité T .
7.3.1 Retour sur le marché de départ décrit dans 5.2
Sous l’hypothèse 7.4, l’équivalent du théorème 7.1 et de la proposition 7.3 dans
l’univers d’investissementMr,η décrit dans 5.2 où la prime de marché est notée
par η et le taux court par r, sont donnés par les résultats suivants.
Théorème 7.2. Soit v une utilité progressive dans l’univers d’investissement
5.2, notons par X˜x,∗ le portefeuille optimal associé, partant d’un capital initial
x. Alors :
(i) Le processus (X˜x,∗t u′(t, X˜
x,∗
t ))t≥0 est une martingale.
(ii) Le processus (u′(t, X˜x,∗t ))t≥0 est une sous-martingale (positive).
(iii) Pour toute stratégie admissible π et pour tout second capital initial x′, le
processus (X˜x
′,π
t u
′(t, X˜x,∗t ))t≥0,x>0 est une surmartingale.
Ici nous avons noté X˜x
′,π, π ∈ K les processus de richesse dans ce marché,
partant d’un capital x et suivant la stratégie π.
Nous énonçons ce résultat car nous reviendrons dans le chapitre suivant au cadre
de ce marché ﬁnancier où nous avons proposer d’étudier les utilités progressives.
Nous notons que ce résultat ne tient compte de l’hypothèse ησ−1 ∈ K ∩ (−K)
faite au paragraphe 6.4. En d’autres termes, même si cette hypothèse n’est pas
satisfaite, ce résultat est toujours vrai.
Démonstration. La preuve de (i) et (iii) est identique à celle de (i) et (iii) du
théorème précédent.
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La preuve de l’assertion (ii), repose sur le lemme suivant, qui se démontre de
manière identique au lemme 7.1.
Lemme 7.2. Soit Yt une semimartingale positive, vériﬁant :
– ∀π ∈ K, YtXπt est une surmartingale.
– Il existe π∗ ∈ K : YtXπ∗t est une martingale.
Alors Y est une sous-martingale qui obéit à la dynamique
dYt
Yt = −rtdt+ (νtσt − ηt)dWt, νt ∈ K
∗
t . (7.16)
Proposition 7.4. Dans le marché Mr,η, la dérivée de l’utilité progressive prise
au long de la trajectoire optimale obéit à la dynamique suivante :
du′(t,Xs,x,ut ) = −rtu′(t,Xs,x,ut )dt− (u′ηt − Γ
′,⊥)(t,Xs,x,ut )dWt. (7.17)
En particulier, elle s’écrit sous la forme
u′(t,Xs,x,ut ) = u
′(s, x)H
r,η+Γ
′,⊥
u′′
s,t . (7.18)
En particulier, si Γ′ est une stratégie admissible, c-à-d. Γ
′,⊥ ≡ 0,
u′(t,Xs,x,ut ) = u
′(s, x)Hr,ηs,t , ∀t ≥ s p.s. (7.19)
où nous rappelons que les processus Hα,β sont déﬁnies par
Hα,βs,t = e
−
R t
s
(αu+
1
2
||βu||2)du−
R t
s
βudWu , t ≥ s ≥ 0. (7.20)
7.4 Dual convexe et EDP stochastiques
Le but de cette section est alors d’établir la dynamique du dual convexe
d’une utilité progressive et par conséquent de démontrer le résultat suivant :
Théorème 7.3. La transformée de Fenchel u˜ du processus d’utilité progressive
u vériﬁant l’hypothèse 7.4 dans le marché de numéraire H−1 est une sous-
martingale obéissant à la dynamique
du˜(t, y) =
1
2u˜′′
||Γ˜′,⊥||2(t, y)dt+ Γ˜(t, y)dWt (7.21)
où Γ˜(t, y) = Γ(t,−u˜′)(t, y). (7.22)
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Sa dérivée est solution de
du˜′(t, y) =
1
2
∂
∂y
[
||Γ˜′,⊥||2
u˜′′
](t, y)dt+ Γ˜′(t, y)dWt.
Dans la proposition 6.1 et le corollaire 6.2, nous avons montré qu’une utilité
progressive u dans ce marché martingale est une surmartingale. D’après ce der-
nier résultat et vu que le drift u˜′′ > 0 dans (7.33) est alors positif, ceci induit
que dual convexe u˜ de u est une sous-martingale.
La dynamique du processus dual u˜ est très similaire à celle de u (équation
(7.1)). La seule diﬀérence consiste au fait que dans le drift de u˜ est Γ˜′,⊥, terme
qui remplace Γ′,K dans (7.1), et que Γ˜ remplace Γ en terme de volatilité. Nous
remarquons aussi que la volatilité Γ˜ n’est qu’une transformation de la volatilité
de l’utilité Γ. En eﬀet, on a
Γ˜(t, .) = Γ
(
t, (u′)−1(t, .)
)
.
Le paramètre Γ de la dynamique de l’utilité progressive, non seulement déter-
mine la dynamique de u ainsi que celle de la richesse optimale, mais aussi celle
du dual convexe u˜. Nous montrerons aussi dans la suite que Γ intervient de ma-
nière analogue et déterminera la dynamique de la mesure martingale minimale.
En d’autres termes, Γ intervient à tous les niveaux : utilité, dual convexe, ri-
chesse optimale et mesure martingale, ceci de manière décisive au point de
devenir la clé de toute cette étude.
Remarque 7.5. Soit Yu le processus déﬁni par
Yu(t, x) = u′(0, x) Hx,u0,t . (7.23)
En utilisant la déﬁnition de Γ˜ (7.35) ainsi que la dynamique du processus Hx,u
donnée par l’équation (7.14), on obtient que le processus Yu obéit à la dynamique
suivante
d(Yu(t, x)) = − Γ˜
′,⊥
u˜′′
(t,Yu(t, x))dWt (7.24)
ce qui est semblable à la dynamique du portefeuille optimal Xx,u dans ce marché
où nous remplaçons Γ˜
′,⊥ par Γ
′,K et u˜′′ par u′′.
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De plus, d’après ce résultat et en utilisant la grande analogie entre la dynamique
de u et celle de u˜, nous pouvons déduire que, comme dans le problème primal,
le processus u˜(t, u′(s, x)Hx,us,t ) est une martingale.
Par contre, la question que nous nous poserons dans la suite est la suivante :
u˜ est-il déﬁni à partir d’un certain problème d’optimisation comme c’est le cas
pour l’utilité u ? Si oui, le processus u′(s, x)Hx,us,t est-il l’optimum dans ce pro-
blème ?
La réponse à cette question est positive et sera détaillée dans le paragraphe 7.5.
Pour faire le lien avec le marché de départ Mr,η, nous montrons le résultat
analogue suivant :
Théorème 7.4. La transformée de Fenchel u˜ du processus d’utilité progressive
u dans le marché Mr,η vériﬁant l’hypothèse 7.4 obéit à la dynamique suivante
du˜(t, y) =
[
1
2u˜′′
(‖Γ˜′‖2 − ‖Γ˜′,K − yη‖2) + yu˜′rt
]
(t, y)dt+ Γ˜(t, y)dWt (7.25)
Γ˜(t, y) = Γ(t,−u˜′)(t, y).
La première chose que nous pouvons remarquer dans ce résultat, comparé avec
celui qui précède, est que la dynamique est beaucoup plus compliquée et loin
d’être intuitive.
En plus, u˜ n’est pas forcément une sous-martingale tel qu’il est le cas dans la
cadre du marché martingale. En eﬀet, le signe du terme
(‖Γ˜′‖2 − ‖Γ˜′,K − yη‖2 + yu˜′r)
n’est pas constant . Il peut être positif ou négatif selon le choix du paramètre Γ˜′,
contrairement au cadre du théorème précédent. D’où, encore une fois, l’intérêt
de nous placer sur le marché martingale où les équations sont à la fois plus
simples et admettent une interprétation plus naturelle.
Cependant, ceci ne nous empêche pas de faire la même remarque sur le rôle joué
par la volatilité Γ.
La preuve du théorème 7.4 peut être déduite de celle de 7.3. Nous commen-
çons par démontrer le résultat dans le marché martingaleMr,η,(Hr,η)−1 . Ensuite,
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nous déduisons celle dans le marché Mr,η en remarquant que, dans ce nouveau
marché, u˜ est donnée par
u˜(t, y) = v˜(t, yHr,ηt )
où v˜ est le dual convexe d’une utilité progressive v défénie sur le marché mar-
tingale.
Voici la preuve du Théorème 7.3.
Démonstration. (Théorème 7.3 ) L’idée de la preuve de ce théorème est, simple-
ment, basée sur la déﬁnition même du dual convexe. En eﬀet, par construction,
nous savons que
u˜(t, y) = u(t, I(t, y))− yI(t, y). (7.26)
En dérivant par rapport à y, on a
u˜y(t, y) = −I(t, y). (7.27)
Le but alors est d’établir dans un premier temps la dynamique de I, et ensuite,
celle de de u˜ en intégrant cette dernière par rapport à y.
Pour cela, nous commençons par rappeler les identités suivantes, dont nous
aurons besoin tout au long de cette démonstration.
(I)


u′(t, I(t, y)) = y
u′′(t, I(t, y)) = 1
I′(t,y)
− u′′′
u′′2
(t, I(t, y)) = I
′′
I′
(t, y) où encore − u′′′(t, I(t, y)) = I′′
(I′)3
(t, y).
Rappelons ensuite que, comme u satisfait l’hypothèse 7.4, d’après la proposition
7.2 ainsi que le théorème A.12 (ii), nous avons, d’une part, que la dynamique
de u′ est la dérivée terme à terme de la dynamique de u, c-à-d. ,
du′(t, x) =
1
2
∂
∂x
(
‖Γ′,K‖2
u′′
)(t, x)dt+ Γ′(t, x)dWt, (7.28)
d’autre part, que dans ce cas, les caractéristiques locales de u′ données ci-dessus
par le couple ( ∂
∂x
(‖Γ′,K‖2
u′′
)
,Γ′
)
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appartiennent à la classe B1,δ, δ > 0. Ainsi la condition nécessaire pour appli-
quer le lemme d’Itô-Ventzel est satisfaite.
Nous pouvons alors, dans ce contexte, considérer le processus composé u′(t, I),
et obtenir dans un premier temps que
du′(t, I(t, y)) = 0. (7.29)
Par suite, en appliquant le lemme d’Itô-Ventzel, il en découle que le processus
u′(t, I(t, y) évolue selon la dynamique
du′(t, I(t, y)) =
1
2
2 < Γ
′,K, (Γ
′,K)′ > u′′ − u′′′‖Γ′,K‖2
(u′′)2
(t, I(t, y))dt
+ < u′′(t, I(t, y)), I(t, y) >t +u
′′(t, I)dI(t, y) +
1
2
u′′′ < I >t (t, y)
+ Γ′(t, I(t, y))dWt. (7.30)
Et donc, en égalisant (7.29) et (7.30), et en notant par µI et V I respectivement
le drift et la volatilité de I, nous obtenons, en identiﬁant les termes en dWt et
ceux en dt, les équations suivantes :
 −u
′′(t, I)µIt =
(
1
2
2<Γ
′,K,(Γ
′,K)′>u′′−u′′′‖Γ
′,K‖2
(u′′)2
+ < Γ′′, V I >t +
1
2
u′′′‖V I‖2
)
(t, I),
V I(t, y) = −Γ′(t, I(t, y))I ′(t, y).
D’après la deuxième identité de ce système, et en utilisant (I), on a

< u′′(t, I(t, y)), I(t, y) >t= −I ′(t, y) < Γ′,Γ′′ > (t, I(t, y))
<I>t(t,y)
I′(t,y)
= I ′(t, y)‖Γ′‖2(t, I(t, y)).
Injectons ces égalités dans l’expression de µI ci-dessus, ceci implique que
µI(t, y) =[
−1
2
I ′′(‖Γ′,K(t, I)‖2 − ‖Γ′(t, I)‖2)− I ′2(< Γ′,Γ′′ > − < Γ′,K, (Γ′,K)′)
]
(t, y)
que nous pouvons réécrire sous la forme suivante, plus simple et utile pour la
suite,
µI(t, y) =
−1
2
∂
∂y
[I ′(‖Γ′,K(t, I)‖2 − ‖Γ′(t, I)‖2)](t, y). (7.31)
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Par conséquent, on a
dI(t, y) =
−1
2
∂
∂y
[
I ′(‖Γ′,K(t, I)‖2 − ‖Γ′(t, I)‖2)
]
(t, y)dt.− Γ′(t, I(t, y))I ′(t, y)
Finalement, en remarquant que
‖Γ′,K(t, I)‖2 − ‖Γ′(t, I)‖2 = −‖Γ′,⊥(t, I)‖2,
nous obtenons que
dI(t, y) =
1
2
∂
∂y
[
I ′‖Γ′,⊥(t, I)‖2
]
(t, y)dt− Γ′(t, I(t, y))I ′(t, y). (7.32)
En intégrant cette équation par rapport à y, et en notant par Γ˜(t, y) le vecteur
Γ(t, I(t, y)), nous retrouvons bien la dynamique (7.33) de u˜.
Donnons maintenant la preuve du Théorème 7.4.
Démonstration. (Théorème 7.4) Nous rappelons que, si u˜ est la transformée de
Fenchel-Legendre d’une utilité progressive dans l’univers d’investissement 5.2,
il existe v˜ tel que
u˜(t, y) = v˜(t, yHr,ηt )
où v˜ est le dual convexe d’une utilité progressive v sur le marché martingale.
D’après le théorème 7.3, v˜ obéit à la dynamique
dv˜(t, y) =
1
2v˜′′
‖Γ˜′,⊥v ‖2(t, y)dt+ Γ˜v(t, y)dWt (7.33)
où (7.34)
Γ˜v(t, y) = Γv(t,−v˜′)(t, y) (7.35)
En appliquant le lemme d’Itô-Ventzel, u˜ admet pour dynamique
du˜(t, y) = v˜(t, yHr,ηt )
=
1
2v˜′′
‖Γ˜′,⊥v ‖2(t, yHr,ηt )dt+ Γ˜v(t, yHr,ηt )dWt
− v˜′(t, yHr,ηt )yHr,ηt (rtdt+ ηtdWt) +
(yHr,ηt )
2
2
v˜′′(t, yHr,ηt )‖ηt‖2dt
− yHr,ηt < Γ′v, ηt > dt
=
1
2v˜′′
(
‖Γ˜′,⊥v ‖2 − ‖Γ˜′v‖2 + ‖Γ˜′v − yHr,ηt v˜′′ηt‖2
)
dt
+
(
Γ˜v − v˜′yHr,ηt ηt
)
(t, yHr,ηt )dWt.
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Ceci implique que
Γ˜u(t, y) =
(
Γ˜v − v˜′yHr,ηt ηt
)
(t, yHr,ηt ),
ou encore
Γ˜′u(t, y) = H
r,η
t
(
Γ˜′v − v˜′Hr,ηt ηt − yv˜′′Hr,ηt ηt
)
(t, yHr,ηt ).
En injectant ces deux dernières identités dans la dynamique de u˜ ci-dessus, nous
obtenons le résultat voulu.
En guise de conséquence directe du théorème 7.3, nous énonçons les résultats
suivants.
Théorème 7.5. Supposons, en plus de l’hypothèse 7.4, que pour tout t ≥ 0, x >
0, la dérivée Γ′(t, x) est dans l’espace des contraintes Ktσt. Alors, la transformée
de Fenchel u˜ ainsi que sa dérivée u˜′ = −I sont des martingales suivant les
dynamiques respectives
du˜(t, y) = −Γ(t,−u˜′)(t, y)dWt, (7.36)
dI(t, y) = −Iy(t, y)Γ′(t, I(t, y))dWt. (7.37)
De plus, la mesure martingale minimale dans ce marché martingale est constante,
c-à-d. Hu = 1.
En particulier, nous pouvons déduire les deux corollaires suivants
Corollaire 7.2. Sous les mêmes hypothèses que le théorème précédent, les as-
sertions suivantes sont équivalentes :
i) u est une utilité progressive.
ii) u˜ est une martingale de la forme (7.36).
iii) I = (u′)−1 est une martingale de la forme (7.37).
ou encore
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Corollaire 7.3. Soit v(., x) une martingale quelconque, vériﬁant :
x 7−→ v(t, x) est convexe décroissante pour tout t ≥ 0.
Notons vˇ le conjugué inverse de v déﬁni par
vˇ(t, x) = inf
y
(v(t, y) + xy).
Si de plus la dérivée de la volatilité de la martingale v est dans l’espace des
contraintes Kσ, alors nous avons :
i) vˇ est une utilité progressive sur ce marché particulier M0,0.
ii) Soit Y un processus atteignable strictement positif, alors
u(t, xˆ) = vˇ(t, xˆYt)
est aussi une utilité progressive sur M0,0,Y , le marché de numéraire Y −1.
Remarque 7.6. On fera les deux remarques suivantes :
– L’hypothèse que Γ′(t, x) soit dans l’espace des contraintes Ktσt est équiva-
lente à dire que la dérivée de la volatilité Γ′ de l’utilité est telle que Γ′σ−1
soit une stratégie admissible dans K.
– Si le marché est complet, c-à-d. K = Rd, alors l’hypothèse Γ′ ∈ Kσ est
toujours vraie. Par conséquent, ces derniers résultats restent encore vrais.
7.5 Dual progressif
Dans cette section, nous développons la nouvelle notion du dual progressive
sur un marché ﬁnancier Mr,η, marché introduit dans 5.2. Dans ce but, nous
avons besoin de rappeler quelques déﬁnitions nécessaires associées à ce marché.
Nous notons par M(K) l’ensemble des martingales locales déﬁni par
M(K) := {L : LXπ une martingal local positive, ∀π ∈ K}.
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Dans l’article de Kramkov et al. [60] cet ensemble est souvent noté Y . Avec la
notationM(K), nous faisons référence à l’ensemble des contraintes K, car dans
le modèle de marché considéré dans notre étude, nous pouvons expliciterM(K)
(voir Karatzas et al [55], [54] ), comme
M(K) := {Lν : Lνs,t △= exp
(∫ t
s
νrσrdWr −
∫ t
0
||νrσr||2dr
)
, ν ∈ K∗} (7.38)
où K∗ est le cône dual de K (déﬁnition B.14).
Remarque 7.7. Dans les travaux de Karatzas et al [55] et [54], les auteurs
étudient un problème d’optimisation de portefeuille classique à horizon T , tel que
les proportions π/Xπ investies sur le marché sont contraintes dans un convexe
fermé indépendant du temps. Les auteurs montrent ([55] lemme 5.6 p. 287) que
si
E
(∫ T
0
||νtσt||2dt
)
→ +∞,
nécessairement u˜(T, LνT ) → +∞, de sorte qu’on peut se limiter à considérer
uniquement l’ensemble D ⊂ M(K) à la place de M(K) dans le programme
d’optimisation dual où D est déﬁni par
D := {Lν : E
(∫ T
0
||νtσt||2dt
)
<∞}.
Comme les utilités considérées dans notre étude sont stochastiques et comme
la technique utilisée dans la preuve du lemme 5.6 p. 287 de [55], ne peut être
appliquée à notre cadre, il n’y a aucune raison de se restreindre à l’ensemble
D comme dans [55] nous considérons, par conséquent, tout l’ensemble M(K)
comme l’espace dans lequel nous optimisons.
Maintenant, nous associons à l’espace dual M(K) la déﬁnition suivante.
Définition 7.2. Nous appelons dual progressif issu de la condition initiale
u˜(0, y), tout processus stochastique u˜(t, y)t,y vériﬁant
(i) Propriété de Convexité : Pour tout t ≥, x 7→ u˜(t, y) est un processus
croissant strictement convexe en y.
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(ii) Consistance avec l’univers dual : Pour toute martingale L ∈ M(K),
l’inégalité suivante est satisfaite
u˜(s, y) ≤ E(u˜(t, yLs,t)/Fs) (7.39)
pour tout y et pour tout (s, t) tel que t ≥ s.
(iii) Existence d’une mesure martingale optimale : Il existe une mesure
martingale, notée Ly,u˜ ∈M(K), pour laquelle nous avons l’identité
u˜(s, y) = E(u˜(t, yLy,u˜s,t )/Fs). (7.40)
Le processus Ly,u˜ est appelé processus de mesure martingale équivalente op-
timale.
Remarquons qu’ en particulier, tout processus dual progressif vaut sa propre
fonction valeur, c-à-d.
u˜(s, y) = inf
L∈M(K)
E(u˜(t, yLs,t)/Fs). (7.41)
Cette déﬁnition est très similaire à celle des utilités progressives. Ce choix n’est
pas quelconque car nous avons montré, dans le cadre classique à travers les
théorèmes 3.3 et 3.6, que le dual convexe de la fonction valeur est à son tour
la fonction valeur associée à un problème d’optimisation dual de type (7.41)
(avec un horizon T ). Ainsi, le but du paragraphe suivant est de généraliser
ces résultats de manière à les étendre au cadre des utilités progressives, c-à-d.
prouver que le dual convexe d’une utilité progressive est un dual progressif. Ceci
sera le but du paragraphe suivant.
7.6 Dual d’une utilité progressive vs dual pro-
gressif
Comme nous l’avons déjà annoncé, le but de cette section est de montrer que
le dual convexe d’une utilité progressive est un dual progressif, c-à-d. prouver le
résultat suivant.
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Théorème 7.6. Le dual convexe u˜ d’une utilité progressive est un dual progres-
sif. En particulier, si nous notons par (Ly,u˜t )t,y le processus de mesure martingale
optimale équivalente, alors Ly,u˜ satisfait
L
u′(s,x),u˜
t = H
x,u
s,t =
u′(t,Xs,x,∗t )
u′(s, x)
, p.s. pour tout x > 0, t ≥ s.
Démonstration. La preuve consiste à vériﬁer que u˜ satisfait les trois conditions
de la déﬁnition 7.2 :
(i) La convexité est une conséquence immédiate de la déﬁnition de la trans-
formée de Fenchel d’un processus partout ﬁni. Reste à vériﬁer les assertions
de consistance avec l’univers dual et l’existence d’une martingale équivalente
optimale au problème dual (7.41).
(ii) Ensuite par déﬁnition du dual convexe, il est facile de voir que, pour tout
L ∈M(K),
u˜(t, yLs,t) ≥ u(t,Xs,x,ut )− yLs,tXs,x,ut .
Or, par déﬁnition de l’ensembleM(K) (équation (7.38)), le processus Ls,tXs,x,ut
est une surmartingale positive. Comme par optimalité de la richesse Xs,x,u le
processus (u(t,Xs,x,ut ))t≥0 est une martingale, il s’ensuit en prenant l’espérance
conditionelle
E(u˜(t, yLs,t)/Fs) ≥ E(u(t,Xs,x,ut )/Fs)− yE(Ls,tXs,x,ut /Fs) ≥ u(s, x)− yx.
En particulier si x = −u˜′(s, y) = (u′)−1(s, y), cette dernière inégalité se réécrit,
par déﬁnition du dual convexe u˜ (déﬁnition 7.1, équation (7.4)), comme suit
E(u˜(t, yLs,t)/Fs) ≥ u(s, (u′)−1(s, y))− y(u′)−1(s, y) = u˜(s, y) (7.42)
qui n’est autre que la propriété duale de la consistance avec l’univers d’inves-
tissement.
Considérons maintenant, le processus Hu déﬁni dans (7.12) par
Hx,us,t =
u′(t,Xs,x,ut )
u′(s, x)
> 0 p.s.
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et désignons par Ly,u˜ le processus déﬁni par Ly,u˜t = H
(u′)−1(s,y),u
s,t . En particulier
nous avons l’identité,
(u′)−1(t, yLy,u˜t ) = X
s,(u′)−1(s,y),u
t
ce qui nous permet d’écrire
u˜(t, yLy,u˜t ) = u(t,X
s,(u′)−1(s,y),u
t )− Ly,u˜t Xs,(u
′)−1(s,y),u
t .
Comme (Hx,us,t X
s,x,u
t )t≥s est une martingale, il en est de même pour
(L
(u′)−1(s,y),u˜
t X
s,(u′)−1(s,y),u
t )t≥s.
Rajoutons à cela le fait que u(t,Xs,(u
′)−1(s,y),u
t ) est une martingale par optima-
lité de Xs,(u
′)−1(s,y),u
t , on déduit que la processus u˜(t, yL
y,u˜
t ) est une martingale.
Combinons ceci avec l’inégalité (7.42), il s’ensuit
E(u˜(t, yLs,t)/Fs) ≥ u˜(s, y) = E(u˜(t, yLy,u˜s,t )/Fs), ∀L ∈M(K)
ce qui prouve l’optimalité du processus Ly,u˜ et achève la démonstration.
Ainsi, nous avons montré que le processus Hu déﬁni dans (7.12) est bien la
mesure martingale minimale du problème d’optimisation (7.41). Nous pouvons
alors facilement établir, à l’aide de la proposition 7.3, que les assertions (iv) et
(v) du théorème 3.6 établi par Kramkov et al. [60] restent vraies dans le cadre
étudié ici, c-à-d. :
Proposition 7.5. Sous les mêmes hypothèses que le théorème précédent, on a
– Le processus (Xs,x,ut H
x,u
s,t )t≥s tel que u
′(s, x)Hx,us,t = u
′(t,Xs,x,ut ) est une
martingale, c-à-d.
E(Xs,x,ut H
x,u
s,t /Fs) = x.
– De manière équivalente à la deuxième assertion de la proposition 7.3, le
processus (Hy,us,t u˜
′(s, yHy,us,t ))t≥s est une martingale, c-à-d.
u˜′(s, y) = E(Hy,us,t u˜
′(s, yHy,us,t )/Fs).
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Dans la suite, nous nous intéressosns à un cas particulier des utilités progres-
sives, celui des utilités progressives décroissantes dans le temps. Nous présente-
rons les résultats existants, puis nous donnerons une interprétation assez inté-
ressante de ce cas.
7.7 Utilités décroissantes
7.7.1 Utilités décroissantes : résultats existants
Nous étudions dans ce paragraphe le cas particulier des utilités progressives
décroissantes dans le temps. D’après la décomposition de Doob-Meyer, la vola-
tilité Γ de ces utilités est nulle, il s’ensuit, d’après la dynamique (5.37) corollaire
5.2, qu’ elles sont solutions de l’équation
dv(t, x) =
v′2
2v′′
(t, x)‖ηt‖2dt, (7.43)
ce qui est équivalent à
vt(t, x) =
v′2
2v′′
(t, x)‖ηt‖2. (7.44)
Comme v est strictement concave, vt est alors négative, d’où la décroissance
dans le temps.
C’est un cas assez particulier des utilités progressives, car tout simplement c’est
le cas d’ utilité progressive dont le paramètre Γ est nul.
Ces utilités ont été étudiées pour la première fois par Hobson et Henderson dans
[43], Musiela et Zariphopoulou dans [88] et enﬁn par Tehranchi [36].
Les auteurs supposent que le marché est incomplet dans le sens où la ﬁltration F
n’est pas forcément celle générée par le mouvement brownien W . Aﬁn d’établir
leurs principaux résultats, quelques hypothèses leur ont été nécessaires :
Hypothèse 7.5. La stratégie ησ−1 est une stratégie admissible.
Dans le contexte de marché incomplet qu’on considère, cette hypothèse est
équivalente à supposer que ησ−1 ∈ K .
Hypothèse 7.6. La fonction v : [0,+∞)× R −→ R ∪ {−∞} est telle que :
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– x 7→ u(t, x) satisfait les conditions d’Inada.
– Les dérivées partielles ut, u′, u′′, u′′′ et utx = uxt sont bien déﬁnies et
continues dans [0,+∞)× (0,+∞).
Sous ces hypothèses, les auteurs montrent les deux résultats qui suivent :
Théorème 7.7. Soit (t, x) 7→ v(t, x, ω) solution de (7.43) vériﬁant l’hypothèse
7.6. Alors, les assertions suivantes sont équivalentes :
i) v est une utilité progressive, il existe une variable aléatoire scalaire C
telle que la stratégie optimale π∗ s’écrit
π∗t σt = Ctηt.
ii) Il existe une constante C ∈ R et une mesure ﬁnie ν à support dans
[0,+∞) avec ν(0) = 0 dont la transformée de Laplace est partout ﬁnie et
telles que
v˜(t, y, ω) =
∫
(0,+∞)
1
1− r (1− y
1−re
r(1−r)
2
R t
0 ‖ηs‖
2ds)ν(dr) + C, p.s. (7.45)
où v˜ désigne la transformée duale de v.
Rappelons que l’implication i) ⇒ ii) a été prouvée d’abord par Henderson et
Hobson [43].
Une des conséquences directes de ce dernier résultat est le corollaire suivant.
Corollaire 7.4. Soit v0 une fonction d’utilité de (0,+∞) dans R. Alors, il
existe une utilité progressive v solution de (7.43), vériﬁant l’hypothèse 7.6 avec
v(0, x, w) = v0(x) si et seulement si il existe une mesure ﬁnie ν telle que
(v0x)
−1(y) = −
∫
(0,+∞)
y−rν(dr). (7.46)
Dans ce cas, elle est unique et donnée par (7.45). En particulier le portefeuille
optimal est donné par
Xxs,t =
∫
(0,+∞)
(v′(s, x))−rE(r
∫ t
s
ηs(dWs + ηsds))ν(dr) (7.47)
où E(∫ t
s
νsdWs) = e
R t
s
νsdWs−
1
2
R t
s
||νs||2dWs.
225
These:version du lundi 15 février 2010 à 10 h 25
Chapitre 7. Utilités progressives : Dualité
Ce résultat est très important car il montre que si v est une utilité progressive,
décroissante dans le temps, alors sa condition initiale v0 ne peut être quelconque,
elle est forcément de la forme (7.46).
Remarque 7.8. – Il est important de noter que cette richesse optimale,
donnée par (7.47), est strictement croissante par rapport à la condition
initiale x. De plus comme u est de classe C3 par rapport à cette variable,
il s’ensuit que la richesse optimale est deux fois diﬀérentiable par rapport
à sa condition initiale.
– En dérivant (7.45) par rapport à y, et en considérant le changement de
variable λ = log(y) pour y > 0, on obtient que
v˜′(t, y) = −
∫
(0,+∞)
y−re
r(1−r)
2
R t
0 ‖ηs‖
2dsν(dr). (7.48)
Donc v˜′(t, eλ) est la transformée de Laplace de la mesure e
r(1−r)
2
R t
0 ‖ηs‖
2dsν(.).
Dans le cas où le processus η ne s’annule pas, Musiela et Zariphopoulou dans
[88] interprètent le terme
∫ t
0
‖ηs‖2ds (strictement positif par hypothèse et stric-
tement croissant) comme un changement de temps.
Convaincu que ce terme est plutôt lié à un changement de numéraire et ceci
essentiellement par la présence de la prime de risque du marché η qui est encore
la volatilité du numéraire du marché (Hr,η)−1, le paragraphe suivant sera dédié
à comprendre ce lien éventuel.
NB : La preuve de ces deux résultats est fournie dans [36], nous ne la reprenons
pas dans notre développement.
7.7.2 Utilités décroissantes et changement de numéraire
Les utilités décroissantes, décrites dans le paragraphe précédent, sont des
processus d’utilités progressives déﬁnis sur le marché M0,η. Dans le but de
mieux comprendre la formule (7.45) du théorème et plus particulièrement le
terme
exp
(r(1− r)
2
∫ t
0
‖ηs‖2ds
)
,
on se placera sur le marché martingale associé en utilisant un changement de
numéraire appliqué à ces utilités.
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Le numéraire qu’on va considérer dans toute la suite est le numéraire du marché
donné par
Lηt = exp
(
−
∫ t
0
ηsdWs − 1
2
∫ t
0
‖ηs‖2ds
)
. (7.49)
Nous déﬁnissons alors l’utilité progressive u, dans ce nouveau marché, par
u(t, x) = v(t,
x
Lηt
). (7.50)
Le but, dans la suite, est donc de montrer la proposition suivante :
Proposition 7.6. Ainsi déﬁni, dans le nouveau numéraire, le processus d’utilité
progressive u est tel que son dual convexe u˜ est une martingale donnée par
u˜(t, y) =
∫
(0,+∞)
1
1− r (1− y
1−rL
(1−r)η
t )ν(dr) + C, (7.51)
où C désigne une constante.
La mesure martingale introduite dans les sections précédentes de ce chapitre
(voir équation 7.14) est constante et vaut 1, et ce quelle que soit la mesure ν.
Démonstration. Le fait que u soit une utilité progressive sur le marché M0,η,Lη
est une conséquence des résultats établis dans les sections précédentes.
Ensuite, on a
u˜(t, y) = inf
x>0
{u(t, x)− xy} = inf
x>0
{v(t, x
Lηt
)− xy}. (7.52)
Donc, en faisant le changement de variable x = x/L, on obtient que
u˜(t, y) = inf
x>0
{v(t, x)− xyLηt } = v˜(t, yLηt ). (7.53)
Donc, dans un premier temps, on a
u˜(t, y) =
∫
(0,+∞)
1
1− r
(
1− y1−r(Lηt )1−re
r(1−r)
2
R t
0 ‖ηs‖
2ds
)
ν(dr) + C, (7.54)
où C désigne une constante. Ensuite, il suﬃt de remarquer que
(Lηt )
1−re
r(1−r)
2
R t
0 ‖ηs‖
2ds = e−(1−r)
R t
0 ηsdWs−(1−r)
1
2
R t
0 ‖ηs‖
2dse
r(1−r)
2
R t
0 ‖ηs‖
2ds
= e−(1−r)
R t
0 ηsdWs−
(1−r)2
2
R t
0 ‖ηs‖
2ds
= L
(1−r)η
t , (7.55)
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ce qui prouve l’expression (7.51).
Puis, par une simple application du lemme d’Itô à l’équation (7.51), il s’ensuit
que u˜ est martingale dont la volatilité est proportionelle à η. Or, d’après l’hy-
pothèse 7.5, η est une stratégie admissible, alors nous en déduisons, enﬁn, par
le théorème 7.6, que la mesure martingale minimale (optimale) générée par u˜
est constante et vaut 1.
Remarque 7.9. En remarquant que Γu(t, x) = xu′(t, x)ηt ∈ Ktσt, par une
simple application de la formule d’Itô généralisée, ceci nous permet de déduire
directement que u˜ est une martingale d’après le théorème 7.3.
Notons que, d’après ce résultat, si u˜ est la transformée de Laplace à la date
t = 0 d’une mesure ν, alors à tout instant t, elle est la transformée de Laplace
d’une mesure stochastique martingale donnée par
νt(dr) = L
(1−r)η
t ν(dr).
7.7.3 Une famille de problèmes d’optimisation auxiliaires
En utilisant les résultats du théorème 7.7.2, dû à M. Tehranchi et al. [36], nous
avons montré dans la proposition 7.6 que le dual convexe u˜ d’une utilité pro-
gressive u, issue par un changement de numéraire (Lη = H0,η)−1 d’une seconde
utilité progressive décroissante, est une martingale de la forme (7.51), c-à-d.
u˜(t, y) =
∫
(0,+∞)
1
1− r (1− y
1−rL
(1−r)η
t )ν(dr) + Cte.
Remarquons que l’intégrant dans cette équation, déﬁni par
u˜(t, y, r) =
1
1− r (1− y
1−rL
(1−r)η
t ) (7.56)
est non seulement une martingale, mais aussi le dual convexe d’une utilité pro-
gressive que nous noterons u(t, x, r). En eﬀet, il suﬃt de prendre ν = δr dans
l’équation (7.51) pour s’en convaincre.
Comme v(., ., r) est de type puissance, il est simple de montrer que le primal
u(t, x, r) est une utilité puissance dont l’aversion au risque est donnée par 1/r
et telle que
u(t, x, r) =
1
1− 1
r
x1−
1
r (L
(1−r)η
t )
− 1
r . (7.57)
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Le but de la suite est de comprendre si le fait que ces utilités soient toutes
de même type, notamment assez particulier, à savoir puissance, a joué un rôle
fondamental dans l’établissement de la formule (7.51).
Pour cela, nous allons étudier les portefeuilles optimaux Xrt que génèrent ces
utilités. L’idée, par la suite, est de veriﬁer que l’integrale par rapport à r de
ces richesses optimales est bien la richesse optimale associée à u, donnée par la
formule (7.47).
Dans cette étude, nous partons, contrairement à ce que nous avons l’habitude de
faire, du processus dual u˜(t, y, r) et nous étudions le processus primal u(t, x, r).
Nous ferons de même pour les richesses initiales : y étant ﬁxée, le capital initial
au problème d’optimisation associé à u(t, ., r) sera donné par
xr = −u˜′(0, y, r) = (u′(0, x))−r
Une fois que nous avons ﬁxé la richesse initiale xr relative au problème d’op-
timisation de portefeuille associé à l’utilité progressive u(., ., r), nous pouvons
étudier la richesse optimale qu’elle génère à partir de ce capital de départ.
Pour cela, nous allons utiliser la proposition 7.6. En eﬀet, dans la deuxième
partie de ce résultat, nous avons montré que la mesure martingale minimale
associée à u˜ est identique à 1 quelle que soit la mesure ν que nous choisissons,
en particulier ceci est encore vrai pour un choix de ν = δr, où δr désigne la
mesure de Dirac au point r. En d’autres termes, ceci nous permet de conclure
que la mesure martingale, que nous noterons Y y,r, associée au problème dual
u˜(., y, r) est constante et vaut 1 (la même que celle de u˜ notée Y y).
Par ailleurs, nous savons que les mesures martingales minimales et les richesses
optimales sont liées par {
Xxr,rt = u˜
′
y(t, yY
y,r, r),
Xx,ut = u˜
′
y(t, yY
y),
(7.58)
où nous avons noté Xxr,r (respectivement Xx,u) les richesse optimales associées
au problème en u(., xr, r) (respectivement en u).
Remarque 7.10. Remarquons que la richesse initiale associée au problème
d’optimisation en u est x 6= xr. En eﬀet, x est donné par x = −u˜′(t, y). Elle
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s’écrit par conséquent, en utilisant l’identité xr = −u˜′(t, y, r) et la déﬁnition
même de u˜(t, y, r), sous la forme
x =
∫
(0,+∞)
xrν(dr). (7.59)
Comme les mesures martingales minimales sont toutes égales à 1, il s’ensuit que
Xxr,rt = y
−rL
(1−r)η
t , y = u
′(0, x). (7.60)
De même, la richesse optimale Xx,u, associée au problème général en u, est
donnée par conséquent à partir de (7.51) par
Xx,∗t = −v˜(t, Y t,y,∗) =
∫
(0,+∞)
((y−rL
(1−r)η
t )ν(dr), y = u
′(0, x). (7.61)
Finalement, d’après (7.60), elle se réécrit sous
X t,x,∗s =
∫
(0,+∞)
X t,xr,rs ν(dr), t ≤ s ≤ T, (7.62)
d’où le lemme suivant :
Lemme 7.3. Dans ce cadre particulier de fonction d’utilité, la richesse opti-
male associée au problème, où l’utilité est u, s’exprime en fonction de celles des
problèmes auxiliaires en u(., ., r) de la manière suivante,
X t,x,∗s =
∫
(0,+∞)
X t,xr,rs ν(dr), t ≤ s ≤ T, (7.63)
xr = (u
′(0, x))−r (7.64)
Interprétation :
L’égalité (7.61) est équivalente à dire que la richesse optimale au problème d’op-
timisation de portefeuille, avec u comme utilité, est égale à la somme pondérée
par la mesure ν de toutes les richesses optimales associées aux problèmes d’op-
timisation auxiliaires (7.57) et ce en faisant varier l’aversion au risque relative
1/r entre 0 et +∞.
La richesse Xxr,rt ν(dr) s’interprète, alors, comme la proportion optimale que
l’investisseur doit investir si son aversion au risque relative (aléatoire) vaut 1/r
à l’instant t avec une densité ν(dr).
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Résumé : Nous avons vu dans les chapitres précédents comment les méthodes
classiques d’équation aux dérivées partielles et de dualité nous permettent de
comprendre les processus d’utilités progressives et leur dual convexe. La volati-
lité Γ de ces utilités joue un rôle fondamental dans ce nouveau concept d’utilités.
Le terme Γ′/u′ s’interprète comme une prime de risque supplémentaire, entière-
ment générée par l’ utilité stochastique. Par contre, ces approches classiques ne
nous permettent pas de répondre à toutes les questions que nous nous sommes
posées et qui sont essentiellement : l’unicité, l’existence et surtout comment
construire ces utilités dans un cadre général. C’est pour cette raison que nous
allons nous intéresser au développement d’une nouvelle approche de ces pro-
blèmes d’optimisation de portefeuille même dans le cas classique. L’idée de ce
chapitre est très simple, basée sur l’interprétation de la dérivée de l’utilité tout
au long de la trajectoire optimale. La nouvelle approche que nous proposons est
une approche eﬃcace basée simplement sur des techniques de changement de
variables, inversion de ﬂot stochastique et sur les conditions nécessaires d’opti-
malité que nous rappelons dans une première partie de ce chapitre.
Dans le paragraphe 8.4.1, et sous l’hypothèse de monotonie de la richesse opti-
male, nous montrons dans le cas où cette richesse X∗ est une vraie martingale
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qu’il existe au moins une utilité progressive dont l’optimum est X∗ et la mesure
martingale minimale est constante.
Dans le paragraphe 8.4.2, toujours partant des mêmes idées et hypothèses, et
après avoir introduit la notion de ﬂot stochastique et rappelé l’hypothèse de
recollement des stratégies, nous proposons de construire toutes les utilités pro-
gressives dont le portefeuille optimal est donné. Bien que le fait que la mesure
martingale minimale ne soit pas constante soit une diﬃculté supplémentaire,
les preuves ainsi établies dans le cas particulier où les ensembles de contraintes
(Kt)t≥0 sont des espaces vectoriels se généralisent simplement au cas général des
cônes convexes.
Dans une troisième partie de ce chapitre et à l’aide des techniques de composi-
tion et d’inversion des ﬂots stochastiques, nous établissons une deuxième preuve
des résultats précédents en se basant sur les EDP stochastiques. Ceci nous per-
met alors de faire le lien avec les résultats des chapitres précédents et de proposer
une méthode de résolution des EDP stochastiques associées aux utilités progres-
sives.
Enﬁn, nous retournons à l’univers d’investissement de départ décrit dans 5.2
et où le taux court et la prime du marché sont notés respectivement par r et
η. Puis, nous montrons que les utilités progressives décroissantes étudiées par
Zariphopoulou et al. [88] et M. Tehranchi et al. [36] et que nous avons abordées
dans 7.7 représentent de bons exemples s’écrivant sous la forme d’une primitive
de la composée de deux ﬂots stochastiques inversibles. Ceci vient par conséquent
appuyer notre approche.
8.1 Introduction
8.1.1 Motivation
Nous avons vu dans les deux derniers chapitres et particulièrement dans
les exemples 4.3.1 et 4.3.2 que, étant donnés une condition initiale u(0, .) et
un ensemble de contraintes K, il existe une très large classe d’utilités progres-
sives cohérentes avec ce marché ﬁnancier et cette condition initiale. En d’autres
termes, telles qu’elles sont déﬁnies, les utilités progressives ne sont pas uniques,
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la situation est donc diﬀérente de la situation classique, où la fonction de va-
leurs associée au problème d’optimisation de portefeuille avec utilité terminale
donnée est unique. Ceci n’est pas surprenant car le choix de l’utilité aujourd’hui
ne ﬁxe pas celle du futur.
L’idée est alors de déﬁnir des classes d’équivalence qui rassemblent toutes
les utilités progressives ayant certains critères en commun. La question qui se
pose essentiellement est la suivante : quel critère choisir pour déﬁnir une classe ?
Pour comprendre le choix que nous eﬀectuerons dans la suite, rappelons les
notions de base (Chapitre 1) suivantes :
– Une fonction d’utilité est une représentation numérique des préférences
d’un agent sur le marché ﬁnancier. Elle sert à identiﬁer sa stratégie opti-
male d’investissement selon le critère de l’utilité espérée.
– Dans le cas classique, il est bien connu que deux fonctions d’utilités qui ont
même aversion au risque sont équivalentes dans le sens où elles génèrent
la même richesse optimale à la maturité T , pour tout capital initial x.
Ceci est essentiellement dû au fait qu’un investisseur ne fait la diﬀérence
entre deux utilités que si et seulement si les richesses optimales associés
aux deux problèmes d’optimisation sont diﬀérentes. En eﬀet, tout ce qui
intéresse un agent ﬁnancier est le gain réalisé à la date de maturité de sa
gestion et son risque.
Donc, dire que deux utilités qui ont la même richesse optimale sont équiva-
lentes est un bon critère de déﬁnition. Comme les utilités progressives sont
indépendantes de la maturité, contrairement aux utilités classiques, cela revient
à imposer que les portefeuilles optimaux soient identiques pour toute richesse
initiale et à tout instant t ≥ 0 et non seulement à l’horizon comme dans le cadre
classique.
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8.1.2 Une nouvelle approche
Nous avons vu dans les chapitres précédents que les EDP stochastiques que
satisfont les utilités progressives sont très diﬃciles à exploiter, en particulier
il est diﬃcile de caractériser les propriétés de la volatilité qui garantissent que
la résolution de l’EDPS conduira à des solutions concaves et monotones. Ces
questions sont encore restées sans réponse, sauf dans le cas où la volatilité est
nulle (mais le marché non martingale) comme l’ont montré M. Tehranchi et al
[36] et Zariphopoulou et al. [88].
Dans ce chapitre nous proposons une troisième manière d’aborder ces questions
autour des utilités progressives, qui n’est ni une approche par des équations
aux dérivées partielles ni par des méthodes de dualité ; il s’agit tout simplement
d’une méthode de changement de variable et d’inversion de ﬂots stochastiques.
En eﬀet, puisque nous connaissons plusieurs propriétés de la dérivée d’une utilité
progressive tout au long de la trajectoire optimale (c-à-d. u′(t,Xx,u)) données
par les propriétés 8.1, la question est la suivante : Pouvons nous tirer plus
d’informations sur la dérivée en elle-même u′(t, x) à partir de ces propriétés ?
8.2 Caractérisation des utilités progressives ayant
le même portefeuille optimal
8.2.1 Définition des utilités équivalentes
Pour simpliﬁer, nous nous plaçons dans un marché martingale, dans le-
quel le numéraire de marché est pris comme numéraire de référence.
Comme nous l’avons vu au Chapitre 6, cela implique en particulier qu’il n’y a
pas de taux d’intérêt, ni de prime de risque c-à-d. r = 0, et η = 0, et que les
richesses admissibles sont des martingales locales.
Utiliser un marché martingale n’est qu’un choix de représentation ; une fois
établis les résultats recherchés dans cet univers d’investissement, nous pouvons
toujours retraduire les résultats dans n’importe quel marché par la technique
du changement de numéraire, que nous avons exposée dans le chapitre 6 ; l’équi-
valence entre les utilités progressives dans les diﬀérents marchés donnée par le
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théorème 6.1 est évidemment un résultat clé pour le faire.
Définition 8.1. Dans un marché martingale donné, deux utilités progressives u
et v sont équivalentes si les portefeuilles optimaux correspondants, Xx,u. et X
x,v
. ,
sont indistinguables, pour toute richesse initiale x > 0. La classe d’équivalence
associée à un processus de richesse optimal X∗. (x) est désignée par U(X∗).
8.2.2 Synthèse des conditions d’optimalité
Nous rappelons dans ce paragraphe quelques résultats et notations, établis
dans les chapitres précédents, qui joueront un rôle important dans la suite.
Étant donnée une utilité progressive u, les conditions d’optimalité dans un mar-
ché "martingale" impliquent que la dérivée de l’utilité étudiée tout au long
du portefeuille optimal, c-à-d. (u′(t,Xx,ut )), est une martingale locale posi-
tive que nous désignons par (Yu(t, x))t≥0,x>0. Nous avons montré dans le théo-
rème 7.6 paragraphe 7.6 du chapitre précédent, que la martingale normalisée
Yu(t, x)/Yu(0, x) est la mesure martingale optimale du problème d’optimisation
dual. La notation Y sert à évoquer que ce processus joue le rôle d’une mesure
martingale équivalente et non pas d’une richesse.
Nous rappelons les conditions que doivent satisfaire nécessairement les pro-
cessus optimaux Xx,u et Yu(t, x) comme nous les avons établies au théorème
7.1 du paragraphe 7.3. Pour cela, nous commençons par déﬁnir un ensemble
de propriétés auquel nous nous référerons souvent dans la suite ; sauf mention
contraire, nous supposons que le marché de référence est "martingale", contraint
par le cône convexe K.
Définition 8.2. Une famille de couples de semimartingales continues, indexées
par un paramètre (de richesse) x > 0, {(Xxt ,Y(t, x)); t ≥ 0, x > 0} est dite
satisfaire les conditions (O∗) dans le marché martingale contraint par K, si :
(O1) Pour tout x>0, le processus (Xxt ; t ≥ 0) est un portefeuille admissible, et
donc une martingale locale.
(O2) Pour tout x>0, le processus (Y(t, x); t ≥ 0) est une martingale locale.
(O3) Le processus
(
Xxt Y(t, x); t ≥ 0
)
est une martingale.
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(O4) Pour toute stratégie admissible π et pour tout capital initial x′, le proces-
sus (Xx
′,π
t ; t ≥ 0) est une martingale locale positive, et pour tout (x, x′) >
0, les processus (Xx
′,π
t Y(t, x)); t ≥ 0) sont des surmartingales positives
(des martingales locales si l’espace des contraintes K est un espace vecto-
riel)
Nous notons Z l’ensemble des couples (X,Y) vériﬁant les conditions (O∗).
Dans l’étude des utilités progressives faite dans les chapitres précédents, nous
avons établi le lien entre ces processus et la fonction d’utilité :
Proposition 8.1. Soit Xx,u le processus optimal d’une utilité progressive u dans
un marché martingale contraint par K.
La dérivée de l’utilité progressive u le long de la trajectoire optimale est un
processus Yu(t, x) déﬁni par (u′(t,Xx,ut ))t≥0,x>0 def= (Yu(t, x))t≥0,x>0.
Le couple {(Xx,ut ,Yu(t, x)); t ≥ 0, x > 0} vériﬁe les conditions (O∗) ( déﬁnition
8.2), qui sont donc des conditions nécessaires d’optimalité.
Par suite, un processus de richesse admissible Xx ne peut être le portefeuille
optimal d’une utilité progressive que s’il existe un processus Y(t, x) tel que le
couple (Xx,∗,Y(., x)) vériﬁe les propriétés (O∗).
Remarque Pour l’étude détaillée des deux familles de processus, voir l’étude
du chapitre 5.
8.3 Approche par les flots stochastiques
Puisque nous connaissons plusieurs propriétés de la dérivée d’une utilité pro-
gressive le long de la trajectoire optimale (c-à-d. (u′(t,Xx,ut ))) données dans la
proposition 8.1, la question est la suivante : Pouvons nous obtenir plus d’infor-
mation sur la dérivée en elle-même u′(t, x) à partir de ces propriétés ?
Bien que ceci puisse paraître un peu trop demander, car nous cherchons à ca-
ractériser la dérivée d’une utilité stochastique à partir de son comportement
sur une trajectoire très particulière, la réponse à cette question est positive et
simple, si le processus de richesse optimal est strictement croissant par rapport
à sa condition initiale x.
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Cela implique immédiatement que le processus Yu(t, x) déﬁni par
Yu(t, x) def= u′(t,Xx,ut )
est lui monotone décroissant par rapport à la richesse initiale x.
En notant par X u(t, z) l’inverse (par rapport à x) de Xx,ut , il est possible de
retrouver u′(t, z) à partir de la martingale Yu(t, x) et du processus X u(t, z) à
l’aide de la formule
u′(t, z) = Yu(t,X u(t, z)), ∀t ≥ 0, z > 0.
Cette identité est à la base de la construction que nous proposons dans ce
chapitre.
8.3.1 Richesse optimale monotone
Cette hypothèse de monotonie de la richesse optimale est très naturelle car dans
les résultats que nous avons établis dans les exemples 4.3.1 et 4.3.2, la richesse
optimale est strictement monotone et même deux fois diﬀérentiable par rapport
au capital initial x, sous certaines hypothèses additionnelles. Ceci est encore
vrai dans le cadre des utilités progressives décroissantes dans le temps, c’est-
à-dire le cas d’une volatilité nulle dans un marché non martingale, étudiées dans
le paragraphe 7.7 du chapitre précédent (voir l’ équation (7.47) et la remarque
7.8). Nous pouvons aussi retrouver ces propriétés de la richesse optimale dans le
cadre classique d’optimisation de portefeuille, utilités puissance, logarithmiques
et exponentielles et dans la multitude d’exemples proposés par Huyên Pham
dans [94] et par Ioannis Karatzas et Steven Shreve dans [55].
Pour conclure, remarquons que dans un univers sans arbitrage ﬁnancière-
ment la richesse optimale ne peut être que croissante par rapport à la richesse
initiale, car sinon en investissant moins d’argent on pourrait obtenir le même
gain. Mathématiquement, des problèmes techniques peuvent apparaître, ce qui
conduit à poser cette propriété comme une hypothèse.
Hypothèse 8.1. Nous désignons par (X∗t (x); t ≥ 0) le processus de richesse
admissible, qui est le processus optimal d’au moins une utilité progressive. En
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plus des conditions nécessaires, énoncées dans la proposition 8.1, nous supposons
que :
∀t ≥ 0, x 7→ X∗t (x) est continue strictement croissante,
et vériﬁe X∗t (0) = 0 X
∗
t (∞) =∞.
Les seuls processus Y(t, x) tels que (X∗t (x),Y(t, x)) vériﬁent les conditions
d’optimalité O∗ déﬁnies en (8.2) vériﬁent également une hypothèse de monoto-
nie, décroissante cette fois-ci,
∀t ≥ 0, x 7→ Y(t, x), est strictement décroissante, positive ;
et vériﬁe les conditions d’Inada si Y(t, 0) = +∞, Y(t,∞) = 0.
8.3.2 La richesse optimale comme flot stochastique
L’hypothèse de stricte monotonie de la richesse (X∗t (x)) nous amène naturelle-
ment à la considérer comme la valeur partant à la date s d’un capital X∗s (x)
d’un ﬂot stochastique (X∗t (s, x)), que nous déﬁnissons ci-dessous. Nous pour-
rons ensuite considérer la richesse comme partant d’une richesse x à la date 0
ou partant d’une richesse z à la date s.
Proposition 8.2. Soit un processus (X∗t (x)) strictement monotone par rapport
à x à valeurs dans [0,∞). Son inverse X (t, z) = (X∗t (.))−1(z) est aussi un ﬂot
strictement monotone, déﬁni sur [0,∞).
Nous prolongeons le ﬂot X∗ et le ﬂot inverse X aux dates intermédiaires (s < t)
de la manière suivante
X∗t (s, x) = X
∗
t (X (s, x)) (8.1)
Xs(t, z) = (X∗t (s, .))−1(z) = X∗s (X (t, z)).
Les règles de composition des ﬂots sont alors valables pour X∗t (s, x) et Xs(t, z).
(i) l’égalité X∗t (s, x) = X
∗
t (α,X
∗
α(s, x)) est vraie pour tout 0 ≤ α ≤ s ≤ t p.s..
l’égalité Xs(t, z) = Xs(α,Xα(t, z)) est vraie pour tout 0 ≤ s ≤ α ≤ t p.s..
(ii) On a toujours X∗t (t, x) = x,Xt(t, z) = z, et plus généralement
Xs(t,X∗t (s, x)) = x, X∗t (s,Xs(t, x)) = x, pour tout 0 ≤ s ≤ t.
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Pour plus de détails ainsi que des propriétés plus précises, voir l’appendice A.6,
et plus généralement le livre de Kunita [74], et les articles [67, 73, 72, 66, 71, 77]
pour la théorie générale des ﬂots stochastiques.
Par le même raisonnement du paragraphe 5.4.3 du chapitre 5, nous supposons
dans toute la suite que l’hypothèse de recollement 5.3 est satisfaite, à savoir :
Hypothèse 8.2. Pour toutes stratégies π1 admissible entre la date 0 et la date
t1 et π2 admissible entre la date t1 et la date t2, la stratégie π associée au vecteur
de proportions δ déﬁni par δ = δ1✶[0,t1] + δ
2
✶]t1,t2] est une stratégie admissible
sur l’intervalle [0, t2] et ce quels que soient t1 et t2 tels que 0 ≤ t1 ≤ t2.
δ1 et δ2 désignent les proportions (déﬁnition 2.3) associées aux stratégies π1 et
π2.
Remarque 8.1. Il est important de noter que la stratégie π dans cette hypothèse
est diﬀérente de la stratégie d’investissement πˆ = π1✶[0,t1] + π
2
✶]t1,t2], car ceci
dépend du niveau de la richesse à la date t1.
Cette hypothèse nous permet essentiellement de déduire que les richesses à
l’instant t, partant de x à une date intermédiaire s et notées par (Xπt (s, x))t≥s
sont admissibles, en particulier la richesse (X∗t (s, x))t≥s. En eﬀet, il suﬃt de
prendre la richesse X (s, x) comme richesse initiale, de suivre la stratégie π1
jusqu’a la date s, puis à partir de cette date s, à la quelle nous observons une
richesse x, de considérer la stratégie π. Ce qui est équivalent à l’identité
X πˆt (X (s, x)) = Xπt (s,X∗s (X (s, x)) = Xπt (s, x).
8.4 Construction des utilités progressives de
portefeuille optimal donné
8.4.1 Existence d’une utilité progressive pour un porte-
feuille optimal donné
Comme nous l’avons annoncé dans l’introduction de ce chapitre, notre ob-
jectif est de construire les utilités progressives de portefeuille optimal donné, sur
le marché ﬁnancier martingale où les portefeuilles sont contraints par K, sous
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l’hypothèse de richesse X∗ strictement monotone. L’étude précédente montre
que si la richesse optimale est une martingale, (et non seulement une martin-
gale locale), la mesure martingale Y(t, x)/Y(0, x) = 1 est admissible au sens
où le couple (X∗,Y(0, x)) vériﬁe les conditions O∗ de la déﬁnition 8.2. Choisis-
sons la condition initiale de Y(0, x) = u′0(x) comme la dérivée d’une fonction
concave, vériﬁant les conditions d’Inada. La remarque 8.1 suggère une forme
très simple pour associer une utilité progressive u(t, x) de portefeuille optimal
monotone donné. Si X (t, z) est l’inverse du ﬂot X∗t (x), le processus croissant
u(t, x), valant 0 en 0, de dérivée
u′(t, x) = u′0(X (t, x))
est un bon candidat pour être une utilité progressive, puisque, étant donnée
la monotonie du ﬂot X (t, x), la fonction u′(t, x) reproduit les propriétés de
monotonie et de signe de la fonction u′0(x). Une autre propriété remarquable de
ce champ aléatoire est que u′(t,X∗t (x)) = u
′
0(x), ce qui est une autre manière
d’exprimer que la mesure martingale optimale est constante. Nous sommes alors
en mesure d’énoncer l’un des résultats importants de cette section.
Théorème 8.1. Soit X∗t (x) un processus de portefeuille admissible, monotone
par rapport à la condition initiale, et martingale. Désignons par X (t, z) le ﬂot
inverse associé.
Pour toute fonction d’utilité u0 telle que u′0(X (t, z)) soit intégrable au voisinage
de z = 0, le processus stochastique
u(t, x) =
∫ x
0
u′0(X (t, z))dz, u(t, 0) = 0 (8.2)
est une utilité progressive, dans le marché martingale contraint par K, admet-
tant X∗ comme processus optimal, et la martingale constante comme mesure
martingale optimale.
La preuve de ce théorème se fait en deux étapes. La première consiste à montrer
que si le processus d’utilité considéré tout au long de la stratégie optimale est une
martingale, alors le processus X∗ est optimal, ou ce qui est équivalent, l’utilité
conditionnelle de n’importe quel portefeuille admissible, de richesse optimale à
une date intermédiaire égale à x est plus faible que celle de X∗. La seconde
étape est alors de montrer que le processus u(t,X∗t (x)) est une martingale.
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Démonstration. de l’optimalité de X∗, si u(t,X∗t (x)) est une martingale locale.
Pour montrer ce résultat, nous nous appuyons sur les ﬂots stochastiques géné-
rés par le processus de richesse optimal et son inverse comme dans la section
précédente 8.3.2. En eﬀet pour comparer les utilités conditionnelles, vues de la
date s, nous nous limitons aux portefeuilles dont la richesse à la date s est la
même et vaut x. Du point de vue du portefeuille admissible X∗, cela revient à
travailler pour s ≤ t avec le ﬂot X∗. (s, x), et son inverse Xs(t, z).
Considérons un processus de richesse admissible, (Xπt (s, x); s ≤ t), de richesse
initiale à la date s égale à x. Par concavité de u(t, x), nous avons les inégalités
trajectorielles suivantes,
u
(
t,Xπt (s, x)
)− u(t,X∗t (s, x)) ≤ (Xπt (s, x)−X∗t (s, x))u′(t,X∗t (s, x)).
D’après les propriétés de la proposition 8.2 du ﬂot stochastique X∗t (s, x) et de
son inverse Xs(t, z), nous voyons sans peine que comme pour la date initiale 0,
pour la date s prise comme nouvelle date de départ, u′
(
t,X∗t (s, x)
)
= u′(s, x).
Revenons au membre de droite de l’inégalité, qui est transformé en
(
Xπt (s, x)−
X∗t (s, x)
)
u′(s, x). Puisque le portefeuille Xπ. est admissible dans un marché mar-
tingale, le processus Xπt (s, x) est une surmartingale, d’espérance conditionnelle
vue de s inférieure à x. D’autre part, le processus X∗t (s, x) est par hypothèse
une vraie martingale. Par suite, l’espérance conditionnelle du membre de droite
est négatif. On en déduit que celle du membre de gauche l’est aussi, et donc
E
(
u(t,Xπt (s, x)/Fs
) ≤ E(u(t,X∗t (s, x))/Fs) ≤ u(s, x)
si nous utilisons le fait que nous montrerons ci-dessous que u(t,X∗t (s, x)) est
une martingale locale, et donc une surmartingale positive.
La deuxième étape qui a un intérêt pour elle-même est énoncée sous forme
de lemme.
Lemme 8.1. Pour tout s ≥ 0 le processus (u(t,X∗t (s, x)))t≥s est une martingale.
En particulier elle est donnée par
u(t,X∗t (s, x)) =
∫ X (s,x)
0
u′0(z) dzX
∗
t (z) = u
′(s, x)X∗t (s, x)−
∫ X (s,x)
0
X∗t (z)du
′
0(z).
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Démonstration. Par déﬁnition,
u(t,X∗t (s, x)) =
∫ X∗t (s,x)
0
u′0(X (t, z))dz
Dans la suite, nous notons u˜′0(y) = (u
′
0)
−1(y), et rappelons que d’après les condi-
tions d’Inada u′0(0) = +∞.
Faisons ensuite le changement de variable croissant z′ = X (t, z), qui est équi-
valent à z = X∗t (z
′), ceci donne
u(t,X∗t (s, x)) =
∫ X (s,x)
0
u′0(z) dzX
∗
t (z)
La notation dzX∗ est utilisée pour rappeler que nous considérons une diﬀéren-
tielle en z.
Il s’ensuit que par une simple intégration par parties,
u(t,X∗t (s, x)) = u
′(s, x)X∗t (s, x)−
∫ X (s,x)
0
X∗t (z)du
′
0(z).
Comme (X∗t (s, x))t≥s est une "vraie" martingale et comme la borne supérieure
de l’intégrale X (s, x) peut être considérée comme une constante (s ≤ t), d’après
le théorème de Fubini-Tonelli, l’intégrale en z de (X∗t (z), t ≥ s) par rapport
à du′0(z) est encore une martingale. Par conséquent (u(t,X
∗
t (s, x)))t≥s étant la
diﬀérence de deux martingales est une martingale.
8.4.2 Construction de toutes les utilités progressives de
portefeuille optimal donné
Nous avons montré dans le théorème 8.1 que pour toute richesse optimale
monotone X∗, si X∗ est une vraie martingale, nous pouvons construire au moins
une utilité progressive de richesse optimaleX∗ et de mesure martingale optimale
constante.
Nous nous posons maintenant la question de déterminer les utilités progressives
associées à des mesures martingales plus générales Y telles que les conditions
d’optimalité O∗ soient satisfaites pour le couple (X∗,Y). Comme nous l’avons
vu, l’intuition est de rechercher u sous la forme u′(t, x) = YoX (t, x), où X (t, x)
est le ﬂot inverse de X∗. La condition de monotonie de X∗ entraîne que le ﬂot
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Y doit être monotone décroissant pour garantir que u′(t, x) est décroissant.
En résumé, rappelons les hypothèses que doivent satisfaire le couple (X∗,Y)
dans un marché martingale contraint par K.
(M1) Les champs aléatoires (X∗t (x);x ≥ 0, t ≥ 0) et (Y(t, x);x ≥ 0, t ≥ 0)
sont strictement monotones : X∗t (x) est croissant de 0 à +∞, alors que
Y(t, x) est décroissant de +∞ à 0, de sorte que les conditions d’Inada sont
satisfaites. Y(0, x) est une fonction décroissante, notée u′0(x). On suppose
de plus que Y(t, x) est intégrable en x, au voisinage de x = 0.
(O1) Pour tout x, (X∗t (x))t≥0 est un portefeuille de richesse admissible, et donc
une martingale locale. De même, le processus (Y(t, x))t≥0 est une martin-
gale locale positive
(O2) Pour tout x > 0, le processus (Xx,∗t Y(t, x))t≥0 est une "vraie" martingale.
(O3) Pour toute stratégie admissible π et pour tout capital initial x et x′, le pro-
cessus (Xπt (x
′)Y(t, x))t≥0 est une surmartingale positive, (une martingale
locale dans le cas où l’espace des contraintes K est un espace vectoriel.)
Lorsque les contraintes sont décrites par un espace vectoriel, la condition (O3)
implique que la martingale locale Y(t, x)t≥0 est orthogonale aux processus de
richesse admissibles Xπt (x
′) pour tout π ∈ K. Ceci implique que sa volatilité est
dans l’espace (K)⊥ orthogonal de K.
Une des conséquences de cette propriété est que la propriété de martingale du
processus de richesse (X∗t (x)Y(t, x))t≥0,x>0 s’étend à la dérivée (si elle existe)
du processus X∗ par rapport à x. Pour justiﬁer le passage à la limite induit par
la dérivation, nous sommes amenés à supposer une hypothèse de "domination"
sur le processus de richesse optimal. Remarquons que cette hypothèse n’est
introduite que pour justiﬁer le résultat de la proposition 8.3, qui suit.
Hypothèse 8.3. H1 local) Pour tout x, il existe un processus adapté positif et
intégrable, Ut(x) > 0 tel que si B(x, α) désigne la boule de centre x et de rayon
α
∀y, y′ ∈ B(x, α), |X∗t (y)−X∗t (y′)| < |y − y′|Ut(x), t ≥ 0. (8.3)
244
These:version du lundi 15 février 2010 à 10 h 25
8.4. Construction des utilités progressives de portefeuille optimal donné
H2 global) On suppose de plus que Ut(x) est croissant par rapport à x et que
U It (x) =
∫ x
0
Y(t, z)Ut(z)dz est une variable intégrable pour tout t ≥ 0.
Sous cette hypothèse, nous avons le résultat suivant qui nous sera d’une grande
utilité pour la suite.
Proposition 8.3. Supposons l’hypothèse 8.3. Si la dérivée par rapport à x
du processus croissant X∗t (x), notée DxX
∗
t (x) existe en tout point x, alors
Y(t, x)DxX∗t (x) est une martingale.
Plus généralement, sans hypothèse de dérivabilité, il en est de même du proces-
sus ∫ x
0
Y(t, z)dzX∗t (z). (8.4)
Remarque 8.2. Nous montrons dans la preuve du théorème 8.2, que la quantité∫ x
0
Y(t, z)dzX∗t (z).
n’est autre que u(t,X∗t (x)) où u est un processus que nous déﬁnissons dans
la suite. En particulier, cette proposition n’est autre qu’une généralisation du
lemme 8.1 où nous remplaçons la quantité déterministe u′0 par le processus Y.
Démonstration. a) Nous commençons par supposer X∗t (x) dérivable en x. Pour
0 < ǫ < α, le processus Y(t, x)(X∗t (x + ǫ) − X∗t (x)) est une surmartingale
positive, et donc d’après l’hypothèse 8.3 il en est de même de sa dérivée à droite
en ǫ, soit Y(t, x)D+x X∗t (x) est une surmartingale positive.
Le même raisonnement fait en regardant la dérivée à gauche montre que
Y(t, x)(X∗t (x)−X∗t (x− ǫ))
est une martingale locale positive dans le cas des contraintes de type espace
vectoriel. L’hypothèse 8.3 implique que cette martingale locale est une vraie
martingale, et que la propriété passe à la limite quand ǫ tend vers 0. Comme le
processus est supposé dérivable, nous avons établi la propriété recherchée.
Dans le cas des contraintes de type cône, Y(t, x)(X∗t (x) − X∗t (x − ǫ)) est une
sous-martingale positive. L’hypothèse 8.3 est utilisée pour montrer que l’on peut
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encore passer à la limite et déduire que Y(t, x)D−xX∗t (x) est une sousmartin-
gale positive. Comme par l’hypothèse de dérivabilité faite sur X∗, D−xX
∗
t (x) =
D+xX
∗
t (x) = DxX
∗
t (x), le processus positif Y(t, x)DxX∗t (x) est une sous et sur-
martingale donc une martingale.
b) Dans le cas général, nous utilisons les sommes de Darboux pour étudier les
propriétés de l’intégrale S(x) =
∫ x
0
Y(t, z)dzX∗t (z). Nous faisons donc une subdi-
vision de [0, x] en intervalles ]zn, zn+1], dont le pas tend vers 0. Nous considérons
les deux suites d’approximation par au-dessous ou par au-dessus,
SN(t, x) =
n=N−1∑
n=0
Y(t, zn)
(
X∗t (zn+1)−X∗t (zn)
)
S ′N(t, x) =
n=N−1∑
n=0
Y(t, zn+1)
(
X∗t (zn+1)−X∗t (zn)
)
.
Par les mêmes arguments que ci-dessus, la suite SN(t, x) est une surmartingale
positive, alors que la suite S ′N(t, x) est une sous-martingale positive, et une
martingale locale positive si les contraintes forment un espace vectoriel.
Dans tous les cas, grâce à l’hypothèse 8.3 , les processus positifs SN(t, x) et
S ′N(t, x) sont majorés par
n=N−1∑
n=0
Y(t, zn+1)Ut(zn+1)
et donc sous l’hypothèse 8.3 global, ces sommes sont majorées par U It (x) =∫ x
0
Y(t, z)Ut(z)dz. Par suite, les propriétés de sous et surmartingale passent à
la limite et donc ∫ x
0
Y(t, z)dzX∗t (x)
est une martingale.
Nous avons maintenant tous les éléments pour construire des utilités pro-
gressives de portefeuille optimal donné.
Théorème 8.2. Soit un marché martingale, d’espace de contraintes K. Nous
nous donnons :
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− un processus de richesse admissible (X∗t (x));x > 0, qui est une martin-
gale locale strictement monotone par rapport à x, dont le processus inverse est
désigné par X (t, x).
− une famille (Y(t, x));x ≥ 0 de martingales locales strictement positives,
strictement décroissantes par rapport à x satisfaisant les conditions d’Inada,
Y(t, 0) = +∞, Y(t,+∞) = 0, et telles que Y(t, x) soit intégrable au voisinage
de x = 0. En particulier, la condition initiale Y(0, x) = u′0(x) est une fonction
décroissante satisfaisant les conditions d’Inada.
− On suppose que le couple satisfait les conditions nécessaires d’optima-
lité rappelées en 8.4.2, qui impliquent notamment que la volatilité du processus
Y(t, x) appartiennent au cône orthogonal de l’espace des contraintes.
− Les processus (Y(t, x)X∗t (x);x > 0) sont des vraies martingales.
Déﬁnissons un processus d’utilité stochastique, concave et croissante, par
u(t, x) =
∫ x
0
Y(t,X (t, z))dz. (8.5)
Sous l’hypothèse 8.3, u(t, x) est une utilité progressive, dans le marché martin-
gale contraint par K, de condition initiale u0 admettant X∗ comme processus
optimal, et la martingale locale Y(t, x)/Y(0, x) comme mesure martingale opti-
male.
Dans le premier exemple, pour une utilité initiale donnée, nous construisons une
utilité progressive de portefeuille optimal donné. L’extension que nous donnons
ici, qui à des points techniques près, caractérise toutes les utilités progressives
équivalentes à la précédente, exprime seulement comment on doit diﬀuser la
fonction u′0(x) pour rester dans le cadre des utilités progressives. La réponse est
intuitive puisqu’elle exprime qu’il suﬃt de garder un champ monotone décrois-
sant de martingales qui n’inﬂuent pas sur le marché de référence.
Démonstration. La preuve se fait en deux étapes, comme dans la construction
de la section précédente. La cohérence avec l’univers d’investissement repose sur
deux propriétés essentielles :
− d’une part sur le fait que u′(t,X∗t (x)) = Y(t, x) et donc que pour tout
portefeuille admissible, Xπt (x)u
′(t,X∗t (x)) est une surmartingale,
− d’autre part que le processusX∗t (x)u′(t,X∗t (x)) est une "vraie" martingale,
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− et enﬁn sur le fait que u(t,X∗t (x)) est une martingale.
Il n’y a pas de modiﬁcation à apporter à la preuve du théorème 8.1, pour
montrer que la compatibilité avec l’univers d’investissement est automatique si
nous montrons u(t,X∗t (x)) est une martingale.
Pour se faire, nous procédons comme dans l’exemple précédent en écrivant que
u(t,X∗t (x)) =
∫ Xx,pit
0
YoX (t, z′)dz′ = ∫∞
0
YoX (t, z′)✶{0≤z′≤X∗t (x)}dz′.
Faisons le changement de variable un peu diﬀérent X (t, z′) = z, ce qui entraîne
que
u(t,X∗t (x)) =
∫ ∞
0
Y(t, z)✶{0≤X∗(t,z)≤X∗t (x)}dz(X∗(t, z))
=
∫ x
0
Y(t, z)dz(X∗(t, z))
puisque par stricte monotonie de X∗t (x),
X∗(t, z) ≤ X∗t (x)⇐⇒ z ≤ x.
Puisque nous avons montré dans la proposition 8.3 que∫ x
0
Y(t, z)dz(X∗(t, z))
est une vraie martingale, il en est de même du processus u(t,X∗t (x)).
8.5 Dual progressif
En termes de dual convexe d’utilité progressive, les résultats des paragraphes
précédents peuvent s’énoncer sous la formulation duale suivante :
Théorème 8.3. Soit X∗t (x) un processus de portefeuille admissible, monotone
par rapport à la condition initiale, et martingale. Pour toute fonction d’utilité
u0 dont le dual convexe est noté u˜0, le processus stochastique u˜ déﬁni par
u˜(t, y) =
∫ +∞
y
X∗t (u˜
′
0(z))dz, (8.6)
est le dual convexe d’une utilité progressive u dans le marché martingale contraint
par K, admettant X∗ comme processus optimal, et la martingale constante
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comme mesure martingale optimale. En particulier, sa dérivée n’est qu’une
simple transformation de la richesse X∗, donnée par
u˜′(t, y) = −X∗t (u˜′0(y)) (8.7)
Sinon dans un cadre plus général :
Théorème 8.4. Soit un marché martingale, d’espace de contraintes K. Nous
nous donnons :
− un processus de richesse admissible (X∗t (x));x > 0, qui est une martingale
locale strictement monotone par rapport à x.
− une famille (Y(t, x));x ≥ 0 de martingales locales strictement positives,
strictement décroissante par rapport à x satisfaisant les conditions d’Inada,
Y(t, 0) = +∞, Y(t,+∞) = 0, et telles que Y(t, x) soit intégrable au voisi-
nage de x = 0. En particulier, la condition initiale Y(0, x) = u′0(x) est une
fonction décroissante satisfaisant les conditions d’Inada.
− On suppose que le couple satisfait les conditions nécessaires d’optima-
lité rappelées en 8.4.2, qui impliquent notamment que la volatilité du processus
Y(t, x) appartiennent au cône orthogonal de l’espace des contraintes.
− Les processus (Y(t, x)X∗t (x);x > 0) sont des vraies martingales.
Déﬁnissons le processus stochastique u˜ par
u˜(t, y) =
∫ +∞
y
X∗t ((Y)−1(t, z))dz. (8.8)
Sous l’hypothèse 8.3, u˜(t, y) est le dual convexe d’une utilité progressive, dans
le marché martingale contraint par K, admettant X∗ comme processus optimal,
et la martingale locale Y(t, x)/Y(0, x) comme mesure martingale optimale.
En particulier,
u˜′(t, y) = −X∗t ((Y)−1(t, y)). (8.9)
8.6 Exemple basé sur une aversion au risque
aléatoire
L’idée de ce paragraphe est de construire, à partir d’utilités progressives
simples indexées par un paramètre α, une utilité progressive plus générale et ce
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en raisonnant uniquement en termes de richesses optimales et en considérant
des tirages aléatoires du paramètre α. Les utilités puissances, dans ce qui suit,
sont des exemples concrets pour illustrer la méthode proposée.
8.6.1 Utilités progressives de type puissances et richesses
optimales
Nous avons vu dans le chapitre 4 de ce manuscrit, que les utilités progressives
de type puissance sont de la forme
uα(t, x) = Z
α
t
x1−α
1− α (8.10)
où Z est un processus strictement positif de la forme,
dZαt
Zαt
= −1− α
2α
‖
∏
Ktσt
(γt)‖2dt+ γtdWt, Z0 = 1.
Comme la partie orthogonale de Zα n’a aucune inﬂuence sur les portefeuilles,
nous supposons que γt ∈ Ktσt, t ≥ 0 pour simpliﬁer l’approche.
La richesse optimale X∗,α donnée par
X∗,αt (x) = xX
∗,α
t (1) = xe
1
α
R t
0 γsdWs−
1
2α2
R t
0 ‖γs‖
2ds (8.11)
est une vraie martingale, linéaire par rapport à sa condition initiale x.
La mesure martingale optimale Yα associée est constant, donnée par
Yα(t, x) = u′α(t,X∗,αt (x)) = x−α.
8.6.2 Aversion au risque aléatoire et portefeuille optimal
À ce stade le coeﬃcient α, qui joue le rôle de l’aversion au risque relative,
était supposé constant, il s’agit du cas le plus simple des utilités puissances
progressives. Mais il est tout à fait concevable que l’aversion au risque d’une
utilité progressive est en général aléatoire. En eﬀet, nous pouvons imaginer, à la
date t = 0, que l’investisseur tire au hasard la valeur de ce coeﬃcient. À chaque
réalisation α il associe :
- un poids ν(α) (ν est une mesure positive ﬁnie),
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- une proportion xα(x) de sa richesse initiale (strictement croissante en x,
xα(x) → ∞ si x → ∞) qu’il va investir sur le marché ﬁnancier en consi-
dérant uα comme utilité, il réalisera ainsi X∗,α(xα(x)) comme richesse
(associée à ce tirage).
Sa richesse ﬁnale, par conséquent, est la somme pondérée par ν de toutes ses
richesses X∗,α(xα(x)) = xα(x)X∗,α(1), c-à-d.

X∗t (x) =
∫
R∗+
xα(x)X
∗,α
t (1)ν(dα)
x =
∫
R∗+
xα(x)ν(dα).
(8.12)
De manière analogue, en raisonnant par dualité, nous déﬁnissons le processus
Y par
Y(t, x) = Y(0, x) =
∫
R∗+
(xα(x))
−αdν(α) (8.13)
que nous supposons bien défini et intégrable au voisinage de 0. Dans la
suite, nous supposons que l’hypothèse suivante est satisfaite :
Hypothèse 8.4. Supposons qu’il existe un intervalle I de R∗+ tel que la vola-
tilité γ de Z satisfait
E(ek
R t
0
Q
Ksσs
(γs)dWs−
k2
2
R t
0 ‖
Q
Ksσs
(γs)‖2ds) = 1, ∀k ∈ I, t ≥ 0
nous montrons alors le résultat suivant :
Proposition 8.4. Supposons que l’hypothèse 8.4 est satisfaite. Alors si la me-
sure ν est à support dans I, le processus X∗ est une richesse admissible stric-
tement croissante en x et une vraie martingale.
Démonstration. En eﬀet, par déﬁnition X∗ est une martingale locale positive,
dont la volatilité est donnée par
[ ∫
R∗+
xα(x)X
∗,α
t (1)
ν(dα)
α
]γt.
Puisque le terme
[ ∫
R∗+
xα(x)X
∗,α
t (1)
ν(dα)
α
] est strictement positif, γ ∈ Kσ et les
contraintes sont de types cônes (stable par multiplication positive), la stratégie
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ci-dessus est bien dans l’ensemble des contraintes, de plus X∗, ci-dessus, est
positive et ce par déﬁnition c’est donc une richesse admissible. X∗ est stricte-
ment croissante en x est une simple conséquence de la stricte croissance des
proportions xα(.) et le fait que X∗,α(1) est indépendant de x.
Le fait que X∗ déﬁni ci-dessus est une vraie martingale est une simple consé-
quence de l’hypothèse 8.4 et du théorème de Fubini.
Les hypothèses du théorème 8.1 sont alors satisfaites, nous déduisons d’après
ce théorème, sous les mêmes hypothèses de la proposition précédente, que pour
toute fonction d’utilité u0, telles que u′0(X (t, x)) est intégrable au voisinage de
0, le processus stochastique u déﬁni par

u(t, x) =
∫ x
0
u′0(X (t, z))dz
u(t, 0) = 0.
(8.14)
est une utilité progressive, dans le marché martingale contraint par K, admet-
tant X∗ comme processus optimal, et la martingale constante comme mesure
martingale optimale.
Cas particulier : utilités progressives décroissantes
Par contre il existe une fonction d’utilité u0 très particulière. Cette fonction
n’est autre que Y(0, x) déﬁnie dans (8.13), en termes de dual convexe de l’utilité
progressive u associée à cette condition initiale, nous savons d’après le théorème
8.3, que u˜ est donnée par
u˜(t, y) =
∫ +∞
y
X∗t (Y−1(0, z))dz =
∫
R∗+
( ∫ +∞
y
xα(Y−1)dz
)
X∗,αt (1)dν(α)
où
Y−1(0, x) désigne l’inverse en x de Y(0, x).
Si de plus nous choisissons les fonctions xα telles que
xα(x) = (Y(0, x))− 1α .
Cette dernière identité devient, après intégration en z,
u˜(t, y) =
∫
R∗+
1
1− 1
α
(
1− y1− 1αX∗,αt (1)
)
dν(α)
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ce qui n’est autre que la représentation, dans le marché martingale, des utilités
progressives décroissantes dans le temps, que nous avons abordées à la
ﬁn du chapitre précédent au paragraphe 7.7. Ces utilités ont été étudiées essen-
tiellement par Zariphopoulou et al. [88] et par M. Tehranchi et al. [36]. Dans
[88], M. Musiela et T. Zariphopoulou ont développé plusieurs exemples avec des
mesures ν particulières ainsi que les propriétés de la richesse optimale.
Quelques remarques
Dans la construction ci-dessus, la famille {X∗,α, α ∈ R∗+} constitue la famille de
richesses optimales associées à des utilités progressives {uα, α ∈ R∗+} de type
puissance données par (8.10). Il est important de noter, ensuite, que le proces-
sus de construction que nous avons proposé dans ce paragraphe se généralise
facilement et n’est pas spéciﬁque aux utilités puissances. En eﬀet, nous pouvons
considérer une famille quelconque de richesses {X∗,α, α ∈ R∗+} indexée par un
paramètre α, associée à des utilités progressives qui ne sont pas forcément du
même type. Ainsi par le même raisonnement il est facile de construire la richesse
X∗. Par contre, nous notons le fait que les X∗,α sont toutes des martingales a
joué un rôle fondamental pour satisfaire les conditions d’optimalité. Cette pro-
priété, dans un cas plus général, peut alors être remplacée par X∗,α, α ∈ R∗+
sont des martingales sous la même probabilité Q.
NB : Le point clé de cette section est de raisonner directement en termes de
richesse optimale et non pas en termes d’ utilité progressive. Et ce pour la
simple raison que la somme de deux utilités progressives n’est pas une utilité
progressive, sauf dans le cas très particulier où les deux richesses optimales et
les deux mesures martingales (locales) optimales sont identiques. Par contre la
somme de deux richesses admissibles est toujours une richesse admissible.
8.7 Flots et EDP stochastiques
Dans les paragraphes précédents, nous avons étudié les utilités progressives
de portefeuille optimal monotone donné par des méthodes de changement de va-
riables et d’analyse convexe, ce qui permet notamment de faire des hypothèses
minimales.
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Il est naturel d’essayer d’étudier les propriétés de ces utilités progressives, dé-
ﬁnies comme composées de ﬂots stochastiques (8.5), notamment leur volatilité,
par des méthodes de calcul stochastique, qui exigeront bien sûr plus de régula-
rité sur les ﬂots qui interviennent. Les outils sont la formule d’Itô-Ventzel 5.1
appliquée au ﬂot stochastique composé YoX , qui demande des propriétés de
régularité telles que nous avons rappelées dans le paragraphe 5.4.1.
Nous commençons par établir une formule de composition des ﬂots dans un
résultat préliminaire. Une formule qui nous sera d’une grande utilité pour dé-
montrer le résultat principal de cette section et faire le lien avec les résultats
des chapitres précédents, notament la dynamique (6.40) satisfaite par les utilités
progressives dans un marché où les richesses sont des martingales locales.
8.7.1 Formule d’Itô pour les flots stochastiques et flots
inverses
Soient φ et ψ deux ﬂots stochastiques, unidimensionnels, dont les dyna-
miques sont les suivantes,
dφ(t, x) = µ(t, x)dt+ γ(t, x)dWt,
dψ(t, x) = α(t, x)dt+ ν(t, x)dWt.
Le but de ce paragraphe est d’établir, sous les bonnes hypothèses, la dynamique
du ﬂot composé φoψ dans un premier temps, puis d’établir, si φ est inversible,
la dynamique de son inverse que nous noterons ξ.
Pour cela, toujours d’après la théorie des ﬂots stochastiques développée en parti-
culier dans le livre de H. Kunita [74] et rappelée en Appendice A.6, nous faisons
les hypothèses permettant d’appliquer le lemme d’Itô-Ventzel et nous obtenons
le résultat suivant :
Théorème 8.5. 1 Supposons que les ﬂots φ et ψ sont tels que φ(t, x) un C2-
processus et une C1-semimartingale tel que ses caractéristiques locales (µ, γ) sont
dans la classe B1,0 et ψ(t, x) est une semimartingale continue à valeurs dans
1Les définitions des classes Bm,δ, Cm-processus et Cm′ semimartingales sont fournies dans
les sections A.2 et A.11.
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I le domaine de φ . Alors le ﬂot composé φoψ(t, x) est une semimartingale
continue obéissant à la dynamique
d(φoψ)(t, x) = µ(t, ψ(t, x))dt+ γ(t, ψ(t, x))dWt
+
∂φ
∂x
(t, ψ(t, x))dψ(t, x) +
1
2
∂2φ
∂x2
(t, ψ(t, x))||ν||2(t, x)dt
+ 〈∂γ
∂x
(t, ψ(t, x)), ν(t, x)〉dt. (8.15)
La volatilité du ﬂot composé est donnée par
σφoψt = γ(t, ψ(t, x)) +
∂φ
∂x
(t, ψ(t, x))ν(t, x).
Nous particularisons maintenant la formule au cas des ﬂots et de leurs inverses.
Partant d’un ﬂot φ de coeﬃcients (µ, γ), vériﬁant les hypothèses du théorème
8.5, nous notons ξ(t, y) son inverse, et ses coeﬃcients (αξ, νξ).
Lemme 8.2. Si en plus des hypothèses du théorème 8.5, le ﬂot stochastique φ
est inversible par rapport à sa condition initiale, alors son inverse ξ(t, y) est
deux fois diﬀérentiable et obéit à la dynamique suivante,

dξ(t, y) = νξ(t, y)dWt +
(1
2
∂y
( ‖νξ‖2
ξ′(t, y)
)
(t, y)− µ(t, ξ(t, y))ξ′(t, y)
)
dt
νξ(t, y) = −ξ′(t, y)γ(t, ξ(t, y))
(8.16)
où ξ′ et ξ′′ désignent respectivement la dérivée première et seconde par rapport
à y de ξ.
Établir la dynamique du ﬂot inverse ξ n’est pas un résultat nouveau dans la
théorie des ﬂots stochastiques, (Théorème 4.2.10 page 131 de [74]). Par contre,
ce qui est vraiment nouveau dans ce lemme, est de remarquer que la dynamique
de ξ peut s’écrire sous la forme très particulière (8.16). La similarité entre cette
forme et celle de la dynamique (6.40) d’une utilité progressive est un argument
clé de la suite.
Démonstration. La preuve est essentiellement basée sur la formule d’Itô géné-
ralisée établie au théorème (8.5). Nous appelons (αξ, νξ) les coeﬃcients de ξ.
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En eﬀet par déﬁnition, nous avons
dφ(t, ξ(t, y)) = 0
= µ(t, ξ(t, y))dt+ γ(t, ξ(t, y))dWt + φ
′(t, ξ(t, y))dξ(t, y)
+
1
2
φ′′(t, ξ(t, y)) < dξ(t, y) > + < φ′(t, ξ(t, y)), νξ(t, y) > dt
Partant des identités suivantes
φ′(t, ξ(t, y)) =
1
ξ′(t, y)
, φ′′(t, ξ(t, y)) = − ξ
′′
(ξ′)3
(t, y),
la forme nécessaire des coeﬃcients de ξ est :
αξ(t, y) = −ξ′(t, y)µ(t, ξ(t, y)) + ξ′ < γ(t, ξ(t, y)), γ′(t, ξ(t, y)) >
+
1
2
ξ′′(t, y)‖γ(t, ξ(t, y))‖2
νξ(t, y) = −ξ′(t, y)γ(t, ξ(t, y)).
αξ se réécrit donc comme
αξ(t, y) = −ξ′(t, y)µ(t, ξ(t, y)) + 1
2
∂y
(
ξ′(t, y)‖γ‖2(t, ξ(t, y))).
Une autre formulation utilisant que ξ′ 6= 0 et la forme de la volatilité de ξ est
αξ(t, y) = −ξ′(t, y)µ(t, ξ(t, y)) + 1
2
∂y
(‖νξ(t, y)‖2/ξ′(t, y)).
8.7.2 EDP stochastique de l’utilité définie à partir de la
composition des flots
Le but de ce paragraphe est de décrire la décomposition de l’utilité progres-
sive u, déﬁnie dans (8.5), notamment sa volatilité Γu en fonction de celle de
la richesse optimale X∗ et du processus Y . Il n’est pas nécessaire de supposer
connu le fait que u, déﬁnie dans (8.5) soit une utilité progressive, car le calcul
stochastique nous permettra de le retrouver directement.
Nous commençons par préciser les hypothèses de régularité sur les ﬂots X ∗. (x)
et Y(., x) nécessaires pour notre propos.
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Hypothèse 8.5. – Le processus de richesse optimale X∗. (x) est une famille
de martingales locales qui, par rapport à la richesse initiale x, est stric-
tement croissante, deux fois continûment dérivable, et telle que les coeﬃ-
cients de sa décomposition d’Itô
dX∗t (x) = γ(t, x)dWt, γ ∈ K (8.17)
appartiennent à la classe B1,0.
– La famille de martingales locales (Y.(x)) est par rapport à x, strictement
décroissante, deux fois continûment dérivable, et telle que les coeﬃcients
de sa décomposition d’Itô
dY(t, x) = ν(t, x)dWt, ν ∈ (Kσ)∗ ∩ γ⊥ (8.18)
appartiennent à la classe B1,0. Notons aue (Kσ)∗ ∩ γ⊥ = (Kσ)⊥ si K est
un sous espace vectoriel.
– La condition initiale Y(0, .) = u′0(.) est une fonction décroissante sur
(0,∞) de classe C2.
L’hypothèse sur la richesse optimale est introduite pour garantir que le ﬂot
inverse est bien une famille de semimartingales d’Itô dont on connaît les coeﬃ-
cients.
Théorème 8.6. Soit (X∗t (x)), and (Y(t, x)) deux ﬂots stochastiques satisfaisant
les hypothèses et notations 8.5. Alors le processus u déﬁni par
u(t, x) =
∫ x
0
Y(t,X (t, z))dz
satisfait

du(t, x) = 1
2
[
u′′(t, x)‖γ(t,X (t, x))‖2]dt+ Γu(t, x)dWt,
Γu(t, x) =
∫ x
0
[ν(t,X (t, z))− u′′(t, z)γ(t,X (t, z))]dz + Ct,
Γ
′,K
u (t, x) = −u”(t, x)γ(t,X (t, x)).
(8.19)
u est donc une utilité progressive puisque sa dynamique vériﬁe aussi,
du(t, x) =
1
2
[‖Γ′,Ku (t, x)‖2
u′′(t, x)
]
dt+ Γu(t, x)dWt
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de classe C3 en x, dont la dérivée de la volatilité Γu est la somme des deux vec-
teurs orthogonaux ν(t,X (t, x)), qui appartient au cône orthogonal des contraintes,
et (−u′′(t, x))γ(t,X (t, x)) qui est colinéaire à la volatilité de la richesse optimale.
Démonstration. Sous l’hypothèse 8.5 pour X∗, supposé de plus martingale lo-
cale, la dynamique de l’inverse X de X∗ satisfait, d’après le lemme 8.2, c-à-d.,
dX (t, y) = −X ′(t, y)γ(t,X (t, y))dWt + 1
2
∂y
(X ′(t, y)‖γ(t,X (t, y))‖2)dt.
Les hypothèses faites sur les ﬂotsX et Y impliquent que nous pouvons appliquer
la formule d’Itô-Ventzel au ﬂot composé YoX , pour étudier le ﬂot u′(t, x). Nous
commençons par nous intéresser au terme en dWt, dont le coeﬃcient est la
dérivée de la volatilité de l’utilité Γu. Comme (Y ′oX )X ′ = u′′, la formule (8.5)
nous donne que
Γ′u(t, x) = ν(t,X (t, x))− u′′(t, x)γ(t,X (t, x)). (8.20)
Cette décomposition du vecteur de volatilité se fait pas l’intermédiaire de deux
vecteurs orthogonaux, le premier ν(t,X (t, x)) appartient par hypothèse à l’es-
pace orthogonal des contraintes, le second est proportionnel à la volatilité de
la richesse optimale et appartient par hypothèse à l’espace des contraintes. Par
suite la projection Γ′,Ku (t, x) de Γ
′
u sur l’espace Ktσt est le vecteur Γ′,Ku (t, x) =
(−u′′(t, x))γ(t,X (t, x)).
Comme u′ = YoX , cette volatilité n’est autre que celle de u′, et pour retrouver
celle de u, il suﬃt d’intégrer en x pour obtenir le résultat.
Nous nous intéressons maintenant au drift µu′ de la dérivée de l’utilité progres-
sive YoX . Sous les hypothèses précédentes, par l’équation (8.15), nous avons
µu
′
(t, x) =
1
2
(Y ′oX )(t, x)(X ′(t, x)‖γ(t,X (t, x))‖2)′
+
[1
2
(Y ′′oX )(t, x)‖X ′(t, x)γ(t,X (t, x))‖2
− X ′(t, x) < ν(t,X (t, x)), γ(t,X (t, x)) > ].
Nous pouvons transformer cette équation en utilisant d’une part que par hypo-
thèse < ν, γ >= 0, d’autre part que
(Y ′oX (t, x))′ = Y ′′oX (t, x)X ′(t, x)
u′′(t, x) = Y ′oX (t, x)X ′(t, x).
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Il vient alors,
µu
′
(t, x) =
1
2
(
(Y ′oX (t, x)X ′(t, x)(X ′(t, x)‖γ(t,X (t, x))‖2)
+ (Y ′′oX )(t, x)X ′(t, x)[X ′(t, x)‖γ(t,X (t, x))‖2]′)
=
1
2
[Y ′oX (t, x)X ′(t, x)‖γ(t,X (t, x))‖2]′
=
1
2
[
u′′(t, x)‖γ(t,X (t, x))‖2]′. (8.21)
Enﬁn, en intégrant par rapport à x, et en utilisant que u(t, 0) ≡ 0, nous dédui-
sons que u suit la dynamique
du(t, x) =
u′′(t, x)
2
‖γ(t,X (t, x))‖2dt+ Γu(t, x)dWt.
Ce dernier terme s’interprète à l’aide de la projection de la dérivée de la volatilité
sur l’espace des contraintes, puisque
Γ
′,K
u (t, x) = (−u′′(t, x))γ(t,X (t, x)).
Nous avons alors la forme équivalente, caractéristique des utilités progressives,
du(t, x) =
‖Γ′,Ku (t, x)‖2
2u′′(t, x)
dt+ Γu(t, x)dWt.
Il nous reste à vériﬁer par des outils du calcul stochastique, que u est bien une
utilité progressive et que les ﬂots X∗ et Y sont bien optimaux pour le problème
primal et le problème dual. Ceci est rendu facile d’après (8.20), par les résultats
du chapitre 5, la proposition 6.1 du chapitre 6 et les théorèmes 7.3 et 7.6 du
chapitre 7. Comme précédemment, nous notons Xu(t, x) et Lu˜ les processus
optimaux aux problèmes dual et primal associés à l’utilité u, dont nous savons
qu’ils vériﬁent 

dXu(t, x) = −Γ
′,K
u
u′′
(t,Xu(t, x))dWt
d(u′(0, x)Lu˜,u
′(0,x)) =
Γ
′,⊥
u
u′′
(t,Xu(x))dWt.
Ces équations se récrivent, en utilisant que Γ′,Ku = u
′′(t, x)γ(tξ(t, x)),{
dXu(t, x) = γ
(
t,X (t,Xu(t, x)))dWt
d(u′(0, x)L
u˜,u′(0,x)
t ) = ν
(
t,X (t,Xu(t, x)))dWt.
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Ceci qui implique que Xu a la même dynamique que X∗ ( puisque X (t,X∗t (x) =
x) qui à son tour (par le même raisonnement) vériﬁe u(t,X∗t (x)) est une martin-
gale locale. Les deux portefeuilles Xu(t, x) et X∗t (x) sont optimaux et de même
richesse initiale. Par la stricte concavité de u , ils ne peuvent qu’ être égaux.
De la même manière, on montre que Lu˜,u
′(0,x)
t = Y(t, .)/Y(0, .) est la mesure
martingale optimale pour u.
8.8 Retour sur le marché initial
Comme notre but au début de cette seconde partie est d’étudier les utilités
progressives dans l’univers d’investissement Mr,η décrit dans le paragraphe 5.2
du chapitre 5, nous donnons dans cette section les équivalents des résultats des
paragraphes précédents établis dans le cadre de marché martingale où le taux
court et la prime de marché sont nulles. Pour cela, il est important de rappeler
quelques notations et résultats des chapitres précédents. Nous rappelons essen-
tiellement l’univers d’investissement du chapitre 5 et comment nous sommes
arrivés au marché martingale à partir de cet univers, paragraphe 6.2 chapitre 6.
Univers d’investissement de départ :
L’univers d’investissement initial consiste en un marché ﬁnancier où les proces-
sus de richesse notés X˜ obéissent à la dynamique suivante,
dX˜x,πt = rtX˜
x,π
t dt+ πtσt(dWt + ηtdt), X˜
x,π
0 = x, πt ∈ Kt
où η désigne la prime de risque appelée aussi prime de marché, et r le taux
court. Le processus Hr,η, l’inverse du numéraire de marché, est le processus
stochastique déﬁni par
dHr,ηt
Hr,ηt
= −rtdt− ηtdWt.
En particulier, pour toute stratégie π ∈ K, le processus Hr,ηt X˜x,π est une mar-
tingale locale positive (sous la probabilité P).
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8.8.1 Conditions nécessaires d’optimalité dans cet uni-
vers et constructions des utilités progressives
Soit v une utilité progressive dans le marché initial décrit ci-dessus. En adop-
tant des notations similaires aux paragraphes précédents nous notons X˜∗(x) la
richesse optimale associée et Y˜ le processus déﬁni par Y˜(t, x) = v′(t, X˜∗t (x)).
D’après les résultats du théorème 7.2, ces processus satisfont les conditions né-
cessaires d’optimalité suivantes :
(M1) Les champs aléatoires (X˜∗t (x);x ≥ 0, t ≥ 0) et (Y˜(t, x);x ≥ 0, t ≥ 0)
sont strictement monotones : X˜∗t (x) est croissant de 0 à +∞, alors que
Y˜(t, x) est décroissant de +∞ à 0, de sorte que les conditions d’Inada sont
satisfaites. Y˜(0, x) est une fonction décroissante, notée u′0(x). On suppose
de plus que Y˜(t, x) est intégrable en x, au voisinage de x = 0.
(O’1) Pour tout x, (X˜∗t (x))t≥0 est un portefeuille de richesse admissible, et donc
(X˜∗t (x)H
r,η
t ) est une martingale locale. De même, le processus (Y˜(t, x))t≥0
est une surmartingale positive
(O2) Pour tout x, le processus (X˜∗t (x)Y˜(t, x))t≥0 est une "vraie" martingale.
(O3) Pour toute stratégie admissible π et pour tout capital initial x et x′, le pro-
cessus (X˜πt (x
′)Y˜(t, x))t≥0 est une surmartingale positive, (une martingale
locale dans le cas où l’espace des contraintes K est un espace vectoriel.)
Notons que les conditions (M1), (O2) et (O3) sont identiques aux conditions
nécessaires (M1), (O2) et (O3) du paragraphe 8.4.2, seulement (O′1) est légè-
rement diﬀérente de (O1).
Définition 8.3. Une famille de couples de semimartingales continues, indexées
par un paramètre (de richesse) x > 0, {(X˜∗t (x), Y˜(t, x)); t ≥ 0, x > 0} est dite
satisfaire les conditions (O′∗) dans le marché de paramètres (r, η) contraint par
K, si elle satisfait les conditions (M1), (O′1), (O2) et (O3) ci-dessus.
Remarque 8.3. Comme dans le cadre des sections précédentes, la richesse
optimale X˜∗ étant ﬁxée, nous pouvons montrer à l’aide du lemme 7.2 et de la
dynamique (7.16) que toutes les Y˜ telles que (X˜∗, Y˜) satisfait les conditions
(O′∗), obéissent à la dynamique suivante
dY˜(t, x)
Y˜(t, x) = −rtdt+ (νtσt − ηt)dWt, νt ∈ K
∗
t ∩ (γt)⊥ (8.22)
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où nous avons noté γ la stratégie optimale. Dans le cas où Kt est espace vectoriel,
K∗t ∩ (γt)⊥ = K⊥.
Comme nous avons déjà pu le remarquer à plusieurs reprises, les preuves des
théorèmes 8.1 et 8.2 ainsi que la proposition 8.3 sont essentiellement basées
sur les conditions nécessaires (O2) et (O3) du paragraphe 8.4.2. Comme ces
conditions sont encore satisfaites dans ce marché, nous pouvons alors reproduire
le même raisonnement et des preuves identiques pour établir le résultat suivant :
Théorème 8.7. Soit (X˜∗, Y˜) un couple de processus stochastiques qui satisfait
les conditions (O′∗) et l’hypothèse 8.3. En notant X˜ l’inverse par rapport à x
de X˜∗, le processus v déﬁni par
v(t, x) =
∫ x
0
Y˜oX˜ (t, z)dz (8.23)
X est une utilité progressive de portefeuille optimale X˜∗.
X Le processus Y˜(t, x)/Y˜(0, x) est le processus optimal au problème dual.
8.8.2 Quelques remarques
Il est intéressant de remarquer que ce dernier théorème peut être démontré
directement à l’aide du théorème 8.2, et les résultat du chapitre précédent, et
ce dans les deux cas suivants :
Hypothèse 8.6. – Pour tout t ≥ 0, Kt est un sous espace vectoriel de Rd.
– La prime de marché η satisfait ηtσ−1t ∈ Kt ∩ (−Kt) si Kt est simplement
un cône convexe.
En eﬀet, sous ces deux hypothèses, nous avons pu, dans le paragraphe 6.4, mon-
trer que le changement de numéraire Hr,η n’aﬀecte pas l’espace des contraintes
et par conséquent les contraintes sont les mêmes dans les deux marchés (le
marché décrit initial et le marché martingale).
Montrons maintenant le théorème 8.7. Pour cela quelques rappels sont néces-
saires.
Marché martingale :
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Le marché martingale considéré dans ce chapitre est le marché ﬁnancier dont
les richesses sont obtenues par le changement de numéraire 1/Hr,η, c-à-d. les
richesse X du marché martingale sont données par X = X˜Hr,η (X˜ représente
les richesse dans le marché initial), pour plus de détails voir paragraphe 6.2 pour
le changement de numéraire de manière générale et le paragraphe 6.4 pour le
cas particulier où le numéraire est 1/Hr,η.
Nous avons montrer dans le paragraphe 6.2, qu’il existe une équivalence entre
les utilités progressives des deux marchés et ce dans le théorème 6.1 (théorème
général pour les changement de numéraire), dont une version est donnée par le
corollaire suivant :
Corollaire 8.1. Soit (v(t, x))t≥0,x>0 un champ aléatoire. Alors v est une utilité
progressive dans le marché initial Mr,η, si et seulement si le champ aléatoire u
déﬁni par
u(t, x)
def
= v(t,
x
Hr,ηt
)
est une utilité progressive dans le marché martingale. Si de plus Xx,∗ et X˜x,∗
désignent respectivement les processus de richesses optimales générés par u et
v, alors, X˜x,∗ = Xx,∗/Hr,ηt .
Par conséquent, si X∗ satisfait l’hypothèse de monotonie 8.1 et l’hypothèse
8.3, ceci est équivalent à : la richesse optimale X˜x,∗ (associée à v) satisfait les
mêmes hypothèses. Si de plus X et X˜ désignent les inverses respectifs de ces
deux richesses optimales alors pour tout t ≥ 0 et z > 0,
X˜ (t, z) = X (t, zHr,ηt ). (8.24)
Finalement, si u est une utilité progressive dans le marché martingale de richesse
optimale Xx,∗ strictement croissante (vériﬁant l’hypothèse 8.3 ), alors par le
théorème 8.2, il existe un processus Y strictement décroissant : (Xx,∗,Y) ∈ Z
tel que
u(t, x) =
∫ x
0
YoX (t, z)dz.
En appliquant le résultat du corollaire précédent, v est donnée par
v(t, x) = u(t, xHr,ηt ) =
∫ xHr,ηt
0
YoX (t, z′)dz′.
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Par le changement de variable z = z′/Hr,ηt , cette dernière identité se réécrit
v(t, x) =
∫ x
0
Hr,ηt YoX (t, zHr,ηt )dz.
Notons par Y˜ la sous-martingale déﬁni par Y˜ def= Hr,ηt Y . D’après l’identité (8.24),
v(t, x) =
∫ x
0
Y˜oX˜ (t, z)dz.
Remarque 8.4. Remarquons enﬁn que le couple (X˜∗, Y˜) satisfait les conditions
(O′∗) (voir déﬁnition 8.3 ) puisque, sous les hypothèses 8.6, les deux assertions
suivantes sont équivalentes,
1. (X˜∗, Y˜) satisfait les conditions (O′∗).
2. (X˜∗Hr,η, Y˜
Hr,η
) satisfait les conditions (O′∗).
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Résumé :
Le but de cet appendice n’est pas d’expliciter la théorie générale des semimar-
tingales avec des paramètres spatiaux, des équations diﬀérentielles stochastiques
et des ﬂots stochastiques, mais de donner uniquement les résultats nécessaires
dans notre étude. Nous nous donnerons pas les preuves des théorèmes que nous
énoncerons. Une étude très complète et approfondie de ces notions ainsi que tous
les détails des démonstrations sont donnés essentiellement dans les chapitres 3
et 4 de [74].
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A.1 Introduction
Soient ft(x) un processus prévisible dépendant d’un paramètre x et Mt une
martingale locale continue.
Déﬁnissons l’intégrale d’Itô suivante,
M(t, x) =
∫ t
0
fs(x)dMs. (A.1)
Si nous supposons que
∫ T
0
f 2s (x)d < M >s< +∞, pour tout x,
nous savons que M(t, x)t≤T est une martingale locale continue pour tout ω ∈
Ω \ Nx, où Nx est un ensemble négligeable qui dépend de x. M(t, x) est alors
déﬁni pour tout (t, x) si ω ∈ (∪xNx)c. Le problème qui se pose à ce niveau
est le suivant : de manière générale, comme il n’est pas l’union dénombrable
de négligeables, l’ensemble ∪xNx n’est pas de mesure nulle. Pour surmonter
cette diﬃculté technique et pouvoir déﬁnir des intégrales de la forme (A.1)
nous devrions au moins considérer des intégrales M(t, x) qui admettent une
modiﬁcation ayant de bonnes propriétés dans le sens où cette modiﬁcation est
bien déﬁnie pour tout (t, x) p.s. continue en x pour tout t p.s.
Se basant essentiellement sur le chapitre 3 de [74], dans une première partie nous
rappelons les principaux résultats de continuité de diﬀérentiablité par rapport
à x des semimartingales continues. Dans la seconde partie, nous donnerons la
principale formule d’intégrale stochastique d’Itô généralisée que nous utiliserons
tout au long de l’étude des utilités progressives.
A.2 Préliminaires
Définition A.4. Un espace de Fréchet est un espace vectoriel topologique réel,
complet au sens des espaces uniformes et satisfaisant l’une des deux conditions
équivalentes suivantes :
* l’espace est localement convexe et métrisable par une distance invariante
par translation ;
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* il existe une famille dénombrable et séparante de seminormes continues
qui engendre la topologie de l’espace.
L’équivalence de ces deux conditions se montre en construisant une famille dé-
nombrable et séparante de seminormes à partir de n’importe quelle distance
invariante et réciproquement. Il n’y a cependant pas de bĳection naturelle entre
les distances invariantes compatibles et les familles dénombrables et séparantes
de seminormes.
Pour un espace de Fréchet donné, il existe en général plusieurs distances inva-
riantes déﬁnissant la topologie et elles induisent toutes une structure d’espace
métrique complet. De même, il n’y a pas de choix canonique de famille de semi-
normes. Dans cette section nous donnons quelques notations et nous déﬁnissons
quelques espaces qui nous seront très utiles dans ce rappel.
Soit I un domaine de Rd, pour m un entier naturel nous notons Cm(I,R) ou
tout simplement Cm l’ensemble de toutes les applications f : I 7→ R m-fois
continûment diﬀérentiable. Si m = 0, cet espace est noté C(I,R). Pour un
α ∈ Nd nous déﬁnissons l’opérateur de diﬀérentiation Dαx par
Dαx :=
∂|α|
(∂x1)α1 . . . (∂xd)αd
où |α| =∑i=1..d αi.
Soit K un sous-ensemble de I. Notons
||f ||m:K = sup
x∈K
|f(x)|
1 + |x| +
∑
1≤|α|≤m
sup
x∈K
|Dαxf(x)|.
Muni des seminormes {|| ||m:K : K compact dans I}, Cm(I,R) est un espace
de Fréchet. Nous confondrons, par ailleurs || ||m:I et || ||m. Nous noterons en
particulier Cmb (I,R) ou encore Cmb l’ensemble {f ∈ Cm : ||f ||m < +∞}, et nous
noterons que c’est un espace de Banach muni de la norme || ||m.
Soit maintenant δ ∈ [0, 1]. Notons par Cm,δ(I,R) ou simplement Cm,δ l’ensemble
de toutes les applications f de Cm tel que Dα, |α| = m sont δ-Hölder continues.
Muni des seminormes
||f ||m+δ:K = ||f ||m:K +
∑
|α|=m
sup
x,y∈K
x 6=y
|Dαxf(x)−Dαxf(y)|
|x− y|δ ,
est un espace de Fréchet.
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Définition A.5. Une fonction f(t, x), t ∈ [0, T ], x ∈ I continue appartient à
Cm,δ si pour tout t, f(t) ≡ f(t, .) est dans Cm,δ et ||f(t)||m+δ:K est integrable sur
[0, T ] pour tout compact K de I. Si K est remplacé par I, f est dite dans la
classe Cm,δb . Si de plus ||f(t)||m+δ est bornée en t, nous disons que f est dans
Cm,δub (I,R).
Nous noterons l’inclusion suivante :
Lemme A.3. Soit m > 0 alors pour tout m′ : 0 ≤ m′ < m et pour tout
0 ≤ δ ≤ 1, Cm′,δ ⊂ Cm.
Il reste encore quelques classes que nous devons introduire avant de donner
quelques résultats qui nous sont d’une grande utilité dans l’ étude des utilités
progressives.
Définition A.6. Nous notons C˜m(I,R) l’ensemble de toutes les fonctions g(x, y),
x, y ∈ I m-fois continûment diﬀerentiables par rapport aux deux variables
x, y ∈ I.
Pour g ∈ C˜m(I,R), nous déﬁnissons les seminormes :
||g||∼m:K = sup
x,y∈K
|g(x, y)|
(1 + |x|)(1 + |y|) +
∑
1≤|α|≤m
sup
x,y∈K
|DαxDαy g(x, y)|
et pour 0 < δ ≤ 1,
||g||∼m+δ:K = ||g||∼m:K +
∑
|α|=m
||DαxDαy g(x, y)||∼δ:K
où
||g||∼δ:K = sup
x,x′,y,y′∈K
x 6=x′,y 6=y′
|g(x, y)− g(x′, y)− g(x, y′) + g(x′, y′)|
|x− x′|δ|y − y′|δ .
Définition A.7. Une fonction g est dite dans la classe C˜m,δ si ||g||∼m:K < +∞
pour tout compact K de I. Nous noterons || ||∼m:I et || ||∼m+δ:I respectivement
|| ||∼m et|| ||∼m+δ et enﬁn
C˜mb = {g : ||g||∼m < +∞} (A.2)
et
C˜m,δ = {g : ||g||∼m+δ < +∞}. (A.3)
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Définition A.8. Une fonction g(t, x, y), t ∈ [0, T ], x, y ∈ I continue appartient
à C˜m,δ si pour tout t, g(t) ≡ g(t, ., .) est dans C˜m,δ et ||g(t)||∼m+δ:K est intégrable
sur [0, T ] pour tout compact K de I. Les espaces C˜m,δb et C˜m,δub sont déﬁnis de
manière similaire à Cm,δb et Cm,δub .
Soit F (t, x) une famille de processus à valeurs dans R paramétrée par x ∈ I.
Nous pouvons la voir comme un champ aléatoire de deux paramètres x et t.
Si F (t, x, ω) est une fonction continue de x pour tout ω et t, nous considérons
F (t, .) comme un processus stochastique à valeurs dans C. De même, si F (t, x, ω)
est une fonction m fois continûment diﬀérentiable par rapport a x p.s pour tout
t, nous dirons que c‘est un processus stochastique à valeurs dans Cm ou encore
un Cm-processus. Les Cm,δ-processus sont déﬁnis de la même manière.
Soit G(t, x, y) un processus stochastique indexé par x, y ∈ I. S’ il est m-fois
diﬀérentiable par rapport à chacune de ces deux variables x et y p.s. pour tout t
il est appelé processus stochastique à valeurs dans C˜m ou aussi un C˜m-processus.
Les C˜m,δ sont déﬁnis de manière analogue.
Définition A.9. Soient (Xt, t ∈ R+) et (X ′t, t ∈ R+) deux processus déﬁnis
sur L0+(Ω,FT ,P).
(i) On dit que X ′t est une modiﬁcation de Xt si, pour tout t, X
′
t = Xt p.s.
(ii) On dit que X ′t et Xt sont indistinguables si p.s. X
′
t = Xt pour tout t.
A.3 Régularité par rapport à x
Théorème A.8. Soit M(t, x), x ∈ I une famille de martingales locales conti-
nues tel que M(0, x) ≡ 0. Supposons que la variation quadratique jointe noté A
et déﬁnie par
A(t, x, y) =< M(., x),M(., y) >t
admet une modiﬁcation continue à valeurs dans C˜0,δ, 0 < δ ≤ 1. Alors M(t, x)
admet une modiﬁcation continue à valeurs dans C˜0,ε pour tout ε < δ.
Théorème A.9. Soit M(t, x), x ∈ I une famille de martingales locales conti-
nues tel que M(0, x) ≡ 0. Supposons que la variation quadratique jointe A et
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déﬁnie par
A(t, x, y) =< M(., x),M(., y) >t
admet une modiﬁcation continue à valeurs dans C˜m,δ, m ≥ 1, δ > 0. Alors
M(t, x) admet à son tour une modiﬁcation continue à valeurs dans C˜m,ε pour
tout ε < δ. De plus, pour tout α vériﬁant |α| ≤ m, DαxM(t, x), x ∈ I est une
famille de martingales locales continues dont la variation quadratique jointe est
donnée par DαxD
α
yA(t, x, y).
Théorème A.10. Soit M(t, x), x ∈ I et N(t, y), y ∈ I des martingales locales
continues à valeurs dans Cm,δ, m ≥ 0, δ > 0. Alors la variation quadratique
jointe A(t, x, y) =< M(t, x), N(t, y) > admet une modiﬁcation continue à va-
leurs dans C˜m,ε pour tout ε < δ et satisfait
DαxD
β
y < M(t, x), N(t, y) >=< D
α
xM(t, x), D
β
yN(t, y) >
pour tout t si m ≥ 1 et |α|, |β| ≤ m.
A.4 Lemme d’Itô-Ventzel & Formules d’inté-
gration
Le théorème suivant est le résultat principal de ce chapitre, et consiste en
une généralisation du lemme d’Itô classique. Il nous est très utile tout au long
de notre étude des processus des utilités progressives.
Dans les résultats qui suivent, les semimartingales F obéissent à la dynamique
suivante,
dF (t, x) = β(t, x)dt+ Γ(t, x)dWt (A.4)
où β et Γ sont deux familles de processus prévisibles.
Définition A.10. On appelle caractéristiques locales de F le couple (β,Γ).
Les familles des semimartingales F (t, x), x ∈ I sont alors classées suivant la
régularité de leurs caractéristiques locales. Les caractéristiques locales (β,Γ)
sont dites dans la classe (Bm,δ,Bm′,δ′) si
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— β(t, x) est un processus prévisible à valeurs dans Cm,δ et pour tout com-
pact K de I, ||β(t)||m+δ:K ∈ L1 .
— La variation quadratique jointe a(t, x, y) =< Γ(t, x),Γ(t, y) > admet une
modiﬁcation prévisible à valeurs dans C˜m′,δ′ et ||a||∼m′+δ′:K ∈ L1 p.s. pour
tout compact K de I.
Si m = m′ et δ = δ′, le couple (β,Γ) est dit simplement dans la classe Bm,δ.
Lemme A.4. Soit v ∈ Cm,δ, alors le processus a déﬁni par a(t, x, y) = v(t, x)v(t, y)
est dans Bm,δ.
Remarque A.5. Dans [74], l’auteur déﬁnit les caractéristiques locales de F
comme étant le couple (β, a(Γ)(t, x, y)) où
a(Γ)(t, x, y)
def
=< Γ(t, x),Γ(t, y) > .
Ce n’est que la notation qui change, par contre tout le reste est identique, no-
tament les classes des processus Bm,δ.
Théorème A.11. (formule d’ Itô généralisée)
Soient F (t, x) un C2-processus et une C1-semimartingale de la forme (A.4) tel
que ses caractéristiques locales (β,Γ) sont dans la classe B1,0, Xt une semi-
martingale continue à valeurs dans I. Alors F (t,Xt) est une semimartingale
continue obéissant à la dynamique
F (t,Xt) = F (0, X0) +
∫ t
0
β(s,Xs)ds+
∫ t
0
Γ(s,Xs)dWs
+
d∑
i=1
∫ t
0
∂F
∂xi
(s,Xs)dX
i
s +
1
2
d∑
i,j=1
∫ t
0
∂2F
∂xi∂xj
(s,Xs) < X
i, Xj >s ds
+
d∑
i=1
∫ t
0
〈 ∂Γ
∂xi
(s,Xs), X
i
s〉ds. (A.5)
Exemple
Soit f une fonction à trois variables (t, x, y) dérivable en temps et deux fois déri-
vable en (x, y) et soient X et Y deux processus stochastiques continus obéissant
aux dynamiques
dXt = qtXtdt+ σtdWt (A.6)
dYt = µtYtdt+ γtdWt. (A.7)
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Notons F le processus déﬁni par
F (t, x)
def
= f(t, x, Yt).
Par une simple application du lemme d’Itô, il est facile de voir que ce processus
satisfait
dF (t, x) = (ft(t, x, Yt) + fy(t, x, Yt)µt +
fyy(t, x, Yt)
2
||γt||2)dt
+ fy(t, x, Yt)γtdWt. (A.8)
Notons β et Γ les paramètres suivants
 β(t, x) = ft(t, x, Yt) + fy(t, x, Yt)µt +
fyy(t, x, Yt)
2
||γt||2
Γ(t, x) = fy(t, x, Yt)γt.
(A.9)
En appliquant ce dernier théorème, nous pouvons alors écrire que
dF (t,Xt) = β(t,Xt)dt+ Γ(t,Xt)dWt+ < Γx(t,Xt), σt > dt
+ Fx(t,Xt)dXt +
Fxx(t,Xt)
2
||||2dt. (A.10)
Pour vériﬁer ce résultat, il suﬃt de remarquer que
Γx(t,Xt) = fxy(t,Xt, Yt)γt
< Γx(t,Xt), σt >= fxy(t,Xt, Yt) < γt, σt >= fxy(t,Xt, Yt) < X, Y >t
Fx(t,Xt) = fx(t,Xt, Yt)
Fxx(t,Xt) = fxx(t,Xt, Yt)
et déduire que la dynamique de F (t,Xt) est celle de f(t,Xt, Yt) obtenue par une
simple application du lemme d’Itô à deux variables.
Théorème A.12. (i) Soit F (t, x) une Cm,δ-semimartingale continue telle
que ses caractéristiques locales sont dans la classe Bm,δ, δ > 0. Soit
X(t, x), x ∈ Λ, t ∈ [0, T ] un processus prévisible continue à valeurs dans
Ck,γ(Λ, I) , γ > 0 et Λ ⊂ Re. Posons
M(t, x) =
∫ t
0
F (X(s, x), ds). (A.11)
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AlorsM(t, x) admet une semimartingale continue à valeurs dans Cm∧k,ε(Λ,R)
et dont les caractéristiques locales sont dans la classe Bm∧k,γδ avec ε < γδ.
Si de plus gt est un processus continu prévisible à valeurs dans Λ, alors
on a l’égalité suivante∫ t
0
M(ds, gs) =
∫ t
0
F (X(s, gs), ds) (A.12)
(ii) Si m ≥ 1 et k ≥ 1, la dérivée de l’intégrale stochastique (A.11) est égale
à l’intégrale de la dérivée
∂
∂xi
M(t, x) =
d∑
i=1
∫ t
0
∂
∂xj
X i(s, x)
∂
∂xi
F (X(s, x), ds). (A.13)
(iii) Soit F (t, x, λ), x ∈ I, λ ∈ Λ une Cm,δ(I × Λ : R)-semimartingale
continue dont les caractéristiques locales sont dans la classe Bm,δ. Si gt
est un processus continue prévisible à valeurs dans Λ, le processusM déﬁni
par
M(t, λ) =
∫ t
0
F (ds, gs, λ) (A.14)
admet une modiﬁcation continue à valeurs dans Cm,ε(Λ : R), ε < δ, dont
les caractéristiques locales sont dans Bm,δ. Si de plus lt est un processus
prévisible continue à valeurs dans Λ, alors nous avons l’égalité suivante∫ t
0
M(ds, ls) =
∫ t
0
F (ds, gs, ls). (A.15)
A.5 Équations différentielles stochastiques
Dans ce paragraphe, nous considérons les équations diﬀérentielles stochas-
tiques multidimensionnelles du type d’Itô
dXt = dF (t,Xt). (A.16)
Notons dans toute la suite, (β,Γ) ∈ (Rn,Rn × Rn) le drift et la volatilité de
la semimartingale F (t, x) = (F 1(t, x), ...F n(t, x)), x ∈ Rn, supposée continue à
valeurs dans C(Rn : Rn).
Notons Γ(t, x, y) = (Γi,j(t, x, y) =< Γi(t, x),Γj(t, y) >)i,j=1..n alors Γ(t, x, y) est
une matrice n× n dont les principales propriétés sont les suivantes :
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(a) La matrice Γ(t, x, y) est symétrique par déﬁnition, Γi,j(t, x, y) = Γj,i(t, x, y)
presque partout.
(b) La matrice Γ(t, x, y) est déﬁnie positive,
∑
i,j,p,q Γ
j,i(t, xp, yq)zpzq ≥ 0
pour tout x, y et z dans Rn.
Le couple (β(t, x),Γ(t, x, y)) est appelé les caractéristiques locales de la semi-
martingale F . (β(t, x),Γ(t, x, y)) est dit dans la classe (Bm,δ,Bm′,δ′), si pour tout
i = 1..n les caractéristiques locales de F i sont dans la classe (Bm,δ,Bm′,δ′). Dans
le cas où m = m′, δ = δ′, (β(t, x),Γ(t, x, y)) est simplement dit dans la classe
Bm,δ.
Dans la suite si F est une C-semimartingale dont les caractéristiques locales
sont dans la classe B0,δ alors l’intégrale stochastique F (t,Xt) est bien déﬁnie
pour tout processus prévisible X continue à valeurs dans Rn.
Définition A.11. Soient t0 ∈ [0, T ] et x0 ∈ Rn. Un processus Xt, t0 ≤ t ≤ T ,
Ft-adapté est une solution de l’équation diﬀérentielle stochastique d’Itô déﬁnie
à partir de F partant de x0 ∈ Rn à l’instant t0 si elle vériﬁe
Xt = x0 +
∫ t
t0
dF (s,Xs). (A.17)
Nous dirons aussi que Xt est gouverné par l’ équation diﬀérentielle stochastique
d’Itô induite par F .
Théorème A.13. Soit F (t, x) une semimartingale continue à valeurs dans
C(Rn;Rn) dont les caractéristiques locales sont dans la classe B0,1b . Alors pour
tous t0 et x0 l’équation (A.17) admet une unique solution .
D’après ce premier résultat, si les caractéristiques locales du processus F sont
uniformément lipshitziennes alors (A.17) admet une unique solution. Nous no-
terons en particulier que sous cette hypothèse la solution est non-explosive, elle
par conséquent bien déﬁnie sur tout l’intervalle [t0, T ]. Comme dans le cadre des
équations diﬀérentielles ordinaires, si cette hypothèse n’est pas satisfaite, cette
EDS peut ne pas avoir une solution globale, car cette solution, si elle existe, peut
être explosive en un temps ﬁni, cependant nous pouvons déﬁnir des solutions
locales de (A.17),
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Définition A.12. Soit Xt, t ∈ [t0, τ∞] un processus localement continu à va-
leurs dans Rn, Ft-adapté. X est une solution locale de (A.17) si
Xt∧τN = x0 +
∫ t∧τN
t0
dF (s,Xs) (A.18)
est satisfaite pour tout N où (τN) est une séquence de temps d’arrêt : τN <
τ∞, τN ↑ τ∞.
Si limt∧τN Xt =∞ avec τ∞ < T , Xt est appelée solution maximale et τ∞ est dit
le temps d’explosion. Dans le cas où le temps d’explosion est égal à T p.s., Xt
est alors une solution globale.
Sans faire l’hypothèse que les caractéristiques locales de F sont uniformément
lipschitziennes, nous montrons toutefois que cette EDS admet une unique solu-
tion maximale.
Théorème A.14. Soit F (t, x) une semimartingale continue à valeurs dans
C(Rn : Rn) dont les caractéristiques locales sont dans la classe B0,1. Alors, pour
tous t0 et x0, l’équation (A.17) admet une unique solution maximale.
Si de plus nous supposons qu’il existe un processus prévisible Kt positif vériﬁant∫ T
0
Ktdt < +∞ et tel que les inégalités suivantes sont satisfaites
||Γ(t, x, x)|| ≤ Kt(1 + |x|)2 (A.19)
|β(t, x)| ≤ Kt(1 + |x|), (A.20)
nous pouvons montrer l’existence et l’unicité d’une solution, cette fois-ci, globale
de (A.17).
Théorème A.15. Supposons que les caractéristiques locales (β,Γ) de la C-
semimartingale continue F sont dans la classe B0,1 et vériﬁent (A.19) et (A.20),
alors pour tous t0 et x0, l’équation (A.17) admet une unique solution globale.
Si de plus
E
[
eλ
R T
0 Ksds
]
< +∞, ∀λ > 0,
cette solution globale admet des moments ﬁnis pour tout ordre.
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A.6 Flots stochastiques
Pour commencer nous donnons la déﬁnition d’un homéomorphisme et d’un
diﬀéomorphisme ﬂot stochastique dans un espace euclidien. SoitXs,t(x,w), s, t ∈
[0, T ], x ∈ Rn un processus déﬁni sur l’espace de probabilité (Ω,FT ,P) tel
que pour tout w ∈ Ω, Xs,t(., w) est continue de Rn dans Rn pour tout s, t.
X est dit un homéomorphisme ﬂot stochastique s’il existe un ensemble négli-
geable N de Ω tel que pour tout w ∈ Nc la famille d’applications continues
{Xs,t(w) : s, t ∈ [0, T ]} déﬁnit un champ d’homéomorphismes, c-à-d. elle
satisfait les propriétés suivantes :
(i) l’égalité Xs,t(w) = Xs,u(w)oXu,t(w) est vraie pour tout t, s et u, o désigne
l’opérateur composé.
(ii) Xs,s(w) est l’identité pour tout s.
(iii) l’application Xs,t(w) : Rn −→ Rn est un homéomorphisme pour tout s, t.
Si de plus Xs,t(w) vériﬁe :
(iv) Xs,t(w) est k-fois diﬀérentiable en x pour tout s, t et tel que toutes les
dérivées sont continues par rapport au triplet (s, t, x), alors Xs,t(w) est
appelé un Ck-diﬀéomorphisme ﬂot stochastique.
Si Xs,t(w)−1 est l’inverse de Xs,t(w) par rapport à x alors d’après (i) et (ii),
Xs,t(w)
−1 = Xt,s(w)
−1. Par conséquent l’assertion (iii) est aussi satisfaite ce qui
implique qu’ à son tour Xs,t(w)−1 est un homéomorphisme ﬂot stochastique.
Si de plus Xs,t(w) est Ck-diﬀéomorphisme pour tous s et t, la condition (iv)
implique que Xs,t(w)−1 est k-fois continûment diﬀérentiable par rapport à x.
Xs,t(w)
−1 est alors un Ck-diﬀéomorphisme ﬂot stochastique si la condition (iv)
est satisfaite. Enﬁn pour simpliﬁer les notations, nous confondrons Xs,t(w)−1 et
Xt,s(w).
Dans la suite nous donnerons quelques conditions nécessaires sous lesquelles
l’équation aux dérivés partielles (A.17), admet comme solution un ﬂot stochas-
tique. En d’autres termes la question est de savoir sous quelles conditions la
solution, si elle existe, de l’EDS
Xt = x0 +
∫ t
t0
dF (s,Xs) (A.21)
est un homéomorphisme ou encore un diﬀéomorphisme de x.
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Théorème A.16. Supposons que les caractéristiques locales (β,Γ) de la C-
semimartingale continue F sont dans la classe B0,1b . Alors il existe une modiﬁ-
cation continue de la solution de l’équation (A.21) qui est un homéomorphisme
ﬂot stochastique. Ou encore ∀t ≥ 0 Xt est une C0,γ-semimartingale pour tout
γ < 1.
Théorème A.17. Supposons que les caractéristiques locales (β,Γ) de la C-
semimartingale continue F sont dans la classe Bk,δb où k ≥ 1 et δ > 0. Alors
la solution de l’équation diﬀérentielle stochastique gouvernée par F admet une
modiﬁcation continue qui est un Ck-diﬀéomorphisme ﬂot stochastique. ∀t ≥ 0
Xt est une Ck,γ-semimartingale pour tout γ < δ.
Nous notons enﬁn que l’existence et l’unicité de la solution dans ces deux der-
niers théorèmes sont assurés par le résultat (A.13) du paragraphe précédent.
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Annexe B
Projection sur un cône convexe
Dans cet appendice, nous rappelons la notion d’un cône convexe d’un espace
de Hilbert, nous donnerons les principales propriétés ainsi que la déﬁnition
de la projection sur un cône convexe. Nous établirons aussi quelques résultats
nécessaires pour notre étude.
Définition B.13. Un ensemble C de Rn est un cône s’ il est stable par addition
et multiplication par un réel positif. Si de plus C est fermé, 0 ∈ C.
Définition B.14. Soit C un cône convexe, on appelle cône dual de C et on
note C∗, l’ensemble déﬁni par
C∗
def
= {ν ∈ Rd :< π, ν >≤ 0,∀π ∈ C}. (B.1)
Lemme B.5. Soient C un cône convexe fermé dans un espace de Hilbert X ,∏
C l’opérateur de projection de X dans C, et soient x, y ∈ Rd. Alors :
(a) Pour tout x ∈ X, il existe un unique x1 =
∏
C(x) ∈ C et un unique
x2 ∈ (C)∗ tels que < x1, x2 >= 0.
(a1)
∏
C(x) minimise la distance entre x et l’ensemble C, c-à-d.
||x−
∏
C
x|| = min
y∈C
||x− y||.
(a2) (
∏
C)
2 =
∏
C : l’opérateur de projection est idempotent.
(a3)
∏
C(αx) = α
∏
C x, ∀α ≥ 0,
∏
C est positivement homogène.
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(b1)
∏
C(x+ y) =
∏
C x+
∏
C y si et seulement si
<
∏
C
x, y >=<
∏
C
x,
∏
C
y >=< x, p(y) > .
Ceci implique que l’opérateur de projection sur un cône convexe est en
général non-linéaire.
(b2) < x−∏C(x),∏C(y) >≤ 0.
(b3) < x−∏C(x),∏C(x) >= 0.
(c1) ||∏C(x)−∏C(y)|| ≤ ||x− y||.
(c2) I −∏C est l’opérateur de projection sur (C)∗.
(c3) (C)∗ = (
∏
C)
−1{0}, Ker(∏C) = C∗.
Les résultats de ce lemme sont valables pour tout cône convexe C d’un espace
de Hilbert. En particulier pour l’ensemble Kσ (Comme K est un cône convexe
et par linéarité de σ, il est facile de montrer que Kσ est à son tour un cône
convexe).Pour les détails de la démonstration de ce lemme, nous renvoyons le
lecteur à la référence suivante [46].
Lemme B.6. Soit a(t, x)t≥0 un processus à valeur dans Rd. Si pour tout t ≥ 0
les applications x 7→ a(t, x) et x 7→ aK =∏Kσ a sont de classe C1,
(1) Si K est un sous espace linéaire de Rd indépendant de x, alors les opé-
rateurs de projection et de dérivation commutent : a
′,K = aK,
′
, aK,
′
=∏
Kσ(a
′)
(2) Sinon et de manière générale, le processus (aK)′−a′ est orthogonal à a′,
c’est à dire
< aK, (aK)′ − a′ >≡ 0 (B.2)
Démonstration. (1) Dans le cadre particulier où K est un sous espace li-
néaire de Rd l’opérateur de projection est alors linéaire. Or par déﬁnition
nous avons que
(aK)′(t, x) = lim
h 7→0
(aK)(t, x+ h)− (aK)(t, x)
h
.
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Comme K est indépendant de x,
(aK)′(t, x) = lim
h 7→0
(a(t, x+ h))K − (a(t, x))K
h
= lim
h 7→0
(
a(t, x+ h)− a(t, x)
h
)K
= (a′)K.
(2) La preuve de cette assertion est basée sur le théorème de l’enveloppe,
en eﬀet par déﬁnition du projeté nous avons


||a−
∏
K(x)σ
a||2 = min
b∈K(x)σ
||a− b||2
∏
Kσ
= arg min
b∈K(x)σ
||a− b||2.
Notons maintenant par


V (x) = ||a(x)−
∏
K(x)σ
a(x)||2
f(b, x) = ||a− b||2.
Alors par déﬁnition nous avons (∂
∂
f)(
∏
K(x)σ a(x), x) = 0, ce qui implique
que
∂
∂b
V (x) =
∂
∂x
f(
∏
K(x)σ
a(x), x)
=
∂
∂b
f |Q
K(x)σ a(x)
∂
∂x
(
∏
K(x)σ
a)(x) + (
∂
∂x
f)(b, x)|b=Q
K(x)σ a(x)
= (
∂
∂x
f)(b, x)|b=Q
K(x)σ a(x)
.
Par la suite, par une dérivation formelle par rapport à x,
V ′(x) = 2 < a−
∏
K(x)σ
a, a′ − (
∏
K(x)σ
a)′ >
= (
∂
∂x
f)(
∏
K(x)σ
a(x), x) = 2 < a−
∏
K(x)σ
a, a′ > (x)
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d’où
< a−
∏
K(x)σ
a, (
∏
K(x)σ
a)′ >= 0
ce qui achève la démonstration.
Dans la suite nous posons le problème suivant : soit α ∈ Rd quelconque, et
considérons le nouvel ensemble Kˆ = K+ α. Il est clair qu’ ainsi déﬁni Kˆ est un
ensemble fermé convexe. Par contre la somme de deux éléments de Kˆ n’est pas
forcement un élément de Kˆ. De plus il n’est pas stable par multiplication par
un réel positif ce qui implique que Kˆ ne peut être de manière générale un cône.
Les questions sont alors les suivantes :
1. Vu la forme très particulière de Kˆ comme une translation du cône convexe
fermé K par le vecteur α, pouvons-nous déﬁnir l’équivalent d’une projec-
tion sur cet ensemble ? avons-nous unicité de la projection ?
2. Si la projection existe est unique et notée
∏
Kˆ, avons-nous l’identité <
a−∏Kˆ(a),∏Kˆ(a) >= 0 pour tout a ∈ Rd ?
Pour répondre à la première question, nous montrons le résultat suivant :
Lemme B.7. Pour tout point a de Rd, il existe un unique point de Kˆ noté∏
Kˆσ(a) tel que
||a−
∏
Kˆσ
(a)|| = inf
b∈Kˆ
||a− b||. (B.3)
De plus ce point vériﬁe∏
Kˆσ
(a) =
∏
Kσ
(
a+ xσ0σ−1
)− xσ0σ−1, ∀a ∈ Rd. (B.4)
Si K est un sous espace linéaire de Rd alors l’opérateur de projection est linéaire,
(B.5) devient ∏
Kˆσ
(a) =
∏
Kσ
(a)− (xσ0 −
∏
Kσ
(xσ0)), ∀a ∈ Rd (B.5)
et si en plus le vecteur σ0 est dans K alors ces deux opérateurs sont identiques.
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Démonstration. Par déﬁnition de la projection, sur un cône convexe fermé d’un
vecteur a ∈ Rd,
||a−
∏
Kˆσ
(a)|| = min
b∈Kˆσ
||a− b|| = min
c∈Kσ
||a+ xσ0σ−1 − c||
= ||a+ xσ0 −
∏
Kσ
(a+ xσ0)||. (B.6)
Par unicité du projeté, nous déduisons que
∏
Kˆσ
(a) =
∏
Kσ
(a+ xσ0)− xσ0, ∀a ∈ Rd. (B.7)
L’opérateur de projection sur l’ensemble Kˆ étant bien déﬁni, nous pouvons alors
répondre à la deuxième question ci-dessus.
Lemme B.8. Pour tout a ∈ Rd, l’identité suivante est satisfaite
< a−
∏
Kˆ
(a),
∏
Kˆ
(a) >= 0. (B.8)
Démonstration. Toujours par déﬁnition nous avons la caractérisation suivante,
||a−
∏
Kˆσ
(a)|| = min
b∈Kˆσ
||a− b||. (B.9)
Soit a ∈ Rd ﬁxé et notons f(b) la fonction b ∈ Kˆ 7→ f(b) = ||a− b||, comme K
est convexe fermé, f est une fonction continue convexe et atteint son minimum
au point
∏
Kˆ(a), il en suit que sa dérivée en ce point est nulle, c-à-d.,
< a−
∏
Kˆ
(a),
∏
Kˆ
(a) >= 0 (B.10)
ce qui prouve le résultat.
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