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Available online 22 February 2016Assigning uncertainty to ocean-color satellite products is a requirement to allow informeduse of these data. Here,
uncertainty estimates are derived using the comparison on a 12th-degree grid of coincident daily records of the
remote-sensing reﬂectance RRS obtained with the same processing chain from three satellite missions, MERIS,
MODIS and SeaWiFS. The approach is spatially resolved and produces σ, the part of the RRS uncertainty budget
associated with random effects. The global average of σ decreases with wavelength from approximately 0.7–
0.9 10−3 sr−1 at 412 nm to 0.05–0.1 10−3 sr−1 at the red band, with uncertainties on σ evaluated as 20–30% be-
tween 412 and 555 nm, and 30–40% at 670 nm. The distribution of σ shows a restricted spatial variability and
small variations with season, which makes the multi-annual global distribution of σ an estimate applicable to
all retrievals of the considered missions. The comparison of σ with other uncertainty estimates derived from
ﬁeld data or with the support of algorithms provides a consistent picture. When translated in relative terms,
and assuming a relatively low bias, the distribution of σ suggests that the objective of a 5% uncertainty is fulﬁlled
between 412 and 490 nm for oligotrophic waters (chlorophyll-a concentration below 0.1 mg m−3). This study
also provides comparison statistics. Spectrally, the mean absolute relative difference between RRS from different
missions shows a characteristic U-shapewith both ends at blue and redwavelengths inversely related to the am-
plitude of RRS. On average and for the considered data sets, SeaWiFS RRS tend to be slightly higher thanMODIS RRS,
which in turn appear higher than MERIS RRS. Biases between mission-speciﬁc RRSmay exhibit a seasonal depen-
dence, particularly in the subtropical belt.
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Uncertainty1. Introduction
To fulﬁll the potential of ocean-color remote sensing, uncertainty
estimates should be assigned to satellite products.Meeting this require-
ment should help enhance user conﬁdence, deﬁne the range of possible
applications of data products and ultimately allow informed use of the
data. Uncertainty values are needed to operate data assimilation in
ecological and climate models (Cummings et al., 2009; Gregg, 2008),
perform the merging of different data sets (Pottier et al., 2006) or
to allow trend analysis in climate research (Vantrepotte & Mélin,
2011). Considering that water-leaving radiance, or equivalently
remote-sensing reﬂectance (RRS), and chlorophyll-a concentration
(Chla) are listed among the Essential Climate Variables (ECV) (GCOS,
2011; Bojinski et al., 2014), climate applications are particularly rele-
vant and different approaches have been developed to assess series of
data products (Mélin & Franz, 2014). The requirement to have. This is an open access article underuncertainty estimates associated with the satellite products distributed
to the user community is now included in some projects or mission
planning (Donlon et al., 2012; Hollmann et al., 2013).
Much of the knowledge gathered about uncertainties of satellite
ocean color products is the result of validation activities comparing sat-
ellite datawith ﬁeldmeasurements. Even though required as amajor el-
ement of any satellite mission (McClain, Feldman, & Hooker, 2004),
validation is limited in terms of spatial and/or temporal distribution.
Some time series exist for a few locations but the spatial distribution
of the validation data points is very uneven, with a sparse coverage of
the open ocean regions even when large in situ Chla data bases are
used (Gregg & Casey, 2004). This relative scarcity of validation data is
even more apparent for RRS products (Bailey & Werdell, 2006). In
order to extend validation results to scales associated with satellite
data, several techniques have been proposed, mostly for derived prod-
ucts (Chla or inherent optical properties, IOPs) (Mélin & Franz, 2014).
For instance error propagation exercises can be conducted with
bio-optical algorithms (Lee, Arnone, Hu, Werdell, & Lubac, 2010),
and the effect of uncertainties in the algorithm parameters can bethe CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Roesler, 2005). Non-linear inversion of bio-optical models through
the minimization of a cost function can provide an inversion conﬁ-
dence (e.g., Maritorena, Hembise Fanton d'Andon, Mangin, & Siegel,
2010; Salama, Dekker, Su, Mannaerts, & Verhoef, 2009; Werdell
et al., 2013).
For RRS, less development has come to fruition. Actually, some of
the techniques applied to estimate uncertainties for bio-optical algo-
rithms rely on ﬁxed values for the uncertainty of RRS. On the other
hand, the work by Salama & Stein (2009) distinguishes different con-
tributions to the uncertainty associated with IOPs, including that due
to the input RRS. Some atmospheric correction schemes rely on the
minimization of cost functions (Chomko & Gordon, 2001; Stamnes
et al., 2003) and would therefore be amenable to the calculation of
inversion conﬁdence estimates as explored with bio-optical algo-
rithms. A Bayesian methodology for atmospheric correction (Frouin
& Pelletier, 2015) produces an uncertainty estimate characterizing the
inversion process. Exercises of accuracy analysis (e.g., Bulgarelli &
Zibordi, 2003; Bulgarelli, Mélin, & Zibordi, 2003; Neukermans et al.,
2009) can also provide valuable insights on atmospheric correction per-
formance to support uncertainty assessments. But further develop-
ments are certainly needed to produce robust estimates of the
uncertainty in RRS.
In that context, the comparison of coincident satellite data through
collocation analysis has the potential to support the characterization
of their uncertainties. Collocation techniques have been applied to geo-
physical data sets in a variety of disciplines, oceanography (e.g., Caires &
Sterl, 2003; Stoffelen, 1998; O'Carroll, Eyre, & Saunders, 2008), atmo-
spheric sciences (Toohey & Strong, 2007), hydrology (Roebeling,
Wolters, Meirink, & Leijnse, 2012) or the study of terrestrial vegetation
or moisture (Fang, Wei, Jiang, & Scipal, 2012; D'Odorico et al., 2014;
Scipal, Holmes, de Jeu, Naeimi, & Wagner, 2008). As for ocean color, an
application dealt with the characterization of uncertainty values
associated with Chla (Mélin, 2010). Albeit not a substitute for the
actual validation of RRS satellite products with ﬁeld data, the large
amount of matching data from different missions represents a
spatially-resolved reservoir of precious information. By comparing
coincident satellite retrievals, this paper aims at adopting the approach
previously applied to Chla (Mélin, 2010) to estimate uncertainty terms
associated with RRS. Speciﬁcally, the study focuses on the zero-mean
randomerror of the uncertainty budget and the biases existing between
satellite data. The method is ﬁrst introduced before describing the re-
sults. Then these are compared with independent estimates obtained
by other routes.
2. Comparison of satellite data
This section presents the approach followed to compare coinci-
dent satellite data and how the comparison can be used to derive un-
certainty estimates (Mélin, 2010). Let us consider two ensembles of
N coincident satellite derived values associated with the same quan-
tity, (xi)i=1,N and (yi)i=1,N. They can be compared with several met-
rics, e.g., describing their differences (in units of x and y) and relative
differences (in %) (Mélin & Franz, 2014), including the mean abso-
lute relative difference |ψ | and the mean relative difference (or rela-
tive bias) ψ:
ψj j ¼ 1
N
XN
i¼1
2 yi−xij j
yi þ xi
ð1Þ
ψ ¼ 1
N
XN
i¼1
2 yi−xið Þ
yi þ xi
: ð2Þ
In these metrics, the numerator is divided by the average of the two
values being compared. This avoids arbitrarily selecting one product asthe value of reference, while numerically it has the advantage of
preventing cases where only the denominator is close to zero (if x and
y are positive as imposed in this study, see Section 3.1). Additionally,
the mean difference (or bias) can be expressed simply as:
δ ¼ 1
N
XN
i¼1
yi−xið Þ ¼ y−x ð3Þ
where the overbar symbol indicates an average value.
Considering scatter plots comparing RRS data obtained fromdifferent
missions (e.g., Kahru, Lee, Kudela, Manzano-Sarabia, & Mitchell, 2015;
Mélin, Zibordi, & Djavidnia, 2009; Vanhellemont, Neukermans, &
Ruddick, 2014), a linear model appears an appropriate framework to
compare two RRS data sets. We assume that x and y can be modeled lin-
early as a function of a reference state r and zero-mean random errors, ε
and ζ, respectively:
xi ¼ ri þ ϵi ð4Þ
yi ¼ α þ βri þ ζ i ð5Þ
where α and β are, respectively, the additive and multiplicative biases
between x and y. Another assumption is that ε and ζ are uncorrelated
and independent of r. The reference state r only serves to relate the
two data sets being analyzed. Ideally, r should then be related to the
true state in order to complete the uncertainty budget.
The aim of the analysis is to derive an estimate of the standard devi-
ations σε and σζ of the terms ε and ζ. In this mathematical framework,
these σ terms can be seen as the random error associated with x and
y. Working with a real and ﬁnite set of satellite data, the error actually
cannot be known, and the estimates of the σ terms should be consid-
ered as a measure of the uncertainty due to random effects (GUM,
2008). The determination of σε and σζ can be done with the following
development. First, variance and covariance terms for x and y, σx2, σy2
and σxy, can be written as:
σ2x ¼ σ2r þ σ2ϵ ð6Þ
σxy ¼ βσ2r ð7Þ
σ2y ¼ β2σ2r þ σ2ζ ð8Þ
using the fact that covariance terms containing ϵ or ζ are null. Fur-
ther, eliminating the variance of r, σr, within this set of three equa-
tions leads to the following system of two equations (Toohey &
Strong, 2007):
σ2ϵ ¼ σ2x−
1
β
σ xy ð9Þ
σ2ζ ¼ σ2y−βσxy: ð10Þ
This system contains three unknowns: β and the variance of the ran-
dom terms σε2 and σζ2 that are the quantities of interest.
To remove the ambiguity of the system, the ratio of the standard
deviations associated with ε and ζ is considered known, deﬁning the
following quantity: λ=σζ/σε. Knowing λ, β can be computed from
the variance and covariance of x and y. For instance by multiplying
Eq. (9) by λ2, the term on its right-hand side becomes equal to that
of Eq. (10), leading, after multiplication by β, to the 2nd-degree
equation:
β2σxy þ λ2σ2x−σ2y
 
β−λ2σxy ¼ 0: ð11Þ
Table 1
Nominal center-wavelengths (in nm) associated with each satellite mission, SeaWiFS
(SWF), MODIS (MOD) and MERIS (MER), and with the comparison between pairs of
mission.
SWF MOD MER Comparison
412 412 412 412
443 443 443 443
490 488 490 490
510 531 510 510
555 547 560 555
670 667 665 670
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ten with the plus sign (Legendre & Legendre, 1998):
β ¼
σ2y  λ2σ2x þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2y  λ2σ2x
 2
þ 4λ2σ2xy
r
2σ xy
: ð12Þ
Eq. (11) can also be expressed in terms of 1/β, leading to an equiva-
lent way of writing the solution for β:
1=β ¼
σ2x  σ2y=λ2 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2y=λ
2  σ2x
 2
þ 4σ2xy=λ2
r
2σxy
: ð13Þ
The substitution of 1/β and β into Eqs. (9) and (10), respectively,
leads to the solutions for σε and σζ:
σ2ϵ ¼
σ2x þ σ2y=λ2−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2y=λ
2−σ2x
 2
þ 4σ2xy=λ2
r
2
ð14Þ
σ2ζ ¼
λ2σ2x þ σ2y−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2y−λ
2σ2x
 2
þ 4λ2=σ2xy
r
2
: ð15Þ
Most of the results presented in the paper are constructed with λ
assumed equal to 1 (in that case, σ=σε=σζ), which implies that the
different products are taken to have the same level of random error in
their error budget. This assumption is further discussed in the next
section and tested with different values of λ in Section 4.1. Based on
the accumulation of data for a given location, theσ estimates are spatial-
ly resolved but the capacity of the approach to provide temporal infor-
mation is very limited, being dependent on the number of coincident
data and their distribution in time. With the considered ocean color
data sets, the study computed multi-annual values as well as seasonal
estimates (see Section 4.2).
It is stressed that in the framework described above, σε and σζ are
not associated with a comparison metric but are intrinsic properties of
the data sets x or y, respectively, even though by construction these σ
terms are mathematically dependent upon the matching data set
(Eqs. (14) and (15)). This is why the σ terms are the main focus of
this study since they provide an independent estimate of part of the un-
certainty budget associatedwith the considered data sets. For complete-
ness, results will also be shown for the comparisonmetrics, δ, |ψ| and ψ.
3. Data sets
3.1. Satellite data sets
Remote-sensing reﬂectance daily data were obtained from the
National Aeronautics and Space Administration (NASA) archive of
Level-3 gridded data from the Sea-viewing Wide Field-of-view Sensor
(SeaWiFS, McClain et al., 1998), the Moderate Resolution Imaging
Spectroradiometer (MODIS, Esaias et al., 1998) onboard the Aqua plat-
form, and the Medium Resolution Imaging Spectrometer (MERIS, Rast,
Bezy, & Bruzzi, 1999). The three missions are treated with a common
strategy for calibration and processed with the same standard algo-
rithms (Franz, Bailey, Werdell, & McClain, 2007), with data associated
with reprocessing versions 2010.0, 2013.1 and 2012.1, respectively.
The so-called binned satellite products are arranged on a sinusoidal
grid with a spatial resolution of 12th-degree (for SeaWiFS) and 24th-
degree (for MODIS and MERIS). The SeaWiFS Level-3 data are based
on Global Area Coverage (GAC) imagery, made up of full-resolution
pixels (1.1-km at nadir) subsampled every fourth pixel every fourth
scan line (see Mélin, Steinich, Gobron, Pinty, & Verstraete, 2002). With
respect to MODIS and MERIS data, for which all pixels are fed into theLevel-3 binning process, the SeaWiFS Level-3 data are thus character-
ized by a scarcer information content. How this difference in Level-3
construction speciﬁcally affects their uncertaintieswould require a ded-
icated study that is not undertaken here.
The Quasi-Analytical Algorithm (QAA) (version 5, Lee, Carder, &
Arnone, 2002; Lee, Lubac, Werdell, & Arnone, 2009) was applied to
these data to produce ﬁelds of inherent optical properties (IOPs), name-
ly phytoplankton absorption coefﬁcient aph, absorption due to colored
detrital matter (CDM) acdm (itself due to chromophoric dissolved organ-
icmatter (CDOM) andnon-pigmented particles), and backscattering co-
efﬁcient of particles bbp.
The comparison of RRS data from different satellite missions is ham-
pered by the different set of wavelengths associated with their respec-
tive sensors (Table 1, Mélin & Franz, 2014). Band-shifting schemes
have been proposed for validation analysis (Zibordi, Berthon, Mélin,
D'Alimonte, & Kaitala, 2009a) or for the purpose of merging (Mélin
et al., 2011a), where band-shifting refers to the process of correcting
for band differences between different multi-spectral data sets. In the
current study, a generic band-shifting approach that has recently
been proposed and assessed (Mélin & Sclep, 2015) was operated to
express RRS values from onemission onto thewavelengths of another
mission. The scheme ﬁrst relies on the application of the QAA to pro-
duce IOPs (aph, acdm and bbp) at 443 nm. Using characteristic spectral
shapes, these IOPs are expressed on the wavelengths of interest and
the algorithm is operated in a forward mode to generate RRS at the
target wavelengths. The uncertainty incurred by band-shifting is
estimated in most cases at well below 5% of the reﬂectance value
(with averages of typically 1–2%), especially for open ocean regions
(Mélin & Sclep, 2015).
This schemewas applied to express theMODIS andMERIS RRS values
at the SeaWiFS bands, and theMODIS RRS at theMERIS bands, so that the
data between these missions could be readily compared (Table 1). The
reported statistics are all provided at the SeaWiFS bands for a common
comparison. Results are well consistent if another set of wavelengths is
selected, for instance if theMERIS bands are used to compareMERIS and
MODIS data (not shown). The last pre-processing step before compari-
son was to average the MERIS and MODIS data onto the SeaWiFS 12th-
degree grid to allow a direct match-up of the grid points (this was
done if at least 3 higher-resolution values were valid within the 12th-
degree SeaWiFS bin). The three comparison pairs are referred to as
MoSe, SeMe and MeMo (MODIS/SeaWiFS, SeaWiFS/MERIS, and
MERIS/MODIS, respectively).
The collocation analysis relies on periods of overlap between mis-
sions. The period of reference, for which results are given unless speci-
ﬁed otherwise, is selected as 2003–2007, when the three missions
functioned in an optimal way without any data gaps. To test the effect
of additional years, calculations were also conducted over 2003–2011
(9 years) for the comparison MERIS/MODIS and for a composite period
made of July–December 2002, 2003–2007, April–June 2008, January–
March 2009, and 2010 when SeaWiFS is involved (for a total of
7 years of data). This composite period was constructed to account for
the data gaps in the SeaWiFS record while assuring an even representa-
tion of all calendar months to avoid affecting the results with a possible
seasonal dependence.
Fig. 1.Number of coincident daily matching pairs between SeaWiFS and MODIS accumulated over the period 2003–2007 in 3rd-degree macro-bins. Amongmacro-bins with a number of
matching pairs larger than 0, it exceeds 2500 (maximum of the color scale) in 4% of the cases.
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all matching data pairs with valid values (i.e., positive RRS) for the two
missions to be compared (negative RRS were excluded since they
might restrict the use of the QAA and of statistical calculations such as
Eqs. (1) and (2); furthermore, a negative valuemight suggest a retrieval
of lower quality by the atmospheric correction). The spatial distribution
of coincident data being very variable (see Fig. 1), all daily matching
pairs from each spatial bin were accumulated into macro-bins of 4 × 4
bins in order to increase the statistical basis of the calculations. So the
comparison statistics were obtained on a 3rd-degree grid but it is
stressed that the matching pairs were compared at the original resolu-
tion without prior averaging. A speciﬁc analysis was conducted using
the MERIS and MODIS products at their original resolution: in that
case, the matching pairs are obtained at a 24th-degree resolution and
the macro-bins contain 8 × 8 original bins. Statistics were further re-
duced on the basis of regional averages computed on biogeographic
provinces that constitute a partition of the world's ocean (Longhurst,
2006) or on ensembles of these provinces.
The performance of the atmospheric correction appears very similar
for the three missions when evaluated in terms of aerosol optical thick-
nesswith globally distributed ﬁeld data (Mélin, Zibordi, &Holben, 2013;
Mélin, Zibordi, Carlund, Holben, & Stefan, 2013), which is consistent
with the fact that the satellite data sets were produced with the same
calibration strategy and atmospheric correction scheme (Franz et al.,
2007). Furthermore, validation statistics obtained for RRS over a more
restricted set of locations are as well consistent across missions, espe-
cially when results are derived at the same site for the three missions
(Antoine et al., 2008; Mélin & Franz, 2014; Mélin et al., 2011b; Mélin,
Zibordi, & Berthon, 2012; Zibordi et al., 2009a). So at least for these
data sets, the assumption of λ close to 1 appears appropriate but depar-
tures from 1 will be analyzed and discussed (see Sections 4 to 6).
3.2. Field data sets
Field data were used to provide validation statistics to be compared
with the results of the collocation analysis. Validation statistics from
published studies were updated with similar match-up selection
protocols, band-shifting procedures and statistical analyses (Mélin &
Franz, 2014; Mélin et al., 2011b; Zibordi et al., 2009a; Zibordi, Mélin,
Berthon, & Talone, 2014).
Three sites are part of the Ocean Color component of the Aerosol Ro-
botic Network (AERONET-OC, Zibordi et al., 2006a, 2009b): the Acqua
Alta Oceanographic Tower (AAOT), a coastal site located in the northern
Adriatic Sea (Zibordi, Mélin, & Berthon, 2006b), and two sites located inthe Baltic Sea, the Gustaf Dalen Lighthouse Tower (GDLT) along the
coast of Sweden (Zibordi, Strömbeck, Mélin, & Berthon, 2006c) and
the Helsinki Lighthouse Tower (HLT) in the Gulf of Finland. From an op-
tical point of view, these sites can be characterized as havingmoderately
sediment-dominated waters (AAOT) and CDOM-dominated absorbing
waters (GDLT and HLT), but they actually show a variety of optical con-
ditions (Zibordi et al., 2009a). A fourth site is the Marine Optical BuoY
(MOBY) (Clark et al., 1997) operating in deep oligotrophic waters off-
shore Lanai (Hawaii). A common feature shared by these sites is that
they have produced a large body of accurate measurements of RRS
data (Brown et al., 2007; Gergely & Zibordi, 2014) through the opera-
tion of autonomous systems. That has been translated to a varying ex-
tent into a signiﬁcant set of match-up points for validation analysis
allowing meaningful statistics to be derived.
In the comparison between ﬁeld observations and satellite re-
trievals, the comparison framework introduced in Section 2
(Eqs. (4) and (5)) can be used, with (xi)i=1,N and (yi)i=1,N being
the ﬁeld data and the satellite match-up data, respectively. Different-
ly from Section 2, the uncertainties associated with ﬁeld measure-
ments are considered known. For the three AERONET-OC sites, the
selected uncertainty values are those presented by Gergely &
Zibordi (2014) in units of RRS (sr−1), while a relative uncertainty of
5% (12.5% in the red) is assumed for the MOBY data (Brown et al.,
2007) that is multiplied by the average of the data used for validation
in order to express the uncertainty in sr−1. These uncertainties are
assumed to provide estimates of σε (considering that they are not af-
fected by a bias term). Knowing σε, the system made of Eqs. (9) and
(10) yields σζ:
σ2ζ ¼ σ2y−
σ2xy
σ2x−σ2ϵ
: ð16Þ
In Section 5, this value will be referred to simply as σ obtained
through validation (noted σv).
Validation studies often report two comparison metrics, the root-
mean-square (RMS) difference Δ and the average bias δ (Eq. (3)).
From these, another comparison metric not affected by biases can be
computed, the unbiased RMS difference Δu between satellite and ﬁeld
values of RRS written as:
Δu ¼ 1N
XN
i¼1
yi−xi þ x−yð Þ
2
0
@
1
A
1=2
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δ2−δ2
p
ð17Þ
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satellite values (yi)i=1,N. Values of Δuwill also be presented in the anal-
ysis since it is available from literature and from some projects such as
the Ocean Colour Climate Change Initiative (see Section 5). For com-
pleteness, relationships between σ and Δu are provided, derived by
substituting yi as a function of xi (Eqs. (4) and (5)) into Eq. (17), and
considering the relationship between σx and σr (Eq. (6)):
Δ2u ¼ β−1ð Þ2σ2r þ σ2ϵ þ σ2ζ ð18Þ
¼ β−1ð Þ2σ2x þ β 2−βð Þσ2ϵ þ σ2ζ : ð19Þ
These relationships indicate that Δu is larger than σζ, with the two
values converging when σε associated with ﬁeld data is small and β is
close to 1.
It is recalled that the MOBY site is used for vicarious calibration for
the three missions, so that by construction the bias between satellite
and ﬁeld data is minimized at this location (the vicarious calibration
process adjusts the calibration coefﬁcients applied to the instrument
to minimize the difference between satellite RRS obtained with the at-
mospheric correction and selected ﬁeld observations; Franz et al.,
2007; Zibordi et al., 2015). But again, considering that bias terms are
not included in the metrics considered (σ or Δu), this is not a limitation
of the study.
4. Results
The distribution of matching pairs for the comparison MODIS/
SeaWiFS (MoSe) as obtained within the reference period (2003–2007)
is shown in Fig. 1 on the 3rd-degree grid used for the analysis. The num-
ber of match-ups is found to be greatest around somemid-latitude con-
tinental landmasses, whereas regions characterized by a frequent cloud
coverage, like the Paciﬁc and Atlantic intertropical convergence zones,
show a low number of match-ups. The frequency of match-ups also
tends to decrease in high-latitude areas. This distribution is variable in
time too; for instance the Arabian Sea is associated with a high number
of match-ups but their frequency is actually much reduced in boreal
summer during the summer monsoon regime. The average number of
match-ups for each 3rd-degreemacro-bin is equal to N=980 (standard
deviation, s.d., 813) out of a theoretical maximum of approximately
29,000 (the number of days within the 5-year period multiplied by 16,
the number of 12th-degree bins within the macro-bins). The number
of match-ups is rather evenly distributed through the seasons (on aver-
age, N = 244, 260, 288 and 248, for boreal winter, spring, summer and
fall, respectively). When the extended period (2002–2010) is consid-
ered, N = 1320 with the same spatial distribution. Patterns are as well
similar for the other comparisons, SeaWiFS/MERIS (SeMe, N = 649,
s.d. 441) andMERIS/MODIS (MeMo,N=594, s.d. 458), albeit of a small-
er amplitude due to the reduced coverage byMERIS. For the comparison
performed with the original 24th-degree resolution of the MERIS and
MODIS products, the average number of matching pairs within 3rd-
degree macro-bins reaches 2743.
For each macro-bin, the statistics deﬁned in Section 2 are computed
if the number ofmatch-ups is at least 50. This threshold is a compromise
between covering at least 95% of the domain of analysis (for the three
comparison pairs over 2003–2007) and preserving a sizeable match-
up data set for statistical analysis. Statistics are presented in Figs. 2
to 8 (obtained with λ= 1 for Figs. 2, 4, 5 and 8, unless speciﬁed other-
wise). Fig. 2 shows the global average of σ terms, δ, |ψ | and ψ for the
three comparison pairs.
4.1. Distribution of σ
First focusing on σ, an introduction to the analysis is required. As de-
scribed in Section 2, σ is an intrinsic property of a data set as introducedby Eqs. (4) and (5), but in practice the method of collocation implies
that it is mathematically dependent upon another data set (as seen
fromEqs. (14) and (15)). So for any pair of data sets A andB, the analysis
providesσA|B (i.e., σ of Awhen given B) and σB|A (i.e., σ of Bwhen given
A), linked by a factor λ. If λ = 1, the two estimates collapse into one
value (see global averages on Fig. 2). The availability of three missions,
and therefore of three comparison pairs, leads to two σ estimates for
each mission, for instance σSe |Mo and σSe |Me for SeaWiFS, that can be
seen as two realizations of the procedure put in place through
Eqs. (4) to (15). The computation of their difference allows an evalua-
tion of the uncertainty that can be associated with σ. This uncertainty
will be further explored by varying λ away from 1, and computing the
difference with respect to the reference case λ = 1, as well as the
coefﬁcient of variation (CV, standard deviation divided by themean) as-
sociated with speciﬁc sets of simulations performed with different
values of λ. Tests will be run with λ equal to 1.3 and 1.5 (and their in-
verse), values that appear conservative considering validation results
(see Section 5.1). This sensitivity analysis on λ presented in the next
sub-section is completed by tests on thematch-up data set, the time pe-
riod, and the spatial resolution. The presentation of the geographical
variability associated with σ is presented in a following sub-section.
4.1.1. Sensitivity analysis of σ estimates
The three curves obtained with λ=1 offer a coherent picture for σ,
with a global average value decreasing with wavelength from 0.7–0.9
10−3 sr−1 at 412 nm to 0.05–0.1 10−3 sr−1 at the red band (Fig. 2).
However, the three estimates obtained with λ= 1 (in that case σSe |-
Mo=σMo |Se, σSe |Me=σMe |Se, and σMo |Me=σMe |Mo) are not identical.
The two estimates obtained for SeaWiFS from the pairs MoSe and
SeMe differ by approximately ±30% from 412 to 555 nm, and 42% at
670 nm. On the other hand, σMo |Se and σMo |Me are very close to each
other from 490 to 670 nm (from ±3% to 7%), but σMo |Me (equal to
σMe|Mo) becomes higher at 443 nm (difference of 16%) and even higher
at 412 nm (difference of 29%) where it becomes equal to σMe|Se that is
the highest value along the full spectral interval. The relative difference
between the σ resulting from the comparison pairs SeMe and MeMo
otherwise increases with wavelength, from 13% at 443 nm, 24% at
490 nm, approximately 35% at 510 and 555 nm, and 49% at 670 nm.
For each comparison pair, Fig. 2 also displays the cases λ = 1.3
and λ= 1/1.3, yielding six pairs of dotted curves (pairs of curves are
often overlaid since, for sensors A and B, σA|B(λ) tends to be close to
σB |A(1/λ)). For each mission, relative differences with respect to
the case λ = 1 are computed for the four cases (e.g., comparing
σSe |Mo(λ = 1.3) and σSe|Mo(λ= 1/1.3) with respect to σSe|Mo(λ= 1),
and σSe|Me(λ= 1.3) and σSe|Me(λ= 1/1.3) with respect to σSe|Me(λ=
1)). For SeaWiFS, the difference is approximately 12% in modulus be-
tween 412 and 490 nm (from−15% for σSe|Me(λ= 1/1.3) to +12.3%
for σSe |Mo(λ = 1.3)), 18% at 510 and 555 nm, and +26% (λ = 1.3)
and −21% (λ = 1/1.3) at 670 nm. Between 412 and 490 nm, results
are similar for MERIS (slightly higher, 14%) and for MODIS. For MERIS,
the difference for σMe |Mo is approximately 17% at 510 and 555 nm,
and 20% at 670 nm, but below 10% (in modulus) for σMe|Se (between
−10% and +6% at 510 and 555 nm, +2% and −3% at 670 nm). For
MODIS, differences are found below 10% (in modulus) for all four com-
parisons between 510 and 670 nm (between−10% and +2%).
A further sensitivity analysis on λ is shown in Fig. 3 with six com-
plete cases built assuming that one mission has σ lower or higher than
σ associated with the other two missions that are assumed equal,
which leads to ﬁve lines per graph (λ≠1 for two comparison pairs,
λ = 1 for the third pair). This is conducted with fairly high and low
values of λ (1.5 and 1/1.5). So, when applied to SeaWiFS, the cases are
characterized by the assumption σSe|Me= σSe|MowithσSe|Me= λσMe|Se,
σSe|Mo = λ σMo|Se (implying σMo|Me = σMe|Mo) with λ= 1/1.5 (Fig. 3a)
and λ = 1.5 (Fig. 3b). This is repeated for MODIS and MERIS. All the
curves appear in the same interval as those shown for λ = 1 in Fig. 2.
When computing the same statistics as for the cases λ= 1.3 or 1/1.3
Fig. 2. Global average of comparison statistics for the threemission pairs, expressed as a)σ, b) |ψ|, c) δ and d) ψ. For each comparison pair in a), dotted curves are obtainedwith λ equal to
1.3 and 1/1.3. In the case of the comparison pair MeMo, the star ‘*’ indicates results obtained with a 24th-degree spatial resolution.
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ences are logically found higher. Differences are mostly around 15–20%
in absolute value (from −24.4% to −20.1% and from +13.4% to
+19.9%) between 412 and 490 nm, around 26% for σSe|Mo, σSe|Me and
σMe|Mo, and below 17% for σMo|Se, σMo|Me and σMe|Se (from−17.3% to
+9.8%) at 510 and 555 nm, 30–40% for σSe|Mo, σSe|Me and σMe|Mo, and
below 12% for σMo |Se, σMo |Me and σMe |Se (from −11.9% to +5.9%) at
670 nm.
For each sensor, statistics are computed for the set of six simulations
associated with λ equal to 1/1.5, 1 and 1.5. For SeaWiFS, the coefﬁcient
of variation CV is approximately 23% between 412 and 490 nm, 29% at
510 and 555 nm, and 40% at 670 nm. It is fairly similar for MERIS, in-
creasing from 20% at 412 nm to 25% at 555 nm, and 30% at 670 nm,
while CV is lower for MODIS, 23% at 412 nm, 19% at 443 nm, 16% at
490 nm, 12% at 510 and 555 nm, and 8% at 670 nm.
Part of the differences between σ estimates can be due to the fact
that the RRS matching pairs differ from one comparison to the other.
This was evaluated in the following way: for a subset of bins, the cal-
culations applied to the pair MoSe (with λ = 1) were repeated 100
times with a randomly selected half of the comparison data set. The
coefﬁcient of variation among the results of this boot-strapping ex-
ercise is of the order of 10–15% between 412 and 555 nm (decreas-
ing with wavelength), and 5% at 670 nm. Another test is conducted
to assess the impact of the overlap period over the results: by
performing the calculations over an extended period (2002–2010
for MoSe and SeMe, 2003–2011 for MeMo), the results are almost
identical to those obtained with the reference period 2003–2007,
with differences usually not exceeding 2% at all bands, i.e., 0.01–0.02
10−3 sr−1 in the blue (maximum of 4.5%, or 0.03 10−3 sr−1, at
412 nm for MoSe).Finally an analysis was made to test the inﬂuence of the spatial res-
olution on the results. From the analysis performed with the 24th-
degree resolution betweenMERIS andMODIS (with λ=1), the average
σ is increased by approximately 16% at all wavelengths (with incre-
ments decreasing from 0.14 10−3 to 0.01 10−3 sr−1 from 412 to
670 nm) with respect to the 12th-degree case (see Fig. 2a). Conducting
the analysis with a different resolution might lead to conﬂicting effects:
on one hand, σ could decrease with a higher resolution since thematch
between the two products ismore accurate spatially and there aremore
matching pairs; on the other hand, averaging the MERIS and MODIS
products to a lower resolution would tend to reduce the noise associat-
ed with the data, and thus σ. Results suggest that the latter effect is
slightly dominating.
Making the synthesis of these various analyses, it appears that the
uncertainties associated with σ can be evaluated at 20–30% between
412 and 555 nm, and 30–40% at 670 nm. From the result of the boot-
strapping exercise, approximately a third to half of the uncertainty
(from 412 to 555 nm) could be due to the selection of the RRSmatching
data for each comparison pair. These uncertainties on σ may not be
equally distributed around the value obtained with λ = 1. Indeed,
Fig. 2a indicates that σMe associated with MERIS might actually be
higher than that resulting from the case λ= 1, since σMe |Se is higher
than the other estimates across the spectrumwhileσMe|Mo is also higher
in the blue. Conversely, σMo might be lower since σ tends to be lower
when MODIS is part of the comparison pair (Fig. 2a). This is conﬁrmed
when σMe is assumed to be 1.5 times σSe and σMo (Fig. 3f) or when
σMo is assumed to be 1.5 times lower than σSe and σMe (Fig. 3c): in
these cases, the twoσ estimates associatedwith eachmission (associat-
ed with a speciﬁc symbol in Fig. 3) are closer to each other than when
λ= 1 for the three comparison pairs. In spite of the potential afforded
Fig. 3. Global average σ for the three mission pairs. Each graph is associated with a speciﬁc case built assuming that one mission has σ lower (a,c,e) or higher (b,d,f) than the value of σ
associatedwith the other twomissions by a factorλ=1.5. In each graph, the color refers to the comparisonpair, whereas the symbol refers to themission. For instance, black (blue) dotted
lines with open circles represent σ estimates obtained for MODIS from the comparison with SeaWiFS (MERIS) data.
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itation of the current approach, andmorework is needed to better char-
acterize the relative values of the uncertainties associated with each
mission and how they vary with wavelength, location and season.
More sensitivity tests on the value of λ could help in determining the
most probable values for the σ spectrum associated with each mission.
4.1.2. Spatial and temporal variability of σ
The spatial distribution of σ is illustrated in Fig. 4 (for MoSe, λ 1) at
two selected wavelengths (443 and 555 nm) that are representative of
all the bands in terms of relative spatial distribution. Similar spatial pat-
terns are obtained for SeMe andMeMobutwith slightly different ampli-
tudes (not shown). Overall, the distribution of σ does not show a strong
spatial variability, withmost values in the interval 0.5–0.8 10−3 sr−1 at
443 nm, but some patterns can be noticed. Some regions of high σ are
associated with a relatively small number of match-ups (Fig. 1) but
this is by no means a general feature, as seen in the Arabian Sea or
some coastal regions (e.g., in the Black Sea or the Gulf of Mexico). Rela-
tively high σ are found in the northern mid-latitudes, along the equato-
rial band (or slightly off the Equator in the eastern Paciﬁc), and the
Southern Ocean, a region of high wind speeds generating white caps(Salisbury, Anguelova, & Brooks, 2014). Conversely, the subtropical
gyres or some high-latitude regions like the Hudson Bay or the Baltic
Sea show relatively low values of σ.
Regional averages ofσ are illustrated in Fig. 5 (still for theMoSe pair)
and conﬁrm the fairly small spatial variability of σ: regional averages
display a similar amplitude with the same spectral shape, and most
are within one standard deviation of the global average, with the stan-
dard deviation representing 15% of the average value at 412 and
443 nm. Considering the 56 Longhurst provinces, only 5 (for 443 and
490 nm) to 10 (for 670 nm) are characterized by a regional σ beyond
one standard deviation of the global average, with the Baltic Sea, the
Red Sea, the China Sea, the Indian coastal waters, and theGuianas coast-
al province (Longhurst, 2006) being the most affected. The ratio be-
tween maximum and minimum province averages of σ is between 1.7
and 2 from 412 to 510 nm, and is 3.2 and 6.8 at 555 and 670 nm, respec-
tively. This increase in relative excursion of σ for the green and red
wavelengths is explained by σ values being closer to 0. Among the rep-
resented regional estimates, only σ for the Southern Ocean and the
Northern Indian Ocean exceeds 0.75 10 −3 sr −1, whereas the Baltic
Sea's σ is distinctly small from 412 to 490 nm (0.53 10 −3 sr −1 at
412 nm). Beyond 490 nm, the lowest values are found in regions with
Fig. 4. Distribution of σ for the comparison SeaWiFS/MODIS at a) 443 nm, and b) 555 nm.
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ﬁrmed by Fig. 4. Seasonal variations of σ also appear very small: in
terms of global average, all four seasonal averages are in a envelope
not exceeding ±5% (with a maximum excursion between the four sea-
sons of 0.05 10−3 sr −1 at 412 nm), a result that mostly holds for all re-
gions (not shown).
4.2. Comparison statistics
For completeness, comparison statistics are presented. Before
describing the results for the comparison metrics introduced in
Section 2, the values obtained for β, which is the slope of linear
(model II) regression, can be mentioned. From 412 to 490 nm, β is
found close to 1, with global median values from 0.90 (regression of
SeaWiFS data with respect to MERIS at 412 nm) to 1.11 (regression of
MERIS data with respect to MODIS at 490 nm). Departures from 1 are
more pronounced at higher wavelengths, for instance global median
values of 1.48 and 3.0 at 555 and 670 nm, respectively, associated
with the regression ofMERIS data with respect toMODIS. Thesemedian
values vary greatly by region depending on the dynamic range of RRS,
from 0.95 to 3.9 at 555 nm, and from 0.92 to 7.6 at 670 nm, if the
Longhurst provinces are analyzed. At global scale, these statistics are
dominated by the oligotrophic waters that cover a large part of the
global ocean, and for which the natural variability of RRS at the green
and red wavelengths is small, potentially leading to values of β that
can be noticeably different from 1.The mean absolute relative difference |ψ | is fairly similar for the
three comparison pairs (Fig. 2b), with |ψ | between 12.9% and 16.3% at
412 nm. These statistics are virtually identical for the comparisons
MeMo conducted at the 12th-degree and 24th-degree resolutions, a re-
sult that holds for ψ and δ (see Fig. 2). |ψ | shows larger spatial variations
than σ (Fig. 5b), particularly in the blue and red, and in terms of spectral
shape. Considering the 56 Longhurst provinces,more than 20 (up to 24)
are associated with a regional |ψ | beyond one standard deviation of the
global average at 412, 443, 490 and 670 nm, while this is the case for 9
and 12 provinces at 510 and 555 nm, respectively. The ratio between
maximum and minimum province averages of |ψ | varies from 2 (at
510 nm) to 11 (at 412 nm). In general, |ψ | spectra are characterized
by a U shape, with a minimum in the interval 510–555 nm, in the
range 10–15%. Two end-members can be distinguished: i) oligotrophic
waters, as represented in Fig. 5b by the Mediterranean Sea, tropical
provinces and subtropical gyres (with the lowest median Chla of
0.07 mg m −3, Fig. 5), with |ψ | around 10% between 412 and 490 nm
(with the minimum for |ψ | of approximately 6.5% from 412 to 490 nm
in the subtropical gyres), and high values at 555 and 670 nm; ii) coastal
regions or marginal seas characterized by turbid waters, as exempliﬁed
by the Black and Baltic Seas (with the highest Chla), with high values of
|ψ | in the blue (exceeding 30% at 412 nm) and relatively low values at
670 nm. Between these two end-members, there can be some varia-
tions, like for the northern Indian Ocean showing high |ψ | across the
spectrum. Overall, |ψ | tends to be high when RRS is low and vice-
versa: in oligotrophic waters, RRS is maximum at 412 nm and decreases
Fig. 5. Regional averages of comparison statistics for the pair SeaWiFS/MODIS, expressed as a) σ, b) |ψ|, and c) δ. Averages are for the global ocean (with vertical bars, ±1 standard
deviation), Arctic Ocean, Southern Ocean, Mid-latitude provinces, Tropical provinces, subtropical gyres, upwelling provinces, ocean shelves, northern Indian Ocean, Mediterranean,
Black and Baltic Seas. Multi-annual median Chla is indicated for each ensemble.
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values at 412 nm, particularly in absorbing waters like those found in
the Baltic Sea (Berthon & Zibordi, 2010), and relatively higher values
at green and red bands (Mélin & Vantrepotte, 2015).
The mean relative difference (or relative bias) ψ shows different re-
sults for the three comparisons (Fig. 2d). For the pairMoSe, the globally-
averaged ψ is below +3.7% between 412 and 555 nm (+13.9% at
670 nm). In the interval 412–555 nm, it is comparable for the pair
MeMo with an opposite sign (i.e., MERIS RRS being lower than MODIS
RRS) with ψ between−0.7% and−3.8%, but it is much higher (in mod-
ulus) at 670 nm (−28%). The largest values (in modulus) are found for
the pair SeMe, with ψ ranging from+3.7% to+9.5% below 555 nm, and
reaching +45% at 670 nm (i.e., SeaWiFS RRS higher than MERIS RRS).
A picture consistent with ψ is given by δ (bias, Fig. 2c) even though
the spectral shape is different. Global statistics are much affected by ol-
igotrophic to mesotrophic waters, for which RRS tends to be relatively
high at blue wavelengths and low in the red. The average δ at 670 nm
is of the order of 10 −4 sr −1 or below, which can be translated into
large relative differences at this wavelength (Fig. 2d), while δ of 0.2–
0.3 10 −3 sr −1 is associated with fairly small ψ at blue wavelengths.
The maximum of δ is found at 443 nm, +0.4 10 −3 sr −1 for the pair
SeMe.
Figs. 6 and 7 illustrate the spatial variability of δ at 443 and 555 nm
for the pairs MoSe and SeMe, respectively (comparable patterns can
be seen for ψ), the former being complemented by the regional δ aver-
ages of Fig. 5c. At 443 nm (Fig. 6a), SeaWiFS RRS appear mostly larger
thanMODIS RRS, particularly in the Southern Ocean, the tropical Atlantic
or the northern Indian Ocean. The subtropical gyres and the Arctic basin
are the only regions where δ is negative, actually between 412 and490 nm (Fig. 5c). At 555 nm, most of the ocean has δ lower than
0.2 10 −3 sr −1 (in modulus) (Fig. 6b), with again the tropical Atlantic
or the northern Indian Ocean characterized by higher values. Consis-
tently with Fig. 2c, δ for the pair SeMe is mostly positive (i.e., SeaWiFS
RRS higher) in the global ocean at all bands (see Fig. 7 for 443 and
555 nm), with few isolated features of negative bias. Values are particu-
larly high in equatorial regions and the Southern Ocean. For the pair
MeMo, the distribution of δ can be deduced from Figs. 6 and 7; it
shows mostly negative values (i.e., MERIS RRS lower), except at 412
and 510 nm, bands for which regions with positive δ can be noticed
and whose global average is actually close to 0 (Fig. 2c).
Differently from σ, bias statistics show more seasonal variations at
least for some regions. Fig. 8 shows examples of such variations for δ
of the pair MoSe averaged over selected regions. Estimates for a speciﬁc
season are constructed by accumulating matching pairs for days in De-
cember–February for boreal winter, March–May for spring, June–Au-
gust for summer and September–November for fall. A clear feature is
observed for the subtropical gyres, here exempliﬁed by the North Atlan-
tic Tropical province (NATR) and the South Paciﬁc Subtropical Gyre
(SPSG) (see Longhurst, 2006, for the exact deﬁnition of these prov-
inces): the bias tends to be relatively high, i.e., positive and higher
than the multi-annual average, in the regional winter (boreal winter
for NATR, boreal summer for SPSG), and low (negative) in the regional
summer. This result actually applies tomost of the subtropical belt. Sea-
sonal variations are also found in smaller regions. For instance, in the
Black Sea (Fig. 8c), δ appears relatively high in summer (SeaWiFS RRS
higher thanMODIS RRS), and low in winter (closer to null). In the Arabi-
an Sea (Fig. 8d), there are not enough data for a robust estimate of δ in
summer because of the scarce coverage by standard satellite products
Fig. 6. Distribution of δ for the comparison SeaWiFS/MODIS at a) 443 nm, and b) 555 nm. Positive values mean that SeaWiFS RRS is higher than MODIS RRS.
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average whereas it is lower (but still positive) in spring. Results ob-
tained for δ are consistent with those displayed by ψ (not shown).
Various factors can explain why comparison statistics might evolve
with the season, as the performance of the atmospheric correction
is inﬂuenced by the geometry of illumination and by the annual
cycle of the atmospheric constituents and of the water content. Similar
variations have been noticed in previous studies comparing optical
properties associated with different missions (e.g., Mélin, 2011; Mélin
et al., 2009) or in terms of validation statistics (Mélin, Zibordi, &
Berthon, 2007; Zibordi, Mélin, & Berthon, 2012); the fact that they can
occur between missions processed with the same atmospheric correc-
tion scheme suggests different sensitivities to these factors from one
mission to the other.
5. Comparison with other uncertainty estimates
The main focus of this study is the term referred to as σ, the part of
the RRS uncertainty budget associated with random effects. Satellite
products should be accompanied by uncertainty estimates but in turn
the quality of these estimates needs to be assessed. The ﬁrst way to con-
duct such an assessment is through a comparisonwith validation statis-
tics, i.e., resulting from the comparison of satellite products with ﬁeld
data (Section 5.1). As anticipated in Section 3.2, σ obtained by colloca-
tion of satellite products can be compared with a σv term derived
through the same mathematical framework. The un-biased RMS differ-
ence Δu will also be considered for comparison with other estimates.Moreover, the σ term can be compared with uncertainty estimates
derived by other approaches. Here, two other techniques are consid-
ered. The ﬁrst one was developed in the framework of the European
Space Agency (ESA) Ocean Colour Climate Change Initiative (CCI,
Sathyendranath et al., 2016) that is including uncertainty estimates
for RRS in its data stream. Matching ﬁeld data from a large data base
of optical measurements with daily Level-3 RRS products, validation
statistics were derived and analyzed across a suite of optical water
types (or classes) built from the satellite RRS products. A similar en-
semble of ﬁeld data compared with Level-2 satellite imagery was
used to deﬁne validation statistics per optical water type by Moore,
Campbell, & Feng (2015), where the types were constructed from
ﬁeld observations (Moore, Campbell, & Dowell, 2009). Other investi-
gations have also expressed validation results as a function of optical
classes (Goyens, Jamet, & Schroeder, 2013; Mélin & Franz, 2014). CCI
uncertainty estimates are obtained at global scale by computing for
each daily bin the weighted average of validation statistics associat-
ed with the relevant optical classes, where the weights are the class
memberships determined for each class in a way similar to the ap-
proach proposed by Moore et al. (2009) for Chla. For instance, if RRS
appears to fully belong to a speciﬁc class (membership of 1), it is as-
sumed that its uncertainty is well represented by the related valida-
tion results obtained with the match-ups belonging to that class.
Considering that the CCI uncertainty estimates are traceable to vali-
dation statistics, σ is here compared with the unbiased RMS differ-
ence Δu derived from CCI data and computed according to Eq. (17)
(for clarity the notation ΔuCCI is introduced). Uncertainty estimates
Fig. 7. Same as Fig. 6 for the comparison SeaWiFS/MERIS. Positive values mean that SeaWiFS RRS is higher than MERIS RRS.
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annual averages.
Another approach has been proposed to derive uncertainty esti-
mates for SeaWiFS and MODIS RRS (Hu, Feng, & Lee, 2013). It relies on
Chla bio-optical algorithms with results applicable to oligotrophic wa-
ters (Chla lower than 0.25mgm−3). The concept is to compare the out-
puts of two Chla algorithms, the OC4v6 blue–green band-ratio
formulation (O'Reilly et al., 2000) (workingwith 443 nm in oligotrophic
waters) and a color index (CI) three-band subtraction method (Hu, Lee,
& Franz, 2012).When both outputs are in close agreement, the associat-
ed RRS is assumed to be affected by a low uncertainty (and for practical
purposes error-free), while this uncertainty increases as the algorithm
outputs diverge. Practically, for a given Chla the reference RRS is taken
as the average of the RRS spectra producing two Chla estimates differing
by less than 5%. Uncertainty estimates, provided as a function of Chla,
are derived as the standard deviation Ω of the RRS deviations from the
reference RRS in areas of the North Atlantic and South Paciﬁc subtropical
gyres (for more details about this approach, see Hu et al., 2013).
These comparisons are made with respect to σ estimates obtained
with λ equal to 1, keeping in mind the uncertainties on σ discussed in
Section 4.1.1.
5.1. Comparison at validation sites
This section compares uncertainty estimates at speciﬁc validation
sites. The comparison of σ with validation statistics is possible for sites
with a signiﬁcant number of match-ups such as those introduced inSection 3.2. In practice, σ as well as the unbiased RMS difference Δu
obtained from the validation analysis (Section 3.2) for the three mis-
sions are compared with σ found for the macro-bin associated with
the site location for the three comparison pairs, and with ΔuCCI obtain-
ed from the CCI project (Fig. 9). Here each site is associated with
three estimates σ c obtained from the comparisons MoSe, MeMo,
and SeMe (noted σMoSec , σMeMoc , and σSeMec , respectively) with λ
taken equal to 1, and three estimates σv from the validation statistics
of SeaWiFS, MODIS, and MERIS (noted σSev , σMov , and σMev , respectively).
For clarity, it is stressed that the σ v values are computed at the center
wavelengths associated with each mission (Table 1). The number of
match-ups between sites and missions is highly variable, 545 at MOBY
and 461 at AAOT but as low as approximately 30 at the Baltic sites for
SeaWiFS, between 148 (GDLT) and 553 (AAOT) for MODIS, and be-
tween 23 (HLT) and 163 (MOBY) for MERIS. Moreover, ΔuCCI values are
extracted for the site location from multi-annual averaged maps.
At theMOBY site (Fig. 9a), the various σ estimates appear compara-
ble, with σc obtained from comparison usually lower than σv obtained
from validation. For instance the ratio of the three σ c with respect to
σSev varies between 0.76 and 1.05 for wavelengths between 412 and
555 nm. This ratio is between 0.55 and 0.80 at 670 nm, but it varies
from 0.93 to 1.36 if σMov is taken as the reference (σSev being noticeably
higher than σMov at that band). The CCI value ΔuCCI is fairly comparable
with σ estimates for wavelengths above 500 nm but appears noticeably
higher in the blue. Differences are however reduced if ΔuCCI is compared
to Δuv obtained from validation: for instance the ratio between ΔuCCI and
Δu ,Sev varies between 0.99 (at 555 nm) and 1.28 (at 443 nm). Indeed,
Fig. 8. Regional average of δ for the comparison SeaWiFS/MODIS over the a) North Atlantic Tropical province, b) South Paciﬁc Subtropical Gyre, c) Black Sea, and d) Arabian Sea. Themulti-
annual average (2003–2007) is shown by a dotted line with circles, while seasonal values are given for boreal winter (WI), spring (SP), summer (SU) and fall (FA). Positive values mean
that SeaWiFS RRS is higher than MODIS RRS.
Fig. 9. For 4 validation sites, σ estimates obtained for the three comparison pairs (red lines), and from validation statistics for each mission (blue lines). Separate symbols, ‘+’, ‘o’ and ‘x’,
provide the same validation statistics in terms ofΔu for SeaWiFS, MODIS andMERIS, respectively.ΔuCCI values are shownwith dashed green lines. Statistics are given for the sites a) MOBY,
b) AAOT, c) GDLT and d)HLT. The gray curveswith diamonds are uncertainty estimates for the corresponding ﬁeldmeasurements (see text). In a), the curve SeMe ismostly overlaid by the
line Se, while the line MeMo is mostly overlaid by the line MoSe.
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mately 20–25% between 412 and 443 nm, 10–15% between 510 and
560 nm, and 2% in the red. Fig. 9a also displays an estimate of the uncer-
tainty associated with the ﬁeld data, by multiplying the relative uncer-
tainty documented for the site (12.5% in the red, 5% otherwise; Brown
et al., 2007) by the average RRS computed over the match-up data. The
ratio between this uncertainty and σMoSec (i.e., the lowest σ estimate)
varies from approximately 0.9 between 412 and 490 nm, and is equal
to 0.61, 0.41 and 0.24 at 510, 555 and 670 nm, respectively. This
shows that a 5% uncertainty is approximately reached only for wave-
lengths below 500 nm at this site.
Results found at the northern Adriatic coastal site AAOT are also
comparable for the σ estimates obtained through comparison or valida-
tion,with asmuch variation between the threeσcs as between the three
σ vs (Fig. 9b). The highest values are associated with the validation re-
sults σv at 412 nm while the maximum in the green is found for
σSeMec . Except σMov and σMev , the σ spectra as well as ΔuCCI show a local
maximum at the green band. For that site, the values of σv and Δuv ob-
tained from validation are actually close, differing by usually less than
5%. Differently than for MOBY, the uncertainty associated with the
ﬁeld data (equivalent to 5%, except for the red, 7%; Gergely & Zibordi,
2014) appears much lower (by a factor at least 3) than the σ estimates.
For the Baltic sites (Fig. 9c and d) it is worth remembering that the
number of match-ups obtained for SeaWiFS (29 and 31 at GDLT and
HLT, respectively) andMERIS (43 and 23 at GDLT andHLT, respectively)
is fairly low. With the exception of a relatively high σMov at 547 nm, the
various σ estimates are well consistent at GDLT (Fig. 9c). For instance,
the ratio between σMoSec and σSev varies from approximately 0.7 between
412 and 490 nm to 0.94 at 555 nm and 0.83 at 670 nm. At HLT (Fig. 9d),
the agreement appears still better, with the ratio between
σMoSec and σMov being around 0.8–0.9 from 412 to 490 nm, around 1 inFig. 10. σ spectra obtained from the three comparison pairs over the North Atlantic subtropica
Hu et al. (2013) are provided for MODIS (dashed blue lines with ﬁlled circles) and SeaWiFS (bl
given for Chla equal to a) 0.05, b) 0.1, c) 0.15 and d) 0.2 mg m−3. For wavelengths above 500the green, and 1.03 at 670 nm. For both Baltic sites, ΔuCCI is noticeably
higher than the other estimates even considering the Δuv obtained
from validation. The difference between the values of σv and Δuv obtain-
ed fromvalidation varieswidely, with the former being 4% to 39% lower.
Being derived from a comparison with ﬁeld data (including those from
the four sites considered here), CCI estimates reﬂect validation statistics
obtained for speciﬁc optical water types, so that to ﬁnd a coherence be-
tween ΔuCCI and Δuv is not surprising. By the same token, validation re-
sults obtained with other ﬁeld data sets may contribute large Δu
values for the optical water types most frequently encountered at
GDLT and HLT, explaining why fairly high ΔuCCI are found at the Baltic
sites. As for AAOT, the uncertainty associated with the Baltic ﬁeld data
(equivalent to at least 5%) are lower than σ by a factor 2 or 3 at the
green and red bands, or a factor 5 in the blue.
The availability of validation statistics for the three missions allows
the comparison of their respective σv. From 412 to 490 nm (neglecting
the impact associated with the difference between 488 and 490 nm),
the ratio between σv of the three missions is mostly in the interval
0.8–1.2, with a ranking that is not systematic: for instance MODIS
σMov is higher than for SeaWiFS and MERIS at the MOBY site, but it is
lower at AAOT. There are a few exceptions, σSev being higher than σMov
by a factor 1.3–1.35 at 443 and 490 nm at AAOT, and
σMev being higher than σMov by a factor 1.3 at 412 nm at GDLT. At 510 nm,
σMev is lower than σSev by a factor 0.85 at MOBY and AAOT (that band is
not available for the Baltic sites). Regardless of differences in wave-
lengths, σv at the green band are generally very close, but σSev is signiﬁ-
cantly higher than for MODIS and MERIS by a factor of approximately
1.5 at AAOT (Fig. 9b), while σMov is higher at GDLT (Fig. 9c). Neglecting
the difference in wavelength in the red (665 to 670 nm), the ratio be-
tween σ vs is in the interval 0.75–1.3, except σSev that is higher than
σMov by a factor 1.68 at MOBY. While keeping in mind that thesel gyre (red lines with three different line styles). Associated uncertainty estimates Ω from
ue lines with circles). ΔuCCI are shown with green dotted lines with diamonds. Statistics are
nm, the line MeMo is mostly overlaid by the line MoSe.
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they shed some light on the values that can be associated with λ and
show that the sensitivity analysis performed on λ (Section 4.1.1) covers
a realistic interval.
5.2. Comparison with estimates over oligotrophic waters
To allow a comparison with the uncertainty estimated by the
approach of Hu et al. (2013), an analysis is conducted over the North At-
lantic and South Paciﬁc subtropical gyres (NASG and SPSG, respective-
ly). For comparison with the Ω estimates (noted ΩSe and ΩMo for
SeaWiFS and MODIS, respectively), σ is averaged for the two regions
over several Chla intervals around 0.05 (0.025–0.075), 0.1 (0.075–
0.125), 0.15 (0.125–0.175) and 0.2 (0.175–0.225) mg m −3. The Chla
values are taken from a SeaWiFS annual average. A similar analysis is
conducted with the CCI estimates ΔuCCI. The resulting spectra are com-
pared in Figs. 10 and 11.
For Chla of 0.05 and0.1mgm−3, the largest differences between the
various estimates are found for blue wavelengths (Figs. 10a, b, 11a and
b), with ΔuCCI being highest. For both regions, the Ω values are actually
close to σ derived from the MoSe comparison (i.e., the lowest σ) with
the ratio Ω to σMoSe mostly in the interval 0.7–1.5, except in the red
with ΩSe/σMoSe equal to 2.4 in SPSG for Chla of 0.1 mg m −3, and ΩSe/
σMoSe around 2 in NASG. In SPSG at 0.05mgm−3,Ω is lower and higher
than σMoSe at 443 and 490 nm, respectively. Actually, Ω is often charac-
terized by a local maximum at 490 nm that is not seen in the σ or ΔuCCI
spectra.
For 0.15 and 0.2 mg m −3 (Figs. 10c, d, 11c and d), Ω values are
higher (as increasing with Chla; see also Fig. 7 in Hu et al., 2013) and
closer to σ derived from the SeMe comparison, at least between 490
and 670 nm. At 412 and 443 nm, and for Chla of 0.15 mg m −3, Ω is
close to σ from the MoSe comparison in NASG (Fig. 10c), and close toFig. 11. σ spectra obtained from the three comparison pairs over the South Paciﬁc subtropical g
et al. (2013) are provided forMODIS (dashed blue lineswith ﬁlled circles) and SeaWiFS (blue lin
for Chla equal to a) 0.05, b) 0.1, c) 0.15 and d) 0.2 mg m−3. For wavelengths above 500 nm, thσ from the MeMo and SeMe comparisons in SPSG (Fig. 11c). For Chla
of 0.2 mg m −3 in NASG, Ω at these wavelengths is between σ found
for the MoSe and MeMo comparisons (Fig. 10d). For Chla of
0.15 mg m −3, ΔuCCI is close to Ω and σSeMe between 490 and 555 nm,
but is the highest estimate at 412, 443 and 670 nm. It is also the highest
across the spectrum for Chla of 0.2mgm−3, approximately a factor of 2
with respect to σMoSe. This difference can not be explained by the rela-
tionship between validation statistics expressed as Δu and σ
(Eq. (18)): for oligotrophic waters, the results obtained at MOBY sug-
gest a difference not exceeding 25% (Section 5.1). Computed for similar
water types (oligotrophic waters and ﬁxed Chla intervals), ΔuCCI esti-
mates associated with the two regions NASG and SPSG are logically
very similar.
6. Discussion
This section discusses the results obtained for σ. A ﬁrst point of dis-
cussion is associated with the method itself, speciﬁcally in its deﬁnition
of the value assumed for λ. The results based on λ= 1 show that the σ
estimates obtained from the three comparison pairs are not identical, al-
beit comparable (Fig. 2a), which indicates that this assumption is not
necessarily valid everywhere and for each band. Finding a ﬁxed λ
value that would reconcile the σ estimates appears challenging: the
global average of σ associated with the MeMo pair is close to the esti-
mate from the MoSe pair from 490 to 670 nm but close to the estimate
from the SeMe comparison at 412 nm, so that a common λ value for all
bands may not always apply, without mentioning possible spatial and
temporal variations (where these can partly be due to the variations
in the availability of matching pairs). Validation results (Antoine et al.,
2008; Mélin et al., 2011b, 2012; Mélin & Franz, 2014; Zibordi et al.,
2009a) suggest a certain range of possible λ values, typically found in
the interval from 0.8 to 1.2 (Section 5.1). Recently, using a largeyre (red lines with three different line styles). Associated uncertainty estimatesΩ from Hu
eswith circles).ΔuCCI are shownwith green dotted lineswith diamonds. Statistics are given
e line MeMo is mostly overlaid by the line MoSe.
Table 2
Average ratio (expressed in %) between σ and the multi-annual (2003–2007) average of
RRS at the SeaWiFS wavelengths. σ is that associated with the SeaWiFS/MODIS pair, and
the average RRS is that of SeaWiFS. Statistics are given for various intervals of Chla (in
mg m−3), with the last four columns associated with the intervals 0.025–0.075, 0.075–
0.125, 0.125–0.175 and 0.175–0.225. The ﬁrst line of statistics provides the percentage
of the domain of analysis corresponding to the Chla interval (in %).
Chla All ≤0.1 ≤0.3 N0.3 0.05 0.1 0.15 0.2
Area [%] 100 30.5 77.7 21.6 20.2 18.7 16.2 12.2
412 9.8 4.9 7.4 18.3 4.5 6.5 8.3 9.8
443 8.5 5.2 7.1 13.5 4.8 6.5 8.0 8.9
490 7.2 5.6 6.5 9.6 5.3 6.3 7.0 7.4
510 9.0 8.0 8.7 10.2 7.8 8.7 9.2 9.3
555 11.4 11.1 11.5 11.1 10.9 11.7 11.9 11.8
670 22.3 23.0 22.3 22.6 23.3 22.4 21.7 21.3
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SeaWiFS and MODIS: the validation statistics expressed in terms of Δu
show a ratio close to 1 at comparable wavelengths (412 to 490 nm,
from 0.98 to 1.1), and 1.48 in the red (SeaWiFS Δu higher). Altogether,
validation statistics support the sensitivity analysis that has been con-
ducted with λ values of 1, 1.3 and 1.5 (and their inverse). The differ-
ences seen between the estimates obtained with λ = 1 (across the
three comparison pairs) as well as the variations observed by varying
the value of λ provide an evaluation of the uncertainties that can be as-
sociated with σ, approximately 20–30% between 412 and 555 nm, and
30–40% at 670 nm. Boot-strapping tests indicate that a third or half of
these uncertainties (between 412 and 555 nm) can be related to the se-
lection of the RRSmatching pairs. Oneway to solve the issue of the value
of λ is to use a triple collocation approach where matching pairs are re-
quired for the three missions contemporaneously but the disadvantage
is that the number of match-ups would drop drastically. An approach
assessing the variability of RRS within adjoining pixels in areas of low
natural variability could also help in determining the relative values of
σ for the different missions.
The estimates of σ obtained from the collocation exercise were
confronted with estimates obtained through other avenues, showing a
general coherencewith some differences. Part of these can be explained
by the fact that the different approaches relied on data sets that differ in
terms of time period or spatial scale. Furthermore, they were obtained
with very different methods and each uncertainty estimate may repre-
sent a different facet of the uncertainty budget. The ﬁrst comparison
was with σ obtained from validation analyses. Overall, the various σ
estimates are well coherent at the four sites considered (Fig. 9). σ esti-
mates can also be compared with the unbiased RMS difference Δu ob-
tained from validation but this term can be noticeably higher (20% or
more) with respect to σ since it can be impacted by the slope of linear
regression between the two data sets and by the uncertainties associat-
ed with the ﬁeld data (Eq. (18)).
The σ estimates were compared as well with Δu obtained from the
CCI project whereby validation statistics are extended at global scale
through an optical classiﬁcation scheme. ΔuCCI compared well with the
other estimates at the validation sites MOBY and AAOT but yielded
higher values at the Baltic sites. For subtropical gyres (Figs. 10 and
11), ΔuCCI appeared as the highest estimates particularly at 412 and
443 nm. Again part of these differences is due to the fact that Δu is
higher thanσ by construction (Eq. (18)); actually,ΔuCCI is closer toΔuv de-
rived from the validation analyses. Moreover, CCI values are provided
on a 24th-degree grid, so thatΔuCCI could be divided by 2 (
ﬃﬃﬃ
4
p
) by averag-
ing 4 values to express it at a 12th-degree resolution. In that case, ΔuCCI
would be remarkably in line with σ for the MoSe comparison
(e.g., going from 1.2 10 −3 sr −1 to 0.6 10 −3 sr −1 at 412 nm, Figs. 10
and 11). On the other hand, this might not be applicable, considering
that validation statistics characterizing each water type very likely
would not have differed by a factor of 2 if the CCI match-up exercise
had been conducted on a 12th-degree grid. Based on the results obtained
with the MeMo comparison conducted at both resolutions, a resolution
degraded from 24th-degree to 12th-degree resulted in a decrease in σ of
approximately 16%. This raises the question of how uncertainties
behave across the small scale variability of satellite ocean color products
(Doney, Glover,McCue, & Fuentes, 2003), how their estimates should be
handled across different spatial resolutions, and how the difference in
scale between satellite products and point ﬁeld measurements is
accounted for when uncertainty estimates are traceable to ﬁeld data.
The third approach considered is derived from the comparison of
outputs from two Chla algorithms (Hu et al., 2013). The resulting esti-
mates Ω are only available for oligotrophic regions with Chla lower
than 0.25 mg m −3 that represent a sizeable portion of the world
ocean. Here again, there appeared to be a general coherence between
σ and the model-derived Ω, expressed as the standard deviation of RRS
departures from an error-free RRS determined by comparing thealgorithm outputs. This error-free RRS is intended as a value of reference
and may differ from the theoretical true RRS. So by construction,Ω does
not include any contribution that might arise from biases existing be-
tween the satellite RRS and the actual value. In that respect, its descrip-
tion of the uncertainty budget is incomplete, in the same way as σ's is.
For completeness, it is mentioned that the Ω formulation as a function
of Chlawas obtainedwith Level-2 satellite data (i.e., with pixel-size res-
olution). Tests performed byHu et al. (2013) suggest that similar results
would have been obtained with degraded resolutions typical of Level-3
products.
Next is discussed the σ distribution with respect to biases and mis-
sion objectives. Again, in the mathematical framework introduced in
Section 2,σ is thepart of theRRSuncertainty budget associatedwith ran-
dom effects, i.e., not affected by biases. The uncertainty budget should
be completed by the systematic difference between reference state r
and true state (that is only attainable with in situ data). Some space
was also granted to results describing the bias δ between satellite prod-
ucts, which has some relevancewhen discussing the overall uncertainty
budget. Indeed, the bias between RRS from twomissions can be seen as a
lower estimate of half of the actual bias that would affect at least one of
these products. So if δ between missions is any indicator of the actual
bias (i.e., with respect to true values), then typical amplitudes of
0.1–0.2 10 −3 sr −1 (Fig. 2c) represent 10–20% of the σ value in the
blue. Considering the comparison pair MoSe (MODIS/SeaWiFS), the
multi-annual average bias δ is found within ±σ for at least 96% of the
macro-bins for wavelengths between 412 and 510 nm, 94% at 555 nm
and 51% at 670 nm. These numbers are very similar for the other two
pairs (i.e., around 95%) with some exceptions (lower for the pair SeMe
at 555 and 670 nm, 86% and 19%, respectively, but higher at 670 nm
for the pair MeMo, 75%).
It is also worth comparing σwith mission objectives (McClain et al.,
1992) or GCOS (GCOS, 2011) requirements (5% for blue and green
wavelengths), while bearing in mind that conclusions reached in rela-
tionwithσ are subject to theσ uncertainties recorded above. The statis-
tics provided below are derived with match-up pairs expressed on a
12th-degree grid and, considering the analysis performed at two differ-
ent resolutionswith theMeModata set, theymight be slightly degraded
at the 4-km spatial resolution associatedwith theGCOS objectives. Inso-
far as the σ component exhibits a small variability (both in time and
space) particularly for the blue bands, the uncertainty expressed in rel-
ative terms associated with RRS varies at ﬁrst order as the inverse of RRS.
Incidentally, this would support the deﬁnition of mission objectives in
(radiometric) reﬂectance units. Here, the comparison between σ and
mission objectives is done through computing the average ratio of σ
(pair MoSe) and the multi-annual (2003–2007) average of RRS (taking
the SeaWiFS record as a reference). The global average of σ/ RRS is in
the interval 7–11% between 412 and 555 nm, while it is lower for Chla
below 0.3mgm−3 (7% between 412 and 490 nm) (Table 2). The results
are again compatible with validation statistics for open ocean waters:
the validation exercises performed at MOBY (Section 5.1) yield a
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proximately 7% between 412 and 490 nm for the three missions, and
Fig. 9a shows that at these wavelengths σ is indeed close to the ﬁeld
data uncertainty expressed in sr −1. Another validation activity per-
formed in Mediterranean oligotrophic waters found differences of 8%
to 15% in that spectral range (Zibordi, Berthon, Mélin, & D'Alimonte,
2011) (another study in the Ligurian Sea showed differences above
20% at 412 nm for SeaWiFS and MODIS; Antoine et al., 2008). The
ratio σ/ RRS tends to increase with Chla in a way remarkably consistent
with the results of Hu et al. (2013) (see their Fig. 6), with a value of
5–6% for Chla of 0.1 mg m −3. Therefore both studies reach the conclu-
sion that the mission objective of a 5% accuracy is fulﬁlled at the blue
bands (412–490 nm) for oligotrophic waters deﬁned as Chla≤0.1-
mg m −3, whereas this ﬁgure is more like 5–10% for Chla between 0.1
and 0.3 mg m −3. Differently from the blue spectral domain, for green
and red bands the ratio σ/ RRS appears relatively stable, at least within
the broad categories included in Table 2. Indeed when considering
coastal regions, both σ and the average RRS tend to increase. For coastal
sites, the σ estimates appear far from the ﬁeld data uncertainty, equiva-
lent to at least 5% (Fig. 9b,c,d). By construction, the σ terms have a zero
average, whichmeans that over suitable spatial and/or temporal scales,
the uncertainties that are discussed here tend to be canceled out. On the
other hand, this discussion is still relevant considering that GCOS re-
quirements are expressed for a daily sampling associated with a 4-km
resolution (GCOS, 2011).7. Conclusions
This work described a collocation approach producing an uncertain-
ty estimateσ representing the part of the RRS uncertainty budget associ-
atedwith random effects, i.e., not inclusive of biases. The σ distributions
compared well with independent estimates obtained from ﬁeld data or
derived from algorithms. It is again stressed that σ, albeit resulting from
a comparison of two data sets, is an intrinsic property of each data set. σ
estimates are spatially resolvedwith a spatial resolution that can be that
of the satellite products, even though degrading the resolution allows
for more robust statistical calculations. Conversely, the approach has a
very limited capacity to provide temporally-resolved information even
if seasonal averages were produced; in general the temporal dis-
crimination that is attainable ultimately depends on the amount of
matching pairs available for analysis. But considering its very small
variations in time, the global distribution of σ (Figs. 4 or 5a) appears
as a lower-bound estimate of the RRS uncertainty that is readily appli-
cable to existing missions, keeping in mind that the bias could ac-
count for an additional contribution, e.g., representing 10–20% of
the σ value in the blue. The fact that σ generally shows small varia-
tions with respect to uncertainty estimates expressed in relative
terms (in %) further suggests that uncertainty goals should be
expressed in radiometric units. Moreover, when applied to several
sensor pairs and with different λ values, the results could be further
exploited to better constrain the most probable value of the σ spec-
trum relative to each mission.
Using RRS data expressed on a common 12th-degree grid, the global
average of σ has been found to decrease with wavelength from approx-
imately 0.7–0.9 10 −3 sr−1 at 412 nm to 0.05–0.1 10−3 sr−1 at the red
band. The spectral shape of σ actually reﬂects that of RRS if oligotrophic
waters are considered. However, the shape of σ is mostly conserved in
coastal waters or marginal seas (Fig. 5a) for which RRS spectra
show different features (Mélin & Vantrepotte, 2015). Taking its glob-
al average (pair MoSe), the spectral dependence of σ is well
reproduced by a power law λ−4.3 (r 2 = 0.983, RMS difference be-
tween σ and ﬁtted value of 0.03 10 −3 sr −1), which is actually
close to the spectral dependence of the Rayleigh optical thickness
(Bodhaine, Wood, Dutton, & Slusser, 1999). Considering that the
spectral shape of σ is also reminiscent of the spectral character ofthe top-of-atmosphere radiance as well as the Rayleigh and aerosol
radiances, this suggests the obvious conclusion that the amplitude
of σ is strongly dependent on the calibration of the sensor and the
performance of the atmospheric correction.
The study was completed by the description of other statistical indi-
cators describing the differences between mission-speciﬁc data, δ, |ψ |
and ψ. These differences are fairly signiﬁcant even though all threemis-
sions considered were processed with the same strategy for calibration
and atmospheric correction. They may stem from a variety of sources
(IOCCG, 2007): differences in sensor design, functioning and spectral
characteristics may propagate through the processing chain, the atmo-
spheric correction may respond differently to a different geometry of
observation and illumination or varying aerosol types, and products
may be affected by spatial mismatches associated with the mapping of
pixels with different sizes and shapes. Moreover the overpass times
are separated by a few hours, whichmay generate real differences, par-
ticularly in tidal regions (Wang et al., 2013), while in some areas little
variability has been shown for reﬂectance ﬁelds (Zibordi et al., 2006b;
Mélin & Zibordi, 2007). Generally, in most cases, it still appears chal-
lenging to conﬁdently attribute differences between products to the
natural variability occurring between subsequent overpass times with
respect to the effect on the atmospheric correction occasioned by
changes in the geometry of illumination and the atmospheric content
(aerosols, clouds) or simply by noise. Fully documenting and explaining
the variations of these quantities as a function of comparison pairs,
space, season and wavelength is out of the scope of this paper, but
some results of general validity were provided that can be summarized
as follows:
• comparison statistics of relative differences (|ψ | andψ), display a larg-
er spatial variability than the σ distribution, particularly at blue and
red bands,
• the mean absolute relative difference |ψ | shows a characteristic
U-shape whose tilt changes with water type, with relatively low
(high) values for blue wavelengths and high (low) values in the red
in oligotrophic (turbid) waters, i.e., with a mirror evolution with re-
spect to the RRS amplitude,
• bias metrics may show signiﬁcant seasonal variations (including
changes in sign) for some regions such as the subtropical waters,
• on average, SeaWiFS RRS tend to be slightly higher than MODIS RRS,
which in turn appear higher than MERIS RRS.
Based on past experiencewith previous versions of the data sets, it is
likely thatmajor results of the paper (amplitude and spectral shape ofσ,
generally less spatial variability of σwith respect to |ψ|, U-shape of |ψ |
changing with optical water types) will not be strongly affected by fu-
ture mission reprocessing efforts, unless a signiﬁcant leap forward in
terms of algorithms and/or instrument characterization is achieved.
The last point listed above, associated with the bias distributions, may
be the most susceptible to revisions since changes associated with
reprocessing can affect the sign of δ particularly if δ is small (see exam-
ple with MERIS in Zibordi, Mélin, Berthon, & Canuti, 2013).
The capacity to routinely associate RRS distributionswith a robust es-
timate of uncertainty is a ﬁeld in its infancy but new developments are
likely to be spurred by operational requirements. For instance a project
such as ESA's CCI is including uncertainty estimates for RRS in its data
stream (Sathyendranath et al., 2016). In that context, collocation of co-
incident records from variousmissions appears as a relatively untapped
resource in ocean-color science. This study is also the ﬁrst attempt at
quantitatively comparing spatially-resolved uncertainty estimates
obtained from various methods. Even though developed indepen-
dently with very different principles, a consistent picture of uncer-
tainty estimates of RRS emerged, but more work is needed to
develop new approaches and to compare their different results, as
well as to investigate how uncertainty estimates vary with mission,
time, location and wavelength.
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σ is considered known for a well-characterized mission, instead of as-
suming that the ratio of the σ terms associated with two missions
(i.e., λ) is known. The system of Eqs. (9) and (10) can then be solved
to yield σ for another, less characterized, mission. Considering that
data bases of comparison between missions are likely to grow much
faster than validation data setswhen a newmission is launched, this ap-
proach also has a promising potential to contribute to the deﬁnition of
the uncertainties of RRS derived from a new satellite sensor in its early
mission stages, and could be easily included in the validation strategies
of new missions.
Obviously collocation relies on overlaps between missions. Of the
three missions studied here, two are terminated and one is well past
its expected life time,making it urgent to have additional missions join-
ing MODIS and the Visible/Infrared Imager Radiometer Suite (VIIRS,
(Schueler et al., 2002)) in orbit.
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