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EXPERIENCE WITH STOCHASTIC COOLING OF PARTICLE BEAMS
F. CASPERS
PS Division, CERN, 1211 Geneva 23, Switzerland
A review of stochastic cooling (St.C.) systems in several machines, which are or have been in use or are under
construction is given. It includes a discussion on operational performance, improvements after startup and practical
limitations. Bunched beam stochastic cooling has been a challenge since many years and it appears that the
reasons for the difficulties experienced in the past are better understood now. For the design of future St.C.
systems some hints on practical and theoretical issues are presented as well as a collection of diagnostic tools for
running-in and for operation of St.C. systems.
1 Introduction
From the first experimental evidence of stochastic
beam cooling in the CERN-ISR (Intersecting Storage
Rings), about 20 years ago (ISR in 1975, ICE in 1977),
until today this technique has found important appli-
cations in different machines (CERN, INS, FNAL). In
parallel to growing theoretical understanding and
practical experience, progress in microwave technology
allowed for more than a factor of ten improvements on
system bandwidth. Stochastic cooling was originally
designed for obtaining a large increase (by more than a
factor 109) in phase-space density of the precious anti-
protons. But nowadays also stochastic cooling and
stacking systems for protons and highly charged ions
are under consideration or in construction. As a com-
plementary technique to electron cooling, which is well
suited for already cool beams (to become “frozen” but
not yet crystallized), St. C. has its strong points for
cooling “hot” beams.
2 Review of Existing Systems
2.1   Stochastic Cooling in the AAC
The AAC (Antiproton Collector Complex), consisting of
the AA which is the Antiproton Accumulator and the
AC (Antiproton Collector) went into operation in 1988
when the construction of the AC was terminated. The 1
to 3 GHz AC stochastic cooling system in which moving
pick-up and kicker electrodes accompany the beam as it
shrinks, was identified as a critical item in achieving
the design performance of the AAC, even when using a
4.8 s instead of a 2.4 s cycle as originally planned. This
cooling system is subdivided into three frequency bands
(1 - 1.65, 1.65 - 2.4 and 2.4 - 3.1 GHz). It consists of 9
pick-up and kicker tanks each operating in one of the
frequency bands and in 'p/p as well as in the
transverse plane.
In 1988 a stacking rate of 3.6 u 1010  pbars/h was
achieved1,2 with a 26 GeV/c proton production beam of
1.35 u 1013 particles/shot, repetition period of 4.8 s and a
yield (lithium lens) of 5.7 u 10-6 (pbars/incident proton).
However, the total stacking efficiency just amounted to
63%. Despite having cryo-pick-up structures and
preamplifiers the available power (about 10 kW for CW
signals) limits the gain to values below optimum during
most of the cycle. Several improvements (AC) were
introduced during 1988 and 1989.
- Additional cryo-cooling of the pick-up loops and
combiner boards.
- Periodic filters (power saver filters) for certain
betatron systems to reduce the noise power
transmitted to the kickers.
- Two-stage momentum cooling filters.
- A dynamic phase correction as function of pick-up
and kicker positions.
- Additional power for band 3 (2.4 to 3.1 GHz).
- Improved pick-up and kicker movement versus
time.
There were also certain modifications required for
the AA precooling systems (momentum and vertical)
- a second frequency band (1.6 to 2.4 GHz) was
added to the existing 0.8 to 1.6 GHz,
- preamplifiers with better noise figures,
- attenuation of TE modes in the AA vacuum
chamber by resistively coated-ferrite material to
reduce coupling to the stack (isolating ceramic
surface lead via surface charge to build-up of ion
pockets).
The first of these improvements was the most
expensive and complex, but also the most effective. By
lowering the temperature from 100 K to 30 K the
power of the thermal noise was reduced by 4 dB, and
acceptable transverse emittances and efficiencies were
obtained with the normal AC cycle of 2.4 s  also giving a
better performance for the 4.8 s cycle preferred in
operation. Thus in 1989 and afterwards the two
machines (AA + AC) were running over several years
with an operational stacking efficiency close to 90%
(peak 93%), producing stacks of slightly more than
1 u 1012 pbars (peak 1.31 u 1012) with operational
stacking rates of 4.4 u 1010/h (peak 5.8 u 1010/h).
The AAC has been shut down since the end of
December 1996. Despite its complexity with more than
15 stochastic cooling and stacking systems, the average
user relevant down time due to St.C. breakdowns was
less than 5 h/year over the last 5 years. This does not
mean that the absolute fault rate of the St.C. systems
was that low, but due to redundancy and compensation
measures, machine operation could be continued,
sometimes at the expense of a reduced stacking effi-
ciency. In the near future the AC will be converted into
the AD (Antiproton Decelerator)3 designed as a simpli-
fied and economical antiproton source dedicated to low-
energy antiproton trapping experiments. The number
of particles available per shot after deceleration from
3.5 GeV/c down to 100 MeV/c is then around 107. For
this purpose part of the existing AC St.C systems are to
be re-used (with modifications) and an electron cooler
(for 300 and 100 MeV/c) will be installed.
2.2   Stochastic Cooling at LEAR
The LEAR stochastic cooling systems consist of two
chains, each working in all three planes, to cover two
ranges of particle momentum in the machine. The
high-momentum system can be adjusted for a momen-
tum range from 200 MeV/c to 2 GeV/c corresponding to
a range of particle velocity E = v/c from 0.2 to 0.906. The
low-momentum system is adjustable from 105 MeV/c to
61 MeV/c.4 Over the years (beginning in 1986) the
position in the ring of stochastic cooling pick-ups and
kickers has been changed together with the type of
coupling structure. Initially (1982) the longitudinal
cooling systems had ferrite ring pick-ups (24 rings
each) and kickers of the same type. These ferrites were
outside the vacuum (to avoid outgassing problems) on a
section of a ceramic vacuum chamber. With these units
the usable frequency range extended from 30 MHz to
200 MHz showing a rather poor phase response
(dispersion). However, at that time only a momentum
cooling (high energy) range from 'p/p = 0.6% to about
0.1% was required. After the implementation of the
“bunch-to-bucket” transfer from the PS into LEAR with
adiabatic debunching in LEAR, the longitudinal
stochastic cooling after injection (at 600 MeV/c) into
LEAR was less important. With the end of the CERN-
AAC (Dec 1996) the LEAR (Low Energy Antiproton
Ring) machine will undergo a conversion and reappear
later as LEIR (Low Energy Ion Ring).
After the implementation of the “bunch-to-bucket”
transfer from the PS into LEAR and the adiabatic
debunching in LEAR, the longitudinal stochastic
cooling after injection into LEAR turned out to be more
important. Later LEAR was operated at higher
momenta than injection, so the increase in bandwidth
for the stochastic cooling system became mandatory.
Now loop couplers with variable external delays and a
horizontal cooling system using the same loop couplers
as the vertical one have been installed (BHN30). The
usable bandwidth extends from 3 MHz to 1.1 GHz. In
order to avoid undesired feedback between pick-ups
and kickers due to imperfect shielding as well as
microwave mode propagation in the beam pipe, pick-
ups and kickers were placed as far apart from each
other as possible.
As a particular feature the horizontal and the verti-
cal stochastic cooling system is used as a broadband
damper by adding 30 dB of attenuation during electron
cooling at 310 MeV/c and 200 MeV/c. Stochastic cooling
is applied also between 105 MeV/c and 2 GeV/c to coun-
teract diffusion mechanisms such as intra-beam scat-
tering during the slow extraction process. The need of
high fluxes of particles by the experiments and the use
of long spills up to 3 h at high energy necessitates cir-
culating beams of 4 u 1010 particles. In these cases intra-
beam scattering becomes important and has to be com-
pensated by stochastic cooling. Transverse emittances
of 5S mm mrad are measured while the momentum
spread is maintained below 0.3% at 4S mm mrad.
2.3   Stochastic Cooling at FNAL
In terms of future developments there is a planned
upgrading of FNAL debuncher pick-ups and kickers5.
These new pick-ups will be cooled to 4 K and new
cryogenic amplifiers will be installed for an
improvement in signal to noise of a factor of four. The
current R&D program is to pursue the new design of
4 - 8 GHz wave-guide pick-up structures. An upgrade
of the accumulator cooling systems is also being
designed in order to cool a higher pbar flux provided by
the increase of main injector protons to the pbar target.
In the case of accumulator stack-tail upgrade to 2 - 4
GHz, a redesign of the lattice will be required as well
and is currently underway. For increased collider
luminosity a three-fold increase (from presently
6 u 1010/h) in pbar production rate to 2 u 1011/h is
discussed. A new pbar storage ring named the
"recycler" is being proposed as an addition to the main
injector project and is currently awaiting final
approval. This ring will improve overall stacking
efficiency by transferring pbars for long term storage to
the recycler towards the accumulator, thus increasing
accumulator stacking rate. In addition, the ring will be
used to store "recycled" pbars from Tevatron collider
stores. The ring will be built with permanent magnets
and it will be situated inside the main injector tunnel.
Stochastic cooling in this machine is used to maintain
beam size. Four cooling systems are being designed, 0.5
- 1 GHz longitudinal, 1 - 2 GHz longitudinal, and two
transverse cooling systems at 2 - 4 GHz. A future R&D
program is to implement electron cooling in this ring.
2.4   Stochastic Cooling at TARN1
Stochastic cooling experiments at TARN1 have been
carried out6 from February 1984 until May 1985 when
TARN1 was closed. These experiments were done with
7 MeV protons and 28 MeV D-particles. (7 MeV/amu)
with N = 107, E = 0.12, frev = 1.13 MHz and K = 0.7. The
stochastic cooling frequency range extended from
20 MHz to 95 MHz. It was the first time that stochastic
cooling was applied to ions other than protons. The
pick-up and kicker structures used for momentum
cooling were helical traveling wave couplers for 'p/p
cooling only. The measured coupling impedance
amount 250 : at 40 MHz , 400 : at 80 MHz and 290 :
at 120 MHz and was found to be close to theoretical
values. In the course of the stochastic cooling experi-
ments (N = 1.2 u 107) an initial momentum spread of
1.2% (FWHM) was reduced to 0.06% in 420 s on D-par-
ticles. For protons it took 85 s to cool to 'p/p = 0.08%. In
both cases the system was set to 99 dB gain.
3 Review of Stochastic Cooling systems
under Construction at GSI and Jülich
3.1 Stochastic Cooling at the Experimental Storage
Ring ESR (GSI Darmstadt)
The purpose of this stochastic cooling stage is the re-
duction of the phase-space volume of exotic fragments
(heavy ions) prior to rf-stacking and subsequent elec-
tron cooling7. Note that due to the high charge state of
the ions there will be an excellent signal-to-noise ratio
at the pick-ups. For example, a fully stripped uranium
ion yields the same signal power as 8464 (uncorrelated)
protons. The momentum cooling range is 'p/p = 0.35%
to 0.1% and the transverse cooling leads to an
emittance reduction (H,V) from 20 u 10-6 m to 2.5 u 10-6
m. The frequency range of the cooling systems extends
from 0.9 to 1.7 GHz with an installed CW power of
2 kW. The ESR being a multipurpose machine, all pick-
ups and kickers have to be positioned on the precooling
(injection) orbit inside dipoles and quadrupoles. This
measure liberates straight sections for other purposes.
All electrodes are situated in regions of large dispersion
(for rf-stacking) and thus a longitudinal kick leads to a
transverse deflection of the beam as well. A modified
Palmer cooling method using longitudinal corrections
to compensate for bad mixing is applied. Since the pick-
up signals contain information on momentum deviation
and on betatron motion, a signal subtraction scheme
for disentangling the longitudinal and the transverse
plane has been implemented. Undesired transverse
kicks linked to a longitudinal correction are eliminated
in the same turn. Recent measurements of the
Schottky spectra from the pick-up are giving promising
results 8 .
3.2   Stochastic Cooling at COSY (FZJ Jülich)
The COSY stochastic cooling system will operate in the
frequency range from 1 GHz to 3 GHz divided into two
bands (1 - 1.8) GHz and (1.8 - 3) GHz. 9-12 At present the
horizontal pick-up (4 m length) is installed in the ring
consisting of two tanks each 2 m long. Also, one of the
two vertical pick-up tanks is now placed in the ring.
The other one completing the vertical pick-up will be
installed in March, 1997. The pick-ups are cryogeni-
cally cooled down to nearly 60 K. Uncooled preampli-
fiers with a noise temperature below 50 K are mounted
outside the vacuum tanks. The residual gas pressure
can be kept on 1010 hPa. The position of the electrode
bars are independently adjustable and thus allow for
closed orbit suppression. Programmable delays will
permit an energy adjustment from 0.8 GeV up to the
maximum energy of 2.5 GeV. Two kicker tanks of
length 2 m will be installed for the horizontal and verti-
cal plane, respectively. The vertical tank is already
mounted so that the vertical cooling system is com-
pleted. First measurements of transverse and longitu-
dinal Schottky spectra of an unbunched beam with
3 u 1010 protons have been carried out with good signal-
to-noise ratio. Hardware transfer function (i.e. sending
an excitation signal around the 0 dBm level into the
amplifier chain towards the kicker and measuring the
response from the pick-up) measurements without
beam (HTF) have proven that the installed microwave
absorbing material in the beam pipe is sufficient to
dampen propagating wave-guide modes. In 1997 the
band I (1 - 1.8) GHz stochastic cooling system will be
operated in sum mode using a notch filter for longitu-
dinal stochastic cooling.
4 Bunched Beam Stochastic Cooling
4.1 Bunched Beam Stochastic Cooling in the SPS at
CERN
Tests were carried out on low intensity proton bunches
(about 109 particles per bunch) using a corrugated wall
pick-up with a bandwidth of 2 GHz (-10 dB) and
11 GHz centre frequency.13 Measurements performed
up to 1990 indicated the presence of coherent rf-related
signals in the 11 GHz range. This contamination of the
pure Schottky noise is related to a micro-structure in
the bunch which depends itself on the past rf history
and on intensity. As a consequence these tests have
been discontinued after the measured contamination of
the Schottky spectra, which hampers the stochastic
cooling process.
4.2 Bunched Beam Stochastic Cooling Tests at
Tevatron
A 4 - 8 GHz BBSC system has been installed in the
Tevatron14 aiming to reduce the emittance blow-up and
to increase the luminosity lifetime during collider runs.
The length between kicker and pick-up is 60 m (a quar-
ter betatron wavelength). The pick-ups and kickers
have movable plates each with 16 coplanar loops. These
cooling systems use fibre optic delay lines for pico-
second timing stability and also to take advantage of
the low fibre losses for implementation of a high Q-
notch filter (a kind of photon storage ring). Beam
transfer function (BTF) measurements utilized a
"bucket gating" for dynamic range improvements and
to prevent system oscillation due to beam pipe wave-
guide modes. The observed decrease of signal power at
high revolution harmonics is much less than predicted
for a smooth gaussian bunch shape. Measurements
carried out on a 6 GHz bandwidth wall current monitor
using a 20 GHz sampling scope indicate a smooth
gaussian bunch shape with about 5 ns FWHM. The
strong signal in the GHz range is thus probably due to
coherent instabilities, which may cause a micro-
structure in the bunch but do not seem to lead to
observable losses. Although signal suppression was
observed for a narrow band of Schottky signals, the
signal-to-noise ratio of the system was dominated by
the coherent lines. The increased beam intensities of
the Tevatron and resulting long cooling times of the
cooling system have rendered this cooling attempt inef-
fective. The hardware that was used for the experiment
is presently being re-deployed for use in cooling sys-
tems in the recycler and accumulator rings.
One of the major difficulties in such bunched beam
stochastic cooling systems with several GHz bandwidth
is a dynamic range limitation15 of the head-amplifier
caused by the presence of coherent signals from the
bunched beam spectrum. This leads to inter-
modulation at the front end of the amplifier chain and
subsequently distortion of the weak incoherent but
cooling relevant signals. To overcome this problem a
phase dispersive system is presently under construc-
tion at FNAL, which, ahead of the first amplifier, will
“smear out” the high peak amplitude when a bunch
passes the pick-up (without changing the amplitude
response). At the end of the chain after the last power
amplifier an inverse phase dispersive system will
compensate the effect of the first one and reconstitute
the original phase relations.
4.3   Experiments in the AAC and at LEAR
Several bunched beam stochastic cooling measure-
ments16-18  have been carried out on the AC in 1994 and
1995. The purpose is to gain experience on the distribu-
tion of coherent signals in the bunch spectrum at high
frequencies. In bunched beam cooling experiments at
LEAR it has been observed that the amplitude of the
coherent signals for short bunches decays much more
slowly towards higher frequencies than expected from
the Fourier transform of a gaussian shaped bunch. The
LEAR measurements indicate that this deviation de-
pends on the longitudinal density of the bunch. The AC
experiments were carried out with antiproton beam of
about 5 u 107 particles and rf bucket sizes (h=1)
between 1 and 15 eVs, and 'p/p values between 0.1%
and 3%. The time structure of the bunch was observed
by means of a fast scope connected via a 30 dB pream-
plifier to the AC longitudinal pick-ups. Spectral distri-
butions have been monitored using the AC Schottky
pick-up (non-resonant mode) as well as the stochastic
cooling pick-ups (1 - 3 GHz). For a bunch length of
about 50 ns in a 12 eVs bucket strong longitudinal co-
herent signals have been observed up to 3 GHz
(observation limited by the pick-up bandwidth). Also
the cooling process itself (on the bunched beam) could
be well observed both in time and frequency domain.
Furthermore a tendency to produce very fast longitu-
dinal blow-ups on cold bunched beams was noted
(when the cooling system was suddenly turned off)
with a subsequent turbulence-like behaviour extending
over several minutes. Leaving the longitudinal systems
on, had a stabilizing effect (comparable to a longitudi-
nal damper) with respect to the instabilities mentioned
above. Also bunched beam cooling in the transverse
plane has been tested successfully. Summarizing it can
been stated that bunched beam stochastic cooling has
been shown to work in small machines (AC, LEAR,
FNAL debuncher and ICE). In fact the first experiment
was done in ICE 1978; however, the bunching factor
was so small (about 2) that it could be rather
considered to be an intermittent coasting beam.
5. Some Comments on Theoretical Aspects
As the definitions of noise power, noise figure and noise
temperature used in the literature19 are not always
unambiguous, some remarks on that subject are given
below. An ohmic resistor at the absolute temperature T
(K) produces an available noise power spectral density
(single sided spectrum e.g. positive frequencies only) PN
as
PN = kT (1)
This power density (independent of the value of the
ohmic resistor R) may be considered as being delivered
to a second but cold (T = 0 K) resistor connected in
parallel to the first one. A practical reference number
for this case is the power density per 1 Hz bandwidth at
room temperature as -174 dBm or 4 u 10-21 watt (0 dBm
= 10-3 watt). Sometimes one can find an expression for
the noise voltage as
V kTR fN = 4 ∆ (2)
This value is the voltage one would measure with a
very high impedance voltmeter between the two con-
tacts of the warm resistor R, but with no second (cold)
load resistor connected in parallel. When connecting
the second (cold) resistor of same ohmic value as R, VN
would drop to 50%. When connecting instead of the cold
one a warm resistor in parallel one would measure the
open circuit voltage of a single warm resistor with R/2.
A network of resistors (between any two terminals and
at homogeneous temperature) produces the same noise
power as a single resistor of corresponding value. This
is in particular relevant for stochastic cooling pick-ups
made from a number of PU electrodes and subsequent
signal combination. There is no point in making a com-
plicated signal combiner network at the downstream
end (J >> 1) of the strip-line PU electrodes (in order to
avoid many individual terminating resistors) unless the
single resistor is at a lower temperature than the many
individual ones. Note that only the real part of complex
impedances contributes to noise, a lossless structure
regardless of its temperature and its imaginary part of
the impedance does not produce noise.
The noise figure of an amplifier is defined as the
signal/noise power (density) ratio at the input
(assuming 293 K generator temperature) of the ampli-
fier vs. signal/noise power (density) ratio at the output.
Obviously for a linear amplifier this number (in dB on a
logarithmic scale) can only be larger than unity (in lin-
ear terms) or 0 dB. There is a simple relation to convert
the noise figure F (in dB) into noise temperature TN
(according to the microwave engineers definition)
[ ] ( )F TNdB = +10 1 293log (3)
This noise temperature may be interpreted as the
temperature of the say 50 ohm input resistance of some
amplifier, when this input resistor is followed by some
ideal (i.e. noiseless and infinite high impedance)
amplifier.
Recent detailed reviews of all theoretical aspects of
stochastic cooling have been provided by M. Church20,
J. Marriner21, D. Möhl18 and A. Sessler22.
6 A List of Practical Hints for Design, Setting-
up, Diagnostic and Trouble Shooting of St.C.
Systems
- Beyond wave-guide cutoff of the beam-pipe (lowest
cutoff frequency of TM or TE modes counts)
undesired signal propagation between kicker and
pick-up can take place. Those modes can be
attenuated by lossy (microwave range) dielectric
material in the beam pipe (provide antistatic
coating to avoid surface charge and subsequently
ion pockets) or, if situated outside magnetic fields
(e.g. bending magnets), also by ferrite type
absorbers. For bunched beam St.C. time-domain
gating may be applied (FNAL) to suppress the
effect of undesired microwave propagation.
- Sensitive beam diagnostic (e.g. electrostatic Beam
Position Monitors (BPM) near a St.C. kicker may
see considerable microwave power when the kicker
is in operation. This is normally not a problem from
an operational point of view for coasting beam
cooling since the BPM will not be used then, but
the microwave signal (beyond wave-guide cutoff
propagation) could potentially damage a BPM
preamplifier.
- Check for St.C. system oscillation even outside the
cooling frequency band.
- Check for parasitic signals (also outside the
nominal frequency range) such as radio transmitter
and TV stations. In LEAR we once had a problem
with signals around 1 MHz from the nearby PS
coming in via the 15 volt DC supply lines for the
preamplifiers and causing strong intermodulation
in the 100 - 500 MHz range.
- A useful technique to measure the rf leakage
tightness is to set switches as for a normal BTF
(beam transfer function) i.e. interrupting the
amplifier chain in the 0 dBm region and sending an
excitation signal to the kicker while observing the
response from the pick-up. The "loop gain
"(sometimes also called HTF = hardware transfer
function) measured this way without beam(!)
should be below -20dB (also outside the nominal
frequency band.)
- Note that the usable St.C. signal power is about
40% of the specified 1 dB compression point power
due to the different amplitude density distribution
between sine wave and a noise-like signal.
- For (longitudinal) BTF measurements it is useful to
stabilize the beam in its momentum distribution by
another cooling system (if available) with reduced
gain in order to avoid the effect of momentum drift
due to the measurement itself or to residual gas.
Also to keep the excitation level as low as possible
to minimize phase-space displacement by the
moving bucket.
- For measurements with a vector network analyzer
(even in the frequency step mode) check that the
sweep time is not too fast. The long delays (several
hundred meters) in a loop gain test may require a
particular slow sweep time setting as the internal
phase lock loop cannot follow the large phase
changes from one frequency point to another. As an
indication of too fast sweep time are results (both
amplitude and phase) where the readings are
sweep time dependent (not necessarily valid with a
beam).
- Notch filters with coaxial cables usually have a
short cable length of "reference cable" which is very
thin and has over a few meters the same
attenuation as the long, large diameter cable over,
say, 100 meters. However, the attenuation of both
cables can never be matched exactly over the
frequency range of interest. In this case the
optimum choice is to define an intersection point of
both attenuation characteristics at midband.
- The use of resistive or conventional transformer
type power splitters or combiners for notch filters
may lead to undesired multiple signal round trips.
Better to apply broadband 180° hybrids.
- A transverse cooling system alone is likely to alter
the momentum of the beam due to residual revolu-
tion harmonic (= longitudinal) signals (closed orbit
errors) unless counteracted by a longitudinal
system
- vector network analyzers are not only sensitive (in
the receiver path) at their dialed frequency of
operation but also at many other frequencies which
are around 50-200 MHz apart (harmonic mixer).
This (when using high gain preamplifiers in the
receiver path) may lead to unexplained spurious
responses and a severe deterioration in signal-to-
noise ratio. Cured by tracking  filter at the signal
input.
- Fast and wide-band signal transmission across the
ring is an important issue for many stochastic
cooling systems. As it is difficult to find this kind of
coaxial transmission line on the market (with a
phase velocity >0.95 c) these structures can be
easily and cost-effectively produced “homemade”
i.e. using standard copper water tubing of suitable
diameter ratio (for 50 ohm). The absolute diameter
of such a rigid line is determined by the presence of
first coaxial line higher order modes. Dielectric
support disks (preferably Teflon for its low dielec-
tric constant) should contain as little material as
possible, be impedance-compensated and should
NOT be spaced in regular distance to each other (to
avoid periodic structures). Other conductor
material than copper should be used with great
caution, in particular aluminum (poor rf contacts).
- the amplifier chain should be designed such that
(at high power levels) unavoidable intermodulation
products are generated as far as possible towards
the end of  the chain. There are several standard
intermodulation measurement techniques (e.g. 2
tone second and third order intermodulation known
as IP2 and IP3 points). For stochastic cooling
systems with notch filters the reduction of notch
depth (e.g. from 30 to 20 dB) due to IM products is
a particular straightforward way to evaluate and
visualize the problem.
7  Conclusion
Coasting beam (microwave) stochastic cooling has be-
come the workhorse for accumulation (CERN, FNAL
INS) and for improved beam brightness (LEAR). The
physics and technology of this technique are well un-
derstood and also mastered in practical operation for a
frequency range from a few MHz to nearly 10 GHz.
Higher frequencies (up to  about 30 GHz) are presently
under discussion (FNAL) for highly relativistic hadron
beams. Advances in both microwave and optical tech-
nology (better noise figure, lower price for microwave
power and multi-GHz optical signal transmission) have
quickly found applications in existing St.C. systems
(FNAL). Bunched beam St.C. works well in small
machines with relatively long bunches (AC, LEAR,
FNAL debuncher and ICE) and for a moderate number
of particles (<1010), but there are still considerable
difficulties (beam dynamics, signal treatment) for big
storage rings. So far, bunched beam stochastic cooling
has not yet been demonstrated in large machines (SPS,
Tevatron) despite several attempts, but it remains a
challenge for the future. Also in the future we may
expect application of St.C. on heavy ions (highly
charged) with rather fast cooling times.
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