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Abstract
We propose a novel training method based on
nonlinear multilevel minimization techniques,
commonly used for solving discretized large
scale partial differential equations. Our multi-
level training method constructs a multilevel hi-
erarchy by reducing the number of samples. The
training of the original model is then enhanced by
internally training surrogate models constructed
with fewer samples. We construct the surrogate
models using first-order consistency approach.
This gives rise to surrogate models, whose gradi-
ents are stochastic estimators of the full gradient,
but with reduced variance compared to standard
stochastic gradient estimators. We illustrate the
convergence behavior of the proposed multilevel
method to machine learning applications based
on logistic regression. A comparison with sub-
sampled Newton’s and variance reduction meth-
ods demonstrate the efficiency of our multilevel
method.
1. Introduction
We consider the following minimization problem
min
w∈Rd
F (w) =
1
n
n∑
j=1
fj(w), (1)
where each fj : R
d → R is smooth and convex. Prob-
lems of this type arise frequently in supervised learning
applications, such as logistic or least squares regression
(Goodfellow et al., 2016). Minimizing (1) using standard
deterministic methods, such as gradient descent (GD) or
Newton’s method, is often prohibitive in practice, espe-
cially for large datasets (Bottou et al., 2018). A pop-
ular alternative used by machine learning practitioners
is stochastic gradient descent (SGD) (Robbins & Monro,
1951), which uses an unbiased gradient estimator. The
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main drawback of the SGD method is its sensitivity to the
variance of gradient estimates, which prevents SGD from
converging to a minimizer when fixed stepsizes are used.
To overcome this difficulty, a diminishing sequence of step-
sizes can be used, which leads to slower convergence.
To address these limitations of SGD, variance reduction
(VR) methods can be employed. The main idea behind
VR methods is to combine deterministic and stochastic
aspects in order to decrease the variance of the stochas-
tic gradient estimator. Representative algorithms of this
class are for example SAG (Schmidt et al., 2017), SAGA
(Defazio et al., 2014), S2GD (Konecˇny` & Richta´rik, 2017),
SVRG (Johnson & Zhang, 2013), MISO (Mairal, 2013),
SARAH (Nguyen et al., 2017). Although these VR meth-
ods show strong theoretical and practical results for convex
optimization problems, their convergence rate often deteri-
orates, when the underlying problem is ill-conditioned.
Multilevel methods are well known, in numerical analy-
sis, to address issues related to ill-conditioning, as they
provide accurate approximation to inverse of the Hessian.
Hence, they can be interpreted as a second order approach.
The introduction into multilevel methods can be found
for example in (Briggs et al., 2000; Hackbusch, 1985).
An extension to nonlinear problems was originally pro-
posed in (Brandt, 1977), which led to many developments
concerning the convex minimization problems, such as
(Nash, 2000; Kornhuber & Krause, 2001; Tai & Xu, 2002;
Chen et al., 2019), as well as non-convex minimization
problems, e.g. (Gratton et al., 2008; Groß & Krause, 2009;
Kopanicˇa´kova´ et al., 2019).
Motivated by the effectiveness of variance reduction and
multilevel methods, we propose a multilevel variance re-
duction (MLVR) method, which combines both aspects.
Our MLVR method can be seen as a variant of MG/OPT
(Nash, 2000), developed for minimizing (1). By design, our
MLVR method constructs a multilevel hierarchy by reduc-
ing the number of samples. The convergence of the origi-
nal problem is then enhanced by internally minimizing the
surrogate models based on sub-sampled data. Since the sur-
rogate models are constructed by combining deterministic
and stochastic information, their gradients have lower vari-
ance than gradients arising from purely stochastic settings
(SGD method). Indeed, we demonstrate in Section 2.4 that
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our MLVR method can be configured in such a way, that it
degenerates to already known VR methods in the machine
learning community.
The presented MLVR method employs a multilevel hier-
archy created by reducing the number of samples, while
the number of parameters is kept fixed. This is very
convenient, as it makes MLVR applicable to a wide
range of machine learning models. In contrast, other re-
cently developed multilevel methods in the machine learn-
ing community are not as flexible, as they assume a
particular structure of the underlying problem, see for
example (Hovhannisyan et al., 2016; Chang et al., 2017;
Gaedke-Merzha¨user et al., 2020).
2. Multilevel Training
In this section, we propose a multilevel variance reduction
method (MLVR) for minimizing problems of type (1) aris-
ing in supervised learning applications. We assume that the
dataset D = {(xj , yj)}nj=1 of n samples is given and each
sample is represented by feature vector xj ∈ R
d and re-
spective label yj ∈ R. The proposed MLVR method can
be seen as a variant of the MG/OPT method (Nash, 2000),
specifically tailored for the problem at the hand, where n
is usually large. The main idea behind nonlinear multi-
level methods is to create the hierarchy of L levels. Each
level l ∈ {1, . . . , L} is then associated with minimiza-
tion of some auxiliary level dependent objective function
Hl : Rd
l
→ R, where dl ≤ dl+1. On the finest level, where
l = L, we identify HL with our target objective function,
thusHL(w) = F (w), for all w ∈ Rd.
2.1. Multilevel Hierarchy (Coarsening in Samples)
The level dependent objective functions are constructed in
such a way, that they are computationally cheaper to mini-
mize than F . We construct low-cost approximations of F
by reducing the number of samples. To this aim, we create
hierarchy of datasets {Dl}l=Ll=1 , such that
D1 ⊆ D2 ⊆ · · · ⊆ DL−1 ⊆ DL := D. (2)
Thus, the finest level, l = L, is associated with the full
dataset D, while the cardinality of the dataset decreases on
lower levels, i.e. |Dl−1| ≤ |Dl|. There are several possi-
bilities how to obtain hierarchy of datasets {Dl}l=Ll=1 , such
that (2) is satisfied. Here, we construct Dl by randomly
choosing samples from Dl+1 in uniform manner.
Transfer Operators The multilevel methods necessitate
transfer of data between subsequent levels of the multilevel
hierarchy. The MLVR method proposed in this work is
based a the coarsening in the samples, while the parameter
space is fixed. This is very convenient, as the transfer op-
erators, known in multilevel literature as prolongation and
restriction operators, become identity - even in their alge-
braic forms. As a consequence, the practical implementa-
tion ofMLVRmethod is simplified, compared to traditional
nonlinear multilevel minimization methods.
2.2. The Training (MLVR Algorithm)
We present MLVR algorithm in the form of a V-cycle,
which consists of a downward and an upward phase. The
algorithm begins on the finest level, l = L, with some ini-
tial parameters wL0 . During the downward phase, we pass
through all levels of the multilevel hierarchy until the coars-
est level is reached. On every level, we approximately min-
imize level-dependent objective functionHl by performing
µl1 steps of some level dependent optimizer. The updated
parameters, wl
µl
1
, are then used as an initial guess for sub-
sequent coarser level, i.e wl−10 = w
l
µl
1
. Once the coarsest
level is reached, the MLVR performs µ1 level-1-optimizer
steps. Updated parameters, w1
µ2
, are then transferred to
the finer level, i.e. w2µ1+1 = w
1
µ2
, where they are again
updated by executing µl2 steps of the level-dependent op-
timizer. This process is repeated until the finest level is
reached, see Algorithm 1.
Algorithm 1 V-cycle of MLVR(l, wl0, δg
l)
Constants: µl1, µ
l
2, µ
1
∈ N
1. Downward phase
Construct dataset Dl and objective function Hl
[wl
µl
1
] = LevelOptimizer(Hl, wl0, µ
l
1)
wl−10 ← [ w
l
µl
1
2. Recursion or call to optimizer on the coarsest level
if l = 2 then
Construct dataset D1 and objective function H1
[wl−1
µl
] = LevelOptimizer(H1, wl−10 , µ
1)
else
[wl−1
µl
] = MLVR(l− 1, wl−10 , δg
l−1)
end if
3. Upward phase
wl
µl
1
+1
← [ wl−1
µl
[wl
µl
] = LevelOptimizer(Hl, wl
µl+1
, µl2)
return: wl
µl
Algorithm 2 LevelOptimizer(Hl, wl0, max it)
Constants: α ∈ R+
for i = 1, . . . ,max it do
// Gradient descent step
wli = w
l
i−1 − α∇H
l(wli−1)
// Newton step
// wli = w
l
i−1 − α(∇
2Hl(wli−1))
−1
∇Hl(wli−1)
// Adam, SGD, AdaGrad, . . . , step
end for
return: wlmax it
A Multilevel Approach to Training
2.3. Level Dependent Objective Functions
At each level of the multilevel hierarchy, theMLVRmethod
approximately minimizes some level dependent objective
function Hl : Rd → R. The choice of Hl plays a cru-
cial role in practice, as the minimization of Hl should pro-
duce good search direction with respect to the fine level.
Several models were developed in the literature, see for
instance (Alexandrov & Lewis, 2001; Yavneh & Dardyk,
2006; Kopanicˇa´kova´ & Krause, 2019). Here, we follow
standard first-order consistency approach (Nash, 2000;
Brandt, 1977), and defineHl in additive manner as
Hl(wl) := F l(wl) + 〈δgl, wl − wl0〉, (3)
where F l : Rd → R denotes a sub-sampled surrogate of
the original objective function F , as
F l :=
1
|Dl|
∑
j∈Dl
fj(w). (4)
The term δg from (3), defined as
δgl :=
{
∇Hl+1(wl+1µ1 )−∇F
l(wl0), if l < L,
0, if l = L,
(5)
ensures the first-order consistency between the coarse and
fine-level objective functions at wl+1
µ
l+1
1
and wl0, i.e.
∇Hl(wl0) = ∇H
l+1(wl+1
µ
l+1
1
). (6)
In this way, the model Hl behaves as a first-order Taylor
series approximation to Hl+1 at points where (6) is satis-
fied. Hence, the local behavior of Hl and Hl+1 is same in
neighborhood of wl+1
µl+1
1
andwl0, respectively. This provides
many useful properties, which we briefly discuss below.
Descent Directions By definition, the coarse level ob-
jective function Hl does not capture the underlying prob-
lem with the same accuracy as its higher-level counterpart
Hl+1. However, Hl has satisfactory properties for find-
ing search directions, which improve a fine level model. To
demonstrate this property, let us consider some coarse level
search direction pl. We assume that pl is a descent direction
for Hl at wl0, thus that 〈∇H
l(wl0), p
l〉 < 0. Using first-
order consistency relation (6) and fact that wl0 = w
l+1
µ
l+1
1
and
pl+1 = pl, we can also show that 〈∇Hl+1(wl+1
µ
l+1
1
), pl〉 < 0.
Thus, the that search direction pl is also a direction of de-
scent forHl+1 at wl+1
µ
l+1
1
.
Level Convergence Given that the first-order consis-
tency conditions (6) are imposed, all levels converge to
the minimizer w∗ of the original objective function F ,
see (Nash, 2000). Therefore, whenever ∇Hl+1(wl+1) →
∇Hl+1(w∗)→ 0, then also∇Hl(wl+1) → 0.
Variance Reduction Although, the gradient of the level
dependent objective functionHl, i.e ∇Hl, is evaluated us-
ing reduced dataset Dl, its variance is lower compared to
∇F l. This is due to the fact that the coupling term δg, used
to defineHl in (3) contains information about full gradient.
2.4. Variants of MLVR
MLVR method, Algorithm 1, is very generic as it can be
configured in several ways. Once a number of levels L
is chosen, the user can decide how to construct datasets
{Dl}l=Ll=1 , which optimizer to use on every level and how
many optimizers steps to perform. This allows for the con-
struction of many existing as well as many yet unexplored
solution strategies. Here, we demonstrate that the particular
variants of the two-level MLVR method already appear in
machine learning literature. In particular, we provide two
examples, i.e. sub-sampled Newton and SVRG.
Sub-sampled Newton Let us assume following setup,
where MLVR is configured with L = 2, µ21 = µ
2
2 =
0, µ1 = 1. The coarse level dataset is obtained as a subset
of the full dataset, i.e. D1 ⊂ D, and we employ Newton’s
method as an optimizer on the coarse level. The V-cycle of
MLVR method then produces the following update rule
wi+1 = wi − α
(
1
|D1|
∑
j∈D1
∇2fj(wi)
)−1
∇F (wi),
where α ∈ R. This update rule is known as a sub-sampled
Newton (SSN) method, see for example (Berahas et al.,
2020; Bollapragada et al., 2019).
SVRG Let us assume MLVR setup, where L = 2, µ21 =
µ22 = 0, µ
1 = m, where m ∈ N. The coarse level dataset
is identical to the full dataset, thus D1 = D, and we em-
ploy the stochastic gradient (SGD) method as an optimizer
on the coarse level. The V-cycle of MLVR method then
produces the following update rule
wi+1 = wi − α
(
∇fti(wi)−∇fti(w˜) +∇F (w˜)
)
, (7)
where α ∈ R, ti is chosen uniformly from {1, . . . , |D|},
and w˜ is so called snapshot vector. In our MLVR method,
w˜ is obtained by returning to the fine level and subse-
quently constructing a coarse level objective function by
means of (3). The update rule (7) was introduced in
(Johnson & Zhang, 2013) and it is well known under the
name SVRG. Over the years, several extensions of SVRG
were proposed in the literature. Some of them produce up-
dates, which mimic closely standard techniques frommulti-
level literature. For example, authors of (Harikandeh et al.,
2015) propose to perform full gradient step every m iter-
ations. This can be understood as an equivalent to tak-
ing one pre-smoothing step (µ21 = 1 in Alg. 1). Ex-
tension of SVRG using mini-batches was proposed in
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Figure 1. Training error, F (w) − F (w∗), with respect to effective gradient evaluations for SVRG, SARAH, Sub-sampled Newton
(SSN), two and three level variants of MLVR method (MLVR2, MLVR3).
(Harikandeh et al., 2015) and it can be interpreted as a spe-
cial case of a three-level MLVR.
Our MLVR As common in multilevel literature, we pro-
pose to setup MLVR as follows. On finer levels, l > 1,
where an evaluation of objective function and its derivatives
is expensive, we employ only one iteration of gradient de-
scent optimizer. In contrast, on the coarsest level, l = 1,
the function and its derivatives can be evaluated cheaply as
only small subset of samples is considered. Hence, we per-
form one iteration of Newton’s method, by using 10 steps
of Conjugate Gradient method for solving the linear sys-
tem.
3. Numerical Experiments
In this section, we illustrate the numerical performance of
the proposed MLVR method on binary classification prob-
lems. Given a training set D = {(xi, yi)}ni=1, we consider
ℓ2-regularized logistic loss, defined as
F (w) :=
1
n
n∑
i=1
log
(
1 + e−y
i(wT xi)
)
+
λ
2
‖w‖2,
where λ = 1
n
is a penalty parameter. We consider four
datasets, Australian, Mushrooms, Gisette, Covtype, from
LIBSVM database 1, see Tab. 1 for the details regarding
number of samples (n), the number of variables (d) and
the condition number (κ). We compare the performance
of MLVR method to the state-of-the-art variance reduction
methods, SVRG and SARAH, and to the sub-sampledNew-
ton’s (SSN) method. Fig. 1 illustrates the obtained results
in terms of effective gradient evaluations, defined as the
su=m of gradient evaluations and Hessian-vector products
(required by the Conjugate Gradient method while solving
linear systems). All methods were configured to the best
performing variant by thorough hyper-parameter search,
see supplementary material (Appendix A) for the details.
We consider zero initial guess and terminate the solution
1
https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/binary.html
Table 1. Datasets
Dataset n d κ
Mushroom 6, 499 112 102
Cotypev 406, 708 54 103
Gisette 6, 000 5, 000 104
Australian 621 14 106
process, when the condition ‖F (w) − F (w∗)‖ < 10−9 is
satisfied, where w∗ denotes the minimizer.
Ill-conditioning Although the variance reduction methods
(SVRG, SARAH) are very efficient for well-conditioned
optimization problems (Mushroom), their performance de-
grades for ill-conditioned optimization problems. In con-
trast, methods that incorporate the second-order informa-
tion, such as SSN and MLVR, perform significantly better
when the condition number of the Hessian (κ) increases.
For instance, they achievemore than 20 times speedup com-
pared to VR methods for Gisette and Australian datasets.
0 200 400 600
100
10−3
10−6
10−9
# Grad / n
F
(w
)
−
F
(w
∗
)
50 100 400
SSN
MLVR2
MLVR3
Figure 2. Training error, F (w)−F (w∗), with respect to effective
gradient evaluations for Sub-sampled Newton and MLVR meth-
ods for Gisette dataset.
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Multiple levels and sensitivity to hyper-parameters In-
troducing the hierarchy of multiple levels can be benefi-
cial, in order to accelerate convergence, decrease compu-
tational cost, and reduce the sensitivity to the choice of
hyper-parameters. Fig. 2 demonstrates the performance of
SSN and MLVR methods with a different number of sam-
ples used for evaluation of the sub-sampled Hessians. As
we can see, the performance of the SSN method is more
susceptible to the choice of hyper-parameters. For instance,
the SSN method with 50 samples performs 2.6 times worse
than with 400 samples. In contrast, the performance of the
MLVR3 method decreases only by a factor of 1.4. Addi-
tionally, MLVR3 with 50 samples achieves already perfor-
mance comparable to a well-tuned SSN method (with 400
samples).
4. Conclusion
We proposed a novel training method, multilevel variance
reduction (MLVR), which combines ideas from variance re-
duction and multilevel minimization techniques. We built
a multilevel hierarchy by reducing the number of samples,
which makes our method applicable to any type of machine
learning problem. Our preliminary numerical results sug-
gest that the MLVR method outperforms standard variance
reduction methods, especially when the underlying prob-
lem is ill-conditioned. We also demonstrated that it is ben-
eficial to explore multilevel hierarchy with more than two
levels.
The presented work can be extended in many theoretical
and empirical ways. For example, we plan to investigate
the numerical performance using larger datasets. We intend
to explore non-uniform sub-sampling strategies in order to
generate a hierarchy of datasets. We also aim to combine
coarsening in number of samples with coarsening in num-
ber of parameters, which could decrease the computational
cost.
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A. Solution Strategies Setup
In this section, we report details regarding the hyper-
parameters setup, which was used to produce numerical re-
sults in Section 3. Table 3 specifies the step size α ∈ R
used by SVRG, SARAH and SSN methods. Since SVRG
and SARAH operate in outer-inner mode, we also specify
the number of inner iterations, denoted by m. As standard
in the literature, we show the number of inner iterations by
means of the number of samples of the full dataset n.
Two and three level variants of MLVRmethod employ hier-
archy of datasets {D}l=Ll=1 , where L = {2, 3}. The number
of samples associated with each dataset is depicted in Ta-
ble 2. As we can see, the finest level, l = L, is always
associated with the full dataset, thus |DL| = n. The coars-
est level, l = 1, is chosen, such that it contains the same
amount of samples, as used for the evaluation of approxi-
mate Hessian by the SSN method. The number of samples
associated with intermediate levels was obtained by dou-
bling the number of samples from the subsequent coarser
level. We also remark, that in our experiments, the SSN
method employs a full gradient. Thus, a sub-sampling strat-
egy is used only for the evaluation of the approximate Hes-
sian.
MLVR employs optimizer of the user choice on each level
of the multilevel hierarchy. In this work, we employ gra-
dient descent (GD) optimizer on all levels, except on the
coarsest, where one step of Newton’s method is performed,
thus µ1 = 1 and µl1 = 1, µ
l
2 = 0, for all l ∈ {2, . . . , L}.
Both methods, SSN and MLVR, employ a simple back-
tracking line-search method, in order to determine step
size.
SSN method as well as the MLVR method (on the coars-
est level) requires the solution of a linear system. In
this work, we solve arising linear systems only approxi-
mately, by employing 10 iterations of the Conjugate Gradi-
ent (CG) method. As the CG method requires only matrix-
vector products instead of actually matrix, we do not as-
semble sub-sampled Hessian explicitly. We rather perform
Hessian-vector products directly. Given our objective func-
tion, regularized logistic regression, the cost of performing
the Hessian-vector product is equivalent to the cost of com-
puting the gradient. We take into account this fact while
reporting numerical results in terms of the number of effec-
tive gradient evaluations, see Section 3.
Table 2. The number of samples used to build a multilevel hierar-
chy of datasets for MLVR2 and MLVR3 methods. The number of
samples used to construct Hessian approximation within the SSN
method.
Method MLVR2 MLVR3 SNN
Australian (100; n) (100; 200; n) 100
Gisette (400; n) (400; 800; n) 400
Mushrooms (200; n) (200; 400; n) 200
Covtype (5,000; n) (5,000; 10,000; n) 5,000
Table 3. Set of parameters used during numerical experiments for
SVRG and SARAH.
Dataset Australian Gisette
Method α m α m
SVRG 10−7 5n 10−5 n/2
SARAH 10−8 n/2 10−4 n/2
Dataset Mushrooms Covtype
Method α m α m
SVRG 0.5 n 1 0.5n
SARAH 0.1 0.5n 1 2n
