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LOCALIZATION OF DIRAC OPERATORS ON 4n+ 2
DIMENSIONAL OPEN SPINc MANIFOLDS
SHIN HAYASHI
Abstract. An integer valued topological index of a Dirac operator is intro-
duced for a pair of a 4n+2 dimensional open spinc manifold and a section of the
determinant line bundle satisfying some property. We show a relation between
the index and an index of a Dirac operator of its characteristic submanifold,
by a localization of a K-class.
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1. Introduction
C. Callias studied an index of a Dirac operator on an euclidean space by adding
some hermitian operator [5]. On the other hand, E. Witten gives the localization
argument of the de Rham operator d+ d∗ [12], both of which are closely related.
A relation between an index of a Dirac operator on a closed spinc manifold and
that of naturally induced spin structure on its characteristic submanifold had been
studied by W. Zhang, J. Fast, S. Ochanine, M. Furuta, Y. Kametani [13], [7], [6].
In this note, we define an integer valued topological index of a Dirac operator
on a 4n + 2 dimensional spinc manifold, which is not necessarily closed, when
a compactly supported section of a determinant line bundle is given (Definition
3.12), and prove a formula between the index and an index of its characteristic
submanifold (Theorem 4.1 and Theorem 4.2).
Fast and Ochanine proved the formula for an even dimensional closed spinc man-
ifold [7]. Their method is to embed the manifold into a sufficiently large euclidean
space, and to use the fact that the Thom class of its normal bundle localizes to a
neighborhood of its characteristic submanifold when we forget the complex struc-
ture and regard it as a KO-class. Furuta and Kametani, in [6], proved the formula
for a 4n dimensional compact spinc manifold with group action and spin boundary.
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In contrast, we prove the formula for a 4n+2 dimensional spinc manifold which
is not necessarily closed (subsection 4.1). Our result can be also applied for a 4n+2
dimensional spinc manifold with spin boundary. In this sense, our result comple-
ments the result of Furuta and Kametani [6]. It would be possible to generalize Fast
and Ochanine’s result to open and equivariant cases. In this note, however, we give
an alternating proof. Our result treats only 4n + 2 dimensional spinc manifolds,
though we does not use the embedding and give the proof by localizing the Dirac
operator on the manifold and not by expanding the K-class.
Form the perspective of localization, it is desirable to give the formulation of
our index not only on closed spinc manifolds but also on open spinc manifolds.
We give in section 3 a definition of an index of a Dirac operator on a 4n + 2
dimensional spinc manifold, which is not necessarily closed, with the structure we
mentioned above. The key observation is that a section of the determinant line
bundle localizes the Dirac operator. From this, the sufficient condition for the
elliptic boundary condition can be given by using a section of the determinant line
bundle. The additional structure we introduce for the definition of our index gives
the elliptic boundary condition. Our index is twice as the classical one when a spinc
manifold is closed (Remark 3.13).
We also give a short proof of the formula for a 4n+ 2 dimensional closed spinc
manifold by using the index formula (subsection 4.2). This proof is simple, however
it is difficult to prove, in this way, the case when the manifold is open, or the
manifold has a group action. On the other hand, the localization method can
easily be generalized to the both cases.
It will be an interesting problem to show the formula as a relation between K
and KO-theory, like Fast and Ochanine did, by a localization on the manifold,
which does not use an embedding.
This paper is organized as follows. In section 2 we summarize some facts about
Clifford algebras and its representations. In section 3 we give a definition of an index
of a Dirac operator on a 4n+2 dimensional spinc manifold which is not necessarily
closed when some additional structure is given. We prove in this section that this
additional structure can be given by a section of its determinant line bundle. In
section 4 we prove the formula. In subsection 4.1 we give the proof by K-theory,
and in subsection 4.2 by an index formula.
2. Preliminaries
In this section, some facts of Clifford algebras and its representations are summa-
rized. In this note, we regard real and quaternionic structures (sometimes complex
structures also) as, in some sense, one of the structures of Clifford algebras. Note
that the structures we will work on have a period 8. This is because of the period-
icity of real Clifford algebras.
We denote Cln,m as an indefinite Clifford algebra
1 generated by n+m elements
e1, . . . , en, whose squares are −1 and ǫ1, . . . , ǫm, whose squares are 1. Then we
define Cln := Cln,0⊗C to be a complex Clifford algebra. Let S2n be a representation
space of the irreducible representation of Cl2n, and ρ2n,0 be the representation of
Cl2n,0 on S2n. We consider a spin
c group Spinc2n as a subgroup of Cl2n and denote
by ∆Spin
c
the spinor representation of Spinc2n on S2n. Note that for λ = [µ, u]
∈ Spinc2n
(
µ ∈ Spin2n, u ∈ U(1)
)
, the relation ∆Spin
c
(λ) = ρ2n,0(µ)u holds. For
1We call this algebra simply as Clifford algebra and permits the adjective indefinite.
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a Z2-graded vector space V = V
0 ⊕ V 1, we write (−1)deg for its Z2-grading, i.e.,
(−1)deg is the operator which is 1 on V 0 and −1 on V 1. A Z2-grading of S2n is given
by the action of inρ2n,0(e1 · · · e2n). We denote ⊗ˆ for Z2-graded tensor products,
and ⊗ for ungraded tensor products.
The following facts of S8n and S8n+4 are well known (c.f. [8]). We will use them
to study properties of S8n+2 and S8n+6.
Lemma 2.1. (1) S8n has a real structure J ∈ EndR(S8n) which anti-commutes
with Clifford multiplication, i.e., anti-linear and J2 = 1.
(2) S8n+4 has a quaternionic structure J ∈ EndR(S8n+4) which anti-commutes
with Clifford multiplication, i.e., anti-linear and J2 = −1.
In both cases J commutes with (−1)deg and is an even degree function.
Now we set some notations. In 8n+2 dimensional and 8n+6 dimensional cases,
the following constructions are almost the same, but a little bit different. This
difference derives from the difference between real and quaternionic structures. In
order to treat each case in a same line, we use letters Cl0, Cl1, Cl2, Cl3, S, ρ and
τ for Cl8n+2,0, Cl8n+2,1, Cl8n+2,2, Cl8n+2,3, S8n+2, ρ8n+2,0 and 0 in the 8n + 2
dimensional case, and for Cl8n+6,0, Cl8n+6,1, Cl8n+7,1, Cl8n+8,1, S8n+6, ρ8n+6,0
and 1 in the 8n+ 6 dimensional case (see the table below).
dimension Cl0 Cl1 Cl2 Cl3 S ρ τ
8n+ 2 Cl8n+2,0 Cl8n+2,1 Cl8n+2,2 Cl8n+2,3 S8n+2 ρ8n+2,0 0
8n+ 6 Cl8n+6,0 Cl8n+6,1 Cl8n+7,1 Cl8n+8,1 S8n+6 ρ8n+6,0 1
Lemma 2.2. There is an isomorphism of algebras
Cl8n+2+4τ,1 ∼= Cl8n+4τ,0 ⊗
R
Cl2,1.
Proof. Wewrite e1, . . . , e8n+2+4τ , ǫ1 for the generators of Cl8n+2+4τ,1, e
′
1, . . . , e
′
8n+4τ
for Cl8n+4τ,0, and e
′′
1 , e
′′
2 , ǫ
′′
1 for Cl2,1. The isomorphism is given by mapping ei
to e′i ⊗ 1 (i = 1, . . . , 8n + 4τ), e8n+4τ+j to (−1)
deg ⊗ e′′j (j = 1, 2), and ǫ1 to
(−1)deg ⊗ ǫ′′1 . 
Proposition 2.3. There is a real representation ρ˜ of Cl3 on S which restricts to
the complex representation ρ of Cl0 on S.
Proof. The proof is divided into two steps.
Step 1. Let V = C = R2 with standard hermitian metric. We construct a real
representation ρ2,3 of Cl2,3 on Λ
∗
R
V which restricts to ρ2,0. Let us take a canonical
bases e1, e2 of V = R
2, then e1 and e2 generates the algebra Cl2,0. Let e1, e2, ǫ1,
ǫ2, ǫ3 be the generators of Cl2,3. We define a complex structure of Λ
∗
R
V and the
representation ρ2,3 of Cl2,3 on Λ
∗
R
V by

ρ2,3(ek) = e
∧
k − e
y
k (k = 1, 2),
ρ2,3(ǫ1) = (−1)
deg,
ρ2,3(ǫk) = e
∧
k−1 + e
y
k−1 (k = 2, 3),
i = −ρ2,3(e1e2ǫ1),
where the interior product is defined by the metric naturally induced by the her-
mitian metric. Note that ρ2,3(ek), ρ2,3(ǫ1) are C-linear, and ρ2,3(ǫk) are anti-linear,
and ρ2,3 restricts to ρ2,0.
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Step 2. Next we consider the other cases. Under the isomorphism of Lemma 2.2,
the representation of Cl8n+2+4τ,1 on S ∼= S8n+4τ ⊗ˆS2 is given by ρ0⊗ 1+ (−1)
deg⊗
ρ2,1, and actions of the other two generators are given by J(−1)
deg ⊗ ρ2,3(ǫ2) and
J(−1)deg ⊗ ρ2,3(ǫ3) ∈ EndR(S8n+4τ ⊗ˆS2), and thus we have the representation. 
Definition 2.4. A representation Ad⊗z2 of Spinc8n+2+4τ on Cl3 is defined as follows.
For any λ = [µ, u] ∈ Spinc8n+2+4τ (µ ∈ Spin8n+2+4τ , u ∈ U(1)) and generators
e1, . . . , e8n+2+4τ , ǫ1, η1, η2 of Cl3 (where η
2
k = (−1)
τ+1), we set

Ad⊗ z2(λ, ei) = µeiµ
−1,
Ad⊗ z2(λ, ǫ1) = µǫ1µ
−1 = ǫ1,
Ad⊗ z2(λ, ηk) = u
2ηk (k = 1, 2),
where we define an action of i on η1 and η2 by i · η1 := η2 and i · η2 := −η1.
The following two lemmas can easily be checked.
Lemma 2.5. For any λ ∈ Spinc8n+2+4τ , the following diagram commutes.
Cl3 × S
ρ˜
//
(Ad⊗z2)(λ)×∆Spin
c
(λ)

S
∆Spin
c
(λ)

Cl3 × S
ρ˜
// S
Lemma 2.6.{
v ∈ Cl2 | vǫ1 + ǫ1v = 0, vei + eiv = 0 (i = 1 . . . 8n+ 2 + 4τ )
}
=
{
aǫ2 + be1e2 · · · e8n+2+4τ ǫ1ǫ2 ∈ Cl2 | a, b ∈ R
}
.
Remark 2.7. Note that there is an isomorphism of algebras.
EndR(S) ∼= R(4
τ · 4 · 16n) ∼= Cl2.
3. An Index on a 4n+ 2 Dimensional Open Spinc Manifold
Let X be a 4n+2 dimensional spinc manifold which is not necessarily closed. We
denote by π : TX → X the tangent bundle and by Cl(X) the Clifford bundle of TX
with its riemannian metric. Let PSpinc(X) be the principal Spin
c
4n+2 bundle, and
we write its transition functions as {hαβ}. hαβ can be written as hαβ = [gαβ , fαβ]
using functions gαβ : Uα ∩ Uβ → Spin4n+2 and fαβ : Uα ∩ Uβ → U(1). Let S(X)
denote the spinor bundle of X and write cX for the Clifford action of Cl(X) on
S(X). We denote by LX the determinant line bundle of the spin
c structure.
We take a section hdet of LX and assume that h
−1
det(0) ⊂ X is compact. Let
E = E0 ⊕ E1 → X be a Z2-graded hermitian vector bundle which has a structure
of a complexification of some real vector bundle on X − K, the complement of a
compact set K in X2 . In this section we construct an element of Kcpt(TX) from
these data and define an index.
Since X can be noncompact, we adopt a principle of localizing a Dirac operator
on a neighborhood of some compact set in order to define an element of Kcpt(TX).
We now consider the following subbundle of EndR(S(X)) in order to formalize a
structure which localizes a Dirac operator.
2A complex vector bundle with this structure is called to have a Lagrangian subbundle
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Definition 3.1. Let LH be a subbundle of EndR(S(X)) consists of the elements which
is (skew-)symmetric, odd degree, and anti-commute with Clifford multiplication.
We consider symmetric elements in 8n+ 2 dimensional cases, and skew-symmetric
elements in 8n+ 6 dimensional cases.
Lemma 3.2. LH is a complex line bundle.
Proof. Since v ∈ LH anti-commutes with (−1)
τ iρ(e1 · · · e8n+2+4τ ) and Clifford mul-
tiplication, v is anti-linear. It follows easily that iv belongs to LH. The lemma then
follows from Lemma 2.6 and Remark 2.7. 
Lemma 3.3. For any section hEnd of LH whose support
3 is compact, the support
of σX,hEnd := cX ⊗ i+ π
∗hEnd ⊗ i
τ is also compact.
Proof. It is enough to show that supp(σX,hEnd)
∼= supp(hEnd). Since hEnd anti-
commutes with Clifford multiplication, we have
(cX ⊗ i+ π
∗hEnd ⊗ i
τ )2 = {−c2X + (−1)
τ (π∗hEnd)
2} ⊗ 1.
Since −c2X and (−1)
τ (π∗hEnd)
2 are both positive, we have
supp(σX,hEnd ) = supp(cX) ∩ supp(π
∗hEnd) ∼= supp(hEnd).

Definition 3.4. We can define an element of Kcpt(TX) by
α(hEnd) := [π
∗S(X)0 ⊗
R
C, π∗S(X)1 ⊗
R
C : σX,hEnd ] ∈ Kcpt(TX).
We can generalize the construction above to twisted cases. In the setting of
Lemma 3.3, we assume further that we are given a Z2-graded hermitian vector
bundle E → X which has a structure of a complexification of some real vector
bundle on the complement of some compact set K in X . This complexification
structure gives a complex conjugation on X − K, i.e., a continuous section s of
EndR(E)|X−K such that, at each x ∈ X − K, s(x) is even degree, anti-linear,
and whose square is 1. Let us choose an open neighborhood of K in X which is
homotopic to K. We take a real valued continuous function f on X whose value is
0 on K, 1 on the complement of U and non-zero on U −K. A product h′ := fs
defines a global section of EndR(E). If we set h
′
End := hEnd⊗ h
′ ∈ EndR(S(X)⊗ˆE)
then, at each point x ∈ X , h′End(x) is (skew-)symmetric, odd degree, anti-commutes
with Clifford multiplication, and its support is compact. In the same manner as
above, we can define an element of Kcpt(TX) by
α(E, hEnd) := [ π
∗
(
S(X)⊗ˆ
C
E
)0
⊗
R
C, π∗
(
S(X)⊗ˆ
C
E
)1
⊗
R
C : σX,E,hEnd ] ∈ Kcpt(TX),
where σX,E,hEnd :=
(
cX ⊗ 1
)
⊗i+ π∗h′End ⊗ i
τ .
Remark 3.5. A tensor product of two anti-linear maps defines an anti-linear map
between a C-tensor product. The complex conjugation of E is necessary because
hEnd is anti-linear, and we need another anti-linear endomorphism of E in order to
get a well-defined endomorphism of the C-tensor product of S(X) and E.
3 For an endomorphism f : E → E of a vector bundle E → X, we call its support as the subset
of X consists of the elements on which f is not invertible, and denote by supp(f).
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Remark 3.6. Let V be a neighborhood of supp(σX,E,hEnd) in TX . We can ignore
the information of α(E, hEnd) outside V since σX,E,hEnd gives isomorphism there,
and we can consider α(E, hEnd) as an element of Kcpt(V ). This is because the
symbol of the Dirac operator is localized near supp(σX,E,hEnd ) by the perturbation
by π∗h′End ⊗ i
τ . In this note we call this as a localization of the Dirac operator.
We have thus obtained an element of Kcpt(TX) from a compactly supported
section of LH. We next show that a compactly supported section of LX gives an
element of Kcpt(TX).
Definition 3.7. We define an indefinite Clifford bundle on X by
C˜l(X) := PSpinc(X) ×
Ad⊗z2
Cl3.
Definition 2.4 shows that we have a subbundle of C˜l (X) spanned by η1, η2 at
each point, which is a complex line bundle. We denote it by LCl .
Lemma 3.8. LCl ∼= LX .
Proof. Since LX = PSpinc ×
z2
C, the lemma follows from Definition 2.4. 
If we take λ = hαβ(x) at Lemma 2.5, the next result follows.
Proposition 3.9. The action ρ˜ of Cl3 on S gives the representation c˜X of C˜l (X)
on S(X), and thus we have a bundle map c˜X : LX → EndR(S(X)).
Lemma 3.10. LX ∼= LH.
Proof. From the construction of ρ˜, it can easily be checked that c˜X maps LCl to
LH. Since both LH and LCl are complex line bundles and c˜X is nonzero bundle
map, c˜X gives the isomorphism between LH and LCl . Then the result follows form
Lemma 3.8. 
Since c˜X is given by the Clifford action, the following theorem is proved.
Theorem 3.11. There is a one-to-one correspondence between the sections of LX
and the sections of LH, which preserves supports.
We are now in a position to define an index of a 4n+2 dimensional spinc manifold
which is not necessarily closed.
Definition 3.12. Let X be a 4n + 2 dimensional spinc manifold, and S(X) be its
spinor bundle. Let E → X be a Z2-graded hermitian vector bundle which has
a structure of a complexification of some real bundle on a complement of some
compact set. Let hdet be a section of LX which has a compact support. We take
hEnd = c˜X ◦ hdet, which is the section of LH corresponds to hdet by Theorem 3.11.
Then we have an element α(hEnd) of Kcpt(TX) constructed by the Definition 3.4.
We call an integer given by sending α(hEnd) to Z by an index map as an index of
the triple (X,E, hdet) and denote by indexR(X,E, hdet).
We also define an indiex of a pair (X,hdet) as in the same way, and denote by
indexR(X,hdet).
Remark 3.13. If X is closed, since hEnd is homotopic to the zero section in the space
of compactly supported sections of LH, the element α(hEnd) in Kcpt(TX) does not
depend on the choice of hEnd. If we denote by indexC(X) the index of the Dirac
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operator of the spinc structure of X , then the relation between indexR(X,hdet) and
indexC(X) is given by
indexR(X,hdet) = indexR(X, 0) = 2 · indexC(X),
where multiplication by 2 is derived from the complexification at the construction
of indexR(X,hdet). In this sense, our definition of the index on a 4n+2 dimensional
spinc manifold with some extra structure gives the generalization of the classical
index on a closed spinc manifold.
4. Relation with an Index of a Characteristic Submanifold
In this section, we prove a formula between the index of a 4n + 2 dimensional
spinc manifold and that of its characteristic submanifold. We give a proof in two
ways, first by the localization of a K-class (subsection 4.1), second by the index
formula (subsection 4.2).
4.1. Proof by K-theory. In the setting of Definition 3.12, we assume further
that hdet intersects transversely to the zero section. We have a submanifold Y :=
h−1det(0) in X , which is known as a characteristic submanifold. The characteristic
submanifold Y has a spinc structure naturally induced by the spinc structure of X .
This spinc structure of Y actually is a spin structure because whose determinant
line bundle is trivial, so Y is a spin manifold.
In this subsection we prove the following main theorem of this note.
Theorem 4.1. Let X be a 4n + 2 dimensional spinc manifold. Suppose that we
are given a section hdet of LX , which intersects transversely to the zero section and
h−1det(0) is compact. Y = h
−1
det(0) is a characteristic submanifold of X. Then we
have the following equation between the index of the pair (X,hdet) and the index of
the Dirac operator of Y .
indexR(X,hdet) = indexC(Y )
The twisted case is as follows.
Theorem 4.2. Let X be a 4n + 2 dimensional spinc manifold. Suppose that we
are given a section hdet of LX , which intersects transversely to the zero section and
h−1det(0) is compact. Y = h
−1
det(0) is a characteristic submanifold of X. Let E → X
be a Z2-graded hermitian vector bundle which has a structure of a complexification
of a real vector bundle on X. Then we have the following equation between the
index of the triple (X,E, hdet) and the index of the Dirac operator of Y twisted by
E|Y .
indexR(X,E, hdet) = indexC(Y,E|Y ).
Remark 4.3. If X is closed, by Remark 3.13, we have 2 · indexC(X) = indexC(Y ).
The tubular neighborhood theorem says that we can take a tubular neighborhood
N of Y in X such that N ∼= LX |Y . To avoid confusion, we denote by π : ν → Y
when we consider N as a complex line bundle over Y , so we have ν ∼= N ∼= LX |Y .
We denote by π˜ : TN → TY for the bundle projection induced by π, and denote by
π3 : TX → X , π2 : TN → N , and π1 : TY → Y for projections of tangent bundles.
TY
pi1

TN
pi2

p˜ioo 

//
pˆi
{{①①
①
①
①
①
①
①
①
TX
pi3

Y Npi
oo 

// X
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For the bundle TN → TY there is an isomorphism TN ∼= π∗1ν⊕π
∗
1ν. We regard
left π∗1ν as a base direction component, and right π
∗
1ν a fiber direction component.
We express one point u ∈ TN by four components u = (y, ξ, ub, uf ), where y is
an element of Y , ξ is a fiber component of π1 : TY → Y , ub is a base direction
element of a fiber of π˜ : TN → TY , and uf is a fiber direction element of a fiber of
π˜ : TN → TY . We define a complex structure on TN by i ·(ub, uf ) := (−uf , ub). In
this sense, TN can be seen as a complexification TN ∼= π∗1ν⊗C, and π˜ : TN → TY
thus has a complex vector bundle structure.
Let λTN be the Thom class of the complex vector bundle TN → TY . In order
to prove Theorem 4.1, it is enough to show α(hEnd)|N = v · λTN as an element
of Kcpt(TN) since we have indexC(Y ) = indexC(v) = indexC(v · λTN ) for v =
[π∗1S
0(Y ), π∗1S
1(Y ) : i · cY ] ∈ Kcpt(TY ). Therefore, it is enough to show that the
following two elements in Kcpt(TN) coincide.
π∗2S(X)|N ⊗
R
C
cX⊗i+pi
∗
2hEnd⊗i
τ
// π∗2S(X)|N ⊗
R
C
πˆ∗S(Y )⊗ˆ
C
π˜∗Λ∗
C
TN
ip˜i∗cY⊗1+(−1)
deg
⊗(∧+y)
// πˆ∗S(Y )⊗ˆ
C
π˜∗Λ∗
C
TN
The proof is devided into three steps.
Step 1.We have a relation S(X)|Y ∼= S(Y )⊗ˆS(ν) ∼= S(Y )⊗ˆΛ
∗
C
π∗ν between spinors,
and pull-back by π2 gives π
∗
2S(X)|N
∼= πˆ∗S(Y )⊗ˆπ˜∗Λ∗Cπ
∗
1ν. On both sides, there is
a Clifford action of Cl(N). Since Cl(N)ub is generated by the components of ξ and
uf , the relation of these two actions is given by
cX(u) = π˜
∗cY (ξ)⊗ 1 + (−1)
deg ⊗ (u∧f − u
y
f).
Therefore we have the following commutative diagram.
π∗2S(X)|N ⊗
R
C
cX⊗i //
∼=

π∗2S(X)|N ⊗
R
C
∼=
(
πˆ∗S(Y )⊗ˆ
C
π˜∗Λ∗
C
π∗1ν
)
⊗
R
C
(
p˜i∗cY ⊗1+(−1)
deg
⊗(u∧f −u
y
f )
)
⊗i
//
∼=

(
πˆ∗S(Y )⊗ˆ
C
π˜∗Λ∗
C
π∗1ν
)
⊗
R
C
∼=

πˆ∗S(Y )⊗ˆ
C
(
π˜∗Λ∗
C
π∗1ν ⊗
R
C
) ip˜i∗cY⊗(1⊗1)+(−1)deg⊗((u∧f −uyf )⊗i)
// πˆ∗S(Y )⊗ˆ
C
(
π˜∗Λ∗
C
π∗1ν ⊗
R
C
)
where the second of the vertical isomorphism is given by
(x⊗
C
y)⊗
R
z 7−→
J + 1
2
x⊗
C
(
y ⊗
R
z
)
+
J − 1
2
x⊗
C
(
iy ⊗
R
iz
)
.
Step 2. Through the isomorphism LX |N ∼= π
∗ν, hdet|N corresponds to the tau-
tological section t of π∗ν → N , i.e., t(y, ub) = ub. This follows that, through
the isomorphism EndR(S(X)|N ) ∼= EndR(π
∗S(Y )⊗ˆΛ∗
C
π∗ν), hEnd|N corresponds to
J(−1)deg⊗ (u∧b +u
y
b) (see the proof of Proposition 2.3). Thus we have the following
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diagram.
π∗2S(X)|N ⊗
R
C
pi∗2hEnd⊗i
τ
//
∼=

π∗2S(X)|N ⊗
R
C
∼=
(
πˆ∗S(Y )⊗ˆ
C
π˜∗Λ∗
C
π∗1ν
)
⊗
R
C
(
J(−1)deg⊗(u∧b +u
y
b )
)
⊗iτ
//
∼=

(
πˆ∗S(Y )⊗ˆ
C
π˜∗Λ∗
C
π∗1ν
)
⊗
R
C
∼=

πˆ∗S(Y )⊗ˆ
C
(
π˜∗Λ∗
C
π∗1ν ⊗
R
C
)(−1)deg⊗(iτ (u∧b +uyb )⊗1)
// πˆ∗S(Y )⊗ˆ
C
(
π˜∗Λ∗
C
π∗1ν ⊗
R
C
)
Step 3. By Step 1 and Step 2, the following diagram is obtained.
π∗2S(X)|N ⊗
R
C
cX⊗i+pi
∗
2hEnd⊗i
τ
//
∼=

π∗2S(X)|N ⊗
R
C
∼=

πˆ∗S(Y )⊗ˆ
C
(
π˜∗Λ∗
C
π∗1ν ⊗
R
C
)
θ // πˆ∗S(Y )⊗ˆ
C
(
π˜∗Λ∗
C
π∗1ν ⊗
R
C
)
where θ = iπ˜∗cY ⊗ (1⊗ 1) + (−1)
deg ⊗
(
iτ (u∧b + u
y
b)⊗ 1 + (u
∧
f − u
y
f )⊗ i
)
.
What is left to show is the following lemma.
Lemma 4.4. There is an isomorphism π˜∗Λ∗
C
π∗1ν ⊗
R
C ∼= π˜∗Λ∗C
(
π∗1ν ⊗
R
C
)
which
commutes the following diagram.
π˜∗Λ∗
C
π∗1ν ⊗
R
C
∼=

iτ (u∧b +u
y
b )⊗1+(u
∧
f−u
y
f )⊗i
// π˜∗Λ∗
C
π∗1ν ⊗
R
C
∼=

π˜∗Λ∗
C
(
π∗1ν ⊗
R
C
) (∧+y)(ub,uf )
// π˜∗Λ∗
C
(
π∗1ν ⊗
R
C
)
Proof. Since principal bundles of two vector bundles are the same, it is enough
to show that, for a complex 1 dimensional vector space V with hermitian metric,
there is an isomorphism between Λ∗
C
V ⊗ C and Λ∗
C
(
V ⊗ C
)
which commutes the
corresponding diagram. Both of the horizontal arrows are complex representations
of Cl(V ⊕ V ) ∼= Cl0,4, and so are irreducible representations of Cl (V ⊕ V ) ⊗ C ∼=
Cl4 since both dimensions of representations are 4. The existence of the desired
isomorphism follows from the uniqueness of the irreducible representation of Cl4.

Thus we proved Theorem 4.1. Theorem 4.2 can be proved in the same line, using
the real or quaternionic structure of S(X)⊗ˆE.
4.2. Proof by the Index Formula. In this subsection, we prove the following
theorem by the index formula.
Theorem 4.5. Let X be a 4n + 2 dimensional closed spinc manifold, and Y be
a characteristic submanifold of X. Let E → X be a Z2-graded hermitian vector
10 SHIN HAYASHI
bundle which has a structure of complexification of some real vector bundle on X.
Then we have the following equation.
2 · indexC(X,E) = indexC(Y,E|Y ).
This corresponds to the special case of Theorem 4.2 when the manifold X is
closed (see Remark 3.13). The key is the localization of the element of the ordinary
cohomology by the use of the Poincare´ duality.
Proof. Let x = c1(LX) = e(LX), then
index(X,E) =
〈
ch(E)Td(X) , [X ]
〉
=
〈
ch(E)ch(LX)Aˆ(X) , [X ]
〉
=
〈
ch(E)ex/2Aˆ(X) , [X ]
〉
,
index(Y,E|Y ) =
〈
ch(E)Aˆ(Y ) , [Y ]
〉
=
〈
ch(E)Aˆ(LX |Y )
−1Aˆ(TX |Y ), [Y ]
〉
=
〈
ch(E) ·
( x
ex/2 − e−x/2
)−1
· Aˆ(X) · x , [X ]
〉
=
〈
ch(E)(ex/2 − e−x/2)Aˆ(X) , [X ]
〉
.
The degree of [X ] is 4n + 2, that of x is 2, and that of Aˆ(X) is a multiple of
4. Since E ∼= E, the degree of ch(E) is also a multiple of 4. Note that the value
evaluated by the fundamental class [X ] depends only on the odd degree term of x
and do not depend on the even term. The equation follows because the twice of
the odd degree term of ex/2 equals to that of ex/2 − e−x/2. 
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