Abstract: Quantitative methods are becoming more and more important in political science. However, they are not applicable without computers and computer based systems. In this paper we apply natural language technologies, mainly text classification, to categorise bills of the Lithuanian parliament into the predefined groups for further use in voting analysis and in other text analytic tasks. As only the titles of bills were used, in general it can be claimed that the problem of short text classification, which is poorly explored in consideration with the Lithuanian language, is addressed in this study.
Introduction
Application of quantitative techniques in political science is gaining momentum for the several last decades. Consequently, demand for language technologies and, in general, machine learning techniques adaptation in the area, as well, as all the social sciences, is growing.
In this paper we apply Natural Language Processing (NLP), namely, text pre-processing and classification, for the classification of the Lithuanian Parliament Bills. It is an important task in the roll-call voting analysis (Krilavičius and Morkevičius, 2011; Krilavičius and Žilinskas, 2008) as well as in general parliamentary analysis, e.g. the behavior of the members of the parliament (MP) can be analysed considering the specific class of bills, in such a way providing means for detecting interest groups and differences between coalition partners or inside factions. The application of NLP would extend an existing framework (Krilavičius and Morkevičius, 2011; Krilavičius and Žilinskas, 2008; Bytautas and Krilavičius, 2013) . However, because only the titles of bills are used for classification, it can be treated as a short text classification problem. The problem potentially differs from the classification of comments (Kapočiūtė-Dzikienė et al., 2012) , because comments represent an informal spoken Lithuanian language; it also differs from the classification of longer texts (Kapočiūtė-Dzikienė et al., 2012) , because in longer texts a number of features may influence classifier performance.
In this research the list of the most important bills from the period of 2008-2012 is selected and classified into 5 groups: economics and finances; life quality: environment, education and healthcare; culture and society, culture and ethics, society and morality; political system, governance, public policy; social politics. Then several different text pre-processing techniques are applied and experiments are performed. The classification results are surprisingly good, e.g., F-score ranges between 0.8 and 0.87. It could be due to the well-thought-out and quite uniform formulation of the bills' titles. The best results were achieved using the document-term binary representation and support vector machine (SVM) classification algorithm with linear kernel.
The paper has the following structure: in Section 2 the problem is formulated; classification methods are discussed in Section 3; experiments are defined in Section 4. Section 5 concludes the paper.
Problem formulation
The problem of the categorisation of document titles may be defined as multi-class classification problem when each data instance has to be assigned to one of the predefined categories. Let a document title (raw data) d i , i = 1, …, N be a sample of data set D, d i ∈ D and let C be a set of document title categories, C = c 1 , c 2 , …, c k , where k is the number of predefined categories.
Text classification process has several important tasks (Baharudin et al., 2010; Dasari and Rao, 2012; Korde and Mahender, 2012) : the selection of documents, the representation of documents and feature selection, classification and the measuring of performance. When the data is collected one of the essential tasks is proper data representation and feature selection. This is especially important at the stage of text categorisation where a feature set is usually enormous. Data may be pre-processed using such techniques as tokenisation, removing stopping words, word stemming and lemmatisation. Table 1 Data set pre-processing statistics
Pre-processing techniques
The size document title feature set
Total number of tokens 2981
Number of distinct tokens 516
Number of distinct tokens after lemmatisation 396 Two techniques were chosen for the pre-processing of the document title data set pre-processing were chosen two techniques: tokenisation and lemmatisation (Table 1) . The text datawas lemmatised using the Lithuanian morphological analyser-lemmatiser 'Lemuoklis' (Daudaravičius et al., 2007; Zinkevičius, 2000) . The removing of stopping words was not applied because the list of stop words for Lithuanian language is not defined yet and such words do not cause big problem in Lithuanian anyhow, having in mind the inflective nature of the language (Kapočiūtė-Dzikienė et al., 2012) . The Lithuanian stemmer (Krilavičius and Medelis, 2013) was not used for the pre-processing of data considering the specificity of the data set. This pre-processing technique may reduce the number of tokens, but by eliminating word endings and suffixes the terms having different meanings may be lost (Kapočiūtė-Dzikienė et al., 2012) , i.e., after the elimination of word endings and suffixes the words which have different meanings are treated as being the same. It is important because the data analysed is the set of document titles where each word may be important for the definition of the document. After tokenisation the number of unique data instances decreases considerably, however, the decrease is insignificant after lemmatisation. Class frequency after the pre-processing step is presented in Table 2 .
Classification methods
The categorisation of texts is performed using various classification algorithms (Aggarwal and Zhai, 2012; Baharudin et al., 2010; Dasari and Rao, 2012; Harish et al. 2010; Korde and Mahender, 2012) . One of the most popular classification algorithms used for text categorisation is support vector machines (Joachims, 1998; Yu et al., 2012; Yuan et al., 2013) . We selected the radial basis, polynomial and linear kernels because of their popularity in solving various classification problems and moderate good performance. Further, we extended our research by using Naive Bayes and multinomial logistic regression classification methods that are also used in solving text categorisation problems (McCallum and Nigam, 1998; Nigram et al., 1999) .
Support vector machine
SVM is a supervised classification algorithm (Boser et al., 1992; Cortes and Vapnik, 1995) and is successfully applied for text classification (Joachims, 1998; Manevitz and Yousef, 2001; Yang and Liu, 1999) . Let the document title d i be represented by a term vector x i = {x i1 , x i2 , …, x in } (n -number of terms), which represents the count of terms (or presence of a term) in the text data instance. The purpose of using the classification algorithm is to create the classifier Γ that maps data instances to classes: Γ : X → C. SVM can solve two category y j = {-1, 1} separation problems. In the case of multi-class classification with k categories, k > 2, one-against-one approach is used, which has an advantage over the other approaches (Hsu and Lin, 2002) . Here k(k -1) / 2 classifiers are constructed and each of them is trained on the data from two categories. While training data instances from two different categories binary classification problem is solved:
Here function φ(x j ) is used to map x j into a higher dimensional space, C > 0 -cost of constraint violation. Due to high dimensionality of the problem usually dual problem is solved whose number of variables equals to the number of data instances in two considered classes. The category is predicted using a voting scheme. For the prediction at one instance, each classifier is applied once and issues a vote. If data instance is assigned to y j = -1 category, one vote is added to that category, and the vote number is increased in the other category otherwise. The category with the maximum number of votes is the winner and defines the predicted category for the analysed data instance. The hyperplane which is determined by the SVM algorithm separates instances from the different categories in such a way that the margin ξ to the closest instances from the different categories is maximised. Those data instances that have ξ distance from the defined hyperplane are called support vectors. Usually the set of support vectors is a small subset of instances from the training set. The boundary between regions which are classified as two different categories is called the decision boundary of the classifier. In dual representation of the problem the kernel function is defined by k(x i , x j ). While seeking for the maximum-margin hyperplane in a transformed feature space various kernel function are treated. The decision boundary may be defined using linear or nonlinear functions which determine the type of the classifier. Several common kernels are defined in the following way:
• Linear: ( , ) .
SVM parameters including kernel parameters strongly influence the decision boundary and make a big influence on the classification results (Gaspar et al., 2012) . The Cviolation of constraint defines the penalty size which is assigned to margin errors. The larger constant C, the larger the penalty which is assigned to errors, i.e., hyperplane orientation is influenced only by those data instances which are the closest to the hyperplane. If the C is decreased, the closest points to the hyperplane become margin errors, i.e. a larger margin is defined for the rest of the data. SVM cost of constraint violation parameter C varied between 2 -4 and 2
4
. The kernel parameters and their variation intervals are presented in Table 3 . 
Naive Bayes classifier
Naive Bayes classification is a simple probabilistic classification method based on the application of Bayes Theorem with strong independence assumptions; it is also used for text categorisation (McCallum et al., 1998) . It is assumed that the description of the probabilistic model is defined independent of the feature model, i.e., it models the distributions of data instances in each class using probabilistic model considering independent assumptions about the distribution of different features. The Naive Bayes classifier evaluates the probability of the data instance x j belonging to the category c k : P(c k x j ). This probability maybe estimated by a simple Bayes formula; the probability is defined by the following expression:
where P(x j c k ) is the conditional probability of occurrence of the data instance term x ji in a data category c k ; this probability evaluates what the evidence frequency of the term x ji contributes to selecting ck as a correct category. P(c k ) is the prior probability of c k . In the cases when the terms of data instance do not provide obvious dependence to one class, the one with higher prior probability is chosen. The highest posterior probability is defined in the following way:
Multinomial logistic regression
The basic principle of multinomial logistic regression is based on the probability of the membership of each category (Nigram et al., 1999) . The probability of dependence to each of k -1 categories is compared to a reference category. Separate k -1 binary logistic models are created for the comparison of each category to the reference category. This comparison is performed using maximum likelihood estimations. In a multinomial regression logistic model estimates of the probabilities of class membership are defined using the following exponential form:
Here w ji is a parameter which is estimated using the maximum likelihood estimation and N(x j ) is a normalising factor which is necessary for proper probability estimation:
Experiments
The document title data described in Tables 1 and 2 has been represented using two different bag-of-words approaches: the first approach is based on the count of each term appearance in the document title, the second is binary representation when only the presence of the term in the document title is taken into account. Another approach which has been chosen for the representation of document title data is character n-grams approach. This approach was used for the classification Lithuanian texts Kapočiūtė-Dzikienė et al. (2012) and the results show that the best classification results for Lithuanian language are obtained by applying 4-grams approach. Following the above presented approaches three data sets were constructed:
1 Bag-of-words model -document-term count matrix (d-tCount)
2 Bag-of-words model -document-term binary matrix (d-tBinary) 3 Character n-grams based on distinct tokens (char-4).
The performances of the considered algorithms for the categorisation of document titles were compared using several measures:
• classification error (err) which shows the misclassification rate
• weighted (by category size) precision (w.prec) which is the fraction of the number of correctly classified objects to the total number of objects in a particular category • weighted recall (w.rec) which is the ratio of the number of correctly classified objects to the total number of assigned objects to a particular category • weighted F-score (w.F sc) which is harmonic mean of precision and recall:
.
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w prec w rec = + 10-fold cross validation has been used for evaluating the classification algorithms. Optimisation of the SVM performance for different kernels has been performed using the differential evolution (DE) optimisation (Storn and Price, 1997) . The objective of the maximisation problem was weighted F-score (w.F sc) which is obtained by training and testing SVM. This heuristic search method performs global optimisation. The differential evolution is classified as genetic algorithm which uses crossover, mutation and selection operators for optimisation of objective function by performing a number of successive generations. Floating-point encoding is used for the representation of the population members; arithmetic operations are used in mutation operator. The differential evolution is suitable for the optimisation of a real-valued function of real valued-parameters. The optimisation ('DEoptim', Mullen et al., 2011 ) and classification ('e1071', Meyer et al., 2012 , 'maxent', Jurka and Tsuruoka, 2013 libraries in R (Core Team R, 2013) were used for experimental investigation. The DE ran for 50 iterations with setting the number of parents to ten times the number of optimisation parameters, differential weighting factor F = 0:8 and crossover rate CR = 0.9. Evolving parameter vector has been evaluated by a fitness function which performed 10-fold cross validation. The performance measure of the parameter vector has been defined by the average of weighted F-score. For the evaluation of improvement the baselines for each kernel have been set: averaged weighted F-score which is estimated by using SVM kernels with parameters which were obtained using standard SVM parameters tuning from library 'e1071' and performing 10 × 10-fold cross validation. The average values of relative improvement rates (RIR) of 20 independent runs for every optimisation show the effectiveness of the parameter tuning process.
Results of optimisation are presented in Table 4 . The performances of the algorithms on different data representation types were improved from the selected baseline from 2 to 10 percent. The best results were obtained using linear kernel: the average value of fitness function is the best without reference to data representation type. The fact that classification performance may be increased from several to 10 percent shows the necessity of paying more attention to parameter selection problem. All types of data sets were classified using all considered algorithms. SVM parameters were chosen according to the parameter optimisation results with Differential evolution optimisation. Tables 5-7 present the results of d-tCount, d-tBinary and char-4 data sets' classification respectively. The comparison of the algorithms on the basis of the considered performance measures for the document-term count matrix is shown in Table 5 . Better precision and recall as well as error evaluation if compared to other algorithms is achieved using SVM with linear kernel; however, the F-score obtained by SVM with polynomial kernel is better than that with SVM linear kernel. It should be noted that the values of F-score and other performance measures obtained by SVM linear and polynomial kernels are very similar.
The classification results for the document-term binary matrix and character n-grams representations in Tables 6 and 7 shows that better results are achieved using SVM with linear kernel. Very close results in both cases are achieved by SVM with polynomial kernel.
Al in all, the classification results show that the most suitable data set representation for the document title categorisation, if compared to other representations which were considered, is the document-term binary representation.
Results and conclusions
In this paper five algorithms for document title categorisation have been compared with each other with reference to the classification performance. The considered algorithms are SVM with radial basis, polynomial and linear kernels, naive Bayes classifier, and multinomial logistic regression.
The SVM parameters, including kernel parameters, were chosen by optimisation of the SVM performance. The optimisation produced the performance improvement from the selected baseline ~2 to ~10 percent. Considering the performance measures of the classification algorithms, document-term binary representation and SVM with linear classification algorithm produced the best categorisation results and appeared to be the most suitable methods for the document title classification.
Our future plans are as follows: experiments with parameters' optimisation and full text classification and application of a classifier in further voting analysis experiments. Full text classification problem is challenging due to the feature set dimensionality which causes time consuming classification process. For this reason we plan to extend our experimental investigation with research on feature selection and feature extraction methods. The best selected feature selection or feature extraction methods will be used to represent text data using only informative feature subset and the quality of classification process, which covers precision of classification and time, will be improved. Moreover, we are planning to combine classification of bills with parliamentary voting analysis to investigate factions and positions/opposition cohesion in the different topics.
