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Preface
The present thesis was completed during my time as a research assistant at the Insti-
tute of Dynamics and Vibration Research of the Leibniz Universität Hannover, Germany,
between November 2010 and April 2014. Initially, I worked on an application-oriented
project related to friction damping in turbomachinery bladed disks. In quest of more ef-
fective model reduction approaches, I stumbled over the concept of nonlinear modes,
which turned out to be particularly useful in this regard. This thesis is only about the
part of my scientific work dealing with the novel theoretical developments which were
required for a successful application to friction-damped systems.
If I had traveled forward in time a couple of years ago to read my own thesis, I probably
would have had difficulties understanding the terminology which I now regard as crucial
for a correct and concise language. In order to help myself in this unlikely case, but also
other prospective readers, I wrote a glossary which can be found at the end of this thesis.
The first occurrence of a term listed in the glossary is underlined.
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Abstract
In the present work, a novel computational procedure for the efficient dynamic analysis
of friction-damped mechanical structures is presented. From a given set of nonlinear dif-
ferential equations governing the motion of a system, its energy-dependent vibrational
features are extracted, represented by eigenfrequencies, damping ratios and vibrational
deflection shapes. Based on these modal characteristics, a reduced order model is then
constructed that facilitates the efficient vibration prediction in a wide range of operating
conditions.
The capabilities and limitations of the proposed approach were investigated for several
numerical examples. The novel procedure outperforms conventional methods in terms of
computational efficiency, while retaining reasonable prediction quality. The approach is,
however, currently limited to the dynamic regime of primary interest for friction-damped
systems, namely to the regime of an isolated resonance. The application to state-of-the-
art models of turbine blades with friction interfaces demonstrated that the proposed ap-
proach is capable of drastically reducing the computational effort of extensive parameter
studies and thus facilitating the design of effective and more reliable friction-damped
systems.
Keywords: nonlinear dynamics, mechanical vibrations, model order reduction, dry fric-
tion, design optimization, reliability, turbine blades
V
Kurzfassung
Titel: Anwendung des Konzepts der nichtlinearen Moden auf reibungsgedämpfte
Systeme
In der vorliegenden Arbeit wird ein neues rechnergestütztes Verfahren für die ef-
fiziente dynamische Analyse reibungsgedämpfter mechanischer Strukturen vorgestellt.
Ausgehend von einem gegebenen Satz nichtlinearer Differentialgleichungen, welche
die Bewegung eines Systems bestimmen, werden seine Schwingungseigenschaften,
dargestellt durch Eigenfrequenzen, Dämpfungsgrade und Schwingungsformen, ex-
trahiert. Basierend auf diesen modalen Charakteristika wird dann ein Modell reduzierter
Ordnung aufgebaut, welches die effiziente Schwingungsvorhersage in einem weiten
Bereich von Betriebsbedingungen ermöglicht.
Die Möglichkeiten und Grenzen des vorgeschlagenen Vorgehens wurden für mehrere
numerische Beispiele untersucht. Das neuartige Verfahren übertrifft gebräuchliche Meth-
oden hinsichtlich Berechnungseffizienz, wobei es eine angemessene Vorhersagegüte
beibehält. Die Anwendung auf zeitgemäße Modelle von Turbinenschaufeln mit Reibfu-
gen zeigte, dass das vorgeschlagene Verfahren dazu in der Lage ist, den Berech-
nungsaufwand umfangreicher Parameterstudien drastisch zu reduzieren und damit die
Auslegung wirksamer und zuverlässigerer reibungsgedämpfter Systeme zu ermöglichen.
Schlagwörter: Nichtlineare Dynamik, mechanische Schwingungen, Modellordnungsre-
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Many machines undergo structural vibrations during operation. These vibrations may
cause material fatigue and noise, and thus (a) lead to safety issues and discomfort, (b)
result in costs, and (c) increase the environmental footprint. The mitigation of vibration-
induced alternating stresses can enhance the structure’s lifetime and increase its reliabil-
ity. Moreover, it can extend the feasible design space and tolerable operating conditions,
which in turn may improve the efficiency of the machine.
Friction damping is one means of accomplishing vibration reduction. The damping effect
is achieved by the dissipative character of dry friction occurring in mechanical joints. For
this purpose, friction interfaces may be either newly introduced to the system or existing
ones are used e. g. in the form of bolted or riveted joints. Friction damping is particularly
suited for the passive vibration reduction of lightly damped structures. Various applica-
tions can be found in the field of aerospace structures, combustion engines or turboma-
chinery blades.
Friction is a nonlinear phenomenon, i. e. the measures which describe the vibration be-
havior are energy-dependent in contrast to the linear case where these measures are con-
Figure 1.1: Energy-dependent vibration behavior of friction-damped systems:
(a) frequency-response curves for varying level of the harmonic forcing, (b)
displacement space illustrations of resonant deflection shapes
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Figure 1.2: Conceptual diagram of the structural dynamic design process of friction-
damped systems
stant. As can be seen in Fig. 1.1a, the resonance frequencies of a friction-damped system
vary with the level of harmonic forcing. Likewise, the width of the resonance peak, which
is a measure for effective damping, depends on the excitation level. Finally, the deflection
shape obviously changes with the energy, which can be deduced from their illustrations in
the displacement space, see Fig. 1.1b. In addition to this quantitative influence, nonlinear-
ity may in general enrich the possible dynamics by phenomena not present in the linear
regime, such as the change of stability, the so-called jump phenomenon, non-synchronous
response and energy localization.
Complexity of the design process
The nonlinearity adds up to the overall complexity of the structural dynamic design
process of friction-damped systems, cf. Fig. 1.2. This process commonly involves predic-
tive models rather than experiments.
In order to predict the vibration behavior with sufficient accuracy, often detailed struc-
tural models have to be used. A fine level of spatial discretization is required in order to
resolve the alternating stress distribution. In addition, a fine level of spatial discretization
is required to resolve the possibly inhomogeneous contact interactions in extended fric-
tion interfaces. The strongly nonlinear character of the contact interactions necessitates
a fine level of temporal disretization and generally the use of iterative computational
schemes for the vibration prediction.
Typically, comprehensive parameter studies have to be carried out in order to find the
optimum set of design variables that achieves the most effective vibration reduction and
does not violate any design constraints. The design process is further hampered by the
uncertainty associated with various system parameters. For instance, loading conditions
are often only known in terms of their stochastic characteristics. The friction interfaces
induce additional uncertainty, since contact parameters are typically not exactly known
and may change during operation. It is thus necessary to assess the robustness of the de-
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sign with respect to different parameters.
The overall complexity of the design process is hence caused by the combined demands
of treating detailed nonlinear models and evaluating an extensive number of parameter
variations. This complexity leads to considerable computational cost. In a competitive
economy, this often results in compromises with respect to model fidelity or simplifica-
tions of the design problem. As a consequence, the design may exhibit inferior perfor-
mance. Therefore, the performance of friction-damped systems could be increased, if the
relevant dynamic characteristics were assessed more efficiently in the course of the design
process.
Nonlinear modes
Linear modes of vibration are central to the analysis and the design of systems which be-
have linearly in the regime of interest. They are known to reflect the vibration signature in
terms of eigenfrequencies, modal damping ratios and deflection shapes. They can be uti-
lized for model reduction and therefore accelerate the vibration prediction in the course of
the design process. There exists a unified concept and a profound theoretical basis for nu-
merical and experimental approaches. Computational procedures for the modal analysis
of quite generic linear mechanical structures are available in conventional software tools,
and thus accessible to the common engineer.
The dynamic behavior of friction-damped systems cannot be regarded as linear within
the regime of interest. The concept of nonlinear modes is far less established than its lin-
ear counterpart. Different approaches exist for the modal analysis, each having a limited
scope of applicability. In particular, most approaches are only applicable to small-scale
models involving smooth conservative forces [78]. This obviously limits their usefulness
for the outlined problem class. Furthermore, computational procedures for the nonlinear
modal analysis are currently not available in conventional software tools.
Contributions of this thesis
The present thesis contributes to making modal analysis efficient for friction-damped sys-
tems. Furthermore, a versatile model reduction approach based on the computed modal
characteristics is developed which can be readily used in the design process. The perfor-
mance of the method is assessed for a wide range of operating conditions and for detailed
models of structures with extended contact interfaces.
This thesis is structured as follows: In Chapter 2, the state of knowledge regarding
friction-damped systems and nonlinear modes is presented. The purpose of the present
thesis is detailed in Chapter 3. A modal analysis method for nonlinear systems is derived
in Chapter 4 and strategies for improving its efficiency are proposed. A model reduc-
tion approach is developed in Chapter 5. The range of validity of the framework is in-
vestigated in detail for comparatively simple models in Chapter 6. The applicability to
detailed models and extensive parameter studies of state-of-the-art friction-damped sys-
tems is demonstrated in Chapter 7. The accomplished goals of this thesis are discussed in
Chapter 8. Conclusions and possible directions of future work are presented in Chapter 9.
4
2 State of knowledge
An overview of basic notions, conventional approaches and common assumptions related
to the analysis and to the design of friction-damped systems is provided in Section 2.1 and
Section 2.2, respectively. This background is relevant for the synthesis of an appropriate
solution strategy based on nonlinear modes. The state of knowledge regarding nonlinear
modes is presented in Section 2.3.
2.1 Analysis of friction-damped systems
A friction-damped system represents (part of) a machine which is exposed to dynamic
forces and undergoes vibrations during operation. The system consists of elastic bodies
which are connected to themselves or to each other via mechanical joints which may
feature nonlinear contact interactions. This section is further divided into the modeling
of these bodies in Section 2.1.1, the description of the contact interactions in Section 2.1.2
and the computation of the nonlinear vibration behavior in Section 2.1.3.
2.1.1 Modeling of mechanical structures
Spatial discretization
The finite element (FE) method has established itself as the standard method for mod-
eling the structural dynamics of friction-damped systems. As illustrated in Fig. 2.1, the
spatially continuous displacement field Du(x, t) in a body D is approximated in the form
Du(x, t) ≈ N(x)du(t) by a finite set of physical deformations du(t) combined with a set
of spatial shape functions N(x). By applying a Galerkin-type procedure, a set of second-
order ordinary differential equations (ODEs) is obtained that govern the dynamic behav-
ior,
dM dü(t) + dC du̇(t) + dK du(t) + dg (du (t) , du̇ (t)) = de(t) . (2.1)
Herein, dM = dMT > 0 and dK = dKT > 0 are the symmetric, positive mass and stiffness
matrices. dC = dCT is the symmetric viscous damping matrix. The vector de(t) comprises
external forces. Small vibrations around the equilibrium point du = 0 are considered. The
2.1. ANALYSIS OF FRICTION-DAMPED SYSTEMS 5
Figure 2.1: Spatial discretization and Component Mode Synthesis
nonlinear forces dg (du (t) , du̇ (t)) are assumed to stem solely from the contact interac-
tions and are addressed in Section 2.1.2. Linear non-symmetric terms, stemming e. g. from
gyroscopic effects, are often not regarded, but could generally be incorporated in dg to
comply with the formalism in this thesis. Moreover, it is assumed throughout this thesis
that the structural matrices and the nonlinear forces do not explicitly depend on time.
The time variation of these properties, e. g. due to thermal effects or wear, is considered
to happen on time scale much longer than the one on which the sought vibrations take
place.
While the mass and the stiffness matrices directly follow from the FE procedure, it should
be noted that it is not straightforward to determine the damping matrix. The damping
matrix can be utilized to describe the dissipative character of the material behavior [97],
the interaction with the surrounding fluid [16, 127, 131, 101] and the joints not explicitly
taken into account in the term dg [67]. The common assumption of weak damping is
adopted throughout this thesis.
Component Mode Synthesis
As the domain of influence of each discrete physical coordinate dui is bounded, cf. Fig. 2.1,
the structural matrices dM, dC, dK are sparse. It is common to condense the equations of
motion and thus reduce the number of coordinates contained in the model by means
of Component Mode Synthesis (CMS). A good overview of this topic can be found in
[84, 34]. This introduces a further step of approximation, where the set of Nd physical co-
ordinates du(t) is approximated as du(t) = rT ru(t) by a set of Nr generalized coordinates
ru(t) via a set of component mode vectors assembled as columns in the matrix rT , where
typically Nr  Nd. The projection of the equations of motion (2.1) onto this reduced set
of base vectors gives rise to a reduced set of equations of motion,
rM rü(t) + rC ru̇(t) + rK ru(t) + rg (du, du̇) = re(t) ,
with r{M, C, K} = rTT d{M, C, K} rT , r{g, e} = rTT d{g, e} . (2.2)
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As a consequence of this condensation, the reduced structural matrices are in general no
longer sparse and the domain of influence of the generalized coordinates may spread
over the entire domain. The overall procedure of spatial discretization and CMS, as il-
lustrated in Fig. 2.1, can significantly reduce the solution space and thus simplify the
dynamic analysis of friction-damped systems. Upon solution in the reduced space, the
approximate physical displacement field can be expanded using the reduction ansatz.
Appropriate choice of base vectors
The appropriate selection and number of the base vectors, i. e. the matrix rT determines
the accuracy of the reduced order model (ROM) in the dynamic regime of interest. On the
other hand, the number of base vectors should be as small as possible in order to achieve
the best computational efficiency.
It is useful to distinguish between the boundary coordinates which describe the deforma-
tion at the contact interface and the remaining inner coordinates. It is beneficial to retain the
boundary coordinates as generalized coordinates for the ease of formulating the coupling
through contact forces. Otherwise, an expansion-projection procedure is required for the
evaluation of the reduced coupling forces, and the sparsity of the contact force vector rg
is generally destroyed [146].
The local relative displacement in the contact interface is typically small compared to the
global displacement of the structure [126]. An accurate description of the local elasticity
is thus essential for the modeling of contact interactions. The dry contact interactions can
essentially be described by quasi-static relations [49]. Hence, it is important to retain an
accurate representation of the static deformation behavior in the ROM.
In the conventional modal truncation approach, the base vectors are the modal deflection
shapes corresponding to the lowest eigenfrequencies of the structure without contact con-
straints (free boundary). This formulation is very popular, but it is not directly suited for
contact problems, as the first modal deflection shapes barely contain information about
the elasticity of contact interfaces [118]. To overcome this, the modal base can be aug-
mented by the so-called static residual compliance [126]. For the same purpose, the set of
free-boundary normal modes can be supplemented by so-called residual attachment modes
in the Craig-Chang-Martinez (CCM) method [34].
Probably the most popular CMS method is the Craig-Bampton (CB) method, because it is
particularly known for its superior numerical stability and great modal convergence [4].
The reduction base is formed here by the normal modes for fixed boundary and so-called
constraint modes which represent the static deformation shapes for unit displacement at
each boundary coordinate. Batailly et al. [4] compared the CCM with the CB method for
a dynamical contact problem and found that both methods lead to similar results for
higher numbers of modes. It can generally be stated that the CB method is better suited
to describe almost sticking contact situations, while the CCM method is beneficial for
nearly open contact situations. For both methods, only the interface coordinates involved
in the nonlinear force formulation should be defined as boundary coordinates, in order
to improve the convergence of the reduction base [25].
2.1. ANALYSIS OF FRICTION-DAMPED SYSTEMS 7
2.1.2 Contact modeling
The objective of contact modeling in friction-damped systems is to describe the essential
interactions between dry rough surfaces, i. e. dry sliding friction in the tangential plane
and unilateral contact in the normal direction. It has to be stated that there is not yet a sci-
entific consensus regarding the accurate modeling of contact interactions in mechanical
joints, and this is still a lively field of research. Part of the apparent complexity is due to
the fact that a realistic model must generally be an appropriate combination of the mod-
els for the contact interaction and the underlying structure, which cannot be regarded
separately from each other. Overviews of this topic can be found in [180, 182, 76]. In the
following, a focus is set on contact modeling in the context of friction damping.
For friction-damped systems, a description based on first principles seems infeasible due
to the lack of knowledge of exact surface geometry and material characteristics on all
relevant length scales in practice. Moreover, the consideration of mechanical, thermal
and chemical interactions, usually happening on different time scales, appears prohib-
itive. Hence, ‘smeared’ i. e. time and length scale averaged phenomenological models
for the mechanical contact interactions are typically formulated and applied to idealized,
smooth surface geometries. Phenomenological models inherently introduce parameters
which need to be properly identified, which can be a difficult problem in general. The dif-
ferent contact modeling approaches mainly differ with respect to kinematic description,
discretization and contact laws. These aspects are described below.
Contact kinematics
The contact kinematics represent the relationship between the relative displacement field
Curel(x, t) of the contact interface and the coordinates describing the vibration behavior
of the underlying structure,





(x, t) = C2u(x, t)− C1u(x, t)
≈
(
C2 B(x, du(t))− C1 B(x, du(t))
)
du(t) = CB(x, du(t)) du(t) . (2.3)
Curel(x, t) is given in the contact coordinate system spanned by the locally defined nor-
mal vector n and the two tangential vectors t1, t2, cf. Fig. 2.2a. The displacement field is
defined at the common contact surface C = C1 ∩ C2. The contact surface C is the entire
surface which can undergo nonzero contact pressures during vibration. It therefore also
includes all regions which are initially separated, but potentially get into contact due to
dynamic deformation. Friction joints for the purpose of damping are typically designed
to be localized and only undergo comparatively small relative deflections. Hence, the de-
termination of the contact surface C is typically not a difficult task, and it will be assumed
as known in the following. The interested reader is referred to [182] for contact search al-
gorithms relevant in situations where an a priori knowledge of the potential contact area
is not available.
The continuous relative displacement field is approximated in accordance with the FE
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Figure 2.2: Mechanics of a contact interface: (a) kinematics, (b) discretization and contact
pressure field
procedure in terms of the coordinates du and shape functions CB at the contact interface.
The relationship CB(x, du) is geometrically nonlinear in general. It is a common simplifi-
cation in the field of friction damping to linearize the kinematic relation for small relative
deflections [25], resulting in a shape function CB(x) which is independent of the defor-
mation du. Geometric linearity is assumed in the following.
Contact discretization
A contact pressure field Cp (x, Curel) develops between adjacent interfaces in accordance
with the contact law. Cp (x, Curel) is generally inhomogeneous, i. e. it depends on the loca-
tion x. The contact law locally relates the pressure to the relative displacement as well as
its time derivative and time history, as detailed in the next subsection. The contact pres-
sure is taken into account in the weak form of the dynamic equilibrium (2.1) in terms of




CBT (x) Cp (x, Curel)dA ≈∑
k
BTk pk (urel,k)∆Ak . (2.4)
In practice, the continuous integral is approximated by a weighted sum over a finite set
of so-called contact points, as indicated in Eq. (2.4). For this purpose, the shape functions
and the contact pressures are evaluated at the locations xk. The weights ∆Ak involved in
the sum can be interpreted as the area associated with each contact point k, cf. Fig. 2.2b. It
is important to note that the notion of general contact points is preferred here to embrace
various discretization methods ranging from lumped formulations to so-called mortar
methods [182] for the coupling of subdomains with non-matching FE meshes.
The appropriate density and type of distribution of the contact points has a crucial in-
fluence on the accuracy of the contact modeling. In the most sophisticated but also most
computationally involved approaches, the contact points coincide with the integration
points of the finite surface elements which in turn are defined depending on the underly-
ing solid elements [130, 53]. Another common approach is to define a new grid of contact
points independent of the underlying elements [113, 24]. However, if the number of con-
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tact points exceeds the number of coordinates involved in the interface description by
far, an over-stiffening effect known as locking phenomenon may occur and result in poor
accuracy [43, 3, 64]. Finally, the limit case of a single contact point is frequently applied
in practice [164, 65]. In this lumped formulation, the rotational motion may be considered
in addition to the translation in order to account for the torque transmission across the
contact interface. In this case, urel, p represent generalized relative displacement and gen-
eralized pressure. This formulation cannot resolve the inhomogeneous character of the
contact interactions. This is particularly relevant for friction damping, where the opti-
mum performance is typically achieved in the microslip regime, where inhomogeneous
interface deformations are expected [145]. While providing the lowest computational ef-
fort, the lumped formulation may thus lead to less accurate results, and the associated
contact parameters are only valid in a limited range of operating conditions [52].
In order to assess the discretization quality, it is generally advisable to investigate the con-
vergence behavior of the sought results with respect to an increasing number of contact
points and underlying finite elements. The mesh density should be as small as possible to
avoid spurious computational burden and as large as necessary to achieve sufficient con-
vergence among the quantities of interest. In the case of friction damping, the measures of
interest are typically resonance frequencies or the (global) dynamic response of the struc-
ture. These measures tend to converge faster with respect to the contact discretization
than the local stress field in the contact interface [5, 8]. For the analysis of turbomachinery
blades with dovetail joints in [25, 24], a number of 75 contact points at the root inter-
face was regarded as sufficient for the prediction of the resonance amplitude of the blade
tip. For a similar application, 21 contact points were found to achieve convergence of a
particular resonance frequency for a sticking contact situation [130]. It can, however, be
stated that such convergence studies are seldom conducted, and the appropriate contact
discretization remains a delicate issue in the modeling of friction-damped systems.
Contact laws
The contact law defines the relationship between local contact pressure and local relative
displacement. Depending on the law, this relationship can be expressed either in explicit
form or as a differential equation, i. e. the pressure at a specific time instant may also de-
pend on the relative velocity and the time history of the displacement. It is convenient





. Common laws for the unilateral contact and the dry friction law
are illustrated in Fig. 2.3. This relation can be either considered as a constraint or a regu-
lar constitutive law. The former notion gives rise to set-valued relations and to velocities
which are non-smooth in time due to possible impacts [180, 182]. For this purpose, special
mathematical treatment is required to directly enforce the constraints, see e. g. [56]. Alter-
natively, a regularization technique can be utilized to enforce the constraints in a weak
sense. In this context, the augmented Lagrangian approach [135] should be mentioned
along with its frequency domain counterpart, the Dynamic Lagrangian approach [103]
which is well-suited in conjunction with the harmonic balance method.
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Figure 2.3: Contact laws for dry interfaces: (a) unilateral contact, (b) dry friction
The so-called penalty regularization is mathematically equivalent to the elastic re-
formulation of the contact constraints and can thus be expressed as a regular constitutive
law, see Fig. 2.3. Such a regular law gives rise to time-continuous pressures and continu-
ously differentiable velocities.
Normal direction
The normal contact law restricts the interpenetration of interacting surfaces. Unilateral
contact is typically assumed where the normal pressure is compressive in the case of
contact and zero otherwise. The normal pressure is generally a variable quantity which
depends on the initial normal pressure (i. e. in the absence of vibrations) and the contact
normal dynamics, see e. g. [186, 184]. If the contact is initially open, the initial normal
pressure is zero. As a consequence of vibrations, the contact may close, resulting in a
generally nonzero, oscillating normal pressure. The reverse situation is also possible: If
the contact is initially closed, the normal pressure level oscillates as well, and the contact
point may lift off when this oscillation exceeds the initial pressure.
Different normal contact laws are depicted in Fig. 2.3a. Apart from the non-regular rigid
formulation, the linear elastic penetration law is widely used. Moreover, nonlinear rela-
tions may be employed [147, 162] that aim at modeling the Hertzian contact of the entire
contact surface or local surface asperities [58, 180, 182]. The normal contact interaction is
typically considered conservative, although few approaches can be found that model the
dissipative character of normal impacts in terms of a coefficient of restitution or viscous
damping elements.
Tangential plane
The dissipative character of dry sliding friction essentially stems from the deformation
behavior of surface asperities on different length scales. This behavior is of hysteretic
type and is taken into account in the tangential contact laws. Different friction laws are
illustrated in Fig. 2.3b for the case of steady alternating one-dimensional translational rel-
ative motion urel,t subject to constant normal pressure pn. It should be noted that pn does
not have to be constant, as explained in the previous paragraph.
The (elastic) Coulomb friction law describes the friction pressure for spatially homoge-
neous relative displacement. Assuming that the local geometric and elastic properties are
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accurately described in an interface model with fine discretization, the local application
of this law seems appropriate. However, such a fine discretization is often infeasible and
local surface characteristics are not precisely known in practice. It is thus common to ac-
count for the inhomogeneous character of the interface behavior implicitly in so-called
microslip models, cf. Fig. 2.3b. Common examples are the Dahl [37], the LuGre [181], the
Bouc-Wen [175] and the Preisach [173] differential models. While the microslip laws are
frequently applied to contact problems with time-constant normal load, numerical diffi-
culties typically arise in conjunction with lift-off phases [129]. Microslip effects may have
a significant influence on the friction damping performance. They are particularly rele-
vant for large rough interfaces of compliant bodies subject to high normal loads [61].
The dry friction law is commonly assumed to be frequency-independent. In particular,
the friction properties are regarded as independent of the magnitude of the relative ve-
locity. Moreover, the static friction coefficient in the (elastic) Coulomb law is typically
specified to be identical to the dynamic one. An important reason for this simplification
is apparently the difficulty of parameter identification.
In contrast to the simplified illustration in Fig. 2.3b, the geometric coupling between the
two cartesian coordinates spanning the tangential contact plane needs to be considered.
However, it is common practice to account for each direction in a decoupled manner, see
e. g. [128, 155, 188]. This can significantly decrease the computational burden in the dy-
namic analysis [30]. However, substantial quantitative differences between the coupled
and the uncoupled approach are generally possible [129]. A qualitative difference is the
possibility of a continuous sliding state which can only be described by the coupled ap-
proach.
2.1.3 Direct dynamic analysis methods
The dynamic analysis refers to the determination of the temporal evolution ru(t) of the
generalized coordinates from the equations of motion (2.2). For the sake of brevity, the
subscript will be omitted now, i. e. u ≡ ru. Direct analysis approaches are presented be-
low, where the term direct is used to express that no further model (order) reduction is
carried out, in contrast to the approaches based on nonlinear modes addressed later.
An exact solution can be established only for simplified special cases of friction-damped
problems [39]. Analytical approximations obtained by asymptotic techniques are typi-
cally not capable of treating the non-smooth forces and are thus not well-suited for con-
tact problems [48, 67]. Hence, numerical methods have established themselves for the
dynamic analysis of friction-damped systems.
The most versatile class of dynamical analysis approaches is the family of numerical time
integration methods. For contact problems, time integration methods can be classified
into event-driven and time stepping algorithms. Event-driven algorithms aim at directly
resolving the transitions between different situations (stick, slip, lift-off). This can be a
computationally exhaustive endeavor, in particular if numerous events occur [44, 132]. In
contrast, time stepping algorithms tend to perform well, even in the case of numerous
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events. However, they inherently feature discretization errors which may lead to inferior
accuracy. An important computational property of differential equations (2.2) is their nu-
merical stiffness. This stiffness is caused by the strong deviation of the orders of magnitude
of the relatively small global structural stiffness on one hand and the large local contact
stiffness on the other hand. For numerically stiff problems, all time integration methods
share the drawback that they require comparatively small time steps which results in
considerable computational effort [135]. Time integration methods are therefore seldom
applied in the context of extensive parameter studies. Owing to their high accuracy, time
integration methods are widely used as reference for other approximate methods. More-
over, they are employed in situations where no alternative approaches are applicable.
For friction-damped systems, the family of periodic solutions of the equations of motion
is often of primary interest in practice. For their efficient computation, special methods
have been developed. Among these methods, the shooting method and the harmonic
balance method are probably the most popular ones.
Shooting method
Starting from arbitrary initial values, the time integration often requires a long time span
until reaching steady-state conditions because of the typically weak damping [47]. This









= 0 . (2.5)
The initial value problem is thus reformulated as a boundary value problem, for which
the initial state vector at time t = 0 is sought to satisfy Eq. (2.5). Eq. (2.5) represents a set of
nonlinear algebraic equations which can be solved using e. g. Newton-like methods. In an
iterative solution procedure, the state vector at time t = T is still computed by means of
time integration from the current estimate of the initial state vector. The shooting method
has also been applied to friction-damped systems, see e. g. [44].
Harmonic balance
Another method for the computation of periodic solutions of ODEs is the harmonic bal-
ance method1 [169, 22, 108]. To this end, the dynamic variables are expanded in a Fourier






1In the literature, other widely used names for the method described here are the Describing Function
method and the method of Krylov-Bogoliubov-Mitropolsky. Moreover, the prefix ‘multi’ or ‘high-order’
are often used for the harmonic balance method in order to clarify the difference to the single-term variant
which only considers the fundamental harmonic.
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Figure 2.4: Basic notions of the harmonic balance method: (a) convergence with respect to
harmonic order H, (b) alternating-frequency-time scheme
Due to this particular choice of base functions, periodicity of the sought motion is auto-
matically met.
The substitution of Eq. (2.6) into the equations of motion (2.2) and subsequent Fourier-
Galerkin projection gives rise to a set of nonlinear algebraic equations in the unknown
Fourier coefficients ûn of the generalized coordinates,[
−(nΩ)2M + inΩC + K
]
ûn + ĝn (û0, . . . , ûH) = ên ∀ n = 0, . . . , H . (2.7)
Herein, the harmonic coefficients ĝn, ên are related to their respective time-domain coun-





−inΩtdΩt for n ≥ 1.
For friction-damped systems with localized contact interfaces, the nonlinear forces are
typically associated with only a small subset of the generalized coordinates. In this case,
an exact condensation procedure to only these coordinates can be applied. This can
significantly reduce the computational effort required for the iterative solution process
[82, 60, 10, 26].
It should be noted that the approximation in Eq. (2.6) is infinitely smooth. This is in con-
trast to the exact solution which has a limited degree of smoothness owing to the non-
smooth character of the contact forces. The approximation typically exhibits oscillatory
behavior in the vicinity of these discontinuities, which is known as the Gibbs phenome-
non. The harmonic balance method may therefore suffer from weak convergence behav-
ior and lead to poor predictions, in particular for higher-order time derivatives of the
generalized coordinates [80].
Influence of the harmonic order
It is assumed that for sufficiently large values of the harmonic order H, the approximation
agrees with the exact solution to sufficient accuracy, as illustrated in Fig. 2.4a. In order to
avoid spurious computational effort, the harmonic order should be selected as small as
possible considering the required accuracy [95, 70].
Experiments and simulations of friction-damped systems often suggest that the funda-
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mental harmonic component of the response is predominant within the dynamic regime
of interest [72]. Hence, the single-term variant, where only the harmonic n = 1 is retained
in the balance (2.7), is very popular [142, 27, 111, 15]. It is often reported that this variant
provides good approximations when the normal pressure is almost constant [69]. How-
ever, the consideration of higher harmonics can significantly influence the fundamental
harmonic component of the response [33]. The higher-order contributions are important
for the accurate resolution of the stick, slip, and lift-off behavior at the contact interface
[27]. Furthermore, it is crucial to consider the static balance, i. e. the zeroth harmonic in
Eq. (2.7) for contact problems. Otherwise, the effects of settling and realignment of the
contact interface [50, 51, 188, 141] or the static deflection induced by impact-type interac-
tions cannot be taken into account. Hence, the single-term variant can suffer from poor
accuracy for strongly nonlinear contact interactions [47, 186].
Particularly for the case of small clearances or low normal pressures [186], so-called sub-
or superharmonic resonances are reported for numerical as well as for experimental in-
vestigations [177, 10, 27, 26, 85]. In these dynamic regimes, the response is no longer dom-
inated by its fundamental harmonic component, and it cannot be predicted with the
single-term harmonic balance method.
Computation of nonlinear forces
The harmonic components ĝn of the nonlinear forces depend on the harmonics ûn of the
sought coordinates. This functional relationship can in general not be expressed in closed
form, and numerical procedures have to be utilized for the computation instead. This cru-
cial task often becomes the bottleneck within the iterative solution process.
In analogy to time integration, event-driven schemes can be utilized to detect the tran-
sitions between different contact states directly [128, 15, 87]. Once the transition time in-
stants are determined, the harmonic components ĝn are computed by piecewise integra-
tion. This step can be carried out analytically for piecewise polynomial systems [87]. Note
that this class of systems includes systems with unilateral springs and elastic Coulomb
friction, which are piecewise linear.
The alternating-frequency-time scheme is a widely used alternative to event-driven
schemes and it is illustrated in Fig. 2.4b. The contact laws are directly applied in the time
domain to force g(tj) and displacement u(tj) values at equally spaced time instants tj.
The conversion between time and frequency domain is efficiently performed through the
(inverse) Fast Fourier Transform ((i)FFT) [18, 20].
Solution, continuation and bifurcation analysis
Both the shooting method and the harmonic balance method give rise to a set of nonlinear
algebraic equations. In general, iterative procedures have to be used for the solution of
these equations. A commonly used procedure is the Newton method. An iteration of the





∆Z+ = −R(Z−) . (2.8)
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Figure 2.5: Important phenomena of a nonlinear dynamical system: (a) conceptual bifur-
cation diagram, (b) Poincaré sections of possible attractors
Herein, R and Z are the residual vector and the vector of unknowns, respectively, and ∂R
∂ZT
is the gradient of the residual with respect to the unknowns. In each iteration, the residual
and its gradient have to be determined at the current estimate Z−. Then Eq. (2.8) is solved
in order to find the next correction step ∆Z+ and the new estimate Z+ = Z− + ∆Z+. Start-
ing from an initial guess, successive iterations are computed until the norm of the residual
is smaller than a specified tolerance.
The Newton method is a gradient-based method. For such methods, the solution process
can be significantly accelerated by providing the required gradients ∂R
∂ZT
analytically [10].
Gradient-based methods are known for their superior convergence behavior in the vicin-
ity of a good initial guess. Hence, so-called (path) continuation methods are applied that
facilitate the iterative computation of solutions with respect to a control variable by ac-
counting for the already known solutions [148]. A typical control variable is the excitation
frequency when frequency-response curves are of interest. Possible difficulties, that may
arise with the continuation of solutions, are illustrated in Fig. 2.5a. Groups of solutions
are connected via so-called branches in the bifurcation diagram. The singularities at turn-
ing points can be easily overcome by means of continuation. In contrast, the detection of
branching points and the switching to another branch require special treatment. In addi-
tion, isolated branches may be present which cannot be directly found by continuation.
A good review of suitable methods for continuation and bifurcation analysis and related
computational aspects is given in [148].
Both the shooting and the harmonic balance method only facilitate the computation of
periodic motions. A nonlinear system may, however, also exhibit quasi-periodic or even
chaotic steady-state vibration behavior [81, 144, 63]. The different possible attractors are
illustrated in the form of Poincaré sections in Fig. 2.5b. For friction-damped systems, such
non-periodic regimes are reported for the case of high-energy impacts and rubbing phe-
nomena [105].
The Floquet theorem can be used to assess whether a found periodic motion is asymp-
totically stable, i. e. whether all trajectories starting in the vicinity will converge towards
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this orbit. A change in stability indicates a bifurcation of the solution. In case of unstable
periodic motion, one or more new stable attractors may be present instead, each being ei-
ther periodic or non-periodic. In general, a sophisticated stability and bifurcation analy-
sis may be appropriate, if such non-regular behavior is expected. The interested reader
is referred to [159, 60, 115] for examples of such studies with applications to dynamical
contact problems. It can generally be stated that the aspect of local stability, non-periodic
attractors and the branching behavior or even the occurrence of isolated branches is only
seldomly addressed in the field of friction damping.
2.2 Design of friction-damped systems
In this section, an overview of the design considerations of friction-damped systems is
provided. In particular, it is described how the vibration reduction is achieved and under
which conditions friction damping is typically applied. It is further detailed which dy-
namic characteristics are typically assessed in the course of the design process and which
essential parameter dependencies exist.
Several aspects of the design of friction-damped systems are considered beyond the scope
of this section. These aspects include (semi-)active vibration reduction strategies and the
application-specific forms of coupling elements and interfaces. For these aspects, the in-
terested reader is referred to [45, 134].
2.2.1 Mechanisms of vibration reduction
The essential vibration reduction mechanism of friction-damped systems is obviously the
dissipation due to dry sliding friction. Moreover, the dissipative character of impacts can
contribute to the effective damping. In addition to dissipative effects, dispersive effects
may be induced by the strongly nonlinear contact interactions, in particular with regard to
the normal contact dynamics. Dispersion causes a (re-)distribution of the kinetic energy in
time and space. A special case of this mechanism is the so-called energy pumping2 [96],
where the kinetic energy of a base structure is passively (and irreversibly) transferred
to a strongly nonlinear absorber. Because of the strong nonlinearity, this mechanism is
effective in a wide frequency range [170]. The resulting dispersed vibration behavior may
be acceptable from a design point of view, even without significant amount of dissipation
[116]. Finally, contact joints can be utilized to shift the eigenfrequencies at such a rate that
they do not coincide with the load spectrum, and to influence the vibrational deflection
shape in order to reduce its coherence with the excitation field.
2Another widely used name for this mechanism is ‘targeted energy transfer’, and the corresponding
absorber is often referred to as ‘nonlinear energy sink’.
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2.2.2 Dynamic regimes of interest
In order to design friction-damped systems, it has to be distinguished between the sources
of vibration which the system is exposed to during operation. It can generally be stated
that friction damping has been mainly applied to systems either exposed to essentially
periodic external forcing or negative damping. In contrast, it can be observed from the
literature that conceivable cases of parametric excitation, shock-type [96] or broad-band
excitation [93] are only seldomly addressed. On one hand, friction damping is apparently
well-suited for the mainly considered sources of excitation. On the other hand, it has to be
remarked that a considerable amount of research related to friction damping has been car-
ried out in the field turbomachinery bladed disks. Here two important scenarios are the
forced response due to rotation within an inhomogeneous fluid pressure field or the self-
excited response in the presence of aero-elastic instabilities [158]. These scenarios can be
characterized by essentially periodic external forcing or negative damping, respectively.
Among periodically forced scenarios, the most important case is certainly harmonic forc-
ing near a particular resonance. In general, the steady-state vibration behavior is of pri-
mary interest, since persisting oscillatory stresses are an important cause of material fa-
tigue. Unsteady forcing as in the case of resonance passages, i. e. a coincidence of an
eigenfrequency and a time-varying external forcing frequency, is also a relevant scenario
[68, 67]. In the field of power plants, resonance passages are attested an increasingly im-
portant role in the design of gas and steam turbines [14].
2.2.3 Performance measures
For the purpose of fatigue investigations, an important measure is obviously the dynamic
magnitude of displacement or stress at certain locations of the structure [163]. In exter-
nally forced scenarios, the resonance frequency shift is crucial for the detection and avoid-
ance of possible resonances [41]. In self-excited scenarios, the limitation of the response
with respect to negative damping is often of interest [156, 178].
The effective damping ratio represents another quantity which is frequently assessed ex-
perimentally or numerically [46]. Different approaches exist for its definition and compu-
tation. Several authors propose determining the effective damping ratio from the width
of the resonance peak of the frequency-response curve using the so-called half-power
method [177, 41, 77]. Another approach is to determine the effective damping ratio from
the temporal evolution of the vibration envelope for the free decay response (typically
from a near-resonant situation). An advantage of these two approaches is that they do
not require system model. In contrast, a model is required for the energy-based determi-
nation of the loss factor [165, 176, 9, 153]. The loss factor is related to the energy ∆Ediss
dissipated per vibration cycle and the maximum reversible potential energy Epot,max at-
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All these approaches can be classified as a posteriori strategies, since they rely on vibra-
tion data to be measured or predicted. In the case of the loss factor, it is also common
to assume a harmonic vibration with the linear deflection shape. The variation of the
vibrational deflection shape and the influence of higher-harmonic vibration content are
commonly neglected, which can lead to poor accuracy [187].
Most design studies address the performance optimization with respect to a given set of
design variables by considering all parameters as fixed. This can lead to inferior perfor-
mance, if the parameters are uncertain, i. e. if the parameters of the actual system deviate
from those in the model. It is therefore relevant to investigate the influence of specific pa-
rameters on the performance, i. e. to carry out so-called sensitivity analyses. If the stochas-
tic characteristics of the parameters are known, probabilistic methods can be employed
in order to determine the stochastic characteristics of the resulting design performance
[124]. Based on this approach, a measure of robustness can be defined [123]. It can gen-
erally be stated that parameter uncertainties are acknowledged as apparent difficulty in
the design of friction-damped systems. However, appropriate robust design strategies are
comparatively rare. This is most certainly because of the prohibitive computational cost
associated with such approaches.
2.2.4 Parameter dependencies
Some of the most significant system parameters and their qualitative influences are listed
below. In general, the parameters can influence the contact interactions arising in a spe-
cific contact interface. The contact interactions can be classified in three different regimes.
In the sticking regime, there is no (or comparatively small) relative motion in the contact
interface. As a consequence, (almost) no energy is dissipated, and the contact interface
fully contributes to the overall stiffness of the structure. In the regime of moderate rela-
tive motion in the contact interface, stick-slip and possibly first lift-off transitions occur.
As a consequence, energy is dissipated during the sliding friction phases, and the contact
interface only contributes by a decreased amount to the overall stiffness of the structure.
In the regime of large relative motion, less sticking friction occurs and the contact primar-
ily undergoes sliding or lift-off. The effective stiffness typically tends to a constant value,
and the effective damping ratio often tends to zero.
External forcing parameters
Level
The characteristic curve relating the resonant vibration level to the excitation level is
termed damper performance curve [19], and a typical example is illustrated in Fig. 2.6a for
the case of harmonic forcing. An increasing excitation level can induce larger relative mo-
tion in the contact interface, resulting in the different regimes as described above. It is
often found that there exists a range where the damping mechanism is effective and the
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Figure 2.6: Frequently sought characteristics of friction-damped systems: (a) damper per-
formance curve for harmonic forcing, (b) optimization curve for harmonic forcing, (c)
stability map for negative damping
vibration level is almost constant under variation of the excitation level [36, 62, 23]. This
range of low sensitivity is particularly valuable when the excitation level is uncertain.
Frequency spectrum
The frequency spectrum can generally be continuous or discrete. A particularly critical sit-
uation is the case of external resonance, i. e. when an excitation frequency coincides with
an eigenfrequency of the system. Frequency-response curves are commonly analyzed to
assess the vibration behavior near resonance. The excitation frequency is often directly
linked to an operating condition such as the rotational speed in rotating machinery. The
frequency spectrum depends on various influences and is often considered uncertain to
some extent [146].
Spatial distribution
The spatial coherence of forcing and vibrational mode shape determines the excitabil-
ity and the intensity of the vibration. Thus, it can have a similar effect as the excitation
level. The spatial distribution plays a predominant role in rotationally periodic structures
such as turbomachinery bladed disks [166]. If the forcing exhibits a particular order of
symmetry (often termed engine order), the steady-state response typically features a cor-
responding symmetry as well.
Contact parameters
Level of normal pressure
A typical example for the relationship between resonant vibration level subject to har-
monic forcing and the normal pressure level is illustrated in Fig. 2.6b. Since the normal
pressure represents an important design variable, this characteristic is commonly denoted
the optimization curve. An increasing normal pressure level tends to reduce the relative
motion within the contact interface, resulting in the different regimes as described above.
The vibration level typically reaches a minimum for a specific value of the normal pres-
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sure level. It should be remarked that the pressure level can often not be regarded sepa-
rately, since it depends on different system parameters and operating conditions [36].
Distribution of normal pressure and clearances
Depending on the initial pressure distributions, certain portions of the contact interface
may undergo larger relative motion during vibration than others. This can have a sig-
nificant influence on the damping performance, particularly for larger normal pressure
levels. Inhomogeneous initial clearance distributions have a similar effect. During vibra-
tion, the effective contact area may vary when initially open portions of the interface come
into contact or initially closed portions lift off [130, 86]. The effective contact area, in turn,
influences effective stiffness of the interface.
Geometry of contact interface
For homogeneous normal pressure distribution, the area of the contact interface typically
plays only a minor role for the damping behavior compared to the overall interlock load
[77]. The area may, however, significantly affect the effective stiffness of the interface. The
shape of the contact interface has a significant influence on the normal pressure distribu-
tion. The correlation between the orientation of the contact interface and the vibrational
deflection shape determines whether the contact dynamics are dominated by tangential
or normal relative motion. Greater damping performance is typically achieved for domi-
nant tangential motion [75, 104].
Friction characteristic
Similar to the orientation of the contact interface, the friction characteristic has an effect on
the preferential contact dynamics: If the friction forces are comparatively small, large rela-
tive motions in the tangential plane of the interface are possible [69, 121]. It can generally
be stated that the friction characteristic is considered uncertain, since it is temperature-
dependent and may change during operation e. g. due to wear-induced variation of sur-
face properties [180, 121].
Parameters of the underlying system
Geometric and material properties of the underlying structure
These parameters influence the elastic and inertial forces within the structure and thus
have an effect on the resulting vibrational deflection shape. This is particularly relevant
in the case of rotationally periodic structures such as bladed disks. In this case, even slight
deviation among the properties of individual segments may cause qualitatively different
vibrational deflection shapes of the assembly and induce localization effects [28, 21]. In
rotating machines, the centrifugal forces can cause large deflections and lead to geometric
stiffening [32].
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Non-frictional damping
The magnitude of a positive damping can strongly influence the relative reduction of the
ratio between the resonant vibration level with and without friction damping. If the sys-
tem is exposed to fluid flow, fluid-structure interaction can have a significant influence
on the resulting vibration behavior. In particular, aero-elastic instabilities may result in
negative damping, i. e. self-excitation [156, 62]. The positive damping contributed by the
dissipative contact interactions in friction interfaces or contact-induced variations of the
vibrational deflection shape can give rise to stabilized limit cycles. The resulting vibration
level depends on the amount of negative damping. The relationship between amount of
negative damping and resulting vibration level is termed stability map, and a typical ex-
ample is illustrated in Fig. 2.6c. In the figure, the arrows indicate whether sufficiently
small perturbations around the limit cycles are increased or decreased, i. e. whether the
limit cycle is stable or unstable. If the negative damping is too intensive or the initial
kinetic energy is too large, no limit cycle is reached and the vibration level increases un-
boundedly. It should be noted that non-frictional damping is also subject to uncertainties
in many applications.
2.3 The concept of nonlinear modes
The concept of nonlinear modes is an attempt to extend the ideas of modal analysis to
nonlinear systems. Unfortunately, several mathematical properties are lost when nonlin-
ear effects become important. For instance, the superposition principle is not valid in non-
linear systems, and the modal deflection shapes are no longer orthogonal to each other.
As a consequence, only some ideas can be generalized to nonlinear systems. In partic-
ular, the property of nonlinear modes to reproduce resonant vibration behavior subject
to harmonic excitation can be adopted (deformation-at-resonance property). Moreover, the
invariance property also applies in the nonlinear case, i. e. once an autonomous system
vibrates in a particular nonlinear mode, this mode will persist and no other mode will be
excited. As in the linear case, these properties can be utilized for the purpose of model
(order) reduction.
Nonlinear modal analysis is concerned with the identification of the energy-dependent
vibration signature in terms of eigenfrequencies, modal damping ratios and vibrational
deflection shapes. A conservative, autonomous two-degree-of-freedom (DOF) oscillator
with cubic spring as illustrated in Fig. 2.7a serves as illustrative example [78]. Its eigenfre-
quencies are depicted with respect to the kinetic energy in Fig. 2.7b. Due to the stiffening
effect of the cubic spring, the eigenfrequencies essentially increase with energy. Moreover,
the vibrational deflection shape varies, as it can be inferred from the phase projections il-
lustrated in the subfigures in Fig. 2.7b.
The concept of nonlinear modes facilitates the qualitative understanding of nonlinear
phenomena [172]. These phenomena include the localization of kinetic energy, the change
of stability of modes and modal interactions. It can be deduced from the modal deflection
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Figure 2.7: Nonlinear modes of a two-DOF oscillator with cubic spring k3 = 0.5, k1 =
k2 = k12 = 1, m1 = m2 = 1, similar to [78]: (a) model definition, (b) frequency-energy plot
with phase projections of the vibration behavior, (c) two-dimensional invariant manifold
of the first mode
shapes illustrated in Fig. 2.7b that for both modes the vibration localizes in a particular
DOF for large energies. Owing to the energy dependence, initially distinct eigenfrequen-
cies may become commensurable in the nonlinear regime. In such a situation, energy is
exchanged between the modes, i. e. so-called nonlinear modal interactions occur [106].
This behavior is typically accompanied by folds in the frequency-energy plot (and also in
phase space), which can also be observed for the example model, cf. Fig. 2.7b. The folds
form ‘tongues’ in the frequency-energy plot. At the tip of the tongues, the eigenfrequen-
cies are commensurable and a so-called internal resonance is present.
This section is structured as follows: First, the different definitions of nonlinear modes
are introduced in Section 2.3.1. Conventional methods for the computation of nonlinear
modes are presented in Section 2.3.2. Finally, the existing model reduction approaches
based on nonlinear modes are addressed in Section 2.3.3. Based on this, the current short-
comings are identified in Chapter 3 upon which the purpose of this thesis is defined.
2.3.1 Definition of nonlinear modes
Definition as periodic motions
Rosenberg [140] first defined nonlinear modes for autonomous symmetric conservative
systems as periodic motions in unison. Unison refers to motions for which all material
points cross their equilibrium point and their extremum points simultaneously. For this
type of vibration, the motions take place on so-called modal lines in the generalized dis-
placement space which are normal to the surface of maximum potential energy [172]3.
This rather restrictive definition of Rosenberg was later generalized to non-trivial peri-
3In the literature, the term Nonlinear Normal Mode (NNM) is thus quite common. However, the term
‘normal’ may mislead to the wrong conclusion that nonlinear modes are orthogonal to each other. More-
over, orthogonal intersection with equipotential curves is a property which is only valid for symmetric
conservative systems in general. Hence the term ‘normal’ in this context is avoided throughout this thesis.
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odic motions of autonomous conservative systems [136]. The unison restriction was thus
relaxed in order to include the case of internal resonance, where different parts of a system
may oscillate with individual, but commensurable frequencies. Moreover, the orthogonal
intersection of equipotential curves was eased, so that there may exist a phase lag be-
tween the oscillations of different coordinates.
It is important to note that the possible number of periodic motions for a given energy
may exceed the number of coordinates [174]. In fact, a countable infinity of nonlinear
modes may exist following this definition. These periodic motions are not necessarily
continuations of the linear modes of vibration. An important feature of the periodic mo-
tion definition is that vibratory properties are directly associated with the modes: For
instance, their eigenfrequency is part of their definition. The resonant vibration behav-
ior for harmonic forcing, i. e. the backbone curve is also a by-product of their calculation.
Furthermore, the local stability of the periodic motions can be analyzed in a straight-
forward manner. The extension of the periodic motion definition of nonlinear modes to
non-conservative systems is impossible without further assumptions due to the lack of
periodicity of the flow, i. e. the temporal evolution of the coordinates in this case.
Definition as invariant manifolds in the phase space
Shaw and Pierre [149, 150, 151] define a nonlinear mode as the invariant relationship be-
tween the states of an autonomous dynamical system in the form of a two-dimensional
manifold in phase space which is tangent to the eigenspace of the linear mode at the
equilibrium point, cf. Fig. 2.7c. On this subspace, all the flow of the nonlinear mode takes
place and the system behaves like a single-DOF oscillator [149]. This definition has also
been extended to the case of internal resonances. In this case, the flow of the nonlinear
mode takes place on a higher-dimensional manifold and behaves like a multi-DOF oscil-
lator. In order to account for external harmonic forcing, the state space can be artificially
augmented by the phase of excitation, thus making the system autonomous [74].
In contrast to the periodic motion definition, the application to non-conservative sys-
tems is straightforward. It should be noted that the invariant manifold concept primarily
defines the geometry of the nonlinear mode. Unlike the periodic motion definition, the
notion of vibratory properties is therefore not preserved. Characteristic features of the
nonlinear mode such as eigenfrequency, modal damping ratio and local stability have to
be derived from the flow on the manifold [13, 2]. Furthermore, the definition of Shaw and
Pierre is restrictive in the sense that the invariant manifold must be connected to the linear
modes via the equilibrium point, which is in contrast to the periodic motion definition.
2.3.2 Calculation of nonlinear modes
Following the periodic motion and the invariant manifold definitions, several researchers
developed techniques for the construction of nonlinear modes. In the following, the most
important classes of methods are detailed.
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Periodic motion based methods
The notion of periodic motions permits the utilization of the methods presented in
Section 2.1.3 in general. In contrast to the externally forced case, the fundamental oscil-
lation frequency is an additional unknown, and instead of a single solution, a family of
solutions exists for the same parameters. For this purpose, the set of equations is aug-
mented by additional normalization conditions. Once a periodic motion has been found,
a continuation with respect to the modal amplitude can be performed in order to deter-
mine the energy-dependent modal properties.
Kerschen et al. [114] employed the shooting method for the analysis of nonlinear modes in
the time domain. They used a predictor-corrector continuation technique for a successive
computation of the modes. This facilitated the detection of internal resonances which are
often accompanied by turning points in the frequency-energy plot. Moreover, a stability
analysis was carried out using the Floquet theorem. Several strategies for the reduction
of the computational burden were proposed such as to provide analytical gradients for
the iterative solution procedure. Unfortunately, it is not clear whether the method can be
extended to non-conservative systems.
The harmonic balance method has been widely used for the computation of nonlinear
modes following their definition as periodic motions of autonomous, conservative sys-
tems [138, 139, 31]. As in the non-autonomous case, frequency domain methods are typi-
cally attested a greater computational efficiency than time domain methods, particularly
in the case of numerically stiff contact problems [135].
A modification of the conventional harmonic balance method, particularly relevant for
the present thesis, is the generalized Fourier-Galerkin method (gFGM) proposed by
Laxalde and Thouverez [94]. Inspired by the eigensolution for linear damped systems,






This eigenvalue λ is related to the undamped eigenfrequency ω0 and the modal damping
ratio D by λ = −Dω0 + iω0
√
1− D2. Compared to the conventional harmonic balance
ansatz in Eq. (2.6), a possible real part of λ accounts for the decay of the motion in addition
to the imaginary part which describes the oscillation, which is the key feature for treating
dissipative systems. The same decay rate is used for all harmonics in Eq. (2.10), implying
the assumption of a frequency-independent source of dissipation which is not necessarily
the case for arbitrary damping sources. Allowing complex-valued coefficients û takes into
account possible phase lags between the generalized coordinates.
In analogy to the conventional harmonic balance method, the following set of algebraic
equations is derived:(
(nλ)2 M + nλC + K
)
û + ĝn (λ, û0, . . . , ûH) = 0 ∀ n = 0, . . . , H . (2.11)
Since the ansatz (2.10) is not periodic, the numerical computation of the generalized
Fourier coefficients ĝn of the nonlinear forces would involve an integral over infinity.
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It was proposed in [94] to approximate these quantities by their periodic counterpart as-
suming that the amplitude decay takes place on a time scale much longer than the one of
the oscillations. To this end, all time dependent variables are regarded as periodic with
the damped eigenfrequency ω0
√
1− D2 in contrast to the pseudo-periodic ansatz (2.10).
Hence, standard procedures can be used for the evaluation of the generalized Fourier co-
efficients. The gFGM was applied to systems featuring dry friction contact with constant
normal load [94]. The authors did not take into account the occurrence of internal reso-
nances, so that a sequential continuation technique was sufficient for the computation of
the energy-dependent modal properties.
Invariant manifold based methods
For the invariant manifold approach, the equations of motion are first recast into state
space form with the state variables u, v = u̇. The nonlinear mode is established as invari-
ant relation between the state variables and a (smaller) set of so-called manifold coordi-
nates ζ [150, 106, 74, 133, 168, 11],
u(t) = U (ζ(t)) , v(t) = V (ζ(t)) . (2.12)
Herein, the functions U, V represent the manifold in state space. The dimension of the
manifold corresponds to the dimension of ζ, which is equal to two in the absence of in-
ternal resonances.
The manifold coordinates uniquely characterize a location on the manifold. While the
choice of the coordinate system may affect the solution process, the resulting geometry of
the manifold in state space is of course invariant. In the case of the master-slave parametri-
zation, a specific set of generalized coordinates and associated velocities is directly used as
manifold coordinates, i. e. ζ ∈ u ∪ v. However, it was found that it is more beneficial from
a numerical point of view to choose a coordinate system which is more in line with the
expected flow on the manifold [11]. This idea was followed in [6, 2, 7, 109] by defining an
amplitude-phase parametrization of the invariant manifold. This choice of the coordinate
system is known to lead to a better conditioning and to some degree of decoupling of the
equations governing the manifold.
In order to determine the flow on the manifold, a set of ODEs in the manifold coordinates,
ζ̇ = f (ζ) , (2.13)
is required. This flow equation is typically obtained by substituting Eq. (2.12) into the
system’s equations of motion. The substitution of the manifold relation (2.12) and the
flow equation (2.13) into the equations of motion in state space form gives rise to a set of
partial differential equations in ζ,
∂U
∂ζT




f = −CV − KU − g (U, V) . (2.15)
26 CHAPTER 2. STATE OF KNOWLEDGE
Herein, the dependence (ζ) of the sought quantities U, V and of f is not explicitly de-
noted. It should be noted that these equations are time-independent and thus only govern
the geometry of the underlying dynamics.
A variety of techniques has been developed for the solution of Eqs. (2.14)-(2.15). While
asymptotic techniques give rise to analytical solutions [150, 168], they are not generally
applicable to arbitrary nonlinearities and are only valid up to comparatively small ampli-
tudes [120]. A numerical, Galerkin-type procedure was proposed in [120, 74, 133], which
provides high accuracy even for strongly nonlinear regimes. Although this approach is
applicable to a broad problem class, the attention of most researchers was clearly focused
on conservative systems with low-order polynomial type nonlinearities. Dissipative non-
linearities of the van-der-Pol type have been addressed recently in [109, 137]. The work in
[73] overcomes the typical limitation to polynomial nonlinearities by considering a two-
DOF oscillator with an elastic unilateral contact.
2.3.3 Model reduction based on nonlinear modes
The framework of nonlinear modes can be employed for the purpose of model (order)
reduction. The dimension of the reduced order model (ROM) depends on the number
of interacting nonlinear modes, i. e. it equals two in the absence of internal resonances.
This facilitates a drastic reduction potential, if the dynamics of the original system are
described by a large number of coordinates. This model reduction is actually the second
step after an optional prior Component Mode Synthesis (CMS) step within the model
reduction cascade depicted in Fig. 2.8a.
The actual model reduction approach depends on the concept which has been followed
for the calculation of nonlinear modes. For invariant manifold based methods, the idea
is to constrain the system dynamics to the so-called in-manifold dynamics, i. e. the flow
inside the invariant manifold in phase space [117, 119]. This idea is illustrated in Fig. 2.8b.
The flow inside the manifold is governed by Eq. (2.13). Upon solution in the reduced
space, the response in the original state space can be recovered by Eq. (2.12).
For the periodic motion concept, model reduction approaches are generally limited to
those dynamic regimes which are dominated by an isolated nonlinear mode. Thus, the
presence of internal resonances represents a natural limitation of their range of validity,
as illustrated in Fig. 2.7b [11]. Only under this assumption, the system behavior can be
approximated by a single modal oscillator in accordance with the single nonlinear mode
theory [160, 161]. The properties of this single modal oscillator correspond to the energy-
dependent modal properties obtained during the preceding modal analysis step. It has
also been proposed by several authors [29, 55] to take into account the off-resonant modes
in their linear form in an approximate synthesis procedure.
Approximate superposition of linear damping and harmonic forcing
Although the superposition principle does not hold in the case of nonlinear systems, it
has been widely used in the course of model reduction [71, 29, 55]. For this purpose, lin-
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Figure 2.8: Model reduction based on nonlinear modes: (a) cascade of model reduction
steps in structural dynamics, (b) dynamics inside and outside of the invariant manifold
ear damping and harmonic forcing terms are superimposed in the governing equations
of the ROM. This enhances the parameter space by the according damping and forcing
parameters.
The superposition approach generally compromises the integrity of the ROM [117]. It
was found in [168] that the modal coupling induced by comparatively strong and inho-
mogeneous damping may lead to poor predictions based on superposition. For the con-
sidered case of geometrically nonlinear systems, it was noticed that damping can change
the frequency-energy dependence from a stiffening to a softening type of relationship.
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3 Purpose of the present thesis
Shortcomings in the analysis and design of friction-damped
systems
Inaccuracy
The design process of friction-damped systems is hampered by
• the sensitivity of the vibration behavior with respect to numerous parameters,
• the uncertainty of parameters, particularly those associated with damping and ex-
ternal forcing, and
• the need to assess the different dynamic regimes of externally forced and self-
excited steady-state as well as unsteady vibrations.
Therefore, the vibration behavior has to be determined for various parameter sets and
operating conditions in the course of design optimization and uncertainty analysis. Since
computational resources are strictly limited in practice, a design process of such complex-
ity is often infeasible in conjunction with high-fidelity analysis. Hence, simplifications are
applied to the design process and/or the analysis.
It is thus a common approach to neglect uncertainty and to perform optimization for a
fixed set of actually uncertain parameters. Simplified modeling approaches are employed
for the description of the contact interactions and the underlying structures, and approx-
imate methods are used for the vibration predictions. The simplified analyses can help
understanding the underlying basic vibration phenomena in many situations. However,
it is typically difficult to ensure an acceptable quantitative agreement with high-fidelity
analysis.
The simplifications of the design problem and/or the dynamic analysis lead to inferior
performance and reliability, and may in the worst case result in failure of the designed
machine. Therefore, more computational efficiency in the vibration prediction is required
in order to bridge the gap between accurate models and sophisticated design approaches.
Indirectness
For the design of most friction-damped systems the dynamic regime around specific ex-
ternal resonances is of primary interest. The assessed characteristics include in particular
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the resonance frequency, the effective damping ratio and the vibrational deflection shape
at resonance. Despite the fact that these are obviously modal characteristics, these quan-
tities are typically estimated from crude forced response computations. Moreover, dam-
ping measures are frequently employed that are not well-defined, if the vibrations feature
multi-harmonic content and the vibrational deflection shape varies with energy.
Shortcomings in the field of nonlinear modes
The concept of nonlinear modes certainly has potential for enhancing the analysis and
the design of friction-damped systems: Firstly, it facilitates the computation of the often
sought modal characteristics. And secondly, it permits the model reduction down to a
considerably small dimension near a particular resonance without significantly compro-
mising the model accuracy.
Inefficiency of modal analysis approaches
Depending on the modal analysis approach, the vibratory properties of interest such as
the eigenfrequency and the modal damping ratio may not be directly obtained. For invari-
ant manifold based methods, these properties typically have to be determined indirectly
from simulation of the associated ROM. In contrast, they are directly obtained from peri-
odic motion based methods.
The potential benefit of using ROMs can be easily diminished by the computational over-
head required for the preceding modal analysis. For the direct analysis of periodic mo-
tions of the original model, only a (one-dimensional) limit cycle in phase space is sought
at the same time. In contrast, a two-dimensional surface in phase space is sought during
modal analysis in general. The effort for modal analysis is particularly large, if a two-
dimensional annular region or even the entire two-dimensional surface has to be com-
puted simultaneously, as in the case of the invariant manifold based Galerkin method
[120]. Compared with direct analysis, this ROM approach seems only to be useful, if a
large number of limit cycles on the manifold is of interest.
Limitations regarding dissipative and strong nonlinearities
For an application to friction-damped systems, modal analysis approaches must obvi-
ously allow the treatment of non-smooth and dissipative forces arising in contact inter-
faces. Even though the invariant manifold concept generally appears not to be limited in
this regard, existing numerical methods have not yet proven their applicability to such
problems. Non-smooth unilateral contact and hysteretic-type friction forces are expected
to be more challenging from a numerical point of view than the usually considered low-
order polynomial-type forces. Periodic motion based methods can be easily applied to
strong nonlinearities because of the use of time integration or harmonic balance method.
Yet, the gFGM is the only numerical method which has been successfully applied to
strongly nonlinear and, at the same time, dissipative systems. Thus, the gFGM served
as an important inspiration for the method developed in the present thesis.
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Unknown range of validity of the generalized Fourier-Galerkin approach
Due to the simplifications adopted in the gFGM, the range of validity of the overall ap-
proach is difficult to estimate. It was not clearly discussed by Laxalde and Thouverez [94],
within what dynamic regime the modal characteristics actually reflect the essential vibra-
tion behavior of the nonlinear system. In particular, no comment was given regarding the
treatment of internal resonances or the performance of the method in this case. The pro-
posed ROM is further limited to steady-state harmonically forced vibrations. In the ROM,
only a single harmonic and a single mode were considered. This might clearly lead to in-
accurate predictions, if the contact interactions induce significant multi-harmonic vibra-
tion content or if other modes become relevant. Finally, the authors limited their investi-
gations to dry friction-damped systems subject to constant normal load. The applicability
of the overall approach to systems featuring strongly nonlinear three-dimensional contact
interactions with possible lift-off, variable normal load and variation of the contact area
remains an open question.
Specification of the goals of the present thesis
How can modal characteristics of friction-damped systems be assessed efficiently?
The modal analysis approach needs to provide the following qualifying features:
• direct assessment of eigenfrequency, modal damping ratio and vibrational deflection
shape which characterize the vibration behavior of the nonlinear system in the dy-
namic regime of primary interest, i. e. in the presence of an isolated resonance
• consistency with linear modal analysis
• take advantage of the localized character of contact nonlinearities
• applicability to generic contact laws involving strongly nonlinear and dissipative forces
• resolution of internal resonances, which are known to limit the range of validity of
associated ROMs
How can the dynamic analysis effort be reduced in the context of the complex design
process?
The model reduction approach needs to comply with the following requirements:
• validity in the dynamic regime of primary interest
• applicability to detailed models typically employed for the description of state-of-
the-art friction-damped systems
• reduction of the problem dimension down to only two (invariant manifold) coordinates
• ensure the parametric character of the ROM to avoid a possibly expensive re-
computation of modal characteristics, which is essential for making the approach
attractive for extensive parameter studies required during the design process
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• predictability of both externally forced and autonomous vibrations
• predictability of both steady-state and unsteady dynamics
It is essential for understanding the purpose of the present thesis not to confuse strongly
nonlinear forces with strongly nonlinear dynamics. Contact interactions involve strongly
nonlinear forces and must be accounted for in the present thesis in order to describe
friction-damped systems. Strongly nonlinear dynamic regimes, on the other hand, may
exhibit internal resonances, bifurcations of periodic motions and non-periodic steady-
state behavior. In the present thesis, only the weakly nonlinear dynamic regime is ad-
dressed, where the assumption of an isolated nonlinear mode is justified. It will, how-
ever, turn out to be crucial to resolve internal resonances in order to determine up to
which limits the assumption of an isolated nonlinear mode holds. Such a restriction is an
unavoidable compromise between superiority and range of validity of a useful ROM.
Brief description of approach and outline
The approach for the computation of nonlinear modes followed in this thesis is presented
in Chapter 4. It was inspired by the gFGM and is thus readily capable of computing the
desired modal characteristics of strongly nonlinear and dissipative mechanical systems.
Special attention is paid to the computational efficiency of the numerical approach. More-
over, a path continuation strategy is utilized to overcome turning points in the frequency-
energy characteristic, which is an important feature to detect internal resonances.
A novel ROM is developed in Chapter 5 assuming that the kinetic energy is confined to
an isolated nonlinear mode. The parametric character is retained by superposition of lin-
ear damping and forcing terms as well as a scale invariance. Averaging is employed in
order to derive a model for slow unsteady dynamics.
The computational procedure was implemented in a program code developed within the
Matlab software environment. Several numerical examples have been considered in or-
der to investigate the capabilities and limitations of the approach. Comparatively simple
models are studied in Chapter 6 to systematically assess the approach in the presence
of isolated unilateral or dry friction contact for a wide range of operating conditions. The
applicability to detailed, state-of-the-art models of turbomachinery bladed disks with fric-
tion interfaces is shown in Chapter 7. These test cases are particularly well-suited to assess
the approach in the presence of three-dimensional contact interactions in extended fric-
tion joints. A focus is set on the efficient derivation of characteristics often sought during
the design process of such structures as well as on a probabilistic approach for reliability
optimization.
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4 A nonlinear modal analysis method for
non-conservative systems
In this chapter, a nonlinear modal analysis technique is presented, which will be applied
to the numerical examples given throughout this thesis. In Section 4.1, the general method
is derived. In Section 4.2, several improvements are proposed aiming at the enhancement
of its numerical efficiency and its ability to overcome turning points in the frequency-
energy characteristic. Parts of the theoretical developments have already been published
in Krack et al. [88, 89].
4.1 Derivation of the general method
Akin to their linear counterpart, nonlinear modes are basically a mathematical concept.
Their usefulness resides in their ability to reflect the vibration behavior of nonlinear sys-
tems in certain dynamic regimes. The sequence of derivations in this section does justice
to this fact: First, the relevant dynamic regime is defined. Then, an appropriate novel
definition of nonlinear modes is proposed, in such a way that the nonlinear modes are ca-
pable of characterizing this dynamic regime in terms of eigenfrequency, modal damping
ratio and vibrational deflection shape. Then a method for their numerical computation
is proposed. Despite the fact that the proposed original method is based on a novel def-
inition of nonlinear modes, the governing equations will turn out to share similarities
with an existing method, namely the gFGM. Similarities and differences between these
approaches are highlighted in Section 4.1.4.
4.1.1 Dynamic regime of interest
The motions of the nonlinear systems considered in this study are governed by differen-
tial equations of the form
Mü(t) + Cu̇(t) + Ku(t) + g (u(t), u̇(t)) = e(t) . (4.1)
Any set of generalized coordinates u can be used in these equations. Hence, the prior
application of Component Mode Synthesis does not pose any difficulties and Eq. (4.1)
may represent the Eqs. (2.1) or (2.2). Without loss of generality, K and C are related to all
linear terms in u and u̇, respectively. The nonlinear force g is thus essentially nonlinear in
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u and u̇.
The motions of this system can be erratic in general. Its flow may be steady or unsteady
and exhibit sub-, super- or combination resonances as well as chaotic behavior. As stated
in Chapter 3, however, only the regime of a particular, isolated resonance is of interest in
the present thesis. In the context of this thesis, an isolated resonance is defined as follows:
Definition 1 (isolated resonance). A system is considered to be in (or near) an isolated reso-
nance, if and only if its flow is essentially periodic with fundamental frequency identical to (or
near) its energy-dependent eigenfrequency and the flow features a dominant fundamental har-
monic component.
The term essentially in this definition means that the properties of the periodic motion are
allowed to vary slowly with time. It should be noted that the resonant case is particularly
relevant for the design of vibrating structures, since comparatively large vibration ampli-
tudes are typical for this regime.
Such a resonance situation can occur in the externally forced or in the autonomous con-
figuration. The particular situations considered in this study are:
1. externally forced with essentially harmonic excitation e(t) featuring a frequency near
a particular eigenfrequency;
2. autonomous, i. e. without external forcing e(t) = 0
(a) in the presence of self-excitation the system might respond with a particular
mode and oscillate in its eigenfrequency or
(b) in the presence of weak positive damping, the flow may be dominated by an
isolated resonance, particularly if the motion was initiated at resonance.
The harmonic forcing case (1) occurs for example, if the system consists of a machine
which features recurrent behavior, as in rotating machinery. It is important to note that
(1) only covers external forces with a peak-like frequency spectrum. An external forcing
with multiple discrete frequencies or even a continuous spectrum generally leads to a
significant response of multiple modes. Hence, the dynamic behavior is no longer domi-
nated by an isolated resonance in accordance with the above definition. Such a situation
is, by definition, beyond the regime of interest. Self-excitation (2a) can be induced for
instance by aero-elastic instabilities. Analogous to the restriction of the external forcing
type, the self-excitation must lead to a response in only one mode to comply with the
regime of interest. If the (self- or external) excitation source suddenly disappears, a free
decay from resonance may be initiated, which corresponds to case (2b).
In the linear regime, a particular linear mode will dominate the vibration behavior in the
vicinity of an isolated resonance. This mode can be identified by comparing the eigen-
frequencies with the excitation frequency range (1), by finding the mode with negative
modal damping ratio (2a), or by relating the initial conditions of the free decay to a par-
ticular mode (2b). If the excitation source drives the system beyond the linear regime, the
system behavior becomes nonlinear. Consequently, the resonant vibration behavior is not
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described by the particular linear mode anymore. The nonlinear onset is termed nonlin-
ear mode and is regarded as direct extension of the corresponding linear mode in this
study. The isolation of the resonance implies that this resonance is stable. Hence, there
occurs no bifurcation, i. e. folding or branching of the nonlinear mode in the considered
energy regime.
Instead of deriving the modal characteristics directly from Eq. (4.1), it is proposed in this
study to neglect external forcing and linear damping terms during the modal analysis
step, and to re-introduce i. e. superimpose them in the model reduction step. The benefit
of this procedure is that it increases the parameter space of the associated ROM and sim-
plifies the modal analysis step. This benefit might, however, come at the cost of lower
accuracy. Treating harmonic forcing in this manner is in accordance with the so-called
deformation-at-resonance property which indicates that the external forcing magnitude and
distribution only determine the response level, but the underlying resonance amplitude
and frequency characteristic only depends on the frequency-energy dependence of the
corresponding nonlinear mode, see Section 2.3. A reasonable approximation can be ac-
complished only, if the superimposed linear damping terms remain sufficiently weak in
the sense that they do not induce any significant modal interactions. To this end, the linear
damping matrix C is divided into a (modal-like) part Cmod for which this superposition is
accurate and a remaining part Cg which is subsequently treated like the nonlinear terms,
C = Cmod + Cg , (4.2)
g̃ = g + Cgu̇ . (4.3)
With this approach, the modal characteristics are now determined from an autonomous
surrogate system whose dynamics are governed by
Mü(t) + Ku(t) + g̃ (u(t), u̇(t)) = 0 . (4.4)
While Eq. (4.4) governs the motion of the surrogate system, Eq. (4.1) governs the motions
under operating conditions.
4.1.2 A new definition of nonlinear modes
The motions of the surrogate system are generally non-periodic, owing to dissipative
(friction) terms in g̃, as illustrated in the phase projections in Fig. 4.1a. This is in contrast
to the motions under operating conditions in the regime of interest, which were assumed
to be essentially periodic. In the periodic case, the motions form closed orbits of equal
energy in phase space, as illustrated in Fig. 4.1b. In this thesis, it is proposed to perceive
the nonlinear modes as periodic motions instead of non-periodic motions. Thus, the non-
linear modes are effectively centralized with respect to energy, in order to reproduce ex-
panding or contracting flow under operating conditions with equal accuracy. One means
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Figure 4.1: Visualization of different conceptions of nonlinear modes of non-conservative
systems: (a) damped flow conception followed in [94], (b) periodic flow conception fol-
lowed in this study
of enforcing periodicity is to compensate the dissipative terms by a mass-proportional
damping term ξMu̇,
Mü(t)− ξMu̇(t)︸ ︷︷ ︸
artificial term enfor-
cing periodic motions
+Ku(t) + g̃ (u(t), u̇(t)) = 0 . (4.5)
If the value of ξ is chosen properly, the flow becomes periodic. To the best of the author’s
knowledge, this conception has not been proposed so far for non-conservative systems
and will serve as novel definition of nonlinear modes in this study:
Definition 2 (nonlinear mode). A nonlinear mode is a family of periodic motions of an autono-
mous nonlinear system. If the system is non-conservative, these periodic motions are enforced by
mass-proportional damping. The mode must coincide with the corresponding linear mode when
the kinetic energy tends towards zero.
This definition extends the previous definitions of Rosenberg [140] and others to non-
conservative systems. In accordance with this definition, the nonlinear modes are re-
garded as direct extensions of their linear counterpart in the regime of interest, cf.
Section 4.1.1.
Although the approach to enforce periodicity by compensating the dissipative terms is
appealing, it is actually intrusive: The term ξMu̇ may in general induce artificial modal
coupling and thus deteriorate the geometry of the nonlinear mode. In the linear case with
modal damping, the modes are orthogonal with respect to the mass matrix. Hence, the
additional term does not affect the accuracy in this case. This can also be extended to
the nonlinear case, if the vibrational deflection shapes do not change with energy (sim-
ilar nonlinear modes). In the general case, however, orthogonality does not hold and
the method becomes an approximation. This clearly necessitates a thorough investiga-
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tion of the range of validity of the proposed approach, which is an important purpose of
Chapters 6 and 7.
4.1.3 Computation of modal characteristics
Since nonlinear modes are perceived as periodic motions, conventional methods for peri-
odic flow computation can be applied. In this study, harmonic balance was used. There-








Herein, a is the modal amplitude of the considered nonlinear mode. In contrast to the
linear case where only ψ̂1 6= 0, the eigenvector consists of multiple harmonics ψ̂n 6= 0.
Substitution of Eq. (4.6) into Eq. (4.5) and subsequent Fourier-Galerkin projection leads to









ω0, aψ̂0, . . . , aψ̂H
)
= 0 ∀ n = 0, . . . , H . (4.7)
Herein, the nonlinear terms ˆ̃gn are evaluated in a straightforward manner, just like in
the conventional harmonic balance formulation. The quantity ξ is related to the modal
damping ratio D by ξ = 2Dω0. This relation is derived in Appendix B in order to ensure
consistency with the modal properties of linear, damped, multi-DOF systems and with
harmonic linearization applied to a single-DOF system. The solution of the eigenproblem
in Eq. (4.7) for a modal amplitude range directly yields the amplitude-dependent eigen-
frequency ω0(a), the modal damping ratio D(a) and the harmonics ψ̂n(a) of the multi-
harmonic eigenvector. It should be noted that only super-harmonics have been consid-
ered in the formulation of Eqs. (4.6)-(4.7) utilized in this study, although the approach can
be extended in a straightforward manner to account for sub-harmonics.
Normalization
Compared to the application of harmonic balance to an externally forced system, there
are two additional unknowns, ω0 and ξ, which makes Eq. (4.7) under-determined. Just as
in the general linear case, two normalization conditions are therefore imposed. A mass
normalization of the fundamental harmonic ψ̂1 of the eigenvector was used in this thesis,
ψ̂
H
1 Mψ̂1 = 1 , (4.8)
which is also commonly applied in the linear case. The modal amplitude a is therefore a
positive, real-valued quantity which corresponds to the modal mass of the fundamental
harmonic aψ̂1 of the eigensolution. Since the absolute phase is arbitrary in an autonomous
system, a phase normalization is proposed in addition to Eq. (4.8). Without the loss of
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generality, the imaginary part of the k-th component ψ̂1,k of the fundamental harmonic
eigenvector is set to zero,
={ψ̂1,k} = 0 . (4.9)
This condition is unique as long as ψ̂1,k is nonzero. An arbitrary coordinate associated to
a nonzero element of the linear eigenvector was selected throughout the numerical exam-
ples in this thesis.
As an alternative to mass normalization, a normalization with respect to the kinetic en-
ergy can be performed. It is also common to illustrate the modal properties with respect
to the kinetic energy rather than the modal amplitude a. A strategy for the computation
of the kinetic energy is therefore useful and is derived in the following.
























The ≈ sign is inherited from the approximate character of the truncated Fourier series in
Eq. (4.6). Ekin,n represents the energy contained in the n-th harmonic component of the
response. Due to the mass normalization, the energy associated with the fundamental
harmonic is Ekin,1 = 12 a
2ω0
2.
The proposed mass normalization is convenient and well-adjusted in the case of an iso-
lated nonlinear mode. In the case of internal resonances, however, the proposed mass nor-
malization may become ill-defined: The kinetic energy may become localized in a higher
harmonic at an internal resonance and thus Ekin,1 = 0, as it was shown e. g. in [78]. For
the proposed mass normalization, the corresponding modal amplitude becomes a = 0,
which can be easily verified by noting that ψ̂1 6= 0 from Eq. (4.8) and taking into account
the definition of Ekin,1 in Eq. (4.10). This may lead to numerical difficulties considering
Eqs. (4.6) and (4.7). In this special case, the author found it useful to replace the product
aψ̂n by an auxiliary quantity ûn internally within the developed numerical code.
4.1.4 Relation to generalized Fourier-Galerkin method
It should be noted that the governing Eq. (4.7) and Eq. (2.11) are very similar. This jus-
tifies a discussion of the relation between the method proposed in this thesis and the
method proposed by Laxalde and Thouverez [94]. The differences between both methods
essentially result from the entirely different conception of nonlinear modes: While non-
linear modes are perceived as periodic motions induced by artificial (possibly negative)
damping terms in this thesis, they are viewed as (possibly decaying) pseudo-periodic mo-
38 CHAPTER 4. A NONLINEAR MODAL ANALYSIS METHOD FOR NON-CONSERVATIVE SYSTEMS
tions of the autonomous system in [94]. The conception followed in this study is there-
fore termed periodic flow conception, while the method proposed in [94] is termed damped
flow conception. The two conceptions are illustrated in the schematic phase projections in
Fig. 4.1. The consequences of these deviating conceptions are detailed below.
A major advantage of the periodic flow conception is that it allows the use of stan-
dard methods for the analysis of periodic flow, including shooting and harmonic balance
method. Moreover, this conception permits the application of well known approaches
for stability analysis and investigation of bifurcations. In contrast, the damped flow con-
ception is so far restricted to the use of the Fourier-Galerkin procedure with complex
eigenvalue. The aspects of stability and bifurcation of the nonlinear modes have not been
developed yet for this specific approach.
While this is not mandatory for the periodic flow conception, the periodic motions were
approximated in terms of a Fourier series, and the harmonic balance method was uti-
lized for the computation of the nonlinear modes throughout this study. This results in
the governing Eq. (4.7) for the nonlinear modes. Only for this particular formulation of
the periodic flow method, it makes sense to further discuss the relation to Eqs. (2.11).
The similarities and differences of the governing equations are as follows: (a) They both
contain a mass-proportional term which cancels out the non-conservative forces ˆ̃gn. It is
important to note that these terms are, however, not identical for n > 1, since they grow
with the harmonic index n due to the coefficient ξinω0 in Eq. (4.7), while they grow with
n2 due to the coefficient n2={λ2} in Eq. (2.11). (b) For both approaches, the evaluation of
the nonlinear terms ˆ̃gn is based on the assumption of periodic motions. While this is fully
consistent with the ansatz Eq. (4.6) for the periodic flow method, this treatment was pro-
posed as a convenient approximation for the damped flow method. Moreover, the terms
ˆ̃gn are not identical, since the underlying periodic motions oscillate with the undamped
eigenfrequency ω0 in the periodic flow approach, while they oscillate with the damped
eigenfrequency ω0
√
1− D2 in the damped flow approach.
From a strict mathematical point of view, the two above mentioned differences will gener-
ally lead to deviating results of both modal analysis methods. There is only one exception
where both approaches give rise to identical results, namely when D = 0. In particular,
this relation holds at limit cycles and in the special case of conservative systems where
D ≡ 0. Only if D = 0, both methods exactly reproduce the autonomous behavior of the
nonlinear system. Otherwise, i. e. with D 6= 0, both methods differ in general from each
other and do not exactly reproduce the autonomous behavior. The extent of the differ-
ences from each other and from the exact behavior is briefly investigated for a well known
test case below.





u̇ + u = 0 . (4.11)
The modal characteristics were computed using the periodic and the damped flow
method with harmonic order H = 13. The results are illustrated in Fig. 4.2a and b for
the case without linear damping, i. e. α = 0. It can be seen that the results differ for large
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Figure 4.2: Illustration of the differences between periodic and damped flow conception
for the van der Pol oscillator: (a) and (b) modal characteristics for α = 0, (c) free decay
time history for α = 0, (d) limit cycle amplitudes for varying α
kinetic energies, i. e. when the nonlinear effects become important. The frequency-energy
characteristics exhibit strong deviations in the regime of larger damping (D > 20%). The
common harmonic linearization technique was also applied to the system [99]. For this
method, the effective stiffness and damping are determined under the assumption of a
mono-harmonic (and thus periodic) motion, e. g. u(t) = û cos ω0t. Therefore, the results
of this method are identical to the periodic flow case with H = 1, which is also depicted
in Fig. 4.2a and b.
The damped flow method aims at reflecting the autonomous vibration behavior. It is
therefore expected that this approach is better suited to reproduce the free decay. The free
decay of the amplitude was approximated using the differential equation in the modal
amplitude a
ȧ = −D(a)ω0(a)a , (4.12)
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Eq. (4.12) represents a special form of the ROM to be derived in Chapter 5. This differen-
tial equation was solved using, one after the other, the modal characteristics D(a), ω0(a)
obtained by the periodic flow and the damped flow method. The results are depicted in
Fig. 4.2c. The number N∗p of pseudo-periods was introduced as time variable: It equals
N∗p = f0t, where f0 is the eigenfrequency f0 = 1/(2π) in the linear case. The most signif-
icant deviations are expected in the regime with considerable nonlinear damping. How-
ever, in this regime the envelopes are almost indistinguishable and in good agreement
with the reference which was obtained from direct time integration of Eq. (4.11).
The proposed approach was designed to reproduce periodic motions in the presence of
forced or self-excitation. In order to compare the performance of both approaches in this
case, limit cycle oscillations for varying α were investigated. The limit cycles were deter-
mined by solving the following nonlinear algebraic equation for a:
0 = 2D(a)ω0(a)− α , (4.13)
Again, this corresponds to a special case of the ROM to be derived in Chapter 5. The
viscous damping with coefficient α was superimposed in Eq. (4.13) in the way that the
modal characteristics D(a), ω0(a) only had to be determined for α = 0. As expected, the
proposed method provides excellent prediction quality and performs in this case better
than the damped flow method.
In conclusion, it is found that both the damped flow method originally proposed in [94]
and the proposed periodic flow method are approximate methods in the general non-
linear, non-conservative case. The exactness is lost by the intrusiveness of the artificial
damping term introduced for the periodic flow method and the use of the same complex
eigenvalue for all harmonics in the case of the damped flow method. Both methods gen-
erally lead to quite similar results, if the nonlinear damping remains moderate. Both ap-
proaches reproduce the damped autonomous system behavior with similar accuracy. The
periodic flow method clearly outperforms the damped flow method if desiring steady-
state vibrations under different operating conditions. But probably the most important
advantage of the proposed periodic flow conception is that it makes the approach admis-
sible to the broad class of techniques particularly suited for the computation and analysis
of periodic motions.
4.2 Computational improvements
The improvements proposed in this section aim at enhancing the numerical efficiency
and robustness of the above described computational approach. These improvements
are achieved by exploiting the sparsity of the nonlinear force vector in Eq. (4.7) and the
use of analytical gradients. Moreover, a numerical path continuation is carried out in
order to continue the solution branch beyond turning points with respect to the energy-
dependence of the nonlinear modes. Finally, the efficiency improvements are assessed by
numerical investigations.
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4.2.1 Exploiting the sparsity of the nonlinear force vector
Friction-damped systems are characterized by localized nonlinearities, i. e. nonlinear
forces are confined to certain coupling interfaces at the joints of the underlying struc-
tures. As a consequence, the nonlinear forces g̃ typically act and depend on only a subset
of the generalized coordinates uN ⊂ u. It is convenient to arrange the equations of motion
in such a manner that the nonlinear force and the generalized displacement vectors can
be written as














Herein, g̃ and u have the dimension Ndof, whereas g̃N and uN have the dimension Nnl.
The vector of nonlinear forces is considered as sparse, if Nnl  Ndof. This sparsity is in-
herited by the harmonics ˆ̃gn and the associated gradients. The extent of this sparsity also
depends on the choice of the generalized coordinates: If the physical coordinates uN, that
describe the relative interface motions, are not retained, the sparsity is generally lost.
Taking advantage of this sparsity during the numerical solution process can greatly re-
duce the required computational effort. It is a common procedure in conjunction with
harmonic balance applied to forced systems, to condense the set of Ndof nonlinear alge-
braic equations for each harmonic to a set of Nnl equations, see e. g. [82, 60, 10, 26]. This
procedure is applied below for the first time in conjunction with nonlinear modal analy-
sis. Special attention is paid to singularities being salient in autonomous systems, and to
an efficient factorization scheme which is novel in the context of this condensation proce-
dure.
The condensed set of equations reads
ψ̂
N
n a + H
NN










= 0 ∀ n = 0, . . . , H . (4.15)




















Upon solution of Eq. (4.15) for the reduced set of unknowns ω0, D, ψ̂
N
0 , . . . , ψ̂
N
H, the re-
maining portion of the eigenvectors can be determined using the explicit formulation
aψ̂L = −HLNn ˆ̃gNn . It should be noted that this dynamic condensation procedure is math-
ematically exact, so that it does not suffer from poor accuracy like the static (Guyan)
condensation procedure.
Efficient factorization
For each evaluation of the condensed residual (4.15), the dynamic compliance matrix has
to be determined in accordance with Eq. (4.16). This involves the expensive computation
of a matrix inverse. Since this matrix depends on the unknowns ω0, D, this inversion has
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to be performed each time these values are changed, as e. g. in each iteration of a numer-
ical solution procedure. This could diminish the benefit of the condensation procedure
achieved by reducing the number of unknowns.
In order to accelerate the expensive inversion step, it is proposed to express the dynamic









ω2k − (n2 + 2Din)ω02
. (4.17)
Note that only the corresponding portions of ϕk are required to set up H
NN
n in Eq. (4.15).
The inversion of the dynamic stiffness matrix is thus replaced by less expensive matrix
manipulations. For this efficient factorization technique, the linear eigenvectors ϕk are re-
quired. They are orthogonal with respect to K and M and as usual normalized with re-
spect to M:
ϕTk Mϕj = δkj , ϕ
T
k Kϕj = ωkωjδkj ∀ j, k ∈ 1, . . . , Ndof . (4.18)
Herein, δkj is the Kronecker-delta function which is equal to one, if k = j and zero other-
wise. The linear eigenvalue problem has to be computed only once. It should be noted
that the proposed procedure exploits the symmetry of K and M, where the eigenvectors
are real-valued and the left and right eigenvectors are identical. An appropriate extension
to systems of general structure has been developed in Krack et al. [88].
In special situations, the condensation is not possible because of the singularity of the
dynamic compliance matrix. This is obviously the case when the system is linear and
at the same time Cg = 0. Then ˆ̃gn = 0 and ω0 = ωk, D = 0, so that the denominator in
Eq. (4.17) vanishes for n = 1. This special case does not pose any difficulties, since the
linear solution is already known and the modal analysis has to be carried out only in
the nonlinear regime. Singularity may, however, also occur for n > 1 in the special case
when D = 0 and nω0 = ωk. In the linear regime, this can only happen if the eigenfre-
quencies of the linearized system are commensurable. This case has been excluded from
this thesis, cf. Section 4.1.1. In the nonlinear regime, this can occur, if a multiple of the
eigenfrequency ω0 of the considered nonlinear mode coincides with the eigenfrequency
ω` of a linear mode `. This case may or may not indicate the presence of an internal
resonance. In any case, this singularity should be avoided. This can be achieved by intro-
ducing a small damping term in Eq. (4.17). This damping term should be large enough
to circumvent numerical singularity and small enough not to influence the accuracy of
the modal analysis procedure. Based on empirical investigations, a hysteretic damping
value of 10−5 − 10−9 was found to provide a good trade-off throughout the case studies
in this thesis. It should be emphasized that this ‘trick’ is only required to overcome the
possible singularities associated with the efficient condensation procedure and is of pure
numerical nature.
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4.2.2 Solution using analytical gradients
The resulting eigenproblem can be summarized as follows:
solve ψ̂Nn a + H
NN








= 0 ∀ n = 0, . . . , H
subject to ψ̂H1 Mψ̂1 = 1 , ={ψ̂1,k} = 0
with respect to {ω0, D, ψ̂
N
0 , . . . , ψ̂
N
H}
for a ∈ [amin , amax] . (4.19)
The nonlinear forces ˆ̃gNn cause a coupling in time and space, in such a way that this con-
densed set of algebraic equations has to be solved simultaneously with respect to the
Ndim = (2H + 1) Nnl + 2 unknowns. Existence and local uniqueness of the solution has
to be assumed formally in order to proceed with the methodology.
For the numerical solution of Eq. (4.19), a variant of the Newton method was employed.
Specifically, the subroutine ‘fsolve’ available in the Matlab software environment was uti-
lized [57]. This method requires the computation of the Jacobian matrix, i. e. the gradient
of the residual vector with respect to the unknowns, cf. Section 2.1.3, p. 14. The gradi-
ent can be approximated by finite differences. For this purpose, the residual has to be
evaluated at least Ndim times, where the actual number of evaluations depends on the
finite difference scheme. This can be computationally intensive, if Ndim is large. In this
study, the gradient was computed based on analytical expressions which were manually
derived prior to the implementation of the method. This manual derivation is a cumber-
some, but at the same time quite elementary endeavor. Hence, the actual expressions for
the gradient are not provided in this thesis. The interested reader is referred to [10, 155]
for details. After each evaluation of the residual function, thus, also its gradient is avail-
able, which is then provided to the nonlinear solver. This can greatly reduce the required
computational cost compared to the conventional finite difference approximations of the
gradient. Moreover, this increases the accuracy of the gradient and therefore improves
the convergence behavior.
4.2.3 Numerical path continuation
For a gradient-based solution, an appropriate initial guess has to be specified from which
the iterative correction process is initiated. The nonlinear modes are regarded as direct
extensions of associated linear modes in this study. Hence, the linear mode is typically an
appropriate initial guess for finding the nonlinear mode at small amplitudes a ≈ 0. A nu-
merical path continuation with respect to the modal amplitude a is proposed to compute
the nonlinear mode within the amplitude range of interest. This continuation inherently
takes advantage of the invariance property of nonlinear modes. It should be noted that
the linear modes are readily available as by-product of the proposed factorization proce-
dure, cf. Eq. (4.18).
As outlined in the state of knowledge, turning points with respect to the amplitude may
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Figure 4.3: Numerical path continuation scheme with tangent predictor step and arc-
length parametrization
be encountered, which typically indicates the presence of an internal resonance. Since
internal resonances represent the limitation of the ROM, their detection is of interest. In
order to overcome turning points, a numerical path continuation was employed. A so-
called predictor-corrector scheme with tangent predictor step and arc-length parametri-
zation has been utilized, see Fig. 4.3. The details of this scheme can be found e. g. in [148].
Starting at the current solution point, the next point is predicted by going a specified dis-
tance ∆s in the direction of the analytically determined tangent to the solution branch.
Starting from the predicted point, the aforementioned iterative correction procedure was
used to find the next solution on the branch. To this end, also the modal amplitude a
is considered as unknown. This makes Eq. (4.19) under-determined. Thus, an additional
constraint equation is considered which ensures that the next solution point has the spec-
ified distance ∆s (arc-length) from the current solution point.
The different unknowns associated with the nonlinear mode represent quite different
physical quantities and may assume numerical values which are of different order of
magnitude. This was found to have a crucial influence on the convergence behavior of a
numerical solution procedure. A logarithmic scaling was used for the amplitude, which
was found to undergo comparatively large variations during the computation of the non-
linear modes. A linear scaling was applied to the remaining unknowns, so that they had
approximately matching orders of magnitude.
4.2.4 Evaluation of the proposed improvements
A numerical study is presented in order to estimate the computational benefits achieved
by applying the proposed improvements of (a) condensation, (b) efficient factorization of
the dynamic stiffness matrix and (c) using analytical gradients. The goal is to gain insight
into which parameters have an influence on the individual benefit of specific steps of the
solution procedure. An investigation of the overall benefit is later presented when the
developed modal analysis procedure is applied.
A suitable model of a friction-damped structure is required for the numerical assessment
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Figure 4.4: Computational benefits achieved by the proposed improvements: (a) conden-
sation procedure for exploiting sparsity of nonlinear force vector vs. full formulation, (b)
efficient vs. straight inversion, (c) analytical gradients vs. finite-difference approximations
of the proposed improvements. This model should be representative regarding the de-
gree of detail required in engineering applications. To this end, a finite element model of
a turbomachinery blade with contact interfaces was considered.1 The model comprised
25, 641 nodal degrees of freedom. The Craig-Bampton reduction was carried out with 1
to 100 contact degrees of freedom (constraint modes) and 6 to 600 fixed-interface normal
modes. The number of harmonics was set to H = 7. Details about the computational re-
sources are listed in Appendix E.
The computation of a single Newton step using (2.8) represents the basis for the investi-
gations. The iteration can be divided into three sub-steps: Determine residual R, set up
gradient ∂R
∂ZT
and solve for ∆Z+.
Condensation
The computational benefit achieved by exploiting the sparsity of the nonlinear force vec-
tor is illustrated in Fig. 4.4a. The condensation procedure is not much faster when the
system is barely sparse, i. e. when Nnl ≈ Ndof, but becomes increasingly advantageous
for greater sparsity, i. e. for Nnl  Ndof. A maximum improvement factor of ten was as-
certained for the considered sparsity range. It should be noted that the sparsity strongly
depends on the considered model of the friction-damped system. In particular, it is in-
fluenced by the degree of detail of the spatial discretization of the contact interface and
the underlying structure. It is difficult to give a realistic range. For the case studies pre-
sented in this study, the value Ndof/Nnl ranges between six and two after application of
Component Mode Synthesis.
Efficient factorization
The computational benefit achieved by using the efficient instead of the straight inversion
of the dynamic stiffness matrix is depicted in Fig. 4.4b. A significant reduction of the
computational effort by 5-20 can be ascertained. The proposed procedure becomes more
1This particular model also served as test case for the overall methodology proposed in this thesis and
is described in more detail in Section 7.1.
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beneficial for larger numbers of unknowns. The efficient factorization procedure requires
the linear eigenproblem to be solved. This overhead was not considered.
Analytical gradients
The investigation was limited to the computation of the gradients of the nonlinear terms,
which typically represents the bottleneck. The computational effort required for evalu-
ating the gradients analytically is compared to approximating them by finite differences
in Fig. 4.4c. The benefit depends on the dimension Ndim of the vector of unknowns Z,
which determines the size of the gradient matrix. A forward finite difference scheme has
been utilized, for which Ndim + 1 function evaluations are required in each iteration, in
contrast to only one function evaluation when the gradients are calculated analytically.
Ndim was varied between 20 and 2000 in this case. As it can be deduced from Fig. 4.4c,
the computational effort is only reduced by a smaller factor of up to five. The reason is the
overhead caused by evaluating the additional lines of program code which are associated
with the analytical gradient evaluation.
Discussion of the computational benefit
The benefits of the individual improvements are considerable. It is thus concluded that
the additional preparation effort required to follow the proposed strategies, pays off
quickly. The proposed improvements are particularly beneficial, if extensive parameter
studies have to be performed for large and considerably sparse problems.
The scope of this conclusion is bounded by the restrictions of the investigations. Only a
single iteration of the nonlinear solver was considered. The analysis also involves model
preparation, assembly of linear components of the residual, other solver-related tasks
such as line search and finally the expansion of the reduced solution. Depending on the
test case, these steps can also play a considerable role in the overall computational cost.
Moreover, it should be kept in mind that the Newton method served as basis for the in-
vestigations. The computational benefit might be different for other solution methods like
secant methods or pseudo-time solvers, which are beyond the scope of this study.
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5 A model reduction approach based on
nonlinear modes
In the linear case, the general solution of the equations of motion (of a spatially discretized
system) can be expressed exactly as synthesis of a finite set of fundamental and particu-
lar solutions. Unfortunately, this procedure is not possible in the nonlinear regime, since
the superposition principle is no longer valid. Hence, further assumptions have to be
accepted in order to derive a suitable approximation. The model reduction approach pro-
posed in this chapter is based on the assumption that the response can be approximated
by an isolated nonlinear mode, in accordance with the dynamic regime of interest defined
in Chapter 4.
This chapter is organized as follows: In Section 5.1, the ROM is derived in its general
form. The attributes of this ROM are analyzed in Section 5.2. Finally, variants of the gen-
eral approach are derived for relevant special cases in Section 5.3. Parts of the theoretical
developments of the ROM have already been published in Krack et al. [88, 89]. The scale
invariance introduced in Section 5.2 was first published in Krack et al. [92].
5.1 Derivation of the general ROM
5.1.1 Reconstruction of the invariant manifold
The model reduction idea is to describe the flow on only the invariant manifold, which is
a subspace of the entire phase space, as depicted in Fig. 5.1. This invariant manifold cor-
responds to the geometry of the nonlinear mode. The problem is thus reduced from com-
puting the flow in the original 2Ndof-dimensional phase space associated with Eq. (4.1),
to computing the flow in a two-dimensional subspace.
For this purpose, the invariant manifold can be expressed as the union of the computed












inϑ(t)} = V(a, ϑ) . (5.1)
Amplitude a and phase ϑ are thus utilized as coordinates on the manifold U(a, ϑ), V(a, ϑ).
Mathematically, Eq. (5.1) defines a nonlinear coordinate transformation from the state
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Figure 5.1: Definition of manifold coordinates and projection of initial conditions
space coordinates to the invariant manifold coordinates.
The fundamental oscillation frequency Ω is either locked to the frequency Ωe of the ex-






It should be noted that the modal analysis was only carried out for the eigenfrequency
ω0. When Ω 6= ω0, it is simply assumed that the velocity-related subspace V of the man-
ifold is squeezed or stretched with a factor Ω/ω0, cf. Eq. (5.1). This is of course only an
approximation and hence a possible source of inaccuracy when the system is driven at
considerable distance from resonance.
5.1.2 Governing equations for the unsteady flow on the manifold
The time derivative of ϑ is essentially the fundamental oscillation frequency Ω. Introduc-




Ω(t)dt + ∆ϑ (t) . (5.3)
In order to facilitate the prediction of unsteady flow on the manifold, amplitude and
phase lag are allowed to vary with time. This time variation is assumed to be slow com-
pared to the underlying oscillation with Ω, i. e. ϑ̇ ∆ϑ̇. It is then possible to apply an av-
eraging formalism in order to derive a set of ODEs governing the slowly varying amplitude
and phase lag. To this end, the invariant manifold defined in Eq. (5.1) was substituted into
the equations of motion (4.1) under operating conditions. This produces a residual vector,
which then was made orthogonal to the fundamental harmonic component of the nonlin-
ear mode. This corresponds to setting the inner product of the residual and the vector ψ̂1
to zero and subsequent averaging over the fast time scale related to Ω. Details about the
mathematical development can be found in Appendix C.
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The above mentioned approximations will generally produce an error. Poor predictions
are expected beyond the regime of interest, i. e. in particular if (a) amplitude and phase
lag actually vary fast compared to the underlying oscillation, and (b) the dynamics is not
dominated by the fundamental harmonic component of the nonlinear mode.
The resulting set of first order ODEs in a and ∆ϑ that govern the averaged (or slow) flow
on the manifold reads
ȧ = −D̃ω0a +
1
2Ω








<{ f̂e,mode−i∆ϑ(t)} . (5.5)
Note that linear modal damping and harmonic forcing terms, which were neglected dur-
ing the modal analysis step, have now been re-introduced by simply superimposing these
terms like in the linear case: f̂e,mod = ψ̂
H
1 ê1 is the modal excitation force associated with
the fundamental harmonic ê1 of the external force. The term 2D̃ω0 = 2Dω0 + ψ̂
H
1 Cmodψ̂1
accounts for the possible damping matrix Cmod. For reasons of readability, the time de-
pendence of a(t) and ∆ϑ(t) and the amplitude dependence ω0(a), D̃(a), ψ̂1(a) were not
explicitly denoted.
The similarity of Eqs. (5.4)-(5.5) to the equations of motion of a single-DOF system in
amplitude-phase formulation should be noted. This clearly indicates that the nonlinear
system behaves like a single nonlinear modal oscillator in the presence of an isolated res-
onance.
Starting from initial conditions a(t = 0) = a0, ∆ϑ(t = 0) = ∆ϑ0, the unsteady flow on the
manifold can be computed from Eqs. (5.4)-(5.5) using conventional integration schemes.
In practice, the initial condition may not be given in manifold coordinates but in the gen-
eralized coordinates u(0) = u0, v(0) = v0. In this case, it is proposed to perform a closest
point projection to find a corresponding point a0, ∆ϑ0 on the manifold,
a0, ∆ϑ0 = arg min
a,∆ϑ
∥∥∥u0 + 1iΩ v0 − aY (a, ∆ϑ)∥∥∥ . (5.6)
Here, Y is the complex-valued auxiliary function as defined in Appendix C, which in
turn depends on the manifold defined in Eq. (5.1). It should be noted that the minimiza-
tion problem in Eq. (5.6) is not necessarily convex. Local methods for the minimization in
Eq. (5.6) may get stuck in a local minimum, and the global minimum might even not be
unique. It should be kept in mind, however, that the isolated nonlinear mode assumption
implies that the initial state vector lies on the invariant manifold. In this case, there exists
a unique solution, and the minimum in Eq. (5.6) becomes zero.
The ODEs (5.4)-(5.5) were numerically integrated using an explicit Runge-Kutta quad-
rature formula implemented in the subroutine ‘ode45’ available in the Matlab software
environment. A continuous representation of the nonlinear mode with respect to am-
plitude is convenient for the numerical treatment of the ROM. For this purpose, a one-
dimensional interpolation of the discrete data points obtained from the preceding numer-
ical modal analysis can be used. Both piecewise linear and piecewise cubic interpolation
schemes were found to perform well according to the experiences gained from the numer-
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Figure 5.2: Signal flow chart for the numerical prediction of the unsteady flow on the
manifold
ical studies throughout this thesis. The signal flow chart of the overall method is depicted
in Fig. 5.2.
5.1.3 Governing equations for limit cycles on the manifold
In the case of steady-state vibrations, the amplitude and phase lag are constant, and con-
sequently ȧ ≡ 0 ≡ ∆ϑ̇. In this case, Eqs. (5.4)-(5.5) degenerate to a set of two real-valued
nonlinear algebraic equations which can be conveniently written in complex arithmetic,(
ω0
2 (a)−Ω2 + 2D̃ (a)ω0 (a) iΩ
)
aei∆ϑ = f̂e,mod . (5.7)
A solution of this equation corresponds to a periodic motion, i. e. a limit cycle1 on the
manifold. Various global and local methods are generally suited for solving Eq. (5.7). In
this study, the gradient-based method already described in Section 4.2.3 was employed
for solving Eq. (5.7). Once again, path continuation and analytical gradients have been
utilized.
5.1.4 Synthesis with off-resonant modes
Following the ideas of the single nonlinear mode theory [29, 55], the contribution of off-
resonant modes can be taken into account in the ROM. In the dynamic regime of interest,
the energy is mainly confined to the considered, resonant nonlinear mode, while the level
of the off-resonant modes is comparatively low. Hence, they were only considered in their
linear forms in this study. It should be noted that these linearized modes are readily avail-
able from the modal analysis step, cf. Eq. (4.18).
In this thesis, the contribution of each linear mode was determined individually and
thus independent of both the nonlinear and the remaining linear modes, just as in a lin-
ear modal synthesis procedure. This step is exemplified for the steady-state case. The
1Note that throughout this thesis, stable periodic motions are referred to as limit cycles (in phase space).
In contrast to some other authors, the system is not required to be autonomous. See also the glossary for
more information.
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ω2k −Ω2 +ϕTk CmodϕkiΩ
. (5.8)
The linearized modes were simply superimposed in the proposed approximate proce-
dure. It should be noted that this approach makes the ROM fully consistent with and
exact in the linear case, which is an important feature.
5.2 Remarks on the ROM’s attributes
Multi-harmonic character of the predictions
The conception of the nonlinear modes as invariant manifolds in accordance with Eq. (5.1)
inherently gives rise to a multi-harmonic character of the predicted flow. The multi-
harmonic character is an important dynamic feature. It should be noted that it is obtained
only at the cost of the a posteriori synthesis, but no additional equations have to be solved,
thanks to the projection onto only the fundamental harmonic component involved in the
derivation of the governing equations.
Higher temporal harmonics and non-resonant linear modes, as well as their coupling in-
duced by nonlinearity are automatically taken into account in the modal analysis. Com-
pared to a straight reduction to a single linear mode and the fundamental harmonic, the
proposed model reduction approach thus requires a potentially costly preliminary analy-
sis, but the ROM is expected to be more accurate.
Efficiency
The predictions based on the ROM are significantly less expensive than the ones based on
direct analysis of the full-order model governed by Eq. (4.1) for several reasons. Firstly,
the problem is reduced to a very small dimension. This dimension equals the dimen-
sion of the subspace on which the dynamics are assumed to take place, namely the
two-dimensional invariant manifold. Hence, this dimension is independent of the spa-
tial and temporal discretization of the original problem or the type and distribution of
nonlinearities. Averaging aims at rotating the coordinate system with the principal com-
ponent of the flow. The coordinates, a and ∆ϑ, are therefore varying comparatively slowly,
which permits larger step sizes in the computational procedures. Finally, the nonlinear
forces g in the original space, which may be expensive to evaluate, do not occur in the
reduced equations anymore. Instead, only the amplitude-dependent modal properties
ω0(a), D(a), ψ̂1(a) have to be evaluated. Those are available in the form of discrete data
points directly obtained from the preceding modal analysis. Comparatively inexpensive
interpolation was carried out for determining the modal properties for arbitrary a.
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Figure 5.3: Determination of modal characteristics for varied parameter p0 taking advan-
tage of scale invariance
Parameter space
The parametric character of the ROM is essential for making the proposed methodology
attractive to parameter studies. Considerable computational savings are possible when
the modal characteristics do not have to be re-computed for altered parameters. Since the
linear damping and harmonic forcing terms were only considered in the ROM, this is the
case for the following parameters:
• external forcing magnitude and phase distribution described by ê1
• external forcing frequency Ωe
• (modal) damping parameters associated with Cmod
It should be noted that the viscous damping term shall be deemded as ‘wild card’. Hys-
teretic and modal damping can be readily taken into account in the proposed approach.
Furthermore, the scale invariance of specific nonlinearities can be exploited. In this thesis,
such a scale invariance is established for systems in which nonlinearity stems solely from
the piecewise linear elastic unilateral contact and elastic Coulomb dry friction laws (cf.
Fig. 2.3, p. 10). Suppose the modal characteristics are known for a specific normal preload
level p0 in the contact interface. The scale invariance relates the modal characteristics for
preload κp0 scaled with a real-valued positive scalar κ > 0 to those already obtained:
{ω0, D, ψ̂0, . . . , ψ̂H}
∣∣
κp0









Hence, this scale invariance permits the immediate determination of modal characteris-
tics for varied preload, i. e. without actual re-computation. This relationship is illustrated
in Fig. 5.3. A formal proof of this invariance is given in Appendix D. It should be em-
phasized that the above mentioned contact formulations are widely used in the field of
friction damping, see e. g. [76, 154, 128, 51]. This scale invariance further applies in the
special cases of pure unilateral contact interaction or friction with constant normal load.
For other parameters, the modal characteristics have to be re-computed in general. In-
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stead of carrying out the modal analysis during the ROM simulation, it is proposed to
determine the modal characteristics a priori for discrete parameter values, and to inter-
polate between these points. Details and an example for this procedure involving the
friction coefficient can be found in Krack et al. [92].
It should be remarked at this point that although the above mentioned parameters can
in principle be varied arbitrarily, the parameter range in which the ROM provides satis-
fying accuracy, will generally be limited. For instance, a sufficiently large forcing mag-
nitude might drive the system into a regime with strong nonlinear modal interactions,
where the assumption of an isolated resonance is no longer valid. Similarly, if the excita-
tion frequency Ωe is far from the eigenfrequency ω0, another mode might be driven into
its respective nonlinear regime.
5.3 Derivation of special cases for the design of friction-
damped systems
In order to demonstrate the versatility of the proposed ROM, special cases of Eqs. (5.4)-
(5.5) and (5.7) are derived below, which are particularly relevant for the design of friction-
damped systems.
5.3.1 Steady-state dynamics
Forced response to harmonic excitation
Frequency-response functions
A particularly relevant case is the computation of frequency-response functions, where
the frequency Ωe of the harmonic forcing is varied. In this case, the oscillation frequency
is Ω = Ωe. Since the modal properties do not depend on the phase lag, Eq. (5.7) can be
solved for a and ∆ϑ in a sequential manner: The amplitude a is computed iteratively from
a single real-valued equation,∣∣∣ω02 (a)−Ωe2 + 2D̃ (a)ω0 (a) iΩe∣∣∣ a = ∣∣∣ψ̂H1 (a) ê1∣∣∣ . (5.10)
If needed, the phase lag ∆ϑ can be evaluated in a subsequent non-iterative step upon
solution, by substituting the result into Eq. (5.7). After finding an initial solution point,
continuation with respect to Ωe was performed. Finally, off-resonant modes were super-
imposed in accordance with Eq. (5.8).
The interested reader might note the similarity of Eq. (5.10) with the forced response
equation derived in [94]. The approach proposed in the present thesis exceeds the work
reported in [94] by the consideration of the multi-harmonic character of the vibrational
deflection shape, the approximate synthesis of the off-resonant linearized modes and the
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superposition of the linear damping term. These benefits are accompanied by compara-
tively low additional computational burden.
Direct analysis of external resonances
It is further noted that resonances can be directly analyzed. In this case, the external forc-





∣∣∣ψ̂H1 (a) ê1∣∣∣ . (5.11)






− π/2, and the a priori un-
known resonance frequency is a by-product of the solution of Eq. (5.11). Again, continua-
tion with respect to a specific control parameter of the ROM is carried out. This facilitates
the computation of the backbone curve, i. e. the line which connects the maxima of a group
of frequency-response curves obtained for a varied control parameter. This is particularly
relevant for the design of friction-damped systems, since this permits the direct com-
putation of the damper performance or optimization curve, cf. Fig. 2.6 on p. 19. These
characteristics are crucial to accomplish an effective vibration reduction.
In the field of friction-damped turbomachinery blades, it is common practice to directly
analyze forced resonance regimes with respect to certain system parameters. This is
achieved by considering the excitation frequency as an additional unknown and aug-
menting the governing set of equations in generalized coordinates by a so-called reso-
nance condition [122, 125, 91, 85, 86]. As it was demonstrated in Krack et al. [85], these
strategies fail in the presence of internal resonances, similar to the approach proposed
in this thesis. Therefore, these techniques have a similar range of applicability. The so-
lution of Eq. (5.11) thus represents an apt and possibly more efficient alternative to the
aforementioned techniques.
Limit cycles in the presence of negative damping
In the absence of external forcing, the right hand side of Eq. (5.7) vanishes and the oscil-








a = 0 . (5.12)
The phase lag ∆ϑ does not have a relevant physical meaning in the absence of external
forcing, and therefore does not occur in Eq. (5.12). Non-trivial solutions of Eq. (5.12) may
for instance occur when Cmod induces negative damping which is compensated by fric-
tion damping with D > 0. The variation of the modal deflection shape ψ̂1(a) may also
have an influence on the limit cycle amplitude. In fact, this effect alone may lead to stabi-
lization even when nonlinear damping is absent [127].
Again, these self-excited limit cycles can be continued with respect to a specific param-
eter. This is particularly relevant for the design of friction-damped systems, since this
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facilitates the direct computation of stability maps in the presence of negative damping,
cf. Fig. 2.6c on p. 19.
It should be noted that the isolated nonlinear mode assumption implies that the off-
resonant modes are damped away. Otherwise they would grow unboundedly or at least
into the regime in which they would necessarily cause nonlinear modal interactions. In
this case, the kinetic energy would no longer be confined to an isolated nonlinear mode
anymore. Such a situation is, by definition, beyond the regime of interest in the present
study. Hence the off-resonant modes are not considered for the prediction of self-excited
limit cycles to be in full accordance with the limitations of the proposed ROM.
5.3.2 Unsteady dynamics
Externally forced case
Again, the oscillation frequency is locked to the external excitation, Ω(t) = Ωe(t). A slow
variation of the excitation frequency can be taken into account to investigate resonance
passages. If the external excitation is left constant, the transition to a limit cycle induced
by steady harmonic forcing can be studied.
Autonomous case
Two relevant situations should be mentioned: The free decay from resonance and the
transition to a limit cycle in the presence of negative damping. Again, the phase lag is
constant and does not have a relevant physical meaning in the absence of external forcing.
Eqs. (5.4)-(5.5) thus simplify to
ȧ (t) = −D̃ (a (t))ω0 (a (t)) a (t) . (5.13)
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6 Application to simple models with contact
interfaces
The purpose of this chapter is to investigate the performance of the proposed procedure
composed of the modal analysis developed in Chapter 4 and the model reduction
developed in Chapter 5. Simple structural dynamical models are considered in order to
systematically study the influence of the basic nonlinearities relevant for friction-damped
systems: friction and preloaded unilateral contact. Parts of the presented results have
already been published in Krack et al. [88, 89].
As a first test case, a cantilevered beam was studied as illustrated in Fig. 6.1. At its free
end, nonlinear elements can be attached. Two different elements were considered, a
unilateral spring and an elastic Coulomb element, with stiffness kn and kt, respectively.
The one-dimensional nonlinear elements can be considered as degenerate variants
of a three-dimensional contact model: If the contact dynamics feature a predominant
direction aligned with either the normal direction or the tangential plane, the interaction
will primarily have a friction or a unilateral character, respectively. These extreme cases
typically occur, if the normal load does not vary significantly or if the friction coefficient
is negligibly small.
The cantilevered beam was spatially discretized by means of ten Euler-Bernoulli beam
elements. Only the displacement in the x-direction was taken into account. The Craig-
Bampton method was applied to reduce the order of the underlying linear model. In
accordance with a preliminary convergence study, the system dynamics in the considered
frequency range are described with sufficient accuracy in the reduced basis composed of
the static constraint mode associated to the tip displacement coordinate and the first five
Figure 6.1: Cantilevered beam with either unilateral contact or dry friction at its free end,
E = 210 · 103 MPa, ν = 0.3, $ = 7800 kg/m3, ` = 200 mm, b = 40 mm, h = 3 mm
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fixed interface normal modes.
In spite of the simplicity of the models investigated in this chapter, a closed-form
analytical solution of the differential equations of motion cannot be derived in general.
Because of the piecewise linear character of the nonlinear forces, an analytical solution
can of course be obtained for the different contact states. It can, however, easily be shown
that a closed-form solution of the transition conditions between these contact states is
not possible.
Normalization:
In the figures presented throughout this chapter, physical quantities have been normalized, which
is indicated by a superscript ‘∗’: Frequencies have been normalized by the eigenfrequency of the
considered mode in the linear case, i. e. where the nonlinear element is replaced by its linearization
around the equilibrium. Generalized coordinates and the kinetic energy have been normalized by
their value at the kinetic energy where the purely linear regime turns into a nonlinear regime, i. e.
where the first contact-separation or stick-slip transition takes place.
Reference results:
In order to assess the quality of the ROM predictions, reference results were determined using
numerical time integration applied directly to the equations of motion (4.1) of the full-order model.
6.1 System with preloaded unilateral contact
The unilateral contact element was first attached to the beam in Fig. 6.1. A preload in the
spring was realized by an initial compression of length |∆x0| = 0.05 l. Although the in-
vestigations in this thesis are restricted to opening (preloaded) contact, analogous results
are generally expected for closing (initially open) contact.
6.1.1 Modal characteristics
Internal resonances
The modal characteristics of the first bending mode were computed using the proposed
modal analysis technique, i. e. by solving Eq. (4.19). In addition to the zeroth and the fun-
damental harmonic, the first superharmonics up to H = 40 were retained in this analysis.
The results are depicted in Fig. 6.2 for different stiffness values kn of the unilateral spring.
The values kn were normalized by the bending stiffness 3EIyy/l3 of the clamped beam,
where Iyy = bh3/12 is the second moment of the cross section area with respect to the
y-axis.
58 CHAPTER 6. APPLICATION TO SIMPLE MODELS WITH CONTACT INTERFACES
Figure 6.2: Energy dependence of the first nonlinear mode of the beam with pre-
loaded unilateral contact. Top left plot: frequency-energy plot for different kn values,
∆x0/l = −5 %. Top right plot: detail of the first two folds. Bottom plots: modal deflec-
tion shape, phase projection (solid green: reference, dashed black: modal analysis) and
frequency content of kinetic energy for the largest kn value.
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In order to provide a better understanding of the underlying dynamics, modal deflection
shape, phase projection of the beam tip coordinate and frequency content of the kinetic
energy are shown for the indicated points (A) through (E). Since the system is conserva-
tive, the modal damping ratio is identical to zero, D ≡ 0, and not depicted in the figure.
Depending on the kinetic energy and the system parameters, linear, weakly nonlinear and
strongly nonlinear regimes can be encountered, which are described below. For small en-
ergies, the preload in the spring kn is not exceeded. This results in a linear regime where the
eigenfrequency and the modal deflection shape are constant. This is the case for point (A)
in Fig. 6.2. Beyond a certain energy level, the contact undergoes lift-off during vibration
and the system exhibits nonlinear behavior henceforth. This results in a softening effect,
i. e. the eigenfrequency decreases. For the largest considered stiffness kn, the linear regime
ends when the beam’s tip displacement amplitude exceeds 1 % of the beam’s length.
In the weakly nonlinear regime, the eigenfrequency varies with energy and may signifi-
cantly deviate from its corresponding value in the linear regime, cf. point (B) in Fig. 6.2.
The modal deflection shape of the first nonlinear mode (NM) varies to a certain extent,
but can still be uniquely related to its linear counterpart (LM). The periodic motion is still
dominated by its fundamental harmonic component, but first ‘wrinkles’ appear in the
phase projection, which indicates the presence of super-harmonics. This finding can also
be obtained from the frequency content of the kinetic energy Ekin,n, which is defined in
Eq. (4.10) and is depicted in the right plots in Fig. 6.2.
The contact stiffness kn influences the strength of the nonlinear forces in relation to the
elastic and the inertia forces of the underlying structure. If the contact stiffness is suffi-
ciently small, only the weakly nonlinear regime is reached for large energies. In this case,
the eigenfrequency approaches a decreased, constant value. For increasing kn the soften-
ing effect becomes more prominent. For sufficiently large kn, a strongly nonlinear regime is
encountered. This regime is characterized by bifurcations, as they occur here in the form
of turning points. This behavior is induced by internal resonances.
The 5 : 1 internal resonance with the second mode and the 14 : 1 internal resonance
with the third mode are highlighted in the top right plot in Fig. 6.2. In order to show
the frequency coincidence, the eigenfrequency characteristics of the corresponding higher
modes are also depicted. Their eigenfrequencies were divided by 5 and 14, respectively,
which is the ratio of the eigenfrequencies present at the tip points (D) and (E) of the folds.
In the linear case, the ratio between the eigenfrequencies of second and first mode is 4.2
and 11.6 between third and first mode. Hence, the internal resonances are not present in
the linear regime, but they are caused by the energy dependence in the nonlinear regime.
The bifurcations introduce a qualitatively different vibration behavior. The modal deflec-
tion shape exhibits a peculiar form which cannot be uniquely related to the first linear
bending mode anymore, cf. points (C)-(E) in Fig. 6.2. In fact, the modal deflection shape
typically coincides with the corresponding higher mode at the tip of the folds. Thus, an
accordingly higher harmonic content becomes apparent. It should be noted that the max-
imum displacement amplitude is small for point (E) considering the large kinetic energy
per period. This can be explained with the higher frequency content at this point. Between
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the internal resonances, intermediate regimes may exist where the frequency content is
again dominated by the fundamental harmonic component.
The complicated system behavior is well-resolved by the proposed modal analysis tech-
nique, which can be ascertained by comparing the phase projections computed by modal
analysis (dashed black) with the ones obtained from numerical time integration (solid
green) in the five middle plots in Fig. 6.2. For the numerical time integration, the results
of the modal analysis were specified as initial conditions.
The approach proposed in this thesis was designed for the regime of an isolated reso-
nance, i. e. where internal resonances are absent. The dynamic regime of interest is there-
fore composed of the linear and weakly nonlinear regime. It is, however, relevant to iden-
tify the limit between weakly and strongly nonlinear regime, which is defined by the first
bifurcation.
Convergence with respect to harmonic order
The presence of internal resonances encountered in the analysis of the beam impedes the
validation of the proposed approach. To avoid internal resonances, the beam could be
investigated for a comparatively small kn only, as it was done in Krack et al. [88]. In this
study, the two-DOF system illustrated in Fig. 6.3a is considered instead of the beam for
the subsequent investigations. Note that the dynamic behavior of the beam could in prin-
ciple be described by a two-DOF system if e. g. a modal truncation to the first two modes
was applied. This procedure would involve to artificially neglect the physically meaning-
ful internal resonances. In order to emphasize that the considered two-DOF system is not
related to the beam, its properties are given in dimensionless form below Fig. 6.3. For the
second mode of this system, no internal resonances were encountered, even for compar-
atively large kn. This allowed the validation of the ROM for strongly nonlinear forces.
The frequency-energy characteristic of the system’s second mode is illustrated in
Fig. 6.3b. The qualitative behavior is similar to the one of the beam. The influence of
Figure 6.3: Two-DOF system with preloaded unilateral contact, m1 = 0.02, m2 = 1,
k12 = 40, k2 = 600, ∆x0 = −1, kn = 70: (a) model definition, (b) frequency-energy plot of
second mode, (c) two-dimensional invariant manifold of second mode
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the harmonics retained in the modal analysis was investigated. A comparatively small
harmonic order is sufficient to achieve asymptotic convergence of the frequency-energy
characteristic. It is important to retain the zeroth-order term (n = 0). This term controls
the static deflection of the system, which is obviously nonzero when the unilateral con-
tact changes its status between open and closed during vibration. This static deflection
also has an influence on the effective preload in the unilateral spring. Note that this effect
already inhibits the derivation of an analytical approximation in terms of the harmonic
balance method with n = [0, 1] [183], which justifies the numerical character of the pro-
posed approach.
While the linear mode spans a plane in phase space, the dynamics of the nonlinear mode
takes place on a curved manifold. This manifold is no longer symmetric around the static
equilibrium with regard to its coordinates. This can be well ascertained from Fig. 6.3c.
Apparently, the unilateral contact has a significant influence on the energy-dependent
modal deflection shape of the system.
6.1.2 Autonomous response
In order to assess the ability of the developed method to reproduce the dynamic behavior
of the full-order model in the regime of interest, the system was investigated under var-
ious operating conditions. This is essential for a thorough validation of the approximate
procedure. The response of the system was first investigated in its autonomous config-
uration. A constant, mass-proportional damping was specified, so that the second mode
had a damping ratio of 1% in the linear case.
Starting from point (G) indicated in Fig. 6.3b, the system was left to itself, in such a way
that it approached its static equilibrium point. The ROM prediction is based on the time
integration of Eq. (5.13). The time history of the second mass’s displacement u∗2 is illus-
trated in Fig. 6.4a. The number N∗p of pseudo-periods was introduced as time variable: It
equals N∗p = f0t, where f0 is the eigenfrequency of the considered (second) mode in the
linear case.
The asymmetrical upper and lower envelope of the response should be noted. In accor-
dance with the manifold in Fig. 6.3c, there is an offset, so that the mean value of u∗2 is neg-
ative in the nonlinear regime. This mean value becomes smaller with decreasing amount
of lift-off and finally vanishes when no lift-off occurs anymore. In order to obtain a deeper
insight into this behavior, the time dependent amount of lift-off was quantified. To this
end, the time spans between the transitions from contact to lift-off and vice versa were de-
termined by finding the zero crossings of the unilateral spring’s deflection u∗1 −∆x0. The
amount of lift-off is defined as the ratio between the time span in which this deflection is
negative (lift-off) to the entire time span between two positive zero crossings. The results
are depicted in Fig. 6.4b. In general, the ROM predictions are in quite good agreement
with the reference results.
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Figure 6.4: Time history of a free decay of the two-DOF system with preloaded unilateral
contact, starting point (G) as defined in Fig. 6.3b: (a) displacement of the second mass, (b)
amount of lift-off
6.1.3 Forced response
An external harmonic force was applied to the mass m2 illustrated in Fig. 6.3 in order to
investigate the steady and unsteady dynamics in the presence of forced excitation.
Steady-state forced response
The steady-state response of the system in the frequency range around the second eigen-
frequency was studied. The linear damping was adopted from the autonomous setting.
The ROM results were obtained by solving Eq. (5.10) for frequency-response functions
and Eq. (5.11) for backbone curves. The reference results were determined by means of
direct time integration of the equations of motion of the full-order model. The excitation
level was varied in a wide range. For each frequency step, the simulation was carried out
until the vibration amplitude was constant according to a sufficiently small tolerance. The
state vector at the end of the simulation for the current frequency step were adopted as
initial values for the next frequency step. The results are depicted in Fig. 6.5a.
For an increasing excitation level, the forced resonance amplitude increases and the
softening effect becomes apparent, in full accordance with the results in Fig. 6.3b. The
frequency-response curves bent towards the left. This results in a multi-valued response
for some of the curves. It is generally known that the overhanging branches, depicted
in Fig. 6.5 are locally unstable. Hence, they could not be obtained from the time domain
simulation. The reference computation was carried out for increasing and for decreasing
frequencies in order to compute the lower and the upper branch, respectively. The ROM
prediction of the forced response is in very good agreement with the reference results. Par-
ticularly in the vicinity of the resonance, the accuracy of the proposed ROM is excellent.
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Figure 6.5: Steady-state forced response near the second mode of the two-DOF system
with preloaded unilateral contact: (a) variation of excitation level, (b) variation of preload
Moreover, the backbone curve, which corresponds to the frequency-energy characteristic
depicted in Fig. 6.3, matches well with the maxima of the frequency-response curves.
Next, the excitation level was kept fixed and the preload was varied. The resulting
frequency-response functions are depicted in Fig. 6.5b. For an increasing preload, the
lift-off phases become shorter within one cycle of oscillation. When the preload is large
enough, it entirely prevents the contact from lifting off, resulting in a linear behavior.
The ROM predictions were computed by taking advantage of the scale invariance as ex-
plained in Section 5.2. Thus, the nonlinear modal analysis had to be carried out only once
for a fixed preload in order to obtain the results shown in Fig. 6.5b (and also Fig. 6.5a).
Again, a great prediction quality of the ROM can be stated.
Resonance passages
The unsteady vibration behavior of the externally forced system was also investigated.
For this purpose, a sine sweep excitation was specified where the excitation frequency
Ωe(t) varies linearly with time. In Fig. 6.6, the results are shown both for increasing and
decreasing frequency. The specified excitation level corresponds to the one indicated in
Fig. 6.5a. The ROM results were obtained by time integration of the averaged differen-
tial equations (5.4)-(5.5) governing the flow on the manifold, while the reference results
are based on direct time integration of the equations of motion of the full-order model.
The time dependence is expressed in normalized form as Ω∗e(N∗p). A normalized angu-
lar acceleration of magnitude 0.0003 was used for the up-sweep as well as for the down-
sweep. The meaning of this value can be numerically illustrated as follows: The excitation
frequency varies by 0.3% every ten pseudo-periods, or equivalently, it takes 33 pseudo-
periods until the frequency has changed by 1%. Note that the depicted time history does
not start from N∗p = 0, but it is restricted to the part around the largest amplitudes. The
counter ∆N∗p starts from zero at the beginning of the depicted time span.
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Figure 6.6: Time history of resonance passages through the second mode of the two-DOF
system with preloaded unilateral contact, starting from equilibrium point: (a) up-sweep
Ω∗e(N∗p) = 0.0003N∗p , (b) down-sweep Ω∗e(N∗p) = 1.75− 0.0003N∗p
There exists a strong qualitative discrepancy between the responses in Fig. 6.6a and b.
This effect is caused by the multi-valued response phenomenon encountered in the steady
state in Fig. 6.5a. Coming from either side of the resonance frequency, a jump phenom-
enon occurs when the frequency hits the respective first turning point of the frequency-
response curve. In the time history of the resonance passage, this causes a comparatively
fast change of the medium envelope in conjunction with a strong beating phenomenon,
cf. Fig. 6.6. Larger amplitudes are reached in the down-sweep, where the response follows
the upper branch of the frequency-response curve, compared to the up-sweep, where the
response follows the lower branch.
Mostly, a good agreement between the ROM and the reference can be stated. In the pres-
ence of fast amplitude changes, which can be particularly observed in the up-sweep, the
response only agrees qualitatively and apparently fails to accurately track the phase lag
of the actual response. In the down-sweep case depicted in Fig. 6.6b, a second ‘burst’ in
the amplitude is encountered at Ω∗e ≈ 0.62. The first eigenfrequency is about one third
of the second eigenfrequency in the linear case, and a resonance would thus be expected
for Ω∗e / 0.33. It is conjectured that this behavior is caused by a 2 : 1 external resonance
with the first mode. In full accordance with the restriction of the ROM, the dynamics are
only predicted well in the vicinity of the 1 : 1 external resonance of the considered second
mode, and the other amplitude burst is missed.
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6.2 System with dry friction contact
In this section, the beam illustrated in Fig. 6.1 is considered again. Now the elastic
Coulomb element is attached to its free end.
6.2.1 Modal characteristics
The energy-dependent eigenfrequency and modal damping ratio of the first bending
mode are depicted in Fig. 6.7 for different tangential stiffness values kt. Like in the case
of the unilateral contact, the values kn were normalized by the bending stiffness 3EIyy/l3
of the clamped beam, where Iyy = bh3/12 is the second moment of the cross section area
with respect to the y-axis of the beam depicted in Fig. 6.1. The results generally resem-
Figure 6.7: Modal characteristics of the first mode of the beam with friction nonlinearity,
µ = 0.3, N0 = 100 N: (a) eigenfrequency, (b) modal damping, (c) variation of the beam’s
vibrational deflection shape for kt = 3 3EIl3
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Figure 6.8: Two-dimensional invariant manifolds of the first mode of the beam with fric-
tion nonlinearity: (a) kt = 0.3 3EIl3 for 0.1 < E
∗
kin < 300 (b) kt = 3
3EI
l3 for 6 < E
∗
kin < 300, (c)
and (d) kt = 3 3EIl3 for 0.01 < E
∗
kin < 1
ble modal characteristics of friction-damped systems previously reported by other re-
searchers, see e. g. [176, 187, 94]. There exists a linear energy regime, where the friction
contact is permanently sticking and no energy is dissipated, i. e. D = 0. As soon as the
energy is large enough, the contact also undergoes slip friction. As a consequence, the
modal damping ratio increases. Moreover, the system behavior becomes softer, resulting
in a decrease of the eigenfrequency. The decrease of the modal damping ratio for larger
kinetic energies may seem counter-intuitive at first, but it can be easily made plausible:
For a viscous damping source, the dissipated energy grows quadratically with amplitude,
which leads to a constant modal damping ratio. The energy dissipated in the dry friction
contact, in contrast, increases only linearly with amplitude, thus leading to a decreasing
modal damping ratio for large amplitudes present for large kinetic energies. When Ekin
tends towards infinity, the modal properties asymptotically approach towards the values
associated to the linear case without contact.
Akin to the case of the unilateral spring, the contact stiffness influences the strength of
the nonlinearity compared to the underlying linear structure. Thus, the relative frequency
shift and the maximum modal damping ratio increase with kt. Apparently, several har-
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monics are required to achieve asymptotic convergence of the modal characteristics for
larger kt. This is particularly true in the vicinity of the maximum damping value, cf.
Fig. 6.7b. This indicates that the abrupt changes between stick and slip of the friction
contact induce higher harmonic vibration content.
It is common to derive analytical approximations of the steady-state vibration behavior
of friction-damped systems based on the single-term harmonic balance method. For this
strategy, it is generally necessary to assume a constant vibrational deflection shape and
thus to simplify the system to a single-DOF (modal) oscillator, see e. g. [83, 134]. This has
also been done for the beam assuming that the vibrational deflection shape for sticking
contact is retained. The results are also depicted in Fig. 6.7 a and b with the label ‘SLM’
(single linear mode). The differences between SLM and the proposed method for H = 1
is caused by the variation of the modal deflection shape. This variation is illustrated in
Fig. 6.7c. The benefit of having an explicit solution, in the case of the SLM assumption,
apparently is provided at the cost of lower accuracy. In contrast to this strategy, the vari-
ation of the vibrational deflection shape due to nonlinear effects is inherently taken into
account in the proposed numerical procedure.
The friction nonlinearity thus causes a distortion of both the spatial and the temporal
spectrum of the nonlinear modes, compared to the linear case where only a single lin-
ear mode and a single harmonic are present. This can also be observed from the invari-
ant manifolds illustrated in Fig. 6.8a and b. The motions clearly deviate from ellipses for
larger energies, indicating the presence of higher harmonics (in time). On the other hand,
the nonlinear mode does not span a plane as in the linear case, but rather forms a curved
manifold in phase space, indicating the contribution of other linear modes, i. e. harmonics
in space.
It is important to note that the manifolds for the two different kt values feature a quali-
tative topological difference: In contrast to the lower kt value, the manifold is folded in
the case of kt = 3 3EIl3 . This folding occurs in the lower energy regime in the vicinity of the
maximum damping ratio. The beginning of this folding can be clearly seen beyond the
linear regime (plane in phase space) in Fig. 6.8c and d. This behavior is accompanied by
a significant super-harmonic component of the periodic motion. Hence, the fundamental
harmonic component of the flow does no longer dominate and the resonance cannot be
regarded as isolated anymore in accordance with the definition on p. 33. For the subse-
quent investigations, only the smaller stiffness kt = 0.3 3EIl3 is considered, for which such
strong modal interactions are absent, and the nonlinear mode can be regarded as isolated.
6.2.2 Autonomous response
Similar to the system with unilateral contact, the developed method was assessed re-
garding its capability of reproducing the dynamic behavior of the original model under
various operating conditions. This is essential for a thorough validation of the approxi-
mate procedure. Special attention is paid to situations which are commonly of interest for
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Figure 6.9: Time history of the autonomous beam with friction nonlinearity: (a) free decay
with Cmod = 0 from starting point (H), (b) transition into limit cycle induced by negative
damping with Cmod = C−2% from starting point (I)
the design of friction-damped systems. The autonomous behavior of the friction-damped
beam was investigated first.
Free decay
Starting from point (H) indicated in Fig. 6.7a and b, the free decay towards the equilib-
rium point was simulated. The results were computed by time integration of the equa-
tions of motion of the original model (reference) as well as the ROM equation (5.13). The
time history of the beam’s tip displacement u∗1 is depicted in Fig. 6.9a.
In contrast to the exponential decay of the amplitude which is characteristic for the linear
case, the envelope exhibits a linear decay. This is a typical feature of dry-friction damped
systems and it indicates again the amplitude dependence of the damping ratio. This be-
havior is well predicted by the ROM, as compared to the reference results.
Transition into a limit cycle in the presence of negative damping
The effect of negative damping was investigated next. To this end, a constant damping
matrix Cmod was imposed. It was defined in such a way that the first linear mode had a
negative damping ratio D1 < 0, while the remaining linear modes had a positive dam-
ping ratio of 1%. While the amplitude of the first mode would grow unboundedly for
a slight perturbation from the static equilibrium point in the linear case, the nonlinear
friction damping can stabilize the system in a limit cycle. The time history of the transi-
tion from the starting point (I) towards such a limit cycle is illustrated for D1 = −2% in
Fig. 6.9b. For the ROM predictions, the linear damping was superimposed in Eq. (5.13) to
6.2. SYSTEM WITH DRY FRICTION CONTACT 69
obtain the results.
An acceptable accuracy of the ROM can be ascertained. Slight deviations occur in partic-
ular during the time span with comparatively fast amplitude increase. In fact, the ampli-
tude doubles within about three pseudo-periods. Hence, the amplitude variation and the
oscillation take place on rather proximate time scales. Since the ROM derived in Chapter 5
is based on averaging, deviations in this range are expected.
Analysis of limit cycles in the presence of negative damping
The autonomous behavior in the presence of negative damping was further investigated.
For this purpose, limit cycles were computed using Eq. (5.12) of the ROM. Reference re-
sults were obtained by means of time integration of the original equations of motion,
starting from small initial values until the vibration amplitude was constant (consider-
ing a sufficiently small tolerance). The limit cycle amplitude and frequency are illustrated
with respect to the modal damping ratio D1 in the left plots of Fig. 6.10.
In the presence of negative damping, the trivial solution, i. e. the static equilibrium point
is unstable. The illustrated limit cycle amplitudes are non-trivial solutions of Eq. (5.12).
They are characterized by vanishing effective modal damping, i. e. the damping caused
by the joint effect of friction and the superimposed (negative) linear damping. Stable and
unstable regimes are indicated in Fig. 6.10a and c. The local stability was determined by
considering the effective damping ratio and analyzing the slope at the zero crossing: If
the effective modal damping increases with respect to the amplitude, the limit cycle is
stable, otherwise it is unstable. Whether the system reaches a stable limit cycle obviously
depends on the initial amplitude.
For sufficiently low damping, e. g. D1 < −4%, no limit cycles exist at all and the am-
plitudes would grow unboundedly. For positive damping values (not illustrated), the
limit cycle would obviously degenerate to the static equilibrium point. It should be noted
that the stability map is not only influenced by the modal damping characteristic, but it
also depends on the modal deflection shape, which in turn affects the negative damping
caused by Cmod, see Eq. (5.12). The ROM predictions of the stable limit cycles are in ex-
cellent agreement with the reference results. The reference results were obtained from the
equations of motion of the full-order model using direct time integration, starting from
small initial values. Only the stable limit cycles were thus obtained. It should be remarked
that the unstable limit cycles could have been obtained e. g. by integration backwards in
time or by the shooting method. This was, however, not performed in this study. The re-
sults generally resemble the results reported in previous studies, see e. g. [156, 157, 62].
In the right plots of Fig. 6.10, the amplitude and the frequency of the limit cycles are de-
picted with respect to the preload N0. The value N∗0 is normalized by its nominal value
of 100 N. Apparently, the frequency is constant and the amplitude increases linearly with
N∗0 . This resembles the results reported by other researchers, see e. g. [127]. The linear
relationship between limit cycle amplitude and preload follows directly from the scale
invariance established in this thesis and expressed in Eq. (5.9).
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Figure 6.10: Limit cycles of the beam with friction nonlinearity in the presence of negative
damping: (a) and (c) amplitude and frequency vs. negative damping ratio D1 for N∗0 = 1,
(b) and (d) amplitude and frequency vs. preload for D1 = −1%
6.2.3 Forced response
In order to investigate the performance of the proposed method with regard to the non-
autonomous behavior of the friction-damped beam, a harmonic external forcing was ap-
plied to its free end. A positive hysteretic background damping ratio of 0.1% was speci-
fied. While this background damping is not mandatory, it limits the resonant forced re-
sponse in the linear case.
Analysis of limit cycles in the presence of harmonic forcing
First, the steady-state forced response was studied in the frequency range around the first
eigenfrequency. To this end, the ROM Eq. (5.10) was considered for frequency-response
functions and Eq. (5.11) was solved in order to obtain directly the resonances with respect
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Figure 6.11: Steady-state frequency response of the beam with friction nonlinearity: (a)
variation of excitation level, (b) variation of preload
to the varied parameters. The reference results were obtained by time integration directly
applied to the equations of motion of the original model. Excitation level and preload
were varied in a wide range. The results are illustrated in Fig. 6.11. In general, the results
are in agreement with those obtained by conventional methods in previous studies, see
e. g. [40, 19, 10].
The maximum response amplitude and thus the energy increase with the excitation level.
The softening effect deduced from the modal characteristics is reflected in the forced re-
sponse. The results for varied preload are related to the ones for varied excitation level
by the scale invariance. For large N∗0 , the contact is permanently sticking. For vanishing
N∗0 , the contact can slip freely. The resonant forced response is minimized for an optimal
value of the preload.
The influence of the background damping on the optimization curve, i. e. the relationship
between resonance amplitude and preload was further investigated. The background
hysteretic damping was varied between 0.01% and 10%. The results are illustrated in
Fig. 6.12. It might seem counter-intuitive that a∗ increases with increasing background
damping. The reason for this is the normalization: For each background damping value,
the amplitude is normalized by the individual corresponding value in the sticking case,
and thus a∗ ≡ 1 for large preload values independent of the background damping. Hence,
Fig. 6.12 only depicts the relative decrease of the resonance amplitude with respect to the
preload.
The effective damping ratio is composed of both the background and the friction dam-
ping. Since the friction damping was determined from the configuration without linear
damping, it does not depend on the background damping. As the background dam-
ping is increased, the relative contribution of friction to the effective damping ratio is
reduced. Hence, the relative amplitude reduction between sticking and optimum preload
decreases. The ROM predictions agree well with the reference results. Note that this
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Figure 6.12: Resonance amplitude of the beam with friction nonlinearity vs. preload for
varying background damping
agreement still holds for damping values as large as 10%, in spite of the proposed su-
perposition of linear damping in the ROM.
Transition into a limit cycle in the presence of harmonic forcing
In the presence of steady harmonic forcing, the periodic steady-state response is typically
of interest. This results in periodic motions addressed in the previous paragraphs, i. e.
the motion takes place on a limit cycle in phase space. If the motion does not start from
the corresponding point on this limit cycle, a transient motion is initiated. This unsteady
response can be predicted by the proposed ROM using Eqs. (5.4)-(5.5) as long as the start-
ing point lies on the invariant manifold. The response has been computed for different
starting points and different frequencies of the harmonic forcing. The resulting time his-
tories of the beam’s tip displacement are illustrated in Fig. 6.13. The excitation frequency
and limit cycles correspond to the points indicated in Fig. 6.11a. In Fig. 6.13a, the motion
was initiated from point (I) indicated in Fig. 6.7 with an amplitude smaller than the am-
plitude of the steady-state response. In contrast, the motion was initiated from point (H)
in Fig. 6.13b with an amplitude larger than the amplitude of the steady-state response.
Since the excitation frequencies are different for the two cases depicted in Fig. 6.13, also
different steady-state amplitudes are reached after the unsteady regime. Beating phenom-
ena occur in both cases. Dissipation due to friction and background damping is the reason
for the decay of the envelope modulation and the transition into the limit cycle. Despite
the comparatively small initial amplitude, it can be seen in Fig. 6.13a that the amplitude
overshoots the steady-state amplitude by a factor of about two. This phenomenon is par-
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Figure 6.13: Time histories of the beam with friction nonlinearity subject to harmonic
forcing: (a) Ω∗e = 0.90, starting point (I), (b) Ω∗e = 0.95, starting point (H)
ticularly interesting from a design point of view, and it is qualitatively and quantitatively
well predicted by the proposed ROM.
Resonance passage
Finally, the passage through the first resonance of the beam with friction nonlinearity is
studied. A linearly increasing excitation frequency with different angular accelerations
Ω∗e(N∗p) = 0.0003N∗p to 0.03N∗p was considered. The excitation level was specified as for
the steady-state frequency-response curve indicated in Fig. 6.11a. The corresponding time
histories of the beam’s tip displacement are depicted in Fig. 6.14.
Again, a beating phenomenon occurs in the response. The maximum amplitude of the
first pulse decreases with increasing angular acceleration. This maximum occurs for a
certain instantaneous excitation frequency Ω∗e which will be termed transient resonance
frequency in the following. In the up-sweep through the resonance of a linear system,
it would be expected that the transient resonance frequency is slightly larger than the
eigenfrequency Ω∗e & 1 [67, 14]. However, it can be seen from Fig. 6.14a-d that the tran-
sient resonance frequency is Ω∗e < 1, which at first glance seems to be counter-intuitive.
The reason for this behavior is that the eigenfrequency decreases for larger amplitudes, cf.
Fig. 6.7a. Larger amplitudes are reached for smaller angular accelerations, which makes
this effect more prominent. The maximum amplitude and the transient resonance fre-
quency, which are of particular importance for design considerations, are accurately pre-
dicted by the ROM. Not only the modulated envelope but also the fast oscillations of the
physical coordinate can be predicted. The agreement with the reference results is slightly
worse for considerably large angular acceleration. In this case, the oscillation and ampli-
tude modulation take place on very proximate time scales. As a consequence, the aver-
aged character of the ROM leads to inaccurate results.
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Figure 6.14: Time histories of resonance passages of the beam with friction nonlinear-
ity, starting point (I) defined in Fig. 6.7: (a) and (b) Ωe(N∗p) = 0.0003N∗p , (c) and (d)
Ωe(N∗p) = 0.003N∗p , (e) and (f) Ωe(N∗p) = 0.03N∗p
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6.2.4 Computational benefit of the ROM for unsteady dynamics
The computation times consumed by the ROM and the time integration of the full-order
model are listed Table 6.1. The problem dimension of the original model is twice the num-
ber of retained generalized coordinates (six coordinates, associated with one constraint
mode and five fixed interface modes) plus one for modeling the friction hysteresis. Thus,
the system dimension equals 2 · 6 + 1 = 13. The problem dimension of the ROM is only
two (amplitude a and phase lag ∆ϑ are unknown) in the externally forced case and one
(only the amplitude a is unknown) in the autonomous case.
The same time integration scheme and error tolerances were specified for both methods.
It can be easily ascertained from Table 6.1 that the computational effort required to obtain
the transient time histories presented in this section can be significantly reduced by the
proposed ROM. It should be remarked that the extent of the computational benefit of the
proposed method generally depends on many aspects, including the system parameters,
the operating conditions and the parameters of the time integration scheme.
Table 6.1: Computational effort for the prediction of the unsteady behavior of the beam
with friction nonlinearity; the CPU time is normalized (∗) by the CPU time consumed by
the ROM for the prediction of the resonance passages in Fig. 6.14 (bold-faced element in
last column)
Problem ODE dim. normalized CPU time∗ ODE dim. normalized CPU time∗
(reference) (reference) (ROM) (ROM)
Fig. 6.9a 13 170 1 < 0.1
Fig. 6.9b 13 37 1 < 0.1
Fig. 6.13 13 150 2 0.2
Fig. 6.14 13 830 2 1.0
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7 Application to detailed models of
friction-damped systems
Rotating bladed disks in stationary gas or steam turbines and aero engines are exposed to
considerable thermal and centrifugal loading which cause high static stresses. Possible vi-
brations may thus lead to damage and fatigue related costs. Two of the primary vibration
mechanisms are of aero-elastic type: forced response and flutter [158]. Forced response
is primarily caused by the rotation of the bladed disk in the stationary, inhomogeneous
pressure field which leads to externally forced vibrations, synchronous to the rotational
speed. Flutter, on the other hand, represents an aero-elastic instability and leads to self-
excited vibrations with an eigenfrequency of the bladed disk.
The most established means of passive vibration reduction in this field is certainly friction
damping [42]. Therefore, friction interfaces are introduced in various forms. An appropri-
ate design of the friction joints may significantly increase the durability of the structure.
At the same time, it can increase the tolerable range of operating conditions and the fea-
sible blade design space, and thus contribute to an increased efficiency of turbomachines.
The structural dynamical design process of friction-damped bladed disks is typically as-
sociated with considerable computational cost. In practice, the affordable cost is bounded,
which in turn strictly limits the affordable modeling fidelity and depth of the design opti-
mization. It is therefore particularly important to investigate the potential of the proposed
procedure to reduce the computational burden of the analysis and the design of such
systems. Two of the most common forms of friction joints are addressed in this chap-
ter. In Section 7.1, tip shrouds are investigated, while underplatform dampers are subject
of Section 7.2. In contrast to the rather academic models studied in Chapter 6, these test
cases shall demonstrate the applicability of the proposed approach to more realistic struc-
tures described in terms of solid finite elements. Moreover, these test cases necessitate the
discussion of the specific modeling aspects of cyclically symmetric systems in the context
of the proposed modal analysis procedure.
7.1 Modal analysis and model reduction of a bladed disk
with shroud joints
In this section, a bladed disk with shroud joints is investigated. This example is partic-
ularly suited to assess the performance of the proposed procedures in the presence of
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strongly nonlinear, three-dimensional contact forces. The stick, slip, and lift-off contact
situations are resolved in a spatially local manner, so that the vibration-induced variation
of the contact area can be taken into account. A focus of this section is also on specific as-
pects of the ROM, which become important only for more detailed models and thus could
not be properly addressed in Chapter 6. Special attention is paid to characteristics which
are especially useful for the structural dynamical design process. Parts of the presented
results have already been published in Krack et al. [90].
7.1.1 Description of the model
Consider the blade integrated disk illustrated in Fig. 7.1. It comprises 30 blades and is
built as an integral part, which means that blades and disk belong to the same structure.
The hub of the disk was fixed in such a manner that a potential excitation by the rotor was
not taken into account. Small deflections around the static equilibrium were considered,
and in general the nonlinearity was assumed to stem only from the contact interactions.
The so-called mistuning refers to the blade-to-blade variation of structural mechanical
properties and can generally lead to the localization of vibration energy. Due to the
strong coupling of adjacent blades by the shroud joints, however, this effect is commonly
neglected, as it was also done in the present study. Thus, the geometry and the operating
conditions were considered as perfectly cyclically symmetric. Previous authors have
shown that even in this case, the effect of nonlinear forces may cause localization
phenomena [171]. It is generally difficult to estimate a priori if and under what condi-
tions this effect occurs [54]. Appropriate strategies for finding all stable localized and
non-localized vibration modes are still under research [59]. In the present study, this
effect was excluded by assuming that the cyclic symmetry of the response is retained. It
is therefore valid to consider only a single segment of the full system with appropriate
boundary conditions, which can greatly simplify the dynamic analysis.
The segment was discretized with three-dimensional, tetrahedral elements having four
nodes per element. The FE model comprises 25, 641 nodal DOFs. Gyroscopic effects were
neglected, so that the resulting structural matrices of the segment were hermitian upon
application of the cyclic symmetry boundary conditions. A Craig-Bampton reduced
order model of the segment was constructed. Only the DOFs involved in the contact
formulation were retained as boundary coordinates. In accordance with a preliminary
convergence study, the first 50 fixed interface normal modes were considered in the
reduced basis.
During operation, the rotating bladed disk is subjected to centrifugal forces which cause
the blade to untwist. A pressure builds up in the shroud contact interface between
adjacent blades. The normal pressure distribution is generally inhomogeneous. It can
exhibit high local pressures which prevent relative motions in certain portions of the
contact interface, while other portions may undergo slip and lift-off phases. The accurate
prediction of the centrifugal effects on the deflection shape and the initial pressure
distribution represents a challenging task in itself. In this study, the illustrated geometry
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Figure 7.1: Bladed disk with shroud contact: (a) model definition, (b) nodal diameter map
for sticking contact, (c) deflection shape of the considered mode for sticking contact
was considered as the static deflection shape at a particular rotational speed. The effect
of centrifugal stiffening was not accounted for. An idealized pressure distribution was
specified as follows: Contact was defined to occur only in the central part of the Z-shaped
shroud interface. A very high local pressure was specified at a portion of the contact
nodes, so that they were permanently sticking as indicated in Fig. 7.1a. A uniform initial
pressure p0 was specified at the remaining nodes. This type of pressure distribution
limits the relative displacements in the contact interface to partial slip and partial lift-off.
On the other hand, gross slip and high-energy snubbing phenomena, which are typically
not desired in the regime of interest [111, 1] and could be encountered for another type
of initial pressure distribution, are excluded.
The contact interactions at the shroud interface were modeled by three-dimensional
contact constraints: Coulomb dry friction was considered in the tangential plane, and
impenetrability was taken into account in the normal direction. Hence, stick, slip,
and lift-off conditions are possible, and the effect of the contact normal dynamics on
the stick-slip behavior is captured by this modeling approach. Elastic formulations of
the contact laws were considered with a homogeneous and isotropic contact stiffness
distribution. The contact interactions were modeled locally at each vertex node of the
conforming triangular surface elements. Thus, the vibration-induced variation of the
contact area of the extended shroud interface was taken into account.
Tuned bladed disks typically exhibit traveling-wave type vibrations in the case of forced
response and flutter [79, 152]. These vibrations are characterized by their spatial order
of symmetry around the circumference. This order is typically quantified by either the
number of circumferential waves or, equivalently, by the number of (traveling) diametral
lines of material points having zero deflection. This latter number is termed nodal dia-
meter number. The lowest eigenfrequencies in the linear case with sticking of all shroud
contact nodes are illustrated in Fig. 7.1b with respect to the nodal diameter number.
The second mode with five (backward) traveling nodal diameters was considered in the
subsequent investigations. Its modal deflection shape is illustrated in Fig. 7.1c. It should
be noted that typically the first couple of mode families are of particular interest for the
structural dynamical design of bladed disks [158]. The nodal diameter number has an
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influence on the phase lag between adjacent blades and thus determines the extent of
relative displacement in the shroud contact interfaces. Hence, the quantitative vibration
behavior and in particular the friction damping potential depend on this number.
Normalization:
In the figures presented throughout this section, physical quantities have been normalized, which
is indicated by a superscript ‘∗’: Frequencies have been normalized by the eigenfrequency of the
considered second mode with five nodal diameters in the linear case, i. e. where the entire set of
contact nodes is permanently sticking. Generalized coordinates and the kinetic energy have been
normalized by their value just before leaving the linear regime, i. e. when the first contact node is
not permanently sticking anymore.
7.1.2 Modal characteristics
The modal characteristics were computed using the proposed modal analysis technique,
and the results are depicted in Fig. 7.2. The qualitative energy dependence is similar to
the one of the clamped beam with friction nonlinearity, cf. Fig. 6.7. Apparently, a moder-
ate harmonic order H has to be retained in the analysis to accurately resolve the strongly
nonlinear contact interactions and to achieve asymptotic convergence of the modal char-
acteristics. In this case, more harmonics are required for the convergence of the modal
damping than for the eigenfrequency. It is noteworthy that the behavior is not predicted
well with H = 1 or H = 3, even for large energies. A harmonic order H = 7 was deemed
sufficient and was therefore used in the subsequent investigations, if not otherwise spec-
ified.
In the bottom plots of Fig. 7.2, the contact status is illustrated for different energy levels.
The ‘slip’ state also includes possible sticking phases, and likewise the ‘lift-off’ state in-
cludes possible sticking and slipping phases during vibration. Beyond the linear regime
with sticking contact, a small portion of the contact area undergoes stick-slip and partial
lift-off. This portion increases with energy as it can be ascertained from Fig. 7.2c-f.
Compared to the results in Fig. 6.7b, the modal damping evolves less smoothly with re-
spect to the kinetic energy. It is assumed that this behavior is caused by the abrupt changes
of the contact situation of individual contact nodes at different energies. This behavior can
be explained as follows: Suppose a set of contact nodes is permanently sticking, while the
remaining nodes undergo slip and lift-off. Suppose further that no change of the contact
status occurs, i. e. these sets are invariant within a considered energy range. This partic-
ular situation corresponds to a specific evolution of the modal properties with respect to
energy. Now, if one permanently sticking node is moved to the set of sliding/lifting-off
nodes, this changed situation will clearly result in a different evolution of the modal prop-
erties. A change of the contact status from permanently sticking to sliding/lifting-off will
cause a jump between these two non-coincident modal characteristics. This hypothesis
can be supported by the contact situation for different energy levels illustrated in Fig. 7.2.
80 CHAPTER 7. APPLICATION TO DETAILED MODELS OF FRICTION-DAMPED SYSTEMS
Figure 7.2: Modal characteristics of the considered mode of the bladed disk with shroud
contact; stiffness per area 3.7 · 104 N/mm3, µ = 0.3, p0 = 1 N/mm2: (a) eigenfrequency,
(b) modal damping ratio, (c)-(f) contact status of shroud for different energy levels
Indeed, the contact status of a specific number of contact nodes is different on either side
of a jump in the modal characteristic. It is therefore conjectured that the modal properties
would evolve smoother with respect to energy, if the mesh density in the shroud joint
was considerably increased.
Quantitatively, it can be stated that the damping ratio of the mode considered here is
smaller than the one of the first bending mode of the friction-damped beam. Of course,
the modal characteristics depend on many aspects such as the mode family, the nodal
diameter number, the geometry of the blade and the shroud interface and the material
properties. The proposed modal analysis method is regarded as an apt alternative to the
common approach to estimate the damping performance indirectly on the basis of forced
response data [153]. Detailed design investigations are, however, considered to be beyond
the scope of the present study. The interested reader is referred to [185] for a thorough de-
sign analysis of shroud joints with regard to friction damping.
It can be deduced from the modal characteristics that the solution is not unique over
the entire energy range. Beyond a certain energy level, e. g. E∗kin > 10
4, two coexisting
solutions were found, as depicted in Fig. 7.2a and b. The two distinct solution branches
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Figure 7.3: Two-dimensional invariant manifolds of the considered mode of the bladed
disk with shroud contact, u∗m=2 and u
∗
m=6 are the coordinates of the second and sixth
linear mode, respectively: (a) H = 3, (b) H = 40 harmonics retained in modal analysis
were obtained by performing the path continuation with slightly different continuation
parameters. This bifurcation indicates the presence of an internal resonance and will be
investigated below.
The nodal diameter map depicted in Fig. 7.1b is useful to identify possible internal res-
onances. For instance, it can be deduced from the map that the fourth multiple of the
considered eigenfrequency is close (but not equal) to the linear eigenfrequency of the
sixth mode with ten nodal diameters. The associated two modes are therefore candidates
for a 4 : 1 super-harmonic internal resonance in the nonlinear regime. This conjecture can
be confirmed by a look at the invariant manifolds illustrated in Fig. 7.3: If only H = 3
harmonics are considered, the geometry of the invariant manifold is dominated by its
fundamental harmonic component. If more (e. g. H = 40) harmonics are considered, in
contrast, the fourth harmonic dominates the modulation of the coordinate u∗m=6 associ-
ated to the sixth linear mode family.
7.1.3 Steady-state forced response
In state-of-the-art forced response analyses of bladed disks, the steady pressure field act-
ing on the rotating blade surface is determined using a computational fluid dynamics
software. In a second step, this pressure field is integrated over the blade surface in order
to obtain the nodal forces consistent with the structural dynamical FE model. In this case
study, a discrete representative excitation force was considered instead. For this purpose,
a force in the circumferential direction was applied to the node at the location indicated in
Fig. 7.1a. The force was defined as mono-harmonic with a constant phase lag between ad-
jacent blades (traveling-wave type forcing), so that the considered mode with five nodal
diameters was excited. The forced response was computed in the frequency range near
the considered mode. The excitation frequency is typically directly proportional to the ro-
tational speed, which determines the centrifugal forces. These forces influence the struc-
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Figure 7.4: Frequency response of the bladed disk with shroud contact: (a) variation of
excitation level, (b) variation of preload
tural dynamic properties of the assembly. For instance, the preload generally depends on
the centrifugal loading. Moreover, the variation of the rotational speed of a designed tur-
bomachine is accompanied by a variation of the blade loading. Hence, a variation of the
excitation frequency is generally associated with a variation of other operating conditions
as well. These effects were neglected in the present study, i. e. the excitation frequency was
varied independently of all other system parameters. An actual fluid-structure interaction
was not taken into account in the forced response analysis. Instead, only a hysteretic back-
ground damping of 0.1% was considered to mimic the joint effect of material and fluid
damping. The results were determined for different excitation levels and are depicted in
Fig. 7.4a. To this end, Eq. (5.10) was solved for the computation of frequency-response
curves, and Eq. (5.11) was solved for the direct computation of the resonances, i. e. the
backbone curve.
The excitation level governs the kinetic energy of the system. Therefore, the forced re-
sponse results are in accordance with the modal characteristics. The results are also in
qualitative agreement with the corresponding results of the systems with either purely
unilateral contact or friction studied in Chapter 6, cf. Fig. 6.5a- and Fig. 6.10a.
The results obtained by the ROM were compared with a high-fidelity numerical reference.
Throughout this chapter, the reference results were computed by solving the equations of
motion of the segment model in generalized coordinates by means of the high-order har-
monic balance method. This method is regarded as a suitable reference, as this method is
widely used in the design of friction-damped bladed disks where numerical time integra-
tion often leads to prohibitive computational effort [128, 15, 155]. The results are in excel-
lent agreement up to certain amplitudes. For large amplitudes, an additional maximum
occurs in the frequency-response functions. This indicates the presence of an internal res-
onance, which confirms the results of the modal analysis. As a consequence, the reduction
to an isolated nonlinear mode is no longer valid, and the proposed ROM provides a poor
approximation of the actual dynamical behavior.
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Figure 7.5: Steady-state frequency response of the temporal harmonic amplitudes, index
n of the linear modes, index m: (a) fundamental harmonic, (b) fourth harmonic
The forced response was also calculated for varying preload in the shroud joint. For the
ROM computation, the modal characteristics were thus required for different preload
values. These characteristics have been obtained from the ones for only a specific preload
and taking advantage of the scale invariance, as proposed in Chapter 5. The results are
depicted in Fig. 7.4b. These forced response results are also directly linked to the ones de-
picted in Fig. 7.4a via the scale invariance. For moderate preload, the resonance amplitude
is significantly reduced by means of friction damping. For a certain (optimal) preload, the
resonance amplitude is minimized. The resonance amplitude then increases again. Below
a certain value of the preload, the frequency-response curves exhibit a second maximum
as well. This again indicates the presence of an internal resonance, and consequently the
ROM fails.
In order to further investigate the multiple maximum phenomenon, the frequency re-
sponse to the largest excitation level depicted in Fig. 7.4a was analyzed with respect to its
temporal and spatial spectrum. The fundamental (n = 1) and the fourth (n = 4) harmonic
amplitudes of the linear modes are depicted in Fig. 7.5a and b, respectively. The ampli-
tudes have been normalized by the maximum fundamental harmonic amplitude ûm=2,n=1
of the second linear mode. Note that this is the only nonzero amplitude at resonance in
the linear case. This mode still dominates the response in the depicted nonlinear case.
In contrast to the linear case, however, the sixth linear mode participates to a significant
extent in the fourth harmonic of the response. This confirms the internal resonance identi-
fied from the modal analysis. It can moreover be seen from Fig. 7.5a that the nonlinearity
enriches the modal content of the fundamental harmonic of the response: In addition to
the expected second linear mode, also the first and the third linear mode have a signifi-
cant contribution. In other words, the nonlinearity distributes the vibration energy among
other modes.
The accuracy of the proposed ROM depends on different aspects. The influence of some
of these aspects was investigated for the frequency-response curve marked with an (F)
84 CHAPTER 7. APPLICATION TO DETAILED MODELS OF FRICTION-DAMPED SYSTEMS
Figure 7.6: Two aspects that influence the accuracy of the ROM: (a) influence of the num-
ber of harmonics H retained in the modal analysis, (b) influence of the off-resonant modes
Figure 7.7: Relative motion of contact node P as defined in Fig. 7.1a projected onto the
plane of predominant dynamics: (a) point (E), (b) point (F) indicated in Fig. 7.4b
in Fig. 7.4b. The harmonic order H considered in the modal analysis obviously has an
influence on the prediction quality. The ROM predictions for different harmonic orders
are compared to the reference results in Fig. 7.6a. A number of H = 3 or H = 7 should be
retained in the modal analysis, in order to achieve convergence of the ROM predictions
and ensure sufficient agreement with the reference results in this case. This finding is gen-
erally in accordance with the harmonic convergence behavior of the modal characteristics
illustrated in Fig. 7.2.
Furthermore, the consideration of the off-resonant modes affects the accuracy of the ROM
predictions. In the proposed procedure, a simple modal synthesis is performed in which
the off-resonant modes are superimposed in their linear form. The frequency-response
curves have been computed with the ROM (a) only considering the isolated nonlinear
mode by solving Eq. (5.10) and (b) additionally applying the synthesis procedure using
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Eq. (5.8). The results are illustrated in Fig. 7.6b and compared with the reference. Ob-
viously the consideration of the off-resonant modes does not significantly influence the
accuracy of the ROM very close to resonance. However, the synthesis procedure suc-
cessfully enriches the residual dynamic compliance and thus considerably increases the
prediction quality farther away from resonance. Note that this linear synthesis is a non-
iterative post-processing step and, hence, does not significantly increase the computa-
tional cost.
The strongly nonlinear contact forces can induce a considerable multi-harmonic vibra-
tion content. This is particularly true for the coordinates which describe the relative mo-
tion at the contact interface. The contact interactions have an essential influence on the
resulting effective stiffness and damping introduced by the interface. That is why it is
important to accurately predict the local dynamics of the contact nodes. In Fig. 7.7, the
relative motion of the contact interface is illustrated for the upper left node P indicated
in Fig. 7.1a. The results are depicted for two different resonance situations marked in
Fig. 7.4b. The relative motion in the radial direction was negligible for the considered
cases. For the sake of clarity, the three-dimensional trajectories were thus projected onto
the axial-circumferential plane and are illustrated in the local contact coordinate system.
Apparently, the multi-harmonic ROM achieves good agreement with the reference. It can
be ascertained from the results that the proposed multi-harmonic synthesis significantly
increases the accuracy compared to only considering the fundamental harmonic of the
nonlinear mode.
7.1.4 Computational benefit of the ROM for steady-state predictions
For the presented case study, the modal analysis was carried out with (efficient) and
without (conventional) the proposed numerical improvements. The required computa-
tion times are listed in Table 7.1. The joint benefit achieved by using the improvements
(condensation, efficient factorization and analytical gradients) leads to a reduction of the
computation time by a factor of 300. This benefit is within the bounds estimated on the
basis of the investigations in Section 4.2.4.
The computational effort for the forced response analysis of the bladed disk with shroud
contact is also listed in Table 7.1. The computation time for the efficient modal analy-
sis of an isolated nonlinear mode represents the overhead of the proposed procedure.
For the presented case study, this expense is in the same order of magnitude of a single
frequency-response or backbone curve computation using the reference method (high-
order harmonic balance). This is plausible, since the mathematical problem dimension is
almost the same for each solution point, and a similar number of solution points is re-
quired for both analysis types. While the reference method computes the branches of the
frequency-response curve left and right from resonance, the modal analysis effectively
determines the resonant amplitude-frequency relationship, i. e. the backbone curve.
By taking advantage of the proposed superposition strategy and applying the scale in-
variance, the expensive overhead does not have to be paid again when the associated
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Table 7.1: Computational effort for conventional and proposed procedure
Problem normalized CPU time Ndim
conventional modal analysis 620 1517
efficient modal analysis 2.0 767
frequency-response function (ROM) < 0.0002 1
backbone (ROM) < 0.0002 1
frequency-response function (reference) 1.0 765
backbone (reference) 0.9 766
parameters are varied. Thus, the modal analysis had to be carried out only once in order
to obtain all ROM predictions presented throughout this section. The computational cost
for the individual ROM predictions is almost negligible compared to the reference com-
putations or the modal analysis itself. In this case, the overhead for the modal analysis
already pays off after two frequency-response function evaluations.
It should be noted that the absolute computational effort strongly depends on the dimen-
sion Ndim of the set of algebraic equations. It is composed of the harmonic order H and the
number Nnl or Ndof of the condensed or full generalized coordinates vector, respectively.
The condensation was applied in the case of the efficient modal analysis and the reference
method. For the considered three-dimensional contact model, Nnl = 3 · 17 = 51 equals the
number of relative interface coordinates for the 17 contact nodes, cf. Fig. 7.1a. For the con-
ventional modal analysis, no condensation was applied. Thus, the equations still contain
the additional 50 generalized coordinates associated with the fixed interface modes. This
results in Ndof = Nnl + 50 = 101. For the frequency-response function computation, this
results in a total algebraic dimension of Ndim = (2 · H + 1) Nnl = 765, with a number of
H = 7 harmonics. Using the reference method for the computation of the backbone curve,
the oscillation frequency represents an additional unknown, so that Ndim is increased by
one. For the modal analysis, eigenfrequency and modal damping ratio represent the two
additional unknowns, leading to a total dimension of Ndim = (2 · H + 1) Nnl + 2 = 767
and Ndim = (2 · H + 1) Ndof + 2 = 1517 for the efficient and the conventional variant, re-
spectively. In contrast, the ROM predictions only have Ndim = 1, since the modal ampli-
tude is the only unknown in this case.
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7.2 Robust design of a bladed disk with underplatform
dampers
It appears to be common practice in the field of friction damping to tune the design for
only a single set of nominal parameters, i. e. to perform a so-called Single-Point Optimiza-
tion, regardless of the parameter uncertainties [185, 112, 95]. If the variability of uncertain
parameters is not properly taken into account in the design process, even high-fidelity
models cannot yield optimum designs with respect to robustness [102, 179]. Should the
actual parameters deviate from the assumed nominal ones, the performance of the local-
ized optimal design may be considerably lower than for nominal parameters. In this sec-
tion, a strategy is presented to find a reliable design by explicitly taking into account
parameter uncertainties. Such a strategy necessitates the vibration prediction for a con-
siderable number of parameter sets. If conventional methods were employed, this would
commonly result in prohibitive computational cost. Hence, this test case is particularly
well-suited to demonstrate the ability of the proposed model reduction approach to sig-
nificantly decrease the prediction effort and thus to facilitate robust design optimization.
Parts of the presented results have already been published in Krack et al. [92].
7.2.1 Description of the model
The model of the bladed disk with underplatform dampers is illustrated in Fig. 7.8a. This
section should be regarded as a proof-of-concept study. The simplifications applied in the
previous section were adopted analogously: Fixed hub, nonlinearity stems solely from
contact between damper and platform, cyclically symmetric response, no gyroscopic ef-
fects, no centrifugal stiffening, simplified modeling of forcing and fluid-structure inter-
action. The first mode with two (backward) traveling nodal diameters was considered
in the subsequent investigations, and its deflection shape is illustrated in Fig. 7.8b. The
forcing was applied in the circumferential direction at the node indicated in Fig. 7.8a.
A background, hysteretic damping with Cmod = iηK was specified. The FE model com-
prises 2, 250 nodal DOFs. A Craig-Bampton reduced order model of the segment was
constructed. Only the DOFs involved in the contact formulation were retained as bound-
ary coordinates. In accordance with a preliminary convergence study, the first 50 fixed
interface normal modes were considered in the reduced basis.
The underplatform wedge dampers were assumed to be rigid, which is a common simpli-
fication. The damper mass has a significant influence on the normal preload in the contact
interfaces, which in turn has an important effect on the damping performance. This influ-
ence on the normal preload was taken into account in the present case study. In practice,
the variation of the damper mass is achieved by variation of damper geometry or material
properties. In general, these modifications have an influence on inertial and elastic forces
within the assembly, and may affect its dynamic behavior. These influences were found to
play a minor role for the relevant mass ranges in the considered parameter studies. This
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Figure 7.8: Bladed disk with underplatform dampers: (a) model definition, (b) deflection
shape of the considered mode for sticking contact
has also been found by other researchers [143, 69]. Hence, only the nominal damper mass,
as defined later, was considered for the derivation of the structural dynamical properties.
During variation of the mass in the following parameter study, only its influence on the
normal preload was therefore taken into account. The normal preload of the contact in-
terfaces was determined from the static equilibrium with the centrifugal force mrcgΩ2rot,
where m is the damper mass, Ωrot is the rotational speed and rcg is the distance from the
rotation axis to the center of gravity of the dampers. The preload was distributed among
the contact nodes indicated in Fig. 7.8a assuming a homogeneous initial normal pressure
field. The contact model was adopted from the shroud joints, as described in the previous
section.
7.2.2 Modal characteristics
The modal properties were computed using the proposed modal analysis method. The re-
sults are depicted with respect to the friction coefficient and the kinetic energy in Fig. 7.9.
The eigenfrequency ω∗0 was normalized by its corresponding value in the linear case with-
out dampers. The qualitative energy dependence is similar to the one of the clamped
beam with friction nonlinearity, cf. Fig. 6.7. In the case of constant normal load, this char-
acteristic would only be shifted along the kinetic energy axis for varying friction coeffi-
cient. In this case, however, the dynamics in the contact normal direction influence the
stick-slip transitions. For larger friction coefficients, also larger relative motion ampli-
tudes of the adjacent blades are required to achieve the same amount of slipping. For
larger amplitudes, however, also longer lift-off phases occur during one vibration cycle
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Figure 7.9: Modal properties as a function of kinetic energy Ekin and friction coefficient µ:
(a) eigenfrequency, (b) modal damping ratio
in case of variable normal load. Thus, the maximum damping capacity is decreased for
larger friction coefficients.
7.2.3 Sensitivity analysis of the resonant forced response
In order to estimate the influence of different parameters on the dynamic behavior of
friction-damped bladed disks, it is common practice to carry out sensitivity analyses of
the forced response. In this study, the influence of the damper mass m, the friction coef-
ficient µ, the excitation level ε and the background damping factor η was investigated.
These parameters were individually varied in a wide range, i. e. the remaining parame-
ters were left constant during this variation. For this purpose, a nominal set of param-
eter values X0 = [m0 ε0 η0 µ0]
T was specified with X0 =
[
mopt,c 1 0.15% 0.3
]T
. mopt,c
refers to the mass which minimizes the resonant forced response amplitude aresp of the re-
sponse DOF indicated in Fig. 7.8a for otherwise nominal parameters. The resonant forced
response was computed with the proposed ROM procedure by solving Eq. (5.11). The re-
sults are depicted in Fig. 7.10. a∗resp was normalized by its value for sticking dampers and
nominal parameters.
The damper performance curve and the optimization curve, i. e. the dependence of the
resonant vibration level on the excitation level and the damper mass, respectively, have
a typical form, see Fig. 2.6a-b and its explanation for details. The influence of the back-
ground damping factor is small near its nominal value of η0 = 0.15%, since it is virtually
negligible compared to the friction-induced damping of several percents, see Fig. 7.9b.
The effect of the friction coefficient is qualitatively similar to the influence of the damper
mass, which both determine the limiting friction force.
As long as all parameters are precisely known, the design optimization simply consists
of minimizing aresp. Suppose the damper mass is the only design variable, which is a
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Figure 7.10: Sensitivity of the resonant forced response amplitude with respect to different
parameters
common situation. In this case, m = mopt,c would be the optimal choice. However, a fi-
nite level of uncertainty is usually associated with the system parameters. It should be
remarked that friction coefficient, excitation level and background damping are often re-
garded as uncertain in this field [125]. If, for instance, the actual excitation level (friction
coefficient) was slightly larger (smaller) than its respective nominal value, the response
amplitude would be significantly larger, as it can be deduced from Fig. 7.10. In the next
paragraph, a strategy is presented for finding a robust design, i. e. a design which pro-
vides high performance and, at the same time, low sensitivity with respect to parameter
variability.
7.2.4 Reliability optimization
Definition of the robust design problem
A common strategy to simultaneously optimize robustness and performance is the max-
imization of the expected value of the reliability [66]. This expected reliability is defined
as the so-called probability of success, i. e. the probability that a specified performance is
achieved. In this study, a tolerable amplitude atol was specified as performance. This
threshold value defines whether a design is deemed to be feasible. An appropriate value
for atol should take into account strength or fatigue considerations and certainly depends
on the application-specific requirements. The atol specified in this study is indicated in





imum displacement amplitude aresp does not exceed the tolerable amplitude atol.
Uncertainties in the excitation level ε, the background damping factor η and the friction
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coefficient µ were taken into account. The damper mass m was considered as the only
design variable. The design problem can thus be stated as,
maximize Pr
[
aresp (X) ≤ atol
]
with respect to design variable XDV = m
subject to uncertain parameters XUC = [ε η µ]
T . (7.1)
Herein, X is the entire set of parameters, which comprises the set of design variables XDV
as well as the set of uncertain parameters XUC, i. e. X =
[
m ε η µ
]T
.
The probability in Eq. (7.1) can be expressed as expectation integral over the entire do-
main of all NUC = 3 uncertain parameters,
Pr
[












f1(X1)dX1 · · · fNUC(XNUC)dXNUC . (7.2)
Herein, [()]+ is the Heaviside function which returns the argument, if it is positive and
zero otherwise. fi are the probability density functions (PDFs) of the uncertain parame-
ters Xi ∈ XUC.
In practice, it is certainly not trivial to determine realistic PDFs by means of measure-
ments, error estimations and experience. It is thus relevant to vary these parameters and
estimate their influence on the robust design, as it was done in Krack et al. [91, 92]. In
this study, a Gaussian stochastic distribution around the mean value X0 was assumed
for all parameters. Hence the probability integral in Eq. (7.2) would have to be evaluated
on an infinite domain. In this study, the numerical integration is restricted to the 3− σ
range corresponding to the 99.73rd percentile of the parameter domain. It is important
to note that the Gaussian distribution is of course also defined for negative parameters,
which might lead to physically questionable results in case of e. g. the friction coefficient.
However, negative parameters were found to be beyond the 3− σ range in this study.
Reliability analysis using nonlinear modes
In general, the evaluation of the probability integral cannot be carried out analytically,
and numerical integration schemes have to be used instead. The adaptive recursive Simp-
son’s integration rule was employed in this study [38]. This is a standard method for the
numerical computation of arbitrary integrals. In general, the integrand needs to be eval-
uated for a considerable number of points in the three-dimensional space spanned by
the parameters XUC. For each parameter point, the frequency-response curve needs to be
calculated in order to determine aresp (X). This commonly results in prohibitive compu-
tational cost, if conventional methods are employed. Instead, this task is performed using
the proposed ROM approach to decrease the computational burden.
In order to use the proposed ROM for the evaluation of aresp (X) in Eq. (7.1), it has to be
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Figure 7.11: Signal flow chart of the reliability analysis based on nonlinear modes
ensured that the ROM is available within the entire parameter domain. As explained in
Chapter 5, this is inherently fulfilled for the excitation level ε and the damping coefficient
η. This also applies to the damper mass m, due to the scale invariance of the considered
contact model and the assumptions detailed in Section 7.2.1. Only the friction coefficient
µ is not ad hoc available as a parameter of the ROM. Thus, the modal analysis was carried
out for ten sampling points of µ, as indicated in Fig. 7.9. The results for arbitrary µ val-
ues were obtained by piecewise cubic interpolation (analogous to the interpolation with
respect to the amplitude explained in Chapter 5).
A signal flow chart of the overall approach is illustrated in Fig. 7.11. It consists of two
parts: In the preprocessing part, the modal analysis is performed. Owing to the inherent
parametric character, the nonlinear modal characteristics only had to be re-computed for
varying friction coefficients. From these characteristics, a parametric ROM is constructed
that can be evaluated at any point X within the parameter space. In the solution part, the
probability integral is computed using a numerical integration scheme. The integration
scheme automatically selects the required sampling points X. It utilizes the parametric
ROM like a black box for the evaluation of aresp (X) and thus to determine the integrand
at any point X.
Results for the test case
In Fig. 7.12, the reliability-mass characteristic is illustrated for individual and cumulative
parameter uncertainties. The standard deviation of all parameters was set to 15%. In the
limit case without uncertainties, the reliability-mass characteristic would be a step func-
tion, for which the reliability changes between 0 and 100% where the graphs of aresp(m)
and atol intersect in Fig. 7.10. The stronger the parameter variability and the higher the
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Figure 7.12: Reliability for different sets of uncertain parameters vs. damper mass
sensitivity of aresp with respect to the uncertain parameters, the more will the character-
istic deviate from a step function and become smoother. Because of the skewness of the
reliability curve, the mass which maximizes the reliability, i. e. the robust mass does in gen-
eral not coincide with mopt,c. Because of the comparatively low sensitivity with respect to
η as illustrated in Fig. 7.10, the reliability-mass characteristic is merely a step function for
uncertainty in η. The cumulation of uncertainties leads to a smoother shape of the result-
ing reliability characteristic compared to the individual characteristics.
In case all parameters are uncertain with a standard deviation of 15%, the robust damper
mass is 17% larger than the optimum damper mass mopt,c without uncertainties. Com-
pared to mopt,c, the robust mass improves the reliability by 2.6% from 93% to 96%, but
it increases the nominal value of aresp by 6.7% in this case. It should be noted that these
values clearly depend on the considered system, the tolerable amplitude atol and the pa-
rameter variabilities. This was investigated in more detail in Krack et al. [92].
It is common practice to design the damper mass larger than its theoretical optimal value
mopt,c (for nominal parameters) [35]. The proposed reliability analysis not only gives rise
to a probabilistic justification of this practice, but it also provides a suitable objective for
a systematic approach towards robust design of friction-damped systems.
Computational benefit achieved by the proposed procedure
In the course of computation, it was generally found that there is a sufficient agreement
between ROM and the reference calculations (< 1% deviation). The numerical reference
was obtained by solving the equations of motion of the segment model in generalized
coordinates by means of the high-order harmonic balance (HBM). This is a suitable nu-
merical reference as explained in Section 7.1.3. The ROM is therefore qualified for the
reliability optimization.
In Table 7.2, the computation times for different tasks are listed. It was found that the av-
erage computational effort for computing a single frequency-response function (FRF) us-
ing the reference method is in the order of magnitude of a single nonlinear modal analysis
94 CHAPTER 7. APPLICATION TO DETAILED MODELS OF FRICTION-DAMPED SYSTEMS
Table 7.2: Computational effort normalized to overhead caused by a single NMA, the
asterisk in the last column denotes that the value was estimated based on the single FRF
computation times
task no. of FRF comp. time comp. time comp. time
evaluations NMA overhead ROM reference
single FRF 1 1.0 0.03 1.7
Fig. 7.12 2.9 · 106 10.0 8.9 · 104 5.0 · 106 ∗
(NMA). In the present case, the reference computation of a single FRF takes longer than
the NMA computation. It is thus already beneficial to follow the ROM approach for a
single FRF computation, despite the NMA overhead.
The benefit of the ROM approach becomes more prominent as soon as multiple FRF cal-
culations are required for different parameter sets. The NMA was carried out for ten
sampling points of the friction coefficient, and an interpolation was used between these
points to obtain the results in Fig. 7.12. Hence, the NMA overhead was ten times as large
as the one for a single NMA. Nevertheless, it can be concluded from Table 7.2 that the
NMA overhead is negligible compared to the actual computations required to produce
the probabilistic analysis results. Considering the computational effort listed in Table 7.2,
it can be concluded that reliability analysis can easily become prohibitive in conjunction
with conventional analysis methods.
Finally, it has to be remarked that the actual computation times depend on many influ-
ences such as the problem dimension, type of nonlinearity and the considered dynamic
regime. The number of deterministic function evaluations in the probabilistic analysis de-
pends on the number of uncertain parameters and on the integration method utilized for
the evaluation of the expectation integral.
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8 Discussion of the results
Dynamic regime of interest
In order to assess the modal characteristics of friction-damped systems, the concept of
nonlinear modes has been utilized in the present study. The overall method was designed
for a particular dynamic regime, namely the regime of an isolated resonance. This clearly
represents the limitation of the proposed method. The proposed modal analysis method
is thus only suitable to reproduce the vibration behavior of a system, as long as the fun-
damental harmonic dominates its response.
At this point, it makes sense to highlight examples for which the proposed approach is not
suitable: If the system is exposed to multi-harmonic, broad-band or impulsive excitation,
the response is typically not dominated by a fundamental harmonic component. Another
situation where the approach is not capable of reproducing the dynamic behavior is when
the nonlinear character of the coupling forces causes strong interactions among multiple
modes. Such situations were also encountered for the presented case studies, when the
nonlinear contact forces became strong compared to the elastic and inertia forces present
in the underlying structure. In these situations, the approach was at least capable of de-
tecting the modal interaction and identifying the corresponding modes.
A literature review of the design of friction-damped systems revealed that the regime
of an isolated resonance is commonly of primary interest. Modal interactions caused by
nonlinearity, on the other hand, often indicate undesired dynamical behavior like high-
energy rubbing phenomena in the contact joints. Furthermore, it should be stressed that
commonly applied and established approaches in the field of friction damping are also
strictly limited to the regime of isolated resonances: The widely used single-term har-
monic balance method is a well known example. Also, the direct computation of the res-
onant forced response proposed in [122], is obviously limited to isolated resonances [85].
For these reasons, the proposed approach is deemed in fact to be very useful, notwith-
standing its apparent limitation.
Definition of nonlinear modes
The periodic motion concept was extended to the class of non-conservative systems in
the present thesis. In the case of dissipative systems (such as friction-damped struc-
tures), a negative mass-proportional damping term was introduced to compensate the
non-conservative forces and thus to enforce periodic motions. The modal properties are
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directly related to the vibratory properties of these motions. In spite of their entirely dif-
ferent concept of nonlinear modes, the mathematical similarity of the proposed approach
to the work of Laxalde and Thouverez [94] was highlighted in Chapter 4. In contrast to
their approach, the proposed technique permits the use of conventional methods for the
actual modal analysis, including the shooting and the harmonic balance method. More-
over, the proposed definition makes the approach admissible to the powerful class of
common stability and bifurcation analysis methods developed for the investigation of
periodic motions.
The artificial damping term renders the approach intrusive, and thus the autonomous be-
havior of the nonlinear system is generally not captured in an exact manner. However, the
approach has been proven to be fully consistent with the linear case (including harmonic
linearization). In fact, the linear modes have been used as starting guess for the continu-
ation of the modes in the nonlinear regime. The significance of the modal characteristics
in the nonlinear regime should still be interpreted with care. Like every other definition
of nonlinear modes, its link to reality resides in its ability to reproduce the vibration be-
havior in the dynamic regime of interest. This was verified by assessing the accuracy of
the associated ROM (discussed later).
Efficient computation of modal characteristics
The (high-order) harmonic balance method has been employed for the direct computation
of the energy-dependent eigenfrequency, modal damping ratio and the harmonic compo-
nents of the eigenvector. Harmonic balance is generally known for its efficiency compared
to time domain methods in the presence of strongly nonlinear or even non-smooth forces.
Moreover, harmonic balance is applicable to a wide range of nonlinearities. In particu-
lar, the regularized contact constraints considered in this thesis were treated in the usual
manner. This had the additional benefit that, in contrast to many other modal analysis
methods, the possibly involved formulation of the nonlinear forces does not have to be
adjusted, but their conventional harmonic balance formulations can be readily used.
In general, the computational method provided great numerical robustness throughout
the numerical examples presented in this study. The computational efficiency was further
improved by exploiting the sparsity of the nonlinear force vector, the efficient factoriza-
tion of the dynamic stiffness matrix and the use of a gradient-based solution procedure
involving analytical gradients. The sparsity of the nonlinear force vector was exploited
using an exact condensation procedure. Depending on the extent of this sparsity, this
can greatly reduce the resulting problem dimension. This makes the method particularly
efficient in the case of localized sources of nonlinearity, such as the contact interfaces
of friction-damped systems. The computational benefit achieved by the improvements
was evaluated in Section 4.2.4 by analyzing the computation times required for different
steps of the iterative solution scheme. Moreover, the joint effect of the three improvements
was investigated for the bladed disk case study in Section 7.1.4. The improvements were
found to reduce the computation time by one to three orders of magnitude.
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Resolution of internal resonances
The detection of internal resonances is important in the present study, since the first bi-
furcation with respect to increasing kinetic energy bounds the defined regime of inter-
est and represents the natural validity limit of the proposed approach. Using the sug-
gested numerical path continuation was useful for overcoming turning points which are
typically accompanied by internal resonances. This strategy clearly revealed the occur-
ring internal resonances in the case of the beam with unilateral contact investigated in
Section 6.1. However, more complicated bifurcation behavior may occur as well, includ-
ing the branching of the solution. The continuation scheme only yields a single solution
branch and is therefore not readily capable of finding all periodic motions present in the
strongly nonlinear regime. The bladed disk case study showed that bifurcations may be
easily overlooked. A closer look on the topological structure of the underlying geometry
of the nonlinear mode in the phase space was found to be helpful for the characterization
of internal resonances in this case. Thorough bifurcation and stability analyses are in gen-
eral expected to be ideal supplements to the proposed procedure, but were regarded to
be beyond the scope of the present work.
Model reduction
In order to reduce the computational effort required for the vibration prediction of
friction-damped systems, a model reduction approach was proposed. The idea of this ap-
proach was to bound the system dynamics to only the subspace related to the nonlinear
mode, i. e. its two-dimensional invariant manifold. This facilitates a significant reduction
of the problem down to only two dimensions to describe the vibration behavior in the
dynamic regime of interest.
The required computational cost was compared to reference simulations of the full-order
model using the conventional time integration and harmonic balance. The overhead of
the model reduction approach is the time required for the preceding modal analysis. For
the bladed disk case studies this overhead was found to be in the same order of mag-
nitude as a single frequency-response function computation using the reference method.
The subsequent ROM predictions were generally found to be of almost negligible com-
putational cost compared with conventional methods.
It can generally be stated that the overhead required for the model reduction pays off
quickly, in particular if the modal characteristics do not have to be re-computed each
time when system parameters are varied. Owing to the proposed superposition proce-
dure, it was shown that this expensive re-computation can be completely avoided, if only
the parameters associated with the superimposed weak damping or the harmonic forcing
are altered.
Furthermore, a scale invariance can be exploited, if the nonlinearity stems solely from uni-
lateral springs and elastic Coulomb friction. In this case, the modal characteristics have to
be computed for a particular preload only and can then be determined immediately for a
different preload by taking advantage of this scaling property. The scale invariance loses
its validity in general, as soon as other sources of nonlinearity are introduced. If, for in-
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stance, a geometric nonlinearity is taken into account either in the kinematic description
of the contact model or for the global deformations, the scaling property will not hold. It
is also important to note that the scale invariance relates to the preload as a whole, and
is not applicable, if the distribution of the initial normal pressure is varied. Finally, it has
to be remarked that the preload can often not be controlled directly, but it indirectly de-
pends on parameters such as the rotational speed of the bladed disk. These parameters
may affect other structural dynamical properties for which the scale invariance generally
does not apply.
The proposed ROM was derived for both externally forced and autonomous configura-
tions. The oscillation frequency is equal to the readily known eigenfrequency in the au-
tonomous case, while it corresponds to the excitation frequency in the externally forced
case. The special case of simultaneous external and self-excitation was not addressed in
the present work.
An averaging formalism has been utilized to derive the ROM to make it capable of pre-
dicting unsteady vibrations with slowly varying parameters. The state vector, from which
the motion is initiated, must lie on the two-dimensional manifold. It should be noted that
this is an important restriction. This restriction is, however, not additional, but it is due to
the limited dynamic regime of interest: If the motion is initiated in some distance to the
manifold, the flow is contaminated and will not necessarily remain arbitrarily close to the
invariant manifold. As a consequence, the kinetic energy is not confined to an isolated
nonlinear mode anymore. The free decay from a general (off-manifold) starting point, for
instance, can thus not be predicted.
It has been shown that the equations governing the steady-state behavior can be obtained
as a special case of the general ROM equations. It was further demonstrated, how the
method can be adjusted for specific investigations, often involved in the design of friction-
damped systems. In particular, the direct analysis of resonances with respect to param-
eters should be mentioned, which represents an appropriate alternative to the strategies
currently employed for this purpose. The versatility and inherent parameter space clearly
make the ROM a powerful tool for the prediction of the nonlinear vibration behavior in
the regime of interest.
Validation of the ROM
Besides the assumption of an isolated resonance, a cascade of approximations has been
introduced in the derivation of the ROM. These approximations are possible sources of
inaccuracy. It is useful to recall these approximations at this point:
• superposition of linear, weak damping with matrix Cmod
• stretching of the velocity-related subspace of the manifold when the oscillation fre-
quency deviates from the eigenfrequency, Ω 6= ω0
• assumption of essentially periodic flow with slowly varying parameters (required
for averaging)
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• projection of the residual in the reduced subspace only onto fundamental harmonic
component of the nonlinear mode
• synthesis of off-resonant modes in their linear form.
For the validation of the proposed approach, several numerical examples were investi-
gated with regard to their modal characteristics and their dynamic behavior under vari-
ous operating conditions. The ROM prediction quality was evaluated by means of refer-
ence results obtained from the full-order model using conventional time integration and
harmonic balance.
As long as the linear damping was sufficiently weak, i. e. when it did not induce sig-
nificant modal coupling, it could be superimposed in the modal space. Throughout the
numerical examples, this superposition procedure was employed. To this end, the dam-
ping was defined in the linear modal space or simply as proportional damping. The ef-
fect of linear damping was particularly relevant for the investigations of the beam with
unilateral contact, since the autonomous system is otherwise conservative. The superim-
posed damping also played an essential role for the self-excited vibrations of the friction-
damped beam. Finally, the effect of the amount of hysteretic background damping on the
resonance amplitudes of the friction-damped beam was explicitly studied in Section 6.2.3.
In all these investigations, no inaccuracy was identified that could be associated with the
approximate character of the linear damping superposition. It should be generally no-
ticed that strong linear damping, characterized for instance by significant off-diagonal
terms of the modal damping matrix, could also be taken into account with the proposed
approach: Instead of the superposition, the modal damping would be treated like the
nonlinear forces in this case.
The second approximation mentioned in the above list might cause inaccurate predictions
in the externally forced case, namely when the excitation frequency significantly deviates
from the eigenfrequency. This has been tested in the numerical examples by investigating
the prediction quality of frequency-response curves and resonance passages in the range
of at least several percent around the eigenfrequency. Good agreement between ROM
predictions and the numerical reference was generally found. Hence, this approximation
is justified for the numerical examples in this thesis. In this context, the synthesis of the
off-resonant modes in their linearized form should also be mentioned. It has been found
that they are not relevant very close to resonance, but that they increase the prediction
quality farther away from resonance. This is plausible, since less energy is confined to
the considered nonlinear mode in this regime, and the remaining modes become more
important. The proposed synthesis is crucial for making the ROM accurate in the linear
regime.
It is generally important to assess the prediction quality in the presence of comparatively
fast unsteady phenomena: In this case, the oscillation and amplitude modulation take
place on very proximate time scales. As a consequence, the averaging procedure leads to
inaccurate results. This was particularly the case for the resonance passages of the com-
paratively simple models of systems with unilateral spring or elastic Coulomb element.
The fast amplitude modulation was in these cases caused by the jump phenomenon and
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the comparatively fast sweep through resonance, respectively. For slow to moderately fast
transient phenomena, it can be stated that the synthesized oscillatory part of the solution
was also predicted with reasonable accuracy.
The proposed simplified projection only enforces that the residual is orthogonal to the
fundamental harmonic component of the nonlinear mode, but not to its full, multi-
harmonic expansion. It is conceivable that this strategy leads to inaccurate predictions
regarding the multi-harmonic vibration content. This has been investigated in particu-
lar for the bladed disk test case. The predicted relative motion of a contact node was
compared to the numerical reference. The contact interface motion featured a significant
multi-harmonic character, which was accurately predicted by the ROM.
In summary, it is concluded that the proposed ROM provides high accuracy in the dy-
namic regime of interest, and therefore the overall approach is regarded as validated.
Applicability to the analysis and the robust design of friction-damped systems involv-
ing detailed models
Two state-of-the art structural dynamical models of bladed disks with contact interfaces
were considered in Chapter 7. Common modeling assumptions were made. The strongly
nonlinear contact interactions were modeled with a considerable level of detail by taking
into account stick, slip, and lift-off states in a spatially local manner in the extended fric-
tion interfaces.
The investigations were limited to the tuned, i. e. cyclically symmetric assembly. Since the
interaction of different modes is a typical phenomenon once the cyclic symmetry is per-
turbed, the proposed approach is not regarded as useful in the mistuned case. Moreover,
if the excitation leads to a response with multiple significant frequencies and/or nodal
diameters, the assumption of an isolated resonance is violated, and the method cannot
be applied. For the tuned case with an isolated traveling-wave type mode, however, the
method allowed the direct assessment of the energy-dependent modal damping ratio,
eigenfrequency and deflection shape.
Predictions of the steady-state forced response to traveling-wave type excitation were
successfully validated against reference results obtained from high-order harmonic bal-
ance. The prediction quality was deemed to be sufficient to perform sensitivity analyses
and design optimization based on the proposed ROM procedure. The ROM facilitated
the derivation of frequently sought characteristics which are essential for the design of
effective friction-damped systems. Thanks to the drastic reduction of the computational
cost, sophisticated design strategies can be afforded, such as the probabilistic approach
for robust design optimization demonstrated in Section 7.2.
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9 Conclusions and future work
Conclusions
The concept of nonlinear modes was applied to friction-damped systems in order to im-
prove the performance of their dynamic analysis and their design process in general.
These improvements were accomplished by facilitating (1) the direct assessment of the
relevant energy-dependent vibration characteristics and (2) the model reduction down to
a very small dimension. Due to the strongly nonlinear character of the contact interac-
tions, friction-damped systems have the potential to exhibit quite complex dynamic be-
havior. It was generally found that the vibration behavior can be classified into different
dynamic regimes. Depending on the operating conditions, friction-damped systems may
exhibit linear, weakly nonlinear or strongly nonlinear behavior. The weakly nonlinear
regime appeared to be of primary relevance for friction-damped systems, and therefore
the present work focused on this regime.
It was demonstrated that the system behaves like a single modal oscillator in the regime
of interest. As a consequence of nonlinearity, the properties of this oscillator depend on
the kinetic energy. The proposed modal analysis technique can be viewed as a means
for identifying these energy-dependent modal properties. In contrast to most existing
techniques, the proposed method directly gives rise to a measure of the damping effec-
tiveness. This is obviously a crucial feature for the design assessment of passive vibration
reduction mechanisms such as friction damping. The computational method proved to be
applicable to detailed models of friction-damped systems, where it exploits the localized
nature of the nonlinear contact interactions. The computational cost of the modal analysis
was successfully reduced by several orders of magnitude with the aid of several compu-
tational improvements. The present work is regarded as a valuable step towards making
modal analysis a useful tool for friction-damped systems.
The notion of an equivalent modal oscillator naturally leads to model reduction oppor-
tunities. The proposed ROM is based on the modal characteristics obtained by the devel-
oped modal analysis technique. It facilitates quantitatively accurate vibration predictions
for a wide range of operating conditions. Compared to conventional methods, the pre-
diction effort was reduced by several orders of magnitude. The method is suitable for di-
rectly analyzing steady-state vibrations caused by external forcing or negative damping.
It also permits the prediction of unsteady phenomena such as the free decay of vibrations
and resonance passages. The ROM is equipped with a large parameter space: The parame-
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ters associated with background damping, external forcing and the preload of the contact
interfaces can be varied without the need for a comparatively expensive re-computation
of the modal characteristics. All these parameters are relevant for friction-damped sys-
tems and typically have to be varied in the course of the design process. In this context,
it was demonstrated how the ROM can be adjusted to directly determine specific, often
sought characteristics like performance curves, optimization curves or stability maps.
The overall approach facilitates a significant reduction of the computational cost for the
design and the analysis of friction-damped systems. Hence, more accurate models can be
afforded considering that the computational resources are limited in practice. Likewise,
more sophisticated design strategies can be followed, for instance by taking into account
the effect of parameter uncertainties. Hence, the proposed approach facilitates the design
of more effective and more reliable friction-damped systems.
A scale invariance was established for models of friction-damped systems where the non-
linearity stems solely from a specific, but widely used contact model. Starting from a
computed response for a specific set of parameters, the response does not have to be re-
computed to determine the results for other parameter sets, if the preload in the contact
interfaces and the external forcing are varied in a certain way. It should be noted that these
parameters commonly have to be varied during the design process. The implications of
this scaling property extend far beyond the demonstrated application to nonlinear modes
and are regarded as quite valuable for the analysis and the design of friction-damped sys-
tems in general.
Future work
From a dynamical point of view, it would be interesting to investigate the stability and the
bifurcation behavior of nonlinear modes of friction-damped systems more thoroughly.
Owing to the conception of nonlinear modes as periodic motions, this task should be fea-
sible with conventional methods.
An extension of the proposed approach beyond its current limit to the regime of an iso-
lated resonance should be attempted. The number of coordinates used for the nonlinear
modes would have to be increased depending on the number of interacting modes. This
would allow the prediction of the vibration behavior in the presence of internal reso-
nances, and thus extend the ideas of the present into the strongly nonlinear regime.
Due to the generality of most developments, the overall approach should be applicable
to problems beyond the class of friction-damped systems. Because of the similarity of the
modeling, the application to structures with cracks seems straightforward. The energy-
dependent modal characteristics possibly represent useful measures for structural health
monitoring.
The approach appears suitable for the modal analysis of structures with generic, non-
linear couplings and attachments. It seems to be well-suited for the design optimization
of vibration reduction mechanisms. In particular, applications to vibration damping by
means of shape memory alloys, shunted piezoelectric devices or eddy current dampers
103
are imaginable.
Based on the conception of nonlinear modes proposed in this thesis, a method for the ex-
perimental identification of modal characteristics could be developed. In this context, the
developed ROM should be useful to interpret and correlate the measured data. The find-
ings suggest that the modal characteristics reflect well the vibration signature of nonlin-
ear systems. These properties probably represent a well-suited base for an experimental
identification of model parameters.
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A Parseval’s theorem










Parseval’s theorem (see e. g. [17]) relates the mean value of the product q(τ)s(τ) to the
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B Modal properties in accordance with different
conceptions
Since the periodic flow conception of nonlinear modes proposed in the present study is
different from the damped flow conception proposed by Laxalde and Touverez [94], the
modal properties are also defined in a different manner. These differences are demon-
strated in this appendix for the special case of a linear, autonomous single-DOF oscillator.
Its equation of motion in normalized form reads
ẍ(t) + 2Dω0ẋ(t) + ω02x(t) = 0 . (B.1)
The modal properties in the nonlinear case must be consistent with the obvious modal
properties D, ω0 in Eq. (B.1). It should be noticed that the following developments can
be immediately generalized to linear finite DOF systems if modal decoupling is possible.
The derivations also extend to the case of harmonic linearization applied to a single-DOF
system, i. e. when the modal properties D, ω0 are functions of the amplitude x̂ assuming
the ansatz x(t) ≈ x̂ cos ωt.
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Damped flow conception
The approach in [94] was inspired by the standard exponential ansatz x(t) = <{x̂eλt} for
damped systems. Substituting this ansatz into Eq. (B.1) leads to the characteristic equa-
tion
λ2 + 2Dω0λ + ω02 = 0 . (B.2)
This equation has two solutions
λ1,2 = −Dω0 ± iω0
√
1− D2 . (B.3)
This corresponds to the definition of the complex eigenvalue λ proposed in [94].
Periodic flow conception
The method for the computation of nonlinear modes proposed in this thesis can also
be applied to the single-DOF oscillator. Eq. (B.1) takes the form of Eq. (4.4) with M = 1,
K = ω02 and u = x, when the dissipative term in Eq. (B.1) is incorporated as g̃ = 2Dω0ẋ.
Substituting these expressions into Eq. (4.5) and utilizing x(t) = <{x̂eiωt} in accordance
with the ansatz (4.6), leads to the frequency domain equation of motion[
−ω2 − ξiω + 2Dω0 iω + ω02
]
x̂ = 0 . (B.4)
By choosing
ξ = 2Dω0 , ω = ω0 , (B.5)
Eq. (B.5) can be solved, which corresponds to the proposed approach.
C Derivation of the unsteady flow on the
invariant manifold
The model reduction idea is select the computed invariant manifold U, V defined in
Eq. (5.1) as base functions for the generalized coordinates by substituting Eq. (5.1) into
Eq. (4.1). This produces a residual R(t),
R := MV̇ + CmodV + KU + g̃ (U, V)− e
!
= 0 . (C.1)
In the interest of readability, the dependencies U (a(t), ϑ(t)), V (a(t), ϑ(t)) and R(t), e(t)
are not explicitly denoted in Eq. (C.1) and in the following. The residual is then made or-
thogonal to the nonlinear mode in a Galerkin sense. This projection involves the integra-
tion of the residual over the time scale of the mode, which is carried out by an averaging
formalism.
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Complexification and slow-fast decomposition
The averaging formalism utilized in this study was inspired by the work of [100] and
similar procedures can be found e. g. in [107, 12, 98, 172, 170]. The first step represents a
coordinate transform with the intent to decompose the flow into a slowly varying term
and a fast oscillation term. In a second step, the fast time scale is averaged out to derive
equations governing the flow of the slowly varying term.
Introducing a complex-valued auxiliary function Y , the coordinate transform is defined
as
















where () denotes the complex conjugate.













The influence of the term related to the angular acceleration Ω̇ was checked for the nu-
merical studies within this thesis. It was found not to improve the accuracy of the ap-
proach significantly, but it certainly increased the computational cost for the prediction.
Hence, this term was neglected in the following derivations.






Substitution of invariant manifold
In a conventional averaging procedure, every coordinate would have its independent
amplitude and phase. The predicted flow would then in general not lie on the invariant
manifold. In order to bound the flow to the invariant manifold, the following expression







By substituting Eq. (C.6) and (C.2) into Eq. (C.3) and comparing the results with Eq. (5.1),
it can be verified that this transformation is accurate regarding the generalized coor-
dinates U. The velocities V , however, only agree with the manifold for the first terms
n = 0, 1, while there is a phase difference in the higher harmonics n ≥ 2.
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Substituting Eq. (C.2)-(C.6) into Eq. (C.1) transforms the differential equations to the sub-
space spanned by the invariant manifold. Due to the approximative character of the trans-
formation, the ODEs produce an error, i. e. a nonzero residual R. The residual is a function
of the modal amplitude a, the phase coordinate of the nonlinear mode ϑ and the phase
variable τ. By introducing the phase lag
∆ϑ = ϑ− τ , (C.7)
the residual can equivalently be expressed as a function R(a, ∆ϑ, ϑ).
Projection onto nonlinear mode
The residual should not have an influence on the dynamics and should therefore be made
orthogonal to the reduced subspace. This is done by a Galerkin-type procedure which

















R(a, ∆ϑ, ϑ)dϑ = 0 . (C.8)
Note that the inner product in Eq. (C.8) involves the integration over the time scale ϑ of
the nonlinear mode. In this study, this procedure has been further simplified by neglecting
the projection terms n 6= 1 and thus to project only onto the fundamental harmonic ψ̂1eiϑ,









R(a, ∆ϑ, ϑ)dϑ = 0 . (C.9)
Hence, it is enforced that the error is not in the subspace spanned by the fundamental
harmonic component of the nonlinear mode. This approximation is reasonable, since this
component of the flow is, by definition, dominant in the regime of interest.
Now it remains to compute for each term of the residual R in Eq. (C.1) the projection
defined in Eq. (C.9). In accordance with the averaging idea, the slow variables a, ∆ϑ and
their dependent quantities ψ̂n, ω0, D are treated as constant on the fast time scale ϑ.
Projection of inertia terms
For the modal inertia forces, the time derivative Ȧ of the amplitude function in Eq. (C.6)















For a better readability, the dependence on a is not denoted explicitly here and in the
following.
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The acceleration V̇ can then be obtained in terms of the nonlinear mode by substituting
Eqs. (C.2), (C.5)-(C.6) and (C.10) into Eq. (C.4).
V̇ = iΩ
([













. . . einϑ . (C.11)
It is convenient to collect the terms associated with eiϑ, since only these terms contribute









The last term is identical to zero, which can be easily verified by deriving the mass nor-
malization condition ψ̂H1 (a) Mψ̂1(a) = 1 with respect to a.
Projection of linear elastic and nonlinear terms
This projection is approximated by the modal properties ω0, D in full accordance with the
single modal oscillator assumption:

















The replacement of the vector of nonlinear forces g, which is typically expensive to eval-
uate, by readily available amplitude-dependent modal properties is an important aspect
for increasing the efficiency of the ROM.
Projection of superimposed terms






1 Cmodψ̂1iΩa . (C.14)
The essentially mono-harmonic external forcing is first written in amplitude and phase
formulation















The projections in Eqs. (C.12)-(C.14) and (C.16) are then collected. By equating real and
imaginary parts separately to zero, this finally results in Eq. (5.5).
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D Proof of scale invariance of a family of contact
laws







M−1 (Ku(t) + Cu̇(t) + g (u(t), u̇(t), γ)− e(t))
]
= 0 ,
u(t = 0) = u0 , u̇(t = 0) = v0 . (D.1)
Herein, γ denotes a scalar parameter of the nonlinear function g. The following scale
invariance is introduced as theorem:
Theorem (Scale invariance). If {u(t) , u̇(t)} is a solution of Eq. (D.1) for {u0 , u0 , γ , e(t)} ,
then {κu(t) , κu̇(t)} with κ > 0 is a solution of Eq. (D.1) for {κu0 , κu0 , κγ , κe(t)} .
Note that the validity is obvious in the linear case with g ≡ 0. In the nonlinear case, the
validity boils down to the requirement
g (κu(t), κu̇(t), κγ) != κg (u(t), u̇(t), γ) . (D.2)
The validity of Eq. (D.2) can now be shown element-wise for the vector of nonlinear forces
g. In this study, the proof is restricted to the unilateral spring nonlinearity and the elastic
Coulomb nonlinearity, and it is applied to the preload as parameter γ = p0. The contact
laws can be written as [182]









Herein, ()+ is the Heaviside function which returns the argument, if it is positive and
zero otherwise. tstick is the time instant at which the current stick phase began, and
ut (tstick) , pt (tstick) are the values just before this transition. The initial normal pressure
p0 can of course be negative to account for initial clearances, see e. g. [128] for details.
For the unilateral spring nonlinearity, the requirement in Eq. (D.2) can be easily verified
by substitution:
pn (κun, κp0) = (knκun + κp0)+ = κ (knun + p0)+ = κpn (un, p0) ∀κ > 0 . (D.5)
Note that κ > 0 is required to factor out κ in this equation.
For each contact node, the tangential friction dynamics depend on the local normal dy-
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namics. Since the normal contact law is scalable, also the limiting friction force µpn is
scalable. Thus, for convenience, γ = µpn can be defined as scaling parameter for the fric-
tion law, which yields
pt (κut, κγ) =

0 lift-off





kt (ut − ut (tstick)) + pt (tstick) stick
γ u̇t‖u̇t‖ slip
= κpt (ut, γ) . (D.6)
The proof needs to be completed by demonstrating the scalability of the transition condi-
tions:
stick-slip transition: ‖κpt‖ = κγ ⇔ ‖pt‖ = γ ,
slip-stick transition: ‖ktκu̇t‖ = κγ̇ ⇔ ‖ktu̇t‖ = γ̇ . (D.7)
Note that the validity of the scale invariance in the time domain, such as in Eq. (4.1),
implies the validity in the frequency domain, as in the nonlinear modal analysis. Hence,
the scale invariance can be exploited to obtain the solution of the nonlinear eigenproblem
for a parameter value κp0 from the computed solution for p0. Thus, the treatment of the
preload as an inherent parameter of the ROM, as proposed in Section 5.2, is an exact
approach in terms of the considered contact constraints.
E Computational resources for the numerical
study in Section 4.2.4
Table E.1: Computational resources for the assessment of the benefits achieved by the
proposed numerical improvements of the nonlinear modal analysis technique
property value
processor Intel(R) Core(TM)2 Quad Q9550 2.83 GHz
addressable memory 3.62 GB
operating system Windows 7 (32 Bit)
computational software Matlab R2012a
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List of frequently used symbols
Latin letters
a modal amplitude
aresp displacement amplitude of response DOF
atol tolerable displacement amplitude
B matrix of shape functions at the contact interface
C contact interface
C damping matrix
Cg remaining (non-modal-like) part of damping matrix
Cmod modal-like part of damping matrix
D modal damping ratio
D̃ effective modal damping ratio (including term stemming from Cmod)
e excitation force vector
Ekin kinetic energy
fi probability density function of parameter i
g nonlinear force vector
H harmonic order
H dynamic compliance matrix
kn normal contact stiffness (related to impenetrability condition)
kt tangential contact stiffness (related to sticking friction)
K stiffness matrix
M mass matrix
NC number of contact points
Nd number of nodal DOFs of a FE model
Ndim total number of algebraic equations to be solved
Ndof total number of coordinates (either Nd or Nr)
Nnl number of coordinates associated with nonlinear coupling
Nr number of generalized coordinates
N0 normal preload
N∗p number of pseudo-periods
N matrix of shape functions within the bodies
p0 initial normal pressure
p contact pressure vector
Pr probability
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R residual vector
t time
T minimal period of oscillation
T matrix with component modes as column vectors
u displacement vector
v velocity vector
U displacement-related subspace of invariant manifold
V velocity-related subspace of invariant manifold
x location vector
∆x0 initial clearance
X vector of parameters




η hysteretic damping factor
ϑ phase coordinate on invariant manifold
λ complex eigenvalue
µ friction coefficient
ξ coefficient of artificial damping term
ϕ eigenvector of linear system
ψ̂n vector of n-th harmonic coefficients of the nonlinear mode
ω0 (angular) eigenfrequency
Ω fundamental (angular) frequency of oscillation
Ωe (angular) excitation frequency
Sub-, superscripts, operators
(̇) derivative with respect to time
(̂)n n-th harmonic coefficient in a Fourier series
() complex conjugate
()∗ normalized quantity
C() quantity related to the continuous space of the contact interface C
D() quantity related to the continuous space within the body D
d() quantity related to the discrete space of a FE model
()H Hermitian transpose
={()} imaginary part
()L portion not related to nonlinear coupling (complement to ()N)
()n quantity related to the normal contact direction
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()N portion related to nonlinear coupling
r() quantity related to the reduced space of component modes
<{()} real part
()t quantity related to the tangential contact plane
()T transpose
Abbreviations
CMS Component Mode Synthesis
DOF degree of freedom
FE finite element
FRF frequency-response function
gFGM generalized Fourier-Galerkin method
HBM (high-order) harmonic balance method
NMA nonlinear modal analysis
ODE ordinary differential equation
PDF probability density function
ROM reduced order model
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Glossary
This glossary only comprises a certain amount of technical terms encountered in this
thesis, and it is far from being exhaustive. Where possible, these definitions are in line
with common textbooks [108, 167] in the field of nonlinear structural dynamics.
attractor Starting from an arbitrary point in the phase space of a non-conservative sys-
tem, the transient part of the motion decays and the flow tends towards an attractor,
excluding the special case of unbounded growth. This attractor can have the form
of a point (static), a limit cycle (periodic motion), a torus (quasi-periodic motion) or
a fractal structure (chaotic motion).
backbone curve refers to the curve that traces the locus of a maximum of the frequency-
response function for a varying control parameter.
background damping refers to a typically small and linear damping of not further spec-
ified physical source.
Component Mode Synthesis refers to a dynamic sub-structuring procedure. A larger
structure is first decomposed into several smaller sub-structures. The physical coor-
dinates of these sub-structures are then approximated by a set of base vectors, the
so-called component modes, and a Galerkin-type projection is carried out. Finally,
the reduced sub-structure models are coupled by taking into account displacement
compatibility and force equilibrium at the interfaces, or alternatively an appropriate
nonlinear contact model.
displacement space refers to the subspace of the state space of a mechanical system that
is only related to the generalized coordinates, but not the associated velocities.
dynamic regime It is useful to classify the vibration behavior of a nonlinear system into
so-called dynamic regimes, in which certain vibration features remain similar. In
the present thesis, three different dynamic regimes are distinguished: (a) the linear
regime, in which the modal properties remain constant, (b) the weakly nonlinear
regime and (c) the strongly nonlinear regime which begins with the first bifurca-
tion. A particular dynamic regime is linked to bounded ranges of kinetic energy,
frequency and system parameters.
essentially (harmonic or periodic) The term ‘essentially’ is used to embrace not only
motions that are exactly harmonic or periodic, but also motions with parameters
that vary slowly compared to the underlying base frequency.
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external resonance see resonance
flow refers to the temporal evolution of the coordinates of a dynamical system. The flow
is commonly represented (a) in the phase space (or projections of it), which is partic-
ularly useful to analyze its geometric features, and (b) in the form of time histories
to investigate the temporal evolution of individual coordinates.
harmonic either refers to (a) the purely sinusoidal character of a function or (b) a par-
ticular term in a Fourier series. In the latter case, the harmonic is a complex-valued
quantity. In the present thesis, Fourier series are primarily utilized to describe pe-
riodic motions (in time), but they are also used to describe special vibrational de-
flection shapes that feature a particular order of symmetry (in space) around the
circumference of a rotationally periodic structure.
internal resonance refers to a situation in which two or more eigenfrequencies of a dy-
namical system coincide or are commensurable. This situation can occur in the lin-
ear case, in particular if the system features certain symmetries. Otherwise, this situ-
ation can be due to nonlinear effects that lead to a dependence of the eigenfrequen-
cies on the vibration level. See also resonance.
invariant manifold Under certain conditions, the entire flow of an autonomous dynami-
cal system takes place only in a smaller subspace of the phase space. In the presence
of an isolated resonance, this subspace is two-dimensional. At the equilibrium point,
the manifold is tangent to the plane spanned by the corresponding linear modes.
limit cycle If a periodic motion is asymptotically stable, it is referred to as limit cycle,
since it forms a closed orbit in phase space. The limit cycle is a special form of an
attractor. It should be noticed that limit cycles may occur in autonomous as well as
in non-autonomous systems.
modal analysis refers to the process of determining the vibratory properties eigenfre-
quency, modal damping ratio and vibrational deflection shape of an autonomous
dynamical system. If the system is nonlinear, these modal properties are energy-
dependent. See also nonlinear mode.
model (order) reduction embraces all approaches to reduce the dimension, i. e. the num-
ber of independent coordinates of a set of ordinary differential equations. Two im-
portant examples for model reduction addressed in this thesis are Component Mode
Synthesis and the proposed reduction to an isolated nonlinear mode. Throughout
this thesis, the latter approach is abbreviated as ROM.
nonlinear mode in general refers to a mathematical concept that aims at extending the
ideas of linear modal analysis to the nonlinear case. A nonlinear mode should re-
flect the system’s essential vibration behavior in a certain dynamic regime. In the
present study, a novel definition is proposed for nonlinear modes of nonconser-
vative autonomous systems: A nonlinear mode is a family of periodic motions of
an autonomous nonlinear system. If the system is non-conservative, these periodic
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motions are enforced by mass-proportional damping. The mode must coincide with
the corresponding linear mode when the kinetic energy tends towards zero. As in
the linear case, modal properties like the eigenfrequency (or natural frequency), the
modal damping ratio and the vibrational deflection shape can be associated with a
mode. In contrast to the linear case, these modal properties are energy-dependent.
The functional dependence of a modal property on the energy or the modal ampli-
tude is termed modal characteristic.
operating conditions A system is considered to be under operating conditions, when
its (external or internal) loading is taken into account. The vibration behavior un-
der operating conditions is commonly of interest in the design process. In order to
obtain a thorough understanding of the underlying vibration mechanisms and to
derive certain characteristic quantities, it may be useful to remove (a part of) the
load experienced under operating conditions, and thus to consider the nonlinear
system in a so-called surrogate configuration. This idea is followed in this study
in the derivation of the nonlinear modes: Harmonic forcing and weak linear dam-
ping are neglected in the modal analysis step and later superimposed in the ROM
to determine the vibration behavior under operating conditions.
periodic motion The motion of a system is denoted periodic, if it repeats precisely after
a certain time span, the so-called fundamental period of oscillation. The flow of a
periodic motion is located on a closed orbit in phase space.
Poincaré section refers to a section transverse to the flow in the phase space, which gen-
erates a stroboscopic image. Poincaré sections are utilized for illustration and stabil-
ity analysis.
reduced order model see model reduction
resonance refers to a situation in which the flow features only fundamental frequen-
cies that are identical to the system’s energy-dependent eigenfrequencies. The re-
sulting motions are either periodic or quasi-periodic, depending on whether the
eigenfrequencies are commensurable. If the flow features a dominant fundamental
harmonic component, the resonance is termed isolated, otherwise an internal reso-
nance is present. So-called external resonances are caused by external forcing. In a
so-called resonance passage, a coincidence occurs of an eigenfrequency and a time-
varying external forcing frequency.
state space The dynamic behavior of a mechanical system can be uniquely described in
terms of its state vector composed of its generalized coordinates and associated ve-
locities. The corresponding space is termed state space.
weak damping Linear damping is termed weak, if it does not induce significant coupling
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