We consider distributed transmission scheduling for inference over multiple access channels (MAC) using a wireless sensor network (WSN). The sensors transmit their data simultaneously using common shaping waveforms through finite-state Markovian fading channels, and the fusion center (FC) receives a superposition of the analog transmitted signals. The inference task is computed by the FC and is based on data received from the sensors. We study the case of delay-sensitive inference, where each sensor must schedule its transmission in one of D consecutive time slots. The essence of the problem is to schedule transmissions by exploiting the channel diversity over time slots to minimize the expected transmission energy consumed during the inference task. We formulate the transmission scheduling problem as a finite-horizon Markov decision process (MDP) with a continuous state space. By judiciously exploiting the inherent structure of the associated dynamic programming (DP) problem, we prove that the optimal solution obeys a time-varying threshold-based policy with low complexity (thus avoiding the general intractable complexity of DP with the problem size). We then establish a novel Time-varying Opportunistic Multiple Access (TOMA) protocol based on the structured DP solution.
I. INTRODUCTION
Wireless Sensor Networks (WSN) consist of a large number of energy-constrained low-power sensor nodes, which are capable of monitoring physical and environmental phenomena such as temperature, pressure, humidity, the location of objects, vibrations, motions, events, etc. They are used in a variety of applications and disciplines, including the monitoring of maritime environments, home automation, traffic control, healthcare systems, and industrial sectors. The rise of Internet of Things (IoT)-based applications, which are implemented by WSNs, has further increased the need for resource efficient algorithmic developments of WSNs. A recent survey of available technology can be found in [1] . This paper focuses on minimizing the transmission energy consumed during inference tasks, which is a major goal of protocol design in WSNs ( [2] - [4] ).
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We consider the problem of distributed transmission scheduling over multiple access channels (MAC) for energy-efficient inference tasks using a WSN. Specifically, we consider the case where sensor nodes measure a certain phenomenon and upon request (i.e., a data collection event) transmit an analog function of their observations to the fusion center (FC) through a block fading channel. We consider a Finite-State Markovian fading Channel (FSMC) model, which is a tractable commonly used model used to capture the time-varying behavior of a wireless fading channel. An analysis and overview of the principles and applications of FSMC can be found in [5] , [6] . We describe the FSMC model in detail in Section II.A. The sensors transmit their data simultaneously using common shaping waveforms, and the FC receives a superposition of the analog transmitted signals. Each sensor must schedule its transmission in one of D consecutive time slots, which is the delay constraint for the inference task. Then, the FC makes inference decisions (e.g., estimating a parameter of interest, or detecting events) VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ based on the received data (for more details on inference schemes over MAC see the next subsection).
A. STATISTICAL INFERENCE OVER MAC USING WSNS
Energy efficient estimation and detection in WSNs have attracted much attention in recent years. In the traditional communication approach, each sensor is allocated a dedicated orthogonal channel for transmission (for instance, frequency-division multiplexing (FDM)/time-division multiplexing (TDM) fashion [7] . However, the bandwidth increases linearly with the number of sensors in this type of scheme. Therefore, for a large-scale WSN, transmission over MAC is advantageous. By using MAC, all sensors transmit simultaneously in a small number of dimensions, and the FC receives a superposition of the analog transmitted signals, which is a (variation of the) sufficient statistics for making inference decisions. As a result, the bandwidth requirement does not depend on the number of sensors. Well known methods are the Likelihood-Based Multiple Access (LBMA) (see e.g., [8] , [9] and our previous work [10] ), and Type-Based Multiple Access (TBMA) (see e.g., [8] , [11] , [12] ) schemes that transmit waveforms based on the log-likelihood function, and the quantization type of the measurements, respectively. In our recent work we developed an improved energy and spectrum efficient method [13] . Other earlier and more recent developments can be found in [14] - [19] . To capture this idea, we briefly illustrate the LBMA scheme for detection [8] , [10] in the noiseless channel case. Consider the case where each sensor samples independent and identically distributed (i.i.d.) observations and computes its local log-likelihood ratio (LLR), denoted by n for sensor n. All the sensors then transmit a common waveform amplified by the LLR value. After matched-filtering, the FC receives n n , which is a sufficient statistics for making an inference decision.
To handle the case of fading channels, one possible way is to use power control at the transmitter. Specifically, each sensor estimates the channel state (say r n ) before transmission, and amplifies the value by the channel inverse (i.e., n /r n ) to cancel the fading effect (where the transmitted power is upper bounded when the channel gain is too low).
B. MAIN RESULTS
The transmission energy required for a successful one-hop transmission to the FC through the channel can be high and depends on the random time-varying fading channel ( [20] , [21] ). Therefore, using channel-aware transmission scheduling can significantly reduce transmission energy consumption. In distributed transmission scheduling protocols, sensors only use local information to decide whether to access the channel or not, without sharing information between sensors. Distributed access protocols are generally preferred over centralized approaches which suffer from significant overhead and high computational complexity [22] . Since each sensor can choose to transmit in one of D consecutive data collections to meet the delay constraint, we are facing a transmission scheduling problem. Intuitively, sensors should use an opportunistic strategy in terms of transmitting when the channel gain is sufficiently high, to reduce the expected transmission energy. Transmission scheduling protocols that reduce the transmission energy in WSNs have been developed for traditional FDM/TDM communication schemes [22] - [25] . In [22] , the authors developed a centralized optimal transmission scheduling solution. However, the optimal solution does not obey a structured solution and becomes impractical in large-scale networks. Developing optimal structured solutions remained open in both centralized and distributed settings. This is the first paper that solves the transmission scheduling problem for inference over MAC in terms of minimizing the expected transmission energy under delay constraints. To solve the transmission scheduling problem, we formulate it as a finite-horizon MDP with a continuous state space. By judiciously exploiting the inherent structure of the associated DP problem (for more details on MDP and DP see [26] ), we prove that the optimal solution obeys a simple time-varying threshold-based policy. Thus, our solution avoids the general intractable complexity of DP with the problem size. We then establish a novel Time-varying Opportunistic Multiple Access (TOMA) transmission scheme based on the structured DP solution. It should be noted that the optimal solution for transmission over orthogonal channels is centralized, with complexity that increases exponentially with the number of sensors [22] . By contrast, we show that in the MAC setting, the optimal access by TOMA is fully distributed, with complexity that increases only linearly with the number of sensors. Specifically, in TOMA, each sensor stores a sequence of thresholds that depends on the data collection index and the channel state. Then, at each data collection, each sensor transmits its data if its current channel gain is greater than the corresponding threshold. Finally, we provide experimental results that demonstrate significant energy savings for inference over MAC using TOMA.
C. RELATED WORK
Developing energy and spectrum efficient transmission protocols in WSNs has attracted much attention in recent years. In traditional communication protocols for inference tasks in WSNs, each sensor transmits its data using orthogonal channels (e.g., FDM/TDM). These methods have focused on various ways to reduce spectrum and energy consumption. In [23] , [24] , and our previous work [25] , the focus was on exploiting the channel diversity among sensors by scheduling sensors that experience better channels for transmission to reduce the transmission energy. In [27] - [29] , measures of the quality of observations for scheduling sensors with better informative observations were exploited to reduce the number of transmissions. This approach is also known as censoring [27] . A distributed access protocol that reduces the number of transmissions by ordering transmissions according to the magnitude of the log likelihood ratio was proposed for detection and estimation in [30] - [33] . In our previous work, we developed a method that combines both channel state and quality of observations to achieve energy savings [34] . In [35] , [36] , the authors proposed a detection scheme that only uses one transmission based on the highest magnitude of the log likelihood ratio, and showed that it is asymptotically consistent. However, in all these schemes the bandwidth increases linearly with the network size due to transmissions on orthogonal channels (i.e., dimension per sensor). Therefore, for large-scale WSNs, transmissions over MAC is advantageous in terms of bandwidth efficiency, which is why this is the focus of this paper. In [37] , the authors investigated a counting rule that counts local binary decisions of a DC signal in noise model. In [38] , copula-based fusion was investigated for detection under correlated observations. In [39] , [40] , channel-aware methods for detection were investigated.
It is well known that digital communication (where sensor nodes convert their observations into a bit stream) does not lead to optimal performance in general network problems. The correct way of understanding the nature of information is in an analog form, rather than as bits [41] . In [42] , joint source-channel strategies over MAC were developed that often outperform separation-based strategies. A well-known transmission scheme that uses MAC for detection and estimation is Likelihood Based Multiple Access (LBMA) [8] - [10] . In LBMA, each sensor computes a likelihood function locally based on its current random observation, and then amplifies the transmitted waveform by the likelihood function. This requires knowing the distribution observation under each hypothesis at each sensor. A well-known access scheme that can be implemented by dumb sensors (i.e., without knowing the distribution observations) is termed Type Based Multiple Access (TBMA) [8] , [11] , [12] . In TBMA, the observations are quantized before communication to K possible levels. Sensors that observe level k transmit a corresponding waveform k from a set of K orthonormal waveforms. All sensors transmit their waveforms in a one-shot transmission and the FC receives a superposition of the waveforms over MAC. In the TBMA scheme, observation statistics is only needed at the FC. In terms of bandwidth requirements, the bandwidth grows linearly with K and the number of (independent) data dimensions d. In our recent work, we developed the Spectrum and Energy Efficient Multiple Access (SEEMA) scheme, in which the bandwidth requirement is independent of d. Generalizations of TBMA using non-coherent transmissions and i.i.d. observations were studied in [14] , [15] . However, here we assume coherent transmissions by phase correction at the transmitter as in [10] , [11] , [43] . Other related works have investigated MAC for detection in WSNs using multiple antennas at the FC [16] , detection with non-linear sensing behavior [19] , detecting a stationary random process distributed in space and time with a circularly-symmetric complex Gaussian distribution [17] , [18] , and zero-delay encoding of analog information over a multiple access relay channel [44] . Finally, while transmission scheduling that exploits the channel diversity has been studied in schemes that use orthogonal channels, this is the first paper that analyzes this problem for inference tasks over MAC.
The rest of this paper is organized as follows. In section II we present the network model and problem statement. In section III we formulate the problem as a finite-horizon MDP with a continuous state space, develop a structured optimal solution, and establish the TOMA protocol. In Sec. IV we provide simulation results.
II. NETWORK MODEL AND PROBLEM STATEMENT
We consider the case where a WSN consisting of N sensors and a FC is used to make an inference decision over MAC, as discussed in Section I.A. We start by describing the wireless channel model.
A. THE WIRELESS CHANNEL MODEL
Each sensor experiences a block fading channel which remains constant during each time slot, and varies between time slots. The channel response experienced by sensor n at time slot t is given by:
where r(n, t) = |h(n, t)| denotes the channel gain, and ρ(n, t) denotes the channel phase experienced by sensor n at time t. Let f (n, r) denote the Probability Density Function (PDF) of the fading channel gain r(n) experienced by sensor n (e.g., Rayleigh fading distribution). Unlike most studies on opportunistic MAC schemes that assume i.i.d. fading channel across senors and time slots, here we consider independent but non identically distributed channels across sensors, and Markovian correlated channels across time slots 1 . Specifically, we consider a Finite-State Markovian fading Channel (FSMC) model, which is a tractable commonly used model used to capture the time-varying behavior of correlated wireless fading channels [5] , [6] . An FSMC model partitions the range of the channel gain values into a finite number of intervals and represents each interval as a state of a Markov chain. The thresholds of the intervals at sensor n are denoted by τ k (n), k = 0, . . . , K ,
The channel gain r(n, t) experienced by sensor n is said to be in state g k (n), 1 ≤ k ≤ K , if it lies in the interval: τ k−1 (n) ≤ r(n, t) < τ k (n). The states are partitioned to yield an equal initial state probability for all states:
The transition probability to transit from state g i (n) to state g j (n) is defined by:
where r(n, t) and r(n, t + 1) are the current channel gain and the channel gain in the next time slot experienced by sensor n, respectively.
B. THE TRANSMISSION SCHEME
For purposes of presentation, we describe the transmission scheme with respect to the well-known TBMA protocol used for parameter estimation over MAC [12] . Nevertheless, the model can be readily applied to other inference schemes over MAC, such as LBMA and other recent developments for estimation [9] and detection [13] .
The sensors measure a certain phenomenon and deliver a function of their observations to a FC over MAC. Specifically, the sensors observe conditionally independent and identically distributed (i.i.d.) data X (1), . . . , X (N ) given a parameter θ . Each X (n) ∈ {1, . . . , Q} is a quantized observation with a Probability Mass Function (PMF) p θ = (p θ (1), . . . , p θ (Q)). The PMF belongs to a family {p θ : θ ∈ }, where ⊂ R is the parameter space, and the objective is to estimate the parameter θ . Estimation using TBMA exploits the fact that the FC can estimate the parameter of interest based on the sufficient statistics of sensor observations (instead of using the observation X directly) without any performance loss. The sufficient statistics is the empirical measure (i.e., the observation type):
where
Thus, N q denotes the number of sensors that observe X = q.
We now describe the transmission scheme under TBMA used to yield (3) at the FC. Let u 1 , . . . , u Q be orthonormal waveforms. Under the TBMA scheme, all sensors that observe the same value X = q transmit a common waveform u q compensated for by the channel condition (described later). Each sensor can choose to transmit in one of D consecutive data collections to meet the delay constraint. The transmitted signal by sensor n which decides to transmit at time slot t is given by:
where E is an energy constant determined to satisfy energy requirements, e −jρ(n,t) is due to the phase correction at the receiver as in [10] , [11] , [43] , and
where P 0 is a design parameter used to limit the transmission power. Note that the channel state information (CSI) can be estimated from a transmitted pilot signal by the FC before the sensor transmissions [22] , [25] .
The received signal at the FC at time slot t is given by:
where 1(n, t) = 1 if sensor n transmits at time slot t, and 1(n, t) = 0 if sensor n transmits at time slot t = t.
The term v(t) is the Additive White Gaussian Noise (AWGN) with power σ 2 . After matched-filtering by the corresponding waveform u q , scaling by 1/( √ EN ), and summing over D time slots, we have:
is the AWGN at the output of the matched filter (aggregated over D time slots). The estimatorθ is given by:
.
Note that if we set P 0 = 0, then r(n)P(r(n)) = 1 for all n, which yields:
where p is the empirical measure given in (3), and w (w 1 , . . . , w Q ) ∼ N 0, Dσ 2 /(EN 2 )I is the AWGN at the matched filter output. In this case, it was shown in [12] that the estimator is consistent and asymptotically efficient:
, as N → ∞, (10) where
denotes the Fisher information. This observation motivates using the TBMA scheme [12] , where typically P 0 is set to be small to have r(n, t)P(r(n, t)) ≈ 1, but meets the power requirements.
Note that a similar transmission scheme can be used for detection tasks, as suggested in [8] and described next. Consider the case where the FC needs to decide whether a hypothesis is H 0 or H 1 , where the observation distributions are similarly defined by p 0 , p 1 , under H 0 , H 1 , respectively. We define the LLR for quantization level q by q log (p 1 (q)/p 0 (q)), and the noisy sum LLR is thus given by S N Q q=1 y q · q . The detector works as follows. Decide H 1 if S ≥ η. Otherwise, decide H 0 . Under the maximum a posteriori probability (MAP) criterion η = log (P(H 0 )/P(H 1 )), where P(H 0 ), P(H 1 ) are the a priori probabilities of hypotheses H 0 , H 1 , respectively. Under the Neyman Pearson (NP) criterion η is determined according to the desired false-alarm probability.
C. PROBLEM STATEMENT
A number of studies have addressed the transmission scheduling problem over orthogonal channels with D > 1 time slots (although obtaining a structured optimal solution with low complexity remains open, as detailed in the Introduction). By contrast, studies on MAC schemes have considered the case of D = 1 (i.e., all sensors transmit their data in a one-shot transmission fashion without scheduling transmissions across time slots). In this paper we first address the transmission scheduling problem for inference over MAC with D ≥ 1. Next, we formalize the problem specifically. Let
for 1 ≤ t ≤ D, and 1 ≤ n ≤ N , be the action of sensor n at time slot t, where a(n, t) = 0 refers to the case where sensor n chooses not to transmit its data at time slot t (and waits to the next time slot), and a(n, t) = 1 refers to the case where sensor n chooses to transmit its data at time slot t. The history H(n, t) of sensor n at time t is defined by the set of all actions and CSI observations up to time t:
Definition 1: A strategy σ (n, t) of sensor n at time t is a mapping from history H(n, t − 1) and the current CSI r(n, t) to the probability of taking action a(n, t) = 1, Pr (a(n, t) = 1). The time series vector of strategies (or policy) for sensor n is denoted by σ (n) = {σ (n, t)} D t=1 . A strategy profile (or multi-user policy) for all sensors is denoted by
is referred to as a deterministic policy.
Definition 3: An admissible policy is a policy in which each sensor n transmits its data once and only once during the time slots t = 1, . . . , D, i.e., a(n, t ) = 1 for some time t and a(n, t) = 0 for all t = t .
In Section III we show that the optimal policy obeys a time-varying threshold-based strategy, which is deterministic. Specifically, in each data collection, each sensor compares its current channel gain r(n, t) to a threshold that depends on the time index t and the channel state. If the current channel state is greater than the corresponding threshold, then σ (n, t) = 1. Otherwise, σ (n, t) = 0. Once the sensor has transmitted (say at time t 0 ), then σ (n, t) = 0 for all t 0 < t ≤ D.
If sensor n is scheduled to transmit its data at time t (i.e., a(n, t) = 1), the consumed transmission energy is given by [P (r(n, t))] 2 · E. Let 1(n, t) = 1 if sensor n transmits at time t. Otherwise, 1(n, t) = 0. Note that each sensor is scheduled for transmission in a single time slot among D time slots, i.e., if 1(n, t 0 ) = 1, then 1(n, t) = 0 for all t = t 0 . The transmission energy consumed by sensor n is given by:
[P (r(n, t))] 2 · E · 1(n, t).
As a result, the total transmission energy consumed by all sensors during the inference task is given by:
[P (r(n, t))] 2 · E · 1(n, t). (14) The objective is to find a multi-user policy σ that minimizes the expected transmission energy consumed during the inference task:
where E [E N |σ ] denotes the expected transmission energy consumed by all sensors during the inference task when the sensors perform multi-user policy σ .
In the next section we develop a distributed algorithm that solves (15) .
III. THE TIME-VARYING OPPORTUNISTIC MULTIPLE ACCESS (TOMA) ALGORITHM
In this section we derive the optimal transmission scheduling policy to solve (15) . We start by decoupling the problem into N finite-horizon MDP with continuous state space problems. Then, we develop a structured low-complexity solution for the problems, and establish the TOMA protocol based on the MDP solution.
A. CONVERTING (15) TO N DECOUPLED MDP PROBLEMS The next theorem shows that (15) can be decoupled and solved by each sensor independently by solving the associated Bellman's optimality equation.
Theorem 1: The optimization problem in (15) can be decoupled among sensors and solved as follows. Each sensor n finds a policy σ (n) that minimizes its expected transmission energy consumed during the inference task by solving the following Bellman's optimality equation:
with a boundary condition:
The index refers to the remaining data collections until time t = D; i.e., the time index is t = D − + 1 for = D, D − 1, . . . , 1. The boundary condition indicates that the sensor must transmit in the D th data collection. If 1/r(n, D − + 1) 2 minimizes (16), the sensor accesses the channel; i.e., σ (n, D− + 1) = 1. Otherwise, it waits to the next data collection; i.e., σ (n, D − + 1) = 0. The system parameter P 0 is given in (5) .
The proof is given in Appendix A. Remark 1: As shown in Appendix A, the Bellman's optimality equation for each sensor (16) solves an MDP problem with a continuous state space, where the state is the continuous channel gain. In general, this type of problems does not admit closed-form or exact algorithmic solutions, but rather is solved approximately by discretizing the state space [45] . For instance, discretizing the continuous channel state to Q h · K values (i.e., Q h values for each state g k (n)), and solving the DP problem independently for each sensor, followed by Theorem 1, result in a computational complexity of order O(N (2Q h K ) D ), where N is due to the number of sensors, 2 is the size of the action space (transmit or wait), and D is the time horizon [46] . This computational complexity is required to achieve the approximate solution, whereas approaching the optimal solution requires increasing Q h . However, a main contribution in this paper is the development of an optimal closed-form threshold-based solution to (16) , (17) . We show that the computational complexity of the proposed algorithm is only O(NKD).
B. OBTAINING A THRESHOLD-BASED OPTIMAL POLICY
In this section we exploit the inherent structure of the transmission scheduling problem to obtain a closed-form threshold-based policy to access the channel. Next, we prove that the optimal solution obeys a threshold-based policy for the general FSMC channel model considered in this paper (thus avoiding the general intractable complexity of DP with the problem size). Since the problem is decoupled across sensors, we often neglect the subscript n which indicates the sensor index, for convenience.
Lemma 1: Let
be the expected value of V (r) in (16) , given that τ i−1 ≤ r < τ i . Then, V ,i decreases in (while i is fixed). The proof is given in Appendix B. Theorem 2: The optimal policy to access the channel has the following form: There are increasing numbers:
such that if data collections remain to transmit the data, where 1 ≤ ≤ D, and the current channel gain is r and it satisfies τ i−1 ≤ r < τ i , then the sensor accesses the channel if and only if r ≥ r ,i . The proof is given in Appendix C. Building on Theorem 2, the optimal policy that solves the access problem is a threshold-based policy. The thresholds r ,i , = 2, . . . , D , i = 1, . . . , K (where r 1,i = 0 , i = 1, . . . , K ) can be easily computed given the channel distribution f (r) and the transition probabilities p i,j , 1 ≤ i, j ≤ K .
The following observation regarding the optimal policy can be deduced, and will be used later.
Corollary 1: If at least two data collections remain to transmit the data, the sensor does not access the channel if its channel gain r is lower than P 0 .
The proof is given in Appendix D.
C. COMPUTING THE OPTIMAL THRESHOLDS
We next develop the computation of the thresholds r ,i = 1/V −1,i , = 2, . . . , D , i = 1, . . . , K . The expected value V ,i of V (r), for τ i−1 ≤ r < τ i , is computed as follows. We denote the integral in (18) by:
Since r 1,j = 0 for all j = 1, . . . , K , then I 1,j for all j = 1, . . . , K is given by:
After computing I 1,j for j = 1, . . . , K , and substituting I 1,j in (18), we can obtain V 1,i for all i = 1, . . . , K . By substituting V 1,i in (32), we have r 2,i for all i = 1, . . . , K . From Corollary 1 we infer that r ,i ≥ P 0 for all = 2, . . . , D, i = 1, . . . , K . Hence, I ,j for = 2, . . . , D , j = 1, . . . , K is given by:
After computing I 2,j for j = 1, . . . , K , and substituting I 2,j in (18) , we obtain V 2,i for all i = 1, . . . , K . By substituting V 2,i in (32), we obtain r 3,i for all i = 1, . . . , K . We continue this process recursively until we obtain r ,i for all i = 1, . . . , K , = 1, . . . , D.
The algorithm to compute the thresholds r ,i (n), = 1, 2, . . . , D , i = 1, . . . , K (where n is the sensor index) is summarized in Algorithm 1. The algorithm is implemented recursively for each sensor in the network.
D. COMPLEXITY DISCUSSION
As discussed in Remark 1, this type of DP problems with a continuous state space does not admit closed-form or exact algorithmic solutions, but rather is solved approximately by discretizing the state space [45] . As a result, the computational complexity required for achieving the approximate solution is of order O(N (2Q h K ) D ) (see Remark 1 for more details). Nevertheless, by the development of the structured threshold-based policy, we obtain the optimal policy by solving just (D−1)K integrals at most. This is solved for each sensor, which yields a computational complexity of order O(NKD).
E. THE PROTOCOL
We now use the optimal solution to (15) to design the distributed Time-varying Opportunistic Multiple Access (TOMA) protocol. The initialization step is done for each sensor offline and involves obtaining the optimal policy as presented in Algorithm 1. We now add the sensor index n, and let r ,i (n), for = 1, . . . , D, i = 1, . . . , K , n = 1, . . . , N denote the optimal thresholds that have been computed by sensor n in Algorithm 1. At the beginning of each data collection, the FC broadcasts a beacon signal, and all the sensors that have not yet transmitted estimate their local CSI given in (1) . Let W be the set of all sensors that have not yet transmitted, where data collections remain. Let g i * (n, ) be the channel state of sensor n when data collections remain. Let for i = 1, . . . , K do : 3: r 1,i (n) = 0 end 4: for i = 1, . . . , K do : 5: Compute I 1,i given in (21) end 6: for i = 1, . . . , K do : 7: Compute V 1,i given in (18) end 8: for l = 2, . . . , D do : 9: for i = 1, . . . , K do : 10: Compute r l,i (n) given in (32) end 11: if l ≤ D − 1 then 12: for i = 1, . . . , K do : 13: Compute I l,i given in (22) end 14: for i = 1, . . . , K do : 15: Compute V l,i given in (18) end end end end be the set of sensors that experience a channel gain which is greater than the corresponding threshold of their state, when data collections remain. Note that G 1 = {1, 2, . . . , N }. When data collections remain, each sensor in G ∩ W transmits and uses the power control for transmission given in (5) . This process repeats for D data collections until all the sensors have transmitted. Finally, the FC makes the inference decision based on the received data from all the sensors. Note that TOMA has a time-varying opportunistic nature. The sensors attempt to catch very good channel states at the beginning of the algorithm (since the thresholds are high), and become less selective toward the end of the algorithm (since the thresholds decrease to zero). The TOMA protocol is summarized in Algorithm 2.
Algorithm 2
The TOMA Protocol % initializing: 1: for n = 1, . . . , N do : 2: Obtain the optimal thresholds by Algorithm 1 end 3: for = D, . . . , 1 do : % A new data collection begins 4: FC: Broadcast a beacon to the network 5:
All sensors in W estimate their local CSI 6: All sensors in G ∩ W transmit using the power 7: control in (5) . end 8: FC: make inference decision based on the received data from sensors.
F. A SPECIAL CASE: I.I.D FADING CHANNEL IN TIME
In this section we consider the special case of i.i.d. channel fading across data collections (but not necessarily across sensors). We show that the policy is simpler in this case, where each sensor only holds D thresholds, one for each data collection.
In the i.i.d. case the transition probability p i,j (2) equals p i,j = 1/K for all 1 ≤ i, j ≤ K . Therefore, the Bellman's optimality equation in (16) can be rewritten as:
which indicates that the sensor must transmit in the D th data collection. If 1/r(n, D − + 1) 2 minimizes (24) the sensor accesses the channel. Otherwise, it waits to the next data collection. Next, we exploit the structure of the access problem to obtain a simpler threshold-based policy to access the channel in this special case. VOLUME 7, 2019 Lemma 2: Let
be the expected value of V (r), given in (24) . Then, V decreases in . Proof: The proof follows similar steps as the proof of Lemma 1.
Theorem 3: The optimal policy to access the channel has the following form: There are increasing numbers:
such that if data collections remain to transmit the data, where 1 ≤ ≤ D, and the current channel gain is r, then the sensor accesses the channel if and only if r ≥ r .
The proof is given in Appendix E. According to Theorem 3, the optimal policy that solves the access problem is a simpler threshold-based policy in the i.i.d case. Each sensor computes thresholds r , = 2, . . . , D (where r 1 = 0) given in (27) . Note that r 2 ≥ P 0 , since that V 1 ≤ 1/P 2 0 . Therefore, if at least = 2 data collections remain to transmit the data, the sensor does not access the channel if r < P 0 . Next, we discuss the computation of the thresholds r = 1/V −1 for = 2, . . . , D. The expected value of V (r), V , is computed as follows:
and
After computing V , = 1, . . . , D, we can obtain r for all = 1, . . . , D, given in (34) . Compute V 1 given in (28) 4:
for l = 2, . . . , D do :
5:
Compute r l (n) given in (34) 6: if l ≤ D − 1 then 7:
Compute V l given in (29) end end end
The algorithm to compute the thresholds r , = 1, 2, . . . , D in the i.i.d. case is summarized in Algorithm 3. The algorithm is implemented recursively for each sensor in the network. Note that the computational complexity of the problem is very low. Since the channel fading is i.i.d between time slots, the optimal policy is obtained by solving just D − 1 integrals. The TOMA protocol is similar to the implementation described in Algorithm 2, while using the corresponding thresholds obtained by Algorithm 3.
IV. SIMULATION RESULTS
In this section we provide numerical examples to demonstrate the performance of the TOMA algorithm. The simulations were implemented in Matlab. We simulated a WSN that contains N sensors. We simulated two different inference settings for parameter estimation, and signal detection. In each setting, we simulated both cases of i.i.d. Rayleigh fading channels, and FSMC Rayleigh fading channels. The Rayleigh fading paramter was set to σ 2 h = 1. We set the power control parameter to P 0 = 0.1, the energy constant to E = 1, and the required delay to D = 10. Other simulation parameters are described in each scenario in what follows.
A. PARAMETER ESTIMATION OF BERNOULLI DISTRIBUTIONS
We start by simulating the problem setting in [12] of estimating the parameter θ ∈ , where the data follow a Bernoulli distribution; i.e., X (n) ∈ {1, 2} where P r (X (n) = 1) = p θ (1) = θ and P r (X (n) = 2) = p θ (2) = (1 − θ ). The parameter θ was set to θ = 0.7. The channel AWGN variance was set to σ 2 = 1. We compared the following algorithms: (i) the proposed TOMA algorithm, as described in Section II.B for parameter estimation; (ii) the TBMA algorithm, as developed in [12] for parameter estimation, where all sensors transmit in a single time slot (see [12] , as well as discussions in Sections I.C, II.B); and (iii) the LBMA algorithm, as developed in [9] for parameter estimation, where all sensors transmit in a single time slot (see [9] , as well as the discussion in Section I.C).
1) THE CASE OF I.I.D RAYLEIGH FADING CHANNELS
We start by examining the case where the sensors experience i.i.d Rayleigh fading channel gains across time slots and sensors, as analyzed in Sec. III.F. In Fig. 1 we present the time-varying thresholds, r t , as a function of the time slot t, t = 1, 2, . . . , D. Recall that t = D − + 1 where = 10, 9, . . . , 1 is the number of remaining data collections. As stated in Theorem 3, it can be seen that r t decreases with t, where r 10 = 0 is the boundary condition. In Fig. 2(a) we show the mean squared error (MSE) as a function of the total number of sensors in the network. In Fig. 2(b) , we show the significant energy savings under TOMA as compared to TBMA and LBMA as a function of the MSE. 
2) THE CASE OF FSMC CHANNELS
Next, we examine the case of FSMC channels across time slots, and i.i.d across sensors, as explained in Sec. II.A, and analyzed in Sec III. We quantized the channel gain to 6 states, i.e., K = 6, and we set the following channel transition probability matrix: In Fig. 3 we present the time-varying thresholds as a function of the time slot t, t = 1, 2, . . . , D. As stated in Theorem 2 and Corollary 1, it can be seen that the thresholds decrease with t for each state, where r 10 = 0 is the VOLUME 7, 2019 boundary condition. Fig. 4(a) shows the MSE as a function of the total number of sensors in the network. Fig. 4(b) shows the significant energy savings under TOMA as compared to TBMA and LBMA as a function of the MSE under the FSMC case again.
B. DETECTION OF A GAUSSIAN SIGNAL
Second, we simulated the problem setting in [13] of detection of a Gaussian signal, which appears for example in radar signals, communication signals, and radio astronomy signals [47] - [49] . The signal follows a distribution θ n ∼ N (0, σ 2 θ,n ) independently across sensors, where n denotes the sensor index, (n = 1, 2, . . . , N ). A random observation at sensor n can be written under hypothesis H 0 by X (n) = v n , and under hypothesis H 1 by X (n) = θ n + v n , where v n ∼ N (0, σ 2 v ) is the additive Gaussian observation noise. In the simulations we set P(H 0 ) = P(H 1 ) = 0.5, σ 2 v = 1, and σ 2 θ,n = 3, ∀n. The observation noise was assumed to be i.i.d. across sensors. The channel AWGN variance was set to σ 2 = 5. We compared the following algorithms: (i) the proposed TOMA algorithm, as described in Section II.B for detection; (ii) the TBMA algorithm, as developed in [8] for detection, where all sensors transmit in a single time slot (see [8] , as well as discussions in Sections I.C, II.B); (iii) the LBMA algorithm, as developed in [8] for detection, where all sensors transmit in a single time slot (see [8] , as well as the discussion in Section I.C); and (iv) the SEEMA algorithm, as developed in our recent work [13] for detection. The SEEMA algorithm applies a censoring-type transmission scheme, where only sensors that measure observations which lie inside the transmission region transmit their data in a single time slot. The transmission region was set as in the Simulation Results section in [13] , such that the average number of transmissions under SEEMA equaled 0.2 · N (for more details on the SEEMA algorithm see [13] . The detectors were implemented under the MAP criterion.
1) THE CASE OF I.I.D RAYLEIGH FADING CHANNELS
We start by examining the case where the sensors experience i.i.d Rayleigh fading channel gains across time slots and sensors, as analyzed in Sec. III.F. Fig. 5(a) shows the error probability as a function of the total number of sensors in the network. Fig. 5(b) shows the significant energy savings under TOMA as compared to the other algorithms as a function of the error probability.
2) THE CASE OF FSMC CHANNELS
Finally, we examined the case of FSMC channels across time slots, and i.i.d across sensors, as we set in Section IV.A.2. Fig. 6(a) shows the error probability as a function of the total number of sensors in the network. Fig. 6(b) shows the significant energy savings under TOMA as compared to the other algorithms as a function of the error probability under the FSMC case again.
V. CONCLUSION
We considered distributed transmission scheduling for energy-efficient inference over MAC using WSNs. The sensors transmit their data simultaneously using common shaping waveforms through a finite-state Markovian fading channel, and the fusion center (FC) receives a superposition of the analog transmitted signals. The inference decision is computed by the FC and is based on data received from the sensors. The sensors must schedule their transmission in one of D consecutive time slots, and exploit the channel diversity across time to minimize the expected transmission energy consumed during the inference task. The transmission scheduling problem was formulated as N finite-horizon MDPs with continuous state space problems. We analyzed the inherent structure of the associated DP problem, and proved that the optimal solution obeys a simple threshold-based policy. We established a novel Time-varying Opportunistic Multiple Access (TOMA) transmission scheme based on the structured DP solution. The simulation results demonstrated significant energy savings using TOMA.
APPENDIX

A. PROOF OF THEOREM 1
Proof: By the design of the analog transmission scheme for inference over MAC, the sensors transmit their data simultaneously, and the FC receives a superposition of the analog transmitted signals during D time slots. Thus, the optimal transmission energy (15) can be rewritten as: 
where the last equality follows since the channel gain experienced by sensor n is assumed to be independent across sensors. Therefore, the energy consumption of each sensor D t=1 [P (r(n, t))] 2 · E · 1(n, t) depends on its policy that determines at each time slot to access the channel alone, and independently of other sensor strategies.
We continue to prove the theorem constructively by formulating the problem as N decoupled finite-horizon MDPs with continuous state space problems, and showing that each MDP can be solved by (16) , (17) . where S is a set of states, A s is a set of actions available at state s ∈ S, P a (s, s ) = Pr(s t+1 = s |s t = s, a t = a) is the probability that action a ∈ A s in state s ∈ S at time t will lead to state s ∈ S at time t + 1, R a (s) is the expected immediate cost when choosing action a ∈ A s in state s ∈ S. The interaction with the environment works as follows. The state s ∈ S is observed at the beginning of a discrete time slot t. Then, action a ∈ A s is chosen. Based on the state s and the chosen action a, an expected immediate cost R a (s) is paid and the process transitions to the next state s ∈ S according to probability distribution P a (s, s ) = Pr(s t+1 = s |s t = s, a t = a). In a finite-horizon MDP the goal is to choose a policy that minimizes the expected value of the aggregated cost over a finite time of length . Let V (s) be the minimum expected cost for an -stage problem (i.e., stages remain until termination) that starts in state s.
We can obtain V (s) as the unique solution to Bellman's optimality equation [26] : In our distributed transmission scheduling setting, at the beginning of each data collection, the FC broadcasts a beacon signal and each sensor estimates its channel state. Then, by (30) , each sensor decides in a distributed fashion (independently of the other sensors) whether to transmit in the current data collection or to wait to the next one. All the sensors must transmit their data by time D.
We now formulate this procedure (for each sensor n) as a finite-horizon MDP with a continuous state space. The state at each data collection is the channel gain r(n) which is observed by each sensor n based on the beacon signal. The available action in each data collection is to transmit or to wait to the next data collection. If the sensor decides to transmit, it consumes transmission energy E/r 2 (which is the immediate cost) and the future cost equals zero. Otherwise, the immediate cost is zero and it moves to the next state. The transition distribution is determined by the channel state. As a result, the Bellman's optimality equation (31) that solves min σ (n) E [E(n)|σ (n)] in (30) can be rewritten for each sensor as (16) , with the boundary condition in (17) , which completes the proof.
