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つミニマックスであることを示した.また,Tripathi et al. [10], [11] は,尺度母数に制限がある場
合と形状母数に制限がある場合に,パレート分布の母数の推定問題を考察した.そして,Patra and
Kumar [8] は,パレート分布の尺度母数に制限がある場合に,形状母数の推定問題を考えた.そこ
では,Stein [9], Brewster and Zidek [2] 及び Kubokawa [5] の手法を用いて導出した推定量のリ
スク関数を比較し,数値実験により Stein [9] の手法による推定量が優れていると主張している.し
かし,その根拠は曖昧に感じられ,再考の余地があるものと思われる.そこで,本論ではPatra and









X_{1} , X2, ,  X_{n} をパレート分布  Pa(\theta) からの無作為標本とする.ただし,  \theta=(\alpha, \beta) は未知であ
り,  \theta\in\Theta  :=\{(\alpha, \beta) :0<\alpha<\delta, \beta>0\},  n\geq 3 である.また,  \delta\in(0, \infty) は既知とする.ここで,
パレート分布  Pa(\theta) の確率密度関数は
 f(x,  \theta)=\frac{\beta\alpha^{\beta}}{x^{\beta+1}} (\alpha\leq x<\infty, 
0<\alpha<\delta, \beta>0)
で与えられる.いま,
 X_{(1)}:= \min\{X_{1}, X_{2}, . . . , X_{n}\}, S_{n}:=\frac{1}{n}\sum_{i=1}^{n}
\log\frac{X_{i}}{X_{(1)}}, T_{n}:=\log\frac{X_{(1)}}{\delta}
とする.このとき,Neyman の因子分解定理より  (S_{n}, T_{n}) は  \theta に関する完備十分統計量となること
がわかり,  S_{n},  T_{n} は独立にそれぞれガンマ分布  Ga(n-1, n\beta) , 指数分布  Ex(\log(\alpha/\delta), n\beta) に従
う.つまり,  S_{n},  T_{n} の確率密度関数はそれぞれ,
 fs_{n}⑮   \theta)=\frac{(n\beta)^{n-1}}{\Gamma(n-1)}s^{n-2}e^{-n\beta s}  (s>0) , (2.1)




とすると,  (S_{n}, V_{n}) はまた  \theta に関する完備十分統計量となり,その同時確率密度関数は
 f_{S_{n},V_{n}}(s, v,  \theta)=\frac{(n\beta)^{n}}{\Gamma(n-1)}(\frac{\alpha}
{\delta})^{n\beta}s^{n-1}e^{-n\beta s(v+1)} ((s, v)\in D_{\alpha}) (2.2)
となる.ただし,  D_{\alpha}  :=\{(s, v)\in \mathbb{R}^{2}|sv>\log(\alpha/\delta), s>0\} である.
次に関数  L(t) を以下のように仮定する.
仮定1.  L(t)(t>0) は次を満たす.
(A1) 2回微分可能.
(A2)  L(1)=0.
(A3)  L(t)\geq 0.
(A4) 狭義凸関数.
(A5) 積分と極限の順序交換可能.




数列  a_{n} は,
  \int_{0}^{\infty}L(\frac{a}{z})z^{n-2}e^{-z}dz
を最小にするものとする.  a_{n} について,以下のことが成り立つ.
補題2.1. (i)  a_{n} は
  \int_{0}^{\infty}L'(\frac{a_{n}}{z})z^{n-3}e^{-z}dz=0
の解であり,これは  \mathbb{R}_{+} に一意に存在する.
(ii)  a_{n} は単調増加である.
証明.(i) 関数  g(a) を,
 9(a) := \int_{0}^{\infty}L'(\frac{a}{z})z^{n-3}e^{-z}dz
とおくと,仮定1 (A4) より,  L"(t)\geq 0 であり,
 g'(a)= \int_{0}^{\infty}L"(\frac{a}{z})z^{n-4}e^{-z}dz>0
となる.また,  L(t) を  t=1 でテイラー展開すると,  L(1)=0 であるので,
 L(t)=L'(1+(t-1)\theta)(t-1)\geq 0 (0<\theta<1)
となる.したがって,
 L'(t)\{\begin{array}{l}








となる.以上より,  g(a)=0 の解,  a=a_{n} は  \mathbb{R}_{+} に一意に存在することがわかる.
(ii) 関数  F(x, y) を,
 F(x, y) := \int_{0}^{\infty}L'(\frac{y}{z})z^{x-3}e^{-z}dz
とおくとき,  F(x, y)=0 を満たす  y を  y(x) とする.このとき,
  \frac{\partial F(x,y)}{\partial x}=\int_{0}^{\infty}L'(\frac{y}{z})z^{x-3}e^{-
z}\log zdz,




  \frac{dy}{dx}=\frac{-\int_{0}^{\infty}L'(y/z)z^{x-3}e^{-z}\log zdz}{\int_{0}^{
\infty}L'(y/z)z^{x-4}e^{-z}dz}
となる.ここで,  \log y  F(x, y)=0 であるので,
 - \int_{0}^{\infty}L'(\frac{y}{z})z^{x-3}e^{-z}\log zdz





となる.よって,  dy/dx>0 となり,  a_{n} は単調増加であることがわかる.  \square 
3 先行結果について




 l( \theta)=n\log\beta+n\beta\log\alpha-(\beta+1)\sum_{i=1}^{n}\log x_{i} 
(\theta\in\Theta)
で与えられる.したがって,  \alpha の最尤推定量は   \hat{\alpha}_{ML}=\min\{X_{(1)}, \delta\} となる.また,
  \frac{\partial}{\partial\beta}l(\hat{\alpha}_{ML}, \beta)=\frac{n}{\beta}+
n\log\hat{\alpha}_{ML}-\sum_{i=1}^{n}\log x_{i}=0
より,  \beta の最尤推定量は,
  \hat{\beta}_{ML}=\frac{n}{\sum_{i=1}^{n}\log X_{i}-n\log\hat{\alpha}_{ML}}=





\frac{a_{n+1}}{nS_{n}(1+V_{n})}   (V_{n}>0) ,




定理3.1 (Patra and Kumar [8]).  \hat{\beta}_{IML} は  \hat{\beta}_{ML} を優越する.





 = \int_{0}^{\infty}\int_{0}^{\infty}\{L(\frac{n}{n\beta s(1+v)})-L(\frac{a_{n+
1}}{n\beta s(1+v)})\}f_{S_{n},V_{n}}(s, v, \theta)dsdv
 = \frac{1}{\Gamma(n)}(\frac{\alpha}{\delta})^{n\beta}\{\int_{0}^{\infty}L(\frac
{n}{x})x^{n-1}e^{-x}dx-\int_{0}^{\infty}L(\frac{a_{n+1}}{x})x^{n-1}e^{-x}dx\}>0
となり,  \hat{\beta}_{IML} は  \hat{\beta}_{ML}を優越することがわかる.口
定理3.1のことから  \hat{\beta}_{IML} を改良最尤推定量と呼ぶ.
3.3 最小リスク不変推定量
 \beta の最小リスク不変推定量は





となるので,Lehmann‐Scheffé の定理より  \beta の一様最小分散不偏推定量は
  \hat{\beta}_{UMVU}=\hat{\beta}_{UMVU}(S_{n}, V_{n})=\frac{n-2}{nS_{n}}
となる.
3.5 Stein 型推定量
 A_{n}  :=(a_{n+1}-a_{n})/a_{n} とおき,  \beta の推定量
 \hat{\beta}_{ST}=\hat{\beta}_{ST}(S_{n}, V_{n})=\{   \frac{a_{n+1}}{\frac {}{}nS_{n}(1+V_{n}),nS_{n}a_{n}}  (0<V_{n}<A_{n}) , (V_{n}\leq 0, A_{n}\leq V_{n})
を考える.
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定理3.2 (Patra and Kumar [8]).  \hat{\beta}_{ST} は  \hat{\beta}0 を優越する.
証明.補題2.1 (ii) より  A_{n}>0 である.  \hat{\beta}_{ST} と  \hat{\beta}_{0} のリスク差は (2.2) より
 \triangle_{\theta}(\hat{\beta}_{ST},\hat{\beta}_{0})=R_{\theta}(\hat{\beta}
_{ST}, \beta)-R_{\theta}(\hat{\beta}_{0}, \beta)
 =E_{\theta}[ \{L(\frac{a_{n+1}}{n\beta S_{n}(1+V_{n})})-L(\frac{a_{n}}{n\beta 
S_{n}})\}\chi\{0<V_{n}<A_{n}\}(V_{n})]
 = \int_{0}^{A_{n}}\int_{0}^{\infty}L(\frac{a_{n+1}}{n\beta s(1+v)})-




L(\frac{(1+v)a_{n}}{x})x^{n-1}e^{-}砲の  \} 伽  <0
となり,  \hat{\beta}_{ST} は  \hat{\beta}_{0}を優越することがわかる.口
3.6 Brewster‐Zidek型推定量
まず,関数  \phi_{n}(x) を以下のように仮定する.
仮定2. 関数  \phi_{n}(x)(x>0) は以下の条件を満たすとする.
(B1) 各  n に対して,  \phi_{n}'(x)\leq 0.
(B2)   \lim_{xarrow\infty}\phi_{n}(x)=a_{n}.
(B3)   \int_{0}^{\infty}\int_{0}^{x}L'(\frac{\phi(x)}{y})y^{n-2}e^{-y(1+v)}dvdy\leq 
0.
このとき,
 \hat{\beta}_{\phi_{n}}=\hat{\beta}_{\phi_{n}}(S_{n}, V_{n})=\{   \frac{\phi_{n}(V_{n})}{\frac{}{},nS_{n}a_{n}nS_{n}}  (V_{n}>0) , (V_{n}\leq 0)
とする.
定理3  \cdot3 (Patra and Kumar [8]).  \hat{\beta}_{\phi_{n}} は  \hat{\beta}_{0} を優越する.
証明.  Y_{n}=n\beta S_{n},  V_{n}=T_{n}/S_{n} とすると,  (Y_{n}, V_{n}) の同時確率密度関数は
 f_{Y_{n},V_{n}}(y, v,  \theta)=\frac{1}{\Gamma(n-1)}(\frac{\alpha}{\delta})
^{n\beta}y^{n-1}e^{-y(1+v)} (yv>n\beta\log(\alpha/\delta), y>0) (3.1)
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\frac{v}{y}\phi_{n}' (zv)  f_{Y_{n}} ,  V_{n}(y, v, \theta) dzdvdy
 = \int_{0}^{\infty}\int_{0}^{\infty}\int_{v}^{\infty}L'(\frac{\phi_{n}(x)}{y})




\phi_{n}'(x) [   \int_{0}^{\infty}\int_{0}^{x}L'(\frac{\phi_{n}(x)}{y})y^{n-2}e^{-y(1+}の  dvdy]  dx
となる.(B1), (B3) より  \triangle_{\theta}(\hat{\beta}_{\phi_{n}},\hat{\beta}_{0})>0 となり,  \hat{\beta}_{\phi_{n}} は  \hat{\beta}_{0} を優越することがわかる.□






\end{array} (V_{n}(V_{n}\leq 0)>0) ,
をBrewster‐Zidek 型推定量という.
系3.1.  \hat{\beta}_{BZ}\ovalbox{\tt\small REJECT}は  \hat{\beta}_{0} を優越する.
3.7 一般化ベイズ推定量
事前分布として
  \pi_{k}(\theta)\sim\frac{\beta^{k-1}}{\alpha} (0<\alpha<\delta, \beta>0, k\geq
0) (3.2)
を考える.このとき,推定量  \beta=\beta(S_{n}, V_{n}) の事後リスクは(2.2) より





(s,v)}{\beta})\beta^{n+k-2}e^{-n\beta s(v+1)}d\beta   (v>0) ,
\frac{n(n\beta)^{n+k-1}}{\Gamma(n+k-1)}\int_{0}^{\infty}L(\frac{\hat{\beta}(s,v)
}{\beta})\beta^{n+k-2}e^{-n\beta s}d\beta   (v\leq 0)
\end{array}
 = \{\begin{array}{ll}
\frac{l}{\Gamma(n+k-1)}\int_{0}^{\infty}   L
\frac{1}{\Gamma(n+k-1)}\int_{0}^{\infty}   L
\end{array}\} \frac{n\hat{\beta}(s,v)s(1+v)}{\frac {}{}n\hat{\beta}(s,x' v)s)
x^{n}x})x^{n+k-2}e^{-x}dx+k-2_{e^{-x}dx} (v>0) , (v\leq 0)
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となる.これを最小にする  \hat{\beta} , すなわち  \beta の一般化ベイズ推定量は
 \hat{\beta}_{\pi_{k}}:=\hat{\beta}_{\pi_{k}}(S_{n}, V_{n})=\{   \frac{a_{n+k}}{\frac {}{}a_{n+k}nS_{n}(1+V_{n}),nS_{n}}  (V_{n}(V_{n}\leq 0)>0) ,
となることがわかる.
4 提案される推定量
本節では,前節で紹介したすべての推定量よりも優れている推定量を提案する.  \beta の推定量
 \hat{\beta}_{Y}:=\hat{\beta}_{Y}(S_{n}, V_{n})=\{   \frac{a_{n+1}}{\frac {}{}nS_{n}(1+V_{n}),nS_{n}a_{n}}  (V_{n}(V_{n}\leq 0)>0) ,
を考える.
定理4.1.  \hat{\beta}_{Y} は,  \hat{\beta}_{ML},\hat{\beta}_{IML},\hat{\beta}_{0},\hat{\beta}_{ST},\hat{\beta}
_{BZ},\hat{\beta}_{\pi_{k}} を優越する.





 = \int_{0}^{\infty}\int_{\mu/s}^{0}\{L(\frac{a_{n+1}}{n\beta s})-L(\frac{a_{n}}
{n\beta s})\}f_{S_{n},V_{n}}(s, v, \theta)dsdv
 = \frac{1}{\Gamma(n-1)}\{1-(\frac{\alpha}{\delta})^{n\beta}\}
  \cross\{\int_{0}^{\infty}L(\frac{a_{n+1}}{x})x^{n-2}e^{-x}dx-\int_{0}^{\infty}
L(\frac{a_{n}}{x}) 〆  -2_{e^{-x}dx\}}>0 (4.1)
となり,  \hat{\beta}_{Y} は  \hat{\beta}_{IML} を優越することがわかる.
 \hat{\beta}_{ML} と  \hat{\beta}_{Y} のリスク差は,定理3.1, (4.1) より
 R_{\theta}(\hat{\beta}_{ML}, \beta)>R_{\theta}(\hat{\beta}_{IML}, \beta)
>R_{\theta}(\hat{\beta}_{Y}, \beta)
となり,  \hat{\beta}_{Y} は  \hat{\beta}_{ML} を優越することがわかる.
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 = \int_{0}^{A_{n}}\int_{0}^{\infty}\{L(\frac{a_{n}}{n\beta s})-L(\frac{a_{n+1}}






となり,  \hat{\beta}_{Y} は  \hat{\beta}_{ST} を優越することがわかる.
 \hat{\beta}_{0} と  \hat{\beta}_{Y} のリスク差は,定理3.2, (4.2) より,
 R_{\theta}(\hat{\beta}_{0}, \beta)>R_{\theta}(\hat{\beta}_{ST}, \beta)
>R_{\theta}(\hat{\beta}_{Y}, \beta)
となり,  \hat{\beta}_{Y} は  \hat{\beta}_{0} を優越することがわかる.
 \hat{\beta}_{BZ} と  \hat{\beta}_{Y} のリスク差は (2.2) より




 = \int_{0}^{\infty}\int_{0}^{\infty}\{L(\frac{\phi_{0}(v)}{n\beta s})-





となり,  \hat{\beta}_{Y} は  \hat{\beta}_{BZ} を優越することがわかる.
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 = \int_{0}^{\infty}\int_{0}^{\infty}\{L(\frac{a_{n+k}}{n\beta s(1+v)})-
L(\frac{a_{n+1}}{n\beta s(1+v)})\}f_{S_{n},V_{n}}(s, v, \theta)dsdv
 + \int_{0}^{\infty}\int_{\log(\alpha/\delta)/s}^{0}\{L(\frac{a_{n十た}}{n\beta 







となり,  \hat{\beta}_{Y} は  \hat{\beta}_{\pi_{k}} を優越することがわかる.  \square 
5 数値実験
本節では,第4章で提案した推定量  \hat{\beta}_{Y} の良さを数値実験により確認する.損失関数は,二乗誤差
損失関数,エントロピー損失関数,シンメトリック損失関数の3つとする.各損失関数及び対応す
る数列  a_{n} を表1にまとめた.  \delta=1 , サンプルサイズ  n=10,20,30,50,  \beta=1,2,5,10 , 繰り返し
回数  10^{6} として,推定量  \hat{\beta}_{ML},\hat{\beta}_{IML},\hat{\beta}_{UMVU},\hat{\beta}_{0},
\hat{\beta}_{ST},\hat{\beta}_{BZ},\hat{\beta}_{\pi_{0}},\hat{\beta}_{Y} のリスクの平均を図  1\sim 4 (二
乗誤差損失関数),図5∼8 (エントロピー損失関数),図  9\sim 12 (シンメトリック損失関数) に表した.
これらの図より,  \hat{\beta}_{Y} のリスクの平均が,他のすべての推定量のリスクの平均より小さいことがわか
る1.
—  \hat{\beta}ML —  \sqrt{}0\wedge —  \hat{\beta}ST —  \hat{\beta}GB
 -\hat{\beta}1ML  -\hat{\beta}\cup MV\cup-\hat{\beta}BZ ハ Y
1 モノクロで作成することを前提としていなかったため判断しづらいですが,  \hat{\beta}_{Y} のリスクの平均が他のすべての推定
量のリスクの平均を下回っています.
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(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図1. 二乗誤差損失関数  (n=10)
 0
(i)  \beta=1 (ii)  \beta=2
 0
 0
(iii)  \beta=5 (iv)  \beta=10
図2. 二乗誤差損失関数  (n=20)
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(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図3. 二乗誤差損失関数  (n=30)
(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図4. 二乗誤差損失関数  (n=50)
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(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図5. エントロピー損失関数  (n=10)
(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図6. エントロピー損失関数  (n=20)
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(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図8. エントロピー損失関数  (n=50)
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(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図9. シンメトリック損失関数  (n=10)
(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10






(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図11. シンメトリック損失関数  (n=30)
(i)  \beta=1 (ii)  \beta=2
(iii)  \beta=5 (iv)  \beta=10
図12. シンメトリック損失関数  (n=50)
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表1. 損失関数と対応する数列  a_{n}
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