Introduction. Throughout this work, we consider the Dirichlet problem (P )
−div(a(x, u, ∇u)) + b(x, u) = f (x) in Ω, u ∈ W (Ω)] * . The goal of this paper is to study the question of uniqueness of a weak solution of problem (P ).
Problem (P ) deals with an equation with non-standard growth conditions. A typical example for a will be of the form a(x, s, ξ) = c(x, s)|ξ| p(x)−2 ξ, where different situations for c, such as c(x, s) ≥ c 0 > 0, or c(x, s) = c(x)|s| m(x) , will be considered. Note that in particular, if c ≡ 1, then the divergence operator in problem (P ) becomes the p(x)-Laplacian operator ∆ p(x) u = div(|∇u| p(x)−2 ∇u). For p(x) ≡ p constant, it coincides with the p-Laplacian operator.
Variable exponent Sobolev spaces appear as particular cases of the so-called Orlicz-Sobolev spaces. We give a short presentation of them in Section 2 and refer to [13] , [14] for further details. It has turned out that variable exponent operators allow to construct more refined mathematical models for physical problems (see, for example, [1] , [18] , [20] ). The existence of weak solutions and regularity properties for problems in variable exponent spaces, or more generally, in Orlicz-Sobolev spaces, have been recently studied by several authors (cf. [1] , [3] , [9] , [12] , [15] , [16] , [19] , and we refer to [11] , [17] for multiplicity results).
The question of uniqueness of solutions for Dirichlet problems with a constant exponent p has been extensively studied (see, e.g., [4] , [7] , [8] ). More recent references concern the uniqueness of solutions in the variable exponent case, we refer for instance to [2] and [3] . In particular, [2, Theorem 3.1] states that the problem has at most one solution in the case of a problem of elliptic type, with an operator b(x, s) increasing with respect to s. This result has been the starting point motivating our study.
In this article, we provide four uniqueness results. Our first uniqueness result (Theorem 3.1) is an improvement of [2, Theorem 3.1] (our result holds when the operator a(x, s, ξ) is 1 r ′ -Hölder continuous with respect to the second variable for r = max{2, p + }, while the result in [2] holds when a(x, s, ξ) is 1 q ′ -Hölder continuous with respect to s for some q > r, and our ellipticity assumption (H 1 ) (a1) is weaker than the one in [2] ). In addition, the proof of our result is shorter than the one in reference [2] .
Then, slightly modifying the condition of ellipticity (hypothesis (H 2 ) (a1)), we get an alternative uniqueness result (Theorem 3.2) when the operator a(x, s, ξ) is Both assumptions (H 1 ) (a1) and (H 2 ) (a1) imply that the function ξ → a(x, s, ξ) is strictly monotone for a.e. x ∈ Ω, all s ∈ R. Our third uniqueness result (Theorem 3.3) holds for an operator a(x, s, ξ) which is monotone (not necessarily strictly) with respect to ξ, but then we require that a(x, s, ξ) is Lipschitz continuous with respect to s (or at least Lipschitz continuous on bounded sets to get a unique bounded solution) (see hypotheses (H 3 ) or (H 3 ) ′ ). For these three theorems, we assume that the operator b(x, s) is increasing with respect to s.
In Section 4, we deal with the case where s → b(x, s) is only supposed to be nondecreasing. To handle this case, we impose assumptions of homogeneity type (hypotheses (H 4 )). For instance, for the operator a, we require that a(x, λs, λξ) = λ m a(x, s, ξ), ∀λ ∈ (1 − δ, 1], with m ∈ R and δ > 0.
A characteristic example for which our approach applies is the following:
Finally, we develop an approximation procedure involving techniques of sub-and supersolutions and apply to the approximate problems the previous results valid for b(x, ·) increasing. Our result for b(x, ·) nondecreasing is stated in Theorem 4.1 and a more refined form in Theorem 4.2. The rest of the paper is organized as follows. Section 2 contains some mathematical background. Section 3 is devoted to uniqueness results for b(x, ·) increasing. Section 4 treats the uniqueness results with b(x, ·) nondecreasing with a homogeneity property for a.
2. Mathematical background. As written in the Introduction, we consider a bounded domain Ω ⊂ R N with Lipschitz boundary and we consider a measurable map p : Ω → R satisfying
Then we define L p(·) (Ω) as the space of measurable functions f : Ω → R such that
The space L p(·) (Ω) is a Banach space endowed with the norm
Next, we define the space
The space W 1,p(·) (Ω) is a Banach space for the norm
We refer to [13] , [14] for more details on the spaces L p(·) (Ω) and W
1,p(·) 0
(Ω). In what follows, we consider the Dirichlet problem (P ) stated in the Introduction. We call weak solution of problem (P ) an element u ∈ W
and
(Ω). We are interested in the uniqueness of a (weak) solution of problem (P ).
3.
Uniqueness results for an operator b(x, ·) increasing. In this part, we state three uniqueness results when the operator b(x, ·) is increasing.
In the first result, the operator a(x, s, ξ) is supposed to satisfy a general ellipticity condition with respect to the third variable, and a condition of Hölder continuity type with respect to the second variable. Our theorem improves [2, Theorem 3.1].
In the second result, the operator a(x, s, ξ) satisfies a weaker hypothesis (H 2 ) (a1) with respect to the third variable and is 1/2-Hölder continuous with respect to the second variable.
In the third result, the operator a(x, s, ξ) is only supposed to be monotone with respect to the third variable and is Lipschitz continuous with respect to the second variable.
3.1. Uniqueness under Hölder continuity and ellipticity type conditions. We consider the following hypotheses on the operator a:
(Ω) and a function ω :
for a.e. x ∈ Ω, all s, t ∈ R and all ξ ∈ R N . Then problem (P ) admits at most one solution.
(Ω) be two solutions of problem (P ). Then, we have
(Ω). Let ε > 0. Following the idea of the proof of [2, Theorem 3.1], we set
It follows that
Using hypotheses (H 1 ), we derive
where
)/(qp(x)) = 1, the last integral above can be estimated by Young's inequality as
for some constant c > 0. Combining with (1) we get
for some C > 0 independent of ε. Since s → b(x, s) is increasing for a.e. x ∈ Ω, and
Similarly, we show u 2 ≤ u 1 a.e. on Ω. The proof is thus complete. for a.e. x ∈ Ω, all s, t ∈ R and all ξ ∈ R N .
Uniqueness result under
Theorem 3.2. Assume (H 2 ) and that
Then problem (P ) admits at most one solution.
(Ω) be two solutions of problem (P ). Arguing as in the beginning of the proof of Theorem 3.1 with q = q ′ = 2, we obtain the following relation similar to relation (1):
We apply the Young inequality to the right-hand side:
with some c > 0. It follows that
where C > 0 is independent of ε. Then, arguing as in the final part of the proof of Theorem 3.1, we deduce u 1 ≤ u 2 a.e. on Ω. We show similarly u 2 ≤ u 1 a.e. on Ω.
Therefore we obtain u 1 = u 2 a.e. on Ω. The proof is thus complete.
3.3. Uniqueness result under Lipschitz continuity and monotonicity conditions. We consider the following hypotheses on the operator a:
for a.e. x ∈ Ω, all s, t ∈ R and all ξ ∈ R N .
Alternatively, we suppose: 
for a.e. x ∈ Ω, all s, t ∈ [−M, M ] and all ξ ∈ R N .
Example 2. A typical example for hypotheses (H 3 ) and (H 3 )
′ is a(x, s, ξ) = c(x, s)d(x, ξ) satisfying the following conditions.
(ii) c(x, s) ≥ 0 a.e. x ∈ Ω, all s ∈ R; and either Then problem (P ) admits at most one (resp. bounded) solution.
(Ω) be two (resp. bounded) solutions of problem (P ). Then
(Ω). Let ε > 0 and choose
where Ω ε = {x ∈ Ω :
, for some constant C > 0 independent of ε. Since s → b(x, s) is increasing for a.e. x ∈ Ω, and 0 + 1 ω(s) ds = +∞, letting ε → 0, we obtain u 1 (x) ≤ u 2 (x) for a.e. x ∈ Ω. Similarly, we show u 2 ≤ u 1 a.e. on Ω. The proof is complete.
A comparison property. We say that
(Ω) with v ≥ 0 a.e. on Ω. We say that u is a supersolution if
From the proofs of the three theorems above, under the same hypotheses, it comes more generally that, given u 1 a subsolution and u 2 a supersolution of problem (P ), we always have u 1 ≤ u 2 a.e. on Ω. This is useful for obtaining the existence of a solution through the method of sub-and supersolutions (see [6] , [10] ). In the next section, we apply this comparison property and sub-and supersolutions techniques to obtain a uniqueness result.
4.
A uniqueness result for an operator b(x, ·) nondecreasing. In this section, we apply the results of the previous section to obtain a uniqueness result in the case where the operator b(x, s) is nondecreasing with respect to the second variable, thus relaxing the condition of b(x, ·) to be increasing, which was assumed in the preceding results.
We rely on an auxiliary problem (P ε ) where we add to b(x, s) a small increasing term. Applying the results above combined with the comparison property stated in Subsection 3.4, we may compare the sub-and supersolutions of problem (P ε ). Then, through approximation, we prove the uniqueness of a solution of the original problem (P ).
To implement this technique, it is needed to ask the operators a(x, s, ξ) and b(x, s) to satisfy conditions of homogeneity type and that the forcing term f (x) satisfies f > 0 a.e. in Ω (hypotheses (H 4 )).
We also provide a refined result in the situation where b(x, s) decomposes into a sum b(x, s) = b 1 (x, s) + b 2 (x, s) of nondecreasing operators with b 1 (x, s) homogeneous and b 2 (x, s) < f (x) a.e. x ∈ Ω (hypotheses (H 5 )).
We conclude the section with some examples.
4.1.
Uniqueness result for a homogeneous operator. We state the following assumptions.
(H 4 ) The forcing term f and the operators a(x, s, ξ), b(x, s) satisfy:
(a) there is m > 0 and δ > 0 such that a(x, λs, λξ) = λ m a(x, s, ξ)
for a.e. x ∈ Ω, all s ∈ R, ξ ∈ R N and for all λ ∈ (1 − δ, 1],
for a.e. x ∈ Ω, all s ∈ R and for all λ ∈ (1 − δ, 1].
Remark 1. Notice that (H 4 ) (b) is weaker than the homogeneity condition
For instance,
≥ 0, satisfy both conditions. On the contrary, the operators b(x, s) = h(x), with 0 ≤ h(x) ≤ νf (x) (for some ν ∈ [0, 1)), and b(x, s) = h(x) max{|s| m−1 s, 1}, with h as before, satisfy (H 4 ) (b) but not (3). Now, we state:
′ ) holds, then problem (P ) has at most one (resp. bounded) solution. (b) Moreover, the solution (if it exists) is nonnegative.
Proof. Fix ε > 0. Take an increasing map β ε : R → (0, ε) (for example take
Consider the auxiliary problem
(Ω).
Notice that the operator b ε (x, s) in problem (P ε ) is increasing with respect to the second variable, so that we may apply the results in Section 3 to problem (P ε ). We use the following approximation procedure.
Claim. Let u be a solution of problem (P ). Then:
(a) u is a supersolution of problem (P ε ) for every ε > 0, (b) there exists λ ε < 1 with lim ε→0 λ ε = 1 such that λ ε u is a subsolution of problem (P ε ) for ε > 0 small enough. (Ω) with v ≥ 0 a.e. on Ω. We have
Hence u is a supersolution of problem (P ε ).
Next, we establish part (b) of the Claim. Taking ν of hypothesis (H 4 ) (b), we set
Assuming ε small enough, λ ε is well defined and lies in (1 − δ, 1). Moreover, lim ε→0 λ ε = 1. It remains to check that λ ε u is a subsolution of problem (P ε ).
(Ω) with v ≥ 0 a.e. on Ω. We have
where in the second line we apply (H 4 ) (a), in the third line we use that u is a solution of problem (P ) and that β ε ≤ ε. In the fifth line we use the definition of λ ε and then apply (H 4 ) (b). Thus, it comes that λ ε u is a subsolution of problem (P ε ). Finally, using the Claim, let us prove the theorem. To show part (a) in the statement, consider u 1 , u 2 two (resp. bounded) solutions of problem (P ). For ε > 0 small enough, λ ε u 1 is a subsolution of problem (P ε ) and u 2 is a supersolution of problem (P ε ). Applying the comparison property in Subsection 3.4 to the pair (λ ε u 1 , u 2 ) of sub-and supersolutions of problem (P ε ), we obtain λ ε u 1 ≤ u 2 a.e. on Ω. Then, letting ε go to 0, we get that u 1 ≤ u 2 a.e. on Ω. Likewise we obtain u 2 ≤ u 1 a.e. on Ω, so that finally u 1 = u 2 a.e. on Ω.
To prove part (b), just notice that we derive that u 1 is nonnegative from the fact that λ ε u 1 ≤ u 1 a.e. on Ω and λ ε < 1.
4.2.
A refined result. In this section, we suppose that the operator b(x, s) can be written as a sum
where b i : Ω × R → R (i = 1, 2) are Carathéodory functions. We state the new hypotheses: (H 5 ) The operator a(x, s, ξ) satisfies hypothesis (H 4 ) (a) and moreover:
for a.e. x ∈ Ω, all s ∈ R and for all λ ∈ (1 − δ, 1], with m, δ in (H 4 ) (a).
Example 3. Two examples of functions which satisfy the above hypotheses are
, and Proof. Let u 1 , u 2 be two solutions of problem (P ). Note that, due to hypothesis (H 5 ) (f ), we have b i (x, u j ) ∈ L p ′ (·) (Ω) for every i, j ∈ {1, 2}. Consider the same function F ε and the same test function v = F ε (u 1 − u 2 ) as the ones in the proof of Theorem 3.1 or 3.2 or 3.3, depending on the hypotheses (H 1 ) or (H 2 ) or (H 3 ) (resp. (H 3 ) ′ ) assumed. With the same arguments, we obtain that
where C > 0 is independent of ε. Using that b 1 (x, ·), b 2 (x, ·) are nondecreasing, we derive in particular that b 2 (x, u 1 ) = b 2 (x, u 2 ) a.e. on Ω. Then definef (x) = f (x) − b 2 (x, u 1 ) andb(x, s) = b 1 (x, s), and consider the problem (P ) −div(a(x, u, ∇u)) +b(x, u) =f (x) in Ω, u ∈ W 1,p(·) 0
Note that u 1 , u 2 are solutions of problem (P ). Observe in addition that a,b,f satisfy hypotheses (H 4 ). Therefore, applying Theorem 4.1, we obtain u 1 = u 2 a.e. on Ω.
4.3. Some examples. Let us present some operators a(x, s, ξ) for which Theorems 4.1 and 4.2 apply. We look for a(x, s, ξ) of the form a(x, s, ξ) = a(x, s)|ξ| p(x)−2 ξ. Hypotheses (H 3 ) (resp. (H 3 ) ′ ) and (H 4 ) (a) hold in the case where a(x, s) is nonnegative, s → a(x, s) is (resp. locally) Lipschitz uniformly for a.e. x ∈ Ω, and one has the homogeneity property a(x, λs) = λ m−p(x)+1 a(x, s) for a.e. x ∈ Ω, all s ∈ R and λ ∈ (1 − δ, 1], with some m > 0. For instance, a(x, s) = a(x)|s| m−p(x)+1 , with m ≥ p(x) a.e. x ∈ Ω and a ∈ L ∞ (Ω) + , fulfils the above requirements.
In a rather different situation, let m ≥ p(x) − 1 a.e. x ∈ Ω and assume that A := {x ∈ Ω : p(x) − 1 < m} is a compact subset of Ω. As above we consider a(x, s) = a(x)|s| m−p(x)+1 , with a ∈ L ∞ (Ω) + , and we are interested in solutions of problem (P ) lying in the set X = {u ∈ C 0 (Ω) : u > 0 a.e. on A}.
Notice that hypotheses (H 4 ) (a), (H 3 ) (a1) hold, as well as hypothesis (H 3 ) (a2) is verified along the elements of the set X (i.e. for s, t ∈ {u 1 (x), u 2 (x)} and ξ, η ∈ {∇u 1 (x), ∇u 2 (x)} for any u 1 , u 2 ∈ X ). This is sufficient to apply Theorem 4.1. We conclude that problem (P ) has at most one solution in the set X .
