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Abstract
In this paper we consider linear Schrödinger operator with double or resonant eigenvalues. The main
result is the bound of the measure (in a suitable space of functions) of the potentials leading to such double
or resonant eigenvalues. Namely we present measure type estimates evaluating neighborhoods of the so-
called double or resonant set.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let us consider the following linear Schrödinger operator
L(V ) = − + V
in a periodic setting (x ∈ Td with d  1). As L is a symmetric operator, with a compact in-
verse, there eigenvectors ψj (V ) form an Hilbert basis. Let λj (V ) be the corresponding (real)
eigenvalues sorted in increasing order.
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ple eigenvalues may occur, see for instance [12], [9]. In this paper we want to bound the measure
(in a suitable space of functions) of the potentials leading to double or resonant eigenvalues. For
reference books about resonance problems for Schrödinger operator, the reader is for example
referred to [10], [9] and [11]. For other resonance studies, see also [6–8,16]. For considerations
around existence or absence of possible eigenvalues for the Schrödinger operator, the reader is
referred to [14,15]. See also [3] for supraconductivity applications and reference cited therein.
Note that many people are interesting in the control of the resonances of such operators in di-
mension d > 1 in particular in view of applications to KAM theory (see for instance [1,2,5]).
Let Bs denote the usual Besov spaces Bs,∞2 and introduce
Σj,k =
{
V ∈ Bs
∣∣ λj (V ) = λk(V )}
together with, for ε > 0,
Σεj,k =
{
V ∈ Bs
∣∣ dBs (V ,Σj,k) < ε}.
Note that L(V ) being symmetric, we expect Σj,k to be of codimension 2 in Bs . The aim of this
paper is to give a measure approach of this assertion, namely to bound the measure of Σεj,k by
Cε2 for some constant C.
In fact we will be a little more precise and bound the measure of finite dimension approxima-
tions of Σj,k and Σεj,k . For this, let PN denote the projector on the N first Fourier components.
Let
ΣNj,k =
{
V = PNV
∣∣ λj (V ) = λk(V )}
and for ε > 0,
Σ
N,ε
j,k =
{
V = PNV
∣∣ dBs (V,ΣNj,k)< ε}.
In this paper we bound the measure of ΣN,εj,k uniformly in ε < 1 and N .
Of course we have to precise the types of measures we consider. We will focus on the follow-
ing measures on Besov spaces Bs = Bs,∞2 . We believe our proofs may be extended to many other
cases, provided the measure is a tensor product of one-dimensional measures on each harmonic
of V .
Let (en)n∈N be a Fourier basis. Let μ be the Lebesgue measure on R. We recall that if
V =
∑
n
αnen,
its Bs,∞2 Besov norm is defined by
‖V ‖Bs = sup
n
|αn|
(
1 + ns).
We define μs,R by
μs,R =
⊗(
1 + ns)μ(αn)
R
.n0
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μs,R
(
Bs(R)
)= 1.
So we want to prove that
μs,R
(
Σ
N,ε
j,k ∩ Bs(R)
)
 Cε2 (1)
uniformly in ε and N . More precisely we prove
Theorem 1.1. Quasi-double eigenvalues for finite approximations. Let s ∈R being large enough.
Let ρ0 ∈ Bs and R > 0 be such that for ρ ∈ ρ0 + Bs(R), λj (ρ) is never a triple eigenvalue. Let
us also assume that when λj (ρ) is a double eigenvalue (λj (ρ) = λk(ρ)), with an orthonormal
basis of eigenvectors (ψj (ρ),ψk(ρ)), then the following non-degeneracy condition holds true:
Vect
(|ψj |2 − |ψk|2,ψjψk) is of dimension 2.
Then there exists a constant C and an integer N0 such that for every 0 < ε < 1 and every N > N0
μs,R,N
(
Σ
N,ε
j,k ∩ Bs(R)
)
 Cε2,
and
μs,R
(
Σεj,k ∩ Bs(R)
)
 Cε2.
Remark. Remark that we do not investigate uniformity in j in the previous theorem nor in
Theorem 1.2 even if it could be a useful result to avoid all the resonances. Remark also that triple
eigenvalues may be studied using similar methods even if it is more technical.
We will also detail a similar result on resonant sets. Let
Σj,k,l =
{
V ∈ Bs
∣∣ λj (V ) + λk(V ) = λl(V )},
Σεj,k,l =
{
V ∈ Bs
∣∣ ∣∣λj (V ) + λk(V ) − λl(V )∣∣< ε}
and their finite dimension approximations
ΣNj,k,l =
{
V = PNV
∣∣ λj (V ) + λk(V ) = λl(V )},
Σ
N,ε
j,k,l =
{
V = PNV
∣∣ ∣∣λj (V ) + λk(V ) − λl(V )∣∣< ε}.
We want to prove that
μs,R
(
Σ
N,ε
j,k,l ∩ Bs(R)
)
 Cε (2)
uniformly in ε and N . More precisely we will prove
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R > 0 and ρ0 ∈ Bs(Ω) such that for every ρ ∈ ρ0 + Bs(R), the eigenvalues λj (ρ), λk(ρ) and
λ
(ρ) are simple, with related eigenvectors ψj(ρ), ψk(ρ) and ψ
(ρ). Let us assume moreover
that
ρ → ∣∣ψj (ρ)∣∣2 + ∣∣ψk(ρ)∣∣2 − ∣∣ψ
(ρ)∣∣2 never identically vanishes.
Then there exists a constant C1 > 0 and an integer N0 such that for every 0 < ε < 1 and every
N > N0
μs,R
(
Σ
N,ε
j,k,

)
 C1ε,
and such that for every 0 < ε < 1,
μs,R
(
Σεj,k,

)
 C1ε.
The proof of these theorems has two steps. First in Section 2 we study the local geometry
of the eigenvalues and eigenvectors, both in the simple and multiple case. Then in Section 3 we
state a general result which enables to bound measures of neighborhoods starting from almost
normal vector fields. Application of Section 3 to Section 2 ends the proof.
2. Geometry of eigenvalues and eigenvectors
2.1. Simple eigenvalues
Let us begin by a formal computation. Let λj and ψj be an eigenvalue and an eigenvector for
the potential V . Let V˜ be a small perturbation. See for instance [4,13] for eigenvalues variation
for Sturm–Liouville operators. Introducing a small parameter ε to better see the various orders of
approximations, and assuming the eigenvalue and eigenvector of V + εV˜ are of the form λj + ελ˜
and ψj + εψ˜ up to higher order terms, we are lead to equal ε terms in
(− + V + εV˜ )(ψj + εψ˜) = (λj + ελ˜)(ψj + εψ˜)
which gives
V˜ ψj + (− + V )ψ˜ = λ˜ψj + λj ψ˜. (3)
Projecting on ψj and using the equation satisfied by ψj , we get
dλj (V ).V˜ =
∫
V˜ |ψj |2 (4)
and projecting on the orthogonal of ψj gives
dψj (V ).V˜ = (− + V − λj )−1
(
1 − Πj(V )
)(∫
V˜ |ψj |2ψj − V˜ ψj
)
(5)
where Πj(V ) denotes the orthogonal projection on ψj . At this point, (4) and (5) are purely
formal and will be proved below.
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Let us go on with formal computations, assuming now that λj (V ) has multiplicity d ′  1. To
simplify the notations assume, up to a reordering,
λ1(V ) = λ2(V ) = · · · = λd ′(V ).
Let us look for approximate eigenvalues of the form
φj = ψj + εφ˜j
and assume that the projection of φ˜j over Vect(ψ1, . . . ,ψd ′) vanishes. Then
L(V + εV˜ )φj = λjψj + εV˜ ψj + εL(V )φ˜j + ε2V˜ φ˜j .
The components of L(V + εV˜ )φj , up to terms of order ε2 are
λj + ε
∫
V˜ |ψj |2
on ψj and
ε
∫
V˜ ψj ψ¯k
on ψk with k 
= j , 1 k  d ′. Let
λlin,j,k =
∫
V˜ ψj ψ¯k.
We get
L(V + εV˜ )φj − λjφj − ε
d ′∑
k=1
λlin,j,kφk
= −ελj φ˜j + εV˜ ψj + εL(V )φ˜j + ε2V˜ φ˜j − ε
d ′∑
k=1
λlin,j,kφk.
Note that by definition of λlin,j,k the components of the right-hand side on ψk with 1  k  d ′
are of order ε2. And its component in the orthogonal space to Vect(ψ1, . . . ,ψd ′) is of order ε2
provided we choose
φ˜j = −
(L(V ) − λj )−1(1 − Π)V˜ ψj
where Π is the orthogonal projector on Vect(ψ1, . . . ,ψd ′).
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A = (λkδj,k + ελlin,j,k)1j,kd ′ .
Note that
L(V + εV˜ )φj − Aφj
is of order ε2, hence up to terms of order ε2, L(V + εV˜ ) as the same eigenvalues as the d ′ × d ′
array
A =
(
λkδj,k + ε
∫
V˜ ψj ψ¯k
)
1j,kd ′
.
To justify all the above assertions, note that provided s is large enough, Bs/2 norms of φ˜j may
be bounded in terms of Bs norms of V , V˜ and ψj . Similarly Bs/2 norms of L(V + εV˜ )φj −Aφj
may be bounded by Cε2, the constant depending on Bs norms of V .
As A is symmetric, there exist d ′ vectors
θk =
d ′∑
j=1
λj,kφj
and d ′ scalars μk such that
Aθk = μkθk.
Note that L(V + εV˜ )θk − μkθk is of order ε2 in Bs/2 norm. As L(V + εV˜ ) is diagonal in some
orthonormal basis, this means that the various μk are close to the various λj (V + εV˜ ) up to ε2
terms, and similarly for the eigenvectors.
Let us now detail the cases d ′ = 1 and d ′ = 2. For d ′ = 1, A is simply a scalar and we get
λ1(V + εV˜ ) = λ1(V ) + ε
∫
V˜ ψ1ψ¯1 + O
(
ε2
)
.
In particular λ1 is differentiable and
dλ1(V ).V˜ =
∫
V˜ ψ1ψ¯1.
Moreover
ψ1(V + εV˜ ) = ψ1(V ) −
(L(V ) − λj )−1(1 − Π)V˜ ψj + O(ε2).
Hence the eigenvector ψ1 is differentiable in V with
dψ1(V )V˜ = −
(L(V ) − λj )−1(1 − Π)V˜ ψ1.
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given by
λ1(V ) + 12
(∫
V˜ |ψ1|2 +
∫
V˜ |ψ2|2
)
± 1
2
√(∫
V˜ |ψ1|2 −
∫
V˜ |ψ2|2
)2
+ 4
(∫
V˜ ψ1.ψ¯2
)2
+ O(ε2).
Note that eigenvectors of L(V + εV˜ ) lie, up to O(ε2) terms in
Vect(ψ1,ψ2) −
(L(V ) − λj )−1(1 − Π)V˜ Vect(ψ1,ψ2).
In particular Vect(ψ1,ψ2) changes smoothly with V .
We will define the plane Π by
Π(V ) = Vect(|ψ1|2 − |ψ2|2,ψ1ψ2).
Simple calculations show that Π(V ) is independent on the particular choice of the orthonormal
basis of eigenvectors, and only depends on Vect(ψ1,ψ2). As a consequence, Π(V ) changes
smoothly with V .
3. Vector spaces almost normal to a set
3.1. Definition
Let φ be some Lipschitz continuous function from Bs to R and from Bσ to R. Let
Σ = {x ∣∣ φ(x) = 0}⊂ Bs,
and let
ΣN = Σ ∩ {x = PNx} ⊂RN.
We also define for every ε > 0
Σε = {x ∣∣ dBs (x,Σ) < ε},
and
ΣN,ε = {x ∣∣ x = PNx, dBs (x,ΣN )< ε}.
We will play with three vector spaces: L2 (space where the vector will take their values),
Bσ (space where various error terms will be bounded), and Bs (extra regularity). We will as-
sume
d < σ < s.
In particular Bσ ⊂ L2.
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is called almost normal to Σ if
(H1) for every 1 j  d ′, uj is Lipschitz continuous from Bσ to L2, with Lipschitz constant k0
and continuous from Bs to Bσ ;
(H2) there exists a constant γ > 0 such that for every x ∈ Bσ ,∣∣det((uj (x) ∣∣ uk(x))L2)1j,kd ′ ∣∣> γ ;
(H3) there exists smooth functions α1(x), . . . , αd ′(x), a constant α > 0 and a constant C0 > 0
such that for every x with d(x,ΣN) < α
∣∣∣∣∣∣∣φ(y)∣∣−
√√√√√ d ′∑
j=1
(
uj (x).(y − x) − αj (x)
)2∣∣∣∣∣ C0‖y − x‖2Hσ
for every y ∈ Hs .
3.2. Measure of neighborhoods
Proposition 3.2. Measure estimates. Let s ∈ R being large enough and R > 0. If there exists a
collection of d ′ smooth vector fields u1(x), . . . , ud ′(x) which is almost normal to Σ then there
exists a constant C(R) such that for every ε small enough
μs,R
(
ΣN,ε ∩ Bs(R)
)
 C(R)εd ′ (6)
and
μs,R
(
Σε ∩ Bs(R)
)
 C(R)εd ′ . (7)
Proof. Let η > 0. Let
Mσ = sup
1jd
sup
x∈Bs(R)
∥∥uj (x)∥∥Bσ
which is finite using (H1). Note that for every j , provided σ is large enough,
∥∥uj (x) − PNuj (x)∥∥L2  MσN ,
therefore if we choose N > N0 with
N0 >
Mσ
η
,
we get ∥∥uj (x) − PNuj (x)∥∥ 2 < η.L
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∥∥uj (x) − uj (y)∥∥L2  k0‖x − y‖Bσ  k0Ns−σ ‖x − y‖Bs  2Rk0Ns−σ .
We therefore choose N N1 such that
2k0R
Ns−σ1
 η.
Then for every x ∈ Bs(R) and for every N > N1,∥∥uj (x) − uj (PN(x))∥∥L2  η. (8)
Let
η′ < η
k0
,
where k0 is the Lipschitz constant given by (H1). As PN1Bs(R) is compact it may be covered by
a finite number of balls Bs(xi, η′) of radius η′. Now if x and y are such that PN1(x) and PN1(y)
both are in Bs(xi, η′), then ∥∥uj (x) − uj (y)∥∥L2  3η.
Let
BNi =
(
Bs(xi, η
′) ×RN−N1)∩ Bs(R).
Let us fix some i and introduce
Vi = Vect
(
PN1u1(xi), . . . ,PN1ud ′(xi)
)
.
For x ∈ BNi we define
Ax = (x + Vi) ∩ BNi .
Let
θx = min
x′∈Ax
∣∣φ(x′)∣∣.
Let K be a Lipschitz constant for φ. Assume first θx > Kε. If x0 ∈ Σ and x′ ∈ Ax then∣∣φ(x′) − φ(x0)∣∣= ∣∣φ(x′)∣∣K‖x′ − x0‖Hs
therefore
d(x′,Σ) > θx > ε,
K
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Let us now assume on the contrary θx Kε. Let x′ be a point where θx is attained. Assump-
tion (H3) with x = x′ and y = x′ gives
√ ∑
1jd
∣∣αj (x′)∣∣2 = ∣∣φ(x′)∣∣Kε.
We also have
uj (x
′).y = PN1uj (xi).y +
(
uj (x
′) − uj (xi)
)
.y + (uj (xi) − PN1uj (xi)).y
and ∥∥uj (x′) − uj (xi)∥∥L2  3η,
hence ∣∣∣∣uj (x′).y − αj (x′)∣∣− ∣∣PN1uj (xi).y − αj (x′)∣∣∣∣ 4η‖y‖L2 .
Therefore
∣∣φ(x′ + y)∣∣√ ∑
1jd ′
∣∣PN1uj (xi).y − αj (x′)∣∣2 − 4ηd ′‖y‖L2 − C0‖y‖2Hσ

√ ∑
1jd ′
∣∣PN1uj (xi).y∣∣2 − 4ηd ′‖y‖L2 − C0‖y‖2Hσ − Kε.
Let Wi be a (N1 − d ′)-dimensional vector space, orthogonal complementary of Vi in RN1 for the
usual scalar product (L2 scalar product). Let ej = PN1uj (x), and let us complete (ej )1jd ′ by
an orthonormal basis of Wi , to get a basis (ej )1jN1 of RN1 . Let
Q1(β1, . . . , βd ′) =
∑
1jd ′
∣∣PN1uj (xi).y∣∣2,
where
y =
∑
1jd ′
βj ej ,
Q2(β1, . . . , βd ′) =
∥∥∥∥ ∑
1jd ′
βjPN1uj (xi)
∥∥∥∥
2
L2
and
Q3(β1, . . . , βd ′) =
∥∥∥∥ ∑
′
βjPN1uj (xi)
∥∥∥∥
2
Hσ
.1jd
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Let us also introduce
Q0(β1, . . . , βd ′) =
∑
1jd ′
β2j .
The quadratic forms Q0, Q1, Q2 and Q3 are equivalent since we are in a finite-dimensional
subspace. In particular, if η is small enough, and C1 large enough,
64d ′2η2Q2(β) < Q1(β) < C1Q2(β)
and
Q3(β) C2Q1(β)
for some constant C2. The main point is that all these constants are uniform and depend only on
the constants given by assumptions (H1) and (H2) and not on x. Note first that (H2) is satisfied
for PN1uj (x) and γ /2 instead of γ provided η is small enough.
As the ej are bounded in L2, Q1 is dominated by Q0 with a constant depending only on d ′
and Mσ . On the contrary by Gram Schmidt orthogonalization, using (H2), Q1 is positive definite
(with constants depending only on γ , d and Mσ ) and dominates Q0.
Similarly, using (H2), we see that the components βj of y in the basis ej are uniformly
bounded as ‖y‖L2 remains bounded, therefore Q2 and Q3 are dominated by Q0.
Moreover Q3 Q2 and using (H2), Q2 dominates Q0.
Hence
∣∣φ(x′ + y)∣∣ Q1(β)1/2
2
− C0C2Q1(β) − Kε.
Hence if
C20C
2
2Q1(β) <
1
16
(9)
then
∣∣φ(x′ + y)∣∣ Q1(β)1/2
4
− Kε. (10)
Condition (9) is satisfied if η is small enough (depending on C0, C1 and C2). This gives |φ(x′ +
y)| > ε provided
Q1(β)
1/2 > 4(K + 1)ε
which is satisfied provided
‖y‖L2 > C4(K + 1)ε.
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μN1
(
Ax ∩ ΣN,ε
)
 C(d ′)(K + 1)d ′εd ′
where μN1 is the Lebesgue measure on RN1 . This is valid for any x, with a constant C(d ′)
independent of x. Summing in x and i ends the proof. 
4. End of the proofs
Let us now apply Section 3 to Section 2, first to quasiresonances then to double eigenvalues.
4.1. Proof of Theorem 1.2
In this case
φ = λj + λk − λl.
We take u1 = dφ defined by
u1(V ) = |ψj |2 + |ψk|2 − |ψl |2.
Note that assumptions (H1)–(H3) are satisfied, hence Proposition 3.2 implies Theorem 1.2.
4.2. Proof of Theorem 1.1
In this case
φ = λj − λk.
We choose
u1 = |ψ1|2 − |ψ2|2
and
u2 = ψ1ψ2.
Proposition 3.2 then implies Theorem 1.1.
Remark. Our method being geometric could be used in general context. This explains the general
hypothesis (H1)–(H3) with general αj .
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