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ABSTRACT
We use the OMEGA galactic chemical evolution code to investigate how the assumptions used
for the treatment of galactic inflows and outflows impact numerical predictions. The goal is to
determine how our capacity to reproduce the chemical evolution trends of a galaxy is affected by
the choice of implementation used to include those physical processes. In pursuit of this goal, we
experiment with three different prescriptions for galactic inflows and outflows and use OMEGA
within a Markov Chain Monte Carlo code to recover the set of input parameters that best reproduces
the chemical evolution of nine elements in the dwarf spheroidal galaxy Sculptor. This provides
a consistent framework for comparing the best-fit solutions generated by our different models.
Despite their different degrees of intended physical realism, we found that all three prescriptions can
reproduce in an almost identical way the stellar abundance trends observed in Sculptor. This result
supports the similar conclusions originally claimed by Romano & Starkenburg (2013) for Sculptor.
While the three models have the same capacity to fit the data, the best values recovered for the
parameters controlling the number of Type Ia supernovae and the strength of galactic outflows,
are substantially different and in fact mutually exclusive from one model to another. For the
purpose of understanding how a galaxy evolves, we conclude that only reproducing the evolution of
a limited number of elements is insufficient and can lead to misleading conclusions. More elements
or additional constraints such as the galaxy’s star formation efficiency and the gas fraction are
needed in order to break the degeneracy between the different modeling assumptions. Our results
show that the successes and failures of chemical evolution models are predominantly driven by the
input stellar yields, rather than by the complexity of the galaxy model itself. Simple models such
as OMEGA are therefore sufficient to test and validate stellar yields. OMEGA is part of the Nu-
Grid chemical evolution package and is publicly available online at http://nugrid.github.io/NuPyCEE.
Subject headings: galaxies: abundances – galaxies: evolution – galaxies: dwarf – stars: yields
1. INTRODUCTION
Large spectroscopic stellar surveys, such as SEGUE
(e.g., Yanny et al. 2009), RAVE (e.g., Kordopatis et al.
2013), and APOGEE (e.g., Anders et al. 2014), offer an
opportunity to improve our understanding of the forma-
tion and evolution of the elements in the Milky Way and
its satellite galaxies. These modern surveys combine sev-
eral key attributes – a large number of stars, a coherent
selection that covers different galactic environments, and
a uniform data reduction and analysis. Coupled with
wide-sky-area photometric surveys and the kinematics
of local stellar populations, modern spectroscopic sur-
veys will provide valuable information about the origin
and the evolution of the Milky Way. The breadth and
precision of modern stellar observations require the use of
statistical techniques and sophisticated theoretical mod-
els to untangle the complex relationship between chem-
istry and galaxy evolution. A robust understanding of
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the uncertainties inherent in those models is necessary
in order to provide a measure of confidence in the result-
ing predictions, and to understand which questions can
be reliably answered by the available data and models.
This paper is part of a series that presents a numer-
ical framework for modeling the chemical evolution of
galaxies and for evaluating the reliability of its numeri-
cal predictions (see Coˆte´ et al. 2016c). Our motivation is
to bridge the fields of nuclear physics, stellar evolution,
galaxy evolution, cosmological structure formation, and
modern statistical methods. This framework consists of
a chain of models that so far includes the NuGrid stellar
evolution models which use the JINA ReacLib nuclear
reaction network (Pignatari et al. 2016; Ritter et al. in
prep.), the SYGMA (Stellar Yields for Galactic Modeling
Applications, Ritter et al. in prep.) simple stellar popula-
tion model, the OMEGA (One-zone Model for the Evolu-
tion of GAlaxies, the present paper) single-zone galactic
chemical evolution model, and the STELLAB7 (STEL-
Lar ABundances) module to plot observational data. We
are currently extending our framework to model the hier-
archical growth of galaxies with merger trees taken from
cosmological simulations. One of our goals is to estab-
lish the predictive power of our tools by quantifying how
the uncertainties inherent in the different components of
our framework accumulate and propagate in our chemical
evolution predictions. We also plan to use this frame-
7 See http://nugrid.github.io/NuPyCEE for an introduction.
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2work to test nuclear astrophysics and stellar modeling
assumptions.
In Coˆte´ et al. (2016a), we considered a one-zone closed-
box model and used a Monte Carlo approach to quan-
tify the resulting scatter caused by the uncertainties in
fundamental input parameters, which were mostly asso-
ciated with the modeling of simple stellar populations
(SSPs). Among the seven input parameters explored in
that study, we found that the slope of the high-mass
end of the stellar initial mass function and the number
of SNe Ia per M formed are currently generating the
most uncertainties in our predictions. We refer to Gib-
son (2002), Romano et al. (2005, 2010), Matteucci et al.
(2009), Wiersma et al. (2009), Yates et al. (2013), and
Molla´ et al. (2015) for complementary studies regarding
uncertainties in galactic chemical evolution models. In
this paper, we focus on the impact of modeling assump-
tions in predicting the chemical evolution of local dwarf
spheroidal galaxies, using one-zone open-box models.
Galactic inflows and outflows play a significant role in
shaping the chemical evolution of galaxies (e.g., Tinsley
1980; Prantzos 2008; Matteucci 2014). Introducing in-
flows dilutes the metal content of galactic gas and allows
one to start a model with a smaller gas reservoir, increas-
ing the speed of early chemical enrichment. On the other
hand, outflows remove metals from galaxies and tend to
slow down the growth of their metal content at later time.
These ingredients are usually included in the simulation
of dwarf galaxies, but with different levels of complex-
ity and different numerical methods, including one-zone
models (e.g., Carigi et al. 2002; Lanfranchi & Matteucci
2003, 2004; Fenner et al. 2006; Gibson 2007; Lanfranchi
& Matteucci 2010; Lanfranchi et al. 2006; Vincenzo et
al. 2014; Homma et al. 2015; Kobayashi et al. 2015; Ural
et al. 2015a), semi-analytical models (e.g., Romano &
Starkenburg 2013; Romano et al. 2015), and hydrody-
namical simulations (e.g., Kawata et al. 2006; Marcolini
et al. 2008; Revaz et al. 2009; Pilkington et al. 2012;
Revaz & Jablonka 2012; Hirai et al. 2015; Revaz et al.
2016).
Even in one-zone models, there are several ways to im-
plement galactic inflows and outflows. The goal of this
paper is to determine whether the choice of implemen-
tation affects our ability to reproduce observed chemical
evolution trends. To do so, we target Sculptor, a dwarf
spheroidal galaxy that is a satellite of the Milky Way.
Because it is a low-mass system (Battaglia et al. 2008;
Strigari et al. 2010), Sculptor must have been strongly
affected by galactic outflows during its evolution (e.g.,
Shen et al. 2012; Muratov et al. 2015; Angle´s-Alca´zar et
al. 2016), which offers a good opportunity to test our dif-
ferent outflow models. This dwarf galaxy has been sim-
ulated many times in the past (Lanfranchi & Matteucci
2003, 2004; Fenner et al. 2006; Kawata et al. 2006; Gib-
son 2007; Romano & Starkenburg 2013; Vincenzo et al.
2014; Homma et al. 2015; Kobayashi et al. 2015; Revaz et
al. 2016) and therefore represents a testbed for our new
chemical evolution model. In addition, the quality and
quantity of observational data available for this galaxy
(see Section 4.1) allows us to better define the quality of
our numerical predictions.
To conduct our experiment, we use three different im-
plementation options for the circulation of gas and try to
fit the observed stellar abundances of nine elements using
OMEGA, our chemical evolution code. To be rigorous in
our comparisons, we combine OMEGA with the Markov
Chain Monte Carlo (MCMC) code described in Foreman-
Mackey et al. (2013) to derive the set of parameters for
each model that best fits the observed stellar abundances
in Sculptor. All numerical predictions and observational
data shown in this work are normalized to the solar com-
position found in Grevesse & Noels (1993), which is the
one adopted in NuGrid models (see Pignatari et al. 2016).
The use of the MCMC technique is based on a stochas-
tic exploration of the parameter space, and offers several
advantages for the analysis of our numerical framework.
As an example, in addition to determining the set of
input parameters that best reproduces observations, an
MCMC calculation provides the plausible range of values
and the plausible correlations in the parameter space. As
a result, one can examine the consistency between differ-
ent modeling assumptions and identify the degeneracies
between parameters, which offer a complete and detailed
view of the properties of a model.
This paper is organized as follows. We present in Sec-
tion 2 the OMEGA single-zone chemical evolution model
along with three prescriptions for the implementation of
galactic inflows and outflows. In Section 3, we describe
the general workflow of an MCMC calculation and ex-
plain the meaning of its outputs. The results of the
coupling between OMEGA, the MCMC code, and the
stellar abundances observed in Sculptor are presented in
Section 4. We discuss our findings in Section 5 and then
present our conclusions in Section 6.
2. THE OMEGA CODE
OMEGA (One-zone Model for the Evolution of GAlax-
ies) is a Python code designed to reproduce in a simple
way the chemical evolution of local galaxies with known
star formation histories (SFHs). It is part of a numerical
pipeline that aims to create connections between the ar-
eas of nuclear physics, stellar evolution, galaxy formation
and evolution, and observations. The closed-box version
of OMEGA and our assumptions regarding the treatment
of SSPs using SYGMA (Stellar Yields for Galactic Mod-
eling Applications, Ritter et al. in prep.) are described
in detail in Coˆte´ et al. (2016a). In the following sec-
tions, we present the open-box version of the code along
with three different implementations for the treatment
of galactic inflows and outflows. SYGMA, OMEGA,
and STELLAB, our observational data plotting tool,
are available online as part of the NuPyCEE8 (NuGrid
Python Chemical Evolution Environment) package.
2.1. The Main Equation
Because OMEGA is a one-zone model, it is straight-
forward to describe its evolution. At every time t, the
mass of the gas reservoir, Mgas, is updated to a new time
t+ ∆t by solving the equation
Mgas(t+ ∆t) = Mgas(t)+[
M˙in(t) + M˙ej(t)− M˙?(t)− M˙out(t)
]
∆t, (1)
where ∆t is the duration of the timestep. From left to
right, the four terms in brackets represent the inflow rate
8 http://github.com/NuGrid/NuPyCEE
3of gas into the galaxy (M˙in), the rate at which stars re-
lease mass into the galaxy (M˙ej), the star formation rate
(SFR; M˙?), and the rate at which gas flows out of the
galaxy as a result of stellar feedback (M˙out). This equa-
tion is used in all of our three implementations of galactic
inflow and outflow (see next sections). As in Coˆte´ et al.
(2016a), the stellar ejecta rate includes the mass ejected
from all SSPs that have been formed by time t, where
the age, mass, and metallicity of each SSP is taken into
account using SYGMA (Ritter et al. in prep.). The SFH
is taken from observations (de Boer et al. 2012 for Sculp-
tor) and is an input to the model. The unknowns of
equation (1) are the total mass of gas and the inflow and
outflows rates. The presence of gas stripping during the
evolution of our galaxies is not included in equation (1),
but we refer to Section 5.5 for a discussion. We refer to
Angle´s-Alca´zar et al. (2016) for a more realistic view of
the gas circulation processes throughout the evolution of
galaxies.
The mass of each element ejected by stars is calculated
using the stellar yields described in Section 2.5. We as-
sume uniform mixing but we consider the different delay
times between the formation of stars and the release of
their ejecta. The mass locked away by star formation and
ejected by galactic outflows at time t possess the chem-
ical composition of the gas reservoir at that time. For
galactic inflows, we assume a primordial composition.
2.2. Simple Inflow/Outflow Model
This model, which we hereafter refer to as the IO
model (for Inflow and Outflow), considers constant ra-
tios between the star formation rate, galactic inflow, and
galactic outflow throughout the evolution of the galaxy.
Assuming that galactic outflows are driven entirely by
stellar activity, the outflow rate is derived from the SFR
(e.g., Murray et al. 2005),
M˙out(t) = ηM˙?(t), (2)
where η is the mass-loading factor and is a free parame-
ter. This parametrization has been used many times in
hydrodynamical simulations and in semi-analytical mod-
els of galaxy formation and evolution (see Somerville &
Dave´ 2015 and references therein). Using equation (2)
alone, however, is not representative of galaxies substan-
tially more massive than the Milky Way, since the gas
dynamics in such high-mass systems is believed to be
driven by active galactic nuclei feedback, which is not
strongly coupled to the star formation rate (e.g., Fabian
2012).
We recall that we take into account the delay between
star formation and the release of stellar ejecta. There-
fore, to be more realistic, the galactic outflow rate should
be proportional to the rate of mechanical energy injected
by stars (e.g., Yates et al. 2013; Coˆte´ et al. 2015). Other-
wise, when the outflow rate is proportional to the SFR,
as in our model, a stellar population releases its ejecta
after the occurrence of the galactic outflow triggered by
that population. We tested a delayed-outflow prescrip-
tion where the rate was proportional to M˙ej but found no
major difference in our results. This is mainly because
our one-zone model does not calculate the interplay be-
tween stellar feedback, star formation, and gas flows be-
tween different gas components (e.g., between the cold
and hot phases in semi-analytical models). More com-
plex galaxy models that self generate the SFH are sen-
sitive to different outflow prescriptions (see Yates et al.
2013). However, delayed outflows could also alter the
chemical evolution predicted by OMEGA when consid-
ering episodic SFHs with short periods or SFHs that de-
cline on a shorter timescale than in the case of Sculptor.
In the IO model, we impose a proportionality between
the rates of gas inflow and outflow in the galaxy,
M˙in(t) = ξM˙out(t). (3)
where ξ is a free parameter used to regulate the relative
intensity of inflowing material. In theory, the star forma-
tion rate should be proportional to the inflow rate and
the latter should scale with the total mass of the galaxy,
including its dark matter halo. However, in order to eas-
ily mimic the evolution of observed galaxies, the SFH is
an input to our model and is not calculated from the in-
flow rate. The relation between inflows and outflows in
the IO model (equation 3) is therefore a way to link the
star formation rate to the inflow rate, as the outflow rate
is directly proportional to the star formation rate (see
equation 2). Furthermore, the total mass of the galaxy
is not included in the equations of the IO model (but see
Section 2.4).
Once the initial mass of gas at t = 0 is set manually,
equation (1) can be used to calculate the evolution of the
gas reservoir and chemical abundances at every timestep.
We note that this model represents a simplification, since
the star formation process also depends on the physical
conditions of the interstellar medium (e.g., McKee & Os-
triker 2007; Suwannajak et al. 2014), which we do not
consider. We refer to Section 5.5 for a discussion on ne-
glected physical processes.
2.3. Star Formation Model
Star formation in galaxies is tightly correlated to the
density of the interstellar medium (Schmidt 1959; Kenni-
cutt 1998). This so called Kennicutt-Schmidt law is used
in almost every semi-analytical model of galaxy evolu-
tion, in the adapted form of(Kauffmann et al. 1993, 1999;
Cole et al. 1994, 2000; Springel et al. 2001; Baugh 2006;
Somerville & Dave´ 2015)
M˙?(t) = ?
Mgas(t)
τ?
, (4)
where ? and τ? are the star formation efficiency and
the star formation timescale, respectively. In this model,
hereafter referred to as the SF model (for Star Forma-
tion), ? and τ? are both constant quantities and are thus
merged into a single constant free parameter,
f? =
?
τ?
. (5)
Since M˙? is known at every timestep, equation (4) can
then be inverted and used to calculate the mass of gas
at any time t. In this model, we still use equation (2) to
set the outflow rate.
Since the mass of gas is now a known quantity, equa-
tion (1) is rearranged in order to solve for the inflow
rate at each timestep. This approach has also been used
by others to calculate the chemical evolution of local
dwarf spheroidal galaxies (Fenner et al. 2006; Gibson
42007; Homma et al. 2015), since it ensures a coherent
connection between the SFR and all the different terms
found in equation (1). In the case of Sculptor, the star
formation rate eventually drops to zero after several Gyr
of evolution (de Boer et al. 2012). With the SF model,
and also with our third model described in Section 2.4,
this implies that the mass of gas will also drop to zero at
the end of our simulations. During the last timesteps, if
the inflow rate becomes negative in order to empty the
gas reservoir, the inflow rate is set to zero and the outflow
rate is momentarily increased (see Homma et al. 2015).
Although this gas removal is rather artificial, it could in
principle be associated with a gas stripping process (see
Section 5.4).
2.4. Mass Assembly Model
In the ΛCDM hierarchical scenario, low-mass dark
matter halos form at high redshifts and progressively in-
crease their mass via mergers (Blumenthal et al. 1984;
Mo & White 2002; Ciardi & Ferrara 2005). The stellar
component of galaxies are typically found at the center
of each galaxy’s dark matter halo. Although baryons and
dark matter behave differently, galaxies and dark matter
halos should have similar merger histories, in terms of
how many mergers occur as a function of time. Within
this framework, galactic chemical evolution in an open
box is not only about including gas inflows and outflows
as in the IO and SF models, but is also about considering
the time evolution of the total mass of the system. The
mass of the dark matter halo has a significant impact
on the evolution of galaxies (e.g., Behroozi et al 2013;
Moster et al. 2013; Munshi et al. 2013). In particular,
compared to Milky Way-size galaxies, low-mass galaxies
with their shallow gravitational potential wells are more
vulnerable to stellar feedback (e.g., Mac Low & Ferrara
1999; Stinson et al. 2009; Hopkins et al. 2014). Our last
model, hereafter referred to as the MA model (for Mass
Assembly), is an extension of the SF model where we
include a simplified version of the hierarchical scenario
in order to account for the impact of dark matter on
galactic outflows and star formation timescales.
2.4.1. Mass-Dependent Mass-Loading Factor
When a simulated galaxy grows significantly during its
lifetime, it becomes important to add a mass dependency
to the mass-loading factor η. Although the typical ob-
served values for this parameter usually range between
0.01 and 10 (Veilleux et al. 2005), simulations suggest
that η can reach values up to ∼ 100 in the case of dwarf
galaxies (e.g. Shen et al. 2012; Muratov et al. 2015).
In this model, equation (2) is still used to calculate the
galactic outflow rate, but the constant η associated with
the IO model is substituted by the redshift- and mass-
dependent η defined in this section. Following the devel-
opment of Murray et al. (2005), the mass-loading factor
can be defined as
η ∝ v−γout, (6)
where vout is the velocity of the outflowing material. Ac-
cording to Murray et al. (2005), γ = 1 or 2 when outflows
are either driven by the transfer of momentum or by the
energy emerging from stellar activity. However, in our
model, we consider γ as a free parameter that we call
the mass-loading power-law index.
Observations and simulations have shown that vout is
proportional to the rotation velocity of galaxies (Martin
2005) and therefore to the circular velocity Vvir of the
host virialized systems (Muratov et al. 2015). This last
velocity is defined by the Virial theorem,
V 2vir =
GMvir
Rvir
, (7)
where G, Mvir, and Rvir are the Newton gravitational
constant and the mass and radius of the virialized sys-
tem, respectively. Following White & Frenk (1991), the
virial radius can be defined by
Rvir = 0.1H
−1
0 (1 + z)
−3/2Vvir, (8)
where H0 and z are the present-day value of the Hubble
parameter and the redshift, respectively. By substituting
this last relation in equation (7) and by solving for Vvir,
the mass-loading factor defined in equation (6) can be
rewritten as
η(z) = CηM
−γ/3
vir (1 + z)
−γ/2, (9)
where Mvir also varies with redshift (see Section 2.4.2).
Redshift is converted into time using the WMAP5 cos-
mological parameters (Dunkley et al. 2009). The nor-
malization constant Cη is calculated by
Cη = η(z = 0)M
γ/3
vir , (10)
where η(z = 0), the value of η at the end of a simulation,
is the actual free parameter regulating the strength of the
outflows. We refer to Hopkins et al. (2012) and Muratov
et al. (2015) for alternate mass-loading factor relations,
which are derived from hydrodynamic simulations.
2.4.2. Averaged Accretion History
As opposed to old stars, which track the SFH of galax-
ies, there is no clear observational evidence to directly
constrain the evolution of the gas content of a specific
galaxy as a function of its age. It is even more diffi-
cult to derive its dark matter mass assembly, which is
nevertheless an essential part of setting the efficiency of
galactic outflows. The evolution of dark matter halos can
be captured by large-scale numerical simulations, such as
Millennium I and II (Springel et al. 2005; Boylan-Kolchin
et al. 2009), Bolshoi (Klypin et al. 2011), the Illustris
(Vogelsberger et al. 2014) and EAGLE (Schaye et al.
2015) projects9, and the Caterpillar project (Griffen et
al. 2016). In this work, we use the average accretion rate
extracted from the Millennium II simulation by Fakhouri
et al. (2010) to follow the evolution of the mass of dark
matter, MDM, as a function of time,
M˙DM = 46.1
(
MDM
1012 M
)1.1
(1 + 1.11z)
√
(Ωm(1 + z)3 + λ [M yr−1] . (11)
The values for the mass and dark energy densities, Ωm
and λ, are taken from Dunkley et al. (2009).
We integrated equation (11) several times with differ-
ent initial MDM values at z = 14 and built a database
of pre-calculated mass evolution paths for dark matter
9 The Illustris and EAGLE simulations also include baryons.
5TABLE 1
Best Values of the Free Parameters, Along with their 68 % Confidence Intervals, used in
our Models to Fit the Chemical Evolution of Sculptor
Parameter Description
Best value
IO model MA model SF model
NIa Number of SNe Ia [10
−3 M−1 ] 2.6
+0.6
−0.3 1.6
+0.2
−0.2 1.0
+0.2
−0.1
Mtrans Minimum stellar initial mass for CC SNe [M] 11.0+0.6−0.6 10.3
+0.7
−0.7 10.9
+0.5
−1.2
η Mass-loading factor (ratio between M˙out and M˙?) 6.0
+3.4
−2.0
a41.0+8.1−7.0 15.7
+2.5
−1.0
ξ Ratio between the inflow and outflow rates 1.70+1.3−0.3 < 1.1 > < 1.0 >
Mgas Initial mass of the gas reservoir [106 M] 8.0+3.3−2.1 1.4 3.4
f? Star formation efficiency [10−10 yr−1] < 0.37 > < 4.8 > 6.1+13.2−1.3
R?,dyn Ratio between ? and fdyn — 0.095
+0.18
−0.03 —
γ Mass-loading power-law index — 3.3+0.5−0.8 —
Note. — Values in boldface are associated with the parameters included in the MCMC calculation,
where the best values correspond to the peak values of the resulting probability distribution functions. The
values in normal character were calculated by the model and extracted, when possible, from a simulation
ran with the best set of parameters. Values in brackets represent an average over the entire active star
formation period. All models are described in Section 2.
a This is only the final value at the end of the simulations. The average value is 26.8.
halos. In the MA model, the key parameter defining the
evolution of MDM is the dark matter mass at z = 0.
From this parameter, the code interpolates the database
to select the appropriate averaged mass evolution path.
As a result, the complete mass evolution of dark mat-
ter as a function of time is known before running an
OMEGA simulation. For the current dark matter mass
of Sculptor we use the estimated mass provided by Stri-
gari et al. (2010). Throughout this paper, we assume
that MDM ∼Mvir since dwarf galaxies are typically dom-
inated by dark matter (e.g., Behroozi et al 2013; Moster
et al. 2013; Munshi et al. 2013). We therefore substituted
Mvir by MDM in equation (9) in all of our simulations.
2.4.3. Time-Dependent Star Formation Timescale
As in several semi-analytical models, we assume that
τ?, the star formation timescale, is proportional to the
dynamical timescale, τdyn, of the whole virialized system
(e.g. Kauffmann et al. 1999; Cole et al. 2000; Springel
et al. 2001), which includes dark matter and baryons.
With τdyn ≈ Rvir/Vvir, which can be extracted from
equation (8), the star formation timescale can be defined
by
τ? = fdynτdyn ≈ 0.1fdynH−10 (1 + z)−3/2. (12)
In the MA model, equation (4) is still used to calcu-
late the mass of gas at each timestep, but the constant
τ? associated with the IO model is substituted by the
redshift-dependent τ? defined in equation (12). Since ?,
used in equation (4), and fdyn are both constant quan-
tities, we merged them into a single parameter defined
by
R?,dyn =
?
fdyn
. (13)
With this prescription, the mass of the gas reservoir will
generally tend to increase with time, unless the star for-
mation rate drops to zero, in which case the mass of gas
will also drop to zero.
2.5. Stellar Yields
As the foundation of our chemical evolution simula-
tions, we used the stellar yields calculated by the Nu-
Grid collaboration for low- and intermediate-mass stars
and for massive stars (Ritter et al. in prep.). This con-
sistent set of yields includes five initial metallicities from
Z = 10−4 to 0.02 in mass fraction and 12 stellar mod-
els per metallicity with initial masses from 1 to 25 M.
For this study, we used the yields associated with ver-
sion 1.0 of the online NuPyCEE package (see Section 2
for links) and chose the set of core-collapse supernova
(CC SN) yields that has been calculated with a mass-cut
prescription based on the electronic fraction (Ye) in the
stellar interior. The mass-cut represents the location in-
side a massive star where the explosion is launched. For
all explosive yields, we set the mass-cut to the location
where Ye = 0.4992. We refer to Pignatari et al. (2016)
and Ritter et al. (in prep.) for explosive yields with an
alternative mass-cut prescription.
The minimum mass for CC SNe (Mtrans), setting the
transition between intermediate-mass and massive stars,
is left as a free parameter for the MCMC calculations and
is allowed to range from 8 to 12 M (see Section 4.2.3).
Throughout this paper, we assume that stars more mas-
sive than 30 M produce black holes and do not con-
tribute to the stellar ejecta (see Section 3.9.1 in Coˆte´
et al. 2016a for a discussion). The stellar models at
Z = 10−4, the lowest metallicity provided by NuGrid,
are used at the beginning of each simulation until the
metallicity of the gas reservoir reaches Z = 10−4. Be-
yond this point, stellar yields are interpolated as a func-
tion of metallicity.
The ejecta of Type Ia supernovae (SNe Ia) has been
generated by combining the yields of Thielemann et al.
6Fig. 1.— Diagram of how the Markov Chain Monte Carlo algorithm works for a model with two parameters, X1 and X2. Left panel:
Walkers are distributed randomly in the allowed parameter space. The red dot corresponds to the solution that provides the best fit
between the model and the data, which is unknown prior the calculation. Middle panel: Walkers explore the parameter space to find
the best solution. Their displacement is based on probability and random numbers, and controlled by the relative goodness of the fits
associated with the walker’s current and potential future positions. Right panel: Contours are drawn to quantify how frequently walkers
traversed each portion of the parameter space.
(1986) to a power-law delay-time distribution (DTD)
function in the form of t−1. This choice of DTD function
is motivated by several observational studies (see Maoz
et al. 2014 and Table 4 in Coˆte´ et al. 2016a) and by
the higher SNe Ia rates observed in bluer galaxies (Man-
nucci et al. 2005; Li et al. 2011), which implies a prompt
appearance of SNe Ia in stellar populations. We refer to
Coˆte´ et al. (2016a) for more information about our SNe Ia
implementation and for references regarding alternative
DTD functions. The normalization of the DTD function,
the total number of SNe Ia per stellar mass formed (NIa),
is left as a free parameters for the MCMC calculations
and is allowed to range from 0 to 6× 10−3 M−1 .
3. MARKOV CHAIN MONTE CARLO
MCMC methods are a class of algorithms that sam-
ple from a probability distribution to generate a random
walk in the parameter space of a model. This is often
used to find the parameters of a model that best fits a
certain collection of data (Metropolis et al. 1953; Hast-
ings 1970; Gilks et al. 1998). In our case, the model is
OMEGA and the data are the stellar abundances ob-
served in Sculptor (see Section 4). With an MCMC cal-
culation, the best set of parameters is given in terms
of probability distribution functions (PDFs) that can
be used to quantify the likely values of each parame-
ter. This approach has already been used in different
areas of astrophysics, such as cosmology (Dunkley et al.
2005), cosmic rays (Putze et al. 2010), active galactic
nuclei (Reynolds et al. 2012), Milky Way satellites (Ural
et al. 2015b), and semi-analytical models of galaxy for-
mation (Kampakoglou et al. 2008; Go´mez et al. 2014;
Henriques et al. 2009, 2013). For the present paper, we
used the publicly-available MCMC code emcee (Good-
man & Weare 2010; Foreman-Mackey et al. 2013)10 for
maximum likelihood estimation.
3.1. General Workflow of an MCMC Calculation
Figure 1 illustrates the main steps of an MCMC cal-
culation. First, a certain number of coordinates are cho-
sen randomly within the parameter space of the model
10 http://dan.iel.fm/emcee, https://github.com/dfm/emcee
(left panel). Those initial coordinates are called walk-
ers as they all represent the starting point (Θ0) of an
exploratory itinerary, or a series of displacements inside
the parameter space, that will be followed step by step
by the MCMC code. At each step, for each walker, a
new set of parameters (Θnew) is obtained by generating
random perturbations around the walker’s current po-
sition (Θcur). The question then is whether the walker
will remain at its current location or move to the new
set of parameters. This decision is taken by calculating
a probability that defines the goodness of Θnew in fit-
ting the data, which is done with a likelihood11 function
that quantifies the offsets between the predictions and
the data. If Θnew produces a better fit than Θcur, there
will be a high probability for the walker to take the step
and move to the new coordinate. But if the new fit is
worse, the probability will be low (but non-zero). Once
the probability is known, a random number is generated
and associated with that probability to determine if the
walker moves to the new location or stays at its current
location (see Foreman-Mackey et al. 2013 for more de-
tails). Those operations are repeated over and over until
the optimal solution is found (middle panel of Figure 1).
Because the trajectories are calculated in a probabilis-
tic manner, the end point of the walkers, or their final
destination, is not meant to be the best solution. In other
words, once the walkers isolate the best area in the pa-
rameter space, they start to explore the different nearby
solutions. However, since the walkers are attracted to-
ward the best set of parameters (e.g., the red dot in Fig-
ure 1), they will still mostly be found near that specific
solution. Once an MCMC calculation is over, the trajec-
tory of all walkers are combined and transformed into a
density map, such as the one shown in the right panel of
Figure 1. This is done by calculating how many times
walkers have been found within a certain area of the pa-
rameter space. For example, the 95% contour means
that the walkers have spent 95% of their time, or steps,
within the considered area. These percentages actually
11 The likelihood function adopted in this work as
well as an explanation of how it is used for maximum
likelihood estimation in the emcee code can be found
at http://dan.iel.fm/emcee/current/user/line/#maximum-
likelihood-estimation.
7Fig. 2.— Probability distribution of the input parameters of the IO model that provides the best fit with the chemical evolution of
Sculptor. The upper panel of each column shows the projected distribution of each parameter, where the Y axis is in arbitrary units. The
parameters are the mass-loading factor (η), the initial mass of gas (Mgas), the ratio between inflow and outflow rates (ξ), the number of
SNe Ia per stellar mass formed (NIa), and the minimum mass for CC SNe (Mtrans).
represent the confidence levels or the probability of hav-
ing found the best set of parameters. In addition, the
shape on the contours highlights the degeneracy between
the parameters, as will be shown in Section 4.
3.2. Convergence
The number of walkers and the number of steps con-
sidered in an MCMC calculation can have a significant
impact on the results (see Foreman-Mackey et al. 2013).
Walkers can be trapped in local maxima and miss the op-
timal solution. Therefore, if not enough walkers are used,
the solutions found by the MCMC calculation may not
be a good representation of the entire parameter space.
Also, if not enough steps are followed, the walkers may
not have enough time to find the best set of parameters.
In all of the simulations presented in this work, we made
several tests to ensure we have reached convergence, in
the sense that the best fit recovered by the MCMC calcu-
lations is not significantly modified by considering more
walkers or more steps.
4. APPLICATION TO SCULPTOR
In this section we present the results of our MCMC cal-
culations for each of the models described in Section 2.
We considered 480 walkers and followed them for 900
steps, corresponding to more than 400,000 chemical evo-
lution simulations per model. The list of parameters in-
cluded in the MCMC calculations along with their best
values are presented in Table 1. In addition to the pa-
rameters described in Section 2, we also included the
number of SNe Ia per stellar mass formed (NIa) and the
minimum mass for CC SNe (Mtrans), which are common
is all three models.
During the process of quantifying goodness of fit
between the data and a given model, more weight has
been paid to the data points that have the smallest
error bars and to the regions in the [X/Fe] vs [Fe/H]
space that have the highest concentration of data points
(e.g., [Fe/H] & −2.5). The overall statistical weight
of each element is defined by both the number of data
points and their precision. This work represents the first
exploratory steps of coupling our chemical evolution
tools with an MCMC code, which is why we only
included nine elements (O, Mg, Si, Ca, Ti, Cr, Mn, Ni,
and Co) for the observational constraints in our MCMC
calculations and only focused on one galaxy.
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Fig. 3.— Best fit for the chemical evolution of Sculptor using the IO (blue), MA (green), and SF (red) models, for nine elements.
Observational data come from Frebel et al. (2010, blue crosses), Kirby et al. (2010, cyan crosses), Starkenburg et al. (2013, purple circles),
Jablonka et al. (2015, green circles), and Hill et al. (priv. comm., red circles).
4.1. Sculptor Data
There are now several detailed chemical analyses from
high quality spectra of red-giant-branch stars in Sculptor
(Shetrone et al. 2003; Frebel et al. 2010; Tafelmeyer et
al. 2010; Starkenburg et al. 2013; Jablonka et al. 2015;
Sku´lado´ttir et al. 2015a,b; Hill et al. in prep.) Most of
these analyses have been done with high signal-to-noise
ratios (> 50) and with high resolution (R > 45 000)
VLT-UVES spectroscopy, though some are from lower
resolutions (Magellan-MIKE spectra with R ∼ 32 000,
VLT-FLAMES-GIRAFFE spectra with R ∼ 20 000, and
VLT-Xshooter spectra with R = 11 000). Regardless of
the source, these analyses paint a similar picture of an
early chemical evolution dominated by massive stars in
a well mixed interstellar medium. Jablonka et al. (2015)
suggest that the early chemical evolution of Sculptor was
similar to that of other classical dwarf galaxies and the
Milky Way halo, at least for the majority of old stars
(80 %).
To mimic the evolution of Sculptor with OMEGA, we
used the SFH provided by de Boer et al. (2012) as an
input. The estimated total (dark matter + baryons)
mass of 1.5 × 109 M for this galaxy, which is needed
for the MA model, has been taken from Strigari et al.
(2010). This is higher than the enclosed dynamical mass
of ∼ 3 × 108 M derived observationally by Battaglia
et al. (2008). However, in order to be consistent with
the relation used in our model for the evolution of dark
matter (see equation 11), we decided to use the mass de-
rived by Strigari et al. (2010) to consider the entire dark
matter halo, which should extend beyond the maximum
observable radius defined by the stars. As described in
Section 2.4 for the MA model, the dark matter halo mass
is only used to introduce a time dependence to the mass-
loading factor. The exact value of the dark matter con-
tent of Sculptor is therefore not so important, since the
evolution of the mass-loading factor as a function of time
is scaled by the input parameter η.
4.2. The IO Model Results
Figure 2 presents the results of the MCMC calculation
with the IO model, where each panel shows the probabil-
ity distribution of a pair of two input parameters. The
values located within the brightest regions represent the
most probable solution for fitting the stellar abundances
observed in Sculptor. The histogram on top of each col-
umn is a projection of the parameter labeled at the bot-
tom of that column, from which the confidence interval of
the best solution is extracted. A narrow distribution im-
plies that the MCMC calculation efficiently constrained
the considered parameter. On the other hand, if the
distribution is relatively broad, the best solution is not
9Fig. 4.— Impact of inflows (upper panel) and outflows (lower
panel) on the predicted evolution of Si as a function of [Fe/H] for
the IO model. The best fit resulting from the MCMC calculation
is given by the solid line. The observational data are the same as
in Figure 3. The rate ratio between inflows and outflows (ξ) is
limited to a minimum value of ∼ 1.1, below which not enough gas
is introduced in the system to sustain the star formation history.
unique and a reasonable fit can be achieved by using a
range of values (see also Homma et al. 2015).
The blue lines in Figure 3 present the best fit that we
can recover with the IO model, given our choice of stellar
yields. The bump seen in our alpha element predictions
at [Fe/H] < −3 is caused by the ejecta of our 20 M stel-
lar model associated with the lowest metallicity provided
by NuGrid (Z = 10−4). This feature is visible with all
three galaxy models since they use the same set of stellar
yields. Because of the relatively high remnant mass of
the 20 M model compared to the adjacent 15 and 25 M
models, most of the iron located in its core is not ejected,
which leads to an ejecta with a higher [α/Fe] ratio. The
bump therefore represents the interpolated transitions
between the 25, 20, and 15 M models. At [Fe/H] < −3,
the composition of the gas reservoir still shows the sig-
nature of individual massive star models, while at later
times the gas reservoir represents a mixture of ejecta pro-
duced by many different stellar populations. The shape
of numerical predictions highly depends on stellar yields
(e.g., Romano et al. 2010; Molla´ et al. 2015). Features
such as the bumps seen in Figure 3 could completely dis-
appear if different stellar models were selected in our set
of yields (see Coˆte´ et al. 2016b).
4.2.1. Degeneracy Between Inflows and Outflows
As seen in Figure 2, there are correlations between
some of the parameters. The degeneracy between the
strength of outflows (η) and strength of inflows (ξ) is
caused by two constraints. First, the walkers search for
a solution where most of the observed stars are covered
by the prediction. Second, the walkers avoid solutions
that predict the formation of stars at [Fe/H] & −1, since
such high-metallicity stars are not observed in Sculptor.
In other words, the MCMC calculation favours solutions
where numerical predictions have a maximum [Fe/H]
value similar to observations. Although inflows and
outflows are two different processes in terms of galaxy
evolution, they both modify the high-metallicity end of
our predictions in a similar way (see Figure 4). Galac-
tic outflows remove iron from the galaxy and thus re-
duce the maximum [Fe/H] value (see also Andrews et
al. 2016), whereas primordial gas inflows add hydrogen
to the galaxy and dilute the metal content of the gas,
which, if inflows occur before the end of the star-forming
period, also reduces the maximum [Fe/H] value. There
are then several possible combinations that can be used
to adjust the final [Fe/H] value in our simulations, thus
creating the degeneracy between η and ξ.
As seen in Figure 4, modifying the rates of inflows
and outflows simply results in stretching or shrinking
the high-metallicity end of numerical predictions along
the [Fe/H] axis. As a matter of fact, in our model, these
processes do not significantly modify the metal compo-
sition of the gas reservoir. Even if outflows eject metals
from the galaxy, the abundance ratios remain the same
because of our uniform mixing assumption. In the case
of inflows with primordial composition, only hydrogen
and helium are added to the system, which also do not
modify the relative composition of the metals.
4.2.2. Degeneracy Between Models
In addition to the degeneracy seen between the differ-
ent input parameters, there is also a degeneracy between
our models (see Section 5.4), in the sense that a simi-
lar answer can be recovered by either the IO, the MA,
or the SF model (see Figure 3). This is consistent with
the work of Romano & Starkenburg (2013), who used
the Munich semi-analytical model on top of the Aquar-
ius large-scale dark matter simulations (Springel et al.
2008a,b). They considered four Sculptor-like galaxies in
a cosmological framework and compared their predicted
chemical evolution with a model similar to OMEGA in
terms of relative complexity. Although the different mass
assembly and SFHs associated with the four Sculptor-like
galaxies generated significant scatter in the predictions,
their global chemical evolution trends were all similar
and consistent with the ones generated by their simple
model. Our results therefore reinforce the original find-
ings of Romano & Starkenburg (2013), who showed that
different galaxy evolution models have limited impact on
the chemical evolution of dwarf systems such as Sculptor.
At this point, even if we do not know which model
is more physically valuable, we can definitely conclude
that something is wrong with Cr at low [Fe/H] (see
Figure 3), as the MCMC calculations failed to find a
way to remove the discrepancy. The over-production of
Cr in our predictions compared to observation originates
from the stellar yields used in this work, which are
the same for all three models. This demonstrates that
simple chemical evolution models, such as OMEGA, are
sufficient to test new sets of stellar yields and to probe
nuclear astrophysics in a galactic chemical evolution
context (see Section 5.6).
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Fig. 5.— Probability distribution of the input parameters of the MA model that provides the best fit with the chemical evolution of
Sculptor. The upper panel of each column shows the projected distribution of each parameter, where the Y axis is in arbitrary units. The
parameters are the final value of the mass-loading factor (η), the ratio between ? and τdyn (R?,dyn), the mass-loading power-law index
(γ), the number of SNe Ia per stellar mass formed (NIa), and the minimum mass for CC SNe (Mtrans).
4.2.3. Minimum Mass for CC SNe
The range considered for the minimum mass of CC SNe
(Mtrans), which has initially been set to cover from 8 to
12 M, is probably too narrow for the MCMC calcula-
tion. As a matter of fact, as seen in Figure 2, the Mtrans
PDF is incomplete and should extend beyond 12 M.
However, we decided not to increase this upper limit, as
other works strongly indicate that 12 M is already too
high for producing AGB stars (see Timmes et al. 1996;
Poelarends et al. 2008; Smartt 2009; Jones et al. 2013;
Farmer et al. 2015; Woosley & Heger 2015). This feature
occurs because the MCMC code tries to recover the best
possible fit, regardless of the physical meaning of the pa-
rameters. The unrealistic Mtrans values resulting from
the MCMC calculation indicate that important physical
ingredients are missing the IO model, which is our most
simplistic model. However, this does not alter the main
message of our paper (see Section 5.2).
4.3. The MA Model Results
Figure 5 shows the results of the MCMC calculation
with the MA model, which is our most complex model.
The best values given by this model, for η and NIa are
different from the ones given by the IO model (see Ta-
ble 1). It is worth recalling, however, that the mass-
loading factor is evolving with time in the MA model.
The η parameter therefore only refers to the final value
at the end of the simulation. But, since its average value
is 26.8, the IO and MA models still predict different val-
ues. Despite these inconsistencies, these two models, as
well as the SF model (see Section 4.4), generate similar
predictions when using their specific best parameters (see
Figure 3). We note that the values shown for η through-
out this work are not affected by the artificial gas removal
occurring during the last timesteps (see Section 2.3).
The bump seen at [Fe/H] < −3 in the predictions of al-
pha elements (see Section 4.2) with the MA model (green
lines) is shifted toward higher [Fe/H] values compared to
the predictions of the IO model (blue lines). This is be-
cause the MA model uses a lower initial mass of gas (see
Mgas in Table 1), which decreases the initial amount of
hydrogen. In our models, the SFH is fixed regardless of
the initial mass of gas, which always produce the same
initial amount of Fe. Therefore, less gas leads to a higher
[Fe/H] concentration and shifts the very-low metallicity
predictions to higher [Fe/H] values. For the MCMC cal-
culations, the location of the bump on the [Fe/H] axis
has a low impact in constraining parameters, since data
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Fig. 6.— Impact of the mass-loading power-law index (upper
panel) and the strength of outflows (lower panel) on the predicted
evolution of Ti as a function of [Fe/H] for the MA model. The
observational data are the same as in Figure 3.
at [Fe/H] < −3 are scarce and more uncertain compared
to higher-[Fe/H] data.
As seen in Figure 5, the η and γ parameters in the MA
model are tightly bounded together since they both have
the capacity to modify the high-metallicity end of the
predicted chemical evolution (see Figure 6). These two
last parameters are implied in the calculation of galac-
tic outflows and are therefore also correlated with the
number of SNe Ia, as they contribute to the iron concen-
tration of the gas reservoir.
4.4. The SF Model Results
Figure 7 presents the results of the MCMC calculation
with our last model, the SF model, which has only four
parameters. As seen with the MA model, there is still
a degeneracy between the mass-loading factor and the
number of SNe Ia. However, in the SF model, the corre-
lation between these two parameters is tighter because η
and NIa are now the only parameters that significantly
control the final [Fe/H] value of our simulations.
The best fit derived with the SF model, as well as the
ones derived with the IO and MA models, are shown in
red in Figure 3. The chemical evolution predictions are
very similar from one model to another, and are barely
distinguishable in this figure at the high-metallicity end.
However, as seen in Figure 8, the best set of parameters
derived by the models are different. Indeed, besides
the general agreement for the transition mass and for
the average ratio between inflows and outflows for the
MA and SF models (see Table 1), all the results are
inconsistent. But still, all three models have the same
capacity to reproduce the chemical evolution of the nine
selected elements in Sculptor.
5. DISCUSSION
In the following sections, we discuss the limitations of
our study as well as the scope of simple galactic chemical
evolution models.
5.1. Free Parameters
Some of our input parameters, such as the initial mass
function, the delay-time distribution function of SNe Ia,
and the upper mass limit for CC SNe (see Coˆte´ et al.
2016a), have not been included in the MCMC calcu-
lations. This was a deliberate choice, since this work
represents a first exploratory step in using MCMC with
our galactic chemical evolution tools. But, adding more
parameters in the MCMC calculations would only have
added more flexibility in the model to reproduce the
data, and more degeneracies. In fact, there must be a
degeneracy between the mass range of CC SNe progeni-
tors and the initial mass function, since they both affect
the amount of mass ejected by massive stars (see Few
et al. 2014). Nevertheless, the main conclusion of this
paper would remain the same – different models can fit
the same data while pointing toward different sets of pa-
rameters.
5.2. Modeling Assumptions
In addition to OMEGA, there are many other galactic
chemical evolution models in the literature with varying
levels of complexity and modeling assumptions for in-
flows and outflows (see Section 1). We do not claim that
our models are the most representative of how low-mass
galaxies evolve. In fact, because they all converge toward
different parameters, at least some of our models must
be wrong. It is also possible that all three models are
insufficient to capture the complexity of galaxies. But
since the different models fit the data equally well with
mutually exclusive parameters, we must conclude that a
wrong model can fit the data. We cannot distinguish be-
tween the validity of the models, and none of the output
parameters, such as the mass-loading factor, can provide
insight into the actual properties of Sculptor. The obser-
vations used in this work are unable to constrain the true
values of these parameters when using our three models
(see Section 5.4).
This raises the question of how much predictive power
single-zone models such as OMEGA have in terms of
galaxy evolution. We fitted most of the observed stel-
lar abundances, but we did not get useful information
about SNe Ia and the circulation of gas inside galax-
ies. It is worth recalling that we assumed the same basic
ingredients for all three models, which are galactic in-
flows and outflows. The choice of ingredients included
in a chemical evolution model does matter (e.g., Lan-
franchi & Matteucci 2007; Ural et al. 2015a). However,
within the models and abundances considered here, for
a given number of ingredients, there is always a way to
recover equally good fits using different implementations
for those ingredients.
5.3. Number of Chemical Elements
This work does not represent a complete comparison
between models and observations. As noted previously,
we only used nine elements to constrain our models.
The number and the choice of elements included in the
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Fig. 7.— Probability distribution of the input parameters of the SF model that provides the best fit with the chemical evolution of
Sculptor. The upper panel of each column shows the projected distribution of each parameter, where the Y axis is in arbitrary units. The
parameters are the mass-loading factor (η), the star formation efficiency (f?), the number of SNe Ia per stellar mass formed (NIa), and the
minimum mass for CC SNe (Mtrans).
MCMC calculation is important. Adding Mn, for exam-
ple, helped to constrain the parameters that control the
early enrichment and the onset of SNe Ia (see also Ro-
mano & Starkenburg 2013), which are Mgas, R?,dyn, and
f?. As seen in Figure 9, when only the alpha elements
(O, Mg, Si, Ca, and Ti) are considered in the MCMC
calculation for the IO model (orange lines), the best fit
for Mn is not as good as when all nine elements are in-
cluded (blue lines). We found that the best value recov-
ered by the MCMC calculation for the Mgas parameter
is about six times smaller when only the alpha elements
are included, as opposed to when all nine elements are
included. This means that the best values presented in
Table 1 are subject to change when more elements will
be added to the calculation.
Adding elements mainly ejected by low-mass stars,
such as s-process elements, would help to constrain the
evolution and the strength of galactic outflows. As a
matter of fact, given the decreasing nature of the SFH of
Sculptor as a function of cosmic time, galactic outflows
must have been more intense at early times. This means
the elements ejected by massive stars must have been
lost in greater quantity compared to s-process elements.
It is however not clear whether adding more elements
would help in determining which modeling assumptions
should be discarded, as all our models seem to follow
the same chemical evolution pattern (Figure 3). More
investigation is needed.
5.4. Breaking the Degeneracy Between Models
A potential solution to break the degeneracy between
our different models would be to include additional obser-
vational constraints that are not related to stellar abun-
dances. In particular, we could use the observed current
star formation efficiency, as all of our models have dif-
ferent predictions for that quantity (see Table 1). But
unfortunately, dwarf spheroidal galaxies such as Sculp-
tor no longer form stars, which prevents us from using
that constraint. In the nearby galaxy sample of Leroy et
al. (2008), dwarf irregular galaxies have a current specific
star formation efficiency of roughly between 10−11 and
10−9 yr−1. Although our models are broadly consistent
with those observations (see also Lanfranchi & Matteucci
2004; Vincenzo et al. 2014), we cannot use those values as
direct constraints, since they represent the current state
of gas-rich systems as opposed to the past history of one
specific spheroidal galaxy.
By considering the current gas fraction of dwarf
spheroidal galaxies, which is essentially zero, we could
already think about discarding the IO model, since it is
the only model that does not lose its entire gas reservoir.
But on the other hand, we could add to the model a pre-
scription that artificially empties the gas reservoir near
the end of the simulations to mimic tidal or ram pres-
sure stripping. After all, the removal of gas in the MA
and SF models is also rather artificial. Given the cur-
rent degeneracy between the models in fitting the stellar
abundances, and the fact that our three models predict
different behaviours for the gas, we believe that gas-rich
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Fig. 8.— Probability distribution functions of the input parameters that are common in the IO (blue), SF (red), and MA (green) models.
systems like the Milky Way or dwarf irregular galaxies
would be better targets to model in order to discard some
of our modeling assumptions. Those galaxies would pro-
vide specific observational constrains for the galactic out-
flow rate, the mass fraction of gas, and the star forma-
tion efficiency, for which all three models predict different
quantities. But unfortunately, it is currently challenging
to derive observationally the chemical abundances of old
stars in dwarf irregular galaxies (Venn et al. 2003; Tol-
stoy et al. 2009).
In this paper, we only considered one galaxy as an ex-
ploratory step toward a broader use of MCMC calcula-
tions in chemical evolution studies. Applying the MCMC
approach to several local galaxies simultaneously would
help to better constrain our parameters and determine
which galaxy models should be discarded. This will be
addressed in a forthcoming paper.
5.5. Additional Physical Ingredients
Several physical processes, such as metal-rich outflows,
pre-enriched inflows, star formation thresholds, and gas
stripping, have been neglected in our models. This could
affect the best values of our input parameters derived by
the MCMC calculations.
If metal-rich outflows were included, a larger quantity
of metals ejected by CC SNe would be lost from the sys-
tem (e.g., Yates et al. 2013; Coˆte´ et al. 2015), which
could reduce the predicted [α/Fe] ratios. In that case, the
MCMC calculations could reduce the strength of galactic
outflows or the number of SNe Ia in order to either re-
tain more alpha elements or reduce the iron production.
If pre-enriched inflows were considered, there would be
more metals in the system and our predictions could be
shifted toward higher [Fe/H] values (e.g., Andrews et al.
2016). To counterbalance this effect and to recover our
fits, the strength of galactic outflows or the mass of the
gas reservoir should be increased in order to either eject
more metals or dilute the [Fe/H] concentration. How-
ever, pre-enriched inflows are more important for more
massive galaxies (Brook et al. 2014).
If a threshold mass of gas below which no star forma-
tion can occur was introduced in the SF or MA models,
more gas would be required to form the same amount of
stars (e.g., Croton et al. 2006; Somerville & Dave´ 2015).
To recover the lower gas content originally needed to fit
the data with our models, the star formation efficiency
would have to be increased. We did not directly consider
gas stripping processes in our equations. However, the
gas reservoir in the MA and SF models is emptied at the
end of our simulations, which indirectly mimic the im-
pact of gas stripping in the context of one-zone models.
During the active star-forming period, if gas stripping
was included in addition to galactic outflows, more met-
als would be removed from the systems and replaced by
primordial gas. To recover the balance needed in the
gas circulation to reproduce observations, the strength
of galactic outflows would have to be reduced.
The best set of input parameters shown in Table 1
should therefore be considered with caution (see also
Section 5.3). Our study should be considered as an ex-
periment that highlights the capacity of different models
to fit a certain collection of stellar abundances. Within
this context, having more ingredients and therefore more
parameters would simply add more flexibility to fit the
stellar abundances, which may not help to break the de-
generacy between our three models, as opposed to adding
more observational constraints (see Section 5.4). Includ-
ing more ingredients is generally necessary to solve dis-
crepancies between models and observations (e.g., Hen-
riques et al. 2013), which typically emerge when more
constraints are considered. But in our case, we do not
expect that new galaxy evolution ingredients would solve
the Cr discrepancy (see Section 4.2.2), as this feature is
a direct consequence of our choice of input stellar yields.
That conclusion, however, does not mean that more
complex chemical evolution simulations are not needed.
Simple models such as OMEGA are designed to repro-
duce global trends and cannot simulate other interest-
ing aspects such as abundance gradients (e.g., Chiappini
et al. 2001; Cescutti et al. 2007; Minchev et al. 2014a),
non-uniform mixing and dispersion (e.g., Marcolini et al.
2007, 2008; Pilkington et al. 2012; Kobayashi 2014; Hi-
rai et al. 2015; Romano et al. 2015; Wehmeyer et al.
2015; Revaz et al. 2016; Yuan et al. 2016), and the chem-
ical signatures of galaxy mergers (e.g., Kobayashi 2004;
Richard et al. 2010; Rupke et al. 2010; Minchev et al.
2014b; Ruiz-Lara et al. 2016).
5.6. Tests for Stellar Models
Stellar yields are the foundation of all chemical evolu-
tion simulations, from one-zone models to cosmological
hydrodynamical simulations of galaxy evolution. Once a
new set of yields is calculated, it is necessary to proceed
to a consistency check before publishing the results or be-
14
Fig. 9.— Impact of the number of elements used in the MCMC
calculation on the predicted evolution of Ca and Mn as a function
of [Fe/H] for the IO model. The blue and orange lines represent re-
spectively the case with nine elements and with five alpha elements
only. The observational data are the same as in Figure 3.
fore introducing them into time-consuming simulations.
Because of its low computational cost, a one-zone model
such as OMEGA is ideal to accomplish this task. In this
paper, we have shown that having a degeneracy between
our models is problematic for understanding how galax-
ies evolve. However, this degeneracy turns out to be a
convenient result for testing stellar yields.
Observational data can be fitted equally well with mul-
tiple chemical evolution models. We found that using a
complex implementation (e.g, the MA model) gives sim-
ilar results to the most simplistic implementation (e.g.,
the IO model). This suggests that simple models such
as OMEGA can be used to perform valuable consistency
checks of stellar yields. For this purpose, we do not need
to use a complex chemical evolution model, and therefore
we do not need to worry about the impact of the choice
of model.
6. CONCLUSIONS
The first goal of this paper was to present our sim-
ple galactic chemical evolution code, OMEGA, which is
part of our numerical pipeline designed to connect nu-
clear physics and stellar evolution with galactic chemical
evolution. The second goal was to evaluate the impact
of using different modeling assumptions in simple chem-
ical evolution studies. To do so, we introduced the three
different implementations of OMEGA (the IO, MA, and
SF models) into an MCMC calculation in order to repro-
duce the abundance evolution of O, Mg, Si, Ca, Ti, Cr,
Mn, Ni, and Co observed in Sculptor, a dwarf spheroidal
galaxy. Using this approach, we could find the best set of
parameters along with their confidence levels, and high-
light the degeneracy between the different input param-
eters, for each model.
We found that all three models are able to reproduce
to the same degree the stellar abundance trends observed
in Sculptor (see also Romano & Starkenburg 2013), al-
though they use different modeling assumptions. How-
ever, the values found by the MCMC calculations for the
strength of galactic outflows and the number of SNe Ia
per stellar population, are generally different from one
model to another. With a limited number of observa-
tions, having a good fit does not necessarily mean that
the input parameters are relevant.
Our experiment suggests that studying chemical evo-
lution with nine elements and simple models is not suf-
ficient to learn about galaxy evolution. More elements
or additional constraints that are not associated with
stellar abundances are needed in order to distinguish be-
tween the different modeling assumptions. In that re-
gard, dwarf spheroidal galaxies are probably not the best
targets, as they do not provide any constraint for the
star formation efficiency and the global circulation of gas.
However, from a stellar evolution perspective, our results
are encouraging since they show that chemical evolution
predictions are predominantly driven by stellar yields.
Simple models such as OMEGA are therefore sufficient
to test and validate new stellar models, at least as a first
order approximation.
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