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Laburpena: Lan honetan sare neuronalen bidez euskaraz hitz egiten ikasten duen el-
karrizketa sistema automatikoa aurkezten dugu. Horretarako, Turingen testaren ideia era
konputazionalean inplementatzen duten sare neuronal sortzaile aurkariak erabili ditugu.
Normalean erabiltzen diren ingelesezko corpusak baino bi magnitude ordena txikiagoa den
euskarazko corpus batekin halako sareak entrenatzea badagoela frogatzen dugu. Amaitzeko,
euskararen morfologia kontuan hartzen duen aurreprozesamendua erabiltzea komenigarria
dela erakusten dugu. Dakigunaren arabera, sare neuronaletan oinarrituta dagoen euskaraz-
ko lehen elkarrizketa sistema aurkezten dugu.
Hitz gakoak: Elkarrizketa sistema automatikoak, sare neuronalak, sare neuronal sortzaile
aurkariak, euskara.
Abstract: This work presents a neural dialogue system capable of learning
Basque. To this end, we build upon generative adversarial networks which
implement the idea of the Turing test. We demonstrate that training such a
dialogue system with corpora two orders of magnitude smaller than usual En-
glish corpora is feasible. Finally, we also found that preprocessing the Basque
language according to its morphology helps training these neural models. To
the best of our knowledge, this is the first attempt to develop a neural dialogue
system in Basque.
Keywords: Dialogue systems, deep learning, generative adversarial networks, Basque lan-
guage.
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1. Sarrera
Elkarrizketa sistema automatikoek pertsona eta makinen arteko komunikazioa eta in-
terakzioa ahalbidetzen dute, lengoaia naturalaren bidez. Adibide moduan azken urteotan
hedatu diren laguntzaile birtualak aipa ditzakegu, hala nola Siri, Cortana, Google Assis-
tant edo Alexa. Hauek normalean elkarrizketa sistema helburuduntzat hartzen dira, euren
lana erabiltzailearen aginduak burutzea baita, esate baterako dei bat egitea edo Interneten
biharko eguraldiaren iragarpena bilatzea. Hauetaz gain, busen ordutegiak eta lineak kon-
tsultatzeko [1] eta jatetxeetan edo hoteletan erreserbak egiteko [2] balio duten sistemak
helburudunak dira ere.
Beste aldetik, aldez aurretik definitutako helbururik ezta gairik ez duten elkarrizke-
ta sistemak ere badira; eremu irekikoak. Sistema hauetan erabiltzaileak eta makinak ez
diote elkarri hitz egiten helburu espezifiko batekin; interakzioa bera naturala eta zentzu-
duna izatea da helburua. Horretarako, sistemak esaldi ahal bezain logiko, koherente eta
informatzaileekin erantzun behar dio erabiltzaileak esaten duenari. Beste modu batean
esanda, sistemak era gizatiarrean hitz egin behar du. Lan honetan elkarrizketa sistema
mota horietan zentratuko gara.
Era gizatiarrean hitz egitearen ideiarekin lotuta, Alan Turing matematikariak 1950.
urtean bere test famatua aurkeztu zuen: Turingen testa [3]. Testaren ideia nagusia hona-
koa da: sistema automatiko bat kalitatezkoa edo adimenduna dela esateko, sistema hori
eta pertsona bat elkar bereizezinak izan behar dute haiekin hitz egiterako orduan. Siste-
ma batek halako propietatea betetzen duen egiaztatzeko, Turingek hainbat epaile zenbait
makinekin hitz egiten jartzea proposatu zuen, makina batzuen atzean sistema automa-
tikoak eta besteen atzean pertsonak daudelarik. Egoera horretan epaileek ehuneko altu1
batean usteko balute sistema automatikoa pertsona bat dela, orduan sistema hori erabat
adimenduna dela esan liteke.
Denbora pasa ahala, Turingen testa gainditzearen ideiak gero eta ikerketa gehiago
bultzatu zituen adimen artifizialaren arloan. Adibidez, 1966. urtean ELIZA programa [4]
aurkeztu zuten MIT-eko ikerlariek. Programaren funtsa hitz gakoak detektatzean eta ho-
rien arabera aurredefinitutako esaldi bat aukeratzean datza. Algoritmo hori sinplea izan
arren, hainbat epailek pertsonatzat hartzea lortu zuen.
Hurrengo hamarkadetan ikerketek aurrera jarraitu zuten arren, benetan Turingen testa
gainditzeko gai zen sistemarik ez zen lortu. 2011. urtean gauzak aldatu ziren, Turingen test
batean inoiz lortu diren emaitzarik onenak Cleverbot sistemak2 lortu zituenean; berarekin
hitz egin zuten 1.334 epaileetatik % 59,3-ak pertsonatzat hartu zuen. ELIZA-k ez bezala,
Cleverbot-ek ez ditu aurredefinitutako esaldiak erabiltzen. Horren ordez urteetan zehar
1Eztabaida handia dago sistema batek Turingen testa gainditzeko behar duen portzentajearen inguruan.
Erreferentzia gisa, 2011. urtean Indian Institute of Technology Guwahati institutuan ospatutako Turingen
test batean, epaileek pertsonak pertsona moduan sailkatu zituzten ebaluazioen % 63,3-an.
2https://www.cleverbot.com/, azken bisita 2019ko uztailaren 1ean.
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pertsonekin edukitako elkarrizketak erabiltzen ditu erantzuterako orduan. Hitz gutxiekin
esanda, esaldi bati erantzuteko Cleverbot-ek esaldi hori edo antzeko bat esan duenean zein
erantzun jaso duen bilatzen du, eta erantzun horretaz abiatuz sortzen du bere erantzuna.
Ideia hau interesagarria bada ere, konputazionalki nahiko garestia da, denbora zein me-
moriaren ikuspegitik, datu-base oso handi batean bilaketak egitea baitakar. Are gehiago,
datu-basea gero eta handiagoa izan, orduan eta denbora eta memoria gehiago beharko du
halako sistema batek erantzun bat sortzeko.
Eragozpen horiek saihesteko, baita adimen artifizialaren beste arloetan izan duten
emaitzengatik, azken urteetan sare neuronalak elkarrizketa sistemak eraikitzeko tekno-
logia nagusia bilakatu dira. Sare neuronalak datuetatik eredu konputazional konplexuak
lortzeko balio duten paradigma konputazional bat dira, bereziki eraginkorra datuen kan-
titatea oso handia denean. Ulertzekoa da, beraz, arloko autore gehienek ingelesez dauden
datu-baseekin lan egitea, normalean hauek baitira handienak, eta hortaz sare neuronalak
hobeto funtzionatuko dutelako. Baina, zer gertatzen da baliabide gutxiagoko hizkuntzekin?
Ba al dago sare neuronaletan oinarrituriko elkarrizketa sistema automatikoak eraikitzerik
euskaraz?
Lan honetan erakusten dugu baietz, badagoela. Normalean erabiltzen diren datu-
baseak baino bi magnitude ordena txikiagoak diren datu-baseak erabiliz modu koherente
eta zentzudunean euskaraz hitz egiten duen elkarrizketa sistema automatikoa aurkezten
dugu.
2. Arloko egoera eta ikerketaren helburuak
Sare neuronalen bidezko eremu irekiko elkarrizketa sistemak itzulpen automatikora-
ko erabiltzen diren sareetan oinarritzen dira, hots, sekuentziatik-sekuentziarako sareetan
[5, 6] (Sequence to sequence networks ingelesez). Sare neuronal horiek luzera arbitrarioko
bektore segida bat har dezakete sarrera moduan, eta era berean beste luzera arbitra-
rioko segida bat sortu. Hala, transdukzio problemak ebazten saiatzeko baliogarriak dira.
Itzulpen automatikoaren kasuan, sarreran hizkuntza batean idatzitako esaldia hartuko du
sareak, eta irteeran esaldi hori beste hizkuntza batean sortu. Bestalde, elkarrizketa sis-
temak eraikitzerako orduan, sarrera erabiltzaileak esandako hitzen segida izango da, eta
irteera sistemaren erantzunari dagozkion hitzen sekuentzia.
Sare horiek entrenatzeko edo euren parametroak doitzeko, ikasketa metodo gainbegi-
ratuak erabili ohi dira, aipatutako sarrera-irteera bikoteez osaturiko corpusen bat erabiliz.
Adibidez, lan honetan filmen azpitituluak erabiliko ditugu corpus hau eratzeko: sarrera
bakoitza aktore batek esandako esaldi bat izango da, eta dagokion irteera beste aktore
batek emandako erantzuna.
Metodologia hau erabiliz emaitza interesgarriak lortu ahal diren arren, askotan horrela
entrenatutako sareek informaziorik gabeko erantzun orokorrak sortzeko joera dute, hala
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nola “I don’t know” edo “I’m sorry” [7, 8]. [9] lanean adierazten den moduan, ikasketa me-
todo gainbegiratuek irteera bakarra esleitzen diote sarrera bakoitzari, baina horrek ez ditu
elkarrizketen propietateak behar bezala jasotzen. Izatez, hitz egiten dugunean, norbaitek
esan duenari erantzuteko hamaika esaldi ezberdin erabili ahalko genituzke, guztiak onar-
garriak. Horrela, esaldi askoren erantzuna izan daitezkeen esaldi generikoak probabilitate
handiarekin sortzen ditu sareak.
Arazo hori konpontzeko, ikasketa gainbegiratuaren ordez sare sortzaile aurkariak (Ge-
nerative adversarial networks ingelesez) [10] erabiliko ditugu lan honetan. Sare sortzaile
aurkariek Turingen testaren ideia era konputazionalean aplikatzea ahalbidetzen dute. Ka-
su honetan, erantzunak sortzen dituen sareari (sare sortzailea hemendik aurrera) ez zaio
adieraziko zein irteera dagokion sarrera bakoitzari. Horren ordez, beste sare batek, sare
diskriminatzaileak, ebaluatuko ditu sare sortzaileak emandako erantzunak, zein punturai-
no gizatiarrak diren esanez, Turingen testaren epaile batek egingo lukeen modu berean.
Sare sortzailearen helburua sare diskriminatzaileak berari emandako ebaluazioa ahal be-
zain beste hobetzea izango da. Sare diskriminatzailearena, aldiz, pertsonek sortutako eta
sare sortzaileak sortutako esaldien artean bereiztea izango da. Modu honetan, bi sareak
iteratiboki entrenatuko dira; sortzailea saiatuko da diskriminatzaileak hura pertsonatzat
hartzen, diskriminatzaileak sortzailearen eta pertsonen artean bereizten ikasten duen bi-
tartean.
Halako optimizazio prozesua burutzea, dena den, ez da sinplea, sareak entrenatzeko
normalean erabiltzen diren gradienteetan oinarritutako optimizazio metodoak ez baitira
zuzenean aplikagarriak. Xehetasunetan sartu gabe, sare diskriminatzailearen irteera ez da
diferentziagarria sare sortzailearen parametroekiko, sortzaileak sortutako hitzak diskre-
tuak dira eta [11]. Errefortzu bidezko ikasketa erabili daiteke gradienteetan oinarritutako
metodoen ordez [12, 13], baina horrek entrenamenduaren konbergentzia zaildu dezake [14].
Beste aukera bat straight-through Gumbel-softmax [15, 16] zenbateslearen bidez gradien-
tearen hurbilketa bat egitea da, [17] eta [18] laneetan erakusten duten moduan. Azkenik,
lan honetako autoreek guztiz diferentziagarria den sare sortzaile aurkari bat aurkeztu berri
dute [19], hitzen errepresentazio bektorial hurbilduak erabiltzen dituena, ondoren azalduko
dugun moduan.
Testuinguru honetan, lan honen ekarpenak hiru dira: alde batetik, [19] lanean propo-
satutako sare sortzaile aurkaria balioztatzen dugu, ingelesez gain euskaraz ere eraginkorra
dela frogatuz; bigarrenik, modu koherente eta zentzudunean hitz egiten duen sare neu-
ronaletan oinarritutako elkarrizketa sistema automatikoa euskaraz eraikitzea badagoela
frogatzen dugu; eta amaitzeko lematizazio prozesu baten bidez corpusaren tamaina txi-
kiagoagatik sortutako desabantailak nola leundu daitezken erakusten dugu.
3. atalean proposatutako elkarrizketa sistema osatzen duten sareen egituraren deskri-
bapena emango dugu. Jarraitzeko, 4. atalean sare horien parametroak doitzeko burutuko
diren optimizazio prozesuak definituko ditugu. Ondoren, 5. atalean euskarazko corpusa
4
EKAIA (2020). DOI: 10.1387/ekaia.20987
 (c) UPV/EHU Press
aurreprozesatzeko erabilitako teknikak azalduko ditugu. Amaitzeko, 6. atalean burututa-
ko saiakuntzak eta lortutako emaitzak erakutsiko dugu eta 7. atalean ondorio batzuk eta
etorkizunerako planteatzen den norabidea aipatuko ditugu.
3. Sare sortzaile eta diskriminatzailea
Esan bezala, elkarrizketa sistema eraikitzeko sare sortzaile aurkariak erabili ditugu.
Beraz, bi sare entrenatu behar dira elkarrizketa sistema lortzeko: sare sortzailea, sarrera
mezu baten aurrean erantzuna sortzen duena; eta sare diskriminatzailea, sarrera mezu
baten aurrean emandako erantzun bat ebaluatzen duena.
Sare sortzailea sekuentziatik-sekuentziarako sare bat da, long short-term memory edo
LSTM [20] kodetzaile eta deskodetzaile errekurrente independenteekin [5] eta arreta modu-
lu batekin [21, 22]. Sare honek T luzera arbitrarioko hitzen errepresentazio bektorialen [23]
segida bat hartuko du sarrera moduan: v = v1,v2, ...,vT . Sarrera hori prozesatu ostean,
irteera moduan beste τ luzera arbitrarioko segida bat bueltatuko du, elementu bakoitza
sareak sor ditzakeen hitz guztien arteko probabilitate-banaketa delarik: p = p1,p2, ...,pτ .
Bestalde, sare diskriminatzailea beste bi kodetzaile errekurrentez osaturik dago, guz-
tiz konektatutako geruza batzuez jarraituak, [24] lanean azaltzen den antzera. Kodetzaile
bakoitzak esaldi bat hartzen du sarrera moduan. Batek erabiltzailearen mezua v proze-
satuko du, eta besteak erantzuna u. Sistemaren irteera 0 eta 1-en arteko zenbaki erreal
bat, a, izango da, erabiltzailearen mezuari emandako erantzuna zein punturaino gizatiarra
den adierazten duena. Irteera zenbat eta baxuagoa, orduan eta gizatiarragoa izango da
erantzuna, sarearen irizpidearen arabera. Bi sarrerak, berriz ere, hitzen errepresentazio
bektorialen moduan hartuko ditu sareak.
Bi sareen sarrerak eta irteerak 1. irudian erakusten ditugu. Gainontzeko xehetasunak
[19] lanean aurki daitezke.
1. irudia: Sare sortzaile eta diskriminatzailearen sarrerak eta irteerak.
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4. Ikasketa algoritmoa
Bi sareak entrenatzeko, hiru optimizazio prozesu era iteratiboan burutuko ditugu.
Lehen aipatu dugun moduan, alde batetik sare sortzailea entrenatuko dugu diskrimina-
tzaileak hura pertsonatzat hartzeko, hau da, diskriminatzailearen irteera minimizatzeko.
Bigarrenik, diskriminatzailea entrenatuko dugu sare sortzaileak sortutako erantzunak eta
corpusetik hartutako erantzunak desberdintzeko. Amaitzeko, [12] lanean proposatzen den
legez, sare sortzailearen parametroak ikasketa metodo gainbegiratuen bidez doituko ditugu
ere noizean behin, prozedura orokorraren konbergentzia bermatzeko.
Optimizazio prozesu hauek definitzeko, horietako bakoitzean gradienteetan oinarritu-
tako optimizazio metodoekin minimizatuko ditugun galera-funtzioak zehaztuko ditugu.
4.1. Sare sortzailearen parametroen egiantz handieneko estimazioa
Sare sortzailearen parametroak ikasketa gainbegiratuaren bidez doituko ditugu egiantz
handieneko estimazio baten bidez. Hau da, corpuseko sarrera-irteera bikote bakoitzaren-
tzat, sareak sarrera prozesatzean irteera desiratua sortzeko duen probabilitatea maximi-
zatuko dugu. 1. ekuazioan agertzen den galera-funtzioa erabiliko dugu.
LEH =
1
|C|
∑
v,s∈C
1
|s|
|s|∑
t=1
−log pt[st] , (1)
non C v sarreretaz eta s irteera desiratuez osatutako corpusa den, st irteera desiratuaren
t-garren hitzari dagokion indizea, eta pt[st] sareak t-garren denbora unean st hitzari es-
leitutako probabilitatea den. Sarearen irteera, p, v sarreraren menpe dago noski, baina
mendekotasun hori ez dugu esplizituki adierazi notazioa ez korapilatzeko.
4.2. Sare diskriminatzailearen galera-funtzioa
Sare diskriminatzailearen entrenamendua burutzeko lehenik eta behin corpus berri bat
sortu beharko dugu, CD, C corpusetik abiatuz eta sare sortzailea erabiliz. Diskriminatzai-
leak pertsonek emandako eta sare sortzaileak sortutako erantzunen artean desberdintzen
ikasi behar duenez, bi eratako laginak behar ditu euren artean diskriminatu ahal izateko.
Horretarako, bi motatako hirukoteez osatuko dugu CD corpusa. Hirukote bakoitza erabil-
tzaileak bidalitako mezu batez, erantzun batez eta 0 edo 1 izan daitekeen etiketa batez
osatuta egongo da. Lehenengo motako hirukoteek gizakiek emandako erantzunak eduki-
ko dituzte, eta beraz etiketa 0 izango da. Hirukote hauek lortzeko C corpuseko bikoteak
erabili ditugu zuzenean. Bestalde, bigarren motako hirukoteek sare sortzaileak sortutako
erantzunak edukiko ditu, eta ondorioz etiketaren balioa 1 izango da. Hirukote hauek era-
tzeko, C corpusetik hartu dira erabiltzailearen mezuak, gero hauek sare sortzaileari pasa
sarrera moduan, eta sarearen irteera erabili erantzun moduan. CD eraiki ondoren, entropia
gurutzatuko galera-funtzioa erabili dugu sare diskriminatzailearen parametroak doitzeko:
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LD =
1
|CD|
∑
v,u,l∈CD
− [l · log a+ (1− l) · log (1− a)] , (2)
non v erabiltzailearen mezuaren hitzen errepresentazio bektorialen segida den, u erantzu-
narena, l erantzuna pertsona batena edo sare sortzailearena den adierazten duen eskalarra,
eta a diskriminatzailearen irteera. Berriro ere, a-k v eta u-rekiko duen mendekotasuna ez
dugu esplizituki adierazi.
4.3. Sare sortzailearen galera-funtzio aurkaria
Azkenik, sare sortzailea diskriminatzailearen irteera minimizatzeko galera-funtzioa de-
finitzea erraza da, diskriminatzailearen irteera bera baita, 3. ekuazioan ageri den bezala.
LS =
1
|CS |
∑
v∈CS
a , (3)
non CS corpusa C corpusean dauden sarrera mezuez osatuta dagoen, v horietako bakoitza
delarik. a diskriminatzailearen irteera da.
3. ekuazioko galera-funtzioa gradienteetan oinarritutako optimizazio metodoekin mi-
nimizatu ahal izateko, a sare sortzailearen parametroekiko diferentziagarria izan behar
du. Sare sortzaileak v sarrera p irteeran era guztiz diferentzialean transformatzen du. Era
berean, sare diskriminatzaileak bere bi sarrerak, v eta u, era guztiz diferentzialean trans-
formatzen ditu a irteeran. Hortaz, diferentziagarritasuna ez galtzeko p u-n transformatu
behar da transformazio diferentziagarri baten bidez. p-ko elementu bakoitza, hots, pt, sa-
reak esan ditzakeen hitz guztien arteko probabilitate-banaketa bat da. Normalean pt-ko
maximoaren argumentua hartuko genuke sareak t-garren denbora unean esan duen hitza
bezala. Baina argmax operazioa ez da deribagarria.
Arazo horri irtenbidea emateko, [19] laneko prozedura berdina erabiltzen dugu lan
honetan. pt-ri dagokion errepresentazio bektoriala, ut, lortzeko, pt-ko k elementurik han-
dienak hartzen ditugu, top-k operazio baten bidez. Horrela elementu horien p˜t balioak eta
kt indizeak lortzen ditugu. Jarraian p˜t normalizatzen dugu softmax normalizazio bate-
kin, p̂t lortuz. Azkenik, ut kalkula dezakegu kt indizeei dagozkien hitzen errepresentazio
bektorialen arteko bataz besteko aritmetiko haztatua eginez, pisuak p̂t direlarik.
4.4. Goi mailako optimizazio algoritmoaren deskribapena
Erabiliko diren hiru galera-funtzioak deskribatu ondoren, hauek iteratiboki minimiza-
tzeko prozedura zehaztuko dugu. Hasteko, sare sortzailearen parametroak ez ditugu ausaz
hasieratuko. Horren ordez, hainbat iteraziotan zehar doituko ditugu hasieran, 1. ekuazioko
egiantz handieneko galera-funtzioa minimizatuz. Behin sare sortzaileak kalitate onargarri-
ko esaldiak sortzen dituela, CD corpusa bere erantzunekin eta C-ko pertsonen erantzunekin
hasieratuko dugu, eta sare diskriminatzailea lehenengo aldiz entrenatuko dugu.
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Ondoren algoritmoaren begizta nagusia hasten da. Horretan, sare sortzailea eta diskri-
minatzailea iteratiboki entrenatzen dira. Sare sortzailea entrenatzeko galera-funtzio aurka-
ria (3. ekuazioa) eta egiantz handieneko galera-funtzioak (1. ekuazioa) txandakatzen dira.
Prozedura osoan zehar, sare sortzailearen entrenamendu prozesu bakoitza amaitu ostean,
hainbat sarrera ausaz aukeratzen dira C-tik eta sare sortzaileak sortutako erantzunak CD-ra
gehitzen dira, eta diskriminatzailea entrenatzen da hainbat iteraziotan zehar (2. ekuazioa).
Prozeduraren konbergentzia bermatzeko, diskriminatzailea entrenatzerakoan probabilitate
handiagoarekin hartzen dira CD-n sartutako erantzun berriagoak.
2. irudian algoritmoan burututako hiru optimizazio problemen adierazpen grafikoa
erakusten dugu. Kasu bakoitzean optimizatzen den galera funtzioa agertzen da, sarrera-
irteera bikote bakarrarentzat.
(a) Sare sortzailearen parametroen
egiantz handieneko estimazioa.
(b) Sare diskriminatzailearen entrenamendua.
(c) Ez dut (c) ipini nahi euskaraz.
(d) Sare sortzailearen entrenamendu aurkaria.
2. irudia: Entrenamendu algoritmoan burutzen diren optimizazio prozesuen laburpena.
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5. Euskararen aurreprozesamendua eta lematizazioa
Jarraitzeko, euskaraz dagoen corpusa nola aurreprozesatu dugun deskribatuko dugu.
Esan dugunez euskarazko corpus batekin entrenatuko ditugu sareak. Ingelesa ez bezala,
euskara hizkuntza eranskaria da egitura morfologikoaren aldetik. Hau da, euskarak mone-
ma independenteak elkartuz sortzen ditu hitzak. Horrela, askotan euskaraz hitz batekin
esan daitekeena ingelesez hainbat hitz erabiliz adierazi behar da. Adibidez, ingelesezko
“to the cinema” euskaraz “zinemara” bezala itzuliko litzateke, edo “because of the baby”
“haurrarengatik” bezala. Sareen ikuspegitik hitz bakoitza token independente bat denez,
sareak ez ditu ikusten euskaraz gertatzen diren hitzen arteko erlazioak, euskararen pro-
zesamendu automatikoa zailduz. Hasiera batean behintzat, sarearentzat “haurrarengatik”
eta “haurraren” hitzak “haurrarengatik” eta “daitezke” bezain ezberdinak dira.
Honek hitzen errepresentazio numerikoa zailtzen du bi sareen sarreran, baita sare sor-
tzailearen irteeran ere. Sareen sarreretan, hitzen egituran arreta jartzen duten errepresen-
tazio bektorialak erabiliko ditugu hitzen arteko erlazio horiek sortzeko, Fastext [25] hain
zuzen ere. Dena den, irteeran ezin da arazoa horrela konpondu, sare sortzaileak hitzen
arteko probabilitate-banaketa bat sortzen duelako. Honi irteera ematen saiatzeko, hitzen
lexemak kasu marketatik eta postposizioetatik banatzea proposatzen dugu. Zehazki, izen,
izenordain, adjektibo eta determinanteak bananduko ditugu lan honetan.
Hitzen lexema eta kategoria gramatikala topatzeko, [26] lanean aurkeztutako kode ire-
kiko lematizadorea erabiliko dugu. Izen, izenordain, adjektibo edo determinante baten
lexema eta postposizioa banatuko diren ala ez erabakitzeko, baldintza sinple bat erabili-
ko da. Halako hitz baten bukaera postposizio baten berdina balitz, orduan hitza lexema
eta postposizioan bananduko dugu. Adibidez, “zeruko” hitza “zeru” lexeman eta “-ko”
postposizioan banatuko genuke. Hogeita bi postposizio eta kasu marka hartu genituen
kontuan: “-ri”, “-ei’’, “-rekin”, “-ekin”, “-ren”, “-en”, “-n”, “-tik”, “-dik”, “-rik”, “-ra”,
“-tara”, “-rengana”, “-engana”, “-rantz”, “-raino”, “-z”, “-rako”, “-ko”, “-entzat”, “-tzat”
eta “-gatik”.
Lematizazioaz gain, izen propioak <izen> tokenera bihurtuko ditugu, normalean per-
tsonen izenak baitira, eta beraz, funtzio berdina dutelako esaldietan. Era berean, zenbakiak
<zenbaki> tokenera bihurtuko dira. [26] laneko lematizadorea erabili genuen ere bi ataza
hauetarako.
6. Saiakuntzak eta emaitzak
Orain arte azaldutako sareak, ikasketa algoritmoa eta euskararen aurreprozesamendua
balioztatzeko, OpenSubtitles [27] corpusaren euskarazko bertsioarekin entrenatu dugu des-
kribatutako elkarrizketa sistema. Corpus horretatik milioi bat sarrera-irteera bikote atera
ditugu, ingelesezko bertsioan baino 420 aldiz gutxiago. Corpusa 5. atalean azaldutako me-
todologiarekin aurreprozesatu dugu, ondorioz hitz desberdinen kopurua berrehun milatik
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ehun milara jaitsiz. Normalean egiten den bezala, hitz horietako azpimultzo bat baino ez
dugu kontuan hartuko saiakuntzetarako: maiztasun handieneko 15.000 hitzak. Gainontze-
koak corpusetik kendu dira. Aurreprozesamenduaren efektua erakusteko, corpus aurrepro-
zesatua zein aurreprozesatu gabearekin entrenatu ditugu sareak.
Kasu bietan, dena den, hiper-parametro berdinak erabiliko ditugu sareen arkitektu-
ran eta baita ikasketa algoritmoan. Hiper-parametro horietatik inportanteenak jarraian
aipatzen ditugu. Sare errekurrente guztiak, hau da, sare sortzailearen kodetzailea, desko-
detzailea, eta sare diskriminatzailearen bi kodetzaileak, bi LSTM geruzaz osatuta daude.
Sare sortzailearen geruzak 1.028 zelda dituzte, eta diskriminatzailearenak 128. Adam op-
timizazio metodoa [28] erabiliko dugu 4. ataleko hiru galera-funtzioak minimizatzeko, 512
tamainako batch-ak erabiliz. Hitzen errepresentazio bektorialak Fastext metodologiarekin
hasieratuko dira, eta entrenamenduan zehar optimizatuko dira. Sare sortzailea 50.000 ite-
raziotan zehar entrenatuko dugu, ikasketa begizta hasi baino lehen. Hori 500 aldiz errepika-
tu dugu ondoren. Iterazio bakoitzean sare sortzailea zein diskriminatzailea 40 iterazioetan
zehar entrenatuko da.
[29] lanean adierazten den moduan, ebaluazio automatikoak ez dira komenigarriak
elkarrizketa sistemen kalitatea neurtzeko, normalean ez baitago korrelazio nabaririk ho-
rien eta pertsonek egindako ebaluazioen artean. Hortaz, entrenatutako sistemen funtzio-
namendua erakusteko, zenbait sarrerako mezuen aurrean emandako erantzuna erakusten
dugu emaitza modura. Erreferentzia bezala, metodologia berdinarekin baina OpenSubtit-
les corpusaren ingelesezko bertsioarekin entrenatutako sareak emandako erantzunak ere
erakusten ditugu3. Erantzun guztiak 1. taulan ageri dira.
7. Ondorioak eta etorkizunerako planteatzen den norabidea
1. taulan ikusi daitekeen moduan, sare neuronal sortzaile aurkarien bidez euskaraz era
nahiko koherente eta zentzudunean hitz egiten duen elkarrizketa sistema automatikoa lor-
tu dugu. Ingelesarekin konparatuz euskaraz dauden baliabideen tamaina askoz txikiagoa
izan arren, sare neuronalen bidezko metodologiak erabiltzea badagoela frogatu dugu. Ho-
rretarako, euskararen morfologia kontuan hartzea inportantea dela erakutsi dugu ere. Izen,
izenordain, adjektibo edo determinanteak lexema eta postposizioetan banatzea komeniga-
rria da, sareak era eraginkorrago batean prozesatzen baitu lengoaia. 1. taulari begira,
aurreprozesu horrekin sareak esaldi konplexuagoak sortzeko joera duela esan dezakegu.
Gainera, lan honekin proposatu berri dugun [19] eta testuarekin era guztiz diferentzia-
lean lan egin dezakeen sare sortzaile aurkarien arkitektura baliozkotzen dugu, elkarrizketa
sistema automatikoak euskaraz eraikitzeko aproposa dela egiaztatuz.
Dena den, lan honetan aurkeztutako metodologia eta ideiak asko garatu behar dira be-
3Ingelesez corpusaren tamaina handiagoa denez, sareak ere handiagoak dira eta iterazio gehiagotan
zehar entrenatu dugu. Zehaztasunak [19] erreferentzian ematen dira.
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1. taula: Mezu ezberdinen aurrean elkarrizketa sistemek emandako erantzunak. A ingelesez
entrenatutako sistema da, B euskaraz aurreprozesamenduarekin entrenatutakoa eta D
aurreprozesamendurik gabekoa.
Sarrera mezua Sistemaren erantzuna
A: hi ! hello , <person>.
B: kaixo ! kaixo , <izen> naiz , <izen>-ren semea naiz .
D: kaixo ! kaixo , kaixo.
A: I love you you know , I think maybe we could talk ...
B: maite zaitut nik ere maite zaitut .
D: maite zaitut maite zaitut
A: who is she ? she ’s my girlfriend , <person> , and ...
B: nor da neska hori ? <izen> da neska .
D: nor da neska hori ? nor da neska ?
A: what’s the color of the sky ? it ’s a beautiful blue sky
B: zein da zeru -ko kolorea ? zeru urdin iluna da .
D: zein da zeruko kolorea ? zein da zure kolore faboritoa ?
A: do n’t worry I do n’t want to hear about it.
B: ez kezkatu ez dut ulertzen zergatik egin duen hau zu -tzat , <izen> ?
D: ez kezkatu ez dut ahaztuko
A: could you come with us there ? I ’ll come with you .
B: toki hori -tara lagunduko diguzu ? bai , horixe uste dut nik ere .
D: toki horretara lagunduko diguzu ? jakina baietz
A: I forgot it . I did n’t know you were coming .
B: ahaztu egin zait . <izen> .
D: ahaztu egin zait . zer ?
A: can you see anything ? I see you in the mirror .
B: zerbait ikusten ? ez , ez
D: zerbait ikusten ? ez .
A: it was a plane crash . I was in the hospital
B: hegazkin istripu bat izan zen . <izen> larri zaurituta zegoen eta bere etxe -ra bueltatu zen
D: hegazkin istripu bat izan zen . sute bat izan zen .
A: did he wake up again ? no he did not, but he did n’t sleep .
B: jaiki al da berriz ? zer esan nahi du horrek ?
D: jaiki al da berriz ? astelehenean atera behar duzu .
A: yesterday I saw you in the mountains and now I see you
B: atzo mendi -tik ikusi zintudan ikusi zintudan <zenbaki> aldi -n .
D: atzo menditik ikusi zintudan zer ?
A: see you see you later , <person> .
B: agur agur , aita .
D: agur agur , ene erregea
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netan pertsona baten moduan euskaraz hitz egiten duen sistema lortzeko. Izatez, ingelesez
ere oraindik urrun gaude halako sistemak sortzetik. Oraingoz baliabide handiagoko eta
txikiagoko lengoaiekin sortutako sistemak parekatzea da gure hurrengo helburua. 1. tau-
lan ageri den moduan, ingelesez entrenatutako sare sortzaile aurkaria era zentzudunagoan
eta gizatiarragoan hitz egiten du euskarazko sistemarekin konparatuz.
Diferentzia hauek murrizteko, ezagutzaren transferentzia (transfer learning ingelesez)
egiteko teknikak erabiltzeko asmoa daukagu. Ezagutzaren transferentziaren ideia nagusia
corpus handiagoekin baina eginkizun ezberdin baterako entrenatutako ereduak eredu be-
rriak sortzeko erabiltzea da. Kasu honetan, beraz, ingelesez sortutako sarea euskarazko
sistema hobetzeko erabiltzea izango da gure helburua.
Amaitzeko, etorkizunean [30] lanean proposatutako eta byte pair encoding edo BPE
izeneko aurreprozesamenduarekin saiakuntzak egingo ditugu, eta guk proposatutako le-
matizazioarekin konparatu. BPE-a tokenizatzaile edo hitz-banatzaile estatistiko eta auto-
matikoa da, guk proposatutako banaketak ez ezik, printzipioz beste banaketa zentzudun
batzuk egiteko gai dena.
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