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Abstract 
The thesis aims to solve a specific missing data problem in consumer banking. 
Application scoring and behaviour scoring- are two of the main applications 
of statistics and probability modelling in consumer banking. In application 
scoring, a missing data problem occurs clue to the selection of applicants 
by the bank. This has attracted much interest, and relevant discussion can 
be found under the topic of "reject inference". On the contrary, a similar 
problem in behaviour scoring has not been widely explored. The problem 
we wish to solve in the present thesis is a missing data problem that results 
from selection in behaviour scoring. 
We review the nature of the missing data problem and the existing solu- 
tions. Missing-data problems can be categorised into: \ICAR , 
'MAR, and 
BINAR problems. AICAR and MAR problems have attracted nnich atten- 
tion; less discussion can be found on the BINAR problems. The problem we 
solve in this thesis is a MNAR problem. 
Two of the best known solutions to MNAR. problems are: the two-step 
method proposed by Heckman, and the EM algorithm proposed by Little 
and Rubin. We illustrate how these existing methods can be extended to 
solve our problem. The extensions of these existing methods are constrained 
by an inflexible assumption, i. e. each method assumes that an unrecorded 
variable has a specific distribution. We introduce solutions that remove this 
constraint so as to be able to use the empirical distribution. The thesis also 
presents solutions making use of updated MAR data, which are available in 
the case of behaviour scoring. 
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Chapter 1 
Introduction 
In recent years, statistics and probability modelling have been widely applied 
to estimate financial risk. This has been mostly in the context of investment 
banking and consumer banking. In this thesis, we focus on the applications 
to consumer banking. The main consumer banking applications for which 
forecasting financial risk is relevant is credit scoring. 
There are two main branches of credit scoring: application scoring and 
behaviour scoring. Application scoring assesses risk for new applicants at 
the point of application, and behaviour scoring assesses risk for existing cus- 
tomers. Application scoring enables financial service providers to decide how 
to treat new applicants, whereas behaviour scoring is used in deciding how 
to treat existing customers. For example, application scoring is used to de- 
cide whether to issue a credit card to a new applicant or not, and behaviour 
scoring is used to decide whether to increase the credit limit of an existing 
credit card holder or not. Similarly, when a new applicant asks for a loan, 
application scoring is used to decide whether to lend the money or not; and 
if an existing borrower defaults on a repayment, behaviour scoring is used to 
decide whether to collect the payment in-house or to sell off the debt to a 
third party 
We can think of accepting an applicant as assigning their one action, and 
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rejecting an applicant as assigning them another action. Likewise, we call 
think of increasing an existing customer's credit limit to £600, £1,000, or 
£3,000 respectively as assigning to them three different actions. We can also 
regard collecting a debt in-house as assigning to the default borrower one 
action, and selling off the debt. as assigning to tbein another action. 
We can interpret the aiiü of credit scoring as estimating an applicant's 
or an existing customer's response to different actions [51] so that we can 
choose the optimal action to take. For example, to estimate the probability 
that a new applicant will default on their repayment if their applications 
are accepted; to estimate the probability that a customer will pad' the full 
statement balance if their credit limits are increased to £600, £1,000 or 
£3,000; and to estimate the proportion of a debt that can be collected if the 
debt is collected in house or sold to a tllircl party. 
For simplicity, in this thesis we assume that there are only two possible 
actions: Action A and Action B. We also assume that each customer can 
only receive one of the available actions. This is because, for example, an 
applicant can only be either accepted or rejected but not both; a credit card 
holder's credit limit can be increased to either 1600, £1,000 or £3,000; and 
a debt can only be collected in-house or sold to a third party but not both. 
Therefore, we wish to estimate a customer's responses to Actions A and B 
respectively so that they can be assigned the action expected to yield the 
most favourable outcome. 
Typically, credit scoring models are based on a data set that contains 
information on previous customers. The problem is that each previous cus- 
tonier also received only one of the available actions. In this way, the re- 
spouses to Action B are missing among customers who received Action A; 
similarly, the responses to Action A are missing among customers who re- 
ceived Action B. The data set, used thus contains missing data. If one draws 
an inference about the response to Action A (or B) using only information 
on previous customers who received Action A (or B), the inference may be 
biased. 
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For example, a lending institution usually keeps the application details of 
all previous applicants, whether accepted or rejected. However, the firm can 
only record the responses (i. e. whether there is default on the repayment or 
not) of accepted applicants. If only the information on accepted applicants 
is used to estimate the default rate of a new applicant, *such an estimation 
might be biased. This is because, unless previous applicants were randomly 
accepted or rejected, the default rate of an accepted applicant is likely to 
be lower thatt that of a rejected applicant. If previous applicants were not 
randomly accepted, the distribution of the default rate among accepted ap- 
plicants is different frone that among all applicants. Inferences drawn from 
accepted applicants are thus not representative of applicants overall. Conse- 
quently, it has been suggested that one should make use of the information 
on rejected applicants: this is the idea of 
`reject 
inference". Reject inference 
has attracted much interest, and relevant discussion can be found in [6] [16] 
[17] [18] [33][47]. 
Similarly, in the example of increasing one's credit, card limit, the only 
available information about how a card holder will react if their credit limit is 
increased to £3.000 is that from those whose credit limit was indeed increased 
to £3,000. We do not know how those whose credit limit was increased to 
£600 would have behaved if their credit limit had been increased to £3.000. 
In this thesis, we consider a more general problem in behaviour scoring of 
which the accept/reject problem is a special case. 
The accept/reject problem only takes into account the response to one 
action, i. e. acceptance, whereas we are interested in comparing responses 
to Actions A and B. Moreover, in the accept/reject problem, one can only 
observe responses from accepted but not rejected applicants; whereas in the 
problem we are concerned with, we can always observe the response (either to 
Action A or to Action B) frone each previous customer. When the response 
to only one action is under consideration, the problem due to the missing 
data is insignificant if the proportion of missing data is small. Note that this 
is not the case if responses to more than one actions are taken into account 
(see Section 5.1 for further discussion). Nevertheless, approaches applicable 
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to the general problem discussed in this thesis are also applicable to the 
accept/reject problem. 
Our aini is to use the possibly biased data, in which different customers 
have received each action; but not on a random assignment basis, to con- 
struct an optimal rule for assigning new customers to actions. Chapter 2 
characterises this problem using mathematical structures and describes the 
conventional assumptions we made in order to focus on the missing-data 
problem. «'Bether using an incomplete data set without any adjustment will 
result in biased estimations or not depends on the missing-data mechanisms. 
In Section 2.2, we review the general definition of the missing-data meclia- 
nisms and discuss how to determine the type of missing-data nieclianisms for 
the data sets considered in this thesis. 
The hissing-data mechanism can be used to classify missing-data prob- 
lelns into ignorable problems and non-ignorable problems. In Chapter 3, we 
review existing adjlist incllt methods for both ignorable and non-ignorable 
missing data problems. Apart from reviewing existing methods, we also de- 
scribe how these methods can be extended and applied to the problem we 
wish to solve. We show that, if applied to the credit scoring data sets we 
are concerned with, existing adjustment methods for ignorable missing data 
problems are either inapplicable or do not provide extra information. On the 
contrary, if the missing data problem is ignorable, using an incomplete data 
set without any adjustment is sufficient to derive unbiased estimations. From 
Chapter 4 on, we only consider the non-ignorable hissing data problem in 
credit scoring. 
Estimates derived directly frone a data set with a non-ignorable missing 
data problem are biased. Several researchers have argued that, when response 
to only one action is taken into account, such a bias can be relatively small 
and applying an adjustment method is not worthwhile. In Section 5.1, we 
show that this is not the case when the interest lies in the response to more 
than one action. In Section 5.2, we point out that although it is worthwhile 
to adjust the Was in our case, extensions of existing methods are not always 
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applicable. The disadvantage of applying extensions of existing methods to 
the non-ignorable missing data problem in credit scoring is also discussed. 
In Section 5.3, we further point out that the missing data problem we wish 
to solve results from self-selection. Hence, although the newly collected data 
set' is also incomplete, its missing data problem is ignorable. Such a data set 
can be useful when applying the adjustment methods we present in Chapters 
6and7. 
The non-ignorable missing data problem with which we are concerned 
results from an unrecorded variable. Each existing method assumes the un- 
recorded variable has a specific distribution. It is thus only reasonable to 
apply an extension of an existing method 
when one assumes the unrecorded 
variable has the same distribution. In Chapter 6, we propose adjustment 
methods that are applicable regardless of the type of distribution one as- 
sunies. Constructing an optimal decision rule using a biased data set re- 
quires information on how actions were assigned to previous customers (i. e. 
the previous assignment function). In Section 6.1 we introduce an EM al- 
gerithm that makes use of an empirical density function to estimate the 
previous assignment function. However, when the unrecorded variable .7 
is 
un-recordable, its density function is unavailable. Therefore in Section 6.2 
we propose a method that generates empirical samples of Z using newly col- 
lected data. Further in Section 6.3 we introduce a semi-GEM algorithm that 
makes use of these empirical samples to estimate the previous assignment 
function. In Section 6.4 we describe how to construct an optimal decision 
rule using the estimated previous assignment function. Adjustment methods 
proposed in Chapter 6 assume that the unrecorded variable is univariate. In 
Section 6.6 we discuss that if the univariate assumption fails, these methods 
are inapplicable. 
In Chapter 7, we propose adaptive models that avoid the uiiivariate as- 
'We call customers who enter the system before the analysis starts previous customers, 
and those who enter after the analysis starts newly existing customers. The data set that 
contains information on previous customers is called the previously collected data set, and 
the one that contains information on newly existing customers the newly collected data 
set. 
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sumption and make use of both previously and newly collected data. Since 
the information in the newly collected data set increases whenever a new 
customer enters the system, adaptive methods can update the estimations 
continuously. Contrary to the previously collected data set, the missing data 
problem in the newly collected data set is ignorable, and estimations derived 
directly from this data set are unbiased. In Section 7.1, we propose an ad-hoc 
adaptive approach that combines the unbiased estimations derived from the 
newly collected data set with the biased estimations derived frone the previ- 
ously collected data set. In Section 7.2, we propose other adaptive models: 
combined least squares regression approaches, which combine both available 
data sets (one with an ignorable and the oilier with a non-ignorable missing 
data problem) before deriving estimations. 
In this thesis. we review existing adjustment methods, point out the char- 
acteristics of the problem we wish to solve, and propose new adjustment 
methods. In order to evaluate extensions of existing methods, support our 
arguments and examine proposed methods, we make use of simulated data 
sets. Details regarding how these data sets were simulated can be found in 
Chapter 4. 
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Chapter 2 
Missing data problems 
In Section 2.1, we describe in detail the inätliematical structure of the prob- 
lein we wish to solve. 
We wish to estimate the function on which optimal decisions are based us- 
ing a credit scoring data set with missing values. A straightforward approach 
to derive estimations from an incomplete data set is to ignore data points 
with a missing value. This approach is called the complete-case analysis. 
Whether applying the complete-case analysis will result in biased estima- 
tions depends on the missing data mechanism of the data set. In Section 
2.2, we review the general definition of the missing data mechanism. In Sec- 
tion 2.3, we further discuss how to determine the type of the missing data 
mechanism for the credit scoring data sets with which we are concerned. 
To focus on the missing data problem, in Section 2.4, we simplify the 
problem by making linearity assumptions for the response functions and the 
function on which previous assignments were based. 
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2.1 Problem statement 
2.1.1 The aim 
We assume that there are two available actions: Action A and Action B. 
For each customer, we wish to estimate their responses to Actions A and B 
respectively. In this way the action expected to yield the most favourable 
result call be assigned to each individual. Set the variable Rn to represent 
the response to Action A and Rb the response to Action B. Without loss 
of generality, we assume that the larger the response the better. For a new 
customer, we wish to estimate their values of Ra and 7 b, compare the esti- 
mated responses, and assign the optimal action, which has a larger estimated 
response, to that customer. c 
Suppose that some recorded background inforniation, i. e. the vector val- 
ues of X= {Xl, ..., 
XP}, are recorded for each customer. We wish to estimate 
the difference between Ra and Rb for each new customer according to their 
vector values of X. That is to estimate 
l'bil: 10i 
where : Yi = {xli, """, -'Z*pil; Tai; I'bi; and : 1'3i represent 
the values Of 7Za. 7bß and 
X3 respectively of a customer i. 
Equation (2.1) is the function on which optimal decisions are based, and 
we will call this "the optimal decision function". The aiiii is to estimate the 
Optimal decision function so that based on the estimation, a customer i will 
receive Action A if E(raj - rbiIxi) > 0, or Action B if E(raj - r'biIXj) < 0. 
2.1.2 The problem 
Estimation models are developed using a data set that consists of information 
on n previous customers. The data set records the values of X, RQ and 7Zb 
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for these n customers, if they are available. We assume the values of X are 
fully available and recorded, but the values of Ra and Rb are not. Similar to 
new customers, previous customers only received one of the two actions. In 
this way, if a customer received Action A (or B), the value of Rn (or Re) but 
not R-b (or RQ) of this customer is available and recorded. The values of Rn 
aid 7b are never jointly observed and it will be diflicult to derive a model 
for E(rnj - rtLlx) directly. 
Nevertheless, due to the linearity of the expectation operator, the optimal 
decision function (2.1) can be expressed as 
E(r,, 
i1 xi) - 
E(ri I xi)" (2.2) 
From the original data set that records the values of X, Rn and Rb for 
previous customers, we can create another two data sets: one containing the 
values of X and Rn (if available) and the other containing the values of X 
and 7Zb (if available) for the same n previous customers. Thereafter, one 
can derive a model for E(r1I xt) using one of the data sets and a model for 
E(rbijxi) using the other. However, both data sets remain incomplete. 
We can split an incomplete data set into a complete-cases data set and an 
incomplete-cases data set. A complete-cases data set consists of data points 
without missing values, and an incomplete-cases data set consists of data 
points with missing values. In order to draw inferences from an incomplete 
data set, one might exclude data points with missing values and apply stan- 
dard statistical methods to the complete-cases data set. Such a strategy is 
termed the complete-case analysis. 
When one applies the complete case analysis to estimate E(7z"IX) (or 
only' information on previous C11Sto111ers who received Action A (or 
Action B) is used. However, applying the complete-case analysis is not always 
appropriate. This is because the interest, lies in making inferences about. 
the entire target population, rather than the part of the target population 
from which one would observe the values of all relevant variables in the 
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analysis. For example, suppose that a previous customer was assigned Action 
A because the decision maker expected the value of RQ to be larger than that 
of TZ6 for that customer. In this way, the distribution of RR among previous 
customers who were assigned Action A is unlikely to be the same as the 
distribution of TZn for all customers. 
When it is possible to apply the complete-case analysis (e. g. the size 
of the complete-cases data set is large enough), whether applying such an 
analysis is appropriate or not depends oil the missing data mechanism. 
2.2 The general definition of the missing data 
mechanism 
Rubin [42] first formalised the missing data mechanism by treating the miss- 
ing data indicator as a randoin variable. In order to review the definition of 
each missing data niecllanism, we shall first describe missing data patterns 
and missing data indicators. 
2.2.1 Missing data patterns 
Let D= (did) denote a general data set, where i=1,2, ..., ºý; and 
j= 
1,2, 
..., q. 
The data set D records the values of q variables D1, D2, ..., 
Dq, 
froni it independent cases (units) randomly drawn from the target population. 
Moreover, dtj represents the value of variable Dj for case i. 
If all of dij are observed, the data set D is complete. Using such a 
complete data set, one may apply standard statistical methods to draw valid 
inferences about the target population. However if the data set is incomplete, 
some adjustments may have to be made before applying standard methods. 
The fussing data patterns provide information about which values in a 
data set are observed, and which are missing. In Figure 2.1, we show some 
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Dl Dz D3 V4 Dl V2 D3 D. 1 Dl D2 D3 D.; Dl V2 D3 D. 1 
Figure 2.1: Examples of missing data patterns. Each row represents a unit, 
and each column represents a variable. Shaded blocks indicate observed 
values, and white ones indicate missing values. 
forms of incomplete data sets with different missing data patterns. 
2.2.2 Missing data indicators 
Let Al = (mo), where i=1,2, ..., it and 
j=1,2, 
..., q, refers to a missing 
data indicator matrix for the general data set D. If dij is missing, mtj _ 
1, otherwise, Tij = 0. The following matrices represent the missing data 
indicator matrices corresponding to the different missing data patterns in 
Figure 2.1: 
0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 1 
0 0 0 1 0 1 1 0 0 0 0 1 0 0 0 0 
' ' ' 0 0 1 1 0 0 1 0 0 0 1 0 0 0 0 1 
0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 1 
0 1 1 1 0 1 1 0 0 0 1 0 0 0 0 0 
2.2.3 Missing data mechanisms 
There are three types of missing data inecliatiisiiis: Missing Completely At 
flandom, denoted MCAR, Missing At Random, denoted \IAR, and Missing 
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Not At Random, denoted BINAR. 
MCAR 
The data in the general data set D are defined as missing completely at 
random if the niissingness is unrelated to the values (missing or observed) of 
the variables recorded in D. That is, if ([27], p12) 
f (ilII D) =f (AI), (2.3) 
Where f (") denotes the probability anass fujiction for Ill. 
MAR C 
We can split the incomplete data set D into {Dohs, Dmjs}, where Does refers 
to the observed information, and D,,,; s refers to the missing information. 
The data are defined as missing at random if, conditioned on the observed 
information Dobs, the Inissingness is independent of the unobserved D,.. j, s. 
That is, if ([27], p12) 
f (AII D) =f (111 IDobs). (2.4) 
When Equation (2.3) holds, Equation (2.4) also holds. Consequently, the 
MCAR can be considered as a special case of \IAR. 
MNAR 
In the general data set D, the data are defined as missing not at random if, 
even conditioned oil the observed information, the missingness depends on 
the unobserved one. That is, if ([27], p12) 
f(AIID) f(AII D. vs). (2.5) 
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When the data are MAR or MAR, the Was resulting from the missing 
data can be adjusted by making use of observed data, and the missing data 
problem is defined as ignorable. In contrast, when the data are MNAR, using 
observed data is insufficient to correct the bias, and the missing data problem 
is defined as non-ignorable. If the missing data problem of an incomplete data 
set is ignorable, applying the complete-case analysis (if it can be applied) will 
result in unbiased estimations. In contrast, if the missing data problem is 
non-ignorable, applying the complete-case analysis is inappropriate. 
2.3 The missing data mechanism of the data 
set available 
The previous section reviewed the general definition of each missing data 
meclianisin. In this section, we discuss how to determine the type of the 
mechanism for data sets that contain the information on X and Rn and the 
information on X and 7Zb for the same it previous customers. 
2.3.1 Missing data patterns 
Let Dis denote the original available data set that records the values of X, 
Rn and Rb. The missing data pattern in this data set is shown in Figure 2.2. 
Since Ra and Rb are never jointly observed, such a data set does not provide 
any information on the correlation between Ra and R6. Using the data set 
D, 
3 directly is equivalent to using data sets Dn and Db. The data set DQ 
(or 
De) contains records of the values of X and Rn (or Rb), and both D,, and 
Db contain information on the same set of previous customers. The missing 
data patterns of each of these two data sets are shown in Figure 2.3. 
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Figure 2.2: -Missing data pattern of a credit scoring data set D, 8. Each row 
represents information on one previous customer, and each column represents 
a variable. Shaded blocks indicate observed values, and white ones indicate 
missing values. C 
%Za X1 X2 
..................... 
XP 7? b 
ý'1 ý'ý 
..................... 
xi) 
Figure 2.3: Missing data patterns of credit scoring data sets Dn and D. 
Each row represents information on one previous customer, and each coluiiin 
represents a variable. Shaded blocks indicate observed values, and white ones 
indicate missing values. 
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2.3.2 Missing data indicators 
Let S= (si), where i=1, ..., it, refer to the missing 
data indicators for 
both data sets Da and Db. We have assumed X to be fully observed and 
recorded, and only the response variable possibly missing: Thus we set si =0 
if a customer received Action A (raj is observed and rbi is missing), and set 
sZ =1 if a customer received Action B (rbi is observed and raj is missing). 
The missing data indicator matrix corresponding to both Dn and Db is thus 
0 
1 
1 
0 
o` 
1 
Note that the missing data indicators of Db are identical to that of Dn. 
To avoid repetition, we will discuss the missing data niechanisms for Dn only. 
2.3.3 Missing data mechanisms 
According to Equation (2.3), the values of the response in DQ are \ICAR if 
f (SIX, R. ) = f(S). (2.6) 
Define RR 
obs to 
be the observed values of the response to Action A, and 
1Zn,,,,: s to be the unobserved values. According to Equations (2.4) and (2.5), 
the values of the response in Dn are MAR if 
f(SIX) tea) = f(SIX, Ra, obs), (2.7) 
and are MNAR if 
f 
(SIX, 
7)' f SIX, &. 
b, 
)- (2.8) 
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\1ost of the time, recorded background information X is used to make 
the decision about how to treat a customer. However, previous assignment 
decisions might have depended not only on recorded information but also 
on some criteria that are not recorded, e. g. the subjective opinion of a 
decision maker. We therefore assume that there is another set of covariates 
Y= {yi, 
..., 
yq}, and that all variables on which previous assignments were 
based are included in Y. In this way, conditioned on the vector values of y, 
the missing data indicator S is independent of all of X and R, 
SIYIX, R. a. (2.9) 
The missing data mechanism of DQ can then be determined by the rela- 
tionship between the variables in y and the variables recorded in Dn. We 
consider the following four cases. 
2.3.3.1 Case I: y is independent of X and fl 
According to (2.9), if all variables in y are independent of all of X and Ra, 
the missing data indicator S is also independent of X and R,, 
Six, 7ZQ. (2.10) 
In this case, Equation (2. G) holds, and the values of RQ are MCAR. More- 
over. 
f(ýa) 
= 
f(7, 
nis = 
0). (2.11) 
The distribution of the response among the whole target population is 
identical to that among respondents in D (i. e. customers who received 
Action A). Applying the complete-case analysis will provide valid inferences 
about the target population. 
Note that the definition does not, imply the niissin ness to be random; 
but rather that the missingness is independent of all variables recorded in 
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the available data set. For example, suppose that a previous customer was 
assigned Action A if they arrived at the branch before lunch time, and that 
when a customer arrives is uncorrelated either to their recorded background 
(i. e. variables in X) or to their response (i. e. RQ). Data in such a data set 
are \ICAR, and thus applying the complete-case analysis will result in unbi- 
ased estimates for any quantities related to either the response, the recorded 
background, or the relationship between the two for all customers. Although 
the inferences drawn are unbiased, the power of the complete-case analysis is 
diminished since the number of data points without missing values is never 
larger than the total number of data points in an incomplete data set. 
However, it is very unlikely that y is independent of all of X and Ra. This 
is because, as mentioned, recorded background information is usually taken 
into consideration when making the decision about how to treat a customer. 
Furthermore, it is also unlikely that variables used to make previous decisions 
are uncorrelated to R. Consequently, it is rarely the case that the missing 
data mechanism of the data set Da is \ICAR. 
2.3.3.2 Case II: X can fully explain y 
If all variables used to make the previous assignment decisions can be ex- 
plained by the recorded variables, Equation (2.9) implies 
SIXLRQ. (2.12) 
If this is the case, Equation (2.7) holds, and the values of response are 
MAR. Moreover. 
J lýalýýý _ 
f(R1IX, s= 0). (2.13) 
Within each subclass defined by the vector values of X, the distribution 
form of R among the target population is identical to that among respon- 
dents. Therefore, one can use the respondent sample in D,, to construct an 
unbiased model for E(7?. IX). 
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If conditioned on recorded information, any inference drawn from the 
respondent sample is valid. However, without such a constraint, the infer- 
ence can be biased. For example, according to Equation (2.13), , (RaIX) _ 
E(RalX, S = 0), but the equation E(RQ) = E(RaIS = 0) does not necessar- 
ily hold. 
Suppose that whether a previous customer was assigned Action A or B 
depended only on their level of income so that the higher the income, the 
more likely the customer to receive Action A. If each customer's income level 
is recorded, the values of the response are MAR. If the level of income is 
negatively correlated to the response (e. g. probability of default), the average 
response among customers who received Action A will be lower than that 
among all customers. In contrast; the average response among respondents 
with a certain level will be the same as that among all customers with the 
same income level. Applying the complete-case analysis will thus provide a 
valid inference for the response among all customers with a certain level of 
income. 
It should be noted that if the previous assignment rule was deterministic, 
all customers with the same vector values of X would have been assigned 
the same action. The model for E(7ZRIX) will be estimated from a sub- 
region of the full possible range of X. Moreover, the model for E(RaI X) and 
that for E(7 bI X) will be estimated from complementary regions. Estimating 
a model for either E(RaIX) or L(RbIX) thus involves extending estimates 
frone a sub-region to a mutually exclusive one. Nevertheless, one can always 
extrapolate over the complementary region. 
In contrast, if the previous assignment rule was probabilistic, the problem 
of estimating frone sub-regions does not exist. The reason is that customers 
who are identical in X were randomly assigned to either action with the same 
probability 7., where 0<,, < 1. Therefore, models for both E(7Za, IX) and 
E(RblX) are estimated from the full possible range of X. 
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2.3.3.3 Case III: X cannot fully explain y= {X, Z} and Z is inde- 
pendent of R,, 
When X cannot explain y completely, we assume that there is a single vari- 
able Zi so that {X, Z} can fully explain Y. In this way, (2.9) implies 
SI{X, Z}17Za. (2.14) 
If Z is independent of Ra, we have 
SIX-LIZ,,.. (2.15) 
According to the above relationship, Equation (2.7) holds, and the values 
of the response are MAR. Similar to Case II, the complete-case analysis can 
be used to construct a model for E(RaIX) without bias. 
In this case, previous assignment decisions were made based on both X 
and Z. Customers who were identical in X might be different in Z. There- 
fore, even when the previous assignment rule was deterministic, customers 
who had the same vector X might have been assigned different actions. Con- 
sequently, the issue of estimating frone sub-regions might not exist. 
2.3.3.4 Case IV: X cannot fully explain ,y= 
{X, Z} and Z is not 
independent of Ra 
We consider a case where y= {X, z? } and 2 is not independent of Ra. 
Given the vector values of the recorded X, the missing data indicator S is 
still not independent of RR. In this case, conditioned on X, the distribution 
'Because Z is assumed to explain what cannot be explained by X, Z is independent 
of X. Since Z represents information that is not recorded, the distribution of z is not 
given. For simplicity, we assume 2 to be a single variable. However, such an assumption 
can result in loss of generality, and this will be further discussed in Section G. G. 
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of R,, among respondents is different from that among all customers 
(2.16) f(RaIX) 51 f(R. IX, s= 0), 
and applying the complete-case analysis will result in a biased estimate for 
E(RaI X). 
If the missing data mechanism is MNAR, regardless of whether con- 
ditioned on the observed information or not, inferences drawn from the 
complete-case analysis are biased. For example, suppose that whether a 
previous customer received Action A or B depended on both their level 
of income and the subjective opinion of the branch manager, which is not 
recorded. Suppose that among customers with the same income level, those 
more favoured by the branch manager w re more likely to receive Action 
A. Moreover, if these favoured customers indeed have lower probability of 
default, then the responses are BINAR. Under this circumstance, the over- 
all response among customers who received Action A is different from that 
among all customers. Moreover, the average response among respondents 
with a certain income level is also different from that, among all customers 
with the same level of income. 
Note that if Z is not independent of either RQ or Rh, the complete-case 
analysis will result in a biased estimate for E(RQ - RbIX). To simplify the 
discussion, we will only take into account the circumstance where 2 is not 
independent of both Rn and Rb. 
Note that the unrecorded variable is not necessarily un-recordable. If the 
unrecorded .z 
is recordable, one might obtain the distribution of 2 from 
other sources. For example, the values of 2 may be recorded for another 
group of customers. The availability of the distribution of 2 can be helpful 
to adjust the bias resulting from the missing 2, which we will further discuss 
in Chapter 6. 
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2.4 Further assumptions 
2.4.1 Linear response functions 
In order to focus on the missing data problem, we assume that the expected 
responses are linear functions of the predictor variables. (At the cost of 
increased complications, this assumption could be relaxed. ) 
" If the missing data problem is ignorable (e. g. Cases II and III), the 
responses can be considered as linear functions of the recorded X. That 
is ° 
rai - XiOr.,, s + cai, 
(2.17) 
r bi Xißrb, x + E6i, 
(2.18) 
where xi =[1 : CIi ... xpi 
]; :,, ji, rai, and rbi are the values of -'L'j, ka 
and Rb for a customer i respectively; ß,,,,, and ßrßr are (1 + p) vectors 
of parameters; eai and sei are random errors that are assumed to follow 
normal distributions with means equal to zero and independent of X. 
Because Eo and E6 have been assumed to be independent of X, Hie 
optimal decision function becomes 
E(r 
ilXi) - 
E(ibil Xi) = XiO3r,,, x - 
13rb, 
x)1 
(2.19) 
where ßra, x and 
ßrb, 
x are the parameters we wish to estimate. 
. If the inissingness is non-ignorable (e. g. Case IV), the responses are 
linear functions of both the recorded X and the unrecorded 3. That is 
uni = Xißra, x 
+ Zißr. 
Qz 
+ uni, 
(2.20) 
'bi = Xil3rtx + Zißrb, 
-- 
+ fbi> (2.21) 
where zi is the value of 2 of a customer i; and , 
ß,, and 0,,, z are single 
parameters. 
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Because all of Z, Fn, and CEb have been assumed to be independent, of 
X, the optimal decision function can be expressed as 
E(raiI xi) - E(rbiI Xi) = Xi(ßr, x -lßrb, x) +I%(ZiIXi)(/3r,,, < -ßrh, z), 
(2.22) 
where E(zilxi) = E(i) is the population mean of Z. 
Note that the values of Z for previous customers are not recorded, 
and thus the value of E(Z) depends on the assumed distribution of Z. 
Because X includes a constant term and ß,. n x, 
ß, 
Z; 
ß, 
b and 
ßrß are 
not given, we can assume i to follow a distribution with E(Z) and 
Var(Z) equal to any constant value without loss of generality. 
2.4.2 Linear and deterministic previous assignment func- 
tion 
We assume that whether a previous customer received Action A or B was 
based on a function called "tlte previous assignment function". In this thesis, 
we are interested in the case where the information about the previous as- 
signment function is lost. To simplify the problem, we assume this function 
to be linear. 
" If the missingness is ignorable (e. g. Cases II and III), we assume that 
the previous assignment function is a linear function of the recorded 
X. i. e. 
yi = xß, ß9,1. (2.23) 
" If the inissingness is non-igiiorable (e. g. Case IV), we assume that the 
previous assignment function is a linear function of both the recorded 
X and the unrecorded z 2, i. e. 
Ji = Xil3,,, + , Zi. 
(2.24) 
22 Because the values of g for i=1, ..., it, and 
/3, ß. x are not given, even if we set lTar(Z) _ 
1, there is no loss of generality to further assume the coefficient for Z to be 1. 
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We also assume that the previous assignment function is deterministic, 
thus there is no random error term. This assumption is generally applicable 
since most decisions made in consumer banking involve no randomness. We 
further assume that if q1 > c, where c=0 is a threshold 3, customer i was 
assigned Action A, otherwise lie was assigned Action B. 
:; Because the values of gj, for i=1, ..., ri, are not recorded, the vector values of 
/3q 
.r 
are unknown, and x includes a constant terns, we can always assume c=0 without loss 
of generality. 
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Chapter 3 
Existing adjustment methods 
We described in the previous chapter how determining whether inferences 
drawn from the complete-case analysis are biased or not depends on whether 
the missing data problem is ignorable or non-ignorable. If the missing data 
problem is ignorable, estimates drawn frone the complete-case analysis are 
unbiased. In contrast, if the missing data problem is non-ignorable, applying 
the complete-case analysis will result in biased estimates. 
In the case of an ignorable missing data problem in general, although ap- 
plying the complete-case analysis is expected to derive unbiased estimates, 
it might not always be possible to perform it. For example, consider a case 
where one wishes to discover the relationship between one response variable 
and p) explanatory variables. If two or more explanatory variables are never 
jointly observed, there is no complete case (i. e. no data point without any 
missing values). In this case, the coniplete-case analysis cannot be imple- 
mented. In Section 3.1, we review the LEI algorithm that can be applied to 
solve this problem. 
Applying the EM algorithm to the ignorable missing data problem this 
thesis is concerned with is similar to applying the technique named single 
static imputation. In Section 3.2 we review a series of imputation tech- 
niques. We first review the concept of the single imputation technique. This 
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technique underestimates the variability of each data point. This disadvan- 
tage can be avoided by applying the single stochastic imputations technique. 
We also review the bootstrap re-sampling method which can be combined 
with the single stochastic imputation to derive variances for the estimates. 
Multiple stochastic imputation is another type of imputation method that 
one can apply. We review this method together with the data-augmentation 
algorithm, which generates data to be imputed. 
If only the response variables is missing, and if the missing data problem 
is ignorable, one can apply the propensity score technique to draw inferences 
for the response variable. The propensity score technique has been widely 
used in epidemiology. In Section 3.3, we reý, iew this method and discuss how 
it can be applied to the ignorable missing data problem considered in this 
thesis. ` 
The non-ignorable missing data problem discussed in this thesis is similar 
to the Type II Tobit problem. Several researchers have suggested solutions 
to this problem and we review two of the best known approaches: the two- 
step method proposed by Heckman (see Section 3.5) and the EM algorithm 
proposed by Little and Rubin (see Section 3.6). We also present how to 
extend these two approaches to solve the noii-ignorable missing data problem 
on which this thesis focuses. 
Although this thesis focuses on the missing data problem in behaviour 
scoring, many characteristics of this problem are similar to those of the niiss- 
ing data problem in application scoring. Several researchers also have looked 
at the probit model (part of the Heckma's two-step method) and the max- 
, 
[4], and imuin likelihood method (EM algorithm), and one can refer to [7], 
[12]. 
Note that we emphasize the case where the variable subject to being 
missing is continuous. Other methods have been suggested to solve a similar 
non-ignorable missing data problem when the partly missing variable (i. e. 
the response variable) is either binary [35] or categorical [36]. 
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3.1 EM algorithm for ignorable missingness 
3.1.1 NIL method 
Assume that the aini is to estimate parameters in a parametric model. Usu- 
ally, this can be derived from the Maximain Likelihood (\IL) method. As 
suggested by its name, this method obtains estimators by maximising a like- 
liliood function. Let us formulate a model for a complete data set D with 
density f(DIO), indexed by an unknown vector of parameters 0. The likeli- 
hood function of 0 can be defined as any function of 0 proportional to f (DI 0) 
L(OID) af (DSO). (3.1) 
C 
Because the likelihood (3.1) anales use of a complete data set, we term 
this likelihood a complete-data likelihood. When the data set available is 
incomplete, D can be split into Does and D, njs. The actual available infornia- 
tion thus consists of the observed data Dons and the missing data indicator 
matrix M. «'e formulate the model for ilI using the probability distribution 
f (MID, tab), indexed by an unknown vector of parameters th. A likelihood 
that concerns both the observed information and the missing data inecha- 
nism is termed an incomplete-data full likelihood. This can be defined as any 
function of 0 and rJ' proportional to f (Does, 11II0, '0) 
L(0, ý'IDobs, iII) af (Dobs, 11II0, tl'), (3.2) 
where 
.f 
(Dohs) 111101 0) =Jf (Dabs, D .. is, ill 10, -ý))dD.. i5 
(3.3) 
=JJ 
(D0 
)` mislo)f 
(/lIIDobs, D,,, 
i5, 
! ')W.. is. 
Little and Rubin [27] showed that the inference for 0 based on the incomplete- 
data full likelihood (3.2) is identical to the one based on the incomplete-data 
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likelihood 
L(OI Dobs) af (Dobs10), (3.4) 
which only makes use of Dohs and ignores the missing data mechanism, if 
both of the conditions below are true. 
" The data are missing at random, i. e. 
f (MID, ý! ') =f (III lDobs, '), (3.5) 
so that frone Equation (3.3), the full likelihood (3.2) becomes 
L(O, JJ'jDobs, III) af (DobsIO)f (itIIDons) 0. (3.6) 
c 
The parameters 0 and L' are distinct, so that from (3.4) and (3.6), 
L(0, t/'I Dobs, 111) = L(OjDobs)L(t'I ill). (3.7) 
3.1.2 EM algorithm 
Sometimes, explicit AIL estimates can be difficult to obtain directly from 
incomplete data. In other words, ML estimates are sometimes easier to derive 
frone the complete-data likelihood (3.1), than the incomplete-data likelihood 
(3.4). An intuitive solution to this problem is to: 
1. based on estimates for the unknown parameters, impute the missing 
data and obtain an imputed data set; 
2. frone the imputed data set, derive a coniplete-data likelihood, e. g. (3.1); 
3. based on the complete-data likelihood, re-estimate the unknown pa- 
rameters by the standard AIL method. 
The above concept forms the EM algoritliin. Each ELI iteration consists 
of an E (Expectation) step, and a MI (Maximisation) step. 
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E step at the tthiteration 
Tlie E stele find the expected complete-data likelihood if 0 were 0(t-1): (see 
[27] p. 168) 
O(010(t-1)) =I f(OI Dobs, D. ts)f (D.. i, l Dubs, 0(f-1))dD7,1 . 
(3.8) 
We interpret the above equation through a couventinal way, and interpret 
the E step as imputing the missing values in the complete-data likelihood. 
The missing values are imputed using their expectation conditioned on the 
last updated parameter 0(t-1). Tlie observed and the imputed data form the 
expected complete-data likelihood 
oýolocf ýý) = E' [L(ol Dobs, D, 1, ts)l0(1_I)] (3.9) 
Note that in the EM algoritlnn, the E step imputes missing values in the 
complete-data likelihood, rather than those in the D,, 118. 
M step at the tthiteration 
The M step obtains Ott) by maximising the expected complete-data likelihood 
(or lob likelihood) with respect to 0 
Q(0(t)J0-1)) > Q(OIO(t-1)), for all 0. (3.10) 
Dempster, Laird, and Rubin [8] proved that in each iteration the IJ\1 algo- 
rithin increases the likelihood L(OlDobs). They also proved that if L(OlDobs) 
is bounded, the sequence of L(O()I Dobs) converges to a stationary value of 
L(OlDobs). 
The EM algorithm has been criticised for its possibly slow convergence 
and the fact that the \l step is not always straightforward. 
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The convergence rate of the EM algorithm is linear to the proportion of 
observed information about 0 in L(OID). Thus, the convergence rate can be 
painfully slow if the proportion of missing information is large. Algorithms 
that speed up the convergence can be found in [23] and [25]. 
\Vlien direct maximisation is difficult, some extensions of the LEI can be 
applied. For example, the GEM (Generalised EM) algorithm, which replaces 
the original MI step with a generalised one 
Q(o(t)10(t-1)) > Q(010('-1)), (not necessarily for all 0) (3.11) 
and the EC\I algorithm, which replaces tlie°original Al step with two or more 
conditional maximisation steps. 
3.1.3 Application to the ignorable missing data prob- 
lem in credit scoring 
Here we describe how the above H\I algorithm concept can be applied to fit 
a least squares regression inodel for Rn on X= {X1, X2, ..., 
X, }, «vheii some 
values of RQ are missing. That is to use data set Da to estimate parameters 
in Equation (2.17). (Likewise, to use data set Db to estimate parameters in 
Equation (2.18). ) 
Because we have assumed tQi to follow a normal distribution, this is equiv- 
alert to estimate parameters in: 
I'aiIXi) 1\'(Xi/3rn, x, cn) for i=1, ... ''ll1 (3.12) 
where o is the variance of Ea. 
In this case, a complete-data lob likelihood function of 0={, ßrß T, Q,, 
} can 
be any function of 0 proportional to 
il 
lob f(1.,, i I; i, 0). (3.13) 
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E step at the tth iteration 
Because of the normality assumption in (3.12), the missing values in the 
lob likelihood function are the values of -Ra and Rä among non-respondents. 
If rj is observed, 
If ri is missing, 
M 
rni 
ýý2)(t) 
M step at the tthiteration 
Jai) = tai (3.14) 
(ý. 2 ý(t) 
= lni' (3.15) 
Xto(c-i) r, x 
(3.16) 
(XZßýn, 
T 
))A + (vnf-'))2 (3.17) 
1. regress Ra(t) = (r( 
t)) on X_ (xi), where i=1, ..., 71, to obtain , 
ßräýz; 
2. set 
R 
(t))` räß)(t) - 2rý 
ixt ýnýT + (x; a , (. t)r ' 3.15 ( ý[( i-1 
If the estimates converge at the Tth iteration, estimators for and Un 
are , 
ßrä x and 0ä TI respectively. When the interest lies in , 
0,.,, 
x only but not 
a, the above E\I algorithm can be simplified so that only (3.16) in E step 
and the first \I step are heeded. 
In fact, if the missing values are confined to the response variable, and if 
the inissiugness is ignorable, the non-respondents do not provide extra infor- 
mation about the unknown parameters. For example, if we set 
where , 
3ra, 
x is the 
least squares estimators derived froiii the respondent saiü- 
ple, the above iteration converge at once (see Section 3.2.1 for details). This, 
applying the above EM algorithin to the ignorable missing data problem 
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this thesis focuses on does not provide more information than applying the 
complete-case analysis. 
3.2 Imputation methods for ignorable miss- 
ingness 
3.2.1 Single static imputation 
Intuitively, if one can impute a proper value for each piece of missing data, the 
standard statistical tools can be used. The concept of imputation methods is 
to impute the missing data, and then perform analyses on the imputed data 
C 
set. 
Single static imputation consists of unconditional and conditional mean 
imputation. When the missing data mechanism is \ICAR, the missing data 
can be imputed by the unconditional mean of observed values. Consider a 
case where dij, the value of the variable j from unit i, is missing. The missing 
value can be imputed by the mean of all the observed values for the variable 
j. However, if the niissingness is not completely at random, such imputation 
is inappropriate. 
Take the ignorable missing data problem in a credit scoring data set, 
as an example. If the niissingness of responses depends on the values of 
X, applying unconditional mean imputation niiglit not result in a plausible 
inference. But a valid inference can be obtained if we apply the regression 
imputation method. That is to impute each missing response ray by 
jai = Xi/3ra, xi 
(3.19 
where xi =[1 T1j ... a, nj 
I, xjj is the value of the j(h variable in X from the 
unit i, and ß,,,, x is the 
least squares estimator obtained from the respondent 
sample. 
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After imputations, one may apply the standard least squares regression 
approach to the imputed data set and derive another estimator )3, *.,, for 
ßrß 
x. Note that such an approach is identical to applying the EM algorithm 
described in the previous section and setting 13, ',,. 13, ',,., ,, =13,., 
It turns out that ßra T=ß,. 0,2. 
This is because when setting ßr.,, x = ß,.,,, T, 
both terms in the following residual sum of squares function are minimised. 
SS (or., 
x) = (iai - Xiorx)2 
+ 
(Jai - XiOra. x)2' 
(3.20) 
ico-is iCO. bs 
where Si,,, is denotes the sample of non-respondents and Slobs denotes the 
sample of respondents. 
Since 
, 
ßrß 
1= single static 
imputation does not provide extra infor- 
mation to the ignorable missing data problem the thesis is concerned with. 
From the above illustration, we can see clearly the main disadvantage of 
single imputation methods. Because the first term of Equation (3.20) equals 
to null when setting ß,.,,, x one can see that the resulting residual sum 
of squares is underestimated. Such an underestimation is common among all 
single static imputation methods. In the following sub sections, we review 
the stochastic imputation technique that can resolve this issue. 
3.2.2 Single stochastic imputation 
Stochastic imputation methods impute the missing data by a draw from 
a predictive distribution, instead of imputing the missing data by either a 
conditional or an unconditional mean. For example, in a EICAR case; the 
missing dij can be imputed by a draw from all the observed values of the jth 
variable. 
Consider the credit scoring ignorable missing data problem, where the 
inissingness depends on variables in X only. A missing response can be 
replaced by a random draw frone the responses of respondents with honioge- 
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neous vector values of X. Furthermore, the regression imputation described 
in Section 3.2.1 becomes a stochastic imputation method by adding a residual 
terns to each imputation, i. e. adjust Equation (3.19) into 
1'ni = Xi/3rn, x 
+ Eni, 
(3.21) 
where cni is randomly drawn from the residuals generated by the regression 
of 7Z,, on X among the respondents. 
When a single stochastic imputation technique is applied, the variability 
of each imputed piece of data are already embedded in the imputed data set. 
Nevertheless, the uncertainty of estimates derived directly from the imputed 
data set is still underestimated. This is because each missing piece of data 
are imputed using a single value, each imputed value is treated as an observed 
one, and the uncertainty with respect to the missing data are ignored. As a 
result, more effort is required to derive the variances of estimates. 
Bootstrap re-sampling 
It has been suggested that re-sampling methods can be combined with sin- 
gle imputation methods so that appropriate estimates for variances can be 
obtained. Bootstrap re-sampling has been widely used, and thus we briefly 
look at how it can be applied. (Refer to [9] for details. ) 
Assume that the values of 1) variables from it independent units are 
recorded in a data set D. Suppose that we would like to make inferences 
for an unknown parameter 0 based on D. However, sonne entries in D are 
missing. The concept of applying the bootstrap re-sampling is as follows. 
For b=1, 
..., 
B, where B is called the bootstrap size: 
" drawn units frone the original incomplete data set D with replacement 
and obtain a bootstrap sample D(b)7 
. replace all missing values in D(') using a single stochastic imputation 
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method, and obtain an imputed data set D(d); 
" derive D(b) fron b(h) using standard statistical methods. 
The bootstrap estimate of 0 is obtained from: 
B 
O(Boor) _1E 0(b). (3.22) B 
b=1 
The bootstrap estimate of the variance of O(B00t) is derived by: 
B 
/(Boot) =B1 
(o() 
- 
Ö(Boot)12 (3.23) 
-1 l b=1 
The algorithm that combines the single stochastic imputation with the 
bootstrap re-sampling is straightforward. However, Little and Rubin [27] 
pointed out that `in order to derive a valid inference, re-sampling methods 
require 200 or more different imputed data sets, with imputations based in 
each re-sampled data set, and transmitting this large set of re-sampled and 
imputed data sets to users may not be practical '. 
3.2.3 Multiple imputations 
The method of multiple stochastic imputations was proposed by Rubin [44]. 
The idea is to create more than one imputed data sets independently, derive 
estimates frone each imputed data set through standard statistics methods, 
and then combine the estimates. 
Suppose that one wishes to draw inferences about 0 frone an incomplete 
data set D. First create more than one, say K, imputed data sets, e. g. 
Dill, b(2), independently from D. From each imputed data set D(k) 
obtain an estimator O(k) for 0 and its associated variance L7(1). The combined 
45 
estimate is 
K 
bpu) =1L. 1` Ö(k) (3.24) K 
k=l 
which is a more efficient estimate than a single Ötý't. 
The variability associated with the above estimate is 
ý1 
+)f,, (B), (3.25) 
j 
where (1 + T' is an adjustment for finite K, 1'(V) is the within-imputation 
variance 
Ii 
(3.26) 
k=l 
and Vtai is the between-imputation variance 
K 
jý(B) =1 K1 
(O(k) (3.27) 
k=l 
According to the definition for Vthe proportion of missing informa- 
tion is approximately 
where 
(3.28) 
1+ 
(1 + %) ["(a) 
y= (3.29) 
Rubin [44] has shown that the efficiency of all estimate based on K iiii- 
puted data sets relative to the estimate based on infinite sets is approximately 
(1 + {) ' (in units of standard deviations), where A is defined in Equation 
(3.28). When 50% of the information is missing, an estimate based on K= 10 
imputed data sets has a standard deviation that is about 2.5% wider than 
the estimate based on K= oo imputed data sets. Therefore, unless the pro- 
portion of missing data are extraordinarily high, no more than 10 imputation 
sets are needed in practice. 
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Data-Augmentation algorithm 
Several methods have been suggested to generate the imputed data for mul- 
tiple stochastic imputations. We review one of the most popular methods, 
which makes use of the data-augmentation algoritliin. 
Suppose that the available data set consists of missing and observed data, 
e. g. D= {Dolls, Dntis), and the aiiii is to impute the missing D... is using 
the observed Does. If there is a parametric model for the complete data, e. g. 
f (Do, 
5, 
D,.. j, 10) with a set of unknown parameters 0, drawing a set of randoral 
sample for D,,, is requires the knowledge of not only Dolls but also 0. However, 
the value of 0 is unknown, and estimating if possibly requires the knowledge 
of both D,,, is and Dors. Nevertheless, such a conflict can be resolved by the 
data augmentation algorithm [48]. 
The data augmentation algorithm is a Markov Chain Monte Carlo (MC\IC) 
nietlind. AIC\IC is a collection of techniques for drawing one or more val- 
ues from a variable, which is typically multidimensional. This inethod is 
attractive when it is difficult to draw directly from the density of the tar- 
get variable, but rather straightforward to draw each covariate in sequence. 
Given a starting value 0(0), the algorithm below defines a \Iarkov Chain 
{(Dr>>5,0(t)), t=1,2, ... 
}. 
At the tth iteration: 
" Imputation Step: draw a random sample for D... j, fron 
D(t) ^ý f (DIIIisIDobs, o(t-1)) (3.30) 
" Posterior Step: draw a random sample for 0 from 
O(t) ,,, f 
(oID0r, 
s, D(, 
ýs) (3.31) 
Under some general conditions, the chain will converge to the stationary 
distribution f (D,,,;,, 01I)obs). Thus, performing the above iteration until the 
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(listribution of iterates converges will produce a proper draw for the missing 
data D171 8. 
However, because proper imputations must be independent, successive 
draws, which are correlated, cannot be used. For example, one should not 
take D(, )3 to create an imputed data set, and D(' s' to create another. In- 
stead, proper imputations can be created by taking every Nt' draw among 
the sequence, whereas the choice of A' has to be large enough so that the 
dependence among imputations is insignificant. Otherwise, proper imputa- 
tions can be obtained through independently simulating K (the number of 
imputed data sets to be created) sequences of draws with length A'. Only 
the All" draw of each sequence is used as an imputation. The length N also 
has to be large enough so that the j\'thl draw of each sequence is substantially 
independent of the starting one. Regardless of which method, amongst the 
two mentioned here, is used, N has to be large enough so that the distribu- 
tion of the iterates converges to their stationary distribution. Schafer [46] 
has pointed out that because fewer burn-in iterations will be discarded, a 
single sequence method is more precise when only one parameter is of in- 
terest. However, if parallel computation is available, the multiple sequences 
method becomes more attractive because it requires less computation time. 
Moreover, various starting values can be used to assure the convergence. 
Because MI (multiple imputations) requires fewer imputed data sets (e. g. 
10 or less) than re-sampling methods do (e. g. 200 or more), the storage of im- 
puted data sets is less of an issue for MI. However, if the data-augmentation 
algorithm is used, III demands more computation. The theory behind \II 
is Bayesian and thus it can provide better inferences when the sample size 
is small. But if the size of the data set is large, re-sampling methods are 
favoured because they are less dependent on parametric modelling assunip- 
tions. Nevertheless, when the knowledge of the parameter model is sound, 
MI is favoured. More discussions regarding this issue can be found in the 
articles by Rubin [45], Fay [11], and Rao [37]. 
Nevertheless, if only estimates but not variances of estimates are taken 
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into consideration, all of these imputation methods provide no extra infor- 
mation to the ignorable missing data problem we wish to solve. 
3.3 Propensity score for ignorable missing- 
ness 
3.3.1 Propensity score 
Propensity scores have been commonly used iii epidemiology to compare out- 
comes among units that were not randomly assigned to the group treatment 
or the group control. Units in the group treatment receive treatments, and 
those in the group control do not. Suppose one wishes to evaluate the effec- 
tiveness of a new treat. inent, e. g. to evaluate whether the new treatment does 
increase the level of antibodies or not. A survey is conducted with n patients 
non-randomly assigned the new treatment (s = 0) or placebo (s = 1). The 
assignment is based solely on a set of variables X, which are measured prior 
to the start of the trial. Note that since X is measured before the treatment, 
the value of X is unaffected by it. Because a patient can either receive the 
new treatment or a placebo, the available data set will take the form of Fig- 
tire 2.2. In this example, the first six columns indicate variables in X, the 
last two columns indicate the level of antibodies measured after receiving the 
new treatment, and that measured after receiving a placebo respectively. 
Because the distribution of X is different between the treatment and 
the control group, if any variable in X is correlated to the production of 
antibodies, these two groups are not comparable. For example, assume that 
age is one of the variables in X, and the younger the patient the more likely 
lie/she is to receive a placebo. Suppose that younger people tend to produce 
more antibodies regardless of whether they receive treatments or not. If 
the levels of antibodies turn out to be higher among patients who received 
placebos, one should not draw the conclusion that the new treatment is 
iII efrective. 
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`ßl4 
.. 
Suppose that we match patients based on the value of X, i. e. we stratif3' so 
that patients within the same stratum are homogeneous in the vector values 
of X. The treatment and the control groups are then comparable within each 
stratum, and it, is said that the treatment assignment is ignorable given X. 
Rosenbaum and Rubin [40] have shown that if the treatment assignment 
is ignorable given X, it is also ignorable given any balancing score for X. 
A balancing score for X is a summary or function, i. e. b(X), of X such 
that the treatment assignment and the covariates X are independent given 
b(X) [24]. The most complex and finest balancing score for X is X itself, 
and the simplest one is the propensity score: 
e(. i: i) = Pr(si = 01x1), (3.32) 
where the estimator e(xj) of e(xj) can be derived from a logistic or a probit 
regression of S on X. 
Suppose that we match patients based on the value of their propensity 
score. It is then appropriate to compare, within each stratum, the outcomes 
(levels of antibodies) between the treatment and the control group. It should 
be stressed that the propensity scores e(X), or any other balancing scores for 
X, only balance variables that are included in X. When the probabilities of 
receiving the new treatment depend on some variables that are not included 
in X, the propensity scores method will not provide valid inferences. 
Given that the treatment is ignorable given X, the reason to match pa- 
tients based on the value of c(X) instead of directly oil X is the following. 
Suppose that the stratification is made so that only patients with the same 
vector values of X are grouped in the saine stratum. If the number of vari- 
ables in X is large, it is likely that there will be very few patients in each 
stratum. Thereafter, it is possible that. there are sonne strata consisting only 
of patients who received the treatment. Therefore, there is no way to compare 
the survival rate between the treatment and the control group. 
To overcome this problem, one would wish to match patients not with the 
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same but with similar vector values of X. However, given the large number of 
variables in X, it will be difficult to identify such a similarity. For this reason, 
matching on a single variable is preferred. Under such a circumstance, one 
can use the propensity score to stratify patients into, for example, C strata so 
that the first stratum consists of patients with 0< e(X)'< 1/C, the second 
stratum consists of those with 1/C < e(X) < 2/C, etc. The outcomes 
between the treatment and the control group are then comparable within 
each stratum. 
Moreover, the propensity scores can be used in conjunction with further 
model-based adjustment methods [41]. For example, one can use a log-linear 
model that relates patient outcomes to the treatment, the propensity score 
(or the index of a stratum c=1, ..., 
C), and other key covariates from X. In 
this way, the comparison can be made with emphasis on a few key variables 
and at the same time, while the less interesting variables in X are balanced. 
There are several other matching methods, e. g. weighted Euclidean met- 
ric matching [43], optimal matching [38], and full matching [39]. A simula- 
tion study [15] suggested that, when the size of X is large, matching on the 
propensity scores outperforms others. 
3.3.2 Application to the ignorable missing data prob- 
lem in credit scoring 
The propensity score can also be used to stratif3, previous customers in a 
credit scoring data set, if the uiissingness is ignorable given completely ob- 
served X. In this way, customers with similar propensity score are expected 
to have Homogeneous value of 7?, (01 74)- 
However, propensity score matching is only applicable «lieh the previ- 
ous assignment function is probabilistic rather than deterministic. This is 
because; for example, when the estimator c(xt) is derived frone a probit, anal- 
ysis, this is equivalent to assuming that the previous assignment function to 
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be 
gý = xi/3E9 , 9, x + 
(3.33) 
where e_qi is a random error and follows a normal distribution. 
Note that if the previous assignment function is indeed deterministic, the 
following inequality 
0< Pr(s= = al: rt) <1 (3.34) 
then suggests that previous assignments depend on variables other than those 
in X. If this is the case, the missingness is no longer ignorable given X, and 
matching with the propensity score e(x) will not provide valid inferences. 
Consequently, due to our assumption about the deterministic assignment 
rule, the propensity score method is not applicable to the problem we wish 
to solve. 
3.4 Type II Tobit model 
The Type II Tobit model concerns a non-ignorable missing data problem, 
and has been widely discussed in econometrics. This model is very similar to 
the non-ignorable missing data problem we wish to solve. In this section, we 
describe the similarities and the differences between the Type II Tobit model 
and the problem we consider in the present thesis. Based on these, we can 
extend existing solutions to the Type II Tobit model to obtain a solution to 
Our problem. 
3.4.1 Model description 
The original Tobit Model [49] ainis to estimate, from a random sample of 
size ii, the parameters in a standard regression model 
l 'i = Xi/3r, r + 11ri 
for ?=1, 
..., 
11, (3.35) 
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where xi =[1 : eli ... xn= 
]; x, ri and Uri are respectively the values of 
Xj, R (e. g. expenditure on durable goods) and a random variable Ur of the 
itt` unit; and ß,,: x is a (1 + p) vector of parameters. 
It is assumed that, in the random sample, the vector values of X are 
completely observed whereas those of Ur are completely missing. Moreover, 
the original Tobit Model assumed U, to be independent of X and 
ttri - i\'(0, o) for i=1, ..., rt. 
(3.36) 
Note that because Equation (3.35) includes a constant term as a regres- 
sor, there is no loss of generality in assuming the mean of the completely 
unobserved variable Ur to be zero. 
Since there is no negative expenditure, the original Tobit'Model assumes 
that only positive values of R can be observed. The Type II Tobit Model is 
a more general model which assumes that whether the value of R is observed 
or not depends on another covariate 9. More specifically, rr is observed if 
gi > 0, where gi is the value of g of the unit i. In contrast, if gj < 0, ri is 
missing. However, the value of 9 is never observed, and is assumed to be 
linearly correlated to the completely observed X and a completely missing 
variable U9 
9i = xß, ß9, = + 1gi 
for i=1, 
..., ii, 
(3.37) 
where /3g, x is a (1 +p) x1 vector of parameters; u9i is the value of U9 of unit 
i, and 
u9i r x\'(0,1) for i=1, ..., nt. 
(3.38) 
The variable U. is also assumed to be independent of X. Note that there 
is also no loss of generality if we assume unit variance for Ug, since both 
values of 9 and U. are completely unobserved, and the vector values of , 
ß9 
are not given. 
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3.4.2 Non-ignorable missingness 
According to the above assumptions, we can obtain the following bivariate 
normal distribution 
p 
Xi, 0, t,! ) - 1\ for i=1, ..., 71., 
Yi Xißg PO', 1 
(3.39) 
Miere 0= {ßr,: x Q, 
}, ý7) = 
{ßg, 
x, p} " 
Based on (3.39), Little and Rubin [27], p322 showed that the probability 
that ri is missing, that is gi < 0, can be calculated by 
(xißg,, 
+ l)QU 1 
Pr(9i c 01 ri, xi, 0, t 1) =1- <h (3.40) 
VII-p2 
where <I4(") is the cumulative distribution function of a standard normal dis- 
tribution. 
According to Equation (3.40); if p0 the data in Type II Tobit model 
are missing not at random. This is because the probability that r; is missing 
depends on its own value, which is sometimes missing. 
3.4.3 Comparison with the non-ignorable missing data 
problem in credit scoring 
If we set 
«si = zi, (3.41) 
iiri = zißro, z + E0 , (3.42) 
OF 2[ri = Zi/3rb, z + tbi, (3.43) 
the response function and the previous assigiiinent, fuiiciion in the Type II 
Tobit model (i. e. Equations (3.35) and (3.37)) become identical to those in 
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a credit scoring problem (i. e. Equations (2.20), (2.21) and (2.24)). 
However. the Type II Tobit model assumes that both Ur and U. follow 
normal distributions, whereas we only restrict the random errors e, Fa, and Fb 
to follow normal distributions. Thus solutions to the Type II Tobit model are 
not applicable unless we assume that the unrecorded variable 2 also follows 
a normal distribution. 
3.5 Heckman's two-step method for non-ignorable 
missingness 
3.5.1 Different explanatory variables 
Heckiiian[20][21][22] proposed a model to estimate the market wage R for 
married women under the constraint that one can never observe the values of 
R among non-working women. Since the market wages among non-working 
women are missing, the available data set is incomplete. Moreover, whether 
a woman i decides to work or not depends on the value of g_, which is the 
difference between her market wage and her asking wage. Only when gi > 0, 
is a woman i willing to take up employment thus allowing her market wage 
to be observed. 
All the assumptions made by Heckman are the same as those made in the 
Type II Tobit Model except that the variables affecting the asking wages are 
assumed not to be exactly the same as those affecting the market wages. For 
example, a husband's income might influence the asking wage of a woman, 
but not her market wage. Therefore, in the model proposed by Heckman, 
lie assumes that R is correlated to the completely observed covariates X,. = 
{X,.,, 
..., 
Xrt, } whereas c is correlated to another set of completely observed 
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covariates X. _ {X9 ..., X_qy 
}. Moreover, lie assumed that 
Vi =X rißr, x 
+ 'tlri for 1=1, ..., '/t, 
(3.44) 
9i = x9 ß9, x + ugi 
for i=1, 
..., ii, 
(3.45) 
T 
Xri/3r, x Qrz [)Orr IXri, Q, X9i, 1N 11 ,r, 
for i 
ýi Xgi og, x PQr 
1 
(3.46) 
where 0= lßr, x, crr}, 
/' =1 ýg, xý 1 
}. 
3.5.2 Heckman's two-step method 
From Equation (3.44), Heckman showed that the regression function of TZ 
among the respondents, whose ri can be observed, is 
L'(1ilxri, gi > 0) = Xrißr, x'+' 
E(llrilgi > 0) 
(3.47) 
= Xrißr, x 
+ E(11ril11gi > -Xgißg, x), 
for i=1, 
..., 71. 
Based on the above bivariate normal distribution assumption, the last 
part of Equation (3.47) can be interpreted as 
E(Uril zigi > -X9iß9,1) = porli(it, il ulgi > -Xgißg, x), 
for i= 1ý 
... ý 12. 
(3.48) 
Since Ug has been assumed to follow a standard normal distribution, 
ji(U9il «gi > -x i/3g, 1) = 
A(x 
ißg,, 
), for 2=1, ... ' 7tß 
(3.49) 
where A(") is the inverse of Mill's ratio, where 0(") and <I>(") are re- 
spectively the probability density function and the cumulative distribution 
function of a standard normal distribution. Thus, Equation (3.47) becomes 
E(ril xri, gi > 0) = Xri/3r, r 
+ pu, "A(X9ißg,. r), 
for i=1, 
..., Tl. 
(3.50) 
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Let ügi = A(xgi, ßg, x) denote the conditioned expected value of U. for unit 
i. Consider the case where the parameter , 
ßg,., can be estimated so that the 
value of Ü can be derived for each unit. In the respondent sample, regressing 
R on Xr and ü, derives unbiased least squares estimators for , ß,., x and p0, in 
Equation (3.50). Note that only the product pu, as a whole can be estimated, 
rather than p and o,, separately. 
Because G1 xi ' N(xißg, x, 1), Heckman suggested using probit analysis to 
estimate the value of ßg,,,. Probit analysis [13] has been commonly applied 
to the study of binary response relations, especially when the error term 
is assumed to follow a normal distribution. Therefore, Heckman's two-step 
method is the following: 
" Step 1: Apply probit analysis to the whole sample and obtain estimator 
, ßg, x of /3g, x 
in Equation (3.45); and calculate üi j= A(x9t, ß9, x) 
for each 
respondent i. 
" Step 2: In the respondent sample, regress 7Z on X, and Ug to derive 
unbiased estimators &, of ßr,. r and 
3 
of 6= PQr in Equation (3.50). 
This method has been widely used for its siniplicity% As shown above, the 
two-step method only involves probit analysis and least squares regression. 
However, Heckman's two-step method is bounded by the normality assump- 
tion. Other similar approaches have been proposed, but all restricted to a 
specific type of distribution form (e. g. Olsen [34] proposed a similar method 
and assumed the distribution form of U9 to be uniform). 
If the normality assumption is true, one can derive unbiased estimates 
from Heckman's two-step method. Nevertheless, the two-step estimators can 
stiffer from the collinearityr problem. The collinearity problem occurs when 
predictors in a regression model are linearly correlated [50] . 
If this is the 
case, the variances of estimators will be inflated, hence the estimation be- 
comes inefficient. Consider the second step of Ileckman's two-step method 
which regresses R on Xr and Lh in the respondent sample. The collinearity 
problem appears if X, and U9 are highly correlated in the respondent sample. 
57 
Because Ij= )(xgj 
, x), 
Heckman avoids this problem by assuming X, to be 
not identical to X.. Nevertheless, if variables in Xr are highly correlated or 
even identical to those in X., X, will also be highly correlated to xg, ßg, x. 
Con- 
sequently, whether the collinearity problem exists relies on the non-linearity 
between x9, ß9, r and \(xgßý r), which is unappealing 
[26]. However, if the nor- 
mality assumption is trite, estimators from such a computationally ellicient 
method remains unbiased, and this is why Heckman's two-step method has 
attracted much attention. 
3.5.3 Application to the non-ignorable missing data 
problem in credit scoring 
Heckinan's two-step method was originally proposed to estimate the response 
to only one action, whereas we are interested in responses to two actions. 
Here we describe how his method can be extended to solve our problem. 
" Step 1: We have set si =0 if customer i received Action A, and si =1 
if received Action B. In this way, the probit analysis can be performed 
to estimate ß_q, T for g,, x. Thereafter, 
- among customers who received Action A, set 
zi = E(zdlz1 > -xtß_q,, ) = A(xi&r); (3.51) 
- among customers who received Action B. set 
zi = E(zilzi < -x2, ß9,1) = -A(-xL, ßs,, ). (3.52) 
" Step 2: 
- among customers who received Action A, regress R on X and Zt, 
yielding ßr ,x and , r., z. 
- among customers who received Action B. regress Rb on X and . 
ý, 
j'iel(Iillg /3rb, r (111(1 rQrb,, 
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The estimation for the optimal decision function becomes 
t, (/ai1xi) 
- 
E(Ibilxi) 
- xi(&,,. r - Nrb, r) 
+ E(ZilXi)(Irn, 
z - 
/rtz) (3.53) 
Heckman's two-step method assumes that U. follows the standard normal 
distribution and independent of all recorded variables. Applying Heckniaii's 
method to our problem implies E(z1Ixi) = E(zi) = 0. In this way, the 
estimation for the optimal decision function becomes 
LýýQLIXLý 
- 
E( 
ÜLIXL) - XLOL'n, S - 
/3rb, 
x) 
(3.54) 
A new customer i will be assigned Action A if E(rnitxi) - E(rbiIxi) - 
xt(ßr0, x -, ßr,,, T) > 0; otherwise will be assigned Action B. 
Note that because the recorded variables in the previous assignment func- 
tion are identical to those in both response functions, the variances of esti- 
mators frone the two-step method are likely to be inflated. Aloreover, if the 
unrecorded variable Z does not follows a normal distribution, the resulting 
estimation will be biased. 
3.6 EM algorithm for non-ignorable missing- 
ness 
3.6.1 ML method 
As described in Section 3.1, when only an incomplete data set is available, 
the incomplete-data full likelihood, which takes into account the missing data 
mechanism, is proportional to 
f (Dob. s) Ill 
10,0 = 
ff (D0b. S, D... j, 10) f (MI Dob,, Dmis, ý'') dD1 13. (3.55) 
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However, according to the definition of MINAI, if the data are missing 
not at. random 
f (11II Dons, D,,, i,,, '') f (jlI Dobs, 0) " (3.56) 
This implies that we can not always split Equation (3.55) (the joint dis- 
tribution of the observed data and the missing data indicator matrix) into a 
marginal density function f (Dobsj0) for Does, and a marginal probability mass 
function f (r1II Dobs, 0) for M. If this is the case, f (Dogs, 111107 0) might not 
be proportional to f (DobsIO). Therefore, the full likelihood L (0, ýhj Dob3,11I) 
might not be proportional to the likelihood L (0JDobs), which ignores the 
missing data mechanism. Consequently, if , the 
data are missing not at ran- 
doin, one should make use of a more complicated likelihood function, i. e. 
L (0, Tabs, ill). 
3.6.2 EM algorithm 
We have discussed that when it is difficult, to derive ML estimates from a 
likelihood that only includes Dob ,a complete-data 
likelihood in conjunction 
with the H\1 algorithm can be applied. The E step of the EM1 finds the con- 
ditional expectation for the missing values in the complete-data likelihood 
L(OID). However, if the data are missing not at random, one should take 
into account the missing data mechanism when estimating the missing values. 
The EM algorithm for the BINAR problem is thus required to accommodate 
both the parameter 0 in f (DI0) and the parameter iJ' in f (ill D, tab). Con- 
sequently, in a \INAR case, one should use a complete-data full likelihood, 
which is proportional to the joint distribution of 0 and 
L(D, i iIO, tb) of (0, ý('ID, AI). (3.57) 
Based on the above complete-data full likelihood, the EM algorithm at 
the t«` iteration becoiiies 
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"E Step: using the last updated parameters 0-1) and j, (t-1), derive the 
expected likelihood function: 
Q(O, 1,10(t 1)ý, ý(t i)) =E [L(o, ", bobs, D,, is, 111)10(t-i),. (3.58) 
" \I step: find the 0(t) and 0(l) that maximise O(0,010(t_1) 11, (t-l)), i. e. 
o(0(t), (t)I0(t-1), . I1)(t-1)) > Q(0,, 110(t-i), . ý, (t-i)) for all 0 and ' 
(3.59) 
or in the Generalised EM (GEM) algorithm, choose a 0(t) and a mI, (t) 
such that 
()(o(t), , (t)10(t-1), 1rj'(t-1)) ? Q(o(t-i),., (3.60) 
3.6.3 EM algorithm for Type II Tobit Model 
Here we review the EM algorithm suggested by Little and Rubin [27], p323 
that provides estimates for the Type 11 Tobit Model. 
E step at the lth iteration 
If ri is observed, Ji > 0, 
J(t) 
(92) (t) 
(t) I. Z 
ý''i)(t) 
r,. t ZJi) 
xiP(e-i) + A(x"(3(a-1) s, = g, I 
1+ (xio(ty 1))2 + x. ß(t 
l)A(xißgtx i)), 
I"i, 
1'ä 
rix jP +TX (t-') i( iý )' i g, x 9: "T 
(3.61) 
(3.62) 
(3.63) 
(3.64) 
(3.65) 
where A(") is the inverse of Mill's ratio. 
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If r1 is missing, gj < 0; 
9it) = Xt(jýt-1) - ý(- ,x Xýßýt 1)) 9, z 
2) 
=1+ (Xi Qgtz 
1))2 
- XI 
( 
gtx 
-1)A(-Xiß(ts 1)), 
rýýt) = XiartT') - P(t- (t-')A (-X; ýýt 
(1 )(t) _ (X=ßr l))2 + (crt-1))2 - 
M -Xýý9t11))(2Et1-l-ý) - p(t-l)u 
(t-l)Xtß(t-j) 
(j.. 
g. )(t) x 
i0 
t. 
ý 
')(x 
)3 
t, 
T 
1) 
- 
A(- XlNýtý, 
1)) 
+ f)(t-1)ß(t-1) 
l\'I step at the ttf` iteration 
The lI step re-estimates the unknown parameters by 
(3.66) 
(3.67) 
(3.68) 
(3.69) 
(3.70) 
1. Regressing g(t) = (g(')) on X= (xi), where i=1, X. i yielding ßýtX . 
2. Regressing 70) = (r t)) on X= (xi) and 9M = (y 
(t)). 
where i=1, ..., rt, 
yielding coefficients , ßrtx for X and 6(t) for G, and residual variance 
(ý(t )2 
3. Setting 
, ß(t) = lß+(t) + 
P)ß(t) 
> 
(3.71) r, x r, x g, X 
(o t))2 = (u )2 + (6(t))2, (3.72) 
p(t) = 
fi(t) 
(3.73) 
The simplicity of the above EM algorithm also relies on the normality 
assumption for both Ur and lh. If the actual distributions of Ur and U. are not 
normal, the estimates will be biased. Criticisms have been made that if the 
normality assumption is incorrect, there is no way of distinguishing between 
the bias resulting from the non-ignorable missingness and that resulting from 
an incorrect, distribution assumption. Discussion regarding the sensitivity 
of a model to un-testable assumptions can be found in Copas and Li [5]. 
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Furthermore, as when applying EM to any incomplete data set, when the 
proportion of the missing information is large, the iterations will take a very 
long time to converge. 
3.6.4 Simplified EM algorithm for Type II Tobit Model 
We would like to point out that the EINI algorithm proposed by Little and 
Rubin can be simplified. 
. The E Steps can be simplified and only keep (3.61), (3.63), (3.66), and 
22 (3.68). This is because among the M steps, none of g , 11, or rjgj is 
required. 
" We can also skip (3.72) and (3.73) in the third M step. Because after we 
simplify the E Steps, all parameters required in the remaining E steps 
are: , ß9x, , ß,., x, and the product of p and or, but not p and a individually. 
. Because 9 is a function of X and U., and U. is assumed to be indepen- 
dent of all variables in X, we can merge the second \1 step and (3.71) 
into: 
Regress R(t) = (ri tý) on X= (xi) and UU°) _ (u()), where i=1,..., 71, 
t 
yielding coefficients ßr, x for X and V) for U9. 
(«allen Ji > 0, u9i) = A(xiß9tx when gi < 0,119 _ -ý(-xi u9 
ý ýý 
ý)) 
" According to Equation (3.73), we can replace all of pO ti by ö(ti 
Note that the E steps and the Al steps for the missing values and the 
parameters in the previous assignment function are not affected by those in 
the response function. Therefore, we can split the simplified EM algorithin 
into two: one for the previous assignment function, and the other for the 
response function. 
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An EM algorithm for the previous assignment function 
"E step at the Ph iteration 
If r2 is observed, gi > 0, 
its? = a(Xýßgrý (3.74) 
9ýtý = x1ßßtx 
1, + ilgiý. (3.75) 
If rZ is missing, gL < 0, 
ugý) = -A(-xt, ß(`-') (3.76) 
91tß = xiý9 X 
t-1) M + 1191 (3.77) 
C 
" \I step at the jth iteration 
- Regress G(t) = (gýt)) on X= (xi), where i=1, ..., n, yielding 
ßßt) 
. 
An EM algorithm for the response function 
"E step at the try` iteration 
If ri is observed, gL > 0, 
ritt = ri. (3.78) 
< 0, If ri is missing, gi 
ý, (t) = xýo(tz i) +e . 6(t-'), . 
(3.79) 
where ii_qj is the estimator for u9 derived from the EM algorithm for 
the previous assignment function. 
. \I step at the try` iteration 
- Regress 
V) = (rýt) ) on X= (xi) and U9 = (n9 ), Where i= 
1, ..., 11, yielding 
/3, (. t, ) and /3(tý. 
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Note that if one takes estimator , 
Qg, 
x estimated 
from the probit analysis as 
the initial guess for the EM algorithm for the previous assignment func- 
tion converges at once. Moreover, using the estimated I9 (for i=1, ..., 71) 
as observed values in an EM algorithm implies applying the EM method to 
an ignorable missing data problem, where only the response variable could 
be missing. As discussed in Section 3.1.2, the estimators obtained from such 
an EM algoritlnn are identical to the least squares estimators obtained from 
the respondent sample. Thus if one takes the estimators ßr, y and 
(3,., 
z 
derived 
from Heckman's method as initial guess, the EM algorithm for the response 
function also converges at once. Therefore, the EM algorithm suggested by 
Little and Rubin and Heckman's two-step method provide the same estiina- 
tions for the Type II Tobit model. Nevertheless, the two-step method is more 
computationally efficient. 
3.6.5 Application to the non-ignorable missing data 
problem in credit scoring 
If we assume that the unrecorded Z follows the standard normal distribution, 
we can perform the EM algorithm for the previous assignment function to 
obtain estimator zi for each missing zi 1. Thereafter, the EM algorithm for 
the response function can be extended into: 
"E step at the lt" iteration 
If customer i was assigned Action A, gi > 0, 
Ila = i'ai, (3.80) 
rbý) _ xi/ýrb, xi) + 
zI 
rb, 
i) (3.81) 
'Replace all u(t) by z(r) 
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If customer i was assigned Action B, qL < 0, 
I'a = xi/3!; ' + zI r,,,, 
'ý (3.82) 
1biý = rbi" (3.83) 
" Al step at the It" iteration 
- Regress Ra(r) = (r 
(i)) on X= (xi) and .ý= 
(zj), where i 
yielding /3(ä)m and ,ß,,, z 
- Regress R, 
(') (rbtj)) on X= (xi) and -t = (zt), where i 
yielding , ß(bý, and , ß(hý, .o 
ö, O(T) Nra, %, If the above EM al orithin converges at the Tzh iteration, 
(ýrTi 
O(T 
rb, 
x 
and ßrb, 
TI 
are the estimators for ýra, x, 
ßr,,,:, 13,,,. 
x and 
13rb: respectively. 
Since we assume E(Z) =0 and 2 is independent of all recorded variables, 
the optimal decision function estimated from the above algorithm can be 
interpreted as 
E(l'a1IXi) - Ü(r'bZIX=) = Xý(ßrTý - ßýý 
? ). (3.84) 
According to the above estimation, a new customer i should be assigned 
Action A if E(ra1jX) - E(rb Ixt) = Xi( 
(T) 
-, 8(T)) > 0. otherwise should be 
assigned Action B. 
An EMI algorithm can be computationally inefficient if large amount of 
data are missing. The above EM algorithm is thus likely to take a long 
time to converge if most previous customers received the same action. For 
example, if most customers received Action A, the E steps and the i\I steps 
for Rb, ßrb, x and 
0r1iz might not converge in a short time. Nevertheless, if 
we set estimators derived using extension frone Heckman's method to be the 
initial guess, the above F\I algorithm converges at once. Therefore, when 
2 is assumed to follow a normal distribution. the inetliod extended from 
Heckmau's suggestion is preferred. 
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In this chapter, we reviewed existing adjustment methods for both ig- 
norable and non-ignorable missing data problems. The EM algorithm and 
imputation methods for ignorable missing data problems were originally pro- 
posed to solve the problem when it, is difficult, to perform the complete-case 
analysis. However, such an issue does not exist in the problem considered 
in this thesis, and making use of incomplete cases (non-respondents) does 
not provide extra information. Moreover, the well-known propensity score 
method is inapplicable to our problem due to the deterministic assignment 
assumption. Nevertheless, applying the complete-case analysis to the ignor- 
able missing data problem we are concerned with is sufficient to provide 
unbiased estimates. ° 
Applying the complete-case analysis results in biased estimation when 
the data are missing not at random. Bxten`sions of solutions to the Type II 
Tobit model are only applicable when the unrecorded 2 indeed has a normal 
distribution. Albert and Chib [3] also proposed a Bayesian approach to 
solve a similar problem which make use of the tools of Gibbs Sampling [14]. 
Nevertheless, their proposed method is also restricted to the assumption. 
Other researchers have proposed solutions to problems that are similar to 
the Type II Tobit model but assumed that the unrecorded variable follows a 
distribution other than normal. For example, Olsen proposed a method that 
assume the unrecorded variable to follow a uniform distribution. However 
each existing solution was designed for a specific distribution. Due to the fact 
that the distribution of Z varies from case to case (see detailed discussion on 
Section 5.2), there is no single existing adjustment method that is applicable 
to all cases. Therefore, the following chapters focus on the non-ignorable 
missing data problem. 
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Chapter 4 
Simulation design 
We have discussed the fact that applying Ithe complete-case analysis to the 
non-ignorable missing data problem on which we focus in this thesis will re- 
sult in biased estimates. However, it is only appropriate to apply extensions 
from existing methods when one assumes that the unrecorded Z follows a 
specific distribution that, is consistent with the one the applied method as- 
sunies. In Sections 5.1 and 5.2 we will illustrate this insufficiency by applying 
the complete-case analysis or extensions of the existing methods to simulated 
data sets. 
Later, in Chapter 6, we will propose adjustment methods that are ap- 
plicable regardless of the distribution one assumes for Z. In Chapter 7, we 
will introduce adaptive adjustment methods that make use of information 
from new customers. The suitability of these proposed methods will also be 
examined using the same sets of simulated data. In this chapter, we describe 
how these simulated data sets are obtained. 
4.1 Variables and parameters used 
Data sets used in this thesis are simulated based on the assumptions we 
made in Section 2.4. According to Section 2.4. the problem we wish to 
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solve concerns a set of recorded variables and ail unrecorded one, response 
functions for Actions A and B, and the previous assignment function. In this 
section, we describe the variables and parameters used in the simulations. 
4.1.1 Explanatory variables 
According to Section 2.4, both the response functions and the previous as- 
signment function contain a set of recorded explanatory variables and a single 
unrecorded variable. For simplicity, we assume that there is only one recorded 
explanatory variable X1, whose values are drawn frone the standard normal 
distribution. 
The values of the unrecorded 2 are drawn with replacement frone one 
of the following six different sample pools: a pool of samples drawn frone 
the standard normal distribution, and five pools of samples drawn frone five 
different standardised 1 credit scoring variables V, 1' , 
V3, V1 and t V. Each 
sample pool contains 4000 data points and the values of the five credit scoring 
variables are collected from a real credit scoring data set. The histograms of 
these credit scoring data points are shown in Figures 4.1,4.2,4.3,4.4 and 
4.5. 
4.1.2 Parameters in the response functions 
According to the assumptions in Section 2.4, we define the two response 
functions respectively as 
ni =+ jai, 
(4.1) 
I 'bi = Nrb, ro 
+ Xlißrb, xl 
+ Zißrb, z 
+ tbi. (4.2) 
Because we are interested in the di(Tererice between the two response vari- 
ºStaudardiscd variables are used so that the effect fron each variable on either previous 
assigutueuts or responses is controlled by the respective coefficient. 
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M, 
(a) The histogram of the complete 
range. 
Figure 4.1: The histogram of Vl used in our simulations. 
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(a) The histogram of the complete 
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Figure 4.2: The histogram of l' used in our simulations. 
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Figure 4.3: The Histogram of 1'3 used in our sitiiulations. 
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(b) The histogram of those greater 
than 0. 
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(b) The histogram of those greater 
than 0. 
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(li) The histogram of those greater 
tliau 0. 
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(a) The histogram of the complete 
range. 
Figure 4.4: Tlie histograin of V1 used in our simulations. 
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(a) The histogram of the complete 
range. 
Figure 4.5: The histogram of [!; used in our simulations. 
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(b) Tlie histogram of those greater 
than 0. 
(b) The histogram of those greater 
thaiº 0. 
ables rattier than in each response variable individually, we let wi represent 
the difference between rRi and rbi so that 
Wi = I'ai-1'bi 
(ý1'a 
. r0 
- /"TG, xo) 
Xli (/3r 
, xi 
Orb,. 
rl) 
+ Zi(ßrn, 
Z - 
ßT6,2) + (6Qi - 4i) 
= N. 
, rp 
+ xi /3 
,, r1 
+ zi/3 + ýwi" 
(4.3) 
This equation represents the optimal decision function. In order to generate 
most profit, one should assign Action A to a customer i if wi > 0, and assign 
Action B otherwise. 
For simplicity, we set 13 ,, TO =0 and 
ß 
., Z = 1. 
In this way, the parameter 
, ßu,, ß., 
determines the correlation between wcaiid Xl, as well as the correlation 
between w and Z. We allow /3u,, ß. 1 to vary over six 
different, values, i. e. 1,2,3, 
4,5, and 6. The values of random error t, t are drawn from normal(0,0.12), 
so that the effect of ,, on w is smaller than the effect of either Xi or 2 on 
w. We further set 
j'ni 
1 
(4.4) = 2wiý 
-1 rbi =2 wt. (4.5) 
4.1.3 Parameters in the previous assignment function 
According to the assumptions in Section 2.4, we define the previous assign- 
inent function to be 
Ji = Ng, ro 
+ Xlißg, x1 
+ Zi, (4.6) 
and a previous customer i to have received Action A if gi > 0, and Action B 
otherwise. 
In the above equation, the parameter ßg,, r, 
determines the effect of the 
recorded variable Xi and the unrecorded variable 2 on the previous selection. 
Similarly to the values of ß,,, z we allow the value of ß9, m, to vary over 1,2, 
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Table 4.1: Parameters Values 
Parameter Values 
1,2,3,4,5,6. 
ßß, s, 1,2,3,4,5,6. 
Pr(S = 0) 0.1.0.2; 0.3; 0.4,0.5; 0.6,0.7,0.3,0.9. 
3,4,5 and 6. After fixing , ß9,,  the value of 
[3g, Xa determines the proportion 
of previous customers that received Action A/B. The value of ß3g, xo 
in each 
data set is set so that Pr(S = 0), i. e. the proportion of previous customers 
who received Action A, varies over 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8 and 0.9. 
'I'lse parameters values used to create different, data sets are summarised in 
Table 4.1.2 The parameters used to construct the data sets are known with 
certainty. In this way, application of statistical methods to these simulated 
data sets illustrates clearly the level of accuracy of these methods. 
In practice, the values of parameters ßg, ß., and 
ß,, 
xl are unknown and need 
to be estimated. Thus we are less interested in any relationship between the 
performance of a given method and the values of these parameters. At the 
time an analysis is carried out, the value of Pr(S = 0) is known. We will 
therefore only discuss in detail the simulation results in respect of different 
levels of Pr(S = 0). 
4.2 Simulation details 
According to the previous section, there are 324 (6 different values of 3, 
x6 different values of ßg, x, x9 different values of Pr(S = 0)) different sets 
of parameters. Each simulated data point i consists of : 
2\ote that we only take into account the values of and ß,,, r, that are greater thau 
or equal to 1. This is because <1 and 1 3,,, <1 imply that recorded information 
can only explain to a very limited extend how previous assignments were made and what 
an optimal decision should be. If this is the case, without information about the value 
of 2 for each previous customer, it is iinpossilhle to obtain reasonably good estimates for 
either the previous assignment function or the optimal decision function. 
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" the value of xis drawn from the standard normal distribution; 
" the value of zz drawn from either the standard normal distribution, V1, 
I"2, V3, V1, or V5; 
" the value of rni and rbi calculated based on the value of 
" the value of gti calculated based on the value of ßg, x1 and Pr(S = 0); 
" the value of sz, where si =0 if gi >0 and s1 =1 if gj < 0. 
Which values of Xi and 2 are drawn is determined by a random number 
chosen. To ensure that the unique attribhtes of any given set of random 
numbers do not affect our conclusion, we apply each set of parameters to 
60 different random data sets, yielding 19,440 (324 x 60) separate data sets. 
Further, we take the following steps to guarantee that differences among 
parameters and methods, rather than differences among data sets, are the 
unambiguous causes of differences in outcome across our design: 
. The same GO sets of random numbers are used to generate the data sets 
for each set of designed parameters. 
" Different methods are evaluated using the same 19,440 data sets. 
Each simulated data set consists of 5200 data points: 4200 of the data 
points are used as training samples (4000 of them are considered as informa- 
tion on previous customers and the remaining 200 are information on newly 
existing customers), and 1000 of the data points are used as testing samples. 
When evaluating the performance of methods that only make use of the 
previously collected data set (e. g. the complete-case analysis, extensions of 
existing methods, and the adjustment methods proposed in Chapter 6), the 
4000 data points are used. When evaluating methods that further snake use 
of ne«w13, collected data (e. g. the method proposed in Section 6.2 that gener- 
ates empirical sample pools, and the adaptive models proposed in Chapter 
7), the 200 data points are also used. When appl}-ing statistical methods on 
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training samples to estimate the optimal decision function, only the values 
of X1, S, and Ra or Rb (subject to the value of S) are used. In each testing 
sample, only the values of XI are used, and the details regarding how we use 
the testing sample to evaluate each method are described in the nest section. 
4.3 Evaluation 
WW'lien evaluatiiig the performance of a statistical method, we apply the 
method to each simulated training sample and obtain estimates for pararne- 
ters in the optimal decision function. Accoiiling to the estimated parameters 
, ß,;;, `ß'. o and 
ßlld (where ind represents the method being evaluated), we can 'Xi 
calculate the value of 
E"AwiIx. ii) for each data point i in the testing sample 
using the following equation: 
T, '177 d(L I'1.12ý 
- 
ýG;, 
x0 
.Z it 
ow7', 
2] " 
(4.7) 
The effectiveness of each method is judged by the difference between 
Emd(wjI: t'it) and E(wil. vii). where 
E(wiI'(: 1i) - 
ýw, 
ýp 
+ x11ßw, x1 
(4.8) 
ßý To and , 
ß,,,,,, are the actual values used in each simulated data set. 
The difference between E""i(wiI: rli) and E(wilxli) is measured using the 
weighted Euclidean distance between 
E.... (wlX1) and E(wI X1) among the 
testing saiiiple: 
1( ýtnrt 
W. 
(lind (4.9) 
The smaller the weighted Luclideaii distance, the better the method. 3 
: INN'e use the vveiglried Euclidean distance instead of the ordinary Euclidean distance to 
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In order to examine the insufficiency of the complete-case analysis, we 
look at the value of dcc (where cc represents the coniplete-case analysis). The 
values of d" across different simulated data sets are shown and discussed in 
Section 5.1. 
To examine the advantage of applying a given adjustment method rather 
than the complete-case analysis, we calculate 
L1ndj = (ý`ý - dadj, (4.10) 
where odj represents the given adjustment method. 
The larger the value of v°dj, the better the given adjustment method 
performs. When 0°`ßj > 0, the estimate for the optimal decision function 
derived from the given adjustment methotl is better than that derived from 
the complete-case analysis. On the contrary, when v°`IJ < 0, applying the 
given adjustment method is not worthwhile. 
The performance of the extension of Heckman's method, that of the 
method we propose in order to make use of empirical distributions (see Chap- 
ter 6), and that of the proposed adaptive methods (see Chapter 7) are eval- 
uated by looking at the respective values of v°`'' in all simulated data sets. 
The values of L\ dJ for these adjustment methods are shown and discussed in 
Sections 5.2,6.5, and Chapter 7. 
Note that when an adaptive method is applied, one updates the values 
77Id I17d 
of All O and 
ý111, 
xi whenever a newly existing customer's 
information becomes 
available (see Chapter 7 for details). Therefore, when evaluating an adaptive 
method, we recalculate the values of d('j and 0W1J whenever the values of 
(3ý;, xa and , ,,, 
i are updated. In this way, one can observe the change of 
'XI 
performance of an adaptive method as more and more information on newly 
existing customers become available. 
measure the performance of each method. This is because the larger the value of 113,,,,, 1, 
the larger the ordinary Euclidean distance without implying worse performance. On the 
other hand, the weighted Euclidean distance does not depend on the scale of measurement, 
and thus is preferred. 
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Chapter 5 
Key characteristics of the 
problem 
We discussed in Section 2.3 that when the responses are \INAR, applying the 
complete-case analysis will result in biased estimates. It has been pointed out 
that if the interest lies in responses to only one action and if the responses 
from most units can be observed, the bias is relatively small and can be 
ignored. Nevertheless this is not the case when responses to more than one 
action are taken into account. In Section 5.1, we discuss in detail that the 
bias results from the complete-case analysis should never be ignored in the 
non-ignorable missing data problem we are concerned with. 
Each existing solution to the non-ignorable missing data problems makes 
a specific distribution assumption (e. g. normal distribution) for the uii- 
recorded variable. However, we consider the unrecorded variable as infor- 
ination that cannot be explained by recorded ones. The variables which are 
recorded vary from case to case; and the unrecorded variable that affects 
the previous assignment also varies from case to case. Thus the assumed 
distribution for the unrecorded variable should also vary. In Section 5.2, we 
discuss the disadvantage of applying extensions from existing solutions to the 
problem focused on in this thesis. 
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Another key characteristic of the missing data problem we are interested 
in is that the missingness does not result from self-selection. For example, 
whether a previous customer received Action A or B was not decided by 
the customer themselves. For this reason, data collected after the start, of 
analysis are MAR, and we discuss this in detail in Section 5.3. 
5.1 The complete-case analysis is insufficient 
In the literature on the non-ignorable missing data problem, most attention 
has been devoted to estimating responses to, "'one" action using an incomplete 
data set. For example, the original Tobit model has been used to estimate the 
expenditure on durable goods, when the amount of expenditure is observed 
only if it is positive (but not negative). Similarly. Heckman's method was 
originally proposed to estimate the wage rates of married women, whilst only 
the wage rate of working (but not non-working) women can be observed. 
In the case of application scoring, a lending institution Nvislies to estimate 
applicants' response to the acceptance, when only responses from accepted 
(but not rejected) applicants can be observed. 
However if responses to only "one"' action are taken into account, and if 
most responses can be observed, the bias results frone the missing responses 
can be ignored. Little [26] argued that `If the proportion of unselected cases 
is small, then the adjustment for selection is also small, and the fact that the 
difference between the means of the selected and unselected cases is poorly es- 
timated is of little consequence. 'Crook and Banasik [6] mentioned that `when 
the rejection rate is not so large, the scope for improving a model parametrised 
only on those accepted appears to be very sniall. 'Following such an argument, 
if most consumers did spend some money on durable goods, if most married 
women did work outside their family, and if most applicants were accepted, 
applying the coniplete-case analysis would lead to estimates that are close to 
the unbiased ones. 
Nevertheless in the more general problem vce are concerned with, re- 
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spouses to "two" actions are taken into consideration. If most previous cus- 
tomers received Action A (or B), applying the complete-case analysis is likely 
to provide an estimate for the response to Action A (or B) that is close to 
unbiased, whilst the estimate for the response to Action B (or A) might 
be extremely biased. Since the interest lies in the difference between these 
two response variables, estimates for responses to both actions are equally 
important. In this case, the complete-case analysis is insufficient. In this 
section, we examine this argument using the simulated data sets described 
in Chapter 4. 
From Figure 5.1, we can compare the decision function estimated using 
the complete-case analysis with the actual optimal decision function when 
the values of 2 are drawn from either the standard normal distribution, 
or from Vi, V, V3, V4 or tos respectively. `Figure 5.1 shows the relationship 
between the degree of bias and the proportion of the previous customers that 
received either action. When 2 follows a symmetric distribution, the bias is 
larger if customers for whom the values of 2 are on one of the tails received 
one action and the rest received the other. However, when the distribution 
of 2 is skewed to the right, in our simulated data sets, the bias is larger if 
those with values of 2 around the tail (the minority) received one action, and 
those with values of 2 around the mode (the majority) received the other. 
In order to explain this phenomenon in more detail, we consider the 
following three cases where Z follows a distribution that is skewed to the 
right: 
1.90%/10%0 of the previous customers received Action A/B. 
2.50%/50% of the previous customers received Action A/B. 
3.10%/90% of the previous customers received Action A/B. 
Based on our simulation design, customers who received Action A tended 
to have larger values of Z. Consequently, in Case 1 and 2, the distrilni- 
tion forms of 3 among customers who received Action A, among previous 
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Figure 5.1: Tlie performance of the complete-case analysis. Tlie value of d 
(see Equation (4.9)), where "cc'' represents the complete-case analysis, for 
different levels of Pr(S = 0). Each graph represents average results among 
2160 (6 different , ß; ß, z, x6 
different , ßg, r, x 60 different random seeds) data 
sets. 
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(c) The values of 2 are drawn from 
V2. 
(f) The values of Z are drawn frone 
VJ. 
customers who received Action B, and among all customers are similar, i. e. 
all are concentrated around the mode. In Case 3, although the distribution 
form of Z among customers who received Action B is similar to the overall 
one, i. e. both are concentrated around the mode, the distribution form of 2 
among previous customers who received Action A is significantly different, 
i. e. spread around the tail. 
Hence, in Case 1 and 2, if the complete-case analysis is used, both the 
estimated response functions for Action A and B are similar to the unbiased 
ones. In these two cases, the estimation for the optimal decision function 
derived from the complete-case analysis are thus relatively close to the un- 
biased one. However, in Case 3, the est. in ate for the response function for 
Action A could be extremely different from the unbiased one, as could the 
estimate for the optimal decision function` 
In practice, if previous customers were not evenly assigned to the avail- 
able actions, and if the distribution form of the unknown variable is skewed, 
it is more likely that those with a value of Z around the tail would have re- 
ceived one action, and those with a value of z-7 around the mode would have 
received the other. Thus, regardless of whether 2 is symmetric or skewed, 
the bias resulting from the complete-case analysis is likely to be more severe 
when the majority of the previous customers received the same action. As 
a result, if one wish to compare responses to two actions, regardless of how 
previous customers were assigned, the complete-case analysis is insufficient 
and a proper adjustment method is needed . 
5.2 The distribution of Z varies from case to 
case 
According to the definition in Chapter 2,2 represents information that can- 
not be explained by the recorded X, and that is correlated to the response 
variables. Under this definition, the distribution of 2 can vary from case to 
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Figure 5.2: The performance of the Heckmari's two-step iiiethod. The value 
of Y"k (see Equation 4.10), where "heck"' represents Heckman's two-step 
method, for different, levels of Pr(S = 0). Each graph represents average 
results among 2160 (6 different. 1 3,,,, x6 different ßg, x, x 
60 different random 
seeds) data sets. 
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case in credit scoring. 
As has been pointed out, the performance of an adjustment method for 
non-ignorable missing data problems depends on whether the underlying 
distribution assumption for the unrecorded variable is consistent with the 
actual distribution form. Since each existing solution has been designed 
for a specific distribution form of Z, there is no existing solution that is 
applicable to all cases in credit scoring. In this section, we use the simulated 
data sets described in Chapter 4 to confirm such an argument. We apply the 
extension of Heckman's two-step method 1, which assumes that 2 follows 
a normal distribution, to six groups of simulated data sets: one with 2 
following a normal distribution, and the others with 2 following a skewed 
distribution (V1 
i 
172, [ 3, V4 or V5). 
We illustrate advantages/disadvantages of applying this adjustment method 
using the values of [ý' ". The larger the value of [-\hc`k implies the more ef- 
fective it is to apply the extension of Heckman's method than to apply the 
complete-case analysis. Moreover, negative L1hck suggests that the adjust- 
ment method generates even more bias. The values of A"Ick among simulated 
cases are shown in Figure 5.2. 
In order to examine the performance of an adjustment method in more 
detail, we should take into account the insufficiency of the complete-case 
analysis. We this compare the value of dcc (see Figure 5.1) with the corre- 
sponding [A"" From Figures 5.1 and 5.2, we can observe that an adjustment 
method that assumes -7 - A'(0,1) is effective dien the distribution form of 
2 is indeed normal or is close to normal (e. g. when the values of 2 are drawn 
from Vi). On the contrary, when the actual distribution of i is skewed, such 
an adjustment method is not as helpful and can be harmful. 
For example, when the values of 2 are drawn frone a relatively skewed 
distribution (["2. V3, Vt or 1'-). and when only less than 50% of the customers 
As discussed in Section 3.6, estimations derived from Little and Rubin's EM algorithm 
can be identical to that from Hecknian's method. We thus only apply the extension of 
Heckinaii's method. 
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received Action A. the values of the d`° are significantly high whilst, the values 
of Z-\"" are not. This implies that. applying Heckman's method is insufficient 
especially when applying the complete-case analysis results in significant bias 
and when an adjustment method is needed most. 
As discussed in the previous section; when the distribution form of Z is 
skewed, and when customers were not evenly assigned to both actions, it is 
more likely that customers with a value of Z around the Irrode received one 
action and those with a value of Z around the tail received the other. This 
implies that it is more likely that Pr(S = 0) < 0.5 in our simulation design. 
Thus, when the distribution of 2 is skewed, it is more likely that neither the 
complete-case analysis nor any adjustment method that makes a normality 
assumption is adequate. 
Froh simulation results, we can confirm that it is ineffective to apply 
an adjustment method that assumes that 2 follows a distribution which is 
significantly different from the actual one. The distribution of Z can vary 
from case to case, adjustment methods that are only applicable to a certain 
type of distribution are tines insufficient. In Chapter 6, we will introduce 
adjustment methods that allow one to assume any distribution for Z. 
5.3 Newly collected data are MAR 
In the literature, MNAR problems often arise frone self-selection. For exam- 
ple, the decision whether a married woman works outside her family is made 
by herself rather than by any econometricians. Whether to spend money 
oil durable goods is also decided by consumers themselves rather than by 
any econometricians. In most cases, any variable that was unrecorded and 
affected the decision in the last is still unrecorded and affects the decision af- 
ter an analysis is carried out. Although updated information, e. g. the newly 
collected information about married women and consumers, is available, the 
\INAR problem still exists within newly collected data sets. 
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In contrast, in the case we are concerned with, the \INAR problem does 
not result from self-selection. For example, whether to increase a given cus- 
toiner's credit limit or whether to sell off the debt from a given customer 
is decided by a decision maker in the bank rather than by the customer 
themselves. Once an analysis starts, a decision maker is restricted to use 
only variables that can be observed at that time they construct a decision 
function. In this way, any variable that caused the \INAR problem in the 
previously collected data set Nvi1l no longer affect, the assignment decision. 
Whether a response in the newly collected data set is observed or not de- 
pends only on recorded variables, the data are MAR rather than IINAR, 
and the inissingness is ignorable. 
In the following chapters, we will propose approaches that make use of the 
newly collected data set to adjust the bias that results from non-ignorable 
inissingness in the previously collected data set. 
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Chapter 6 
Flexible adjustment approaches 
The non-ignorable missing data problem 
ön 
which we focus results from an 
unrecorded variable Z. We have mentioned that this unrecorded variable 
is not necessarily un-recordable. If 3 is recordable, one might be able to 
obtain the empirical density function of 2 from other sources. In this case, 
it is only reasonable to apply an adjustment method that assumes that. 2 
follows the empirical distribution. Although several adjustment methods 
have been proposed for different distributions of i, each existing method is 
designed for one specific distribution, and it is very likely that none of the 
existing methods assume that Z follows a distribution that is identical to the 
empirical one. Therefore in this chapter, we introduce adjustment methods 
that enable one to assume any type of distribution for Z or even without 
assuming a specific distribution form for Z. 
In general, using a data set with a non-ignorable missing data problem 
to construct an optimal decision rule involves the following two steps: 
1. estimate the parameters in the previous assignment function so as to 
obtain an estimator for the unrecorded 2 of each previous customer; 
2. make use of the estimated .i to obtain estimators 
for parameters in the 
response functions. 
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In Section 6.1, we illustrate an ENI algorithm that makes use of the em- 
pirical density function to derive an estimator for ß9, . and the expected value 
of Z for each previous customer. However when Z is never recorded, the em- 
pirical density function of Z is not available. If this is the case, we suggest 
making use of information contained in the newly collected data set to gener- 
ate empirical samples of Z. (The details are described in Section 6.2. ) Using 
the generated empirical samples, one may estimate the density function of i 
so that the method proposed in Section 6.1 can be applied. Nevertheless, we 
introduce another method: a semi-GEMI algorithm, which is more straight- 
forward to implement. In Section 6.3 we detail how the semi-GL\I algorithm 
makes use of empirical samples to estimate the previous assignment function. 
Later in Section 6.4, we illustrate how to derive estimates for the response 
functions using Zt derived from the methods proposed in Sections 6.1 and 
6.3. 
The performance of the proposed method is examined using the simu- 
lated data sets. The simulation results are shown and discussed in Section 
G. S. Note that the methods proposed in this chapter are constrained by a 
univariate assumption for Z. The disadvantage of this constraint is further 
discussed in Section G. G. 
6.1 An EM algorithm that uses an empirical 
density function to estimate the previous 
assignment function 
From each previous customer i, we can observe their values of X, and to 
which action they were assigned, i. e. si =0 or si = 1. If we assume that the 
unrecorded variable Z follows a normal distribution, part of the E\I algo- 
ritilin suggested by Little and Rubin can be applied to estimate parameters 
in the previous assignment function (see Section 3.6.4). From this we can 
derive the expected value of 2 for each previous customer. 
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If the actual distribution of Z is not normal, the resulting estimates will 
be very different from the unbiased ones. Nevertheless, the concept of the 
EM algorithm suggested by Little and Rubin can be extended so that one 
can estimate the previous assignment function and consequently the missing 
Z using the empirical density function. 
6.1.1 The E step 
In the previous assignment function, the values of gj and zi of each previ- 
ous customer i are missing. The E step thus replaces these missing values 
with their expectations. Within the algorithm proposed by Little and Ru- 
bin, the expectations are calculated based on the assumption that Z follows 
the standard normal distribution. We suggest relaxing this constraint and 
interpreting the E step as follows. 
At the tth iteration, 
" if customer i received Action A, si = 0, 
zi(t) = E(zil: ri, si = 0) = E(zilzi > 
gX 1ý) 
f (- i) zf (z) dz 
f_t_1) f (z)dz 
E(g xis zit ) 
= xi/gt-1) + zýý); (6.2) 
" if customer i received Action B, si = 1, 
z{t ()_ Elzill'i, si = 1) = ýi( l2ilzi -. z-i, 
8( t) 
y 
Tayzf (z)dz 
fa f(z)dz 
Si(t) = r(9iI: i. i, z1 ) 
= xißýtT') + zit); (6.4) 
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where f (") is empirical density function of Z and can be any form of 
pdf. 
6.1.2 The M step 
The M step then snakes use of the estimated values to derive estimators for 
parameters in the previous assignment function. In the Al step proposed by 
Little and Rubin, the estimator for ß9,, is obtained from regressing the esti- 
mated 9 on X. Such an approach is equivalent to maximising the following 
likelihood function, subject to the vector value of , ß9, x, 
R 
l(ß9,. ) =Z lob f (9i" - x=/39, =), 
(6.5) 
i=1 Z 
when f (. ) is the pdf of the standard normal distribution. 
Here we propose a more general \I step that removes the normality con- 
straint on f(. ). That is, at the t", iteration, 
Ti 
, 
ßg, x = iirg 9r 
Tllý. l' lob f (9lýt) - xtßg, T), 
(6.6) 
i=T 
where f (") is the empirical density function of 2 and can be any form of pdf. 
If the above E step and Al step converge at the Tth iteration, set zj = zi( 
T). 
Therefore, the estimator zt can be used in the method proposed in Section 
6.4 to derive the response functions. 
6.2 Generate empirical samples from the newly 
collected data 
We have introduced an EM algorithm that estimates the previous assign- 
unent function using the empirical density function of Z. In this section, we 
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consider a case where the 1)(If of Z is not given. We propose an approach to 
obtain empirical samples of Z from the newly collected data set. 
The main difference between the previously collected data and the newly 
collected data results from the different assignment rules. «'hether a previous 
customer received Action A or B depended on both recorded and unrecorded 
information. In contrast, whether we assign Action A or B to a newly existing 
customer' depends only on recorded information. 
The fact that the decision rule applied to newly existing customers de- 
pends only on recorded information is appealing. This enables one to geiler- 
ate frone the newly collected data set empirical samples of Z. In this section, 
we describe how such a sample pool can be generated. 
6.2.1 Regression residuals obtained from applying the 
complete-case analysis to the newly collected data 
Among newly existing customers who received Action A, we regress Ra on X 
and obtain a complete-case estimator ßra, T 
for 
, 
ßrn, 
x. 
Likewise, among newly 
existing customers who received Action B, regress 1Zb on X and obtain an 
estimator ßrb,; r 
for arb, 
x. 
Define ýa and ýb to be residuals from the regressions. According to the 
response function we assumed for Action A and B (see Equations (2.20) and 
(2.21)), 
. if customer i received Action A, 
Sni = rai - XiNr,,, x; 
(6.7) 
1\Ve define a newly existing customer to be a customer who entered the system after the 
analysis starts and has been assigned an action, and thus is ditrereiit fronº a new customer 
who has not been assigned any action. 
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" if customer i received Action B, 
bi = l'bi - Xi/3rb, x" 
(6.8) 
Let sd(&n) represents the standard deviation of &'s, and sd(ýb) represents 
that of cbs. Set 
at sc(n)ý 
(6.9) 
and 
bi - Sd(6b) 
(6.10) 
We can take 6e} as empirical samples. In the following section, 
we explain the adequacy of using these residuals as empirical sample of Z. 
c 
6.2.2 Adequacy of using residuals as empirical samples 
Due to the fact that newly collected data are MAR, ßrn,, and ßrb. x are unbi- 
ased estimators for ßr,,, and ßre, x respectively. When the number of newly 
existing customers who received Action A is large, 
ßro, 
x 
ß",, 
x, 
(6.11) 
and 
ai Zi/3ro, = + Eai"; 
(6.12) 
In contrast, «'lieu the number of newly existing customers who received 
Action B is large, 
ßrb. 
2 
"' Nrb. x, (6.13) 
and 
4i "% Zißrb, z + E6i7 . 
(6.14) 
If Ave assume variables in X and Z can explain the major part of the 
behaviour of R, I and Rb, We cau ignore -n and :b in Equations (6.12) and 
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(6.14) so that 
ýni zi/3r,,, z, (6.15) 
bi ^' Zi/3rb, z " 
(6.16) 
Ill this Way, 
sd(ýa) ^ sd(Z)ßra, z, 
(6.17) 
sd(cb) ^ sd(Z)ßrb, Z7 
(6.18) 
where sd(Z) is the standard deviation of the unobserved variable Z. 
Thus, we have 
C 
i zi_r.,, z zi (6.19 ýn 
S(IýZ)ßr, z 
N 
sdý2) 
ýb 
^ý 
ZjNrb, z zi 
Sd ýZ)Nrb, z ? 
d(2ý . 
ýG. 20ý 
The values of the scaled residuals are therefore approximate to the values 
of standardised Z. Using the sample pool that consists of ins and ý, ', s will 
result in biased estimators of coefficients for 2, but estimators of coefficients 
for X remain unbiased. 
Nevertheless, we are not interested in estimating 
E(i-i 
- rýbiIXi, zi) = Xi(Ilrn, x - 
ßrn, 
x) 
+ Zi(ßrn, z 
Instead, we wish to estimate 
L(iai 
- rbiIxi) = Xi(ßra,. x - Nrt,,. r) 
+ E(ZilXi)(/3r,,, 
z - 
/3rb, 
z). (6.22) 
Since we use regression residuals as empirical samples, E(zilxi) = E(zi) = 0; 
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Equation (6.22) becomes 
E(l'ai - ! bilXi) = Xi(ßra, x 
(6.23) 
where only coefficients for recorded variables are taken into consideration. 
Therefore, taking ý's and ý's as empirical samples of Z is adequate. 
Note that the value of Qi (or ýb) is only close to zi/sd(Z) when: 
" the variance of to (or CFO is relatively small, and 
" the estimator ß,. a, x or 
ß,. c, x is close W the respective actual value. 
The first criterion holds when variables in X and Z can explain most of 
the behaviour of the response variables. The second criterion holds when ap- 
plying the complete-case analysis to the newly collected data sets is sufficient 
to obtain good estimators for either , 
ß,. 
n,, or 
ß,. 
b, x 
but not necessarily both. 
If most newly existing customers received Action A, using the newly col- 
lected data will only result in a good estimate for but not for , 
ßrb. 
r. In 
this way, it remains difficult to obtain good estimators for all parameters in 
the optimal decision function (e. g. E(rai - reiIxi)). Nevertheless, one can 
snake use of the empirical samples formed by ý' and ý6 to estimate the pdf 
of Z so that the EM algorithm introduced in the previous section can be 
applied. Frone this we can derive good estimates for both , 
ß,.,,, 
x and 13,1,, x, 
and consequently good estimators for all parameters in the optimal decision 
function. Therefore, when most newly existing customers received the same 
action, it is especially useful to apply the method we propose in this section. 
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6.3 A semi-GEM algorithm that estimates the 
previous assignment function 
The HAI algorithm introduced in Section 6.1 is only applicable if the density 
function of 2 is given. After obtaining empirical samples using the method 
described in Section 6.2, one can certainly estimate the density function of 
2 and apply the L\I algorithm introduced in Section 6.1. However, in this 
section we propose a semi-GEM algorithm so that the empirical samples can 
be used directly rather than as a ineans of estimating the density function. 
Moreover, the integrations and the differentiations in the C\I algorithm that 
make use of the density function can be replaced by more straightforward 
calculations. 
6.3.1 The E step 
The concept of the E step here is identical to the one proposed in Section 
6.1. That is to obtain the expectation for the missing zi, and consequently 
the missing gi. According to Equations (6.2) and (6.4), we can see that once 
the expectation for zi is obtained, it is straightforward to derive the expected 
value for gi. However, deriving the expectation for zi using Equations (6.1) 
and (6.3) requires the pdf of Z. 
Assume that from the newly collected data, one applies the method pro- 
posed in Section 6.2 and obtains in empirical samples, i. e. E: 1, H'2, ..., 
We can obtain the conditional expectation for each missing zi using these 
empirical samples via the following E steps. 
At the lth iteration, 
94 
" if customer i received Action A, si = 0, 
-. Ciý9X 
in 1 
](ei > -xißgt 
ýýtý _ ý(gil: vvi, zit)) 
= xio(tz i) + Zit). g, 7 
- ýjI(ýj > -xi , ßgt- 
i)), (G. 24) 
=1 
(6.25) 
" if customer i received Action B, si = 1, 
zi = ý(zill'iisi = 1) = r(zil zi 9, x 
) 
1 T, l 
_ >II o(`, )) 
ei I (ei < -xi/3 x 
), (6.26) 
=1 
< -xi s, r 
. 
i=1 
g(t) _ E(g Ix, zit)) 
= xißyt; l) + zit); (6.27) 
where I (E > -xi, ß9, 
i)) 
=1 and I (ýj < -xißg, x 
iý) 
=0 if ýj > 
-x; QstX 
11; otherwise I(ýj > -x1/3ýfx 
li) 
=0 and I(j < -xi ß9,11) =1 
if ýj < -xjßg, x 
) 
6.3.2 The semi-generalised M step 
In the E\I algorithm that makes use of the empirical density function, the 
\I step allows us to obtain an estimator for , 
ß9,,, using the maximum likeli- 
hood method. Since the pdf of i is unknown, we cannot obtain the actual 
underlying likelihood function, much less maximise it. We therefore consider 
obtaining an estimator for ßg,,,, but not necessarily the ML estimator. 
If we think of Z as a regression residual in the previous assignment fnnc- 
tion (which is consistent with the idea of obtaining the empirical samples 
froth regression residuals), regardless of the distribution form of Z, the least 
squares estimator of , ßg. x can be obtained frone regressing C on X. 
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We thus propose that at the Ph iteration, 
" regress 9(t) = (g(t)) on X= (xi), where i=1, ..., n, yielding 
13', 
Suppose that the proposed algorithm converges at the Trh iteration, set 
zi = zýT), and zj to be the estimated expectation for each missing zi. 
When 2 indeed follows a normal distribution, least squares estimators do 
maximise the underlying likelihood. This is not necessarily true if 2 follows 
any other type of distribution form. However if least squares estimators 
obtained at each iteration do improve the unknown likelihood, (for t -- 
1,2, 
... 
) is likely to converge to the ML estimator for , 
ßg, 
x, and the algorithm 
we propose here can be regarded as a Generalised ELI algorithm. Since the 
actual density function of i is not given, `tlie exact form of the underlying 
likelihood is unknown, and there is no way to prove whether least squares 
estimators do improve the likelihood at each iteration. 
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Let. us assume that ß9,., represents the ML estimator for ßg, ß at the 
tth iteration, g(t, x 
)LS aii(l 0(9, x i)Ls represent least squares estimators at the ttý' 
and the (t - 1)th iteration respectively. We can argue that, when the same 
set of data (observed and estimated) is used, least squares estimators are 
likely to be relatively close to the ML estimators. In this way, it is more 
likely that ß9, xß s is closer to ßg, AIL than ß9, ills is to ßgtý'ýIL. At the tt" 
iteration; ß9, is more likely to result in a higher likelihood than ß9, T 
il Ls 
is. Consequently, least squares estimators are likely to improve the unknown 
likelihood at each iteration, and we can consider the proposed algorithm as 
a semi-GEM algorithm. 
Note that applying the above semi-GEM algorithm avoids estimating the 
pdf frone empirical samples, replaces the integrations in E steps by sumnia- 
tions and replaces the differentiations in M steps by least-squares regression. 
Although this proposition is not theoretically sound, we expect this semi- 
GEM algorithm to outperform extensions of existing methods that assume 
Z to follow a particular distribution. The performance of this algorithm is 
examined using simulated data sets, and the results are shown in Section 6.5. 
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6.4 Estimate the response functions 
According to the second step of Heckman's method, once the expected value 
of Z is obtained for each previous customer, response functions can be esti- 
mated by applying least squares regression to respondent samples. Among 
respondent samples, the response functions of R, and Rb are respectively: 
E(Tailai, Si = O) = XjNrne. T + 
E(. ziIx , Si = O)ßra, z, (6.28) 
E(rbil: l'i, Si = 1) = Xißrn, x 
+ E(zilXi, Si = 1)/3rb, z. (6.29) 
Since in both Sections 6.1 and 6.3, the estimator 2j for each missing zz 
is obtained from E(zt}xi, si), we can replace E(z, Jxa, s; = 0) in Equation 
(6.28) and E(zjjx2, si = 1) in Equation (6.29) by zj. In this way, the response 
functions can be estimated using the following steps. 
" Among customers who received Action A, regress Rn on X and . to 
derive estimators ßra, x and , ßrn, z 
" Among customers who received Action B, regress 7? b oll 
X and t to 
ßr, 
ß z. 
derive estimators ßrß x and 
The estimated optimal decision function becomes: 
Ell 
nil xlýi) - 
li(l'biI: Ci) = Xi\Nra, x - Nrb,. x) 
+ E(zil-Xi)l&, 
- - 
ß,,, J- (6.30) 
Because Z is assumed to be independent of X, E(zjjx. i) = E(Z) is the 
population mean of Z. If empirical samples generated from regression resid- 
uals are used, tlieu E(2) = 0. If the B\I algorithm proposed in Section 6.1 
is used, the empirical density function of Z is used. 
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6.5 Simulation results 
In this chapter, we first introduced all EM algorithm to estimate the previous 
assignment, function using the empirical density function of Z. When the 
empirical density function is not available, we suggested obtaining empirical 
samples from the newly collected data sets. We further proposed a semi-GEM 
algorithm that can make use of the empirical samples directly. Nevertheless, 
the semi-GEM algorithin is not theoretically sound, and thus wie wish to 
examine the performance of this algorithm using the simulated data sets. 
«'Bether it is Worthwhile to generate empirical samples from the newly 
collected data and apply the seiiii-GE\I algorithm depends not only on the 
quality of the proposed algorithin but also on the quality of the generated 
samples. We thus further examine the quality of the empirical samples using 
the simulated data sets. 
6.5.1 Effectiveness of the semi-GEM algorithm 
Applying the semi-GEM algorithm requires empirical samples drawn from 
Z. In order to examine the performance of this algorithm, in each simulated 
case, we use the data pool from which the values of 2 were originally drawn 
(see Chapter 4) and draw another 4,000 data points with replacement. These 
4000 data points are used as empirical samples in the semi-GEi\1 algorithm 
to estimate the previous assignment function and obtain the estimator zi for 
each previous customer i. Thereafter, we apply the method proposed in Sec- 
tion 6.4 and use the estimated is to estimate the response functions and con- 
sequently the optimal decision function. The accuracy of the estimations is 
evaluated using the value of A"", which represents the improvement result- 
ing from applying the semi-GEM algorithm over applying the complete-case 
analysis. Time results are shown in Figure 6.1. 
«'lieh evaluating the performance of an adjustment method, we should 
also look at Figure 5.1, which shows the inadequacies of the complete-case 
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Figure 6.1: The performance of the proposed adjustment method that makes 
use of empirical samples of Z. The value of A""" (see Equation 4.10), where 
"emp" represents the adjustinent method that makes use of empirical samples 
of Z, for different levels of Pr(S = 0). Each graph represents average results 
among 2160 (6 different x6 different ß9, T1 x 60 different randoiu seeds) 
data sets. 
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analysis. In order to examine whether the proposed adjustment method, 
performs better than extensions of which makes use of empirical samples, 
existing methods, which assume -7 to follow a specific disribiition, we also 
take Figure 5.2 into consideration. 
From Figures 5.1,5.2 and 6.1, we can see that when the actual distribution 
of Z is indeed normal or close to normal (e. g. 1/1), an extension of Heckman's 
method performs better than the semi-GF\I algorithm we proposed. This is 
because the number of empirical samples used in our simulations is 4000 and 
it is unlikely that using such a sample pool will outperform when a density 
function is used directly. 
Nevertheless, when the distribution of Z is relatively skewed and the 
complete-case analysis is significantly ineffective (e. g. wehen Pr(S = 0) < 0.5 
in our simulation cases), the method that makes use of empirical samples 
performs significantly better than the method that assumes Z- normal. 
Therefore among our simulated cases, although the semi-GEM algorithm 
is not theoretically perfect, it does perform significantly better when the 
actual distribution of Z is significantly different from the specific distribution 
assumed by an existing method. 
6.5.2 Effectiveness of obtaining the empirical sample 
from the newly collected data set 
In Section 6.2, we introduced an approach to obtain empirical samples from 
the newly collected data set. In this section, we make use of the simulated 
data sets to examine whether a sample pool that consists of regression resid- 
uals is as useful as samples drawn directly from the actual distribution of 
Z. 
In each simulated case, we have generated 200 data points as information 
on 200 newly existing customers (see Chapter 4 for details). We assume 
that 100 customers have been assigned Action A, and another 100 customers 
have been assigned Action B. By regressing 7? (Rb) on X among customers 
100 
who received Action A (B), one obtains a sample pool that consists of scaled 
residuals das and das . 
The semi-GEM algorithm is then carried out using 
these Cns and 6ýs as empirical samples to estimate the previous assignment 
function and obtain estimator zi for each previous customer i. Afterwards, 
the estimators is are used to estimate the response functions and the optimal 
decision function. The quality of these estimates can be judged frone Figure 
6.2. 
In order to compare with the samples drawn directly from the actual 
distribution of Z, we compare Figure 6.2 with 6.1. We can see that these 
two figures are very similar. This implies that within our simulated cases, 
sample pools that consist of regression residuals are nearly as useful as those 
that consist of samples drawn directly from the actual distribution of Z. 
Note that in our simulation design, the variances of random errors are 
relatively small ([tar(ýa) = Nor(Fe) = 0.052). In this way, most of the 
behaviour of R,, and 7Zb can be explained by the recorded variables in X and 
the unrecorded variable Z. If this is not the case, the distribution form of 
the residual ý,, (or fib) will be significantly different frone that of the scaled 
unknown variable Zß,.,,,, (or z? ß. b,, 
), and empirical samples obtained from 
regression residuals might not be as useful. 
Also note that in our simulated data sets, we assume that there is only 
one recorded variable. Thus, 200 data points are adequate to obtain a good 
estimator for If the number of recorded variables is large, information 
on more newly existing customers is required to derive good estimators for 
ßr., 
x or 
ßrb, 
x so as to obtain informative samples. 
6.6 When 2 is multivariate 
Vote that applying the adjustment methods proposed in this chapter is in- 
appropriate if 
9Z is iiiultivariate, and 
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Figure 6.2: The performance of the proposed adjustment method that makes 
use of empirical samples obtained from regression residuals. The value of Ores 
(see Equation 4.10), where "res" represents the proposed adjustment method 
that makes use of empirical sample pools obtained from residuals, for different 
levels of Pr'(S = 0). Each graph represents average results among 2160 (6 
different. 0 ., r, x6 
different, x 60 different random seeds) data sets. 
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" more than one variable in 2 significantly affects the previous assign- 
nient function and any of the response functions. 
In this section, we explain the reason why this is so. 
The methods proposed in this chapter estimate the previous assignment 
function and obtain the estimator zi for each previous customer i. If Z is 
multivariate, e. g. Z= {Z1i 22}, the previous assignment function becomes 
gi = xißg, x 
+ zlißg, -1 
+ Z2iOg z2. (6.31) 
According to Equation (6.31), obtaining all estimator zj for each zi implies 
obtaining E(zij, ßg, zj + z2ß39,2) 
for each previous customer i. 
If z= {Z 
, 
22}, the response functions for Rn and Rb become: 
'I'ai = Xißr,,, x + Z1ißr,,, z1 + , Z2i/3ra, z2 7 
(6.32) 
I 'bi =X ißrb, x + Zlißr,,: l 
+ Z2ißrb, z2 " 
(6.33) 
In this way, assuming Z to be univariate and using the estimators i is 
to estimate the response functions is only appropriate when the following 
equations hold 
I'ai = Xißra, x 
+ Zli/ ra, zi 
+ Z2j/ ra, z2 
= Xißßra,. r 
+ (zlißg, 
zi 
+ Z2ißg, z2)ßr,,, z, 
(6.34) 
I'bi = Xißrt, x 
+ Zlißrizi + Z2ißrb, z2 
= Xi/3rb, x 
+ (zli/3g, 
zi 
+'Z2i/3g, 
z2)Nrb, z. 
(6.35) 
Equations (6.34) and (6.35) imply 
139, 
zI 
_ 
ßr,,, 
=1 
= 
ßr6,: 
1 (6.36) /39,22 ßra, 
z2 
/3rb.: 
2 
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and this is rarely the case in practice. Thus if Z is not univariate and 
more than one variable in Z is highly correlated to the previous assignment 
decisions and any of the response variables, it is not appropriate to apply 
the methods proposed in this chapter or any other methods that make the 
nnivariate assumption. 
Moreover, consider the case when the empirical samples are obtained from 
regression residuals. Similarly to the above argument, if the unrecorded Z 
is multivariate, one can hardly obtain a good estimator zj for each previous 
customer i, much less good estimates for the response functions. 
Consequently, unless one has strong evidence that either Z is univariate 
or that only one variable in 2 significantly affects the previous assignment, 
function and all the response functions; «e do not suggest applying an 
method that makes the univariate assumption. In the next chapter, we will 
introduce other adjustment. methods that, are not. affected by whether i is 
univariate or II]U1tivariate. 
10-1 
Chapter 7 
Adaptive adjustment 
approaches 
Consider a case where whether a previous customer received Action A or B 
depends on both recorded and unrecorded information. In this case, data 
in the previously collected data set are BINAR, applying the complete-case 
analysis will result in biased estimates, and adjustment methods are required. 
On the other liand, a newly existing customer received either action ac- 
cording only to information that is recorded. In this way, the newly collected 
data are MAR, and one can obtain unbiased estimates using the complete- 
case analysis without further adjustment. Although unbiased estimates can 
be obtained using newly collected data only, one should not ignore the pre- 
viously collected data. This is because when the number of newly existing 
customers is relatively small, estimators derived from newly collected data 
might not be as close to the actual values as those derived frone previously 
collected data. It is thus worthwhile to make use of both the previously 
collected and newly collected data sets. 
In this chapter, Ave introduce two adaptive adjustment approaches to 
achieve this: an ad-hoc adaptive approach (Section 7.1) and a combined 
least-squares regression approach (Section 7.2). To avoid duplication, we 
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customer 
------- ºActionA -------- 
updated 
newly collected. 
decision rule 
data 
--------.. Action B ---------- 
previously collected 
data 
updated 
estimated parameters 
Figure 7.1: The concept of dynamic updating approaches. 
show how these two approaches can be applied to estimate the parameters 
in the response function of Rn only. 
Note that the adaptive adjustment approaches described in this chapter 
can be performed continuously. Whenever a new customer enters the sys- 
tem, more information is recorded in the newly collected data set i, and the 
adaptive procedures can be carried out continuously based on both the fixed 
previously collected data set and the updated newly collected data set. In 
this way, once a newly existing customer enters the system, we can update 
the estimators for parameters in the response function and thus those in 
the optimal decision function. The next customer is then assigned to either 
action according to the estimated optimal decision function. Figure 7.1 il- 
lustrates this process. If adaptive approaches are applied, estimators can be 
updated whenever a new customer enters the system. Therefore, we examine 
the quality of each updated estimator when evaluating adaptive methods. 
In order to evaluate the performance of the proposed adaptive methods, 
according to the simulation design described in Chapter 4, we simulate an- 
other 200 data points based on the assumed response functions and these 
(lata points are treated as information on 200 new customers. To simplify 
1To simplify the problem, ne assume responses can be observed immediately after the 
assigimnieiit decisions are made. 
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the simulation, we assumed one new customer arriving at a time, each of 
them being assigned to either action according to the latest estimated opti- 
mal decision function, and the corresponding response being observed right 
after the assignment. In each simulated case, whenever information on a new 
customer becomes available, we update not only the estimations according 
to. each adaptive method but also the value of A (see Equation (4.10)) to 
evaluate the accuracy of each estimator. 
7.1 Ad-hoc Adaptive Method 
The concept of the ad-lioc adaptive method is to combine estimates derived 
from previously collected data with that c4erived from newly collected data. 
When only the previously collected data set is used, we can apply one of the 
adjustment approaches in the previous chapters to obtain estimator 1ßr4' 
xý 
for /3ra. x 
in the response function. «Teen only newly collected data is used, 
we can apply the complete-case analysis and obtain an unbiased estimator 
A(new) 
ra ,T 
Assume that there are p recorded variables, and we set 
1(Prr) - r,, .r 
jX pre) I 
rxo 
l (prc) 
... Nr,,, xr 
Q(Prc) 1 
r,,,: r, 
jý(iiev) 
_ r,,,. x 
ý(ncw) 
rn, TO r,,. xI r0, xn 
In order to combine estimator ßr 
(prc) 
with ßru' x ý, we set 
ýýý c) = lUýý're)(pý + 2Uýiica)ý(n ýý ý7.1ý 
re new Where lýýhrc) 8110 lOýýýe1 are weights oil the eStimate(I ýrn+ýý and ýýýýýý leSj)eC- 
tively. 
Regardless of how we estimate 
('; z) 
. 
because the distribution foriii of Z 
(ncu) (Pre) 
is iuiknown we prefer , ß,., T; to , 
ßr,,, xj . 
For this reason, we wish to increase 
the weight o11 '3r; ', ß`; 
) at a higher rate, and thus choose the following fllllctiolls 
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that contain exponential terms for wýn'ýý and wý"ýý`ý: 
Va r(/ r 
ýi ) 
exp( 
n 
, 
r= 
new) 
'a r0r(a"eu. 
) 
7 /ý 
(PrPý ) 
(7.2) ý. 
ý [ Qr(Nra 
, xý 
) 
1± exp 
illj(pre) =1-I 
(new)' (7.3) 
for j=0,1, 
..., 1ý. 
The more reliable the estimator , 
ßrn x'I becomes, the larger the weight the 
ad-hoc adaptive approach assigns to , ßrn' 
xß'1. The variance of each estimated 
parameter is used to evaluate the reliability. The smaller the variance of 
ýrý °l, the larger the value of Wý"e"> (for j=0,1, ..., p). L 
The unbiased estimator , ßr. T°1 is derived frone applying least squares re- 
gression to the respondent sample. Therefore. Var(ßr; 'x'1) can be obtained 
using standard approach. However the estimator ßt0'"11 is derived from either 
least squares regression or any adjustment method. A more general approach 
should be applied to derive Var(, ßr', ' Tý). Efron and Tibsliirani (101 have shown 
that bootstrap size 50 to 100 is sufficient for variance estimation. Therefore, 
regardless of the method applied to derive ßrn xl , we obtain Var(ßt' 
mal) using 
the bootstrap method with bootstrap size 50. 
Since the same set of previously collected data is used, the values of 
, 
ß''x1 and [tar(ßrP x)) are fixed. However the information contained in the 
newly collected data set increases over time, and the values of ßr x and 
V ar(ß , 
-(lieu, ) ) shall vary whenever information on a newly existing customer 
who received Action A becomes available. Thus we suggest performing the 
following steps whenever information on a new respondent becomes available. 
For j=0,1, ..., 1) 
(ncww) 
CU1 
1. update the values of ýra,. xj and 1'ar(j3r,, R, xjt ) according to the informa- 
tion in the newly collected data set; 
(ncw) (Pre) 
2. update the values of uýj and wý according to Equations (7.2) and 
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(7.3); 
(adhoc) 
3. update the values of , 6, ',,. rj according to Equation(7.1); 
(adhoc) (adhoc) 
4. according to the last updated ßr, and ß, e z 
(Which can be esti- 
inated using a similar approach), assign to the next customer to Action 
A if Xj(ßrn`Ih°`) O(°dl'°`)) > 0, otherwise assign to this customer Action 
B. 
Note that least squares regression cannot be carried out until the sample 
size is greater than p+1, where 1) is the number of variables in X. Thus we 
can only perform steps 1,2, and 3 above after the size of new respondents 
is greater than p+1. Moreover, before we start to calculate we °i, we set 
o 
ll(a 
oC) 
- 16(p 
re) 
.E 
After the first ß(new) is calculated, whenever information on a new re- 
spondent becomes available, Nve update the corresponding estimators (e. g. 
ß, tß 
ß'1), variances 
(e. g. l7ar(ßýä; zý'1)); and the estimate for the optimal deci- 
sion function. The assignment decision made for the next new customer will 
then be based on both the previously collected and the newly collected data 
sets. 
In order to evaluate the performance of the ad-110C adaptive method, we 
apply it to the simulated cases described in Chapter 4. Because p=1 in our 
simulations, we did not start to calculate the value of and its variance 
until the number of newly existing customers who received Action A reaches 
10. Likewise. the value of , (3rb'; 
x and its variance are not calculated when 
fewer than 10 newly existing customers received Action B. 
We first apply either the complete-case analysis or I-Ieckman's method 
to each previously collected data set. Figures 7.2 and 7.3 show the perfor- 
mance of the ad-hoc adaptive approach where the complete-case analysis and 
Heckman's method are respectively applied to the previously collected data 
set.. 
From these two figures, vv-e c<ui see that when the a(1-hoc adaptive ap- 
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Figure 7.2: The performance of the ad-hoc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. The 
value of L\""-r, oc before the size of newly collected data set reaches 200. In this 
figure, "ail-hoc" represents the ail-110C adaptive approach and the complete- 
case analysis was applied to the previously collected data set. Fach graph 
represents average results a1nono 19,440 (9 different Pr(S = 0) x6 different 
ß,, 
1 x6 
different x 60 (lillerent random seeds) (lata sets. More details 
can be found in Figures A-1, A-5, A-3, A-4, A-2 and A-6 in the Appendix. 
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Figure 7.3: The performance of the ad-hoc adaptive approach and Heckman's 
two-step method was applied to the previously collected data set. The value 
of Lead-hoc before the size of newly collected data set reaches 200. In this 
figure, "ad-hoc' represents the a(1-hoc adaptive approach and Heckman's two- 
step method was applied to the previously collected data set. Each graph 
represents average results among 19,440 (9 different Pr(S = 0) x6 different. 
ß,, 
z x6 
different /3g, ß. x 
(i0 different random seeds) data sets. More details 
can be found in Figures A-7, A-11, A-8, A-9, A-10 and A-12 in the Appendix. 
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proach is applied, the quality of the estimated optimal decision function 
improves most of the time when the size of newly collected sample increases. 
The exception can be found when the distribution of Z is normal or close to 
normal and Heckman's method is applied to derive , ßrä 
, 1, 
, 
ß(b X 1, [ýar(f3r, x ) 
and 17ar(ß(, r e)). This is because when a proper adjustment method is ap- b, X 
plied to the previously collected data, both the estimators ß(n; z) and )3, b, X 
are already close to the actual values. In contrast, when the size of newly 
collected data set is shall, the estimators ., x , 
ß("ß'°) 
,,, ý 
and rb, X can 
be Slglllfl- 
cantly different from the actual values. Nevertheless, regardless of Ilow poor 
the estimators ßro, x I and, ßrb, x are the weight wý'tc"I is always greater than 
0.5 2. Therefore when the ad-hoc adaptive approach is applied, if one is 
confident about the adjustment method applied to the previously collected 
data set, the adaptive procedures should not be carried out until the size of 
the newly collected data set is relatively large. 
Note that there is only one recorded variable in our simulation design. 
It is thus sufficient to start the adaptive procedure once the number of new 
respondents exceeds 10. However in consumer banking, usually a large num- 
ber of parameters are recorded and used to make assignment decisions. In 
this way, the ad-hoc adaptive approach cannot be used until information on 
a large number of new customers becomes available. 
7.2 Combined least squares regression approaches 
The main disadvantage of the ad-hoc adaptive approach is that the esti- 
mated optimal decision function cannot be updated immediately. i\loreover 
when the number of newly existing customers is relatively small, the weights 
assigned to the estimates derived from the newly collected data set are too 
Va r 'This is because when 1'ur(ßý ý`rýý) 
Vur(/3 P'rý ) 
`nr(f? Inp'ý), 
the larger the weight u(ýnew 
0.5. 
(Urre) 
- 0, wj - 0.5. The larger the value of 
The «-eigut m(°`") is thus always greater tliaii 
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large. In this section, we propose adaptive methods that can avoid these 
disadvantages. 
7.2.1 Naive combined least squares regression approach 
Set XQ,,, 
cw to 
be a na x (1 + p) matrix that contains the vector values of 
X=[1 Xi 
... 
XI, ] of all stn customers who received Action A in the 
newly collected data set. We also set Ra,,, ew to 
be a vector of size 11a that 
contains values of Ra of all newly existing customers who received Action A. 
Since the missingness of Rn is ignorable given X in the newly collected 
data set, the complete-case analysis can be applied to derive an unbiased 
estimator for /3, _x 
in the response function. Therefore, the unbiased esti- 
mator 8,.,,, can be obtained from applying least squares regression to the 
respondent sample: 
ýr 
,x- 
ýýin, 
nevýýn, neuý 
lý. ýn; 
nezeßn, neu, 
ý. (7.4) 
If we ignore the effect of Z on previous assignments, the respondent 
sample in both the newly and the previously collected data set can be treated 
as if generated by the same regression process. In this way, the regression 
parameter can be estimated using: 
ýrx = (lV pre"Va. pre 
+ ýýa, neu ýia, neu: 
)-1(. X 
prc a. pre 
+ 
. 
ýa, 
neußa, iiewýý 
(7.5) 
where XQ, p,, is a mit x 
(1 + 7)) matrix that contains the vector values of X, 
and Ra pre is a vector of size tit,, that contains values of R,, for all tit, previous 
customers who received Action A. 
This approach is thus equivalent to combining the previously collected 
data set (without adjustment) with the newly collected one and then deriving 
least squares estimators from the combined data set. 
The performance of the naive coiiibiiied least squares regression approach 
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is examined using the simulated data sets described in Chapter 4, and the 
simulation results are shown in Figure 7.4. We can see that when this adap- 
tive approach is applied, the estimated optimal decision function is indeed 
updated as soon as information on the first, newly existing customer becomes 
available. Moreover, because responses in the newly collected data set are 
MAR whilst those on the previously collected data set are \INAR, the es- 
tiniations derived from this adaptive approach get closer and closer to the 
actual values when the size of newly collected data set increases. 
Nevertheless if we compare Figure 7.4 with 7.2, we can see that estimates 
derived froiii the ad-hoc adaptive approach improve at a higher speed, and 
this is due to the exponential term in weights (see Equations (7.3) and (7.2)). 
In Section 7.2.3, we will introduce an extension from the naive combined least 
squares regression approach that overcomes this disadvantage. 
7.2.2 Adjusted combined least squares regression ap- 
proach 
Applying the complete-case analysis to the previously collected data set will 
result in biased estimates because the missingness of RQ is not ignorable 
given X. However, the missingness is ignorable given both X and Z. If 
one regresses RQ on not only X but also Z in the respondent, sample, the 
estimated parameters will be unbiased. We thus adjust Equation (7.5) into: 
ýr 
?= lQa. prcQa. pre 
ýa, 
nc>L 
ýýu, 
rieu) 
-I (QT +Q 
,ic 
ßa, 
rrewý r 
%. G) 
WllerC /ra, 9 =[ 
$ra,. 
ro 
! 
ra, ai ... 
ýra, 
xp 
&a, 
z ]I 
Q..,, 
re is a 711,, 
x ([)+2) matrix 
that contains the vector values of X=[1 X1 ... 
X, Z] of m4 previous 
customers who received Action A and 0 a ,, c,, is a 7tn x 
(1) + 2) matrix. 
«'lien applying Equation (7.6), one takes into consideration the effect of 
unrecorded Z Oil the Previous assignment decisions. The adjusted combined 
least squares regression approach is thus recommended when one wishes to 
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make use of an adjustment method to correct the previously collected data 
set. 
In this adaptive approach, the values of Z in QQ, j, re are replaced 
by their 
expectation estimated by applying a given adjustment method (e. g. Heck- 
mail's method or the methods we proposed in Chapter 6) to the previously 
collected data set. Since newly existing customers have been assigned to 
either action based on recorded variables in X only, the expected values of 
Z for each newly existing customer are their unconditional mean. Thus the 
values of i in Q,,,,,,, are replaced by E(2). In this way, one can think of 
applying this approach as combining the adjusted previously collected data 
set with the newly collected one and then deriving least squares estimators 
from the combined data set. 
We use the simulated data sets described in Chapter 4 to examine the 
performance of the adjusted combined least squares regression approach. The 
simulation results are shown in Figure 7.5, and the values of -7 among pre- 
vious customers are estimated using Hecknian's method. If we compare Fig- 
ures 7.5 with 7.4, the adjusted combined least squares regression approach 
outperforms the naive one in most cases. The exceptions occur when the dis- 
tribution of. is significantly different frone a normal (list ribut ion (e. g. when 
the values of 2 are drawn from V5). In these cases, applying Heckman's 
method to the previously collected data set results in more bias and the 
adaptive approach begins with very poor estimates. Therefore, the adjusted 
combined least squares regression approach is preferred to the naive one only 
when a proper adjustment method is applied to the previously collected data. 
From Figures 7.5 and 7.3, we can compare the combined least squares 
regression approach with the ad-hoc adaptive approach. We can see that 
when the actual distribution of 2 is normal or close to normal, the adjusted 
combined least, squares regression approach is preferred to the ad-hoc adap- 
tive approach. This is because when the distribution of 2 is normal or close 
to normal, applying Heckman's method provides estimators that are as good 
as if they were derived directly from a MAR data set. After adjustment, the 
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previously collected data set is as informative as a newly collected data set 
with the salve sample size. Adaptive estimates should thus be affected by 
both previously and newly collected data sets proportional to their sample 
sizes. The adjusted combined least squares regression approach does update 
the estimation gradually according to the size of the newly collected data set. 
The ad-hoc adaptive approach assigns more than half of the Weight to rn, i 
and ý3rb xu'1 regardless of the number of newly existing customers. In this 
way, when the adjustment method applied to the previously collected data 
set is proper, and when the size of the newly collected data set is relatively- 
small, the adjusted combined least squares regression approach is likely to 
outperform the ad-lioc adaptive approach. 
In contrast, in cases where the distribution of Z is relatively skewed, 
the ad-hoc adaptive approach is preferred`. This is because in these cases, 
applying Heckman's method to the previously collected data set will result 
in estimates that, are significantly different, froh the actual values. Thus, it is 
preferred to increase the relative "weight" on the newly collected data set at 
a higher speed. Due to the exponential terms in the weights (see Equations 
(7.3) and (7.2)), the ad-hoc adaptive approach increases the relative weights 
on the unbiased estimates at a higher speech and therefore outperforms the 
adjusted combined least, squares regression approach. 
7.2.3 Weighted combined least squares regression ap- 
proach 
When the previously collected data set is either unadjusted or adjusted us- 
ing an inappropriate adjustment approach, it is less reliable than the newly 
collected one. In this case, it is reasonable to assign less "weight" to each 
previously collected data point so that the relative "weight" assigned to the 
newly collected data set increases at a higher speed. 
A straiglitfor and way to adjust, the weight. one assigns to less reliable 
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data points is to adjust Equations (7.5) and (7.6) into: 
((U? 
"ýa pre'Xa. pre 
+ 1ýn, netv`ýn, »eu) 
1(1L72. ýa. 
pre n. pre 
+ 'ya, neto a, rieu+)ý 
(7.7) 
T (111 2QT 
a. pre. a, pre 
+ ýa, 
netuýa, jiew) 
1(IV 
a preRa. pre 
+ Qa, 
iiew 
., neu, ). 
(7.8) 
Applying this approach is identical to combining the previously collected 
data set (adjusted or not) with the newly collected one and then applying 
the weighted least squares regression. We assign weight w to each previously 
collected data point and weight 1 to each newly collected data point. Note 
that the choice of w (0 <w< 1) is subjective. The less confident one is 
about the method applied to the previously collected data set, the smaller 
the value one should choose for w. E 
Using the simulated data sets described in Chapter 4, we evaluate the 
performance of the weighted combined least squares regression approach (set 
w=0.1) extended from the naive combined least squares regression. The 
results are shown in Figure 7.6. Let us compare Figure 7.4 with 7.6. We 
can observe that when less weight is assigned to each previously collected 
data point, the estimations are indeed improved at a higher speed. Since the 
choice of tu is small in our simulations, the relative weight one assigns to the 
newly collected data set increases at a speed even higher than that when the 
ad-hoc adaptive approach is applied. Thus if the previously collected data 
set is used without adjustment, the weighted combined approach outperforms 
the ad-hoc adaptive approach (see Figures 7.2 and 7.6). 
Figure 7.7 displays the performance of the weighted combined least squares 
regression approach (w = 0.1) extended from the adjusted combined least 
squares regression approach (which obtained the expected values of Z for 
each previous customer using the extension of Heckman's method). Let us 
compare Figure 7.7 with Figures 7.3 and 7.5. Where the actual distribution 
of Z is normal or close to normal, the weighted combined least squares re- 
gression approach performs worst. In contrast, where the actual distribution 
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Figure 7.7: The performance of the weighted combined least square regression 
approach extended from the adjusted combined least squares regression ap- 
proach. The value of A"" before the size of newly collected data set reaches 
200. In this figtire, " w1s,, " represents the weighted combined least square 
regression approach extended froth the adjusted combined least squares re- 
gression approach ( and Heckman s two-step method was applied to estimate 
the missin2 for previous custottiers) with weight w=0.1. Each graph rep- 0 
average results among 19, zl4( (9 tliflerent Pr(S = 0) x6 different 
x6 different ßg.. r x 60 
different random seeds) data sets. More details call 
be found in Figures A-31, A-32, A-331A-34. A-35 and A-36 iii the Appendix. 
of Z is relatively skewed, the weighted combined least squares regression 
approach performs the best. 
As has been mentioned, when the adjustment method applied to the pre- 
viously collected data is appropriate, one should slowly increase the relative 
weight on the newly collected data set. In contrast, if one is uncertain about 
the adjustment method, the relative weight assigned to the newly collected 
data set should be increased at a higher speed. We chose w=0.1 in our sim- 
ulations, which implies that the relative weight on the newly collected data 
set would increase at a speed even higher than when the ad-lioc adaptive 
method is used. Therefore, when the actual distribution of 2 is similar to 
the one assumed in IIeckman's method, the values of Aw"are lower than 
those of lead-110° and Aals. In contrast, when the assumed distribution form 
is different from the actual one, the values`of Aw"a are higher. 
Among all the adaptive approaches we have proposed, the weighted com- 
bined least squares regression approach is the most general and the most 
flexible one. We recommend applying this adaptive approach so that one 
can 
" take into account the unrecorded variable 2 among previously existing 
customers (if an adjustment method is available to be applied to the 
previously collected data); 
" begin to update the estimates as soon as information on the first newly 
existing customer becomes available; 
" adjust the value of w (0 <w< 1) according to experts' experience, so 
that one chooses a larger value for w the more confident, one is about 
the previously collected data set (adjusted or not). 
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Chapter 8 
Conclusions 
c 
In the previous chapters, we described the problem we wish to solve, re- 
vieNved existing solutions, and proposed new ones. In this final chapter, we 
summarise the main contributions of this thesis. 
In order to focus on the missing data problem, we made some conventional 
assumptions, which are not generally applicable. Therefore we further point 
out how these assumptions can be relaxed and propose directions for future 
research. 
8.1 Contributions 
8.1.1 Drew attention to the non-ignorable missing data 
problem in behaviour scoring 
The missing data problem in application scoring has attracted much interest, 
and relevant discussion can be found under the topic of "reject inference". 
However, less attention has been paid to a similar problem in behaviour 
scoring. In this thesis, we draw attention to this problem. 
Application scoring coiisidei"s the accept/reject problem and only takes 
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into account responses to one action, i. e. acceptance. Several researchers 
have pointed out that when only the responses to one action are under con- 
sideration, the problem due to the missing data is insigüifcant if the propor- 
tion of missing data is small. However, when the same action is assigned to 
most previous customers, a small proportion of missing data for one action 
necessarily implies a large proportion missing for some other action. One 
cannot, then, simply ignore the problem. 
We argued in Section 5.1 that when most previous customers received the 
same action, applying the complete-case analysis is likely to provide a good 
estimate for one response function but not both, and the estimate for the 
optimal decision function is unlikely to be satisfactory. This argument was 
examined using simulated data sets. From the simulation results, we further 
found that the bias resulting from the coiiiplete-case analysis is likely to be 
more severe when the majority of the previous customers received the same 
action. Consequently, the complete-case analysis is insufficient to solve the 
non-ignorable missing data problem in behaviour scoring, and one should 
apply adjustment methods. 
8.1.2 Described extensions from existing methods and 
pointed out the inadequacies 
We reviewed two of the best known solutions to \INAR problems: the two- 
step method proposed by Heckman, and the H\I algorithm proposed by Little 
and Rubin. We also illustrated how these solutions can be extended to solve 
the problem that considers two response variables. 
In Sections 3.5, we pointed out that the variances of estimators are likely 
to be inflated if the two-step method is applied to our problem. This is 
because, in consumer banking, assignment decisions for a given customer 
are usually based on variables that are expected to be correlated to their 
response. Thus the recorded variables in the previous assignment function 
are likely to be identical to those in the response functions. In Section 3.6. 
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we noted that if most previous customers received the same action, the EM 
algorithm can be computationally inefficient. However if one sets Heckman's 
estimators as initial values, the EM algorithm converges at once. Thus when 
the unrecorded variable Z is assumed to have a normal distribution, we 
suggest applying Hecknian's two-step method. 
Other researchers have proposed adjustment methods that assume that 
Z follows other specific distributions. However, each existing method for 
non-ignorable missing data problem is constrained by a specific distribution 
assumption. If this assumption fails, the estimates are biased. In Section 5.2. 
we argued that in credit scoring, Z represents information that cannot be 
explained by the observed variables, and the distribution of Z can vary from 
case to case. Simulations were carried out to show that existing methods are 
effective only when the distribution of Z is indeed follows the distribution 
assumed by the method applied. In contrast, when the actual distribution 
of 2 is different, existing methods might generate even more bias. Conse- 
quently, existing methods are inadequate to solve the non-ignorable missing 
data problem in behaviour scoring. 
8.1.3 Proposed adjustment methods so that the em- 
pirical distribution can be used 
Each existing method assumes the unrecorded variable follows a specific 
distribution. It is thus only appropriate to apply extensions from existing 
methods when one snakes the same distribution form assumption. For ex- 
ample, it is only appropriate to apply an adjustment method that assumes 
2 ti uniform when one is confident to assume 2- uniform. Thus in 
Chapter 6, we proposed adjustment methods that removes this constraint so 
that the empirical distribution of 2 can be used. 
We first proposed an E1\I algorithiii extended from the r\1 algorithm 
suggested by Little and Rubin. We re-interpreted the IS step in a more 
general way so that the constraint on the distribution of Z can be relaxed. 
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Moreover, the Al step proposed by Little and Rubin is replaced by an actual 
likelihood maximisation. In this way, once the density function of Z is given, 
the EM algorithm proposed in Section 6.1 can be used to solve our problem. 
It is likely that the density function of 3 is not available. Thus we pro- 
posed in Section 6.2 an approach to obtain empirical samples frone the newly 
collected data set. We have shown that such samples are able to provide as 
much information as samples drawn directly from the actual distribution of 
Z. 
In Section 6.3, we proposed a semi-GE\I algoritlini so that empirical sam- 
ples can be used directly. In this semi-GEI algorithm, the E step replaces 
the missing values by their expectation calculated from the sample pool, 
and the generalised M step obtains estimators using least squares regression. 
When applying the semi-GEM algorithm, the pdf of 2 is assumed to be un- 
known, and there is no way of proving whether the least squares estimators 
improve the likelihood at each iteration. Nevertheless, we argued that the 
least squares estimators are likely to be relatively close to the AIL estimators 
and thus are likely to improve the unknown likelihood. We have supported 
this argument by comparing the semi-GEM algorithm with existing methods 
using the simulated data sets. 
In our simulated cases, we found that when 2 follows a distribution that 
is indeed normal or close to normal, the extension of Heckman's method 
(which assumes 2 ti normal) performs better than the proposed semi-GEM 
algorithm. Nevertheless, when the actual distribution of i is significantly 
different from a normal distribution and when the complete-case analysis is 
ineffective, the semi-GEI algorithm performs significantly better than the 
method that assumes 2 normal. Therefore, it can be more useful to apply 
the semi-GEMI algorithm than to apply extensions of existing methods that 
assume Z to have a shccific distribution. 
Note that the methods proposed in Chapter 6 are restricted by a univari- 
ate assumption. W0 have shown that if Z is not uniýýariate; and if more than 
one variable in 2 is highly correlated to previous assignment decisions and 
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response variables, applying methods that make the univariate assumption 
is inappropriate. Therefore, the adjustment approaches proposed in Chapter 
6 are not applicable universally and should be applied as appropriate. 
8.1.4 Proposed adaptive approaches that make use of 
the newly collected MAR data 
We have pointed out that in the problem we wish to solve, the missing data 
problem does not result from self-selection. The reason is that assignment 
decisions are made by a decision maker in the bank rather than by customers 
themselves. After the start of the analysis, a decision maker is restricted to 
use only recorded variables. Therefore, any unrecorded variable that caused 
the \INAR. problem in the previously collected data set will no longer affect 
the assignment decision. Whether a response in the newly collected data 
set is observed or missing depends only on recorded variables, the data are 
MAR, and the missirigness is ignorable. 
Due to the ignorable missingness, unbiased estimates can be obtained 
using newly collected data only. Nevertheless, we argued that one should 
not ignore the previously collected data. This is because when the size of 
the newly collected data set is relatively small, the estimates derived from 
this data set might not be as close to the actual values as those derived from 
the previously collected data set. Thus in Chapter 7, we proposed adaptive 
approaches that make use of both the previously collected BINAR data and 
the newly collected EIAR data. 
All adaptive approaches we have introduced can update the estimates 
contillllously. Whenever a new custolller's response becomes available, the 
newly collected data set is updated, and the adaptive procedures can be 
carried out continuously to update the estimates according to both the fixed 
previously collected data set and the updated newly collected data set. In 
this way, updated estimates will be derived frohe all available information. 
We first introduced the ail-hoc adaptive method, which combines esti- 
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orators (e. g. $(vi )) derived from the previously collected data set with es- 
timators (e. g. ß(1110) derived from the newly collected one. Estimators are 
combined in the way that the smaller the variances of the larger the 
weight assigned to ßt"ýý`') Variance for ß(Pre) is obtained using the boot- 
strap method and that for , 
ß("") is obtained using the standard approach. 
However the. ad-hoc adaptive approach suffers from two disadvantages: 
" The weight iv("") on , ß(I 
) is always larger than 0.5 regardless of the 
size of the newly collected data set. When the number of newly existing 
customers is relatively small, the ad-hoc adaptive approach tends to put 
too much weight on , ß("") and results in a combined estimator that is 
worse than ß(P'c), which is derived solely from the previously collected 
HINAR. data. 
" The ad-hoc adaptive approach cannot be used until the number of 
newly collected respondent samples exceeds V+1, where j) is the number 
of recorded variables, which is usually very large in consumer banking. 
In order to overcome these two disadvantages, we further introduced a 
series of combined least squares regression approaches. Instead of combining 
the estimators directly, combined least squares regression approaches com- 
bine two available data sets (previously collected and newly collected) before 
deriving estimators. The naive combined least squares regression approach 
combines two available data sets directly without adjustment; the adjusted 
combined least squares regression approach combined the adjusted previously 
collected data set with the newly collected one; and the weighted combined 
least squares regression approach applies weighted least squares regression to 
the combined data set. 
Among all the proposecl adaptive approaches, we most highly recommend 
the Nveiglitecl combillecl least squares regression approach. This approach not 
only avoids all the disadvantages that occur in the ad-lioc adaptive approach, 
but also provides flexibility to apply adjustment meth ocls to the \INAR data 
mica the flexibility to <uljust the Weights on the IM\'Aß data accorclüig to 
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expert experience. 
8.2 Future research 
8.2.1 Consider more than two actions 
In this thesis, we wish to draw attention to the missing data problem in 
behaviour scoring, where more than one action is taken into consideration. 
To begin with, we simplify the problem and assume there are only two actions 
available. However, it will be practical to r6lax this conventional assumption 
and take into account inore than two actions. 
We have shown that the non-ignorable nlissingness results froh the un- 
recorded variable 2, and that the key to solve this non-ignorable missing 
data problem is to derive the expectation of 2 for each previous customer. 
Note that methods proposed for the two actions case remain applicable when 
previous customers were assigned to more than two actions. For example, 
consider a case where Actions A, B, and C are available. Methods reviewed 
or proposed in this thesis can be applied to estimating the values of .7 
for 
each previous customer who received Action A (by considering that previ- 
ous customers were assigned either Action A or non Action A), likewise for 
customers who received Action B or C. This implies that the values of the 
unrecorded 2 have to be estimated using more than one individual module, 
and this is not preferable. Nevertheless, using one single module to estimate 
the values of ZNvIien more than two actions are available has been widely 
discussed, and related research can be found in [1] [2] [3] [19] [28] [29] [30] 
[31] [32]. 
8.2.2 Relax the linearity assumption 
For simplicity reasons, we assumed the responses are linear functions of the 
predictor variables. Nevertheless, the linearity assumption is not generally 
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applicable, and it can be helpful to relax this constraint. For example, logistic 
regression is commonly used in application scoring, and one may wish to 
extend the proposed methods to cases where responses are logistic functions 
of explanatory variables. 
130 
Appendix 
131 
y5 
i 
(a) Among previous pus- (b) Among previous cus- 
tomers Pr(S = 0) = 0.1 tourers Pr(S = 0) j= 0.2 
(d) Aniong previous cus- (e) Among previous cus- 
tomers Pr(S = 0) = 0.4 tourers Pr(S = 0) = 0.5 
a 6 
jY 
S 
a 
., 
(g) Aiiiong previous cus- (11) Aiiiong previous cus- (i) Among previous cus- 
tomers Pr(S = 0) = 0.7 tourers Pr(S = 0) = 0.8 tolllers Pr(S = 0) = 0.9 
Figure A-1: The performance of the ad-hoc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. 
(When Zs are drawn from a normal distribution. ) 
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Figure A-2: The performance of the ad-lioc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. 
(\\'hen Zs are drawn from Vl. ) 
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Figure A-3: The performance of the ad-hoc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. 
(When Zs are drawn from 172. ) 
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Figure A-4: The performance of the ad-lioc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. 
(«'lieii Zs are drawn from V3. ) 
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Figure A-5: The performance of the act-hoc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. 
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Figure A-6: The performance of the ad-hoc adaptive approach and the 
complete-case analysis was applied to the previously collected data set. 
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Figure A-7: The performance of the ad-hoc adaptive approach and Heck- 
man's two-step method was applied to the previously collected data set. 
(When Zs are drawn from a normal distribution. ) 
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Figure A-8: The performance of the ad-hoc adaptive approach and Heck- 
rnaii's two-step method was applied to the previously collected data set. 
(When Zs are drawn from V1. ) 
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Figure A-9: The performance of the ad-hoc adaptive approach and Heck- 
man's two-step method was applied to the previously collected data set. 
(When Zs are drawn from V2. ) 
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Figure A-10: The performance of the ad-hoc adaptive approach and Heck- 
man's two-step method was applied to the previously collected data set. 
(«'heil Zs are drawn from V3. ) 
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Figure A-11: The performance of the ad-lioc adaptive approach and Heck- 
man's two-step method was applied to the previously collected data set. 
(\VTheii Zs are drawn from V4. ) 
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Figure A-12: The perforiiiance of the ad-hoc adaptive approach and Heck- 
mail's two-step method was applied to the previously collected data set. 
(When Zs are drawn froin V,. ) 
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Figure A-13: The performance of the naive combined least squares regression 
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Figure A-14: The performance of the naive combined least squares regression 
approach. (\Vhen Zs are drawn from Vi. ) 
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Figure A-15: The performance of the naive combined least squares regression 
approacli. (\Vhen Zs are drawn from V2. ) 
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Figure A-16: The performance of the naive combined least squares regression 
approach. (\Vhen Zs are drawn from V3. ) 
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Figure A-17: The performance of the naive combined least squares regression 
approacli. (\Vhien Zs are drawn from V1. ) 
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Figure A-18: The performance of the naive combined least squares regression 
approacll. (\V'llell Zs are drawn from V5. ) 
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Figure A-19: The performance of the adjusted combined least squares re- 
gression approach. («'hen Zs are drawn frone a normal distribution. ) 
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Figure A-20: The performance of the adjusted combined least squares re- 
gression approach. (\V'lien Zs are drawn fron Yj. ) 
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Figure A-21: The performance of the adjusted combined least squares re- 
gression approach. (\\'lien Zs are drawn from V2. ) 
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Figure A-22: The performance of the adjusted combined least squares re- 
gression approacli. (Wheii Zs are drawn from V3. ) 
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Figure A-23: The performance of the adjusted combined least squares re- 
gression approach. (\Vhen Zs are drawn from V1. ) 
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Figure A-24: The performance of the adjusted combined least squares re- 
gression approach. («'heii Zs are drawn from V5. ) 
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Figure A-25: The performance of the weighted combined least square re- 
gression approach extended from the naive combined least squares regression 
approach. (\\Then Zs are drawn frone a normal (listribution. ) 
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Figure A-26: The performance of the weighted combined least square re- 
gression approach extended from the naive combined least squares regression 
approach. («'hen Zs are drawn from l'i. ) 
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Figure A-27: The performance of the weighted combined least square re- 
gression approach extended from the naive combined least squares regression 
approach. (\Vhen Zs are drawn frone V2. ) 
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Figure A-28: The performance of the weighted combined least square re- 
gression approach extended from the naive combined least squares regression 
approach. (\V'lieu Zs are drawn from V3. ) 
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Figure A-29: The performance of the weighted combined least square re- 
gression approach extended from the naive combined least squares regression 
approach. (\Vlien Zs are drawn from V1. ) 
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Figure A-30: The performance of the weighted combined least square re- 
gression approach extended from the naive combined least squares regression 
approach. (\V'lien Zs are drawn from l' .) 
161 
1 Y 
d 
i 
s 5 
i 
i 
(a) Anioiig previous cus- (b) Among previous cus- (c) Among previous cus- 
tomers Pr(S = 0) = 0.1 toiners Pr(S = 0) s 0.2 touters Pr(S = 0) = 0.3 
(d) Among previous cus- (e) Among previous cus- (f) Aniong previous cus- 
tomers Pr(S = 0) = 0.4 toniers Pr(S = 0) = 0.5 tourers Pr(S = 0) = 0.6 
aa 
iL I 
a 6 Y 
(g) Among previous cus- (li) Among previous cus- (i) Aniong previous cus- 
touiers Pr(S = 0) = 0.7 toniers Pr(S = 0) = 0.8 toilers Pr(S = 0) = 0.9 
Figure A-31: The performance of the weighted combined least square regres- 
sion approach extended from the adjusted combined least squares regression 
approacli. («'hen Zs are drawn from a normal distribution. ) 
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Figure A-32: The performance of the weighted combined least square regres- 
sion approach extended from the adjusted combined least squares regression 
approach. (\Vlien Zs are drawn from Vi. ) 
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Figure A-33: The performance of the weighted combined least square regres- 
sion approach extended from the adjusted combined least squares regression 
approach. (When Zs are drawn from V2. ) 
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Figure A-34: The performance of the weighted combined least square regres- 
sion approach extended from the adjusted combined least squares regression 
approacli. (\Vlien Zs are drawn frone V3. ) 
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Figure A-35: The performance of the weighted combined least square regres- 
sion approach extended from the adjusted combined least squares regression 
approacli. (Wlieu Zs are drawn from V1. ) 
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Figure A-36: The performance of the weighted combined least square regres- 
sion approach extended from the adjusted combined least squares regression 
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