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という . 根に \wedgeがラベル付けされ,その子である内部節には \vee , それ以下
は \wedge と \veeが交互にラベル付けされている.各葉には  0または1の値が与えられ,各


























節の深さとは,根を深さ 0として,深さ n(n\geq 0)の節の子を深さn+1の節と定
義する.
本論文で考えるAND‐OR木とは,根にくがラベル付けされており,その下の
内部節からは \vee と \wedgeが交互にラベル付けされているものをいう.つまり,根と深
さ  m(m\geq 1)の内部節に対して,以下のようなラベル付けがされている.
\bullet 根(深さ  0) には \wedgeがラベル付けされている.
\bullet  mが奇数の内部節には, \veeがラベル付けされている.































葉に与える値の集合をSとする. s\in Sに対して , アルゴリズムAを用いた時












Lemma 3.1. 高さが1または2の多分岐AND‐OR木( OR‐AND木)を考える.ただ
し,root 直下に葉と ORゲートが混在しているものも含むとする.確率分布








Theorem 3.2. 高さ2のAND‐OR木で以下の形のものを考える mot の子が2つ
のORゲートで,一方のORゲートの子はm個(m\geqq 2) かつ他方の子はn個 (n\geqq 2) と
する.確率分布は IDで与えられるとする.( ただし,確率は0,1ではないものとす
る ) アルゴリズムはdirectional の場合(non‐depth‐first algorithmも含む)に限定す
る.
p_{11}\cdots p\mathrm{i}_{m}(1+p_{21}+p_{21}p_{22}+\cdots+p_{21}\cdots p_{2n-1})
\geqq p_{21}\cdots p_{2n}(1+p_{11}+p_{11}p_{12}+\cdots+p_{11}\cdots p_{1m-1})
のとき,左subtree から探索を始めるdepth‐first algonthm が最適となる.
(不等号が逆の場合は,左subtree と右subtreeを入れ換えた木を考えればよい)
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A_{L}^{dep}:x_{11}\rightarrow x_{12}\rightarrow x_{21}\rightarrow\cdots\rightarrow x_{2n}
また,non‐depth‐first algorithmは,以下のA_{k}(1\leqq k\leqq n)のみである.




よって, V(A_{\mathrm{i}}) , \cdots, V(A_{n-1})の中では V(A_{\mathrm{i}})が最小値をとる.
また,
V(A_{1})>V(A_{L}^{dep})




A_{R}^{d\mathrm{e}p}:x_{21}\rightarrow\cdots\rightarrow x_{2n}\rightarrow x_{11}\rightarrow x_{12}
次に,non‐depth‐first algorithmは,以下のB_{k}(1\leqq k\leqq n-1) , C_{k,\ell}(k+\ell=2, \cdots  n,  k\geqq
 1, \ell\geqq 1)の2通りである.
B_{k} : x_{21}\rightarrow\cdots\rightarrow x_{2k}\rightarrow x_{11}\rightarrow x_{12}\rightarrow x_{2k+1}\rightarrow\cdots\rightarrow x_{2n}
















Theorem 3 \cdot3. 高さ2のAND‐0R本で以下の形のものを考える.mot の子が n個 (n\geqq
1)の葉と  m個 (m\geqq 1)の ORゲートで, ORゲートの子はそれぞれn_{1} , , n_{m}個(ni, ,  n_{m}\geqq
 2) とする.確率分布は IDで与えられるとする. ( ただし,確率は0 , 1ではないもの






そのnon‐depth‐first algorithm Aに対して,depth‐first algorithm A^{dep}を構成す
る.具体的な構成方法としては,non‐depth‐first moveが起こるタイミングで,
その直後に探索する予定だった処理を先に行うようにする方法である.
A:B_{0}\rightarrow x② 1\rightarrow B_{1}\rightarrow x_{i2}\rightarrow B_{2}






Theorem 3 \cdot4. (主結果)
高さ2のAND‐OR本で以下の形のものを考える.root の子がm個 (m\geqq 2)の ORゲー
トで,それらのORゲートの子はn個 (n\geqq 2) とする.確率分布は IDで与えられる
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