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Abstract
Semi-supervised learning deals with the problem of how, if possible, to take
advantage of a huge amount of not classified data, to perform classification, in sit-
uations when, typically, the labelled data are few. Even though this is not always
possible (it depends on how useful is to know the distribution of the unlabelled data
in the inference of the labels), several algorithm have been proposed recently. A new
algorithm is proposed, that under almost neccesary conditions, attains asymptoti-
cally the performance of the best theoretical rule, when the size of unlabeled data
tends to infinity. The set of necessary assumptions, although reasonables, show that
semi–parametric classification only works for very well conditioned problems.
1 Introduction
Semi-supervised learning (SSL) dates back to the 60’, in the pioneering works of Scudder
(1965), Fralick (1967) and Agrawala (1970) among others. However, it has become an
issue of paramount importance due to the huge amount of data coming from diverse
sources like internet, genomic, text classifications, among many others, see Zhu (2008)
or Chapelle, Scho¨lkopf and Zien, eds. (2006) for a survey on SSL. These huge amount
of data are typically not classified, and in general the “training sample” is very small.
There are several methods (self-training, co-training, transductive support vector ma-
chines, graph-methods among others) that share as a goal, to take advantage of this
huge amount of (unlabeled) data, to perform classification. A natural question emerges
as mentioned in Chapelle, Scho¨lkopf and Zien, eds. (2006) “in comparison with a su-
pervised algorithm that uses only labeled data, can one hope to have a more accurate
prediction by taking into account the unlabelled points?[...] Clearly this depends on
how useful is to know p(x), the distribution of the unlabelled data, in the inference of
p(y|x).” On the one hand, if we want to classify correctly a large set of data, instead
of only one, the task became harder. On the other hand, having a large set of data to
classify is like knowing p(x) so it should be helpful. However that is not always the case.
Among other conditions the density p(x) needs to have deep valleys between classes. In
other words, clustering is needed to work well for the unlabeled X ′s data. Moreover, as
it is illustrated in Zhu (2008), Section 2.1, for the case of generative models (in which
p(x|y) is assumed to be a mixture of parametric distributions) sometimes there exists
problems of “identifiability”, that is: different values of the parameter must turn into
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different distributions. There are general hypothesis to be imposed in the models, for
example smoothness of the labels with respect to the data, low density in the decision
boundary, among others.
Another important issue in SSL is the amount of labeled data necessary in order to be
able to use the information in the unlabelled data. In the generative models, under the
identifiability “ideally we only need one labelled example per component to fully deter-
mine the mixture distribution” see Zhu (2008). This will be the case for the algorithm
we will propose. Although there is a large amount of literature regarding SSL, as it is
pointed out by Azizyan et al. (2013), “making precise how and when these assumptions
actually improve inferences is surprisingly elusive, and most papers do not address this
issue; some exceptions are Rigollet (2007), Singh et al. (2008), Lafferty and Wasserman
(2007), Nadler et al. (2009), Ben-David et al. (2008), Sinha and Belkin (2009), Belkin
and Niyogi (2004) and Niyogi (2008)”. In Azizyan et al. (2013) an interesting method
called “adaptive semi-supervised inference” is introduced, and is provided a minimax
framework for the problem.
Our proposal points in a different direction; is centred in the case when the training
sample size n is small (i.e.: the labelled data), but the amount, l, of the unlabelled
data goes to infinity. We provide a simple algorithm to classify the unlabelled data and
prove that under some quite natural and necessary conditions the algorithm classifies
with probability one, asymptomatically in l, as the theoretical (unknown) best rule. The
algorithm is of “self-training” type, which means that in every step we incorporate to
the training sample, a point from the unlabelled set, and this point is labelled using the
training sample built until that step, so the training sample increases to the next step.
A similar idea is proposed in Haffari and Sarkar (2007).
The manuscript is organized as follows: in Section 2 we introduce the basic notation
and the set-up necessary to read the rest of the manuscript, in Section 3 we prove that
the theoretical (unknown) best rule to classify the unlabelled sample is to use the Bayes
rule. In Section 4 we introduce the algorithm and prove that all the unlabelled data
are classified. In Section 6 we prove that the algorithm classifies, when the number of
unlabeled data goes to infinity, as the Bayes’ rule. Lastly, in Section 7 we discuss the
hypotheses.
2 Notation and set-up
We consider Rd endowed with the euclidean norm ‖ · ‖. The open ball of radius
r > 0 centred at x is denotes by B(x, r). With a slight abuse of notation, if S ⊂ Rd,
B(S, r) = ∪s∈SB(s, r), by µL the d-dimensional Lebesgue measure, by ωd = µL(B(0, 1)),
and for ε > 0 and A ⊂ Rd, A	B(0, ε) = ∪x:B(x,ε)⊂AB(x, ε). The distance from a point
x to S is denoted by d(x, S), i.e: d(x, S) = inf{‖x− s‖ : s ∈ S}. Lastly, if S ⊂ Rd, ∂S,
int(S), Sc, S denotes its boundary, interior, complement, and closure respectively.
Let Dn = (Xn,Yn) ={(X1, Y 1), . . . , (Xn, Y n)} be a sample with the same distribu-
tion as (X,Y ) ∈ S × {0, 1}, where S ⊂ Rd is a compact set. We assume that they are
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identically distributed but not necessarily independent. Denote η(x) = E(Y |X = x) =
P(Y = 1|X = x). Consider Dl = (Xl,Yl) = {(X1, Y1) . . . , (Xl, Yl)} where n  l an iid
sample with the same distribution as (X,Y ). The sample Xl is known and the labels Yl
are unknown.
3 Theoretical best rule
It is well known that the optimal rule to classify a single new data X is given by the
Bayes rule, g∗(X) = I{η(X)>1/2}. In this work we move from the classification problem of
a single data X to a framework where each coordinate of a vector Xl := (X1, . . . , Xl) of
large dimension requires to be classified. The label associated to each coordinate may be
construct on the base of the entire vector and, therefore, a rule gl = (g1, . . . , gl) to classify
is comprised of l functions gi : S
l → {0, 1}, where gi(Xl) indicates the label assigned to
Xi based on the entire set of observations. The performance of a rule gl = (g1, . . . , gl)
is given by
L(gl) := E
(1
l
l∑
i=1
Igi(Xl) 6=Yi
)
. (1)
Observe that the random variable #{i : gi(Xl) 6= Yi, (Xi, Yi) ∈ Dl} is not necessarily
Binomial(l, p) for some p > 0. Let Gl be the space of classification rules gl : Sl → {0, 1}l.
We will prove that g∗l = (g
∗, . . . , g∗), l copies of g∗ minimize L(gl) and the minimum
value is L∗ = P(g∗(X) 6= Y ).
In practice, since the distribution of (X,Y ) is unknown, we try to find a sequence
gn,l = (gn,l,1, . . . , gn,l,l) depending on D
n and Xl, such that
lim
n,l→∞
E
(1
l
l∑
i=1
Ign,l,i(Xl)6=Yi |Dn
)
− L(g∗l ) = 0 a.s., (2)
as n and l tends to infinity at an appropriate rate. Denote
Ln(gn,l) = E
(1
l
l∑
i=1
Ign,l,i(Xl) 6=Yi |Dn
)
. (3)
Proposition 1. The performance of a rule gl is bounded from below by L
∗, and is
attained with the rule g∗l = (g
∗, . . . , g∗), l copies of g∗.
Proof.
L(gl) := E
(1
l
l∑
i=1
Igi(Xl) 6=Yi
)
.
E
(
Igi(Xl)6=Yi
)
= P (gi(Xl) 6= Yi) = E
(
P
(
gi(Xl) 6= Yi|Xl \Xi
))
≥ P (g∗(Xi) 6= Yi) , for i = 1 . . . , l.
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Thus, by (1), we conclude that for any gl in Gl, L(gl) ≥ P (g∗(X) 6= Y ) and the
lower bound is attained choosing all the coordinates of gl equals to g
∗. Moreover, the
performance of g∗l equals to that of a single coordinate; namely L(g
∗
l ) = P (g
∗(X) 6=
Y ) = L∗.
4 Algorithm
We will provide a consistent algorithm in order to minimize the expected number of
missclassifications given by (3). For that purpose we incorporate sequentially to the
initial training sample Dn, a data Xj in the sample Xl with a predicted label Y˜j ∈
{0, 1}. At each step we add to the training sample the pair (Xi, Y˜i) which minimizes
(given the updated training sample) a empirical version of the objective function (3),
built up from a family of kernel rules with a uniform kernel. Then at step i of the
algorithm we have Ti−1 = Dn ∪ {(Xj1 , Y˜j1), . . . , (Xji−1 , Y˜ji−1)} where T0 = Dn. We
denote Zi = X
n ∪ {Xj1 , . . . , Xji}. Let hl → 0, gn+i−1 ∈ G1 are the corresponding kernel
rules with a uniform kernel with bandwidth hl, build using as training sample Ti−1.
Xji ∈ Xl \ {Xj1 , . . . , Xji−1} will be selected by a criterion specified in the algorithm.
Define for every Xj ∈ Xl \{Xj1 , . . . , Xji−1} the empirical version ηˆi−1 of η based on Ti−1,
given by the kernel estimate
ηˆi−1(Xj) =
∑
r:(Xr,Yr)∈Dn YrIB(Xj ,hl)(Xr) +
∑
r:(Xr,Y˜r)∈Ti−1\Dn Y˜rIB(Xj ,hl)(Xr)∑
r:(Xr,Yr)∈Ti−1 IB(Xj ,hl)(Xr)
.
STEP 0: Let (ηˆ0(X1), . . . , ηˆ0(Xl)). Define Z0 = X
n.
For 1 ≤ i < l: Let ηˆi−1(Xr) for Xr ∈ Xl \ Zi−1.
Let Xji ∈ Xl \ Zi−1 such that #{Zi−1 ∩B(Xji , hl)} > 0,
ji = arg max
j:Xj∈Xl\Zi−1
max
{
ηˆi−1(Xj), 1− ηˆi−1(Xj)
}
. (4)
If there exists more than one ji that satisfies (4) we choose one that maximize
#{Xl ∩B(Xji , hl)}.
Define Y˜ji = gn+i−1(Xji), where gn+i−1 is build up from the training sample
Ti−1 = Dn ∪ {(Xj1 , Y˜j1), . . . , (Xji−1 , Y˜ji−1)} using hl, and update Zi = Zi−1 ∪Xji .
Compute using Ti = D
n ∪ {(Xj1 , Y˜j1), . . . , (Xji , Y˜ji)}, ηˆi(Xr) for Xr ∈ Xl \ Zi.
OUTPUT: {(Xj1 , Y˜j1), . . . , (Xjl , Y˜jl)}.
In order to prove that the algorithm classify the whole sample Xl some regularity
conditions on S and η are required. First we introduce the Hausdorff distance. Given
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two compact non-empty sets A,B ⊂ Rd, the Hausdorff distance or Hausdorff-Pompei
distance between A and C is defined by
dH(A,C) = inf{ε > 0 : such that A ⊂ B(C, ε) and C ⊂ B(A, ε)}. (5)
It can be easily seen that
dH(A,C) = max
{
sup
a∈A
d(a,C), sup
c∈C
d(c, A)
}
,
where d(a,C) = inf{‖a− c‖ : c ∈ C}.
According to Cuevas and Fraiman (1997) (see also Cuevas and Rodr´ıguez-Casal
(2004)) we define standard sets.
Definition 1. A bounded set S ⊂ Rd is said to be standard with respect to a Borel
measure µ if there exists λ > 0 and δ > 0 such that
µ
(
B(x, ε) ∩ S) ≥ δµL(B(x, ε)) for all x ∈ S, 0 < ε ≤ λ,
where µL denotes the Lebesgue measure on Rd.
Roughly speaking, standardness prevent the set from having too sharp peaks.
Definition 2. Let S ⊂ Rd be a closed set. The set S is said to satisfy the outside
r-rolling condition if for each boundary point s ∈ ∂S there exists some x ∈ Sc such that
B(x, r) ∩ ∂S = {s}. A compact set S is said to satisfy the inside r-rolling condition if
Sc satisfies the outside r-rolling condition at all boundary points.
The following two theorems will be required in order to prove that all the points in
Xl are classified by the algorithm. The first one is proved in Cuevas and Rodr´ıguez-Casal
(2004)) and the second one in Penrose (1999).
Theorem 1. Let X1, X2, . . . be a sequence of i.i.d Rd valued random variables with
distribution PX . Let S be the support of PX . Assume that S is standard with respect to
PX . Then
lim sup
l→∞
(
l
log(l)
)1/d
dH(Xl, S) ≤
(
2
δωd
)1/d
a.s., (6)
where ωd = µL(B(0, 1)), Xl = {X1, . . . , Xl}, and δ is the standarness constant introduced
in Definition 1.
Theorem 2. Let X1, X2, . . . be a sequence of i.i.d Rd valued random variables with
distribution PX with d ≥ 2. Assume that PX have continuous density f with compact
support S. We assume that S is connected and ∂S is a (d− 1)-dimensional C2 subman-
ifold of Rd. Define f0 = minx∈S f(x) and f1 = minx∈∂S f(x). Let Ml be the smallest r
such that
Sˆl(r) =
l⋃
i=1
B(Xi, r)
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is connected. Then with probability one,
lim
l→∞
lωdM
d
l
log(l)
= max
{ 1
f0
,
2(d− 1)
df1
}
=: cf (7)
Remark 1. If ∂S is C2 then it satisfies the inner and outer rolling condition (see
Walther (1997)) and then is standard with δ < f0/3 see Proposition 1 in Aaron, Cholaquidis
and Cuevas (2017).
5 Hypotheses
The following set of hypotheses will be used throughout the manuscript. We will discuss
them in Section 7. Define the sets
I1 =η
−1((1/2, 1]) I0 = η−1([0, 1/2))
Aδ1 =I1 	B(0, δ) Aδ0 = I0 	B(0, δ)
Bδ1 =I1 ∩B(I0, δ) Bδ0 = I0 ∩B(I1, δ)
H0) The support S of PX is standard.
H1) (X,Y ) ∈ S × {0, 1} satisfies H1 if I1 and I0 have positive measure w.r.t. PX , they
are connected sets and both boundaries ∂I1 and ∂I0 are (d − 1)-dimensional C2
submanifolds of Rd.
H2) (X,Y ) satisfies H2 if PX(η
−1(1/2)) = 0.
H3) (X,Y ) satisfies H3 if I1 and I0 have positive measure w.r.t. PX , they are connected
sets and both boundaries ∂I1 and ∂I0 are (d− 1)-dimensional C3 submanifolds of
Rd.
H4) Let hl → 0 such that lh2dl / log(l)→∞. We will say that(X,Y ) satisfies H4 if PX
has continuous density f satisfying that for all δ > 0 there exists γ = γ(δ), such
that
f(x)− f(y) > γ > 0 for all x ∈ (Bδ1 ∪Bδ0)c and all y ∈ (Bhl1 ∪Bhl0 ), (8)
for a fixed l, large enough such that 2hl < δ
H5) Condition H5 holds if Y i = g∗(Xi) for all (Xi, Y i) ∈ Dn, and there exists (Xr, 0) ∈
Dn and (Xs, 1) ∈ Dn with Xr, Xs ∈ (Bδ01 ∪Bδ00 )c, for some δ0 > 0.
Remark 2. Observe that if η is a continuous function condition H4 impose a shape
restriction on f in a neighborhood U of η−1(1/2). Roughly speaking H4 means that f
has a “valley” in U , separating the two regions I0 and I1. The last condition is imposed
in order to prevent Y 1 = · · · = Y n. It is clear that in that case any algorithm will fail
to classify a point in Xl, with a label different to Y
1.
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Proposition 2. Assume H0 and H1. Let (Xl,Yl) = {(X1, Y1) . . . , (Xl, Yl)} be an iid
sample with the same distribution as (X,Y ) ∈ Rd × {0, 1}, with d ≥ 2. Assume that PX
has a continuous density f with compact support S. If hl → 0 such that lhdl / log(l)→∞,
then, with probability one, for l large enough, all the points in Xl are classified by the
algorithm.
Proof. We first prove that the algorithm starts, that is, there exists at least one Xj1 sat-
isfying the condition of STEP 1 in the algorithm. Since the set S is standard by Theorem
1, with probability one, for l large enough, dH(Xl, S) ≤ hl, then, supx∈S d(x,Xl) < hl.
Then, for every Xi ∈ Dn, there exists Xk ∈ Xl such that ‖Xi − Xk‖ < hl. Therefore,
there exists Xj1 ∈ Xl such that #{Z0 ∩ B(Xj1 , hl)} > 0, so STEP 1 of the algorithm is
satisfied. Assume that we have classified i < l points of Xl. We will prove that there
exists at least one point satisfying the iteration condition. If we apply Theorem 2 to
I1 and I0 respectively, we can choose l large enough such that with probability one,
2M1l′ ≤ hl and 2M2l′′ ≤ hl where l′ = #{Xl ∩ I1} and l′′ = #{Xl ∩ I0} are such that⋃
Xi∈Xl∩I1
B(Xi,M
1
l′) and
⋃
Xi∈Xl∩I0
B(Xi,M
0
l′′)
are connected. Then ⋃
Xi∈Zi∩I1
B(Xi,M
1
l′)
 ⋂  ⋃
Xi∈(Xl\Zi)∩I1
B(Xi,M
1
l′)
 6= ∅.
So there exists Xk ∈ Zi and Xj ∈ Xl \ Zi with ‖Xk −Xj‖ ≤ 2 max{M1l′ ,M0l′′} < hl and
then Xk ∈ B(Xj , hl) ∩ Zi.
6 Consistency of the algorithm
First we will prove two auxiliary Lemmas related to geometric and topological properties
of the inner parallel set S 	B(0, ε). Next we prove Lemma 3 which states that the first
point classified differently from the Bayes rules is close to the boundary region η−1(1/2).
Proposition 3 states that in fact all the points far enough from the boundary region are
classified just as the Bayes rule. As a result, Theorem 3 proves that the algorithm is
consistent in the sense defined in 2, but for n fixed, when l →∞ if the training sample
Dn satisfies the conditions g∗(Xi) = Y i for all i = 1, . . . , n, and in every connected
component of η−1(0) and η−1(1) there exists at least one pair (Xi, Yi).
Following the notation in Federer (1959), let Unp(S) be the set of points x ∈ Rd
with a unique projection on S, denoted by piS(x). That is, for x ∈ Unp(S), piS(x) is the
unique point that achieves the minimum of ‖x− y‖ for y ∈ S.
Definition 3. For x ∈ S, let reach(S, x) = sup{r > 0 : B(x, r) ⊂ Unp(S)}. The reach
of S is defined by reach(S) = inf
{
reach(S, x) : x ∈ S}, and S is said to be of positive
reach if reach(S) > 0.
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Lemma 1. If S is closed ∂(S 	B(0, ε)) = {x ∈ S : d(x, ∂S) = ε}.
Proof. Given x ∈ S such that d(x, ∂S) = ε, B(x, ε) ⊂ S, and therefore x ∈ S 	B(0, ε).
If x ∈ int(S 	 B(0, ε)) then there exists δ > 0 such that B(x, δ) ⊂ S 	 B(0, ε) which
imply that B(x, ε + δ) ⊂ S and then d(x, ∂S) > ε which is a contradiction. Therefore,
x ∈ ∂(S 	B(0, ε)).
Lastly take x ∈ ∂(S	B(0, ε)). Since S is closed x ∈ S	B(0, ε) implies B(x, ε) ⊂ S and
then d(x, ∂S) ≤ ε. Let xk → x, xk ∈ S 	B(0, ε). Since xk ∈ S 	B(0, ε), B(xk, ε) ⊂ S,
therefore B(x, ε) ⊂ S, which implies that d(x, ∂S) ≥ ε.
Lemma 2. Let S ⊂ Rd a non-empty, connected, compact, d-dimensional manifold, such
that ∂S is a (d− 1)-dimensional C3 manifold. Then there exists ε0 > 0 such that for all
ε < ε0, S 	B(0, ε) is connected and with C2 boundary.
Proof. Since ∂S is a (d−1)-dimensional C2 manifold, it has positive reach (see Proposi-
tion 14 in Tha¨le (2008)). We will prove that ε0 = reach(∂S) > 0. Let ε < reach(∂S). By
Lemma 1, ∂(S	B(0, ε)) = {x ∈ S : d(x, ∂S) = ε}. We prove that {x ∈ S : d(x, ∂S) = ε}
is a C2 manifold. For every p ∈ ∂S, let n(p) be the (unique) inner normal vector to ∂S in
p. Since reach(∂S) > ε, d(p+ εn(p), p) = ε and then ϕε(p) := p+ εn(p) ∈ ∂(S	B(0, ε))
is a C2 function. If t ∈ ∂(S	B(0, ε)) and p = pi∂S(t), then t−εη(p) ∈ ∂S. So, if {ψi}i∈I
is a C3 atlas for ∂S, then {ϕε ◦ ψi}i∈I is a C2 atlas for ∂(S 	B(0, ε)).
To prove that S 	B(0, ε) is connected, observe that by Corollary 4.9 in Federer (1959),
reach(S 	 B(0, ε)) > ε. Then, the function f(x) = x if x ∈ S 	 B(0, ε), and f(x) =
pi∂(S	B(0,ε))(x) if x ∈ S \ (S 	 B(0, ε)) is well defined. By Theorem 4.8 (4) in Federer
(1959) is a continuous function so it follows that f(S) = S 	B(0, ε) is connected.
Lemma 3. Assume H0, H1 and H2. Let D
n = (Xn,Yn) such that Y i = 1 if and only if
g∗(Xi) = 1. Let Dl = (Xl,Yl) = {(X1, Y1) . . . , (Xl, Yl)} iid of (X,Y ) and {(Xj1 , Y˜j1), . . . ,
(Xjl , Y˜jl)} the output of the algorithm. Let hl → 0 such that lhdl / log(l) → ∞. Let i be
the first index such that g∗(Xji) 6= gn+i−1(Xji).
1) if η(Xji) > 1/2 then, with probability one, Xji ∈ Bhl0 for all n.
2) if η(Xji) < 1/2 then, with probability one, Xji ∈ Bhl1 for all n.
Proof. Since PX(η
−1(1/2)) = 0 we can assume that η(Xj) 6= 1/2 for all Xj ∈ Xn ∪
Xl. Assume that η(Xji) > 1/2 (case 2) is proved in the same way). Suppose by
contradiction that B(Xji , hl) ∩ I0 = ∅ with positive probability. Hence B(Xji , hl) ∩
S ⊂ η−1(1/2) ∪ I1 with positive probability. Then 1 = g∗(Xk) for all Xk ∈ (Xn ∪
{Xj1 , . . . , Xji−1}) ∩ B(Xji , hl), but gn+i−1(Xji) = 0, which is a contradiction because
(Xn ∪ {Xj1 , . . . , Xji−1}) ∩B(Xji , hl) 6= ∅.
Remark 3. Observe that in Lemma 3, the condition Y i = 1 then η(Xi) > 1/2 and if
Y i = 0 then η(Xi) < 1/2 imposed on Dn is satisfied when Dn ⊂ η−1(1) ∪ η−1(0). We
will see with an example that this condition is necessary.
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Proposition 3. Under H0, H2, H3, H4 and H5. Let i be the first index such that
g∗(Xji) 6= gn+i−1(Xji). Then, there exists δ1 > 0 such that, with probability one, for all
0 < δ < δ1 there exits l0 such that if l > l0, i > #
{
Xl ∩ (Aδ1 ∪Aδ0)
}
.
Proof. Since PX(I0) > 0 and PX(I1) > 0, there exists γ > 0 such that PX(A
δ
1) > 0 and
PX(A
δ
0) > 0 for all δ < γ. Fix δ < min{γ, δ0} := δ1 being δ0 as in H5. Let l large
enough such that (8) holds and 2hl < δ. Consider Zi−1 the set of points yet classified
(with the same labels as the one given by g∗) until the step i of the algorithm, By
Lemma 3 we know that Zi−1 ⊂ (Bδ0 ∪ Bδ1)c. We will prove that there exists a point
Xjk ∈ Xl ∩ (Aδ1 ∪Aδ0) ∩ Zci−1 such that B(Xjk , hl) ∩ Zi−1 6= ∅, for hl < 2δ. If Xl \ Zi−1 ⊂
(Aδ1 ∪ Aδ0)c clearly the proposition holds. Assume that #{(Xl \ Zi−1) ∩ (Aδ1 ∪ Aδ0)} > 0.
By Lemma 2 Aδ0 and A
δ
1 are connected sets with C
2 boundary. If we apply Theorem 2
in Aδ1, with probability one, for l large enough, ∪Xi∈Xl∩Aδ1B(Xi,M
1
l′) is connected and
2M1l′ ≤ hl where l′ = #{Xl ∩ Aδ1}. The same holds in Aδ0 since PX(Aδ0) > 0. Since
∪Xi∈Xl∩Aδ1B(Xi,M
1
l′) is connected it follows that ⋃
Xi∈Zi−1∩Aδ1
B
(
Xi,M
1
l′
) ⋂  ⋃
Xi∈(Xl\Zi−1)∩Aδ1
B
(
Xi,M
1
l′
) 6= ∅.
Hence there exists Xk ∈ Zi−1∩Aδ1 and Xr ∈ (Xl\Zi−1)∩Aδ1 with ‖Xr−Xk‖ < 2M1l′ < hl.
If there exist more than one point, Xjk is the one that maximize #{Xl ∩B(Xjk , hl)}.
We are going to prove that in the step i− 1 of the algorithm, we should have chosen
Xjk instead of Xji from where it follows i > k. Since Xjk ∈ Aδ1 ∪ Aδ0, B(Xjk , hl) ⊂ I0
or B(Xjk , hl) ⊂ I1. Consider the first case. Since B(Xjk , hl) ⊂ I0 and Xji is the first
point classified different as g∗, then all the points in B(Xjk , hl) ∩ Zi−1 have label 0.
Hence ηˆi−1(Xjk) = 0. Since Xji is classified different to the Bayes rule, we have two
possibilities, g∗(Xji) = 1 and ηˆ(Xji) < 1/2; or g∗(Xi) = 0 and ηˆi−1(Xi) > 1/2. In
the first case, if 0 < ηˆi−1(Xji) < 1/2, we should have chosen Xjk since ηˆi−1(Xjk) = 0,
hence ηˆi−1(Xji) = 0. Reasoning in the same way, g∗(Xji) = 0 implies ηˆi−1(Xji) = 1. By
Lemma 3 we know that Xji ∈ Bδ0 ∪ Bδ1. We will use H4 to prove that with probability
one, for l large enough,
#
{
Xl ∩B(Xjk , hl)
}
> #
{
Xl ∩B(Xji , hl)
}
. (9)
P
(
l∑
r=1
IB(Xjk ,hl)(Xr)− IB(Xji ,hl)(Xr) > 0
)
=
E
(
P
(
1
l
l∑
r=1
[
IB(Xjk ,hl)(Xr)− IB(Xji ,hl)(Xr)−
(
PX(B(Xjk , hl))− PX(B(Xji , hl))
)]
>
− (PX(B(Xjk , hl))− PX(B(Xji , hl)))∣∣∣Xjk , Xji
))
.
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By Hoeffding inequality
P
(
l∑
r=1
IB(Xjk ,hl)(Xr)− IB(Xji ,hl)(Xr) > 0
∣∣∣Xjk , Xji
)
≤
E
(
exp
(
− 1
2
[
PX(B(Xjk , hl))− PX(B(Xji , hl))
]2
l
)∣∣∣Xjk , Xji
)
.
By the mean value theorem,
PX(B(Xjk , hl))− PX(B(Xji , hl)) = ωdhdl (f(θ1)− f(θ2))
with θ1 ∈ B(Xjk , hl) and θ2 ∈ B(Xji , hl). Then by H4 with δ/2 we get f(θ1)− f(θ2) >
γ > 0 for l large enough. Lastly, (9) follows using Borel-Cantelli and lh2dl / log(l) →
∞.
Theorem 3. Under the hypotheses of Proposition 3, for all n > 2
lim
l→∞
E
(1
l
l∑
i=1
Ign,l,i(Xl)6=Yi
∣∣Dn)− L(g∗l ) = 0 a.s., (10)
from where it follows the consistency stated in (2).
Proof. Denote gn,l,i the rule given by the algorithm to classify Xi ∈ Xl. By Proposition
1 L∗ = L(g∗l ),
E
(1
l
l∑
i=1
Ign,l,i(Xl) 6=Yi
∣∣∣Dn) = E(1
l
l∑
i=1
Ign,l,i(Xl)6=Yi
∣∣∣Dn, g∗(Xi) = Yi)(1− L∗)
+ E
(1
l
l∑
i=1
Ign,l,i(Xl) 6=Yi
∣∣∣Dn, g∗(Xi) 6= Yi)L∗ ≥
E
(1
l
l∑
i=1
Ign,l,i(Xl)6=Yi
∣∣∣Dn, g∗(Xi) = Yi)(1− L∗).
By Proposition 3
E
(1
l
l∑
i=1
Ign,l,i(Xl) 6=Yi
∣∣∣Dn, g∗(Xi) = Yi)(1− L∗) ≥
1
l
E
(
#
{
Xl ∩ (Aδ1 ∪Aδ0)
})
(1− L∗) = PX
(
Aδ1 ∪Aδ0
)
(1− L∗).
Then
0 ≤ E
(1
l
l∑
i=1
Ign,l,i(Xl) 6=Yi
∣∣Dn)− L∗ ≤ (1− PX(Aδ1 ∪Aδ0))(1− L∗).
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7 Some remarks regarding the assumptions
1) In order that any algorithm works for the semi-supervised classification problem
the initial training sample Dn (whose size does not need to tend to infinity) must
be well located. We require that Dn = (Xn,Yn) satisfies Y i = g∗(Xi) for all
i = 1, . . . , n, which is a quite mild hypothesis. In many applications, a stronger
condition can be assumed, for instance, if the two populations are sick or healthy,
we can choose for the initial training sample, individuals for which the covariate
X ensures the condition on the patient, that is P (Y = 1|X) = 1 or P (Y =
1|X) = 0. On the other hand, if the initial training sample is not well located,
then any algorithm might classify almost all observation wrongly. Indeed, consider
the case where the distribution of the population with label 0 is N(0, 1) and the
other is N(1, 1). This will be the case if we start for instance with the pairs
{(0.4, 1), (0.6, 0)}.
2) Connectedness of I0 and I1 is also critical. In a situation like the one shown in
Figure 1, the points in the connected component for which there is no point in Dn
(represented as squares) will be classified as the circles by the algorithm. However,
if I0 and I1 have a finite number of connected components and we have at least
one pair (Xi, Y i) ∈ Dn in all of them with g∗(Xi) = Y i it is easy to see that the
algorithm is consistent.
3) The uniform kernel can be replaced by any regular kernel satisfying
c1IB(0,1)(u) ≤ K(u) ≤ c2IB(0,1)(u),
for some positive constants c1, c2 and the results still hold.
4) We also assume that PX has a continuous density f with compact support S. If
that is not the case, we can take a large enough compact set S such that PX(S
c)
be very small and therefore just a few data from Xl will be left out.
5) The following example shows that H4 is necessary. Indeed, suppose that U1 :=
X|Y = 1 ∼ U([a, 1]) and U0 = X|Y = 0 ∼ U([0, a]) with 0 < a < 1, and
PX = aU0 + (1 − a)U1 ∼ U([0, 1]). Unless that the training sample Dn contains
two points (X1, 0) and (X2, 1) with X1 and X2 close to a, semisupervised methods
will fail.
8 An Example
We end by illustrating with a simple example. We consider a semi–supervised problem
with two classes {0, 1} which are generated as follows. For the first class we generate l/3
points uniformly distributed on [−1, 1]2 and keep only those in BdH (C, .15) ∩ [−1, 1]2,
where
C = {(x, 1/2 sin(kx)) : −1 ≤ x ≤ 1}.
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Figure 1: The points labelled as 0 are represented with squares while the points labelled
as 1 are represented with circles. Filled points belong to Dn.
For the second class we generate l points in [−1, 1]2 and keep only those in BdH (C, .15)c∩
[−1, 1]2. The labelled training sample Dn consists on 5 points of each class, marked in
magenta in Figure 2. We take k = 4, k = 8 and k = 12, with hl = 0.148 and l = 2400.
Figure 2: Left: k = 4, centre k = 8 right: k = 12. hl = 0.148. l = 2400 in all cases.
Red circles are points labelled as 1 while blue squares are labelled as 0 by the algorithm.
The initial training sample Dn is represented as magenta crosses.
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