A central strategy of synthetic biology is to understand the basic processes of living creatures through engineering organisms using the same building blocks. Biological machines described in terms of parts can be studied by computer simulation in any of several languages or robotically assembled in vitro. In this paper we present a language, the Genetic Circuit Description Language (GCDL) and a compiler, the Genetic Circuit Compiler (GCC). This language describes genetic circuits at a level of granularity appropriate both for automated assembly in the laboratory and deriving simulation code. The GCDL follows Semantic Web practice and the compiler makes novel use of the logical inference facilities that are therefore available. We present the GCDL and compiler structure as a study of a tool for generating κ-language simulations from semantic descriptions of genetic circuits.
Introduction
Synthetic biology extends classical genetic engineering with concepts of modularity, standardisation, and abstraction drawn largely from computer engineering. The goal is ambitious: to design complex biological systems, perhaps entire genomes, from first principles (Baldwin, 2012) . This enterprise has met with some success such as the microbial production of drug synthesis (Galanie et al., 2015; Paddon et al., 2013) , new biofuels production (Ferry et al., 2012) and alternative approaches to disease treatment (Ruder et al., 2011) . However, most applications are still small and mostly designed manually.
The are several obstacles to designing more complex circuits. The design space of potential circuits is very large. Even when a design is chosen, there is large a priori uncertainty about what its behaviour will be. In many cases the available information about molecular interactions in a cell is incomplete. A secondary obstacle is that designs can be brittle and very sensitive to the host environment in which they execute. In this context computational techniques become important for identifying biologically feasible solutions to problems of biological system synthesis.
In this paper we present a contribution to the computational infrastructure for synthetic biology, as a language for describing genetic circuits, called the Genetic Circuit Description Language (GCDL), and a compiler for translating them into programs, shown in Figure 1 . The GCDL is an RDF (Cyganiak et al., 2014) vocabulary which facilitates gathering and collation of information about the constituent parts of a genetic circuit (Neal et al., 2014) . We use a strategy of contextual reasoning to obtain succinct input and flexible output. The output programs can be specialised to various languages, such as the KaSim flavour of κ (Danos et al., 2007; Krivine and Feret, 2017 ), BioNetGen's BioNetGen Language (BNGL) (Blinov et al., 2004; Harris et al., 2016) , other representations such as Synthetic Biology Open Language (SBOL) (Galdzicki et al., 2014) or indeed whichever form is required by robotic laboratory equipment that assembles circuits in vitro. This output flexibility is accomplished using templates that use facts derived by inference rules (Berners-Lee, 2005 ) from the input model; input terms have meaning defined in terms of inference rules. The compiler for synthetic gene circuits takes a model description written in GCDL and, using language-appropriate appropriate templates, creates code for simulation and laboratory assembly. We have implemented templates for annotated-κ for the KaSim software, and envision similar for the BNGL as well as SBOL.
There are several reasons to automate the construction of simulation programs for complex genetic circuits over and above the huge design space and associated uncertainties.
Writing these programs by hand is timeconsuming and error prone, and there are very few tools available for verification and debugging them.
Descriptions of models in terms of simulation code are necessarily tightly coupled to the interpreter of the simulation program's language. This means that using a different interpreter or even different hardware is not possible.
We solve these problems by providing a high-level, modular, implementationindependent language for describing gene circuits. Code generation from this high-level description to a low-level language for simulation greatly reduces the scope for error in coding simulations. Because the language is implementationindependent it is not tightly coupled to any particular interpreter or hardware. In this way GCDL facilitates evergreen models, models that are specified sufficiently well to be unambiguous but not so specifically that they can only be executed or constructed in one software package or environment.
The design of the compiler is general, and not limited to the present context of genetic circuits. The design shown schematically in Figure 2 . Domain specific languages and examples of compilers processing these languages have previously been shown Cai et al., 2011; Hallinan et al., 2014; Pedersen and Phillips, 2009 ). These languages are designed to allow for simulations using a particular methodology such as solving systems of ordinary differential equations or using Monte-Carlo simulation. Unlike previous approaches, we emphasise the use of abstraction to facilitate retargeting or production of output suitable for different simulation environments and techniques as well as automated circuit assembly in the laboratory from a single description. Compiler targets are implemented using conditional inference, essentially defining the semantics of the terms used in the description of the circuit in a way that is determined by the desired output type. Figure 2: Detailed data flow through the compiler. This illustrates the use of inference to expand the GCDL model to derive consequent information appropriate to producing the next stage of output in the specific target language.
Even in a given target environment there are choices to be made about what level of detail to treat a given phenomenon that depends on the question of biological interest. Degradation of protein chains, for example, can be modelled as a rule that simply destroys proteins at rate k, P () k − → ∅. It can also be modelled as a much larger set of rules to simulate the action of a protease molecule attaching to the polymer and moving along it, disassembling each constituent protein in turn. If the difference between these representations is large enough and relevant enough to justify the extra computation involved with a larger rule-set, compiler output can be instructed to use different templates. In this way simulations can be tuned to focus the questions of biological interest, abstractions chosen such that more detailed modelling is done where necessary and relevant, and those parts that are uninteresting can simply be appropriately approximated.
We now proceed as follows. In Section 2 we give an overview of those aspects of synthetic biology and genetic engineering that are necessary to contextualise our work. Next, in Section 3, we explain the representation of this kind of genetic circuit model in GCDL, this is the main input to the compiler. In order to understand the de-sired output of the compiler, in Section 4 we show how these constructs are represented as rule-based code for the κ language simulator, KaSim. There follows a discussion in Section 5 of how the compiler infers the executable model from the input description. Finally, in Section 6 we sketch a possible technique to answer the question of how to obtain a genetic circuit from a given desired functional specification that uses these tools.
Background
Let us begin from first principles. The Central Dogma of Molecular Biology has it that genetic information flows, through chemical reactions, from nucleic acids to proteins (Crick, 1970) . Under normal circumstances, such as those that we are concerned with here, information is transferred from a DNA sequence to a corresponding RNA sequence by the action of an RNA polymerase molecule, and thence to a protein through the action of a ribosome molecule.
A genome is fundamentally a long chain, or polymer, made up of pairs of nucleotide monomers, of which there are four (adenine, cytosine, guanine, and thymine). It is productive, however, to consider groupings of nucleotides according to their function. If the entire genome is a sequence of sentences, and the amino acids are letters, then by analogy, a biological part is a word. Continuing the analogy, just as words come in several classes, or parts of speech, so do biological parts: promoters, coding sequences, binding sites, terminators. Furthermore just as a sentence may be well formed or ungrammatical according to what kinds of words come in what order, the same is also true of a genome (Pedersen and Phillips, 2009) -particularly the kind of synthetic genome that one might wish to construct. To understand the basic features of this grammar, and the functioning of a genetic circuit, consider an example both simple and famous, the Elowitz repressilator (Elowitz and Leibler, 2000) , shown in Figure 3 . It consists of three sentences. A sentence begins with a binding site for a transcription factor and a promoter -together, an operator. If the conditions of the binding site are satisfied, by being bound or not by some specific protein, then the promoter is activated. If the promoter is active, an RNA polymerase may bind it, from which it will slide across and transcribe a binding site for a ribosome and coding sequence that will result eventually in the production of a particular protein.
Finally a terminator ends the transcription process and the ribosome falls off.
In the case of this circuit, each operator is active by default. Each sentence in turn will produce a protein that will bind to the next operator, deactivating it. As the proteins eventually degrade (not shown), the operators reactivate. This interaction sets up an oscillation that can be observed by measuring the concentrations of the three proteins. Also not shown here is the intermediary stage -the output of transcription is RNA, and it is the translation of RNA that actually produces the proteins.
Rule-based Modelling of Genetic Processes
It might seem that the processes of transcription and translation, and the interactions of proteins with operators could be represented by reactions. After all, these are chemicals, and certain input chemicals (nucleic acids, enzymes like RNA polymerase and ribosomes, and proteins) interact and produce other, new chemicals (more proteins). It turns out that this approach does not scale well.
It is easy to see why. Suppose the input to the process is a large DNA module, the entire genome, together with a starting population of RNA polymerase and ribosomes. The first interaction might be an RNA polymerase binding somewhere on the DNA. In the example above, there are three different places that this can happen which result in six possible different output molecules of the DNA carrying a bound RNA polymerase. That is only the first step, now the RNA polymerase must move to the right and begin transcription. This next step now requires six different reactions to describe it, one for each flavour of RNAp-bound DNA.
To solve this problem of needing combinatorially many reactions to describe essentially the same process, a generalisation of reactions called rules are used (Danos et al., 2008; Danos and Laneve, 2004; Hlavacek et al., 2003) . In this representation, agents correspond to reagents and they can have slots or sites that can be bound, or not. They can also have internal state. Unlike reactions which have no preconditions apart from the presence of the reagents, with rules, a configuration of the sites -bound in a particular way, bound in some way, unbound, or unspecified -is a precondition for the application of the rule. A rule may re-arrange the bonds, creating or destroying them, without the need to invent new agents in order to represent different configurations of a given set of molecules.
The reader should note that the word rule is used in two distinct senses in this article. The first is as we have just described. The second is in the sense of inference rule as used in logic and in particular the way in which we deduce executable rule-based models from their declarative representations in RDF.
The κ Language
To briefly illustrate the essentials of rule-based modelling we will use the language of the Kappa simulation software, KaSim (Krivine and Feret, 2017 ). An agent declaration and rule expressing the formation of a polymer might look like,
We can gloss this as an agent with two sites, u and d for upstream and downstream, and a rule. The rule concerns two agent patterns one of which has an unbound upstream site, and the other an unbound downstream site, and the action of the rule is to bind them, the notation !1 denoting the bond. This process happens at some rate, with the rule applied k times per unit time on average.
The state of the other site of each agent is left unspecified, so implicit in this rule is the possibility that either or both the agents may already be bound to others and so part of arbitrarily long chains. In other words this expression covers not only two monomers joining together but an n-mer and an m-mer for arbitrary n and m. This is the essence of the expressive advantage that rule-based modelling provides. To express a similar concept using a reaction network would in fact require infinitely many reagents for every possible n (and m) and infinitely many reactions for every possible combination.
The κ BioBrick Framework
In order to apply the general rule-based modelling approach to the specific question of modelling genetic circuits, we adopt the methodology of the Kappa BioBricks Framework (KBBF) (Wilson-Kanamori et al., 2015) . This framework provides a set of rules that describe the transcription and translation of DNA parts and a modeller provides rules for the interactions of gene products.
KBBF focused on the composition of DNA-based parts without enforcing rules about the interactions involving gene products such as proteins. Composition of the parts into complex circuits was only manually demonstrated; the decision to choose and group rule sets to model individual parts was left entirely to the modeller.
Biological Parts and Annotation
For efficiency, and economy of representation, a computational model should include minimum information necessary for simulation. However, in order to use these models in an automated design process, additional metadata, or annotations, about the meaning of different modelling entities is needed (Neal et al., 2014) .
One might wish to draw specific parts from a database such as the Virtual Parts Repository . These models are annotated with machine-readable metadata to facilitate their combination into larger models and thereby rendering large parts of the design space for biological systems amenable to automation. Furthermore, Myers and his colleagues have used annotations to derive simulatable models from descriptions of genetic circuits (Roehner et al., 2015) and vice versa (Nguyen et al., 2016) . These previous works use reaction-based models represented in the Systems Biology Markup Language (SBML) (Hucka et al., 2003) and so inherit the poor scaling properties of that method.
Annotation in this setting means machine-readable descriptions of entities of biological interest. This is done with statements, triples of the form (subject, predicate, object) according Semantic Web standards (Cyganiak et al., 2014; van Harmelen and McGuinness, 2004) . Entities are identified with Universal Resource Identifiers (URIs) (Masinter et al., 2005) . This provides the dual benefit of globally unique identifiers for entities and a built-in mechanism for retrieving more information about them providing that some care is taken to publish data according to best practises (Hyland et al., 2014; Sauermann et al., 2011) . Large bodies of such information about biologically relevant information are published on the Web (Ashburner et al., 2000; Consortium and others, 2008) and the use of Semantic Web standards for annotating our models allows us to refer, to say that an entity in a model description corresponds to a real world protein, or gene sequence or the like.
The Semantic Web also affords us a technical advantage: inference rules. These can be either explicit as in Notation3 (Berners-Lee and Connolly, 2011; Berners- Lee et al., 2008) or implicit as in OWL Description Logics (Brickley and Guha, 2014; Horrocks, 2005) . In either case this facility makes it possible, given a set of statements, to derive new statements according to rules. We use this to improve the ergonomics of our high-level language: while the compiler itself will make use, internally, of a large amount of information, we do not expect the user to supply it all in painstaking detail. Rather we allow the user to specify the minimum possible and provide rules to derive the necessary detail. This gives both economy of representation for the high-level model description and flexibility for the different implementations.
A Language for Synthetic Gene Circuits
To facilitate the in silico evaluation of potential synthetic gene circuits, a library of descriptions of genetic parts, together with their modular models is suggested in (Cooling et al., 2010; Misirli et al., 2014) . These parts are intended to be large enough to have a particular meaning or function (i.e. larger than individual base pairs) but not so large that they lack the flexibility to be easily recombined (i.e. entire genes). Thus we are concerned with coding sequences for particular proteins, promoters that, when activated, start the transcription process, operators that activate or suppress promoters according to whether they are bound or not by a given protein, and a small number of other objects. A sequence of these objects is a genetic circuit, and our goal is to have a good language for describing such sequences.
Desired Language Features
Our desiderata for a high-level representation of a genetic circuit are as follows, 1. sufficiency, there should be enough information to derive executable code for the circuit, 2. identifiability, it should be possible to determine to which biological entities (DNA sequences, proteins) the representation refers,
3. extensibility, it should be straightforward to add information or constructs that are not presently foreseen,
4. generality, there should be no requirement that information about biological parts comes from any particular set or source, and 5. concision, there should be a minimum of extraneous detail or syntax.
The third and fourth are readily accomplished by using RDF as the underlying data model. The open world presumption (Drummond and Shearer, 2006) means that adding information as necessary is straightforward. The use of URIs (Masinter et al., 2005) which can be dereferenced to obtain the required information means that information from different web-accessible databases can be obtained, mixed and matched as desired. The second desideratum is assisted by the use of URIs, albeit with some well-known caveats (Halpin et al., 2010) . The first and last of the desired features are, therefore, primarily what concerns us in this paper. To begin with, we suggest (but do not require) the use of Turtle (Prud'hommeaux and Carothers, 2014) or indeed Notation3 (BernersLee, 2005) as the concrete surface syntax for writing models. This goes some way towards a representation that is intelligible by humans. Even then, we aim to minimise what needs to be written and we do this using inference rules -if a needed fact can be derived from the model under the provided rule-set, it is unnecessary to write it explicitly in the model. Indeed it may even be undesirable to do so since it is a possible source of errors such as being correct in the context of some output types and incorrect in others. So, we aim for a minimal, yet complete under the inference rules, description of the model.
Model Description
To illustrate the syntax of the high-level language, we return to the Elowitz repressilator of Figure 3 . Figure 4 shows a description of this circuit in the GCDL. It is written in Turtle and identified as a model using terms from the Rule-Based Model Ontology (RBMO) that we previously defined (Misirli et al., 2015) . Some bibliographic metadata is included, using the standard Dublin Core (Kunze and Baker, 2007) vocabulary, as well as a generic pointer (rdfs:seeAlso) to a publication about this model.
New terms introduced in this paper have the prefix gcc which can be read as the "Genetic Circuit Compiler" vocabulary. The term gcc:prefix is necessary in every model, it instructs the compiler that any entities that it creates should be created under the given prefix. Ultimately annotated rules will be generated for the low-level representation and the annotated entities require names. To give them names, a namespace is required and this is how it is provided.
Next there is a gcc:include statement. This is a facility for including extra information in the low-level language. Extra information typically means rules for protein-protein interactions which are beyond the scope of the current work and as such it is simply supplied as a program fragment in the output language. This corresponds roughly to dropping to assembly or machine language to perform a specialised task when programming a computer in a high-level language like C.
There follows initialisation for specific variables. In this case these are the copy numbers for RNA polymerase molecules and ribosomes. These are denoted using rbmo:agent because of our choice to support rule-based modelling for greater generality than reaction-based methods.
Finally, the circuit itself is specified. The argument, or object is an rdf:List which simply contains identifiers for the parts, in order.
The circuit itself is now defined. However at this juncture, we simply have a list of parts without having specified what they are. To obtain a working model, we need more.
A Part Description
A simple example of a part description is shown in Figure 5 . This is a coding sequence, as is clear from the type annotation on the part. It codes for a particular protein, specified with gcc:protein. This term is specific to proteins because under normal circumstances other kinds of part do not code for proteins. The protein itself is also described, mainly so that it can be given a label, which is done using the term skos:prefLabel from the Simple Knowledge Organization System (SKOS) (Miles et al., 2005) vocabulary. This detail is important. Because the output language will not typically permit the use of URIs as identifiers, the preferred label is used as the identifier for the protein in the output representation. This same is true of the value given for gcc:part. That term implies the corresponding skos:prefLabel by means of inference rules supplied with the gcc vocabulary.
Importantly, and following the practice in our previous paper on rule annotation (Misirli et al., 2015) , a weak identity assertion is made with identifiers in external databases for the parts. This uses bqbiol:is instead of owl:sameAs because the strong Leibniz identity semantics of the latter can yield unwanted inferences when terms are not used perfectly rigorously (Halpin et al., 2010) . This weaker identify assertion permits the identification of the :P0010 in the example with the identifier for the protein in the well-known UniProt (Consortium A part will typically have associated rate data. These rates characterise the interaction of the part with RNA polymerase and the production of the corresponding RNA and the RNA's interaction with a ribosome to produce proteins. This information comes primarily from experiment and is the main reason why it is important to have accessible databases or repositories of part specifications. In this case, no rates are explicitly specified here, so they will take on default values.
A More Complex Part Description
A more involved example demonstrating how an operator-promoter combination is encoded is shown in Figure 6 . Here we have an operator with the rates for binding and unbinding of the transcription factor specified explicitly. If the operator is bound by the transcription factor, the neighbouring promoter is repressed -an RNA polymerase will not be able to bind. By contrast if the operator is unbound, the promoter will accept binding of RNA polymerase easily and frequently.
The transcription factor itself is specified by using gcc:transcriptionFactor to refer to the protein that will turn the operator on or off. Like gcc:protein for coding sequences, the term is unique to operators.
The promoter itself comes next and it is the most complex part to specify. Because the rate for binding of RNA polymerase depends on the state of the operator, two rates must be specified. States of the nearby parts are specified using the rbmo vocabulary which makes available the full range of expressiveness for rule-based output languages. For generality, a list of parts, upstream or downstream on the DNA strand may be specified along with their states. This enables a promoter to be controlled by two or more operators. The rate itself in this case is given with gcc:value for each case.
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:R0040o a gcc:Operator ; rdfs:label " TetR activated operator " ; 3 gcc:part " R0040o " ; g c c : t r a n s c r i p t i o n F a c t o r :P0040 ; 5 g c c : t r a n s c r i p t i o n F a c t o r B i n d i n g R a t e 0.01; g c c : t r a n s c r i p t i o n F a c t o r U n b i n d i n g R a t e 0.01.
7
:R0040p a gcc:Promoter ; 
Host and Protein-Protein Interactions
The language can also support protein-protein interactions. To see why these are useful, consider an example from the engineering of a bacterial communication system where the subtilin molecule is used to control population level dynamics. Cells has the receiver device (Bongers et al., 2005; Misirli et al., 2014) to sense the existence of subtilin, and the reporter device to initiate downstream cellular processes (Figures 7a and 7b ). In the subtilin receiver, the interactions among the proteins produced by translation and the operator-promoters are mediated by a cascade reaction initiated by the subtilin molecule. Subtilin combines to phosphorylate the SpaK protein, which in turn phosphorylates the SpaR protein that finally binds to the promoter that controls the emission of a fluorescent green protein.
While the genetic circuit itself can be described in a similar manner to the previous repressilator example, the protein-protein interactions cannot. We do not attempt here to model these interactions in the GCDL though a future extension could do so. Instead we simply allow for inclusion of the relevant program, as a file in the output language (in this case κ-language). It is possible to supply arbitrary code in the low-level language using the gcc:include term. This facility makes it feasible to represent such genetic circuits which depend strongly on the host environment in order to operate. 
Protein Fusion
It is also worth noting that this example illustrates that in the high-level language it is immediately possible to represent devices that produce chains of proteins. This is known as protein fusion and is interesting for some applications (Yu et al., 2015) . A chain of proteins is produced by adding adjacent (and appropriate) coding sequences. It is enough to simply list the coding sequences in the circuit; nothing else need be done.
Other Parts
The descriptions for the other kinds of biological parts, terminators, coding sequences, follow a similar pattern. There are terms for specifying the rates for the rules in which they participate, and a few specialised terms according to the function of the specific part. It is possible to find the available terms out by inspecting the gcc vocabulary included in Appendix A. 
Output Representations
We now consider the form of the output representation. By using different templates, the compiler can produce output in different languages. We focus on rule-based representations here and use the language of the KaSim simulator (Krivine and Feret, 2017) for concrete illustration as it is widely adopted for stochastic simulation of rule-based models (Wilson-Kanamori et al., 2015) . The rule-based modelling approach is merely outlined here and follows that used in KBBF (Wilson-Kanamori et al., 2015) closely. We stress that the though output as executable program in the KaSim language is demonstrated here, alternative rule-based representations like BioNetGen are equally possible as are descriptions in a language like SBOL as input to an experimental process in the laboratory.
Generic Agents
The behaviour of each kind of genetic part can be specified with rules, examples of which are given below. Fundamentally these rules operate on representations of DNA, RNA and proteins. Since each part can be linearly adjacent to others, there must be sites to stand for this linkage. These will be called us and ds for "upstream" and "downstream" respectively. There is also a need for a site to stand for the binding of protein or RNA polymerase to DNA, or the ribosome to RNA. This will be called bs for "binding site".
We immediately arrive at a modelling choice: the specific part, for example an operator to which the Lac repressor binds, could be represented as distinct kind of agent with DNA, RNA and protein variants (Figure 8a ) or it could be represented as a label or tag on a generic DNA, RNA and protein agents ( Figure  8b ). We choose the latter because not only does it remove the need for having a large number of agents and inventing names for each DNA and RNA variant, but it greatly simplifies the rules. As we shall see the generic representation means that rules can easily be written where it only matters that a part is adjacent to some other part without specifying which one in particular. This is simply done by not specifying the type site. This is not possible with distinct agents because the Kappa language does not allow for unspecified or wild card agents. These constructs, with their upstream and downstream linkages are enough to form the "rails" along which transcription and translation happen but we still require agents to join these together, namely RNA polymerase and the ribosome. These agents have two sites, one for each rail that they straddle (Figure 9 ).
Unbinding Rules
To understand how this works in practice, consider the simplest kind of rule, the unbinding rule. Those for transcription and translation are shown in Figure 10 . This does not yet use any of the features that motivated our choice of agent representation, but does already show the "don't care, don't write" way of the KaSim dialect of Kappa: those sites that are not necessary for the operation of the rule do not appear. This brevity is a great boon.
An unbinding rule of the same form exists for each DNA part. Particularly significant among these is the unbinding of a protein from an operator. 
Binding Rules with Context
The simplest kind of binding rule is just the same as unbinding with the direction of the arrow reversed. Such rules appear for the initiation of translation -the binding of a ribosome onto a ribosome binding site -as well as for the activation of an operator. These are not reproduced here. Instead, we consider binding rules with context, as in Figure 11 . The explicit context, with the operator adjacent to the promoter being bound to a protein, or not, allows for the modelling of inducible or repressible promoter architectures. The transcription process begins with the binding of RNA polymerase and the rate at which this happens depends on the state of the operators as illustrated in Figure 11 . This is the simple case with only one operator but there is no restriction on the number of operators; we allow for upstream and downstream context of arbitrary size.
This example is illustrative in that rules are posed in terms of a "main" part that becomes bound or unbound and in principle it is possible to provide arbitrary amounts of context for any rule. This is supported by the low-level language here, but however it is only implemented in the compiler for the par- ticular family of rules depicted in Figure 11 , the activation of promoters through the binding of RNA polymerase. This is sufficient for models involving complex promoter architectures, but an extension allowing for context everywhere is not difficult.
Sliding Rules
In some sense the real work of modelling the transcription and translation machinery is done with sliding rules. Figure 12 shows how this works for the creation of a protein from a coding sequence. This is our first example of a rule where though the adjacent part figures explicitly in the rule, its type does not. It is sufficient to know that it is a piece of RNA. In this case, two pieces of RNA are involved, the part that is central to this rule corresponds to the coding sequence for X. It is adjacent to another piece of RNA, and the ribosome slides from one to the other (to the left, where sliding on DNA happens, as we will see next, to the right) and in the process, emits a protein of type X.
A somewhat more complicated sliding rule is used to implement transcription, as shown in Figure 13 . This shares the feature of the translation rule above where there is a part that is central to this rule, part X, and there is an adjacent part whose type does not matter. Here, the RNA polymerase starts off bound to the adjacent DNA part, whose type does not matter and so is not specified, and slides onto the central part of type X. In the process, an RNA part of type X is inserted into the growing chain.
Other rules are necessary, of course. The rule in Figure 13 , for example, cannot operate without a piece RNA bound to the polymerase. Chains of RNA cannot be produced before the first link has been added. The rule that does that is exactly analogous to that of Figure 12 . And similarly in the other direction, there is a rule to produce protein chains where a protein already exists and a coding sequence is slid across. This is almost identical to making an RNA chain. All of the other core rules are simply variations on those given above. 
Genetic Circuit Compiler
Having described the source (high-level) and target (low-level) languages in some detail, we now briefly sketch our implementation of the compiler that translates between them. Many compiler implementations are possible; ours innovatively combines the logical inference that is native to the semantic web with the use of templates to generate the target program. The overall information flow through the compiler is illustrated in Figure 1 .
Our strategy is to first gather all the input statements and background facts that are asserted by the various vocabularies in use. In the first inference step, standard RDF rules are then used to make available consequent facts that will be needed to produce the ultimate result. The result is a program in a language such as κ and not Resource Description Framework (RDF), and which uses local variable names and not URIs, so the materialised facts are transformed into a suitable internal representation. Substitution into templates is done, and finally some post-processing is done to derive any remaining program directive that require the complete assembled circuit in order to know.
It is interesting to consider that the entire compiler can be thought of as implementing a kind of inference quite different from what is commonly used with the Semantic Web. The consequent, the executable model, is in a different language from the antecedent, the declarative description. Through the use of embedding annotations, however, the original model is nevertheless carried through to the output, and is unambiguously recoverable. There is thus an arrow from the space of declarative models in RDF to the space of annotated executable models. There is an arrow in the other direction that forgets the executable part and retains the declarative part. In an important sense, the two representations contain the same information, only that the executable model has more materialised detail in order that it may be run.
Semantic Inference
The input from the user is the model description in the high-level language as described in Section 3. This description uses terms from, and makes reference to the gcc and rbmo vocabularies. The meaning of these terms, in the context of deriving an equivalent version of the program in the low-level language, is given by the companion inference rules. This is a somewhat subtle concept so let us illustrate what it means. Consider the statement, :R0040a a rbmc:Operator .
This statement gives the type of :R0040a as rbmc:Operator.
The implications of this statement allows to identify the correct template to use for this part, found from information provided by the gcc vocabulary. Indeed, as a background fact, we are told that or in other words that an rbmc:Operator corresponds to the template rbmt:operator.ka. We also have an inference rule, provided with the gcc vocabulary that says, In the Notation 3 (Berners- Lee and Connolly, 2011; Berners-Lee et al., 2008) language this means that, "for all ?parts that has a type that corresponds to a kappa ?template, that ?part itself corresponds to that ?template". Alternatively,
It would have been perfectly possible to explicitly write what template should be used for each part in the high-level model description. It is not desirable to do so because it leaks implementation details of the compiler into what ought to be an implementation-independent declarative description.
The above rule, and others like it serve to elaborate the high-level description into a more detailed version suitable for the next stage of the compiler. All implications that can be drawn under the rdfs inference rules and the gcc specific rules must be drawn and must become part of the in the in-memory RDF storage as the transitive closure of the rules (given the background facts and the provided model facts).
Internal Representation
The output of the first stage of the compiler contains all the information necessary to completely describe the output, but it is not in a convenient form for providing to the template rendering engine. In our case the implementation language for the compiler is in Python and the chosen rendering engine is Jinja2 (Ronacher, 2008) . This means that the appropriate data-structure is a dictionary or associative list that can be processed natively by these tools without need of external library. The required internal representation is built up by querying the in-memory RDF storage for the specific information required by the templates.
Our implementation does not require modification when new terms are added to the vocabulary and templates. Suppose that a new kind of part is invented. This should mean writing a new template for it and possibly adding some terms to the vocabulary but should not require changing the compiler software itself. What makes this possible are the inference rules described in the previous Section 5.1. The queries on the RDF storage that produce the internal representation are posed in terms of the consequents of the inference rules rather than the specific form of input.
Template Substitution
The templates that produce the bulk of the low-level output are written in the well-known Jinja2 language. This language is commonly used for the server-side generation of web pages. KaSim or BNGL programs are not web pages but they are text documents and Jinja2 is well suited to generating them. It has a notion of inclusion and inheritance that is useful for handling the variations among the different kinds of parts, which typically differ in the rules for one or two of the interactions in which they participate with the others being identical.
A full description of the facilities provided by Jinja2 is beyond the scope of this paper, but a flavour is given in Figure 14 which shows an example of a template for a generic part (not having specific functionality like a promoter or operator might) demonstrating substitution of the name variable derived from annotation, and include statements referencing several other templates, one of which is reproduced and shows the actual KaSim code that is produced.
We use specific terms for defining the rates for the rules in which biological parts are involved, and a few other terms according to the function of the biological part of interest. It is possible to find the available terms out by inspecting the gcc vocabulary.
A fragment of the gcc vocabulary is reproduced in Figure 15 . Though this exposes some implementation detail, it is useful to understand the relationships between the various terms used to describe models. This is also important when supplying customised templates.
There are gcc:Tokens, so named because they correspond to tokens in the low-level language that are replaced. Each must have a preferred label that gives the literal token. In cases where there exists a sensible default value, this is given with rbmc:default. The purpose of these statements is to act as a bridge between the fully materialised RDF representation of the model and the templates that require substitution of locally meaningful names.
For each kind of part (such as the rbmc:Operator in the example in Figure 15 ), there are two main annotations that are necessary. For each machine-readable low-level language, a template is specified. The gcc:tokens annotations give the tokens that are pertinent to this kind of part. These must be specified in the high-level model or allowed to take on their default values. In addition to documenting the requirements of the templates for each kind of part, these statements are, "operationalised" and used by the compiler. They can equally well be used to check that a supplied high-level model is well-formed.
Derivation of Declarations
The KaSim language requires forward declaration of the type signatures of agents. This is by design (Feret and Krivine, 2015) so that the simulator can check that agents are correctly used where they appear in patterns in the rules. While this design choice can help a modeller that is writing a simulation program in the low-level language by hand, to assist in finding mistakes and typographical errors, it is not possible to know a priori what these declarations should be in the present context. The correct declarations for DNA, RNA and Protein depend on the complete set of parts that make up the model so their correct declarations cannot be known in any template for an individual part.
To solve this issue, the compiler implements a post-processing step. The rules that are produced by instantiating the templates for each part are concatenated together with any explicitly written rules that are to be included and then the whole is parsed. The use of each agent in each rule in this rule-set is assumed to be correct by definition. From there a declaration that covers each use of each agent is built up.
Initialisation
At this final stage of the compiler, all rules are present, both supplied by the user for the host environment and implied by the parts that form the genetic circuits and all declarations are also present. What is missing is the statement that creates an initial copy of the DNA sequence itself, which each upstreamdownstream bond present. This information is, of course, available in the definition of the circuit, and so an appropriate %init statement, creating an instance of the DNA sequence with correct linkages between the agent-parts is produced and added to the output. The low-level program is finally complete and ready to be executed.
Future Work: Generating Models
So far, we have demonstrated a computational pathway from a succinct model of a genetic circuit written in RDF to an executable program for simulation or a description in a language suited to consumption by laboratory tools. Recall that the rationale for such an infrastructure is to bring computational tools to bear on the design problem of genetic circuits: to identify circuits that are feasible for some purpose through simulation in the first instance, before attempting synthesis in the laboratory, for reasons of cost and accessibility. The question which remains is, how do we know which circuits to model in the first place?
A high-level design problem in genome synthesis is to create a circuit that will respond in a particular way to a given chemical input. The desired specification is given in terms of pairs of input and output measurements -typically timeseries of concentrations of chemicals -and the circuit that implements the circuit is thought of as implementing this mapping from input to output.
One approach which does not use computation is to simply produce, in the laboratory, all possible circuits from a given library of parts (Cress et al., 2015; Guet et al., 2002; Menzella et al., 2005; Smanski et al., 2014) . In that strategy, DNA sequences are randomly assembled into all possible combinations and one simply looks for output markers such as the commonly used fluorescent green protein that appear or not in response to given input. When a cell that has the desired behaviour is found, its genome is sequenced to find out what combination of parts it has implemented. This approach has the great advantage of massive parallelism: all possibilities can be attempted in parallel and only those candidate genomes that appear to be of interest analysed further. It has the disadvantage of requiring expensive, specialised equipment to identify potentially feasible solutions.
To bring the design problem into the computational realm, we propose the use of an evolutionary algorithm. The process, which we only briefly sketch here, is as follows. We begin with a specification, a set of (input, output) pairs that describe the desired function of the system. We require a metric suitable for measuring the distance between two such sets. This allows evaluation of the feasibility of a circuit under test. With the problem so specified, we may begin the search for suitable candidates.
To generate circuits, we use a library of parts from a database that have their rates and other characteristics specified as outlined above. A large class of circuits can be immediately eliminated -those that are ill-formed. We use a Pedersen-style grammar (Pedersen and Phillips, 2009 ) to only generate well-formed circuits. We begin with an arbitrary circuit, perhaps one that is thought to implement a function that is in some way similar to the desired one, or perhaps one that is completely arbitrary. The circuit is then simulated enough times to obtain a distribution of (input, output) pairs -recall that the model is necessarily stochastic. Now substitute one part in the circuit with a different part of the same type from the library and simulate that. If the (empirically) expected result is closer to the specification, adopt the new circuit as the best candidate. Continue substituting parts until no further improvement is found. Occasionally make larger changes, substituting more than one part, in order that this optimisation process does not become trapped in a local minimum.
This strategy for identifying feasible genetic circuits is, of course, a genetic algorithm. It imitates the evolutionary process of living organisms in order to find the optimal solution to a given problem. Despite it being far more efficient than an exhaustive search of the space of possible circuits, it may yet be too computationally expensive. More ways to constrain the search space will need to be developed. Nevertheless there is a certain elegance to using a nature-inspired computational technique to design genomes in silico for later construction in vitro.
Conclusion
We have, in this paper, presented the GCDL, a high-level Semantic Web language for describing genetic circuits. We have shown how these circuits can be implemented in a rule-based language, and described our compiler that translates between the description and the low-level implementation is implemented taking full advantage of inference rules to maintain succinctness. Finally we have sketched an area of future research in potential solution to the problem of discovering such circuits in the first place.
1 ## Auto -generated generic part {{ name }} {% include " header . ka " %} 3 {% import " context . ka " as context with context %} {% import " meta . ka " as meta with context %} 5 {% include " t r a n s c r i p t i o n _ e l o n g a t i o n . ka " %} 7 {% include " t r a n s c r i p t i o n _ t e r m i n a t i o n . ka " %} {% include " t r a n s l a t i o n _ c h a i n . ka " %} 9 {% include " t r a n s l a t i o n _ e l o n g a t i o n . ka " %} {% include " t r a n s l a t i o n _ t e r m i n a t i o n . ka " %} 11 {% include " h o s t _ m a i n t e n a n c e . ka " %} 1 {% set rule = " %s -translation -chain " % name %} # 3 #^:{{ rule }} a rbmo : Rule ; #^bqbiol : isVersionOf go : GO :0006415; 5 {{ meta . rule () }}{# #} #^rdfs : label " {{ name }} formation of \ 7 #^translational chains , due to \ #^gene fusion or leakiness of \ 9 #^stop codons " .
# {{ name }} formation of translational chains , 11 RNA ( type~{{ name }} , us !2 , bs !1) , \ P ( ds !4 , bs ) , \ 23 P ( type~{{ name }} , us !4 , bs !3) \ @ {{ t r a n s l a t i o n E l o n g a t i o n R a t e }} Figure 14 : Template examples. On top is the template for a generic part, and it references several other templates, one of which, translation_chain.ka, is reproduced on bottom. r b m c : t r a n s c r i p t i o n F a c t o r a rbmc:Token ; 2 skos :prefLab el " t r a n s c r i p t i o n F a c t o r " . r b m c : t r a n s c r i p t i o n F a c t o r B i n d i n g R a t e a rbmc:Token ; 4 skos :prefLab el " t r a n s c r i p t i o n F a c t o r B i n d i n g R a t e " ; rbmc:default 1.0. 6 r b m c : t r a n s c r i p t i o n F a c t o r U n b i n d i n g R a t e a rbmc:Token ; skos :prefLab el " t r a n s c r i p t i o n F a c t o r U n b i n d i n g R a t e " ; gcc:default 1.0. g c c : t r a n s c r i p t i o n F a c t o r B i n d i n g R a t e a gcc:Token ; 22 skos :prefLab el " t r a n s c r i p t i o n F a c t o r B i n d i n g R a t e " ; gcc:default 1.0. 24 g c c : t r a n s c r i p t i o n F a c t o r U n b i n d i n g R a t e a gcc:Token ; skos :prefLab el " t r a n s c r i p t i o n F a c t o r U n b i n d i n g R a t e " ; 48 g c c : t r a n s c r i p t i o n I n i t i a t i o n R a t e a gcc:Token ; skos :prefLab el " t r a n s c r i p t i o n I n i t i a t i o n R a t e " ; 50 gcc:default 1.0. g c c : t r a n s c r i p t i o n E l o n g a t i o n R a t e a gcc:Token ; 52 skos :prefLab el " t r a n s c r i p t i o n E l o n g a t i o n R a t e " ; gcc:default 1.0. 54 g c c : t r a n s l a t i o n E l o n g a t i o n R a t e a gcc:Token ;
