Abstract. We compare different notions of curvature on contact sub-Riemannian manifolds. In particular we introduce canonical curvatures as the coefficients of the sub-Riemannian Jacobi equation. The main result is that all these coefficients are encoded in the asymptotic expansion of the horizontal derivatives of the sub-Riemannian distance. We explicitly compute their expressions in terms of the standard tensors of contact geometry. As an application of these results, we obtain a sub-Riemannian version of the Bonnet-Myers theorem that applies to any contact manifold.
Introduction
The definition of general curvature-like invariants in sub-Riemannian geometry is a challenging and interesting topic, with many applications to the analysis, topology and geometry of these structures. In the general setting, there is no canonical connection à la Levi-Civita and thus the classical construction of the Riemann curvature tensor is not available. Nevertheless, in both the Riemannian and sub-Riemannian setting, the geodesic flow is a well defined Hamiltonian flow on the cotangent bundle: one can then generalize the classical construction of Jacobi fields and define the curvature as the invariants appearing in the Jacobi equation (i.e. invariants of the linearization of the geodesic flow). This approach has been extensively developed in [5, 8, 20, 29] . This method, which leads to direct applications, has still some shortcomings since, even if these invariants could be a priori computed via an algorithm, it is extremely difficult to implement.
Another natural approach is to extract geometric invariants from the horizontal derivatives of the sub-Riemannian (squared) distance. This approach was developed in [4] , where the authors introduce a family of symmetric operators canonically associated with a minimizing trajectory. Under some assumptions, this family admits an asymptotic expansion and each term of this expansion defines a metric invariant.
The goal of this paper is to revisit both constructions for contact manifolds, and to establish a bridge between the two approaches to curvature. The main result is how all invariants of Theorem 1.2. The family t → t 2 Q λ (t) can be extended to a smooth family of operators on D x 0 for small t ≥ 0, symmetric with respect to g. Moreover I λ := lim t→0 + t 2 Q λ (t) ≥ I > 0.
In particular, we have the Laurent expansion at t = 0 (1) Q λ (t) = 1
Every operator Q (i)
λ : D x 0 → D x 0 , for i ∈ N, is an invariant of the metric structure and, in this sense, Q λ (t) can be thought of as a generating function for metric invariants. These operators, together with I λ , contain all the information on the germ of the structure along the fixed geodesic (clearly any modification of the structure that coincides with the given one on a neighborhood of the geodesic gives the same family of operators). λ is the "directional" sectional curvature in the direction of the geodesic:
whereγ is the initial vector of the geodesic and R is the curvature of the Levi-Civita connection.
A similar construction has been carried out, in full generality, for the geometric structures arising from affine optimal control problems with Tonelli-type Lagrangian (see [4] ). In that setting the geodesic is replaced by a minimizer of the optimization problem. Under generic assumptions on the extremal, the singularity of the family Q λ (t) is controlled.
In the contact setting, due to the absence of abnormal minimizers, these assumptions are always satisfied for any non-trivial geodesic. One of the purposes of this paper is to provide a simpler and direct proof of the existence of the asymptotic.
The singular term.
A first surprise is that, already in the contact case, I λ is a non-trivial invariant. We obtain the complete characterization of the singular term of (1) (Theorem 4.10). Then K γ(0) is the eigenspace corresponding to eigenvalue 1 (and geometric multiplicity 2d − 1) and K ⊥ γ(0) ∩ D x 0 is the eigenspace corresponding to eigenvalue 4 (and geometric multiplicity 1). I λ is a structural invariant that does not depend on the metric, but only on the fact that the distance function comes from a contact sub-Riemannian structure (operators I λ coming from different metrics g on the same contact distribution have the same spectral invariants). Remark 1.5. The trace N := tr I λ = 2d + 3, coincides with the geodesic dimension (of the contact sub-Riemannian structure) defined in [4, Sec. 5.6 ] (see also [25] for general metric measure spaces). If Ω t is the geodesic homothety with center x 0 and ratio t ∈ [0, 1] of a measurable, bounded set Ω ⊂ M with positive measure, we have the following asymptotic measure contraction property:
for any smooth measure µ. i.e. N is the order of vanishing of µ(Ω t ) for t → 0.
The regular terms of the asymptotic 1 are curvature-like invariants. The next main result is the explicit relation of the operators Q (i) λ with the symplectic invariants of the linearization of the geodesic flow, that we introduce now.
Linearized Hamiltonian flow.
In the (sub-)Riemannian setting, the geodesic flow φ t : T * M → T * M is generated by the Hamiltonian function H ∈ C ∞ (T * M ) (the co-metric of the sub-Riemannian structure). More precisely, if σ is the canonical symplectic structure on T * M , then the Hamiltonian vector field H is defined by σ(·, H ) = dH, and φ t = e t H . Integral lines λ(t) = e t H (λ) of the geodesic flow are usually called extremals. Geodesics are then projections of non-trivial extremals γ(t) = e t H (λ) (non-trivial is equivalent to H(λ) = 0). For any fixed extremal, and initial datum ξ ∈ T λ (T * M ), we define the vector field along the extremal X ξ (t) := e t H * ξ ∈ T λ(t) (T * M ).
The set of these vector fields is a 2n-dimensional vector space that coincides with the space of solutions of the (sub-)Riemannian Jacobi equatioṅ
whereẊ := L H X denotes the Lie derivative in the direction of H. Pick a Darboux frame {E i (t), F i (t)} n i=1 along λ(t) (to fix ideas, one can think at the canonical basis {∂ p i | λ(t) , ∂ q i | λ(t) } induced by a choice of coordinates (q 1 , . . . , q n ) on M ). In terms of this frame, the Jacobi field X(t) has components (p(t), q(t)) ∈ R 2n :
In the Riemannian case, one can choose a canonical Darboux frame (satisfying special equations, related with parallel transport) such that the components (p(t), q(t)) ∈ R 2n satisfy (2)ṗ = −R(t)q,q = p,
for some smooth family of symmetric matrices R(t). It turns out this class of frames is defined up to a constant orthogonal transformation and R(t) is the matrix representing the curvature operator R γ(t) : T γ(t) M → T γ(t)
M in the direction of the geodesic, in terms of a parallel transported frame. In particular
where R is the Riemannian curvature tensor. From Eq. (2), it follows the classical classical Jacobi equation written in terms of a parallel transported frame:q + R(t)q = 0. In this language, the Riemann curvature arises as a set of invariants of the linearization of the geodesic flow.
1.4.1. Canonical curvatures. Analogously, in the sub-Riemannian setting, we might look for a canonical Darboux frame such that the Jacobi has, in coordinates, the simplest possible form. This analysis begun in [5] and has been completed in a very general setting in [29] . The "normal form" of the Jacobi equation defines a series of invariants of the sub-Riemannian structure along the given geodesic:
• A canonical splitting of the tangent space along the geodesic:
where α runs over a set of indices that depends on the germ of the sub-Riemannian structure along the geodesic.
The operator R γ(t) (and its partial traces) is the correct object to bound to obtain sectional-type (and Ricci-type) comparison theorems in the general sub-Riemannian setting, as it controls the evolution of the Jacobian of the exponential map (see for instance [9] ).
The general formulation is complicated, since the very structure of the normal form depends on the type of sub-Riemannian structure. In Section 3 we give an ad-hoc presentation for the contact case. In particular, we prove the following (Theorem 6.1). 
Theorem 1.6 (Canonical splitting). Let γ(t) be a unit speed geodesic of a contact sub-Riemannian structure with initial covector λ. Then the canonical splitting is given by
. The above theorem follows from the explicit computation of the canonical frame. Moreover, we obtain an explicit expression for R γ(t) (Theorems 6.2-6.3).
1.5. Relation between the two approaches. The main goal of this paper is to find the relation between the curvature-like objects introduced so far: on one hand, the canonical curvature operator R γ(t) that we have just defined, on the other hand, the invariants Q (i) λ , for i ≥ 0, defined by the asymptotics (1) (both associated with a given geodesic with initial covector λ).
Notice that R is a canonical operator defined on a space of dimension n, while the operators Q (i) are defined on a space of dimension k, equal to the dimension of the distribution. In the Riemannian case k = n, and a dimensional argument suggests that the first element Q (0) should "contain" all the canonical curvatures. Indeed we have
In the sub-Riemannian setting the relation is much more complicated and in general the first element Q (0) recovers only a part of the canonical curvature R. More precisely, as proved in [4] 
. It turns out that, on contact structures, we recover the whole R by computing the higher order invariants Q (0) , Q (1) and Q (2) (see Theorem 4.12 for the explicit relations).
Comparison theorems.
The restriction of the curvature operator on the invariant subspaces S α γ(t) is denoted R αβ γ(t) , for α, β = a, b, c. We have more than one Ricci curvature, one partial trace for each subspace
In the Riemannian case, we only have one subspace (the whole tangent space) and only one average: the classical Ricci curvature. In [9] , under suitable conditions on the canonical curvature of a given sub-Riemannian geodesic, we obtained bounds on the first conjugate time along the geodesic and, in particular, Bonnet-Myers type results. In Sec. 5 we first apply the results of [9] to contact structures. It is interesting to express these conditions in terms of the classical tensors of the contact structure (Tanno's tensor, curvature and torsion). With the explicit expressions for the canonical curvature of Sec. 6, we obtain the following results (Theorem 5.4). Theorem 1.7. Consider a complete, contact structure of dimension 2d+1, with d > 1. Assume that there exists constants κ 1 > κ 2 ≥ 0 such that, for any horizontal unit vector X
Then the manifold is compact with sub-Riemannian diameter not greater than π/ √ κ 1 − κ 2 , and the fundamental group is finite.
We stress that the curvatures appearing in (3) are computed w.r.t. Tanno connection. This generalizes the results for Sasakian structures obtained in [18, 19] .
Finally, we obtain the following corollary for (strongly pseudo-convex) CR manifolds (that is, for Q = 0). Notice that this condition is strictly weaker than Sasakian. Observe that in the CR case, Tanno's curvature coincides with the classical Tanaka-Webster curvature.
1.7.
Final comments and open questions. In the contact setting, the invariants Q (i) for i = 0, 1, 2 recover the whole canonical curvature operator R. It is natural to conjecture that, in the general case, there exists N ∈ N (depending on the sub-Riemannian structure) such that the invariants Q (i) for i = 0, . . . , N, recover the whole canonical curvature R. Already in the contact case the relation is complicated due to the high number of derivatives required.
Finally, the comparison results obtained above (and in the general sub-Riemannian setting in [9] ) rely on the explicit computations of R and its traces. In view of the relation we obtained between R and the operators Q (i) , it is natural to ask whether it is possible to obtain comparison theorems in terms of suitable C N -bounds on the geodesic cost (for some finite N depending on the sub-Riemannian structure).
The Rashevsky-Chow theorem (see [15, 22] ) guarantees the finiteness and the continuity of d : M × M → R with respect to the topology of M . The space of vector fields (resp. horizontal vector fields) on M is denoted by Γ(T M ) (resp. Γ(D)).
Locally, the pair (D, g) can be given by assigning a set of k smooth vector fields that span D, orthonormal for g. In this case, the set {X 1 , . . . , X k } is called a local orthonormal frame for the sub-Riemannian structure.
A sub-Riemannian geodesic is an admissible curve γ : [0, T ] → M such that γ(t) is constant and for every t ∈ [0, T ] there exists an interval t 1 < t < t 2 such that the restriction γ| [t 1 ,t 2 ] realizes the distance between its endpoints. The length of a geodesic is invariant by reparametrization of the latter. Geodesics with γ(t) = 1 are called length parametrized (or of unit speed). A sub-Riemannian manifold is complete if (M, d) is complete as a metric space.
With a sub-Riemannian structure we associate the Hamiltonian function H ∈ C ∞ (T * M )
for any local orthonormal frame X 1 , . . . , X k , where λ, · denotes the action of the covector λ on vectors. Let σ be the canonical symplectic form on T * M . For any function a ∈ C ∞ (T * M ), the associated Hamiltonian vector field a is defined by the formula da = σ(·, a).
Contact sub-Riemannian structures.
In this paper we consider contact structures defined as follows. Let M be a smooth manifold of odd dimension dim M = 2d + 1, and let
The choice of a scalar product g on D defines a sub-Riemannian structure on M . In this case we say that (M, ω, g) is a contact sub-Riemannian manifold. Trajectories minimizing the distance between two points are solutions of first-order necessary conditions for optimality, given by a weak version of the Pontryagin Maximum Principle (see [21] , or [3] for an elementary proof). We denote by π : T * M → M the standard bundle projection. If λ : [0, T ] → M is a curve satisfying (4), it is called a normal extremal. It is well known that if λ(t) is a normal extremal, then λ(t) is smooth and its projection γ(t) := π(λ(t)) is a smooth geodesic. Let us recall that this characterization is not complete on a general sub-Riemannian manifold, since also abnormal extremals can appear.
Let λ(t) = e t H (λ 0 ) be the integral curve of the Hamiltonian vector field H starting from λ 0 . The sub-Riemannian exponential map (from x 0 ) is
2.2. Contact geometry. Given a contact manifold (M, ω), the Reeb vector field X 0 is the unique vector field satisfying ω(X 0 ) = 1 and dω(X 0 , ·) = 0. Clearly X 0 is transverse to D. We can extend the sub-Riemannian metric g on D to a global Riemannian structure (that we denote with the same symbol g) by promoting X 0 to an unit vector orthogonal to D. We define the contact endomorphism J : T M → T M by:
Clearly J is skew-symmetric w.r.t. to g. By a classical result (see [14, Thm. 4.4] ) there always exists a choice of the metric g on D such that J 2 = −I on D and J(X 0 ) = 0, or equivalently
In this case, g is said to be compatible with the contact structure and (M, ω, g, J) is usually referred to as a contact metric structure or a contact Riemannian structure. In this paper, we always assume the metric g to be compatible.
Theorem 2.3 (Tanno connection, [14, 28] ). There exists a unique linear connection ∇ on
The Tanno's tensor is the (2, 1) tensor field defined by
A fundamental result due to Tanno is that (M, ω, g, J) is a (strongly pseudo-convex) CR manifold if and only if Q = 0. In this case, Tanno connection is Tanaka-Webster connection. Thus, Tanno connection is a natural generalisation of the Tanaka-Webster connection for contact structures that are not CR.
K-type structures.
If X is an horizontal vector field, so is T (X 0 , X). As a consequence, if we define τ (X) = T (X 0 , X), τ is a symmetric horizontal endomorphism which satisfies τ • J + J • τ = 0, by property (v). On CR manifolds, τ is called pseudo-Hermitian torsion. A contact structure is K-type iff X 0 is a Killing vector field or, equivalently, if τ = 0.
2.4. Yang-Mills structures. We say that a contact sub-Riemannian structure is Yang-Mills if the torsion T of Tanno connection satisfies
for every orthonormal frame X 1 , . . . , X 2d of D. This definition coincides with the classical one given in [16, Sec. 5.1] for totally geodesic foliations with bundle like metric, and generalizes it to contact sub-Riemannian structures that are not foliations, e.g. when τ = 0.
2.5. Sasakian structures. If (M, ω, g, J) is a contact sub-Riemannian manifold with Reeb vector X 0 , consider the manifold M × R. We denote vector fields on M × R by (X, f ∂ t ), where X is tangent to M and t is the coordinate on R. Define the (1, 1) tensor
Indeed J 2 = −I and thus defines an almost complex structure on M × R (this clearly was not possible on the odd-dimensional manifold M ). We say that the contact sub-Riemannian structure (M, ω, g, J) is Sasakian (or normal) if the almost complex structure J comes from a true complex structure. A celebrated theorem by Newlander and Nirenberg states that this condition is equivalent to the vanishing of the Nijenhuis tensor of J. For a (1, 1) tensor T , its Nijenhuis tensor [T, T ] is the (2, 1) tensor
In terms of the original structure, the integrability condition [J, J] = 0 is equivalent to
Remark 2.4. A contact sub-Riemannian structure is Sasakian if and only if Q = 0 and τ = 0, that is if and only if it is CR and K-type (see [14, Theorems 6.7, 6.3] ). Notice that a threedimensional contact sub-Riemannian structure is automatically CR (see [14, Cor. 6.4] ), in particular, it is Sasakian if and only if it is K-type.
Jacobi fields revisited
Let λ ∈ T * M be the initial covector of a geodesic, projection of the extremal λ(t) = e t H (λ). For any ξ ∈ T λ (T * M ) we define the field along the extremal λ(t) as
Definition 3.1. The set of vector fields obtained in this way is a 2n-dimensional vector space, that we call the space of Jacobi fields along the extremal.
In the Riemannian case, the projection π * is an isomorphisms between the space of Jacobi fields along the extremal and the classical space of Jacobi fields along the geodesic γ. Thus, this definition agrees with the standard one in Riemannian geometry and does not need curvature or connection.
In Riemannian geometry, the subspace of Jacobi fields vanishing at zero carries information about conjugate points along the given geodesic. This corresponds to the subspace of Jacobi fields along the extremal such that π * X(0) = 0. This motivates the following construction.
For any λ ∈ T * M , let V λ := ker π * | λ ⊂ T λ (T * M ) be the vertical subspace. We define the family of Lagrangian subspaces along the extremal
The first conjugate time is the smallest conjugate time, namely t
Notice that conjugate points correspond to the critical values of the sub-Riemannian exponential map with base at γ(0). In other words, if γ(t) is conjugate with γ(0) along γ, there exists a one-parameter family of geodesics starting at γ(0) and ending at γ(t) at first order. Indeed, let ξ ∈ V λ such that π * • e t H * ξ = 0, then the vector field τ → π * • e τ H * ξ is precisely the vector field along γ(τ ) of the aforementioned variation.
Linearized Hamiltonian. For any vector field X(t) along an integral line λ(t) of the (sub-)Riemannian Hamiltonian flow, a dot denotes the Lie derivative in the direction of H:
The space of Jacobi fields along the extremal λ(t) coincides with the set of solutions of the (sub-)Riemannian Jacobi equation:Ẋ = 0.
We want to write the latter in a more standard way. Pick a Darboux frame
along λ(t) (to fix ideas, one can think at the canonical basis
. In terms of this frame, X(t) has components (p(t), q(t)) ∈ R 2n :
The elements of the frame satisfy
for some smooth families of n × n matrices C 1 (t), C 2 (t), R(t), where C 2 (t) = C 2 (t) * and R(t) = R(t) * . The notation for these matrices will be clear in the following. We only stress here that the particular structure of the equations is implied solely by the fact that the frame is Darboux. Moreover, C 2 (t) ≥ 0 as a consequence of the non-negativity of the sub-Riemannian Hamiltonian (in the Riemannian case C 2 (t) > 0). In turn, the Jacobi equation, written in terms of the components p(t), q(t), becomes
3.2. Canonical frame: Riemannian case. In the Riemannian case one can choose a suitable frame (related with parallel transport) in such a way that, in Eq. (6), C 1 (t) = 0, C 2 (t) = I (in particular, they are constant), and the only remaining non-trivial block R(t) is the curvature operator along the geodesic. The precise statement is as follows (see [9] ).
Proposition 3.3. Let λ(t) be an integral line of a Riemannian Hamiltonian. There exists a smooth moving frame
(iii) The frame satisfies the structural equationṡ
for some smooth family of n × n symmetric matrices R(t). Moreover, the projections f i (t) := π * F i (t) are a parallel transported orthonormal frame along the geodesic γ(t).
Properties (i)-(iii) uniquely define the moving frame up to orthogonal transformations: if
{ E i (t), F j (t)} n i=1
is another frame satisfying (i)-(iii), for some family R(t), then there exists a constant n
A few remarks are in order. Property (ii) implies that span{E 1 , . . . , E n }, span{F 1 , . . . , F n }, evaluated at λ(t), are Lagrangian subspaces of T λ(t) (T * M ). Eq. (7) reflects the fact that a parallel transported frame is defined up to a constant orthogonal transformation. In particular, one can use properties (i)-(iii) to define a parallel transported frame
In terms of the above parallel transported frame, the Jacobi equation (6) reduces to the classical one for Riemannian structures:
3.3.
Canonical frame: sub-Riemannian case. In the (general) sub-Riemannian setting, such a drastic simplification cannot be achieved, as the structure is more singular and more non-trivial invariants appear. Yet it is possible to simplify as much as possible the Jacobi equation (seen as a first order equationẊ = 0) for a sufficiently regular extremal. This is achieved by the so-called canonical Darboux frame, introduced in [5, 20, 29] .
In particular, C 1 (t) and C 2 (t) can be again put in a constant, normal form. However, in sharp contrast with the Riemannian case, their very structure may depend on the extremal. Besides, the remaining block R(t) is still non-constant (in general) and defines a canonical curvature operator along γ(t). As in the Riemannian case, this frame is unique up to constant, orthogonal transformations that preserve the "normal forms" of C 1 and C 2 .
At this point, the discussion can be simplified as, for contact sub-Riemannian structures, C 1 and C 2 have only one possible form that is the same for all non-trivial extremal. We refer to the original paper [29] and the more recent [4, 9, 10] for a discussion of the general case and the relation between the normal forms and the invariants of the geodesic (the so-called geodesic flag).
Proposition 3.5. Let λ(t) be an integral line of a contact sub-Riemannian Hamiltonian. There exists a smooth moving frame along λ(t)
such that the following hold true for any t:
(
ii) It is a Darboux basis, namely
where C 1 , C 2 are (2d + 1) × (2d + 1) matrices defined by
and R(t) is a (2d + 1) × (2d + 1) smooth family of symmetric matrices of the form
Notice that C 1 is nilpotent, and C 2 is idempotent. Moreover, the projections
If { E(t), F (t)} is another frame that satisfies (i)-(iii) for some matrix R(t), then there exists a constant orthogonal matrix O that preserves the structural equations (i.e. OC i O * = C i ) and
3.4. Invariant subspaces and curvature. Let f µ (t) = π * F µ (t) a frame for T γ(t) M (here µ = 0, . . . , 2d). The uniqueness part of Proposition 3.5 implies that this frame is unique up to a constant rotation of the form
as one can readily check by imposing the conditions OC i O * = C i . In particular, the following invariant subspaces of T γ(t) M are well defined
. . , f 2d }, and do not depend on the choice of the canonical frame (but solely on the geodesic γ(t)). The sets of indices {0}, {1} and {2, . . . , 2d} play distinguished roles and, in the following, we relabel these groups of indices as: a = {0}, b = {1} and c = {2, . . . , 2d}. In particular we have:
With this notation, the curvature matrix R(t) has the following block structure
f c 2d is represented by the matrix R(t).
The definition is well posed, in the sense that different canonical frames give rise to the same operator.
the restrictions of the canonical curvature to the appropriate invariant subspace.
Definition 3.7. The canonical Ricci curvatures are the partial traces
The canonical curvature R(t) contains all the information on the germ of the structure along the geodesic. More precisely, consider two pairs (M, g, γ) and (M ′ , g ′ , γ ′ ) where (M, g) and (M ′ , g ′ ) are two contact sub-Riemannian structures and γ, γ ′ two geodesics. Then R γ(t) is congruent to R ′ γ ′ (t) if and only if the linearizations of the respective geodesic flows (as flows on the cotangent bundle, along the respective extremals) are equivalent (i.e. symplectomorphic).
Geodesic cost and its asymptotic
We start by a characterization of smooth points of the squared distance d 2 on a contact manifold. Let x 0 ∈ M , and let Σ x 0 ⊂ M be the set of points x such that there exists a unique length minimizer γ : [0, 1] → M joining x 0 with x, that is non-conjugate. Remark 4.3. The statement of Theorem 4.1 is valid on a general sub-Riemannian manifold, with Σ x 0 defined as the set of points x such that there exists a unique minimizer joining x 0 with x, which must be not abnormal, and such that x is not conjugate with x 0 (see [2] [3] [4] 24] ).
is Lipschitz on M \ {x 0 }, due to the absence of abnormal minimizers (see for instance [3, 23] ). In particular from this one can deduce that the set M \ Σ x 0 where f is not smooth has measure zero. 
From Theorem 4.1 one obtains smoothness properties of the geodesic cost.
is the initial covector of the unique geodesic connecting x with γ(t) in time t. In particular λ 0 = d x 0 c t and x 0 is a critical point for the functionċ
Proof. There exists ε > 0 small enough such that for t ∈ (0, ε), the curve γ| [0,t] is the unique minimizer joining x 0 = γ(0) and γ(t), and γ(t) is non conjugate to γ(0). As a direct consequence of Theorem 4.1 one gets c t (x) is smooth for fixed t ∈ (0, ε) and x in a neighborhood of x 0 . The fact that the function c t (x) is smooth on an open set U as a function of the two variables is proved in [4, Appendix A]. Let us prove (iii). Notice that
where f t denotes one half of the squared distance from the point γ(t). Observe that x ∈ Σ γ(t) is in the set of smooth points of the squared distance from γ(t). Hence the differential d x f t is the final covector of the unique geodesic joining γ(t) with x in time 1. Thus, −d x f t is the initial covector of the unique geodesic joining x with γ(t) in time 1, and d x c t = − 4.1. A geometrical interpretation. By Theorem 4.6, for each (t, x) ∈ U the function x → c t (x) has a critical point at x 0 . This function will play a crucial role in the following, and has a nice geometrical interpretation. Let W t x,γ(t) ∈ T * γ(t) M be the final tangent vector of the unique minimizer connecting x with γ(t) in time t. We have:
This formula is a consequence of Theorem 4.1 and is proved in [4, Appendix I]. The second term W t x 0 ,γ(t) is the speed of the geodesic γ and is then an inessential constant. Eq. (11) has also natural physical interpretation as follows. Suppose that A and B live at points x A and x B respectively (see Fig. 2 ). Then A chooses a geodesic γ(t), starting from x A , and tells B to meet at some point γ(t) (at time t). Then B must choose carefully its geodesic in order to meet A at the point γ(t) starting from x B , following the curve for time t. When they meet at γ(t) at time
is the tangent vector, at time t, of the unique geodesic connecting x with γ(t) in time t. t, they compare their velocity by computing the squared norm (or energy) of the difference of the tangent vectors. This gives the value of the functionċ t , up to a constant.
The "curvature at x 0 " is encoded in the behavior of this function for small t and x close to x 0 . To support this statement, consider the Riemannian setting, in which Eq. (11) clearly remains true. If the Riemannian manifold is positively (resp. negatively) curved, then the two tangent vectors, compared at γ(t), are more (resp. less) divergent w.r.t. the flat case (see Fig. 2 ).
Remark 4.7. We do not need parallel transport: A and B meet at γ(t) and make there their comparison. We only used the concept of "optimal trajectory" and "difference of the cost". This interpretation indeed works for a general optimal control system, as in the general setting of [4] 
, where V, W are vector fields such that V (x) = v and W (x) = w, respectively, is a well defined symmetric bilinear form that does not depend on the choice of the extensions. The associated quadratic form, that we denote by the same symbol
By Theorem 4.6, for small t > 0 the function x →ċ t (x) has a critical point at x 0 . Hence we can consider the family of quadratic forms restricted on the distribution
Using the sub-Riemannian scalar product on D x 0 we can associate with this family of quadratic forms the family of symmetric operators Q λ (t) :
where λ = d x 0 c t is the initial covector of the fixed geodesic γ. (12) . The family of operators t → t 2 Q λ (t) can be extended to a smooth family of operators on D x 0 for small t ≥ 0, symmetric with respect to g. Moreover,
Theorem 4.8. Let M be a contact sub-Riemannian manifold and γ(t) be a non-trivial geodesic with initial covector
14 Then we have the following Laurent expansion at t = 0:
In particular, Theorem 4.8 defines a sequence of operators Q (i) λ , for i ∈ N. These operators, together with I λ , contain all the information on the germ of the structure along the fixed geodesic (clearly any modification of the structure that coincides with the given one on a neighborhood of the geodesic gives the same family of operators).
Remark 4.9. Applying this construction to a Riemannian manifold, one finds that I λ = I for any geodesic, and the operator Q 
whereγ is the initial velocity vector of the geodesic (that is the vector corresponding to λ in the canonical isomorphism T * x M ≃ T x M defined by the Riemannian metric). The expansion is interesting in two directions. First, the singularity is controlled (Q λ (t) has a second order pole at t = 0), even though the sub-Riemannian squared distance is not regular on the diagonal. Second, the Laurent polynomial of second order of Q λ (t) recovers the whole canonical curvature operator R at the point. The next two theorems describe in detail the Laurent expansion of the operator Q λ (t). are the eigenspaces of I λ corresponding to eigenvalues 4 and 1, respectively. In particular the eigenvalue 4 has multiplicity 1 while the eigenvalue 1 has multiplicity 2d − 1. 
The geodesic cost function c t is regular at x 0 , and thus its second differential is not well defined as a quadratic form on T x 0 M . Still it is well defined as a linear map as follows. Consider the differential dc t : M → T * M . Taking again the differential at x 0 , we get a map d 2 x 0 c t : 
. Then there exists a smooth family of (2d + 1) × (2d + 1) matrices Θ(t) such that (13) e
. We pull back the canonical frame E(t) through the Hamiltonian flow, and express this in terms of the canonical frame at time zero: (14) e
−t H * E(t) = A(t)E(0) + B(t)F
for some smooth families of (2d + 1) × (2d + 1) matrices A(t), B(t) (in particular A(0) = I and B(0) = 0). As we already noticed, π(d x c t ) = x (here t > 0), then
E(t) (by Eq. (13)) = Θ(t)π * (A(t)E(0) + B(t)F (0)) (by Eq. (14)) = Θ(t)B(t)f (0) (by definition of f and verticality of E)

Thus Θ(t)B(t) = I (in particular, B(t) is not-degenerate for small t > 0). Then
d 2 x 0 c t (f (0)) = B(t) −1 A(t)E(0) + F (0), t > 0.
Let S(t) := A(t) −1 B(t).
We get, taking a derivative
By the latter identification, we recover the standard second differential (the Hessian) d 2 x 0ċ t : T x 0 M → T * x 0 M at the critical point x 0 . The associated quadratic form is, for t > 0,
According to (12) , Q λ (t) : D x 0 → D x 0 is the operator associated with the quadratic form d 2 x 0ċ t : 
where the notation M denotes the bottom right 2d × 2d block of a matrix M . We are left to compute the asymptotics of the matrix S(t) −1 = B(t) −1 A(t), where A(t) and B(t) are defined by Eq. (14) . In order to do that we study a more general problem. We introduce smooth matrices C(t), D(t) such that (here t ≥ 0) e −t H *
E(t) = A(t)E(0) + B(t)F (0), e −t H *
Since (E(t), F (t)) satisfies the structural equations (8)- (9), we find that A, B, C, D are the solutions of the following Cauchy problem:
From (16) one can compute an arbitrarily high order Taylor polynomial of A(t) and B(t), needed for the computation of S(t) −1 .
Notice that A(0) = I, but B(0) = 0 (but B(t) is non-singular as soon as t > 0). We say that B(t) has order r (at t = 0) if r is the smallest integer such that the r-th order Taylor polynomial of B(t) (at t = 0) is non-singular. It follows from explicit computation that B(t) has order 3:
In particular, for t > 0, the Laurent polynomial of B(t) −1 has poles of order ≥ 3. Thus, to compute the Laurent polynomial of S(t) −1 = B(t) −1 A(t) at order N , one needs to compute B(t) and A(t) at order N + 6 and N + 3, respectively. After explicit and long computations, one finds
In particular, for the restriction we obtain
S(t)
The restriction to the distribution has the effect of taking the "least degenerate" block. Taking the derivative, we obtain
This proves Theorems 4.8 and 4.10, as I λ = lim t→0 + t 2 Q λ (t) is finite and ≥ I. For Theorem 4.12, we need the Laurent polynomial of Q λ (t) = d dt S(t) −1 at order 2. That is, we need S(t) −1 at order N = 3. According to the discussion above, this requires the solution of Cauchy problem (16) at order N + 6 = 9. This is achieved by long computations (made easier by the properties of C 1 , C 2 :
where I λ was computed in Eq. (17) while
where we labeled the indices of R(t) as in (10) 
Proof. Here we denote by x → c λ t (x) the geodesic cost function associated with
This implies thatċ αλ t = α 2ċλ αt and d 2
αt . If we restrict these quadratic forms to the distribution D x , we get the identity
Applying the expansion of Theorem 4.8 to (18) we get
which gives the desired identities.
Bonnet-Myers type theorems
In [9] , under suitable bounds on the canonical curvature of a given sub-Riemannian geodesic, we obtained bounds on the first conjugate time. Then, with global conditions on R, one obtains Bonnet-Myers type results. We first specify the results of [9, Sec. 6] to contact structures (in the contact case all the necessary hypotheses apply). Then, using the results of Sec. 6, we express them in terms of known tensors (Tanno's tensor, curvature and torsion). 
This equation admits positive roots (actually, an infinite number of them) precisely if and only if (19) are satisfied. This result, that already in this simple case is quite cumbersome to check, comes from an general theorem on the existence of conjugate times for LQ optimal control problems, obtained in [7] . For κ a = 0, κ b > 0, (20) must be taken in the limit κ a → 0 and reduces to 2 − 2 cos(
With the explicit expressions for the canonical curvature of Theorem 6.3, we obtain, from Theorem 5.1, the following result. 
Proof. From the results of Theorem 6.3, we have for any unit speed geodesic γ(t)
where T =γ(t). Under our assumptions
The result then follows from Theorem 5.1.
Remark 5.5. The Ricci tensor appearing in Eq. (21) is the trace of Tanno's curvature, that is
for any orthonormal basis X 1 , . . . , X 2d of the sub-Riemannian structure. One can check that R(X, X 0 , X 0 , X) = 0 (since ∇X 0 = 0 for Tanno connection). Therefore the l.h.s. of the first formula of Eq. (21) is the partial trace on the 2d − 2 dimensional subspace span{X ⊕ JX} ⊥ ∩ D.
We directly obtain the following corollary for strongly pseudo-convex CR manifolds (that is, for Q = 0). Notice that this condition is strictly weaker than Sasakian. [19] ).
In the 3D case (i.e. d = 1) Q = 0 automatically and Ric(X) = R(X, JX, JX, X). Then Theorem 5.4 never applies as κ 1 = κ 2 = 0. One can still obtain a Bonnet-Myers result from Theorem 5.2. However, as one can see from Theorem 6.2, the explicit statement in terms of standard tensors results in complicated expressions. This simplifies for Sasakian structures (in any dimension), where also τ = 0. In this case Ric a = 0, we apply Theorem 5.2 and we obtain the following result (already proved in [6] for the 3D case and [19] for the general case). For the Hopf fibration R(X, JX, JX, X) = 4 and we still obtain the sharp bound on the sub-Riemannian diameter (equal to π), which agrees with Example 5.7.
Computation of the canonical curvature
We are ready to compute the canonical frame for an extremal λ(t) of a contact sub-Riemannian structure. Recall that dim M = 2d + 1. Fix a normalized covector such that 2H(λ) = 1. Let γ λ (t) the associated unit speed geodesic, with tangent vector T =γ λ . X 0 is the Reeb vector field and h 0 (λ) = λ, X 0 .
Theorem 6.1 (Canonical splitting). Let γ λ (t) be a unit speed geodesic of a contact sub-Riemannian structure. Then the canonical splitting is
where, defining X a := X 0 − 2Q(T, T) + h 0 T and X b := −JT, we have:
where everything is computed along the geodesic. In particular, D γ(t) = S b γ(t) ⊕ S c γ(t) and T| γ(t) ∈ S c γ(t) .
The directional curvature is a symmetric operator R γ(t) :
the restrictions of the canonical curvature to the appropriate invariant subspace. We suppress the explicit dependence on γ(t) from now on.
Let X a and X b defined as above, and {X c j } 2d j=2 be an orthonormal frame for S c . Without loss of generality we assume X c 2d = T. Then S c = span{X c 2 , . . . , X c 2d−1 } ⊕ span{T}.
Theorem 6.2 (Canonical curvature, case Q = 0). In terms of the above frame,
where i, j = 2, . . . , 2d and S denotes symmetrisation. The canonical Ricci curvatures are
Theorem 6.3 (Canonical curvature, general Q). In terms of above frame
Remark 6.4. As in the Riemannian setting, there is no curvature in the direction of the geodesic, that is RT = 0.
The rest of the section is devoted to the proofs of Theorems 6.1, 6.2 and 6.3.
6.1. Lifted frame. Only in this subsection, M is an n-dimensional manifold, since the construction is general. We define a local frame on T * M , associated with the choice of a local frame X 1 , . . . , X n on M . All our considerations are local, then we assume that the frame is globally defined. For α = 1, . . . , n let h α : T * M → R be the linear-on-fibers function defined by h α (λ) := λ, X α . The action of derivations on T * M is completely determined by the action on affine functions, namely functions a
. Then, we define the lift of a field X ∈ Γ(T M ) as the field X ∈ Γ(T (T * M )) such that X(h α ) = 0 for α = 1, . . . , n and X(π * g) = X(g). This, together with Leibniz's rule, characterize the action of X on affine functions, and completely define X. Observe that π * X = X. On the other hand, we define the (vertical) fields ∂ hα such that ∂ hα (π * g) = 0, and ∂ hα (h β ) = δ αβ . It is easy to check that {∂ hα , X α } n α=1 is a local frame on T * M . We call such a frame the lifted frame. Remark 6.5. Let (q 1 , . . . , q n ) be local coordinates on M , and let X α = ∂ qα . In this case, our construction gives the usual frame {∂ qα , ∂ pα } n α=1 on T * M associated with the dual coordinates  (q 1 , . . . , q n , p 1 , . . . , p n ) on T * M . The construction above is then a generalization of this classical construction to non-commuting local frames.
Any fixed lifted frame defines a splitting
Since span λ {∂ h 1 , . . . , ∂ hn } = ker π * | λ is the vertical subspace of T λ (T * M ), we associate, with any vector ξ ∈ T λ (T * M ) its horizontal part ξ h ∈ T x M and its vertical part ξ v ∈ T * x M :
where here, as we will always do in the following, we used the canonical identification ker π
We stress that the concept of vertical part introduced here makes sense w.r.t. a fixed frame, has no invariant meaning, and is only a tool for computations.
Let ν 1 , . . . , ν n be the dual frame of X 1 , . . . , X n , i.e. ν α (X β ) = δ αβ . In the following, we use the notation ∂ α := ∂ hα and we suppress the tilde from X; the meaning will be clear from the context. Then the symplectic form is written as
We say that a vector
M can be identified with a covector. We have the following useful lemma.
Using Eq. (22), the Hamiltonian vector field associated with h α has the form
Some useful formulas.
In what follows ∇ will always denote Tanno connection. Let X 1 , . . . , X 2d be an orthonormal frame for D and X 0 be the Reeb field. The structural functions are defined by
We define "horizontal" Christoffel symbols:
Notice that Γ k ij + Γ j ik = 0 and that one can recover some of the structural functions with the relation
In terms of the structural functions, we have, for i, j, k = 1, . . . , 2d
Lemma 6.7. Let λ ∈ T * M an initial covector, associated with the geodesic γ λ (t) = π(λ(t)). In terms of Tanno covariant derivative, along the geodesic γ λ (t), we have
,
where we used the Hamilton's equation for normal geodesics. The second identity follows from the first and the definition of Q. For the third identity, we use again Hamilton's equations: 
If X, Y, Z ∈ D, then all the terms are trivially zero. Then assume w.l.o.g. that X = X 0 . Then
where we used the fact that τ is symmetric and τ • J + J • τ = 0. To prove g), consider the following identity for the differential of a 2-forms α:
We apply it to the two form α = dω. Since dα = d 2 ω = 0, we have
where we used the definition of J and property f). Point h) follows from g), e), d), and b). For i) observe that Q(X 0 , X 0 ) = 0. Then, for every orthonormal frame X 1 , . . . , X 2d of D, we have
where we used properties a), h) and b).
Tanno connection has torsion. Then the curvature tensor
is not symmetric w.r.t. to exchange of the first and second pair of arguments.
Moreover, for Tanno's tensor we have
where S denotes the symmetrization w.r.t. the displayed indices.
Proof. The first identity is a consequence of first Bianchi identity for connections with torsion:
where S denotes the cyclic sum. If X, Y, Z ∈ D, for Tanno connection we obtain
where we used property g) of Tanno's tensor. If we take the scalar product with X, we get
Tanno's curvature is still skew symmetric in the first and last pairs of indices, and we get
This proves (24) . For (25) , using property g) of Tanno's tensor, we get
6.3. Computation of the curvatures. We choose a conveniently adapted frame along the geodesic, of which we will consider the lift.
In particular, X 0 , X 1 , . . . , X 2d is an orthonormal frame for the Riemannian extension of g. From now on the last index 2d plays a different role, since it is constrained to be an horizontal extension of the tangent vector of the fixed geodesic. Definition 6.11. An adapted frame X 0 , X 1 , . . . , X 2d is parallel transported if (26) ∇
along the geodesic γ λ (t), where
As one can readily check, an adapted, parallel transported frame is unique up to constant rotation of X 2 , . . . , X 2d−1 . Notice that a j and h 0 are well defined functions on the curve γ λ (t) once the initial covector λ is fixed.
6.3.1. The algorithm. To compute the canonical frame and curvatures, we follow the general algorithm developed in [29] . The elements of the canonical frame and the curvature matrices will be computed in the following order:
We choose an adapted parallel transported frame X 0 , X 1 , . . . , X 2d as defined above, and the associated lifted frame {X α , ∂ α } 2d α=0 . Along the extremal, we have
We have the following simplifications for some structural functions, for α = 0, . . . , 2d:
From here, repeated Latin indices are summed from 1 to 2d, and Greek ones from 0 to 2d. 
Proof. The proof is a routine computation, using the properties of the adapted frame.
Moreover, for µ = 0, . . . , 2ḋ
and we obtain the result using the properties of the torsion of Tanno connection.
Step 1: E a . The element E a is uniquely determined by the following conditions:
The first condition implies E a = v α ∂ α for some smooth function v α along the extremal. The second condition, using Lemma 6.12, implies E a = v 0 ∂ 0 . To apply the third condition, observe thatĖ
, and v 0 = ±1 (we choose the "+" sign).
Step 2: E b . E a directly determines E b through the structural equation:
Step 3: F b . E b directly determines F b through the structural equation:
Where we used the equation
Intermediate step:Ḟ b . We now computeḞ b . We use Leibniz's rule, Lemma 6.12 and we obtain:
Step 4: E c j . The elements E c j , for j = 2, . . . , 2d are uniquely determined by the conditions:
Their derivative F c j = −Ė c j generate an isotropic subspace (or, equivalently, assuming the two points above, π * Ëc j = 0). Since π * E c j = 0 we have
for some smooth functions α ij and β j along the extremal. Observe that α is a 2d × (2d − 1) matrix. In order to apply condition (i) we compute π * Ḟb . From the previous step we get
Then we apply (i) and we obtain:
Thus the first row of α is zero. Moreover
Denoting
, for all i = 1, . . . , 2d we get
where in the last line we used we used our choice of a parallel transported frame. Then α ij is a constant 2d × (2d − 1) matrix. Since the first row is zero, we can consider α as a (2d − 1) × (2d − 1) constant matrix. Condition (ii) implies that this matrix is orthogonal. Without loss of generality, we may assume that α ij (0) = δ ij . Thus
Step 5: F c j . For j = 2, . . . , 2d, the element F c j is obtained from E c j by the structural equations:
where we used again the parallel transported frame to eliminate ∇ 2d X j for j = 2, . . . , 2d. The computations so far prove Theorem 6.1. In fact the canonical subspaces are defined by
(see Sec. 3.4) and from the computations above we have explicitly:
Step 6: R bb , R bc and R cc . To compute the curvature we need to compute symplectic products.
Lemma 6.13. Let X 0 , . . . , X 2d an adapted frame. Then, along the extremal
for all µ, ν = 0, . . . , 2d.
Proof. From Eq. (22), we obtain, along the extremal
where, in the last line, we used the fact that the frame is adapted. The second and third identities follow with analogous but shorter computations starting from Eq. (22).
Now we can compute R bb . It is convenient to split the computation as follows.
. We compute the three pieces, using Lemma 6.13. We obtain, after some computations where we used property c) and i) of Tanno's tensor. Now we compute R cb : S c → S b (this is a (2d − 1) × 1 matrix). As usual we split By construction, R bc = (R cb ) * . We can write, in a more symmetric fashion using Eq. (24):
, T)g(T, X j ) + 3g((∇ T Q)(T, T), X j ) + 8h 0 g(Q(T, T), JX j ).
Step 7: F a . The structural equations give:
After some computations, we obtain
where a i X i = h 0 X 2d − 2Q(X 2d , X 2d ),
− 4h 0 JQ(X 2d , X 2d ) + 2(∇ 2d Q)(X 2d , X 2d ) − 3 Q(X 2d , X 2d ) 2 JX 2d , φ 0 = 2g((∇ 2d τ )(X 2d ), JX 2d ) − 4h 0 g(τ (X 2d ), X 2d ) + g((∇ 1 τ )(X 2d ), X 2d ) + 2R(X 2d , JX 2d , Q(X 2d , X 2d ), X 2d ) + 2g(τ (X 2d ), Q(X 2d , X 2d ))
The vector φ := φ i X i is orthogonal to X 2d (or, equivalently, φ 2d = 0). Clearly φ 0 is a well defined, smooth function along the geodesic. In particular, it makes sense to take the derivative of φ 0 in the direction of the geodesic or, in terms of our adapted frame, ∇ 2d φ 0 .
To complete the computation, we assume Q = 0.
Step 8: R aa (with Q = 0). Many simplification occur. In particular
φ 0 = 2g((∇ 2d τ )(X 2d ), JX 2d ) − 4h 0 g(τ (X 2d ), X 2d ) + g((∇ 1 τ )(X 2d ), X 2d ).
As usual, we split It is not convenient to explicitly compute the derivative ∇ 2d φ 0 since no simplifications occur.
29
Remark 6.14. Since π * F a = X 0 − h 0 T, one would expect a term of the form R(T, X 0 − h 0 T, X 0 − h 0 T, T) in the expression for R(X a , X a ). However, using the symmetries of the Riemann tensor (with torsion) and the fact that ∇X 0 = 0, we obtain that R(T, X 0 − h 0 T, X 0 − h 0 T, T) = 0.
Step 9 Taking the trace, and using that tr Q = 0 by item i) of Lemma 6.8, we get the result.
