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Body Sensor Networks are an important enabling technology for future applications in remote 
medical diagnostics. Practical deployments of these systems have only recently edged closer to 
viability, due in part to advances in low power electronics and System-On-Chip devices. 
Wireless communication between these sensors remains a daunting challenge, and designers 
typically leverage existing industrial standards designed for applications with significantly 
different communications requirements. This Thesis proposes a wireless communications 
platform designed specifically for body mounted sensors, exploiting a phenomenon in 
electromagnetic wave propagation known as a creeping wave. Relaying of these waves leads to a 
highly reliable body sensor network with very low power consumption in the unlicensed 2.4 
GHz band. 
A link budget is derived based on the creeping wave component of the transmitted signal, 
which is then used to design a spread spectrum wireless transceiver. Significant attention is given 
to interference mitigation, allowing the system to co-exist with other wireless devices on the 
internationally unlicensed band. Fading statistics from both anechoic and high multipath 
scenarios are used to define a channel model for the system. The link budget and channel model 
lead to the proposed use of relaying as a power savings technique, and this concept is a core 
feature of the design. This technique is shown to provide reliable total body coverage with very 
low transmission power, a result that has eluded body sensor networks to date.  
Various relaying topologies are discussed, and robust operation for highly mobile users is 
achieved via sensor handoffs, a concept that resembles a similar solution in cellular networks. 
The design extends to define a polling protocol and packet structures.  
Objective performance metrics are defined, and the proposed system is evaluated in line with 
these metrics. The power reduction of the suggested approach is analyzed by comparing the 
network lifetime and energy-per-bit to those of a reference system offering the same quality of 
service without relaying. The analysis results in generic closed form expressions of significant 









 for 2,4,6 and 8 relaying nodes respectively. The 
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Summary of Contributions 
 A lightweight spread spectrum transceiver is designed specifically for Body Sensor 
Networks operating in the unlicensed 2.4GHz band. The design achieves a data rate of 
645kbps with a bit error rate less than 10
-6
 for sensors located anywhere on the human 
body, while maintaining ultra-low power consumption. 
 An interference defense strategy is proposed and simulated, allowing for the system to 
co-exist with other devices in the unlicensed 2.4GHz band. The strategy incorporates 
both frequency agility and spread spectrum processing gain. 
 A link budget is derived based on the creeping wave component of the transmitted 
signal while marginalizing for other effects such as multipath propagation.  
 Relaying of creeping waves is proposed as a power saving technique. Various relaying 
topologies are discussed. 
 Network management details are specified, including initialization processes, polling 
protocols, and packet structures.  
 Performance analysis of the system results in generic closed form expressions for the 
power savings due to relaying, represented as both battery life and energy-per-bit. The 









 for 2,4,6 and 8 relaying nodes 
respectively. The energy-per-bit is shown to decrease by 2, 116, 828 and 2567 for 2, 4, 
6 and 8 relay nodes respectively. 
 The system is configured for a Wireless ECG application, and the expected network 







Chapter 1  
Overview 
1.1 Introduction 
A human Body Sensor Network (BSN) is a set of mobile and compact intercommunicating 
wireless sensors used to acquire biomedical data and relay it to a nearly listening device. The 
nearby listener can be as simple as a basic logging or analysis device, or as complex as a large 
hospital information system that actively collects wireless data in real-time from multiple 
patients. A major motivator behind the development of wireless BSNs is the reduced health care 
costs of telemedicine, where a patient can reside at home or their place of employment instead of 
occupying a hospital bed, while still receiving the necessary bio-monitoring and diagnostics.  
Gathering data from body-mounted sensors wirelessly is a challenging task. Data must be 
communicated with high reliability while adhering to strict design constraints (power emission, 
energy consumption, physical size and weight, algorithmic complexity, neighboring interference 
etc.).  Also, wireless communication with body mounted antennas is inherently very challenging, 
due to severe attenuations resulting from shadowing by body parts. 
A nine months project to design a Body Sensor Network (BSN) platform was carried out at 
RIT and funded by Blue Highway
1
 . This Thesis is the result of that project. It contains details of 
the research and analysis that was performed at RIT, which resulted in a BSN platform design. 
At the time of this writing, Blue Highway has shown interest in building prototype devices for 
the proposed platform, and this is under consideration as a subject of future research at RIT. 
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The first objective of this Thesis is to propose a design for a BSN platform that can be 
feasibly implemented with existing technologies, while meeting or exceeding the system design 
requirements. These are as follows: 
 
 Provide reliable wireless communication for combined data rates greater than 500 kbps 
(sum of all sensor data rates) in the unlicensed 2.4 GHz band. 
 Maintain a bit error rate less than or equal to 10-6. 
 Minimize energy consumption in all devices operating on the BSN. 
 Make use of low complexity algorithms and small memory size. 
 Maintain interoperability with other wireless devices in the 2.4GHz band and comply 
with FCC regulations. 
 Operate in the presence of neighboring BSNs using the same platform. 
 
Realistically, it is generally not possible to completely design an embedded system without 
building prototypes. Even the most experienced designers run into some unexpected challenges 
and surprises when moving from simulation environments to physical prototypes. Nonetheless, 
there is still a significant amount of design and development that should necessarily take place to 
prove conceptual feasibility in many different design aspects before the decision to build 
prototypes is considered. The goal of this project is just this: to perform all the research, 
simulation and design needed to take a simple idea and transform it into a detailed specification 
for a tangible system, from which prototypes can be built.  
The second objective of this Thesis is to define key performance metrics, and evaluate the 
proposed system in line with these metrics. The evaluations are presented as both wide ranging 
theoretical analyses and also specific examples. 
The proposed BSN platform has been designed for flexibility and scalability, allowing it to be 
quite suitable for a broad range of biomedical applications. In order to facilitate future adoption, 
the third objective of this Thesis is to demonstrate the process of customizing the platform for a 
well defined medical application and analyzing the details specific to that implementation.  
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1.3 Thesis Description 
This manuscript begins Chapter 2 with a literature survey, where an overview of existing BSN 
systems is presented. It will be shown that existing platforms fall short of meeting the design 
requirements, which prompts the development of a more robust proprietary approach to the 
problem. In addition, an important trend in recent BSN systems will be detailed, which suggests 
that any new BSN platform should be designed with very low power consumption as a primary 
goal.  
Next, the relevant FCC requirements for operation in the 2.4 GHz band are summarized. This 
is followed by a summary of the interference that is to be expected. Finally, Chapter 2 concludes 
with the path loss model that is used as the fundamental basis for simulating wireless 
communication in the BSN.  
Chapter 3 contains a complete description of the system design. This involves first 
establishing a reliable point-to-point link through a detailed link budget analysis and transceiver 
design, and then incorporating the link into an autonomous network of intercommunicating 
nodes.  
Multiple network topologies will be presented, to enable the platform to be used for a wide 
range of biomedical applications. The use of relaying will be discussed and justified as a means 
of significantly reducing transmission power.  Network management details such as system 
initialization, polling protocols, sleep schedules, sensor handoffs and packet structures will be 
discussed. 
Chapter 4 contains a performance analysis of the design. Objective performance metrics are 
selected based on trends in other research groups, and those metrics are adequately defined. 
These include initialization time, battery life and energy usage, scalability, interference rejection, 
outage statistics, and analysis of reliability in extremely mobile scenarios. The proposed system 
is evaluated along these metrics.  
Chapter 5 details the customization of the generalized BSN platform to a sample biomedical 







2.1 Existing Systems 
BSNs are a relatively new field of research.  They can be considered as a subset of a class of 
systems with a more established history: Wireless Sensor Networks (WSNs). At the time of this 
writing, very few BSNs have been designed and documented, in contrast with WSNs which have 
been through several generations and have benefited from standardization of communication 
protocols. A large percentage of these systems use the IEEE 802.15.4 PHY [1] and many also 
use the ZigBee [2] or Bluetooth [3] standards. 
Although BSNs are a type of WSN, their design requirements differ substantially. WSNs are 
typically comprised of many redundant nodes deployed over a wide area to collect and relay 
information to a remote sync. In BSNs the nodes are non-redundant and communicate with a 
central hub typically located on the body up to two meters away. In addition, BSNs are deployed 
around the human body which exposes communication to severe attenuations due to shadowing 
from body parts.  
The initial research goal was to find an off the shelf platform for a sensor network that would 
satisfy the design requirements for this project. Unfortunately, this was not possible as most 
existing platforms were designed with WSN applications in mind. As a result, each system 
surveyed was inadequate for at least one of the following reasons:  
 
1. Data rates were too low. 
2. Power consumption was too high.  
3. Existing platforms were unable to operate in the presence of nearby systems using the 
same platform, either due to CSMA-style protocols, or standards where each device 
uses the same PN-sequence. 
4. The platform was designed for an operating band other than 2.4GHz.  
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5. Algorithmic complexity was too high to produce a minimalist system. 
 
It became clear that a fully optimized design would require proprietary hardware and 
software, from the physical layer up to (but not including) the application layer. However, 
careful consideration was made to ensure that rapid prototype implementation could be 
accomplished using off the shelf components without significant architectural changes while still 
resulting in many of the advantageous features of the proprietary platform.  
Another important consequence of the existing systems survey was the realization that a 
common design challenge is mentioned in a large percentage of the literature: minimizing the 
power consumption of the sensor nodes. This is collectively the result of the following reasons:  
 
1. Historically, the electronic components required for sensing and wirelessly 
transmitting biomedical data have had power requirements which were too large to 
make wireless BSNs practical or even feasible. Only recently have developments in 
low power electronics made the wireless BSN a practical reality. 
2. The goal of designing nodes with long battery lives has given way to an even loftier 
goal of infinite battery life. In theory, this new goal can be achieved if a node with 
extremely low power requirements is fitted with energy harvesting circuitry producing 
as much power as the node consumes [4]. Energy harvesting from light energy using 
solar cells, from heat using thermo coupling devices or motion using piezoelectric 
devices have all shown promising results. The prospects of infinite battery life are a 
highly desirable property for implantable biomedical sensors. 
3. The future success of wireless BSNs will depend on the continued miniaturization of 
sensor nodes to small enough sizes that allow them to be worn comfortably. Existing 
wireless-enabled sensors as in [5] [6] are not currently small enough to allow 
completely unrestricted mobility and total patient comfort. Two main hurdles in 
further miniaturization are:  
a. The physical size of the electronic devices needed to perform the sensing, 
processing and transmission required.  
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b.  The size of the energy source needed to meet the power requirements of said 
devices and keep them functioning properly for reasonable periods of time.  
The first hurdle is actively being addressed by the research community, through a 
multitude of recent breakthroughs in System-On-Chip (SOC) [7] and MEMS 
technologies [8], and the continually decreasing feature sizes achieved by modern 
semiconductor manufacturing processes. The second hurdle must be overcome by 
newer designs that have lower and lower power requirements.  
 
Various approaches to the low power challenge have been taken. Systems based on 
standardized low power communications protocols such as ZigBee [3] are common [9]. Sensor 
networks based on carefully managed sleep/wake schedules are also abundant with the premise 
that maximizing sleep time provides minimal energy consumption. Unfortunately, these systems 
suffer from a paradoxical problem with sleep modes: nodes need to have their receiver circuitry 
powered in order to be commanded to wake up. To address this, systems with sophisticated 
synchronous and asynchronous wakeup schemes have been proposed in [4], [10]-[13].  
 
2.2 FCC regulations 
The 2.4GHz Industrial Scientific Medical (ISM) band is an unlicensed band of RF spectrum. 
The proposed BSN has been designed specifically to operate in this band, and thus must adhere 
to the FCC‟s regulations to do so. For this purpose, the relevant regulations are listed here as an 
expansion of the original design requirements. In addition, these regulations will be referenced 
when simulating worst-case interference sources, since any other system sharing this band is also 
required to be in compliance.  
The regulations are listed in [14],[15].  Allowed system types are defined, along with bounds 
and limits for key parameters within them. These are summarized in the following list. 
 Operation is limited to spread spectrum Frequency Hopping (FH) and Direct Sequence 
(DS) systems within 2.4-2.4835 GHz. 
o FH systems: 
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 Hopping channel carrier frequencies must be separated by a minimum of 
25 kHz or the 20dB bandwidth of the hopping channel (whichever is 
greater).  
 Hopping channel carrier frequencies must be separated by a minimum of 
25 kHz or 2/3 the 20dB bandwidth of the hopping channel (whichever is 
greater), provided the output power is less than 0.125 Watts.  
 Hopping frequencies must be pseudo-randomly selected and must be used 
equally on the average. 
 At least 15 channels must be used. 
 Average time of occupancy on each channel shall not exceed 0.4 seconds 
within a period of [(0.4 seconds) x (number of channels used)]. 
 Certain hopping frequencies may be avoided: 
 Avoidance via intelligence recognizing other users in the band is 
permitted. 
 Coordination between systems for purposely avoiding 
simultaneous occupancy of individual channels is prohibited. 
o DS systems: 
 6dB bandwidth must be at least 500 kHz. 
 Maximum peak output power of the intentional radiator (for systems with a single 
omnidirectional antenna): 
o FH systems: 
 With >75 non-overlapping channels: 1 Watt. 
 With <75 non-overlapping channels: .125 Watts. 
o DS systems:  
 1 Watt. 
 Maximum power produced by radiator in any 100kHz bandwidth outside the operating 
band: 
o < 20dB below the power in the 100kHz band with the highest power.  
 Maximum power spectral density: 
o DS systems: 
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 < 8dBm in any 3kHz band, during any time interval.  
 Maximum field strength of intentionally radiated emissions: 
o Fundamental frequency: 50 mV/meter 
o Harmonics: 500 μV/meter  
2.3 Interference in the 2.4GHz Band 
One of the fundamental requirements of the system is to maintain reliable wireless 
communication in the presence of any interference it may encounter. An initial disclaimer must 
be made: since the 2.4GHz band is unlicensed, there is no way to guarantee operation in 100% of 
all usage scenarios. If a very large number of devices are occupying the entire band in close 
physical proximity to the BSN, there is practically no way to achieve reliable performance 
without a significant degradation in data throughput. It follows that under no circumstances 
should a system rely on 2.4GHz wireless communications for any medical application that is 
safety-critical or whose failure can be life-threatening to a patient. If that type of functionality is 
required, a dedicated communications channel must be used: i.e. as with a licensed band of RF 
spectrum or a wired connection. Once this disclaimer is acknowledged, it is perfectly reasonable 
to design a system that is expected to operate reliably in this band during a large percentage of all 
likely usage scenarios.  
Fulfilling the interference rejection requirement involves predicting interference scenarios in 
worst-case end user environments, and designing for reliable operation within them. This 
involves characterizing and quantifying the expected interference, which can be done by 
assessing the emissions signatures and strengths of all devices that are sharing the 2.4GHz band 
[16], [17]. These are listed below, grouped into two categories: 
1) Predictable sources: 
a. WLAN devices. 
b. Bluetooth devices. 
c. Wireless USB devices.  
d. ZigBee devices.  
e. Cordless Phones. 
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f. CCTV Cameras. 
g. Unknown proprietary communications devices in compliance with FCC 
regulations.  
2) Unpredictable sources: 
a. Malicious jamming threats. 
b. Unintentional radiators in violation of FCC regulations.  
2.4 Creeping Waves Path Loss Model 
The creeping-waves effect describes the tendency of an electromagnetic signal to bend along 
the surface of an object in its propagation path. In the context of a body sensor network the 
signal bends along a virtual vertical axis located about the spine. The literature depicts past work 
and experimentation on the creeping-waves effect of signals propagating around the human 
body. The most relevant work to our design needs is given in [18], where an experimental 
analysis of the creeping-wave effect was conducted and resulted in a path-loss model. We adapt 
this model to the design of our BSN to facilitate link budget analysis and relaying. 
The experimental setup in [18] mapped the human body surface from shoulders to pelvis 
using surface cells 7.5 cm tall and 12 deg wide around a vertical axis located along the center of 
the body.  A vertically aligned 5 cm antenna was located at the center of each cell. The vertical 
component of the electric field was measured at each antenna (cell) and was used to calculate 
path loss as a function of the location of the cell with regard to the emitting antenna (axial degree 
and height). See Figure 1 for an illustration. This setup models well a wearable shirt with 
embedded wireless enabled sensors, which is the expected apparel to be used for the BSN 
implementation. Results are displayed in [18] for various signal frequencies, one of which is the 





Figure 1 - Channel model for a wearable shirt with embedded sensors 
 
 
The path loss measurements are given in Figure 2 as taken from [18]. Each point represents 
the path loss measured at a specific cell (height and angle). The different points for a specific 
angle are for different heights. Note that the path loss doesn‟t vary considerably with the height 
of the cell. The path loss as a function of the angle increases on a logarithmic scale up to a 
breakpoint of 160 deg.  For degrees greater than the breakpoint the signal is cutoff. The data is fit 
by two piece-wise linear segments separated at θbp (the breakpoint angle), where γ1, γ2 are the 
slopes and σ1, σ2 are the standard deviations for the two respective segments. The measurements 
of interest to us can be explicitly modeled using the following equation for the average path-loss 
in dB across height given the angle in radians [18]: 
                                 
       (2.1) 
 
The standard deviation of the path loss around this average due to difference in height is 





Figure 2 - Path loss measurements at 2.4GHz 
 
 [J. Ryckaert, P. D. Doncker, R. Meys, A. de Le Hoye, and S. Donnay, “Channel model for wireless 










3.1 System Description 
The proposed BSN platform is believed to be a novel solution to not only the project design 
requirements, but also the current industry trend of reducing power consumption.  
Although new generations of low power devices [19] are the enabling technologies for 
wireless BSNs, a wireless network design oriented towards power efficiency remains crucial for 
a successful implementation of BSNs. It has been shown in [20] that in most cases the primary 
consumer of energy in wireless sensor nodes is the transmission power used for communication. 
With these considerations in mind, we aim to design a BSN which minimizes the required sensor 
transmission power, while maintaining highly reliable communication with sensors located 
anywhere on the human body. 
The system contains a centralized network architecture comprising one master hub as the 
listening device and multiple sensor nodes acting as slaves. The central hub is the coordinator of 
all communications and is referred to as a Personal Status Monitor (PSM).  The PSM could be 
kept in a shirt pocket, mounted to a belt, or carried in an otherwise comfortable location. The 
sensor nodes on the other hand, are spread about the surface of the body as required by the 
particular application. The PSM polls each sensor for data and the sensors respond by 
transmitting their data. A polling round constitutes polling all sensors for data. The PSM is then 
the gateway that can combine and forward all data collected from the sensors to a designated 
caregiver or information system. This can be done using a cellular, WiFi or WiMax link. 
The design decisions were made favoring low complexity slaves (sensors), and one higher 
complexity master (PSM). This concept will be shown to influence many of the design decisions, 




The design approach is structured as follows: First, a reliable point-to-point link is established 
between each sensor and the PSM. Next, a detailed link budget analysis will be presented which 
will provide a justification for the use of relaying as a power reduction technique. Various 
relaying topologies will be discussed. This is followed by the network management details of the 
PSM.  
3.2 Point to point link 
3.2.1 Frequency Hopping vs Direct Sequence 
The FCC mandates that wireless communication in the 2.4GHz band be done with 
Frequency-Hopping spread spectrum (FHSS) or Direct-Sequence spread spectrum (DSSS) or a 
combination of them. These competing technologies both have important design tradeoffs, as 
well as strengths and weaknesses. It has been shown in [21], that DSSS can have superior 
performance over short distances, whereas FHSS is better suited for larger areas of coverage. For 
this reason, the PAN system employs a primarily DSSS solution, with some frequency-agility 
enhancements for improved interference rejection.  
3.2.2 Spreading Code  
For both FH and DS, a spreading code is required to spread the spectrum of the transmitted 
signal. For this purpose, a bipolar sequence with elements {-1,1} having properties similar to 
white noise is used. This sequence is commonly referred to as the Pseudo-Noise (PN) sequence. 
Each PSM and its sensors are assigned a common PN sequence. When two or more BSNs 
operate in close proximity, it is important that each BSN has its own PN sequence. Furthermore, 
the set of PN sequences used by a set of nearby BSNs must also have some specific properties. 
The following criteria are important when selecting a PN sequence set: 






 Ideally, this would equal L for m=0, and -1 for all  
 Peak Cross-correlation (Rmax) – When multiple BSNs exist in close proximity, the 
signal from one BSN must be orthogonal to those of another BSN. The ability to achieve 
orthogonal BSNs is determined by the peak cross-correlation between one PN sequence 
and another PN sequence in the given set of PN sequences.  Ideally this value would be 
as low as possible. In general, the ratio of the peak cross-correlation (Rmax) to Rc(0) is 
of prime importance.  
 Length- The length of the sequence defines the spreading factor, which affects important 
system parameters such as interference rejection capability, transmit bandwidth, and data 
rates.  
 Number of Codes in Set- Each code set has a finite number of codes. If for example, 
more than 10 BSNs are expected to be in close proximity, then the code set would have to 
be greater than 10. This quantity is related to the code length.  
 
A widely used set of PN sequences suitable to our design are Gold codes [22]. Gold code sets 
exhibit the properties shown in Table 1. A suitable tradeoff between the above criteria is a 
length-31 Gold code. A longer code than this would allow more nearby users to be present and 
would provide greater rejection of their signals, but would increase the required transmit 
bandwidth (the transmit chip rate is equal to the data symbol rate times the code length). 
 
Length # of Codes (Rmax) / Rc(0) 
7 9 0.71 
15 17 0.60 
31 33 0.29 
63 65 0.27 
127 129 0.13 
255 257 0.13 
511 513 0.06 




3.2.3 Transceiver Design 
The downlink (PSM Tx, Sensor Rx) and uplink (Sensor Tx, PSM Rx) transceivers have been 
designed to satisfy an initial set of requirements and goals.  The design process considered 
various tradeoffs and cross layer optimization solutions to resolve them.  In what follows, we 
provide the design in full and justify it in the next sections.  
The system transceivers are asymmetric in the sense that the downlink and uplink 
transmissions are different. This is due to the nature of the system, which calls for simple sensors 
which consume very little power, and a centralized PSM which can house significantly more 
complexity and has less power constraints. Some optional parameters and components were 
embedded in the design to allow for future increase in robustness while maintaining low 
complexity of the sensors. 
3.2.3.1 Downlink (PSM Tx → Sensor Rx) 
The downlink transmitter was designed to satisfy the following requirements: 
 Constant transmit bandwidth. 
 Flexible channel use. 
 Direct sequence spectrum spreading with constant processing gain. 
 Forward error correction with variable coding gain. 
 Simple error detection at the receiver. 
 Maximum achievable data rate of ≈500kbps. 


























Figure 3 - PSM TX Block Diagram 
 
The modulation technique chosen was Differential Quadrature Phase Shift Keying (DQPSK), 
due to the proven field success of the ZigBee low-power standard [3] which uses Offset-QPSK 
(OQPSK) in this band, plus the receiver complexity savings associated with Differential-QPSK: 
no phase synchronization is required (no Phase Locked Loop (PLL) component). 
The information source outputs a complex stream of DQPSK information bearing symbols (2 
bits per symbol). For brevity, Figure 3 depicts a single complex dimension instead of a full 
transmission chain for the in-phase and quadrature components separately. The use of a single 
complex dimension repeats throughout this manuscript.  
The baseband symbol stream from the information source is first put through a simple party 
check encoder, used to add parity check bits. The coding parameters are variable and are used to 
control the coding gain. The simplest parity check code is a repetition code where the 
information is repeated a few times to add redundancy. 
After coding, the signal spectrum is spread with a length 31 Gold code. At this point, the 
digital stream is converted to an analog signal. The pulses are then shaped with a Root-Raised 
Cosine low-pass filter, with a roll-off factor of 0.22. After pulse shaping, the signal bandwidth is 
equal to the final transmit bandwidth and the signal is ready to be up-converted. This is done in a 
two-stage process, where one of eight 10MHz bandwidth channels is selected. The 
channelization is performed via an IF mixer, and the final up-conversion is done by a 2.4GHz 
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mixer.  Finally, the signal is filtered to remove any energy outside the ISM band, and then 
amplified and transmitted by a 2.4GHz analog front end with variable transmit power control. 
Design freedom is allowed with the following options: 
 Different parity encoders can be considered. For example, Low Density Parity Check 
(LDPC) codes. A repetition code would be considered first to keep decoding at the 
sensors as simple as possible. 
 The digital to analog conversion can be moved to the right in the chain, so that IF mixing 
is done in the digital domain. This is an implementation decision which should be 
considered when a prototype is built. 























Figure 4 - Sensor Rx Block Diagram 
  
The receive process begins with the antenna output connected to a 2.4GHz analog front end. 
The AFE block represents the typical receive components of a 2.4GHz band pass filter, low 
noise amplifier and variable gain amplifier with auto gain control. Next, the signal is down-
converted to the IF frequency. The channelization is undone by the IF mixer. Next, the signal is 
digitized and passed through the same Root-Raised Cosine filter that was used in the transmitter. 
The filter output is down-sampled and passed through a threshold device to extract the chip 
estimate. 
After this, the signal is correlated with the same spreading code that was used in the 
transmitter. The output of the correlator is fed to a decision device, which extracts the bit 
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estimates. The decision device would implement Maximum Likelihood (ML) hard-decoding, 
which is the optimal choice for hard-decoding in the presence of thermal noise. Since DQPSK is 
used for encoding, ML decoding boils down to low complexity algorithms. After decoding, the 
parity check is decoded to obtain the data estimates. 
Design freedom is allowed with the following options: 
 Soft-decoding may be considered to obtain further coding gain. 
 The analog to digital conversion can be done before the IF mixer. This is an 
implementation decision and would have an impact on the required sampling frequency. 
3.2.3.2 Uplink (Sensor Tx→ PSM Rx) 
The uplink transmitter was designed to meet all of the same requirements as the downlink 
transmitter, with the exception of the coding scheme. The downlink called for a coding scheme 
which uses a very simple decoder, since the decoding must take place in the low-complexity 
sensors. Similarly, the uplink coding scheme should have simple encoding. Thus, the uplink 
sensor transceivers use a concatenated coding scheme: a convolution encoder with puncturing 
(inner code) to generate variable coding rates and gains followed by a simple parity check code 
(outer code).  Using the inner convolution code is optional and would result in increased coding 
gains, depending on the code being implemented. Implementing convolution encoders is rather 
simple and boils down to using a shift register connected to XOR gates, so low sensor 
complexity is preserved. Decoding at the PSM would require a Viterbi decoder, which is 
complex compared to a parity check decoder, but is widely implemented in compact 
communication systems.  




























































Figure 6 - PSM Rx Block Diagram 
 
3.2.4 Channelization and Data Rates 
The channel frequencies are shown in Table 2. 
 
Channel Center Frequency (MHz) Frequency Range (MHz) 
1 2406.5 2401.5 - 2411.5 
2 2416.5 2411.5 - 2421.5 
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3 2426.5 2421.5 - 2431.5 
4 2436.5 2431.5 - 2441.5 
5 2446.5 2441.5 - 2451.5 
6 2456.5 2451.5 - 2461.5 
7 2466.5 2461.5 - 2471.5 
8 2476.5 2471.5 - 2481.5 
Table 2 - Channel Allocations 
 
The channel allocations shown in Table 2 are each 10MHz wide. When length-31 spreading 
codes and DQPSK modulation are used, the resultant system rates are as shown in Table 3. Note 
that these quantities represent the maximum achievable rates during transmission bursts. Payload 
data rates will vary at system run-time, depending on packet loss statistics and variable packet 




 Chips per second (cps) 
Symbol Rate 322.5x10
3
 Symbols per second (sps) 
Bit Rate 645.1x10
3
 Bits per second (bps) 
Table 3 - Maximum Data Rates 
 
The pulse shaping filter has a rolloff factor of 0.22. This results in a signal bandwidth slightly 
greater than the 10MHz channel bandwidth. This difference is known as the excess bandwidth. 
The channel center frequencies and filter magnitude response were designed such that a small 
unused guard band exists at the lower and upper edges of the 2.4GHz band. This is needed to 
prevent the excess bandwidth from violating FCC out-of-band emissions regulations. The 
normalized channel power spectrums and lower edge guard band are shown for the first three 




Figure 7 – Power Spectra of 2.4GHz Transceiver Channels 
 
3.2.5 Channel Selection Algorithm 
The 2.4GHz band can be quite crowded with interferers in worst-case environments. These 
interferers generally use the band in one of two ways, and can be categorized as such: 
1.  Devices that occupy a fixed frequency range, or change their occupied channel slowly 
(WLAN, Cordless phones, CCTV cameras, etc). 
2. Devices that use frequency-hopping or change their occupied channel rapidly (Bluetooth, 
Wireless USB, etc.). 
We employ a hybrid solution to maintain operation in the presence of these two classes of 
interferers: The stationary interferers are addressed by changing the operating channel on an as-
needed basis. The frequency agile interferers are first addressed via a combination of power 
control and coding gain, and as a last resort via channel changes.  
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Channel flexibility is also implemented in line with the design goal of complexity in the PSM 
and simplicity in the sensors. The coordination of the interference defense is handled entirely by 
the PSM, which gives orders to the individual sensors. Orders to increase transmit power level or 
to change coding parameters are sent explicitly via the polling packet. Channel changing cannot 
be actuated as easily, because a packet with a channel change request might be lost, which would 
lead to a channel synchronization loss. Thus, the channel changes are performed via simple rules, 
which are based on the outcome of the CRC checks of the polling packet and ACK packet 
reception. Effectively, the sensors are implicitly continually told to stay in the currently occupied 
channel; if the message to stay never arrives, the sensors change channels. The rules are 
described below in the form the PSM and sensor channel changing state machines. The logic 
behind this approach is that if the currently occupied channel offers good performance, the stay 
command to the sensors is likely to be received without errors. 
A preliminary polling protocol implementing the channel hop strategy is depicted in Figure 8 




























































Figure 9 - Sensor Channel Change State Machine 
 
The channel changes hop in a pre-determined pattern corresponding to a modulo-8 operation 
over the number of the current channel plus 3. This pattern was chosen over a simple channel 
increment in order to move completely out of the way of wider interferers such as WLANs 
(whose 22MHz bandwidth spreads across 2 or 3 PSM channels) in a single hop and still cover all 






Hop 1 2 3 4 5 6 7 8 
1 X        
2    X     
3       X  
4  X       
5     X    
6        X 
7   X      
8      X   
9 X        
Figure 10 - Channel Hopping Pattern 
 
In very rare circumstances, there exists a possibility for channel synchronization loss. This 
can occur in the event that the PSM sends the ACK signal, and it is not received by the sensors. 
If synchronization is lost the sensor would change channel and the PSM would not. The reason 
why this occurrence is rare is because a single ACK packet would have to be lost immediately 
after an entire message response packet was successfully transmitted. In order to reduce the 
probability of this event even further, the ACK packets are sent using a higher coding gain than 
the response packets. This means the channel would have to degrade significantly in the short 
amount of time between response packet reception and ACK packet transmission. 
Nonetheless, this rare event can indeed occur and thus a recovery method has been designed. 
Immediately following the synchronization loss, the PSM and sensor would hop 9 times each 
with the sensor always being one channel ahead of the PSM. This situation will be detected by 
the sensor maintaining a counter. If the sensor changed channels 9 consecutive poll periods it 




3.2.6 Interference Defense Strategy (IDS) 
The interference defense tools described above result in a set of tradeoffs that affect both data 
throughput rates as well as sensor battery life: 
 
 Raising the transmitter power increases data throughput by decreasing the probability 
of bit errors and channel changes. This comes at the expense of sensor battery life. 
 Raising the coding gain (instead of the transmit power) will save battery life while 
decreasing the probability of a channel change, but adversely affects data throughput. 
 Changing channels often will save battery life and reduce packet overhead, but will 
increase the probability of lost packets, which ultimately affects data throughput.  
 
The intelligent coordination of these tools and tradeoffs is referred to as the Interference 
Defense Strategy (IDS). Ideally this strategy would be designed to perform optimally under all 
interference scenarios. Unfortunately this quickly becomes an intractable problem as a large 
number of possible interference scenarios are considered, and also because proprietary devices 
can occupy the unlicensed band which do not follow any standardized protocol known at this 
time. Design of the defense strategy is performed as follows.  
First, a specific set of interference scenarios are considered, by specifying both the number 
and type of interfering devices as well as their physical proximity and transmit power. Second, a 
simulation of the channel change algorithm is performed which takes into account the hopping 
patterns of the interferers, as well as the actions that would be taken by the PSM under the given 
scenario. Third, PSM performance statistics are collected in order to extract fundamental 
observations of the resulting benefits of various defense approaches, under a number of potential 
scenarios. This outcome of this process is shown in Chapter 4. 
3.3 Link Budget Analysis 
3.3.1 Creeping Waves Channel Model 
The literature contains path loss data showing the creeping wave effect, as was discussed in 
Chapter 2. The link budget analysis begins by simplifying the statistical data in [18] to a more 
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suitable form. Specifically, we found it beneficial to compensate for the variation in path-loss 
due to height by adding a protection margin to Eq. (2.1). 
The standard deviation of the path loss around the average due to difference in height is 6.5 
dB [18]. To compensate for variation in path-loss due to height, we add a protection margin of 
26 dB (4 standard deviations) to . This protection margin for the average path loss should 
not be confused with the fade margin, which will be compensated for separately below. This 
results in Eq. (3.2), a worst-case path-loss model for the creeping waves at frequencies around 
2.4GHz up to 4 standard deviations, which can be used for the full 0 to π range. This protection 
margin technique is desirable because it produces a worst-case link budget and has no 
discontinuities, which will simplify analyses below. See Figure 11 for a graphic description of 
this concept.  
 
   (3.2) 
 






Next, this worst-case path loss model will be explicitly used for designing a complete link 
budget. 
3.3.2 Link Budget 
A link budget analysis is now performed to determine the transmitted power required to 
achieve a BER of 10
-6
, based on the creeping-wave path-loss model. We assume that no 
interferers are present. The impact of interferers is evaluated in Chapter 4. The link budget is 
calculated as a function of the creeping angle and Forward Error Correction (FEC) code 
parameters and is given by: 
 
    (3.3) 
 
     (3.4) 
where: 
 
 = Transmitter power, a function of the creeping angle ( ) and coding parameters (CP). 
 = Receiver sensitivity. 
 = Transmitter antenna gain. 
 = Receiver antenna gain.  
 = Channel fade margin. 
 = Creeping wave path loss, a function of the creeping angle. 
 = Coding Gain, as function of FEC code type and parameters. 
 
In what follows, a link budget is provided for a typical system. However, most subsequent 
results hold for any value of , which varies from one system to another. This allows some of 
the derived performance gains to be maintained even though a different transceiver may be 
considered. 
3.3.2.1 Receiver Sensitivity 
This term quantifies the receiver‟s circuit ability to discern low-level signals. This is normally 
defined as the minimum signal strength required to produce a specified SNR at the output of the 
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receiver. This analysis begins by computing the thermal noise floor as a function of channel 
bandwidth using Eq. (3.4). It is important to note that the channel bandwidth in this equation is 
the de-spread bandwidth. For the system temperature, a high (worst case) of 365
o
K is assumed.  
 
               (3.5) 
Where: 
N = Noise power (Watts) 
k = Boltzmann‟s constant (1.38 x10-23 Joules/o Kelvin) 
T = System temperature (o Kelvin) 
B = Channel bandwidth (Hertz) 
 
    (3.6) 
 
      (3.7) 
 
       (3.8) 
 
Eq. (3.8) represents a theoretical noise floor for an ideal receiver. A real receiver‟s noise floor 
will always be higher, due to noise and losses in the receiver itself. Noise Figure (NF) is a 
measure of the amount of added noise in a practical receiver. Off the shelf 2.4GHz receivers such 
as described in [23] are available with published NFs lower than 6 dB. The receiver noise floor is 
then: 
 
      (3.9) 
 
 In order to achieve a BER of 10
-6
, DQPSK modulation requires an SNR of 11dB [22]. It 
follows that  
 




3.3.2.2 Antenna Gain 
Some assumption must be made about the transmitter and receiver antenna gain values. The 
creeping wave phenomenon was observed empirically with omnidirectional on-body antennas in 
[24]. For omnidirectional dipole antennas it is reasonable to assume a 0 dB gain [25].  
        (3.11) 
 
Note that any gain due to elaborated antenna design is equally applicable to the reference 
system used later for performance evaluation. 
3.3.2.3 Path Loss and Fade Margin 
This term quantifies how strongly the transmitted signals are attenuated as they propagate 
through free space and via the creeping path. A worst-case path loss model was previously 
introduced in Eq. (3.2) as a function of the creeping wave. Variations in path loss (known as 
“fading”) are caused by multipath propagation. In an indoor environment, multipath is almost 
always present and tends to vary in time in accordance with mobility of the communicating 
devices and the changing environment in which they operate. Fading statistics for body worn 
antennas were measured extensively in [26] for both stationary and mobile users, and in 
environments that simulated both anechoic and high multipath scenarios. It was shown that the 
Nakagami-m distribution best described small-scale fading for the majority of channels over all 
measurement scenarios. The study in [26] showed that fading was less than 20dB below the 
median signal level in 99.9% of the measured signals.  
The amount of required extra RF power radiated to overcome fading is referred to as fade 
margin ( ). To compensate for the anticipated fading, the following fade margin is used. 
          (3.12) 
3.3.2.4. Coding Gain 
Forward error correction can be used to reduce the bit error rate for a given transmitter power. 
As previously mentioned, two optional coding schemes are used in this design: repetition codes 
for the downlink and uplink, and an additional optional convolution code for the uplink. 
Although coding gain can be useful in certain conditions, it is important to realize that this gain 
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is achieved by inserting redundancy in the transmitted message, which comes at the expense of 
the payload data rate and total transmit energy.  
For this reason, the system will first be analyzed without any coding, and subsequently the 
role of FEC out of necessity under extreme scenarios will be discussed in the interference 
rejection section of Chapter 4. The placeholder for coding gain in the link budget equation will 
initially be set to 0 dB. 
 
      (3.13) 
3.4 Required Transmitter Power vs. Creeping Angle 
Combining all of the computed numerical quantities from the link budget results in: 
 
    (3.14) 
 
Figure 12 shows the required transmitter power for achieving a BER of 10
-6
, as a function of 
the creeping angle in accordance with Eq. (3.14).  The transmit power is shown from zero to the 





Figure 12 - Required Transmit Power vs. Creeping Angle 
 
Note the exponential behavior of the curve, meaning that relying on a creeping wave for 
establishing the link is not practical past a certain angle. In fact, within FCC power limits the 
creeping wave alone cannot establish a link past 140
o
 without using FEC or operating the 
receivers at a lower SNR, which would lead to lower BERs. Existing systems that transmit over 
this distance rely on multipath reflections to transmit the data (since there is virtually no line of 
sight or creeping wave component). Reflections cannot be used to guarantee high data rates 
robustly, as they change with the reflecting environment. Also, transmission past 100
 o
 puts the 
transmitter power in the tens or hundreds of milliWatts regime, which is not in line with the 
design goals of very low power consumption. This might be acceptable for some applications 
(i.e.- a Smartphone connected to a Bluetooth headset) which can be recharged on a daily basis, 
but not for a miniaturized medical BSN application. 
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3.4 Relaying Topologies 
3.4.1 Relaying 
The exponential increase in path loss as a function of the creeping angle (linear increase in dB 
of Eq. 3.14) led us to consider relaying for reducing the creeping angle over which transmission 
takes place as means for preserving power. When a sensor needs to be placed at a position which 
is too far from the PSM for reliable communication with low transmission power, a wireless 
relay node should be placed in between the sensor and PSM. Using the relay node, data from the 
sensor would be communicated through a two or three hop transmission.  
For example, assuming that a given system link budget dictates that reliable communication is 
obtained at very low power for a creeping angle less than 60
o 
(as in Eq.(3.14)), relay nodes 
should be placed 60
o
 apart in accordance with the required body coverage. The impact of such 
relaying is illustrated in Figure 13, which contains the same curve as in Figure 12, zoomed in 




Figure 13 - Single vs. Dual Hops 
 
The required transmission power according to Eq. (3.14) for reliably transmitting across a 
120
o
 creeping angle via two hops is shown to be drastically more power efficient than with a 
single transmission, despite having to re-transmit the same data. In the red curve (single hop), the 
power required to transmit past 60
o 
is subject to an exponential increase, quickly heading out of 
μWatt regime. The dual hop approach (blue curve) allows re-transmission up to 120
o
 while 
keeping the combined transmission power of both hops to less 10 than μWatts. This technique 
results in a significant power savings over the tens or hundreds of milliWatts required for 
transmission over larger creeping angles, as in Figure 12. 
Note that to have each node use only the amount of power needed according to the creeping 
angle it has to transverse implies the nodes are equipped with a power control mechanism. Since 
the architecture will be shown to use Time Division Duplexing (TDD) channels, a low 
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complexity power control mechanism is easily implemented using energy level estimation of 
incoming packets.  
A relay node can be a dedicated node embedded in a shirt (invisible to the user), or it can be a 
sensor node pre-configured as a relaying node. For the sake of discussion, relay nodes will be 
identified as dedicated relay nodes, but the implementation decision can be made with the target 
application in mind. Although relaying in a BSN may at first seem impractical, we believe the 
power savings it provides are significant enough to warrant its use, and careful system design can 
make the underlying relaying operations transparent to the end user.  
 
3.4.2 Topologies 
The PSM has been designed for a broad range of applications. It can be configured to 
accommodate multiple BSN topologies to optimize its performance for a given application. The 
possible topologies are categorized by the required number of relay nodes, which is a function of 
the location of the sensor nodes, as required by a given application. An equivalent presentation 
of network topologies is provided in Figure 14, which depicts a human torso geometrically as 
viewed from above, with the location of the PSM (square), the relay nodes (triangles), and the 
biomedical sensors (circles). A brief description of each topology and its function follows.  
Type 1 – This is the simplest of all topologies and requires no relay nodes. It is useful for 
applications where the sensors are fairly close to the PSM.  
Type 2 – Using two relay nodes equally spaced on either side of the PSM. The obtained 
coverage is 240
 o
, which is enough to cover the entire front and sides of the body.  For 
applications where some sensors are placed greater than 60
o
, but less than 120
o
 from the PSM, 
i.e., anywhere except the back of the bearer. In this case a single relay node in each direction is 
needed. Note that a single relay node may suffice, as opposed to the pair shown. Also, the PSM 
can be mounted in alternate locations for comfort, or if the sensors are clustered around a certain 
area. Side mount and front mount examples are shown in Figure 14.   
Type 3 – Using two relay nodes on both sides of the PSM. This is for applications where full 
body coverage is required (including back of the bearer). In this case, 3-hop transmissions are 





PSM =         Relay Nodes =                   Sensors =  
 
Type 1 Topology 




Type 2 Topology 
(Wide Front Coverage) 
 
 
Type 2 Topology 
(Wide Flank Coverage) 
 
 




Figure 14 – Placement of PSM, Relay Nodes and Sensors for Various BSN Topologies 
36 
 
3.5 Network Management 
The following sections describe the workings of the system beyond single point-to-point links 
to form an autonomous network of sensors and data collection activity. Network architecture, 
system initialization, polling procedures and packet types are defined. 
3.5.1 Network Architecture 
The primary goal of this design is minimization of transmission power, while maintaining 
reliable performance. This goal has affected network architecture decisions in the past in various 
ways. Systems based on standardized low power communications protocols such as ZigBee [3] 
are common – see [27]-[29] for examples. Bluetooth [2] also has a strong presence in this design 
space – see [30]-[36]. Sensor networks based on carefully managed sleep/wake schedules are 
also common, with the premise that maximizing transceiver sleep time provides minimal energy 
consumption. A paradoxical issue with sleep modes is that nodes need to have their receiver 
circuitry powered in order to be commanded to wake up. To address this, sophisticated 
synchronous and asynchronous wakeup schemes have been proposed in [4], [37], with varying 
success.  
Although many sensor networks use Carrier Sense Multiple Access (CSMA) techniques 
(including ZigBee-based systems), we have chosen a more deterministic round-robin polling 
protocol for this design, which is of lower-complexity and more suitable for the high 
determinism required in this application space. The PSM acts as a client to each sensor and the 
sensors act as servers. A strong argument for this design decision can be found in [38]. In 
addition, this method allows for a deterministic sleep/wake schedule without the problems of 
sleep/wake modes in CSMA systems, which provides additional power savings. 
For these reasons, the PSM is the centralized coordinator of all activities within the BSN. 
System wide activities occur by having the sensors and relay nodes perform a small set of simple 
tasks in a coordinated fashion. This strategy allows for sensors and relay nodes to be of low-
complexity and thus be implemented with minimal circuitry, which is advantageous for 
minimizing their size and power consumption. 
The major tasks the PSM is responsible for orchestrating are: 
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Initialization – When the nodes are first attached to the patient, initialization establishes 
everything needed to begin normal operation of the BSN. This involves establishing all point-to-
point connections and configuring system parameters to successfully begin the reliable flow of 
data from all sensors. 
 Sensor Polling – This is the primary operating mode of the BSN. It involves using poll 
requests to receive the data collected from each sensor, using as little system power as possible. 
Correction – The BSN generally is expected to operate for long periods of time in dynamic 
environments, which can change both rapidly and slowly over time. The PSM is responsible for 
modifying system parameters and polling methodologies to maintain optimal performance under 
these changing scenarios.  
These tasks are addressed in detail in the following sections.  
3.5.2 Initialization 
Initialization Requirements 
The system is considered to be initialized when the following actions have taken place. 
1. Each point to point link has been established. Establishing a link means both parties are 
in agreement on the channel they will be talking over, and the moment in time when each 
should be transmitting and receiving. Some short communication has already taken place, 
and no CRC errors have occurred during this communication. 
2. Each node has been „registered‟ with the PSM. This means the PSM knows if a particular 
node will be communicating directly with the PSM, or if it will be through one or two 
relay nodes. The exact relay nodes that are to be used must also be known.  
3. The PSM uses the registration results to determine an optimized polling schedule.  
4. Each sensor/relay receives the information it needs to synchronize its sleep/wake-up 
modes with the polling schedule. 
Once these events take place, data polling can begin.  
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3.5.2.1 Initialization Assumptions 
In order for initialization to be feasible, certain system assumptions must be made. These 
assumptions must be carried into the logistics of the sensor design and policies for distribution 
and installation of new BSNs. Assumptions are listed below. 
1. Every sensor/relay has a pre-established unique and constant node ID (UID).  
2. Every sensor/relay going into a particular BSN has a pre-established PN code, which is 
the same as that of any other sensor/relay in that BSN as well as the PSM. 
3. The PSM knows how many sensors/relays will be in its BSN, and the UIDs of these 
nodes.  
4. When first powered on, each sensor/relay node enters an “Initialization Mode”, which 
consists of the following behavior: 
a. The receive circuitry is kept powered on for the duration of Initialization. 
b. All packets are transmitted at the required power for establishing a 60o reliable 
link, as specified in the transceiver specifications.  
c. Communication initially occurs on channel 1. 
3.5.2.2 PSM Initialization Procedure 
The PSM holds a table of the node UIDs it will establish communication with. The goal of the 
initialization is for the PSM to determine what communication method (direct or relayed) it 
needs to use to reach each sensor. For example, a specific network topology is shown in Figure 
15 and the corresponding Communication Path (CP) table that the PSM needs to compile by the 





Figure 15 - Initialized System 
 
 
Node UID Path 
1 Direct 
2 Direct 
3 Relay 1 
4 Direct 
5 Relay 4 → Relay 3 
6 Relay 1 → Relay 2 
7 Relay 4 
Table 4 - Communication Path table 
 
In order to compile this table for a completely new system, a 5-step procedure is used.  
 
Step 1- The PSM sends a Beacon Packet with the first Node UID as the intended receiver. If it 
receives a Beacon Acknowledgment Packet with no CRC errors, it registers this UID as having a 
direct connection. If it receives a packet with CRC errors or no packet at all, it times out. This 




Step 2- At this point a smaller table of unregistered UIDs remains. The PSM sends a Beacon 
Packet to Relay Node 1, with the first unregistered UID as the intended recipient. Relay Node 1 
receives this packet and re-broadcasts it. If an error-free response is received by Relay Node 1, it 
forwards the acknowledgement to the PSM. If the acknowledgment arrives at the PSM with no 
CRC errors, this UID is registered as being available through Relay 1. If no acknowledgement is 
returned, the PSM times out. This same procedure is repeated for all unregistered UIDs. 
 
Step 3 – Step 2 is repeated for Relay Node 4. 
 
Step 4- At this point, a still smaller table of unregistered UIDs may remain. The method of 
Step 2 is repeated for Relay Node 2. This time the Beacon packets are forwarded using two 
relays. A three hop transmission is taking place - a first hop from PSM to Relay Node 1, a 
second from Relay Node 1 to Relay Node 2, and a third from Relay Node 2 to the sensor being 
poled. 
 
Step 5 – Step 4 is repeated for Relay Node 3 via Relay Node 4.  
After these steps, all nodes are registered. The initial communications parameters are set up to 
provide very reliable communication during this time. In the statistically unlikely event of a UID 
remaining unregistered, these steps can be repeated for that UID. After some predefined number 
of repetitions, the PSM should timeout and notify the user that some hardware error or system 
configuration problem is preventing successful initialization.  
3.5.3 Polling Schedule 
The polling schedule is generated by the PSM using the results of the sensor registration 
rounds.  The general schedule is shown in Figure 16. Note that each gray polling block consists 

















Figure 16 - Polling Schedule 
 
 
First, the PSM collects data from the sensors directly connected to it. Next, the sensors 
connected to relay node 1 are polled, followed by relay nodes 2, 4 and 3.  The width of these 
polling periods depends on the results of the number of sensors registered with each relay node. 
It should be noted that a polling operation for relay nodes 1 and 4 takes twice as long as for a 
PSM-registered sensor. Similarly, a polling operation for relay nodes 2 and 3 takes three times as 
long. For topologies where some relay nodes are not needed, these periods are simply omitted 
from the polling schedule and the system sleep time is increased.  
The polling periods are interleaved with a buffer period for the PSM and each relay node. 
These buffers are used for sensor handoffs, which occur when a sensor (possibly attached to an 
arm or a leg) moves out of the coverage area of one relay and into that of another. These buffers 
and the handoff operations will be described in the Sensor Polling Protocol section below.  
Each node in the system must be synchronized to the polling schedule. Also, to reduce sensor 
power consumption it is desirable to power off the sensor transceivers whenever they are not in 
use. For this reason, a Sleep Schedule Packet (SSP) is defined. The PSM uses this packet to 
transmit timing information to each sensor/relay. The PSM lays out the polling schedule and 
breaks it into time slots. Since each sensor/relay is running on its own internal clock and no 
master clock is available, the PSM sends all timing information relative to the time at which the 
SSP arrives. The following information is sent to each sensor/relay: 
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 The PSM polling period (TPOLLING) 
 Time slot and duration for when receive circuitry should be awake. 
 Handoff point 1( tH1): Start time and Duration 
 Handoff point 2( tH2): Start time and Duration 
 Handoff point 3( tH3): Start time and Duration  
Note that the system topology mandates that relay node 1 be powered to communicate with 
relay node 2 (and 4 powered for communication with 3). The resulting relay node transceiver 






PollingBuffer Polling Buffer PollingBuffer Sleep
Relay Node 2 Relay Node 4 Relay Node 3
PSM Tx/Rx awake
Relay Node 1 Tx/Rx
Relay Node 2 Tx/Rx
Relay Node 4 Tx/Rx
Relay Node 3 Tx/Rx
 
Figure 17 - Relay Node Sleep/Wake Schedules 
 
After receiving this information, each sensor/relay configures its timers accordingly and waits 
for the first data polling packet. After this is received, each sensor/relay enters into the sleep 
schedule it received, and synchronized sensor polling begins.  
3.5.4 Sensor Polling Protocol 
After initialization is complete, the PSM begins sending data request packets in the order 
determined at initialization.  Polling is expected to occur continuously with high reliability and 
determinism, and low latency.  Polling errors are expected to occur for one of two reasons: 
1) External Interference - The mitigation strategy for this was briefly discussed, and will be 
analyzed in more detail in Chapter 4.This Interference Defense Strategy is considered to 
be an integral part of achieving the reliable point-to-point connection. 
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2)  Sensor Motion – A sensor may move from one relay node or PSM coverage area to 
another. This is considered as part of normal operation, and is addressed via Sensor 
Handoffs, which are discussed in the following section. 
3.5.3.1 Sensor Handoff 
A typical Sensor Handoff operation will be described. As an example, a handoff of a sensor 
functioning in the PSM coverage area moving to Relay Node 4‟s coverage area will be detailed. 





















Figure 18 - Sensor Handoff 
 
When sensor polling is successfully established, each sensor powers it‟s receive circuitry for 
only the small period when it expects to be polled for data, and powers it down immediately 
afterwards, as in Figure 18, marker (A). The sensor‟s time slot is coded in green on the master 
polling schedule. This occurs indefinitely unless it fails to receive a polling request within the 
expected time window, for a pre-configured number of consecutive polling periods.  At that 
time, the sensor considers its point-to-point link to be severed, and enters into a Lost Sensor 
operating mode. Similarly, the PSM notices that it has not received data from that sensor for two 
consecutive periods, and consequently unregisters it from the existing Communication Path 
table.  At this point the behavior of the PSM towards this sensor also changes. 
44 
 
The sensor knows the start time and duration of handoff points 1-3, as communicated by the 
PSM in the initialization Sleep Schedule Packet. The sensor (now in the Lost Sensor mode) turns 
on its receive circuitry during these handoff periods (B) and listens for a polling request from the 
PSM. At this time, the PSM searches for the new location of the sensor by sending it polling 
requests during open time slots in the handoff periods, through each of the relay nodes (C1-C4), 
effectively searching for the sensor.  The PSM will be able to reach the sensor via some relay 
node. In this illustrative case the sensor is reached through relay node 4 (C4). Once this occurs, 
the sensor responds with its data and exits the Lost Sensor mode. The PSM then registers the 
sensor in this new time slot (D).  
The handoff is not yet fully complete, as the new sensor timeslot (D) is located in the Handoff 
period, which is not intended to be occupied permanently.  The sensor occupies this time slot for 
a short time, until the PSM sends a new Sleep Schedule Packet, which moves it to its new and 
permanent timeslot (E), coded in green.  This permanent timeslot resides in the Polling period of 
the relay node it is registered with. It is expected that as sensors move from their original 
locations into handoff slots, the initial relay node polling periods begin having empty time slots 
within them. It is up to the PSM to arrange mobile sensors from the handoff buffers back into the 
empty time slots.  
It is expected that normal human motion will occur at much slower rates than the complete 
polling schedule period and thus this process is designed to be seamless to the end user observing 
the collected data.  This handoff performance relative to realistic timing scenarios is explored in 
the Chapter 4.  
 
3.5.5 Packet Types and Structures 
The packets types discussed thus far will now be defined in detail.  The packets are comprised 
of two parts: a fixed size header, which is common to all packet types, and a variable size data 





 Preamble- 32 bits of data for allowing packet acquisition at the receiver (32-bits is also 
used in the IEEE 802.15.4 PHY [1] and ZigBee standard) [3], which operates in 
similar environments and in the same 2.4GHz band. 
 
 Routing Code: This field holds the Unique IDs necessary for the packet to traverse the 
BSN to its intended destination.  Upon receiving a packet, each node inspects this field 
and can determine if the packet is intended for itself or if it has to immediately 
forward the packet to another node (if configured as a relaying node).  
Assuming a maximum of 4 relay nodes, 50 sensors and 1 PSM, there may be up to 55 
Unique IDs on the BSN. Thus the UID field is 6-bits wide.  There are 4 UIDs needed 
for each packet, and thus this field will be 24-bits wide, with the structure: 
 
[Sender ID | First Relay ID | Second Relay ID | Destination ID] 
 
For 3-hop transmissions, the First Relay and Second Relay ID will be populated. For 
2-hop or 1-hop transmissions, these fields will hold zeros.  
 
 Packet Type: Given the number of existing packets types (and allowing room for feature 
enhancements), 4 bits are used to indicate the packet type allowing for 16 different types. 





Packet ID Packet Type 
0 Beacon Packet 
1 Beacon Acknowledge 
2 Sleep Schedule 
3 Data Request 
4 Data Response 
Table 5 - Packet Types 
 
 Payload Size: This field specifies the total data payload size in bits. The packet size can 
be determined from this quantity. 12 bits allows for up to 4096 bits per packet. 
The general packet structure is depicted in Figure 19. 
. 
Header Payload



























The previous chapter included a full description of the system, which is the outcome of many 
design decisions and tradeoffs that were made. In order to understand the effect that these had on 
the system‟s behavior, it is helpful to define some metrics as objective quantitative 
measurements of performance. As BSN design is a fairly new field of research, few performance 
metrics to date have gained broad acceptance or common use across different working groups. 
Some limited similarities in research goals have emerged, resulting in various relevant metrics 
which will be discussed in the sections that follow. These metrics can be loosely grouped into the 
following categories. 
 
1. System Initialization  
2. Scalability  
3. Interference Rejection  
4. Power Consumption  
5. Supporting Mobility 
4.1 Initialization 
The performance of the initialization procedure was quantified by evaluating the probability 
of initialization success, as well as the initialization procedure time duration.  A computer 
simulation was performed to evaluate an extreme scenario of 50 sensor nodes uniformly 
distributed across a patient. The initialization algorithm was modeled, and beacon packets were 
transmitted at the indicated power using the link budget from Chapter 3. The resultant SNR was 
computed as a function of the creeping angle between two sensor nodes (Eq. (4.1),(4.2)), and this 
SNR was used to estimate the bit error rate of the DQPSK reception (4.3), as was also done in 
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[22]. The bit error rate was translated to packet error rate (4.4) on each point-to-point link to 
determine when beacons would or would not be correctly acknowledged.  
 
                  (4.1) 
 
            (4.2) 
 
              (4.3) 
 
             (4.4) 
 
The output of the initialization simulation is shown in Figure 20, with each sensor color coded 
to indicate the resulting entry in the PSM‟s communication path table.  The UIDs colored in 
black will be polled directly by the PSM, the ones in blue will be polled through the blue relay 
node, the green sensors through the green relay, etc.  
In initialization step 1, the PSM sent a beacon to each sensor. As expected from the link 
budget, the receiver SNR quickly degrades for communication attempts past 60
o
. This led to 
CRC errors (or no-response timeouts) to most sensors greater than 60
o
 away from the PSM, 
which prompted the PSM to attempt to find the sensor via a relay node.  After the initialization 
steps, the simulation showed all the nodes registered. The color coded output visually indicates 
that the algorithm locates the sensors through the desired relaying path. 
 
 




The simulation also showed good results in initialization time. The initialization time is a 
random variable. For the extreme example of 50 sensors the Probability Density Function (PDF) 
is shown in Figure 21. The average and maximum instance of initialization time were 63 
milliseconds and 90 milliseconds respectively. This is quite acceptable since this operation only 
occurs once during the initial powering of the BSN.  
Note that some sensors were successfully registered at a receiver which is farther than 60
o
 
away, as with the black sensors between Relay 3 and Relay 4 that are registered at the PSM and 
not Relay 4. This happens because the sensors have some probability of successfully 
communicating beyond 60
o
. This is not a problem since the PSM initiates all polling in a Time 
Division Multiplexing (TDM) fashion so no channel contention can occur. In these cases, where 
the registered sensor is significantly farther than 60
o
 from the receiver, frequent CRC errors 
would likely result in Sensor Handoff to a closer relay node, effectively self-adjusting to a more 
reliable communication path.  
 
 





The topologies and network management procedures detailed in Chapter 3 result in an upper 
limit on the maximum data rates and maximum number of data sensors that can be supported, 
before network capacity is exceeded. There are data producers (the sensors) and data consumers 
(the PSM): the relaying and polling methods must transport the data from the sensors to the PSM 
at least as fast as the data is produced collectively by all sensors. This dictates the fundamental 
performance limit of the system.  
Figure 22 shows a conceptual diagram of a polling round on a time axis. The sensors are 
collecting data (upper half of figure) at all times, simultaneously. However, they transmit that 
data to the PSM in a time division multiplexed method (lower half of figure). Here it becomes 
clear how many sensors can be supported. The time multiplexed polling of all the sensors must 
take place in a time shorter than the polling round, or else data is produced faster than it is 





























This can be quantified as follows, where  represents each sensor and N is the total number of 
sensors: 
 
      (4.5) 
 
The sum of all the data collected in each polling round by each sensor is dependent on the 
sensor‟s data rate and its sample size in bits (ADC precision). The data reporting time for each 
sensor is dependent on the data size that was collected, the polling and packet overhead, and the 
relaying overhead which depends on the sensor location.  All of these factors combine in many 
ways, so it is difficult to quantify a single metric for “capacity”. Instead this method will be used 
with the medical example in the following chapter, and capacity utilization will be determined 
for that specific case.  
 
4.3 Interference Rejection 
4.3.1 Interference Defense Strategy 
The point-to-point link was introduced in Chapter 3, and showed that reliable communication 
is feasible at very low power for creeping angles less than 60
o
 while maintaining maximum 
DQPSK data rate when no interferers are present. The point-to-point link performance in the 
presence of interferers will now be discussed. The link budget previously described does not 
include any additional power transmitted for interference rejection. Thus, we make the worst-
case assumption that any interference in a PSM-sensor channel leads to bit errors and packet 
loss.  
The first interference simulation is shown in Figure 23 in the form of a time-frequency 
diagram, for a scenario of 1 WLAN and 1 Bluetooth interferer. The WLAN occupies a fixed 
22MHz band (black strip from 2.431-2.453GHz), and the Bluetooth device hops at 1600 hops/s 
across 1MHz channels (small black strips), in accordance with the WLAN and Bluetooth [2] 
transmission signatures. In this case the WLAN is a fixed frequency interferer and the Bluetooth 
device is an agile frequency interferer. 
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The Bluetooth hopping pattern is according to a random pseudo-noise sequence. The green 
boxes represent successful (interference-free) communication between the PSM and sensor. 
When the Bluetooth device hops into the PSM‟s channel, a packet is lost (shown in red), and the 
PSM & sensor change channels according to the pre-determined channel change pattern. The 
first channel change happens to lead right into the WLAN‟s band. This results in another lost 
packet and immediately the PSM and sensor must change channels again. After this, successful 
communication is re-established and continues until the Bluetooth device again hops into the 
PSM‟s band. The rest of the diagram follows the polling state machines described in Chapter 3.  
 
Figure 23 - Scenario 1: 1xWLAN, 1xBluetooth Interferers 
 
From this diagram it becomes clear that the fixed frequency interferer (WLAN) poses little 
problem for the PSM. On the other hand, the presence of a frequency agile interferer has 
significant impact on channel changing rates. To further explore the impact of frequency-agile 
devices, a second scenario is defined with 1 WLAN device and 3 Bluetooth devices. This is 




Figure 24 - Scenario 2: 1xWLAN, 3xBluetooth Interferers 
 
Figure 24 reveals a severe interference environment. The PSM loses many packets repeatedly 
attempting to hop into the channel occupied by the WLAN. This is depicted by the 18 red-slivers 
inside the black band. This suggests that channel statistics should be maintained in the PSM, 
with the goal of avoiding repeated hops into a channel that is most likely going to be occupied. 
The large number of lost packets due to multiple channel changes suggests that when a channel 
has a history of being unoccupied (and therefore is not occupied by a fixed frequency device 
either), it should be defended with power control and increasing error correcting coding before 
changing the channel.  
The initial link budget did not contain any margin for interference. As a result of our worst-
case assumption any interference led to a lost packet, regardless of interference severity. If under 
a severe environment transmission is modified to tolerate a single Bluetooth device in the PSM 





Figure 25 - Interference Scenario 2, With Improved Defense 
 
Figure 25 shows the same hostile interference environment as Figure 24, with a significantly 
lower channel change rate. The PSM is able to communicate effectively as long as only one 
Bluetooth device is present in its channel. If two devices are present, a packet is lost and a 
channel change occurs. Overall, the number of channel changes is significantly reduced.  
This defense strategy against agile frequency interferers is analyzed further. It is clear that in 
the second scenario allowing a single Bluetooth device in the PSM band greatly reduces channel 
change probability. However, what is the improvement if 2 or more devices are allowed? This 
question was addressed by running a parameterized simulation in which additional interference 
tolerance was explored for various interference scenarios. The result is shown in Figure 26. 
As expected, if no margin exists in the link budget for interference, the presence of a single 
frequency-agile device would have a large effect on the probability of staying in the current 
channel (blue curve). However, if the transmit power and coding parameters are modified so that 
a single frequency-agile device is tolerated in the PSM band (green curve), the probability of 
staying within the channel is greatly improved (distance between blue and green curves). 
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Improvement decreases as we increase the number of tolerated Bluetooth devices, illustrating 
that investing too much transmit power and coding gain offers limited returns.   
 
Figure 26 - Effects of Interference Margin on Channel Change Rates 
 
4.3.2 Sensor Outage Statistics 
The primary goal of the interference defense strategy is to maintain data throughput in severe 
interference environments as were explored before. However, since the PSM streams real-time 
data from sensors, another important performance metric is the statistics of packet loss. In Figure 
24, the PSM lost 8 packets in a row. This represents a period when no data is available from a 
particular sensor (outage duration), and obviously this is a scenario which should be avoided. 
Figure 27 shows the resulting PDF of the outage duration time. As expected, the PDF has the 
behavior of a Poisson distribution. It is clear from the diagram that when no interference margin 
is allowed (blue histogram) a sensor outage can last for several packets. Adding tolerance for 
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even a single interferer (red histogram) reduces the outage durations to practically a single 
packet, meaning that the PSM can practically always obtain a measurement from any sensor.  
 
 
Figure 27 - Sensor Outage Statistics 
 
 
4.4 Network Lifetime 
A primary concern in BSN design is battery life, for the reasons described in Chapter 2. This 
metric as was quantified in [39] using the concept of a “Network Lifetime”. This metric assumes 
each wireless sensor initially has a known amount of energy, and the BSN operates during some 
measureable time period until a single node completely drains its power source. At this point, 
some functionality in the network is not operational, and the time until this point is defined as the 
network lifetime. No preference is placed on the type of node that was exhausted; the only 
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concern is that some functionality is no longer available. The goal is then to maximize the 
lifetime of whichever node has the shortest lifetime.  
In research where actual systems have been prototyped [9], [37], [40] accurate energy 
consumption has been measured as a function of data packets transmitted, based on the exact 
circuitry being used. Similarly, some groups [37], [40], have implemented sophisticated 
hardware simulations to estimate energy consumption of specific systems. These approaches 
provided insightful results, but were highly dependent on component selection and 
implementation decisions. Other reported work in the literature assumed generality [20], [39], 
[41] by evaluating network lifetime ratios of one particular configuration or algorithm versus 
another. This is the method used in this Thesis. The goal is still the same: to maximize the 
network lifetime. The optimization methods should then apply to whatever hardware is 
eventually selected for prototyping, and network lifetime gains in the pre-determined ratio 
should apply.  
We define a Battery Life Improvement Ratio ( ) as the ratio of network lifetimes with and 
without relaying. This ratio is derived as follows. Consider a generalized description of the BSN 
with  relay nodes and  sensors, where the relay nodes are distributed evenly around body 
and the sensors are randomly distributed. In a reference system each sensor transmits directly to 
the PSM. In the relay topology system, the relay nodes perform relaying as previously described. 
The battery life improvement is then defined as the ratio between the energies per polling round 
required to maintain the desired BER for the largest energy consumer of the respective systems. 
This definition in based on the fact that less energy per polling round means more polling rounds 
are achievable for the same battery and thus network-lifetime is prolonged. The ratio is 
represented by Eq. (4.6), where  is the average energy requirement of the largest consumer in 
the non-relaying reference system, and  is the average energy requirement of the largest 
consumer in the relaying system.  
 
     (4.6) 
Assuming the packet transmission time is the same in both systems, and denoted by ,  




    (4.7) 
 
The two power terms in Eq. (4.7) will now be derived and compared. In both cases the 
location of the Ns sensors is specified solely by the creeping angle distance to a reference point 
(the PSM) and is denoted as  for sensor . These locations will vary greatly by application. To 
keep analysis as inclusive as possible, it is assumed that the sensors are randomly distributed 
around the body. Note that the analysis is symmetrical when transmitting either clockwise or 
counter-clockwise to/from the PSM, and thus for simplicity only one side of the system is 
modeled without losing generality. To preserve power, relaying should be performed in the 
direction closest to the PSM. We define  as a continuous uniformly distributed random 
variable in the range . The position of each randomly placed sensor can then be modeled 
with the Cumulative Distribution Function (CDF) described by Eq. (4.8).  
 
   (4.8) 
 
First, the non-relayed system will be considered. The largest energy consumer will simply be 
the sensor that is located farthest away from the PSM. Since the sensors are randomly 
distributed, the position of the furthest sensor will be another random variable , defined by 
the order statistics of  [42]. The expected value of the position of the farthest sensor for  
sensors is then given by: 
 
      (4.9) 
 




  (4.10) 
 
Next, the relaying system is considered. Relay nodes deployed as shown in Figure 14 have to 
transmit over an angle which is farther than any sensor nodes. In addition, relaying nodes 
participate in relaying of data from any other sensor located farther away from the PSM. It 
follows that the relaying node closest to the PSM would spend more energy than any sensor 
being polled or other relay nodes (further away from the PSM) and would thus be the largest 
energy consumer in the network. For  relay nodes uniformly covering the entire body, the 
creeping angle between the PSM and the closest relay node is denoted by  and given in Eq. 
(4.11). 
 
     (4.11) 
 
The average energy required at the relay node (closest to the PSM) per polling round is then a 
product of three terms: the power required to transmit from this location  to the PSM, the 
packet transmission time , and the average number of sensors that this node has to relay for. 
Average energy is then explicitly written in Eq. (4.12). Note that the power quantities had to be 
converted from dBm to mW to multiply by the packet time.  
 
   (4.12) 
 
It is should be noted that  was divided by 2 since only one side of the system is considered. 
Since power and not energy is the desired quantity: 
 
  (4.13) 
 
The Battery Life Improvement Ratio is then given by using (4.10) and (4.13) in (4.7), 





  (4.14) 
 
The battery life improvement ratio ( ) is shown in Figure 28 for systems with full coverage 
using 2-8 relay nodes and 1-20 sensor nodes. The improvement in battery life increases with the 








 for 2,4,6 and 8 
relaying nodes respectively. The incremental improvement decreases as the number of relaying 
nodes increases. These dramatic improvements are due to the very large signal attenuation that 
occurs when a node needs to transmit over a creeping angle greater than 60
O
. In a non-relaying 
system, the transmitters in that scenario have no alternative but to either raise their transmit 
power or coding gain (both of which increase transmission energy) to overcome this 100 dB loss, 
or concede to the poor channel conditions and operate with a significantly increased BER. When 
a BSN application requires a guaranteed minimum BER regardless of node position, relay nodes 
provide this capability without resorting to prohibitive transmission power that reduces battery 





Figure 28 - Battery Life Improvement Ratio 
 
4.5 Energy-Per-Bit 
Another common design goal in BSNs is the reduction of the average energy-per-bit, which 
provides a measure of how efficiently the system transmits its data. This metric has been 
quantified in [20], [10], [12], [43]. Energy-per-bit is somewhat different from network-lifetime in 
that the latter quantifies how long the system will be operational regardless of total power being 
used. Energy-per-bit is important when attempting to reduce the total component cost of a 
system, or the total weight of the system.  
Energy-per-bit is computed by summing the total energy required to transmit a bit from the 
source (sensor) to its sink (PSM), through all the nodes that participate in the transmission of that 
bit. We evaluate this energy for both the relaying and non-relaying scenarios as before. We 
define this ratio as the Energy per Bit Improvement Ratio ( .  is shown in Eq. (4.15), 
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where  and  denote the average energy-per-bit for the non-relaying and relaying 
systems respectively. The transmission time for one bit is noted as . 
 
                                      (4.15) 
In the non-relaying case, the average total power used for transmission is equal to the average 
power used by the transmitting sensor. It is straight forward to show that the average power is the 
power for the average angular distance as shown in Eq. (4.16). 
 
    (4.16) 
 
The average energy is then given by: 
 
                 (4.17) 
 
In the relaying case, the total energy is equal to the sum of the transmit energies used for each 
hop required to get the data from the sensor to PSM. In general, note that there are  
regions on the body within the coverage area of a relay sensor or the PSM. Due to symmetry, we 
simplify analysis by considering only one side of the body corresponding to  regions. 
The average transmit power for the first hop, i.e.- from a sensor to that sensor‟s receiver (relay 
node or PSM) is 
 
    (4.18) 
 
After the first hop, the message must be relayed from relay node to relay node, and the 
distance of each of these is . Thus the power for each one of those remaining transmissions is  
 




For uniformly distributed sensors, there is equal probability for a sensor to reside in any 
region given by . The total probability theorem allows us to consider the total 
energy for each of these cases and combine them to get an average energy-per-bit. This is 
derived below. 
 
           (4.20) 
 
Using equations (4.17) and (4.20) in (4.15) gives the average energy-per-bit improvement in 
the relayed system over the non-relayed system, shown in Eq. (4.21). Note that  in this case 
does depends on . 
 
 
           (4.21) 
 
The energy-per-bit improvement ratio ( ) is shown in Figure 29. This quantity is 
independent of the number of sensor nodes, and is thus plotted with respect to the number of 
relay nodes. The performance gains are 2, 116, 828 and 2567 for 2, 4, 6 and 8 relay nodes 
respectively. The gain increases as the number of relaying nodes is increased, but the incremental 
gain is decreasing and settles just below 2x10
4
. These dramatic improvements are due to the 
same reasons described for the network lifetime improvement. Even though multiple 
transmissions are required with relaying, they are of much lower power compared to the non-




Figure 29 - Energy-per-bit Improvement Ratio 
 
4.6 Mobility 
The Sensor Handoff process described in Chapter 3 allows the system to re-register sensors 
with different relay nodes in the case of moving sensors (i.e.- those mounted to the arms or legs). 
Attempts to create a generalized framework to objectively measure the performance of this 
feature were unsuccesful. The problem quickly becomes untractable when different data rates, 
relaying topologies, and sensor numbers are considered.  
Instead, the performance of this feature was simulated and analyzed in a particular medical 





Application Example: Wireless ECG 
5.1 ECG: Background 
The application of the BSN platform to a real-world medical scenario is now analyzed. The 
Electrocardiogram (ECG) [44] is a measurement of the electrical activity of the heart over time, 
captured and externally recorded as measured by skin electrodes. The signals indicate the overall 
rhythm of the heart and weaknesses in different parts of the heart muscle. This technique is the 
best way to measure and diagnose abnormal rhythms of the heart [44], and is commonly used in 
hospitals all over the world. It is also used in sports and military environments for advanced 
diagnostics of healthy individuals. 
In recent years, the research community has been active in pursuit of technologies for a 
“Wireless ECG” where patients are no longer required to be attached to a large stationary device 
while their ECG signals are monitored. Many systems have been proposed to accomplish this 
feat, with varying goals and approaches [5], [6], [27]-[29], [30], [32], [33], [35], [36], [38], [45]-
[49], [50]-[52].  
Wireless ECG monitoring can be done using 3, 4, 5 or 10 sensors, providing increasingly 
detailed information to cardiologists. Wireless ECG systems may be loosely grouped into two 
categories: those with wired sensors and those with wireless sensors. The first group of systems 
[27], [32]-[35],[45],[47], [49] use physical wires to connect all sensors to a central PDA-sized 
device, which then transmits the data wirelessly to a monitoring station. These systems free the 
patient from being tethered to bulky equipment, but still contain wires and thus limit motion. The 
second group [5], [6], [28], [29], [30], [36] integrate wireless transceivers within sensors to 
eliminate all wires. The latter holds the promise of greater patient comfort and less restricted 
motion as long as the sensors can be miniaturized small enough to be worn comfortably. 
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5.2 ECG: System Description 
As described in Chapter 3, we propose a system with a centralized network architecture 
comprising one master hub PSM as the listening device and multiple sensor nodes acting as 
slaves. The PSM could be kept in a shirt pocket, mounted to a belt, or carried in an otherwise 
comfortable location. The sensor nodes on the other hand, are spread about the surface of the 
body as required by the ECG application. The PSM polls each sensor for data and the sensors 
respond by transmitting their data. A polling round constitutes polling all sensors for data. The 
PSM is then the gateway that can combine and forward all data collected from the sensors to a 
designated caregiver or information system. This can be done using a cellular, WiFi or WiMax 
link. 
The wired connections for a traditional 12-lead ECG are shown in Figure 30a. The sensor 
locations are universal and each location has a specific function. Although the technique is called 
“12-lead”, there are only 10 sensors, as the voltage difference between pairs of sensors is used to 
create additional data of interest to cardiologists.  The suggested position of relay nodes and the 
PSM are illustrated in Figure 30b. In accordance with the configuration rules previously 
described, two relay nodes would be required for reliable coverage of all sensors. Since ECG 
works by measuring potential differences from one point to another, it is assumed that all nodes 
are attached to a shirt made of conductive fabric which acts as common ground potential in a 
way similar to that described in [48]. Two relay nodes (spaced at 60
o 
intervals) are used for 
reliable coverage of all sensors at very low transmission power. 
In this 12-lead ECG each sensor samples its signal at up to 300 [samples/sec] using an Analog 
to Digital converter (ADC) width of 16 [bits/sample]. This means that each sensor generates a 
data rate of 4.8kbps. Assuming an overhead of 25% due to short polling requests from the PSM 








Figure 30 - a) Traditional ECG. b) Suggested wireless network topology. 
 
The performance metrics mentioned previously will now be re-visited as they apply to this 
particular application of the versatile BSN system.  
5.3 ECG: Initialization  
The system initialization simulation described in Chapter 4 was run for this topology 
accounting for the sensor number and placement of the ECG leads. The results are shown in 
Figure 31. This system initialization is much faster and deterministic than the generalized 
initialization method which was analyzed earlier, due to having only two relay nodes and fixed, 
known positions for the sensors.  In order to simulate the initialization time as a random variable, 
the positions of the arms and legs were randomized. For example, the position of the left arm 
was randomized to be somewhere within ±45
o
 from their center position (drawn in Figure 30). 
Similarly, the leg positions were randomized to be within ±30
o 
from their center position. The 
simulation showed different registration results based on these positions, for example node 10 
was sometimes initially registered to relay 1 and in other instances to relay 2. These different 
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results led to differences in the initialization time.  The simulation showed the system to initialize 
in less than 8ms 99% of the time, and 11ms 100% of the time.  
 
 
Figure 31 - CDF of ECG Initialization Time 
 
The initialization procedure consistently produced the same Communication Path table. The 
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Figure 32 - ECG Polling Schedule 
5.4 ECG: System Capacity 
The system capacity of the ECG application is now considered. Using the method from 
Chapter 4 to analyze the BSN traffic for the ECG scenario, the percent utilization of the total 
system capacity is computed as follows. 
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First, the amount of data collected by each sensor per polling round is computed. Given the 
application, a suitable polling round period (TPOLLING) is chosen to be 10ms.  This means each 
sensor collects the following amount of ECG data during each polling round ( :  
   
     (5.1) 
 
         (5.2) 
 
Next, the amount of time needed to transmit that data to the PSM is computed. The data 
packet structure imposes an additional 72 bits for the header, and the customary 8 bits for the 
CRC field. Thus the total Data Response Packet size is 128 bits.  
The time required to transmit a direct Data Request Packet (80 bits) and the following Data 
Response Packet (128 bits) at the transceiver bit rates (645 kbps) is  322 μseconds. This 
transaction will take 2 and 3 times as long for 2 and 3-hop transmissions, respectively. 
Given the calculations above, and allowing for two handoff timeslots in each buffer, the 
timing of the polling schedule is shown in Figure 33. The % utilization is then calculated below 
as the ratio of the time spent actively polling in each round (TACTIVE), to the overall polling 
period (TPOLLING). This provides a measure of how close the system utilization is to its maximum 
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TSLEEP = 1.96msTACTIVE = 8.04 ms
 





            (5.3) 
 
Note that utilization is mostly affected by packet header size compared to overall packet size. 
Utilization can be decreased (capacity increased) by increasing the amount of data per packet so 
that the packet header imposes less overhead on transmission. This capacity increase could be 
achieved by increasing the polling period (for example to 100ms), which would come at the 
expense of signal acquisition latency. This tradeoff should be optimized for a given 
implementation. 
5.5 ECG: Polling Protocol 
The performance of the polling protocol with a mobile bearer will now be analyzed. The 
sensor handoffs described in Chapter 3 were simulated for the ECG scenario. In order to simulate 
extreme sensor motion, a scenario of an athletic user in the act of running was considered. The 
sensor positions were calculated as a function of time as shown in Figure 34, with the center of 
the torso assigned the reference angle of 0
o
. During this motion, it was assumed that the torso 
mounted sensors would remain stationary and that the arm or leg mounted sensors would 






Figure 34 - Sensor Position vs. Time, ECG w/Running Motion 
 
The Sensor Polling performance was then simulated using the sensor positions, the transceiver 
packet error rate equations (4.1-4.4) as a function of the time-varying transmission creeping 
angles, the BSN polling schedules and the handoff algorithms. The simulation output is shown in 
Figure 35. This figure shows the polling schedule on a horizontal axis, repeated for multiple 
polling rounds in the downward vertical direction.  
The simulation provided great insight, showing the packet CRC errors increase enough to 
cause sensor handoffs only in the arm-mounted sensors. The motion in the legs was not 
significant enough to cause a drop in packet CRC errors, and thus these sensors remained 
registered with the same node they were initialized with. However, if the leg sensors needed to 
be handed off, additional margin in the handoff buffers was available.  
The arm-mounted sensors are colored in red and blue. The handoffs are marked with the blue 
and red arrows. The arm sensor closest to the PSM (red, sensor #1) was handed off to Relay 
Node 1 for only the upper crest of the sinusoid of Figure 34. The arm-mounted sensor further 
from the PSM (blue, sensor #10), was initially registered to Relay Node 2. This sensor was 
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handed off more often, establishing links with the PSM and all relay nodes during its motion. 
The PSM‟s handoff algorithm produced polling schedules with a distinctive periodic pattern 
repeating every 25 polling rounds. This is due to the time-varying positions of the sensors being 
simulated as 4 Hz sinusoids, which is 25 times slower than the polling frequency (1/10ms = 
100Hz). It is clear from this output that the system is quite capable of handling the extreme 
motion produced by a bearer running at 4 strides per second while wearing the wireless ECG 
system. In actuality, normal BSN operating conditions would be much less erratic than a user 
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Figure 35 - ECG System, Sensor Handoff Simulation 
 
5.6 ECG: Network Lifetime 
The battery life improvement due to the use of relaying will now be considered for the ECG 
example. The metric used to quantify this improvement in Chapter 4 was the ratio of the 
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Network Lifetime for relayed systems to non-relayed systems. Previously this metric was 
discussed for the general case of  sensors and  relay nodes, where the sensor positions were 
treated as a uniformly distributed random variable. This method served as a way to provide 
performance estimates with extensive generality to many different possible applications. Now 
that the BSN has been customized for a single application, it is interesting what battery life 
metrics result. Thus, a simulation was performed in an attempt to establish the network lifetime 
gain of a relayed wireless ECG system in comparison to a non-relayed one.  
The simulation modeled the previously described wireless ECG system in terms of the 
number of sensors and relay nodes as well as their suggested positions. Each node (sensors and 
relay nodes) was given a nominal quantity of energy, representing a fully charged battery. Then, 
polling rounds were iterated, where each node had to transmit as it normally would to keep the 
BSN functioning. For each round, each node‟s battery energy was decremented by the amount of 
power it needed to use for that given round, according to the creeping angle as in Eq.(3.14).  
Nodes which had to transmit multiple packets per polling round (i.e. heavily used relay nodes) 
would expend more energy than those transmitting fewer packets (i.e.- individual sensors, or 
lightly used relay nodes). Also, devices close to their receivers would transmit with less power 
than those with farther distances to transmit. The polling rounds continued until some device 
exhausted its power source. The number of polling rounds it took to reach this point was 
recorded as the Network Lifetime.  
This simulation was repeated for two scenarios: A static scenario representing a stationary 
patient, where each sensor location is constant, and an extreme dynamic scenario, where each 
arm and leg mounted sensor location is changing completely randomly on every polling round, 
representing a very rapidly moving patient. These scenarios represent upper and lower bounds to 
real world cases. A patient would be near the static case only while sleeping or being very still, 
and could probably never be mobile enough to achieve the situation modeled as the dynamic 
case. Thus, with normal motion the expected network lifetime will be somewhere between these 




















Conclusions and Future Work 
A communications platform was designed for Body Sensor Network applications operating in 
the unlicensed 2.4GHz band. The design is the first to use relaying of creeping waves for 
reducing power consumption. Other novelties include interference mitigation using frequency 
agility algorithms and supporting mobility through sensor handoffs. The design solves many 
problems of existing systems. The key features that make it attractive when compared to off the 
shelf solutions are: low complexity sensor transceivers, very low power consumption and robust 
total body coverage at 645kbps. 
The design was evaluated both analytically and in simulation by comparing its performance to 
a reference system without relaying. Dramatic gains in network-lifetime (battery-life) and 
energy-per-bit were demonstrated. The improvement in network lifetime increases with the 








 for 2,4,6 and 8 
relaying nodes respectively. The energy-per-bit is shown to decrease by 2, 116, 828 and 2567 for 
2, 4, 6 and 8 relay nodes respectively. These dramatic gains are a significant step towards 
implementing reliable body sensor networks with ultra-low power consumption. Although the 
focus of this paper was on the 2.4GHz band, the design approach is equally applicable to other 
frequency bands. 
This Thesis has taken a nebulous design concept and elaborated it to a fully realized 
functional specification, during which analysis and simulation proved crucial in many design 
decisions. The next logical step for this system is to build system prototypes.  
Some of the findings of this research work were submitted to the 2010 Int‟l Conference on 
Body Sensor Networks (BSN 2010) to be held in Biopolis, Singapore, and also to the 
ACM/Springer Trans. on Mobile Networks & Applications – Special Issue on Ubiquitous Body 
Sensor Networks. More details on these documents can be found in the Publications section at 
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