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Abstract
In this paper we study the branching problems for Hecke algebra
H(Dn) of type Dn. We explicitly describe the decompositions of the socle
of the restriction of each irreducible H(Dn)-representation to H(Dn−1)
into irreducible modules by using the corresponding results for type B
Hecke algebras. In particular, we show that any such restrictions are
always multiplicity free.
1 Preliminaries
Let W (Bn) be the Weyl group of type Bn. It is a finite group with generators
{s0, s1, · · · , sn−1} and relations
s2i = 1, for 0 ≤ i ≤ n− 1,
s0s1s0s1 = s1s0s1s0,
sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 2,
sisj = sjsi, for 0 ≤ i < j − 1 ≤ n− 2.
Let u := s0s1s0. The subgroup of W (Bn) generated by {u, s1, · · · , sn−1} is a
Weyl group of type Dn. We denote it by W (Dn). It has a presentation with
generators {u, s1, · · · , sn−1} and relations
u2 = 1 = s2i , for 1 ≤ i ≤ n− 1,
us2u = s2us2, sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 2,
us1 = s1u, usi = siu, for 3 ≤ i ≤ n− 1,
sisj = sjsi, for 1 ≤ i < j − 1 ≤ n− 2.
∗Research support by Alexander von Humboldt Foundation, National Natural Science
Foundation of China (Project 10401005) and 21st Century COE program. Part of the work
was done while the author was visiting the Research Institute for Mathematical Science at
Kyoto University. The author thanks the hospitality of RIMS during the writing of this paper.
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Let Sn be the symmetric group on n letters. It is well-known that W (Bn) ∼=
(Z/2Z)n ⋊ Sn, W (Dn) ∼= (Z/2Z)n−1 ⋊ Sn, and the subgroup generated by
s1, s2, · · · , sn−1 (respectively u, s2, · · · , sn−1) can be identified with the sym-
metric group Sn.
Let K be a field. Throughout this paper we assume that charK 6= 2. Let
q,Q be two invertible elements in K. There is a Hecke algebra Hq,Q(Bn) with
parameters q,Q associated to W (Bn) (see [9]). In this paper we will only be
concerned with the special case where Q = 1, i.e., H(Bn) := Hq,1(Bn). By
definition, H(Bn) is an associative algebra with generators T0, T1, · · · , Tn−1 and
relations
T 20 = 1, (Ti + 1)(Ti − q) = 0, for 1 ≤ i ≤ n− 1,
T0T1T0T1 = T1T0T1T0,
TiTi+1Ti = Ti+1TiTi+1, for 1 ≤ i ≤ n− 2,
TiTj = TjTi, for 0 ≤ i < j − 1 ≤ n− 2.
Let Tu := T0T1T0. The subalgebra of H(Bn) generated by {Tu, T1, · · · , Tn−1}
is isomorphic to a Hecke algebra of type Dn, i.e., the Hecke algebra associated
to the Weyl group W (Dn). We denote it by H(Dn). It has a presentation with
generators {Tu, T1, · · · , Tn−1} and relations
(Tu + 1)(Tu − q) = 0, (Ti + 1)(Ti − q) = 0, for 1 ≤ i ≤ n− 1,
TuT2Tu = T2TuT2, TiTi+1Ti = Ti+1TiTi+1, for 1 ≤ i ≤ n− 2,
TuT1 = T1Tu, TuTi = TiTu, for 3 ≤ i ≤ n− 1,
TiTj = TjTi, for 1 ≤ i < j − 1 ≤ n− 2,
By [10], H(Bn) is a cellular algebra in the sense of [16]. For each bipartition
λ = (λ(1), λ(2)) of n, there is a Specht module S˜λ, and a naturally defined bilinear
form on S˜λ. Let D˜λ be the quotient of S˜λ modulo the radical of that form. We
have that
Lemma 1.1 ([10]) 1) Every simple H(Bn) module is a composition factor of
some S˜λ. When H(Bn) is semi-simple, each S˜λ is absolutely irreducible and
they form a complete set of pairwise non-isomorphic simple H(Bn)-modules.
2) If D˜µ 6= 0 is a composition factor of S˜λ then λ D µ, and every composition
factor of S˜λ is isomorphic to some D˜µ with λ D µ, where D is the dominance
order defined in [10]. If D˜λ 6= 0 then the composition multiplicity of D˜λ in S˜λ
is one.
3) The set
{
D˜λ
∣∣∣ λ is a bipartition of n and D˜λ 6= 0} forms a complete set
of pairwise non-isomorphic simple H(Bn)-modules.
4) H(Bn) is semi-simple if and only if 2
(∏n−1
i=1
(
1 + qi
))(∏n
i=1
(
1 + q +
q2 + · · ·+ qi−1)) 6= 0. In that case, it is also split semi-simple.
Let τ be the involutive K-algebra automorphism of H(Bn) which is defined
on generators by τ(T1) = T0T1T0, τ(Ti) = Ti, ∀ i 6= 1. Then τ maps H(Dn)
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isomorphically onto H(Dn). Let σ be the involutive K-algebra automorphism
of H(Bn) which is defined on generators by σ(T0) = −T0, σ(Ti) = Ti, ∀ i 6= 0.
Then σ ↓H(Dn)= id. Let P˜n be the set of all the bipartitions of n.
Definition 1.2 For each λ = (λ(1), λ(2)) ∈ P˜n, we define λ̂ = (λ(2), λ(1)) ∈ P˜n.
Let Pn :=
{
λ ∈ P˜n
∣∣ D˜λ 6= 0}. There is an involution H defined on Pn such
that
(
D˜λ
)σ ∼= D˜H(λ) for any λ ∈ Pn. In particular, D˜λ↓H(Dn)∼= D˜H(λ)↓H(Dn).
We define an equivalence relation on Pn by λ ≈ µ if and only if µ = H(λ). By
the results in [29], [19], [20] and [21], we have that
Lemma 1.3 ([19]) Suppose that charK 6= 2 and H(Dn) is split over K. If
λ 6= H(λ), then D˜λ↓H(Dn) is irreducible; if λ = H(λ), then D˜λ↓H(Dn) splits into
a direct sum of two H(Dn)-submodules, say Dλ+ and Dλ−. Moreover, the set{
D˜λ↓H(Dn)
∣∣∣ λ ∈ Pn/≈, λ 6= H(λ)}⋃{Dλ+, Dλ− ∣∣∣ λ ∈ Pn/≈, λ = H(λ)}
forms a complete set of pairwise non-isomorphic irreducible H(Dn)-modules.
Let e > 1 be a fixed integer. Let λ be a bipartition of n. For each node
γ = (i, j) of λ, we define the residue of γ to be j− i+eZ ∈ Z/eZ. Then we have
the notion of e-good (removable) nodes of λ (see [4] and [20]). For each integer
m ∈ N, the set Km of Kleshchev bipartitions of m with respect to ( e
√
1; 1,−1)
is defined inductively by
(1) K0 :=
{
∅ := (∅, ∅)};
(2) Km :=
{
λ ∈ P˜m
∣∣∣ λ is obtained from some µ ∈ Km−1 by
adding an e-good node
}
.
The Kleshchev’s good lattice with respect to ( e
√
1; 1,−1) is the infinite graph
whose vertices are the Kleshchev bipartitions with respect to ( e
√
1; 1,−1) and
whose arrows are given by
µ
x→ λ ⇐⇒ λ is obtained from µ by adding an e-good x-node.
By a result of S. Ariki (see [2]), Pn = Kn when e is the smallest positive integer
satisfying 1 + q + q2 + · · ·+ qe−1 = 0.
Lemma 1.4 ([29], [19], [20], [21]) 1) If 2
∏n−1
i=1
(
1 + qi
) 6= 0 in K, then H(Dn)
is split over K. In this case, for each λ = (λ(1), λ(2)) ∈ Pn, we have that
H(λ) = λ̂. In particular, D˜λ↓H(Dn)∼= D˜λ̂↓H(Dn),
2) If
∏n−1
i=1
(
1 + qi
)
= 0, charK 6= 2 and H(Dn) is split over K, then q is
a primitive 2l-th root of unity in K for some integer 1 ≤ l < n. In this case, H
can be described as follows: if λ ∈ Pn is a Kleshchev bipartition with respect to
( 2l
√
1; 1,−1), and
∅ i1−→ · i2−→ · · · · in−→ λ,
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is a path from ∅ := (∅, ∅) to λ in Kleshchev’s good lattice with respect to
( 2l
√
1; 1,−1). Then, the sequence
∅ i1+l−→ · i2+l−→ · · · · in+l−→ H(λ),
also defines a path in Kleshchev’s good lattice with respect to ( 2l
√
1; 1,−1), and
it connects ∅ to H(λ).1
3) If charK 6= 2, then H(Dn) is semi-simple if and only if
(n−1∏
i=1
(
1 + qi
))( n∏
i=1
(
1 + q + q2 + · · ·+ qi−1)) 6= 0.
In that case, it is also split semi-simple.
In this paper, we shall give the modular branching rule for H(Dn). That
is, for each irreducible H(Dn)-module D, we describe soc
(
D↓H(Dn−1)
)
. The
discussion will be divided into two cases: the case where 2
∏n−1
i=1
(
1+qi
) 6= 0 and
the case where
∏n−1
i=1
(
1+qi
)
= 0 and 2 ·1K 6= 0. The main results are presented
in Theorem 2.5, Theorem 2.6, Corollary 2.8, Theorem 3.7, Theorem 3.9 and
Corollary 3.11. It turns out that our situation here bears much resemblance to
the situation of representations of the alternating group An (which is a normal
subgroup in Sn of index 2), see [7], [13], [26] and [20], and our results are largely
motivated by those in [6], where the branching rules for the representations of
the alternating groups were deduced.
Finally, in the appendix of this paper, we include a proof (which is essentially
due to Professor S. Ariki) of the fact that the involution H is independent of
the base field K as long as charK 6= 2 and H(Dn) is split over K.
2 The case where 2
∏n−1
i=1
(
1 + qi
) 6= 0
Let λ be a bipartition, [λ] be its Young diagram. To simplify notation, we shall
identify λ with [λ]. Recall that a removable node is a node of the boundary of
[λ] which can be removed, while an addable node is a concave corner on the rim
of [λ] where a node can be added. Throughout this section, we shall assume
that 2
∏n−1
i=1
(
1 + qi
) 6= 0 in K. In particular, Lemma 1.4(1) applies to both the
Hecke algebra H(Dn) and the Hecke algebra H(Dn−1).
Let l be the smallest positive integer a such that 1+q+q2+ · · ·+qa−1 = 0. If
such an integer does not exist, then we set l =∞. A partition λ = (λ1, λ2, · · · )
is said to be l-restricted if λi − λi+1 < l for all i.
1This result was proved in [20] only in the case where K = C. For more general K, see
appendix of this paper.
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Lemma 2.1 ([9], [11]) Suppose that 2
∏n−1
i=1
(
1 + qi
) 6= 0 in K. Then
1) for each bipartition λ = (λ(1), λ(2)) of n, we have that λ ∈ Pn if and only
if both λ(1) and λ(2) are l-restricted.
2) for each bipartition λ ∈ Pn, soc
(
D˜λ↓H(Bn−1)
) ∼=⊕µ→λ D˜µ, where µ→ λ
means that µ is a bipartition of n−1 such that the Young diagram [µ] is obtained
from the Young diagram [λ] by removing an l-good node.
Note that in this case the Kleshchev’s good lattice with respect to ( l
√
1; 1,−1)
is well-understandood. Namely, for any Kleshchev bipartition λ, a removable
node γ is an l-good node of the bipartition λ if and only if γ is an l-good node
of the partition λ(1) or of the partition λ(2). Here the notion of l-good nodes of
partitions is defined in a similar way as l-good nodes of bipartitions, see [24],
[26] and [4] for details.
We want to describe the decomposition of the socle of D↓H(Dn−1) into irre-
ducible modules for each irreducible H(Dn)-module D. For each bipartition λ
and each removable node A of [λ], we shall denote by λ \A the Young diagram
(or equivalently, bipartition) obtained by removing the node A from [λ].
Definition 2.2 Let λ ∈ Pn. Suppose that λ has an l-good node A such that
λ \A = ̂(λ \A) = λ̂ \A′
for some removable node A′ in λ̂. Then in this case the node A′ is uniquely
determined by A and is also an l-good node of λ̂. We say that λ is almost
symmetric and A′ is the conjugate node of A.
Example 2.3 Suppose that n = 5, l = ∞. λ = ((2, 1), (12)), µ = ((2), (13))
are two bipartitions of 5. Let A be the node which is in the first row and the
second column of the first component of λ. Then λ is almost symmetric with
λ \A = ̂(λ \A), but µ is not almost symmetric.
Lemma 2.4 Let λ = (λ(1), λ(2)) be a bipartition of n. Suppose that λ is almost
symmetric with λ \A = ̂(λ \A) for some removable node A of λ. Then for any
pairs of removable nodes B,C of λ satisfying C 6= A, we have that λ \ B 6=
̂(λ \ C). In particular, for any removable nodes C of λ satisfying C 6= A, we
have that
λ \ C 6= ̂(λ \ C).
Proof: This is obvious. 
Theorem 2.5 Let λ ∈ Pn. Suppose that λ is almost symmetric with λ \ A =
̂(λ \A) for some l-good node A of λ. Then λ 6= λ̂ and
soc
(
D˜λ↓H(Dn−1)
) ∼= Dλ\A+ ⊕Dλ\A− ⊕ ⊕
C∈[λ], C 6=A
C is l-good
D˜λ\C↓H(Dn−1) .
In particular, soc
(
D˜λ↓H(Dn−1)
)
is multiplicity free.
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Proof: This follows directly from Lemma 1.3, Lemma 1.4, Lemma 2.1, Lemma
2.4 and the fact that
soc
(
D˜λ↓H(Dn−1)
)
=
{
soc
(
D˜λ↓H(Bn−1)
)}
↓H(Dn−1) . (2.5.1)
We have to prove (2.5.1). It is clear that
soc
(
D˜λ↓H(Dn−1)
)
⊇
{
soc
(
D˜λ↓H(Bn−1)
)}
↓H(Dn−1) .
It suffices to show that
dim soc
(
D˜λ↓H(Dn−1)
)
≤ dim
{
soc
(
D˜λ↓H(Bn−1)
)}
↓H(Dn−1) .
Since every simple H(Dn−1)-module occurs as a direct summand of D˜µ↓H(Dn−1)
for some µ ∈ Pn−1, we divide the proof into two cases:
Case 1. Let µ ∈ Pn−1 be such that µ 6= µ̂ and
HomH(Dn−1)
(
D˜µ↓H(Dn−1), D˜λ↓H(Dn−1)
)
6= 0.
Then by Frobenius Reciprocity ([8, (11.13)]),
HomH(Dn−1)
(
D˜µ↓H(Dn−1),
{
soc
(
D˜λ↓H(Bn−1)
)}
↓H(Dn−1)
)
∼= HomH(Bn−1)
((
D˜µ↓H(Dn−1)
)↑H(Bn−1), soc(D˜λ↓H(Bn−1))
)
∼= HomH(Bn−1)
(
D˜µ ⊕ (D˜µ)σ, soc(D˜λ↓H(Bn−1))
)
∼= HomH(Bn−1)
(
D˜µ ⊕ (D˜µ)σ, D˜λ↓H(Bn−1))
∼= HomH(Bn−1)
((
D˜µ↓H(Dn−1)
)↑H(Bn−1), D˜λ↓H(Bn−1))
∼= HomH(Dn−1)
(
D˜µ↓H(Dn−1), D˜λ↓H(Dn−1)
)
,
as required.
Case 2. Let µ ∈ Pn−1 be such that µ = µ̂ and
HomH(Dn−1)
(
Dµ+, D˜
λ↓H(Dn−1)
)
6= 0.
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Then by Frobenius Reciprocity ([8, (11.13)]),
HomH(Dn−1)
(
Dµ+,
{
soc
(
D˜λ↓H(Bn−1)
)}
↓H(Dn−1)
)
∼= HomH(Bn−1)
(
Dµ+↑H(Bn−1), soc
(
D˜λ↓H(Bn−1)
))
∼= HomH(Bn−1)
(
D˜µ, soc
(
D˜λ↓H(Bn−1)
))
∼= HomH(Bn−1)
(
D˜µ, D˜λ↓H(Bn−1)
)
∼= HomH(Bn−1)
(
Dµ+↑H(Bn−1), D˜λ↓H(Bn−1)
)
∼= HomH(Dn−1)
(
Dµ+, D˜
λ↓H(Dn−1)
)
,
as required. This completes the proof of (2.5.1). 
Let λ ∈ Pn. Suppose that λ 6= λ̂ and λ is not almost symmetric. We claim
that for any two l-good nodes B,C of λ, λ\B 6= ̂(λ \ C). In fact, it is enough to
show that if B 6= C, then λ\B 6= ̂(λ \ C). Otherwise, if B,C both lie in the same
component of λ, say, λ(1), then we have that λ(1) \B = λ(2) = λ(1) \C, which is
impossible; while if B,C lie in different components of λ, say, B ∈ λ(1), C ∈ λ(2),
then λ \ B = ̂(λ \ C) implies that λ(1) = λ(2), which is again impossible. This
proves our claim. It follows from this and Lemma 1.3 and Lemma 1.4 and
Lemma 2.1 and (2.5.1) that
Theorem 2.6 Let λ ∈ Pn. Suppose that λ 6= λ̂ and λ is not almost symmetric.
Then
soc
(
D˜λ↓H(Dn−1)
) ∼= ⊕
C∈[λ]
C is l-good
D˜λ\C↓H(Dn−1) .
In particular, soc
(
D˜λ↓H(Dn−1)
)
is multiplicity free.
Let λ ∈ Pn. Now suppose that λ = λ̂. It remains to describe the de-
compositions of the socle of Dλ+↓H(Dn−1) and of Dλ−↓H(Dn−1) into irreducible
H(Dn−1)-modules.
Theorem 2.7 Let λ ∈ Pn be such that λ = λ̂. Then there is a H(Dn−1)-module
isomorphism
soc
(
Dλ+↓H(Dn−1)
) ∼= soc(Dλ−↓H(Dn−1)).
Proof: By assumption n is even. Hence n − 1 is odd. In particular, for any
bipartition µ ∈ Pn−1, µ 6= µ̂. By [21, Corollary 2.4], D˜µ ∼=
(
D˜µ
)τ
. We have
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that
HomH(Dn−1)
(
D˜µ↓H(Dn−1), Dλ+↓H(Dn−1)
)
∼= HomH(Dn−1)
((
D˜µ↓H(Dn−1)
)τ
,
(
Dλ+↓H(Dn−1)
)τ)
∼= HomH(Dn−1)
((
D˜µ
)τ↓H(Dn−1), (Dλ+)τ↓H(Dn−1))
∼= HomH(Dn−1)
(
D˜µ↓H(Dn−1), Dλ−↓H(Dn−1)
)
.
Now using Lemma 1.3 and Lemma 1.4, the theorem follows at once. 
We define an equivalence relation ∼ on Pn−1 by λ ∼ µ if and only if µ = λ̂.
Then Lemma 2.1 and (2.5.1) implies the following:
Corollary 2.8 Let λ ∈ Pn be such that λ = λ̂. Then
soc
(
Dλ+↓H(Dn−1)
) ∼= soc(Dλ−↓H(Dn−1)) ∼=⊕
µ
D˜µ↓H(Dn−1),
where the sum µ is taken over a fixed set of representatives of equivalence
classes in Pn−1/∼ such that µ → λ. In particular, soc
(
Dλ+ ↓H(Dn−1)
)
and
soc
(
Dλ−↓H(Dn−1)
)
are both multiplicity free.
Corollary 2.9 For any irreducible H(Dn)-module D, soc
(
D↓H(Dn−1)
)
is mul-
tiplicity free.
Now Theorem 2.5, Theorem 2.6 and Corollary 2.8 completely determine the
decomposition of soc
(
D↓H(Dn−1)
)
into irreducible H(Dn−1)-modules for every
irreducible H(Dn)-module D.
Example 2.10 Suppose H(D5) is semi-simple. With the notations in Example
2.3, we have that
S˜λ↓H(D4) ∼= S˜((1
2),(12))
+
⊕
S˜
((12),(12))
−
⊕
S˜((2),(1
2))↓H(D4)⊕
S˜((2,1),(1))↓H(D4),
S˜µ↓H(D4) ∼= S˜((1),(1
3))↓H(D4)
⊕
S˜((2),(1
2))↓H(D4) .
Example 2.11 Suppose H(D6) is semi-simple. Let n = 6, ν = ((2, 1), (2, 1)).
Then we have that
S˜ν+↓H(D5)∼= S˜ν−↓H(D5)∼= S˜((2,1),(2))↓H(D5)
⊕
S˜((2,1),(1
2))↓H(D5) .
Example 2.12 Suppose that q = 1. Then, as long as charK 6= 2, Theorem
2.5, Theorem 2.6 and Corollary 2.8 completely determine the decomposition
of soc
(
D↓KW (Dn−1)
)
into irreducible KW (Dn−1)-modules for every modular
irreducible KW (Dn)-module D.
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3 The case where
∏n−1
i=1
(
1 + qi
)
= 0 and 2 · 1K 6= 0
Throughout this section, we assume that
∏n−1
i=1
(
1 + qi
)
= 0, 2 · 1K 6= 0 and K
is a field such that H(Dn) is split over K. It follows that q is a primitive 2l-th
root of unity for some integer 1 ≤ l < n. In this case Pn can be identified with
the set of Kleshchev bipartitions of n with respect to ( 2l
√
1; 1,−1) (see [2]).
Let v be an indeterminate overQ. Let h be a (2l+1)-dimensional vector space
over Q with basis {h0, h1, · · · , h2l−1, d}. Denote by {Λ0,Λ1, · · · ,Λ2l−1, δ} the
dual basis of h∗, and we set αi = 2Λi−Λi−1−Λi+1+δi,0δ for i ∈ Z/2lZ. Assume
that the 2l × 2l matrix (〈αi, hj〉) is the generalized Cartan matrix associated
to ŝl2l. Let Uv(ŝl2l) be the quantum affine algebra corresponding to ŝl2l (see
[20, §2] for its definition). Let Λ = Λ0 + Λl. Let F(Λ) := ⊕n≥0 ⊕λ∈P˜n Q(v)λ,
a level 2 Fock space, on which Uv(ŝl2l) acts. The submodule L(Λ) generated
by the empty bipartition ∅ is the irreducible integrable highest weight module
with highest weight Λ. By a well-known result of S. Ariki ([1]), the dual of
the Grothendieck group K(⊕k≥0H(Bk)) can be made into a Uv(ŝl2l)-module.
Ariki introduced the functors of i-restriction and i-induction, which plays the
role of Chevalley generators ei, fi. It is a remarkable fact (see [28], [4, (2.11)])
that the crystal graph of L(Λ) can be realized as the Kleshchev’s good lattice
with respect to ( 2l
√
1; 1,−1) if one uses the embedding L(Λ) ⊂ F(Λ). The
operators of removing and adding 2l-good nodes play the role of the Kashiwara
operators e˜i, f˜i. On the other hand, Grojnowski (see [17, Theorem 14.2, 14.3])
gives another realization of the crystal graph of L(Λ) on the set of all the simple
modules of H(Bk) for all k ≥ 0, where the functors of taking socle (resp., taking
cosocle) of the i-restriction (resp. of the i-induction) of simple modules play
the role of the Kashiwara operators e˜i, f˜i. These two crystal structures are
isomorphic to each other. By the definition of the second realization, there are
the following results (see [27]).
Lemma 3.1 ([17],[18]) There is an isomorphism pi between the above two re-
alizations of the crystal structure, such that, if we write pi = ⊕k≥0pik, where pik
is a permutation defined on Pk, then for each bipartition λ ∈ Pn,
soc
(
D˜pin(λ)↓H(Bn−1)
) ∼= ⊕
µ→λ
D˜pin−1(µ),
where µ→ λ means that µ is a bipartition of n−1 such that the Young diagram
[µ] is obtained from the Young diagram [λ] by removing a 2l-good node. In
particular, for any bipartition λ ∈ Pn, the socle of D˜λ↓H(Bn−1) is a direct sum
of pairwise non-isomorphic irreducible H(Bn−1)-modules, i.e., it is multiplicity
free.
We remark that both Ariki’s and Grojnowski’s results are stated in the con-
text of general cyclotomic Hecke algebras of type G(r, 1, n), though we only
use the special type B case in this paper. It has been conjectured for a long
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time that the above pi can be chosen as identity (compare [24], [7]). In a re-
cent preprint [3], Ariki proved this conjecture. As a consequence, we have the
following.
Lemma 3.2 ([3]) With the above notations, pin can be chosen as the identity
map for any n.
To describe the decomposition into irreducible modules of the socle of the
module D↓H(Dn−1) for each irreducible H(Dn)-module D in this case, we need
a better understanding of the set of fixed-points under the involution H.
Lemma 3.3 Let λ ∈ Pn be a Kleshchev bipartition with respect to ( 2l
√
1; 1,−1).
Suppose that λ = H(λ). Then n is even. Moreover, if ∅ i1−→ · i2−→ · · · · in−→ λ
is a path in Kleshchev’s good lattice with respect to ( 2l
√
1; 1,−1), then for any
integer k, we have
#
{
j
∣∣ ij ≡ k mod 2l} = #{j ∣∣ ij ≡ k + l mod 2l}.
Proof: Let
∅ i1−→ · i2−→ · · · · in−→ λ
be a path in Kleshchev’s good lattice with respect to ( 2l
√
1; 1,−1). By assump-
tion and [20, 3.3],
∅ i1+l−→ · i2+l−→ · · · · in+l−→ λ
is also a path in Kleshchev’s good lattice with respect to ( 2l
√
1; 1,−1).
It follows that there is an automorphism defined on the set of nodes of λ,
say ψ, such that res γ = resψ(γ) + l in Z/2lZ. We claim that this is enough for
deducing our theorem by using induction on n.
In fact, we first pick a node A1 ∈ λ and define B1 := ψ(A1). As resA1 =
resB1 + l 6= resB1, it is clear that A1 6= B1. Now if ψ(B1) = A1, then we
can remove A1, B1 and use induction on n; otherwise, we define A2 := ψ(B1),
which is different from A1. Since ψ is bijective, it follows that B2 := ψ(A2)
is different from B1 = ψ(A1). Repeating this procedure, and noting that λ
has only finitely many nodes, one would get 2k pairwise different nodes of λ,
A1, A2, · · · , Ak and B1, B2, · · · , Bk such that Bi = ψ(Ai), ∀ 1 ≤ i ≤ k and
Aj = ψ(Bj−1), ∀ 2 ≤ j ≤ k and ψ(Bk) = A1. Then we can remove these
2k nodes and use induction hypothesis on n. This completes the proof of our
theorem. 
Definition 3.4 Let λ ∈ Pn. Suppose that λ has a 2l-good node A such that
λ \A = H(λ \A).
Then we say that λ is almost l-symmetric.
Example 3.5 Suppose that n = 5 and l = 2. Let λ = ((1), (22)), µ = ((2), (13))
are two Kleshchev bipartitions of 5 with respect to ( 4
√
1; 1,−1). Let A be the node
which is in the second row and the second column of the second component of
λ. Then λ is almost 2-symmetric with λ \ A = H(λ \ A), but µ is not almost
2-symmetric.
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Lemma 3.6 Let λ ∈ Pn. Suppose that λ is almost l-symmetric with λ \ A =
H(λ \ A) for some 2l-good node A of λ. Then for any pairs of 2l-good nodes
B,C of λ satisfying C 6= A, we have that
λ \B 6= H(λ \ C).
In particular, for any 2l-good nodes C of λ satisfying C 6= A, we have that
λ \ C 6= H(λ \ C).
Proof: Suppose that λ\B = H(λ\C). Since H is an involution, λ\A = H(λ\A)
and C 6= A, it follows that B 6= A. Note that for 2l-good nodes A,C (resp.
A,B), A 6= C (resp. A 6= B) implies that their residues resA, resC (resp.
resA, resB) are different. Write resA = i, resB = j, resC = k. Then j 6= i 6= k.
For each bipartition µ and each s ∈ Z/2lZ, we denote by Nµs the number of
s-nodes in the Young diagram [µ] of µ. If j 6= k + l, then by Lemma 1.4(2),
N
λ\B
k+l = N
λ
k+l ≥ Nλ\Ak+l = NH(λ\A)k+l = Nλ\Ak = Nλ\Ck + 1 = NH(λ\C)k+l + 1,
a contradiction. If j = k + l, then by Lemma 1.4(2),
N
λ\B
i = N
λ
i = N
λ\A
i +1 = N
H(λ\A)
i +1 = N
λ\A
i+l +1 = N
λ\C
i+l +1 = N
H(λ\C)
i +1,
a contradiction. This proves our lemma. 
Theorem 3.7 Let λ ∈ Pn. Suppose that λ is almost l-symmetric with λ \A =
H(λ \A) for some 2l-good node A of λ. Then λ 6= H(λ) and
soc
(
Dλ↓H(Dn−1)
) ∼= Dλ\A+ ⊕Dλ\A− ⊕ ⊕
C∈[λ], C 6=A
C is 2l-good
D˜λ\C↓H(Dn−1) .
In particular, D˜λ↓H(Dn−1) is multiplicity free.
Proof: This follows directly from Lemma 1.3, (2.5.1), Lemma 3.1, Lemma 3.2,
Lemma 3.3 and Lemma 3.6. 
Theorem 3.8 Let λ ∈ Pn. Suppose that λ 6= H(λ) and λ is not almost l-
symmetric. Then for any two 2l-good nodes B,C of λ, λ \B 6= H(λ \ C).
Proof: In fact, it suffices to show that, if B 6= C, then λ \B 6= H(λ \ C).
Otherwise, suppose that B 6= C and λ \ B = H(λ \ C). We call two nodes
γ, γ′ l-conjugate, if res γ = res γ′ + l in Z/2lZ. We deduce that B is not l-
conjugate to C (otherwise it would follow that λ = H(λ)). Therefore, we have
that resB 6= resC (as B 6= C are both 2l-good nodes), and resB 6= resC + l.
Now the condition that λ \ B = H(λ \ C) implies that there is a bijection, say
ϕ, from the set of the nodes of λ \ B onto the set of the nodes of λ \ C, such
that for any γ ∈ λ \B, γ is l-conjugate to ϕ(γ).
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We define C1 = C0 := C, D1 := ϕ(C1). Since D1 is l-conjugate to C1
and hence different from B, we have that D1 ∈ λ \ B. Hence we can define
C2 := ϕ(D1) ∈ λ \C, then resC2 = resC1 and hence C2 6= B, then we can still
define D2 := ϕ(C2). Since ϕ is bijective, C1 6= C2 implies that D1 6= D2. In
general, suppose that for integer k ≥ 2, Di ∈ λ \ B, Ci ∈ λ \ C, for 1 ≤ i ≤ k,
are already well-defined, such that Cj = ϕ(Dj−1), Dj = ϕ(Cj), ∀ 2 ≤ j ≤ k
and
Ci 6= Cj , Di 6= Dj, resCi = resCj = resC, resDi = resDj = resC + l,
for any 1 ≤ i 6= j ≤ k, then we define Ck+1 := ϕ(Dk) ∈ λ\C. AsD1, · · · , Dk are
pairwise different and ϕ is bijective, we get that C1, · · · , Ck+1 are also pairwise
different. Moreover, resCk+1 = resC, and hence Ck+1 6= B and we can still
define Dk+1 := ϕ(Ck+1) ∈ λ \B. It is clear that resDk+1 = resC + l, and since
C1, · · · , Ck+1 are pairwise different and ϕ is bijective, we get that D1, · · · , Dk+1
are also pairwise different. As a consequence, we get infinitely many pairwise
different nodes C1, C2, · · · in λ, which is impossible. This proves the theorem.

It follows from this theorem, Lemma 1.3, Lemma 3.1, Lemma 3.2 and (2.5.1)
that
Theorem 3.9 Let λ ∈ Pn. Suppose that λ 6= H(λ) and λ is not almost l-
symmetric. Then
soc
(
D˜λ↓H(Dn−1)
) ∼= ⊕
C∈[λ]
C is 2l-good
D˜λ\C↓H(Dn−1) .
In particular, soc
(
D˜λ↓H(Dn−1)
)
is multiplicity free.
Now let λ ∈ Pn be such that λ = H(λ). It remains to describe the
decompositions into irreducible H(Dn−1)-modules of soc
(
Dλ+ ↓H(Dn−1)
)
and
soc
(
Dλ−↓H(Dn−1)
)
.
Theorem 3.10 Let λ ∈ Pn. Suppose that λ = H(λ). Then there is a H(Dn−1)-
module isomorphism
soc
(
Dλ+↓H(Dn−1)
) ∼= soc(Dλ−↓H(Dn−1)).
Proof: By assumption and Lemma 3.3, we know that n is even. Hence n− 1 is
odd. In particular, for any bipartition µ ∈ Pn−1, µ 6= H(µ). By [21, Corollary
2.4], D˜µ ∼=
(
D˜µ
)τ
. Now using the same argument as in the proof of Theorem
2.7, we prove the theorem. 
Corollary 3.11 Let λ ∈ Pn be such that λ = H(λ). In particular, n is even.
Then
soc
(
Dλ+↓H(Dn−1)
) ∼= soc(Dλ−↓H(Dn−1)) ∼=⊕
µ
D˜µ↓H(Dn−1),
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where the subscript µ is taken over a fixed set of representatives of equivalence
classes in Pn−1/≈ such that µ → λ. In particular, soc
(
Dλ+ ↓H(Dn−1)
)
and
soc
(
Dλ−↓H(Dn−1)
)
are both multiplicity free.
Proof: Since λ = H(λ), by Lemma 3.3, it follows that for any 2l-good node C
of λ, λ \C 6= H(λ \C). Now using Lemma 3.1, lemma 3.2, (2.5.1) and Theorem
3.10, we prove the corollary. 
Corollary 3.12 For any irreducible H(Dn)-module D, the socle of D↓H(Dn−1)
is always multiplicity free.
Now Theorem 3.7, Theorem 3.9 and Corollary 3.11 completely determine the
decomposition of soc
(
D↓H(Dn−1)
)
into irreducible H(Dn−1)-modules for every
irreducible H(Dn)-module D.
4 Appendix
In this appendix, we give a proof to show that the involution H (and hence the
main result of [20]) is independent of the base field K as long as charK 6= 2
and H(Dn) is split over K. The proof is essentially due to Professor S. Ariki.
Throughout this section, we assume that charK 6= 2 and H(Dn) is split
over K. By Lemma 1.4(1), it suffices to consider the case where q is a primitive
2l-th root of unity in K for some integer 1 ≤ l < n. To emphasize the base
field K, we denote by HK(Dn) the Hecke algebra of type Dn over K, and by
S˜λK (resp. D˜
λ
K) the corresponding HK(Dn)-modules. Note that by [2], the set{
λ ∈ P˜n
∣∣ D˜λK 6= 0} depends only on l, but not on the choice of the base field
K. So we denote it by Pn as before. There is an involution HK defined on the
set Pn such that, for each λ ∈ Pn,
(
D˜λK
)σ ∼= D˜HK(λ)K . We have that
Theorem 4.1 Suppose that charK = p 6= 2 and HK(Dn) is split over K. Then
HK = HC.
Proof: By [10], we know that each irreducible H(Bn)-module remains irre-
ducible under field extension. By definition of the automorphism σ and the
involution H, it is easy to see that if HF = HC for some splitting field F of
H(Dn) with charF = p 6= 2, then for any splitting field K ′ of H(Dn) with
charK ′ = p 6= 2, we have that HK′ = HC. In particular, for any characteristic
0 splitting field E of H(Dn), we have that HE = HC.
Therefore, it suffices to consider the characteristic p > 2 case. To ensure the
existence of a primitive 2l-th root of unity, we further assume that (p, l) = 1.
Let q ∈ Fp (resp. q0 ∈ C) be a primitive 2l-th root of unity, where Fp is
the algebraic closure of the finite field Fp. Let X be an indeterminate over
Z. For each polynomial f ∈ Z[X ], let f be its canonical image in Fp[X ]. For
each m ∈ N, let Φm(X) be the m-th cyclotomic polynomial over Z. Then
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Xm− 1 =∏d|m Φd(X). It follows that Φ2l(q) = 0. Hence the map which sends
q0 to q extends naturally to a surjective ring homomorphism from Z[q0] onto
Fp[q]. Let Φ2l,p(X) be a monic polynomial in Z[X ] such that Φ2l,p(X) is the
minimal polynomial of q over Fp.
Recall that every finite dimensional algebra becomes split after a finite
field extension. Therefore, there exist some algebraic integers α1, · · · , αs ∈ C,
some elements α1, · · · , αs ∈ Fp, and some monic polynomials, say fi(Xi) ∈
Z[q0, α1, · · · , αi−1][Xi], fi(Xi) ∈ Fp[q, α1, · · · , αi−1][Xi], where Xi is an inde-
terminate over Z[q0, α1, · · · , αi−1] (resp. over Fp[q, α1, · · · , αi−1]), i = 1, · · · , s,
such that
1) fi (respectively, fi) is irreducible over Fp[q, α1, · · · , αi−1] (respectively,
over Z[q0, α1, · · · , αi−1]),
2) fi(αi) = 0, fi(αi) = 0, and HFp[q,α1,··· ,αs](Dn) is split over the field
Fp[q, α1, · · · , αs].
Note that (see [25, Chapter IV, §1, Theorem 4]) Z[q0] is the integral closure
of Z in Q[q0]. Let R
′ be the integral closure of Z[q0] in Q[q0, α1, · · · , αs]. By [5,
Chapter 5, Exercise 2], the natural surjective morphism from Z[q0, α1, · · · , αs]
onto Fp[q, α1, · · · , αs] ⊆ Fp can be extended to a ring homomorphism from R′ to
the field Fp. We denote it by pi. Then (by [30, Chapter I, §4]) R′ is a Dedekind
domain and the field of fractions of R′ is Q[q0, α1, · · · , αs].
Similarly, let E be a finite extension of Q[q0, α1, · · · , αs] such thatHE(Dn) is
split over the field E. Let R be the integral closure of R′ in E. By [30, Chapter I,
§4], R is a Dedekind domain and the field of fractions of R is E. By [5, Chapter
5, Exercise 2], the homomorphism pi can be extended to a ring homomorphism
from R to the field Fp. It follows that the ideal of R generated by p and Φ2l,p(q0)
should be a proper ideal. Let m be the kernel of the homomorphism, which is a
maximal ideal of R containing p and Φ2l,p(q0). Let O := Rm, F := Rm/mRm.
It is clear that Fp[q, α1, · · · , αs] ⊆ F . Therefore we get a p-modular system
(O, E, F ), where E (resp. F ) is a field of characteristic 0 (resp. characteristic
p) such that HE(Dn) (resp. HF (Dn)) is split over E (resp. over F ), and
q0 ∈ O ⊂ E is a primitive 2l-th root of unity in E which is in the pre-image of q.
By results of [15] and [14, (2.3)], the decomposition map from the Grothendieck
group K0(HE(Dn)) to the Grothendieck group K0(HF (Dn)) is well-defined.
Let λ ∈ Pn. Recall that there is a well-defined bilinear form 〈, 〉O over
S˜λO. Let MO := rad〈, 〉O, M := rad〈, 〉E . Then M ∼= MO ⊗O E is the unique
maximal HE(Bn)-submodule of S˜λE , and D˜λE ∼= S˜λE/M . Let 0 6= a ∈ O, z ∈MO.
If ax = z for some x ∈ S˜λO, then a〈x, y〉 = 〈ax, y〉 = 0 for any y ∈ S˜λO. Since
O is an integral domain, it follows that 〈x, y〉 = 0 for any y ∈ S˜λO, hence
x ∈ MO. This shows that MO is a pure O-submodule of S˜λO. Since O is a
principal integral domain, it follows2 thatMO is a direct O-summand of S˜λO. In
particular, D˜λO := S˜
λ
O/MO and hence
(
D˜λO
)σ
are both free O-modules.
2Recall that over a principal integral domain, any pure submodule of a finitely generated
module must be its direct summand.
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Note that
D˜λE
∼= S˜λE/M ∼= (S˜λO ⊗O E)/(MO ⊗O E) ∼= D˜λO ⊗O E,
and hence
D˜
HC(λ)
E
∼=
(
D˜λE
)σ ∼= (D˜λO ⊗O E)σ ∼= (D˜λO)σ ⊗O E, (4.2)
which implies that
(
D˜λO
)σ
is a full HO(Bn)-lattice in D˜HC(λ)E . By the fact that
D˜
HC(λ)
E
∼= D˜HC(λ)O ⊗O E, we know that D˜HC(λ)O is also a full HO(Bn)-lattice in
D˜
HC(λ)
E . Therefore, the module
(
D˜λO
)σ
⊗O F has the same set of composition
factors as that of D˜
HC(λ)
O ⊗O F .
It is clear that the natural homomorphism from S˜λF
∼= S˜λO⊗O F to D˜λO⊗O F
is surjective. Since D˜λF is the unique simple head of S˜
λ
F , it follows that D˜
λ
F is also
the unique simple head of D˜λO⊗OF . Hence D˜HF (λ)F ∼=
(
D˜λF
)σ
is also the unique
simple head of
(
D˜λO
)σ
⊗O F . Therefore, D˜HF (λ)F must also be a composition
factor of D˜
HC(λ)
O ⊗OF , and hence be a composition factor of S˜HC(λ)F ∼= S˜HC(λ)O ⊗O
F . Hence HF (λ) E HC(λ). Using induction on the dominance order E , it is
easy to see that HF (λ) = HC(λ) for any λ ∈ Pn, as required. This completes
the proof of the theorem. 
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