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ABSTRACT 
A classification of multiparametric eigenvalue problems in three classes (elliptic, 
parabolic, hyperbolic problems) is illustrated by examples of matrix and integral 
equations. 
1. OCCURENCE OF MULTIPARAMETRIC EIGENVALUE PROBLEMS IN 
MATHEMATICS AND APPLICATIONS 
Let H be an inner-product space with zero-element 0 and inner product (f, g) for 
two elements f, g e H. Let H o be the set of all elements of H without & Let 
B~,(v ---- O, 1 ..... n) be given linear operators mapping H into itself and let 
kv(v = 1 ..... n) be real constants. If there exists an element x ~ H o with 
Fx=O,  F=B o -  ~ kvB ~ (1) 
v=l 
then x is called an eigenelement and k ---- (k I , ..., kn) an eigen-vector. The set of all 
such vectors k in the n-dimensional vectorspace R n is called the "eigensurface", for 
n ---- 2, also "eigencurve". For n = 1 we have the classical eigenvalue-problems. 
Examples. I) Stoss [1] considers the generalized Mathieu equation: 
y" + (A + 2A 1 cos x + 2A 2 cos 2x) y = 0 (2) 
This is a three parametric eigenvalue problem. 
II) For a homogeneous vertical beam loaded by a vertical oad P (Fig. 1), it is well 
known, that danger of buckling begins with the critical Euler's value 
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l = length, EJ = bending stiffness of the beam. But if the beam is loaded by a load P 
which acts in the direction of the tangent at the end (Fig. 2) as it occurs in airplane 
applications, then one knows, that there exists no eigenvalue. Leipholz [1] gave the 
z~//~/77- 
FIG. 1 FIG. 2 
solution of the paradox. One has to consider the problem not as a statical one but as 
a dynamical one, the beam is loaded by P and vibrating with frequency w and with 
parameters k I , k 2 which are proportional w 2 and P; this gives a two parameter eigen- 
value problem. 
ylV q_ 2kly, _ k2y = 0 (3) 
with certain boundary value conditions, giving curves in the k 1 - -  k2-plane for the 
points in which eigenfunctions exists; the horizontal tangent on the first branch of this 
curve (Fig. 3) gives the critical value Pc for the load: 
20.05 EJ 
Pe '~ l ~ 
For P > Pc there are undamped oscillations possible. 
FIG. 3 
I I I )  Many other examples of multi-parametric eigenvalue problems are known in 
the technical literature, e.g.H. Schaefer [2], Biezeno-Grammel [3], Meixner-Schaefke 
[4], Collatz [5], Falk [6], Gut [7]; but a satisfactory theory was given by K. P. Hadeler 
MULTIPARAMETRIC EIGENVALUE PROBLEMS 335 
[8]. Some of the results of Hadeler use geometrical ideas which one can apply with 
weaker assumptions about the operators than Hadeler has. It  is not necessary that the 
operators are bounded or self adjoint. We are working only in the real field. 
2. CLASSIFICATION OF MULTIPARAMETRIC EIGENVALUE PROBLEMS 
We introduce the function 
n 
~.(k) = (Fx, x) = (Box, x) - -  ~ kv(B.x, x) (4) 
For a fixed element x, we call the set of all vectors k, for which is ~%(k) = 0, the 
"Rayleigh hyperplane" of x and denote it by: 
K~ = {k I ~Mk ) = 0} (5) 
For the special eigenvalue problems Box = ktx with n = 1, B 1 = I -~  identity 
operator, K~ is the well known Rayleigh quotient of the element x. 
Let x vary through Ho, then Kt  covers the "value-domain" K of F: 
K = U K~. (6) 
~H o 
If x is an eigenelement with respect o k, then ~%(k) ~ 0 and therefore the eigensurface 
is contained in K. 
LEMMA 1. A vector k for which two elements x, y exist with q~(k) > O, 9~u(k) < 0 
belongs also to K. 
Proof. x and y are linearly independent, because cpx(k ) and ~%(k) have opposite 
signs. Take z = Ax + (1 -- A)y with 0 ~ A ~ 1. Then ~oz(k ) is continuous in A and 
therefore there exists a A with 0 < A < 1 and %(k) ~ 0. Clearly z ~ 0, because x
and y are linearly independent. Let K+ (resp. K_) be the sets of vectors k, for which is 
9~(k) > 0 (resp. < 0) for all x ~ H o . It is possible that K+ or K_ is empty. By definition 
we have 
KUK+UK_ =R- (7) 
These three sets are disjoint and their union is R ~. We exclude the degenerated cases 
in which K is empty or the whole space R n. 
LEMMA 2. K+ and K_ are convex. 
Proof. Let us consider K+. Fix x ~ H o . K+(x) is the convex set of all vectors k with 
9~(k) > 0(K+(x) = R n or a halfspace, or empty). The intersection K+ = n~Ho K+(x) 
of these convex sets is again convex. 
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Now consider the special case n = 1. There are only two possibilities: 
Case A. There are numbers k-----k+ and k=k_  with k+~K+ and h 6K  . 
Assume for instance k+ < k as in figure 4. For fixed cpx(k ) corresponds to a straight 
line over k, with ~p~(k+) > 0, q~(k_) < 0. Therefore q~(k) > 0 for all k ~ h+ and 
~px(k) < 0 for all k ~ k .  K+ and K_ being convex, each of these sets covers a onesided 
infinite interval. 
~- .  \ 
[ \ ' -  
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Case B. One of the sets K+,  K_ is empty, the other is not. Assume K to be 
empty; then exists k+ e K+, (Fig. 5); and the convex set K+ is either bounded or 
onesidedly infinite. 
/ / "  >-r%.. 
FIG, 5 
LEMMA 3. (Hadeler) I f  one of the two sets K+ , K_ is bounded and not empty, then 
the other is empty. 
Proof. The lemma is true for n = 1. (Included in case B). Assume n > 1. Assume 
K+ to be bounded and both K+, K_ not empty. Choose k+ ~ K+ and k ~ K .  Let 
g be the straight line through k+, k_ being represented by a real parameter t in the 
form k = a + tb with given vectors a, b; for instance a ~ k+, a + b = k_. On this 
line the operator F corresponds to an operator/~ depending linearly from only one 
real parameter t; F cannot be the zero-operator, because for t = 0 one could not have 
k+ ~ K+.  On g we have as intersections of K, K+, K_ with g the domains/~, /s163 
and/~+ are bounded and K+, K both are not empty. For this line we can apply the 
Lemma 3, which is true for the one-dimensional case, and here on this line it is not 
possible that we have K+ bounded and K+,  K_ not empty. 
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So we get the following classification of multi-parametric eigenvalue problems: 
The eigenvalue 
Consider the sets K+ and K_: problem is called: 
Both of these sets are unbounded hyperbolic 
parabolic 
One of these sets is empty 
The other set is unbounded 
bounded and not empty elliptic 
Define F+ (resp./ '_) as the boundary of K+ (resp. K_), if it exists. 
3. MATRICES- EIGENVALUE-PROBLEMS 
Now let R be the vectorspace R m and the operators B~ may be represented by 
= t ,~. let B~ be symmetric matrices with the same letter B,  rh~v)~ with real elements ~jk,kVjk / 
matrices ~t*) hl,~ (v = 0, 1 ..... n). Then F, defined by (1) is a matrix too. K+ Vjk ~ ~kj 
(resp. K_) contains all vectors k for which F is positive (resp. negative) definite: This 
property depends on the eigenvalues o fF  and these eigenvalues depend continuously 
on the parameters k v ; they are the zeros of the determinant: 
with 
9 (k) ---- det(f~k ) : 0 (8) 
= h(0) ~, /, f ik ~,Jk --  "v~'Jk (9) 
The eigensuface S is given by @(k) = 0 and the boundaries F+,  _r'_ because of the 
mentioned continuity are contained in S. Therefore in the following examples with 
n = 3 parameters k 1 , k2, k 8 (we write shortly K, A,/~ for them) and quadratic symme- 
tric matrices with 2 ~ m ~ 4 rows it is very easy to calculate the boundaries and to 
classify the problem. For simplicity only the matr ix f~ is written down, (Fig. 6). 
Given the equation 
4. INTEGRAL EQUATIONS 
y(s) -- ~, f k@v(s) u~(t)y(t) dt = 0 (10) 
v=l B 
where B is a measurable domain in the m-dimensional point space R m and uv(s ) are 
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given functions in L~(B). None of them is the zero-function. Then we have a parabolic 
eigenvalue problem. 
Proof .  For k v = 0 (v  = 1 ..... n) the operator B 0 = I = identity operator is 
positive definite and therefore the set K+ contains k = {0 ..... O} and is not empty; 
furthermore for k~ ~ 0 (v = 1 ..... n) 
,,, = L.,,,(,),,s + ~ (-,,,,) (/,,~(s)~(,),,,)" ~ o (,,) 
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and ff~ = 0 only fory(s) as zero-function. So each vector k with k, ~< 0 belong to K+ and 
K+ is not bounded. 
We choose a function z(s), which is not the zero function and satisfies 
f Bu&) z(s) as = 0 (v = 1 ..... n) (12) 
Of course such function exists. For this function we have 
for all vectors k; that means, there exists no vector k for which we have ~ < 0 for all 
z =/= O. The set K_ is empty; therefore, this completes the proof. 
Example. Let 
1 
y(s) -- f (kt + 3kzst)y(t) dt = 0. (14) 
0 
B is here the interval (0, 1> of the real s-line. The eigencurve is here given by the 
hyperbola, (Fig. 7), 4 -  4k 1 --4k~ + klk 2 = 0 but the eigenvalue problem is not 
hyperbolic but parabolic. 
~ 4 '  ka 
FIG. 7 
5. THE ELLIPTIC AND HYPERBOLIC CASE 
Introducing in the equation (14) the new parameters k~, k~ : 
2k; k; 
k j - -  1 +k '  l+k '~ 1 - -k~- -k ;  ( j= l ,  2) 
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Then we get the elliptic eigenvalue problem, (Fig. 8, the boundary consists of an arc of 
an ellipse and a straightline) 
1 
(1 -[- k~ + k~)y(s) --  2 f (k~ + 3k~st)y(t) dt ~- 0 
0 
~\ k~ 
\x 
Fxo. 8 
and the hyperbolic eigenvalue problem, (Fig. 9) 
1 
(1 - -  k~ --  k"z) y(s) = f (k; q- 3k~st) y(t) dti----- 0 
0 
/ 
N K_ 
\ \  
FIG.  9 
Other classes of multiparametric eigenvalue problems are described in Collatz [9]; 
there one finds also inclusion theorems for eigensurfaces with numerical examples. 
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