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AN EXAMINATION OF CONFLICTING
FINDINGS ON THE RELATIONSHIP BETWEEN
JOB SATISFACTION AND ABSENTEEISM:
A META-ANALYSIS
K. DOW SCOTT
G. STEPHEN TAYLOR
Virginia Polytechnic Institute and State University
This study, which applied meta-analytic procedures, found a signifi-
cant negative relationship between certain facets of job satisfaction and
absenteeism. Findings suggest Ihat sampling errors, scale inadequacies,
and Ihe use of different measures of job satisfaction and absence are tbe
reasons for inconsistencies in previous empirical researcb tbat exam-
ined tbe relationship between job satisfaction and absenteeism.
Much organizational research has focused on a hypothesized relation-
ship between job satisfaction and work-related employee behaviors (Locke,
1976). Although researchers have largely discredited the once popular notion
of a positive relationship between satisfaction and productivity, they have
generally thought job satisfaction to be inversely related to absenteeism
(Brayfield & Crockett, 1955; Herzberg, Mausner, Peterson, & Capwell, 1957;
Johns, 1978; Muchinsky, 1977; Porter & Steers, 1973; Vroom, 1964; Waters &
Roach, 1971, 1973). A frequent explanation for this inverse relationship is a
hedonistic calculus: employees will withdraw, or be absent, from a work
situation that is painful and dissatisfying.
In recent years scholars have questioned the nature of this relationship.
Nicholson, Brown, and Cbadwick-Jones (1976), Ilgen and Hollenback (1977),
and Chadwick-Jones, Nicholson, and Brown (1982) reported finding only a
weak relationship, at best, between job satisfaction and absenteeism. Indeed,
after reviewing the inconsistent research findings of studies dealing with the
relationship between these two variables, and conducting their own absen-
teeism study, Nicholson and colleagues concluded that the theory that an
undesirable work situation causes absenteeism has little empirical support.
An alternative hypothesis advanced by Steers and Rhodes (1978), Cheloha
and Farr (1980), and Clegg (1983) is that the relationship between job satisfac-
tion and employee absenteeism is not direct. Instead, they suggested that
biographical and situational variables, such as job involvement, moderate it.
Given the conflicting theories and inconsistent empirical evidence, we
question the viability of withdrawal theory as an explanation of employee
absenteeism. However, such a morass of mixed results is a fertile area in
which to employ a relatively new methodology called meta-analysis (Hunter,
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Schmidt, & Jackson, 1982), a form of data synthesis that provides a system-
atic procedure for quantitatively comhining the results of existing empirical
studies. Researchers have always comhined or synthesized such results, hut
in most cases have employed no formal methodology in the process.
Consequently, the validity and reliability of these idiosyncratic efforts are
questionable (Pillemer & Light, 1980).
The joh satisfaction and ahsenteeism literature contains such unsystem-
atic reviews that it is not surprising that they provide different interpreta-
tions of the relationship hetween these two variahles. For instance, Much-
insky (1977) concluded that a relationship between joh satisfaction and
absenteeism does exist; Nicholson and colleagues (1976) concluded that
such a relationship does not exist; and Steers and Rhodes (1978) suggested
that undiscovered moderator variables may cause the mixed findings. Given
these conflicting results, a formal, systematic review of this empirical litera-
ture has two purposes: (1) to determine if joh satisfaction and absenteeism
are negatively related, and (2) to identify variables that may moderate this
relationship.
METHODS
Meta-analysis
There are four generally accepted strategies for formal data synthesis:
(1) conducting a combined significance test from summary statistics; (2)
computing an average effect size; (3) investigating interactions hetween study
attributes and outcomes; and (4) comparing similarly labeled treatments
(Pillemer & Light, 1980). The present study uses the second method,
determination of an average effect size, as described by Hunter and col-
leagues (1982). This technique, suited for use with correlational data, has
heen applied by Fisher and Gitelson (1983) in a recent review of the role
conflict and ambiguity literature.
The first step in conducting a meta-analysis is compiling empirical stud-
ies pertaining to the issue of concern. Ideally, researchers should collect and
analyze the results of all studies from the defined population; however,
some studies cannot be used hecause they do not report the statistics neces-
sary for this type of analysis. Fortunately, a complete sampling of the popula-
tion is not necessary since, as Hunter and colleagues pointed out, meta-
analytic procedures are "valid even for 'convenience' samples that just happen
to lie at hand" (1982:29). If the corrected standard deviation suggests that
variation across studies is due to sampling errors, additional studies will not
affect the findings. But reliance on a convenience sample always involves
some risk—the risk of incorporating bias is of special concern where an inves-
tigator may have systematically excluded certain works that others would
have added to the population of studies. Thus, although use of a conve-
nience sample will not in and of itself invalidate results of a meta-analysis, a
complete review of the relevant literature should be undertaken whenever
possihle.
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The second step involves examining the key statistics—here, the product-
moment correlation—across all the studies. Third is calculating an average
mean value, weighted hy sample size, for the product-moment correlation
across all studies to serve as a good estimate of the underlying population
value. Use of the population parameter is necessary to eliminate the effect of
sampling error from the meta-analysis. Since sampling error cancels out in
an average correlation across studies, the best estimate of the mean popula-
tion correlation is simply the mean of the sample correlations.
Fourth, because sampling error adds to the variance of correlations across
studies, analysts must correct the ohserved sample variance hy subtracting
the error variance—that is, variance caused by sampling errors. This differ-
ence is the variance of population correlations across the studies. The fifth
step is correcting the mean and variance of the population values for effects
of measurement error and range variation. Reporting error, which includes
incorrect computations, typographical errors, and the like, is the only major
source of variation left uncorrected.^
Hunter and colleagues (1982) argued that sampling error is the most preva-
lent and often the only reason for conflicting findings among empirical
studies. Hence, before researchers conducting meta-analysis attempt to find
variables that moderate or attentuate a relationship of interest, they must
first correct for sampling error. If this correction eliminates all unexplained
variance, there is no reason to search for moderator variables. Large differ-
ences remaining among studies after correcting for this artifact still only
suggest that moderator variahles are present; researchers should eliminate
other sources of variance, such as errors of measurement, before looking for
moderators. If all sources of error that can be corrected have been, and
unexplained variance still remains, a search for moderator variahles is
appropriate. To determine the effect of these variables, a researcher divides
the sample of studies into subsets on the basis of suspected moderators and
applies meta-analytic procedures separately to each subset. Large mean dif-
ferences between the subsets and a corresponding reduction in within-subset
variation across studies provides evidence supporting a moderator effect.
How much of this residual variation is caused by artifacts can then be deter-
mined through standard meta-analytic procedures (Hunter et al., 1982).
Sample
A comprehensive review of the job satisfaction and absenteeism litera-
ture uncovered 23 studies that reported the information needed for meta-
analysis: (1) the product-moment correlation hetween satisfaction and
absenteeism; (2) a sample size for each correlation; and (3) identification of
the absence measure—frequency, duration, or both. A listing of these studies
appears in Table 1. Since most studies used multiple measures of job satisfac-
tion or absenteeism, we extracted 114 correlation coefficients. Of these, 34
^Hunter and colleagues (1982) contains a detailed discussion of procedures for meta-analysis.
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. TABLE 1
Studies Used in the Meta-Analysis
Alder & Golan (1981) Kerr et al. (1951)
Breaugh (1981) Lundquist (1958)
Clegg (1983) Nicholson et al. (1977)
Cheloha & Farr (1980) Popp & Belohlav (1982)
Dittrich & Carrell (1979) Rousseau (1978)
Fitzgihbons & Moch (1980) Talacchi (1960)
Garrison & Muchinsky (1977) Terhorg (1982)
Hammer et al. (1981) Vroom (1962)
Ilgen & Hollenback (1977) Waters & Roach (1971, 1973, 1979)
Jamal (1981) Watson (1981)
Johns (1978)
f29.7 %) indicated a statistically significant (at least p < .05) relationship
between satisfaction and absenteeism.
Even though meta-analytic formulae assume that correlations are statisti-
cally independent, some of the coefficients used in this study lack such
independence. In this situation an analyst can either determine an average
correlation for each study to use in meta-analysis, or violate the assumption
of independence. After considering the advantages and disadvantages of
each procedure (cf. Hunter et al., 1982), we elected to treat each correlation
as an independent estimate of the relationship between job satisfaction and
absenteeism. By so doing, we underestimated the size of the sampling error
our sample of studies contains.
This was, in essence, a somewhat conservative approach to this type of
analysis, in the sense that its procedures call for subtracting error variance
from observed sample variance to show remaining unexplained variance.
Thus, underestimating the sampling error means increasing the amount of
unexplained variance. If, however, sampling error is as prevalent a problem
as Hunter and colleagues (1982) have suggested, meta-analysis would still
identify the effects of this artifact on the variance in results across studies
despite any underestimation created by using some nonindependent samples.
The studies our research examined measured job satisfaction with sev-
eral different instruments. Six studies used the Job Descriptive Index (JDI);
two used the 20-item short form of the Minnesota Satisfaction Questionnaire
(MSQ), and one study employed the complete version of the MSQ; another
study used both the JDI and the 20-item MSQ; three studies used the GM
Faces scale; two used the Job Diagnostic Survey (JDS); seven studies either
did not give the name of their instrument or used a unique scale developed
by the investigator (self-developed); finally, one study used both the JDI and
the GM scales. We did not collapse the five facets of the JDI into a single
scale for purposes of this meta-analysis, but treated each as a different mea-
sure of job satisfaction, as Smith, Kendall, and Hulin (1969) suggested.
However, when any of the studies examined herein reported a JDI total
score, we included this correlation in our analysis.
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Absenteeism was measured in two basic ways: in 74 (64.9%) cases, job
satisfaction was correlated with absence duration, and in 40 (35.1%) cases,
job satisfaction and absence frequency were correlated. Definitions of dura-
tion and frequency were fairly consistent among all the studies. Duration
referred to total amount of absence expressed in either hours or days, during
a specific time period; this interval varied from 11 to 21 months. Frequency
denoted the total number of occasions on which employees failed to report
for scheduled work; studies reported frequency data for periods ranging from
11 consecutive weeks to 12 months. If an employee were absent for one day,
then two days, during a given period of time, the duration would be three
days and the frequency would be twice. Although what different organiza-
tions count as ahsences varies, most organizations do not include such events
as vacations, holidays, funerals, military duty, educational leave, and jury
duty in their calculations.
Sources of the absenteeism data that appeared in sample studies also
varied. In 103 (90.3%) cases, employee attendance data came from official
company records; in 9 (7.9%) cases, this data came from the employees
themselves; and in 2 (1.8%) cases, researchers did not provide the source of
this data.
RESULTS
The initial analysis of this data was performed on the full set of 114
correlation coefficients. In Table 2, which shows the results of this analysis,
column 1 gives the names of the variables of interest, and column 2 contains
the mean correlation weighted by sample size.^ Column 3 provides the num-
ber of correlation coefficients included in this analysis, with column 4 indi-
cating the number of statistically significant correlations.
The columns of interest for the meta-analysis are the last five. Golumn 5,
labeled sample variance, contains the total observed variance in the sample
correlations. The sixth column, error variance, gives the variance that can be
attributed to sampling error. We subtracted error variance from sample vari-
ance to determine the remaining unexplained variance (column 7). Golumn
8 indicates how much of the sample variance is ascribable to problems of
measurement reliability. Golumn 9 reports the results of a chi-square approxi-
mation test used to determine the significance, if any, of the unexplained
variance (cf. Marascuilo, 1971); this is the same chi-square procedure Fisher
and Gitelson (1983) used for a meta-analysis of the role conflict and ambigu-
ity literature. However, the chi-square test used here is not the significance
test Hunter and colleagues (1982) used; as those investigators pointed out,
their test is so powerful that it may identify unexplained variance of even
trivial magnitude as significant, hence, they advised against its use.
According to Hunter and colleagues (1982), correlation coefficients are
subject to three sources of error: sampling error, error of measurement, and
^As there were differences in sample sizes, we used a weighted correlation to reflect the
relatively greater reliahility of the larger samples.
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range variation. Our analysis corrected the first two sources of error, but
there were insufficient data reported in the subject studies to allow for the
range variation correction. We found tbat of the total variance of sample
correlations (0.01764, column 5), 32.8 percent (0.00578) was due to sam-
pling error.
Use of three reliability estimates of absence measures provided by
Cbadwick-Jones, Brown, Nicbolson, and Sheppard (1971) and by Waters and
Roacb (1973), as well as use of tbe 30 job-satisfaction reliability estimates of
Terborg, Lee, Smith, Davis, and Turbin (1982), made corrections for errors of
measurement possible. According to Hunter and colleagues (1982), use of
unreliable measures will cause the correlation between variables of interest
to be systematically lower than tbe correlation between the true scores.
Moreover, a certain amount of sample variance across studies is due to
variation in reliability from one study to tbe next.
Making this reliability correction indicated that 0.00151 (8.6%) of tbe
sample variance was due to reliability problems with tbe measures of absen-
teeism or job satisfaction. We also determined that if absenteeism and satis-
faction were measured with perfectly reliable instruments, tbe mean correla-
tion between these variables would be -0.29. In tbis sample, however, the
mean correlation was only -0.15 (column 2), a depressed figure largely
explained by errors of measurement—tbat is, unreliability.
Even though sampling errors and problems of reliability are the two
largest sources of variation among studies (Hunter et al., 1982), corrections
for both of these artifacts account for only 41.4 percent of the total variance
in the sample correlations. This mucb unexplained variance would seem to
indicate tbe presence of some variable acting to moderate tbe relationsbip
between employee absenteeism and job satisfaction. Potential moderators
include the different measures of tbe absence constructs and job satisfaction
used. Consequently, we divided the total sample into subgroups on the basis
of which absence measure, frequency or duration, a study used. Table 3
provides a summary of the results of tbis analysis.
When the total collection of studies is subdivided in such a manner, a
moderator variable will show itself in two ways: (1) the average correlation
will vary from subset to subset, and (2) tbe average unexplained variance
will be lower in tbe subsets tban for the data as a wbole (Hunter et al., 1982).
Both of tbese conditions occurred wben we formed subsets on tbe basis of
the type of absence measure used. For instance, the mean correlation for tbe
relationship between absence duration and job satisfaction is —0.088, and
the mean for frequency and satisfaction is over twice as large (-0.181).
Similarly, when a pooled estimate—a form of average—of tbe common unex-
plained variance is calculated from both samples, the resulting unexplained
variance of 0.00761 is lower than the unexplained variance (0.01186) for the
entire data set. It appears that type of absence measure does moderate tbe
relationsbip between absenteeism and job satisfaction.
Of course, in the full data set corrections were made for botb sampling
error and errors of measurement before moderator analysis. However, when
•00 Academy of Management /ournaJ Septemher
the data were divided into absence duration and frequency subsets, sam-
pling error was the only artifact we could correct. Indeed, only one reliabil-
ity estimate for the duration measure emerged, and since meta-analysis
requires a minimum of two estimates to correct for problems of unreliability,
this correction was not possible. Correcting tbe correlation between job satis-
faction and absence frequency for errors of measurement also was impossible,
since all estimates of satisfaction scale reliability came from studies that
used absence duration as tbeir attendance measure.
Having made the correction for sampling error, we found that the influ-
ence of this artifact varied between tbe frequency and duration subsets.
Although sampling error accounted for 67.4 percent of the variance in results
of the studies that used absence duration, it is responsible for only 20.2
percent of the variance in the studies that used frequency of absence.
Despite the correction for sampling error, tbe amount of unexplained
variance in both of the subsets was still statistically significant (column 9 of
Table 3). Tbis fact justified a search for otber variables perhaps affecting tbe
absence duration-satisfaction and the absence frequency-satisfaction rela-
tionsbips. Given the importance of psychometric adequacy of instruments
used to measure job satisfaction in studies like those in our sample, we felt
that type of scale could be a potential source of variance. Table 4 provides
the results of this analysis.
In column 9 of Table 4, the nonsignificant cbi-square values mean that
once the effects of error variance—sampling error—have been removed from
the sample variance, the remaining unexplained variance is not significant
(p > .05). Therefore, sampling errors can largely explain differences in results
among all studies that measure job satisfaction witb tbe Job Descriptive
Index (JDI). Our analysis justifies drawing tbis same conclusion regarding
studies that used absence duration as a dependent variable and measured job
satisfaction with the GM-Faces scale, as well as those that used absence
frequency and tbe MSQ. Gonsequently, the weighted mean correlation
(column 3 of Table 4) of these 14 sets of studies represents the best estimate
of the population value. Since the unexplained variance for studies using
either (1) absence duration and the MSQ, (2) absence frequency and the JDS,
or (3) absence frequency and self-developed scales is statistically significant,
the mean correlations of these groups cannot be interpreted as parameter
estimates.
Following Hunter and colleagues (1982) and Fisher and Gitelson (1983),
the next step in this analysis was to determine the statistical significance
of these population estimates by converting tbe values in tbe unexplained
variance column to standard deviations. If the mean correlations in col-
umn 3 were more than two standard deviations from zero, we considered
these correlations significant. It is worth noting that in 9 of 14 (64.3%)
instances in which the unexplained varience was nonsignificant, tbe mean
correlations were significantly different from zero. By contrast, the original
set of 114 coefficients contained only 34 (29.7%) statistically significant
values.
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AdditionalJy, as column 3 of Table 4 indicates, tbere are several differ-
ences between the subsets in terms of these significant correlations. Indeed,
tbe two subsets agree only in the sense tbat in botb tbe relationship between
absenteeism and tbe JDI work and JDI supervision scales is significantly
different from zero. Not only is the pattern of significant correlations different,
but the magnitude of these coefficients also differs. For instance, the correla-
tion between the JDI co-workers scale and absence duration (-0.062J is only
about one-third as strong as tbe correlation between tbe same scale and
absence frequency (-0.208).
DISCUSSION AND CONCLUSIONS
Tbere is a long-standing belief that job satisfaction is related to employee
absenteeism, as withdrawal theory and tbe numerous studies tbat have exam-
ined this relationsbip bave indicated. Unfortunately, empirical findings have
not been consistent, and as a result, the nature of tbis relationship is
uncertain. The purpose of the present study was to clarify the relationship
between job satisfaction and absenteeism, and to determine wby such contra-
dictory evidence bas arisen.
In light of our meta-anaiysis, a stronger case for a relationship between
job satisfaction and absenteeism emerges than previous research bas sug-
gested. Specifically, the strongest associations seem to be between (1) em-
ployee absenteeism, measured by both absence frequency and absence
duration, and satisfaction with the work itself; (2) absence frequency and
satisfaction witb co-workers; and (3) absence frequency and overall satisfac-
tion. Of course, this does not imply a causal relationsbip between job satisfac-
tion and worker absenteeism, as correlational analysis does not allow infer-
ence of causality.
Tbis analysis seems to indicate tbat use of overly small samples may
have obscured tbe relationsbip between employee absenteeism and job
satisfaction. The less frequent occurrence of significant findings in studies
using absence duration suggests that this measure is more sensitive to sam-
ple size tban is absence frequency. As Table 3 sbows, a statistically signifi-
cant relationship between job satisfaction and duration of absence existed in
10 out 74 studies; significant relationships between satisfaction and fre-
quency of absence occurred in 23 out of 60 studies. Furthermore, as Table 4
sbows, absence duration is apparently only related to three of the seven
measures of job satisfaction tbat bave nonsignificant unexplained variance,
whereas six out of the seven job satisfaction scales baving nonsignificant
unexplained variance have a negative relationsbip with absence frequency.
Tbe stronger association between job satisfaction and absence frequency—
stronger relative to the association between job satisfaction and absence
duration—supports Vroom's (1964) hypothesis that absence frequency will
be more strongly related to job satisfaction tban will absence duration. He
argued tbat short term absences of one or two days are more likely to be at an
employee's discretion and are subject to employee abuse. Long term absences.
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on tbe other band, are more likely to be for reasons outside of employees'
control, such as major illness. Because absence frequency measures give
more weigbt to sbort-term than to long-term absences, and because employ-
ees are beld less accountable for sbort absences than for long ones, we would
expect absence frequency to capture tbe type of absenteeism tbat witbdrawal
tbeory predicts. Thus, we might also predict tbat job satisfaction will be
more strongly associated witb absence frequency tban witb absence duration,
a finding tbat supports Smulders' (1980) position that not all measures of
absenteeism capture tbe same phenomenon.
Despite tbe evidence supporting tbe significant negative relationsbip
between job satisfaction and absenteeism, certain limitations are inberent in
this research. First, we used only individual correlational studies—those tbat
matched absence and job satisfaction scores of individual employees—in this
analysis, as tbese were the only studies that provided tbe information needed
for this type of analysis. Consequently, we left unsampled botb criterion or
contrasted-group studies, and group correlational studies. Altbougb individ-
ual correlational studies tend to be the most methodologically rigorous
(Nicholson et al., 1976), questions as to the adequacy of content domain
sampling may still arise.
Second, as Fisher and Gitelson (1983) stated, a common argument against
the use of only published studies is that unpublished results may have fewer
significant findings. As Rosenthal (1979) pointed out, in its most extreme
form tbis argument maintains that journals are filled with the 5 percent of
the studies that sbow Type I errors, while tbe 95 percent of tbe studies that
show nonsignificant (e.g., p > .05) results are consigned to file drawers.
Using Rosenthal's (1978, 1979) method, we determined that 9,928 studies
with statistically nonsignificant correlations would bave to be found to invali-
date our conclusion that job satisfaction and employee absenteeism are nega-
tively related.
Finally, although our research indicates that a negative relationship exists
between job satisfaction and absenteeism, especially absence frequency, the
correlation is only —0.15, which explains slightly over 2 percent of the total
variance. However, as noted earlier in this paper, this relationship is stronger
than is apparent in the literature. If perfectly reliable instruments were used
to measure job satisfaction and absenteeism, the correlation between them
would be -0.29, which represents almost 9 percent explained variance.
Even though this meta-analytic examination of tbe researcb concerning
job satisfaction and employee absenteeism offers some support for the tradi-
tional notion of a significant negative relationship between these variables, it
also raises disturbing questions about research practices in this area. Our
analysis indicates that the controversy surrounding the satisfaction-absen-
teeism relationship may be an artificial one created in large part by the use of
insufficient sample sizes and different measures of the phenomena of interest.
Controlling for these problems better explains tbe variance in results among
studies. For instance, of the 16 studies using tbe JDI work scale, 7 reported
nonsignificant results, and the otber 9 found a statistically significant
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relationship. Yet, once we controlled for variance due to sampling error,
these different findings could be reconciled. In light of tbe fact tbat the entire
field of inferential statistics rests on the assumption of correct sampling, tbe
gravity of sucb poor research techniques is fully evident.
Furthermore, tbis study indicates tbat inconsistencies and nonsignifi-
cant relationships between variables are not necessarily tbe result of
undiscovered third variable moderators. We considered the effects of moder-
ating variables only after statistical analyses failed to explain a sufficient
amount of variance among the studies. This, perbaps, is one of tbe strongest
virtues of meta-analysis—its metbodology belps prevent premature searcbes
for moderator influences. Indeed, Hunter and colleagues (1982) argued
directly that researchers must correct for statistical artifacts before calling for
any moderator analysis. The present study found the inconsistencies among
the results of previous inquiries into the relationship between absenteeism
and job satisfaction to be accountable to sampling error and use of different
measurement instruments.
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