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ABSIXACT 
In this paper, new algorithms for computing the inverses and the generalized 
inverses of a class of real Hessenberg matrices are given. The inverses and the 
generalized inverses that satisfy one, several or even all of the Penrose equations are 
shown to have a simple struchxe, and can be constructed from the inverses of 
triangular matrices of lower order and some recursive relations. 
1. INTRODUCTION 
A matrix H=(tij),xn is called a lower (upper) Hessenberg matrix if 
hi j = 0 for all pairs (2, j) such that i + 1 < j (j + 1 < i). Y. Ikebe in [2] shows 
that the upper half of the inverse of a lower Hessenberg matrix has a simple 
structure, and applies the result to find a algorithm for inverting a tridiagonal 
matrix. This paper presents new kinds of algorithm for computing inverses 
and generalized inverses of a class of real Hessenberg matrices. The inverses 
and the generalized inverses that satisfy one, several or even all of the 
Penrose equations are shown to have a simple structure, and can be con- 
structed from the inverses of triangular matrices of lower order and some 
recursive relations. Since, by [l], every square matrix can be reduced to 
Hessenberg form by the method of Householder and Bauer, it is important to 
compute the inverses or the generalized inverses of Hessenberg matrices. 
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2. THE INVERSES OF A CLASS OF HESSENBERG MATRICES 
Consider a lower Hessenberg matrix of order n 
‘h I1 a1 0 0 ... 0’ 
h h,, a2 0 . . . 0 
H= 21 
. . . . . . . . ..*......*....... ’ 
\h nl hn2 h”3 hn4 . . . hm, 
Let the matrix H be partitioned into the form 
where 
C n-,= h, h,, ... L.#, 
R;_,=(h,, h,, ... h,,), 
I 
a1 0 0 . . . 
h 0 . . . 
P 22 a2 n-1= . . . . . . . . . . . . . . . . . . . . . . 
h \ n-1.2 h n-1.3 h n-1.4 ... 
LEMMA 1. Zfa,#O(i=1,2,...,n-1) and 
0 \ 
0 
. . . . . 
a n-1 
then H is non-singular if and only if 
(2.1) 
(h,, h,, ... h,,)(x, x2 ... xJT= i h,,,x,#O. 
k=l 
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Proof. Let Ai (i= 1,2 ,..., n) be the ordinal principal minors of the 
matrix H, and let x1 = 1. By induction, expanding hi_ 1 (i = 2,3,. . . , n) using 
the last row, we can find 
(- l)‘-‘A,_r 
xi = 
rI;,:(Yj ’ 
i = 2,3 ,..., n. 
Similarly, expanding det(H) by the last row, we have 
i hn,kXk= 
( - l)“-‘det(H) 
k=l ny,;aj y 
which completes the proof. n 
REMARK 1. Lemma 1 can be used to calculate the determinant of the 
matrix H. 
THEOREM 1. Zfai#O(i=1,2 ,..., n - 1) and the matrix H is nonsingu- 
lar, then 
H-l= +(r, x2 .*. XJT(W1 w2 ... W”L (2.2) 
where xi (i = 1,2,..., n)aredejkdby(2.1), andwi(i=1,2,...,n)canbe 
defined recursively as 
1 
wn =c;,, h&k 
C;-i+lhk,i+lWk 
wi= - 7 i=n-1 1. >**., 
Oi 
Proof. Let H-’ = (xj)nXn, and let the first row of H- ’ be denoted by 
(WI w2 ... w,). Writing HH-’ = I, as 
‘1 0 ... 0 0 
0 1 *** 0 0 6. .o.. ::.. . .i. .d 
____----------- 
,o 0 *** 0 1 
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&l fi, ... JL 
c,,_,(w, w2 . w,)+ Pn_l i * . * . . . * . . . . . . . . . . All Lz ... Ll 1 
= i 1 0 ... 0 0 0 1 ... & $. ::,. . 0 0. I .i. ‘o 
Since P,, _ I is nonsingular, we have 
I 
A f22 ... _&I? 
. . . . . . . . . . . . . . . 
! 
= (q-Y1 0) - Pn-Y,c,_,(W, WI. . . . W”). 
L,f;,l Lz ... AIn 
Let x1 = 1, and let 
(x2 XI) . . . XJT = - P,;_l,c”_l. 
It is obvious that xi (i = 1,2,..., n) can be determined by (2.1). The wi 
(i = 1,2,..., n) can be determined as follows: Examining the last column in 
HH-’ = I,, we get 
H(r, x2 ... x,)‘=(O ... 0 1,‘~~)~. 
Thus 
1 
wn =C;clh,,gk ’ 
Examining the first row in H-‘H = I,, we find 
(wl w2 ... w,)H=(l 0 ... 0). 
Thus 
Ckn=i+lhk,i+lWk 
wi= - i=1,2 ,..., n-l. 
ai 
The proof is done. 
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REMARK 2. The upper half of H- ' in the Theorem 1 is the same as the 
result in [2]. 
With minor modifications, the techniques can be applied to block Hessen- 
berg matrices. Consider a block lower Hessenberg matrix H = ( Hij)nx,, 
(Hij=Ofori+1<j),whereHij(i,j=1,2,...,n)aresquarematricesofa 
fixed order, say m. Suppose the superdiagonal Hi, i + 1 (i = 1,2,. . , n - 1) are 
nonsingular. 
LEMMA 2. Let 
Xl = L, 
i-l 
Xi= -H: ,_ll,i c Hi-l,kXk, i=2,3 ,... ,n. (2.3) 
k=l 
Then the matrix H is non-singular if and only if 
Proof. Let Di (i = 1,2,. . . , n) be the block ordinal principal minors of 
the matrix H. By induction, we can prove 
(i Q=( -1) - l)m(im+“det 
In particular, 
det(H)=( -1) ~n~‘~~~~n~~‘J~det(~lH~kXk) i{det(Hk,k+l), 
which completes the proof. 
THEOREM 2. Zf H is nonsingular, then 
n 
Xl ’ 
H-l= : (y, ... Y,), (2.4) 
X,, 
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where 
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(H,, 0 ... 0 \ 
F”_, = 
H, H, . . . 0 
. . . . . . . . . . . . . . ..*....... ’ 
\ 
H n-1,2 H n-1,3 ... H n-1.n I 
xi (i=1,2,..., n) can be detewnined by (2.3), and Yi (i = 1,2 ,.,., n) are 
defined recursively as 
Y”= (jlK,kXk) -’ 
Y, = - 
i 
i YkHk.i+l 
i 
H-1 
t,i+ly i=n-1 >...7 1. (2.5) 
k=i+l 
Proof. Similar to the proof of Theorem 1. n 
3. THE GENERALIZED INVERSES OF A CLASS OF SINGULAR 
HESSENBERG MATRICES 
We shah constantly use the following notation as in [3]. For a matrix H, 
let H”,j,...*‘) denote the generalized inverse which satisfies equations (i), 
(j),..., (2) from among the Penrose equations: (1) HXH = H; (2) XHX = X, 
(3) ( HX)T = HX, (4) ( XH)T = XH. In particular, we denote H(1,2,3,4) by Hc. 
Consider the n x n lower Hessenberg matrix 
where the symbols C,_ r, I’_ r, Rz_ i mean the same as in Section 2. 
Throughout this section, we suppose that the matrix H is singular and oi Z 0 
(i = 1,2 ,..., 72 - 1). 
LEMMAS. Let 
Y” = 1 
xi=i+lYkhk,i+l 
yi= - > i=n-1 ,..*, 1. 
ai 
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Then 
Proof. Similar to the proof of Lemma 1. 
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THEOREM 3. 
+cfl, fin ..* f,“Y(Yl .*. Yn> 
-fl”+l -.* X")7Yl .** Y,), (3.2) 
where xi, yi (i = 1,2,. . . , n) are defined by (2.1) and (3.11, respectiuely, and 
fli, fi’, (i = 1,2,. . . , n) are a&tray. 
Proof. Let H(l) = (Xi), Xn. Writing HH(‘)H = H as 
\ 
c pn-1 n-1 
h nl RT,-, 
I 
we get 
cn-,(f,l . . . fl,“-dp”-l+ pn-1 
1;:. . .:.I:. . ?Y!Jpn_l 
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Since P,, I is nonsingular, we have 
Let x1 = 1, y,, = 1, and let 
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(I-, ... x,,y= - P[!,C,-,, 
(Y1 ... y,,-,) = - R:_,Pn-?,. 
Then x,, yi (i = 1,2,. . . , n) can be determined by (2.1) and (3.1), respec- 
tively. Therefore, 
+ 
f IIt 
i nn 
Y”) - f,,, I (Y1 ... YJ. 
It is readily verified by Lemma 1 and 3 that the expression satisfies 
matrix equation HXH = H no matter how the fii, f;,, (i = 1,2,. . . , n) 
chosen. The proof is done. 
For convenience sake, let 
X=(x, ... XJ7‘, 
Y=(y, ... y,_#. 
the 
are 
n 
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It follows from the proof of Theorem 3 that 
cn_l= - Z’plX, R:_,= --yrP,_1, 
h,,= -R;_,X= -YTC,_,=YTP,_,X. (3.3) 
THEOREM 4. Zffii, f;, (i = I,&. . . , n> satisfy 
(hl ... flJH(fl, ... fnJT=fln, (3.4) 
then H(l) defined by (3.2) satisfies the equation H(‘)HH(‘) = H(l), that is, 
H”’ = H(1.2) 
Proof. It follows from (2.1), (3.1), (3.2), (3.4) that 
H”‘HH’” = H”’ + 
i I[ ; (fil ... fi,)H(fi, ... fin)‘-f&y’ 1>2 
which completes the proof. 
THEOREM 5. Zffii (i = 1,2,. . . , n - 1) satisfy 
(fll ... f,,,-1) = flJT- ;z:;, (3.5) 
andfi‘, (i = 1,2,..., n) are arbitrary, then the H(l) defined by (3.2) satisfies 
the equation ( H(‘)H)T = H(‘)H, that is, 
Proof. By (2.1), (3.1), (3.2), (3.4), we have 
H”‘H = 0 0 -x I,_, (fll -.* f,JH. 
176 
Thus, it follows from the equation (H(‘)H)r = H(‘)H that 
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It is easily verified that if we have 
-@:-I 
then (3.6) holds. From (3.3) and (3.7), we get 
(3.6) 
- XT, (3.7) 
(f,, ... fi,n-l)P"_l(z"_l+XXT) =finYTp,_l(zn-l+XXT)-XT. 
(3.8) 
The matrix I n 1 + XXT is positive definite, and its inverse is, by the 
Sherman-Morrison formula, 
Substituting it in (3.8) gives (3.5), completing the proof. W 
THEOREM 6. Zf f;, (i = 2,. . . , n) satisfy 
(3.9) 
and fii (i=1,2,..., n) are arbitrary, then H (‘) defined by (3.2) satisfies the 
equation ( HH(l))T = HH(‘), that is, 
H(‘) = H(123). 
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Proof. Similar to the proof of Theorem 5. 
THEOREM 7. Zf fii, A” (i = 1,2 ,..., n) satisfy 
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n 
(fil *** fi,“_l)= -gg$gz”_l-= 
i l+YrY ’ 
(fi” .** f,,y = - I,_,- 
i 
XXT 
i 
P[J,Y 
- 
1+x*x l+YrY’ 
f,,= - (f,l .** fi.n-JY9 (3.10) 
then the H(l) defined by (3.2) is the Moore-Penrose inverse, that is, 
Proof. Follows from (3.3), (3.4), (3.5), (3.9). n 
As a simple example of the above results, consider a Hessenberg matrix 
/h 1 \ 
h2 h 1 /.._.‘. . .._; . .i”L’,. . :: : . . .1. (n > 3), 
\ h” h-1 h-2 . . . h j 
where h is an arbitrary real number, which was presented by I. Singh, 
G. Poole, and T. Boullion [4] for adoption as a test matrix. Applying Lemma 
1 above, 
x1 = 1, r2= -h, ~a= . . . =x,=9, 
thus H, is a singular matrix. From (3.1), we have 
y,=L y,,_l= -h, yn-s= . . . = y1 = 0. 
It follows from 
I 1 
! 
h 1 
P n-l= h2 h 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 
h”-2 h”-3 h”-4 . . . h 1 
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that 
P;Jl = 
1 
-h 1 
-h 1 . . . . . . . . . . . . . . . . . . . . 
-h 1 
Then, by (3.2), (3.5), (3.9), (3.10), we have 
H;l’ = 
0 
1 0 
-h 1 0 . . . . . . . . . . . . . . . . . . . . . . . 
-h 1 0 
+ 
1 
-h 
0 
0 
If \ lfl ’ 1 
“n (0 . . . 0 
-h 
-h 1)-f,, 0 
\i "II, 
(0 ... 0 -h l), 
where fii, f;, (i = 1,2,. . . , n) are arbitrary; 
i 
h 
1+ h2 
H0.4’ = 1 
” 
l+ h2 
0 
-h 1 . . . . . . . . . 
\ 
0 . . . 
0 
I 0 I 
I i;. . .i . . b 
'f ’ lfl 
+ !n (0 
,i , nn 
(fll ... fin) 
-h l), 
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where fi’, (i=1,2,...n)arearbitrary; 
’ 0 
1 0 
fp3) = 
-h 1 0 
. . . . . . . . . . . . . . . * . . . . 
” -h 1 
\ 
- h 
/ 1 ’ 
-h 
+ 0 (fll ... flA 
\ 6 / 
where fii (i = 1,2,. . . , n) are arbitrary; and 
. . . . . . . . . . . . . . 
0 
1 h 
- - 
1+h2 l+ h2 
’ h 
l+ h2 
1 
1-t h2 
0 
-h 1 0 
! 
.. . . ... . ... . . . . . . . . . . . . . . ..*........ 
-h 1 0 
1 h 
_h - - 
l+ h2 l+ h2 
Similar results of Section 2 and 3 can be derived for an upper Hessenberg 
matrix. 
The requirement that the superdiagonal elements be nonzero is not overly 
restrictive, since every lower Hessenberg matrix is a block triangular matrix 
where the diagonal blocks have nonzero superdiagonal elements. Thus, we 
can use the method of inverting a block triangular matrix and the method 
of this paper to compute the inverse or the generalized inverse of the 
Hessenberg matrix. 
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