Two-dimensional non-steady viscous flow around a circular cylinder is investigated by solving the exact two-dimensional Navier-Stokes equations numerically for Reynolds numbers (Re) of 40 and 100. When Re is 40, a steady state solution can exist. On the other hand, when Re is 100, flow pattern does not become steady and the Karman vortex street appears. In the computations performed, these features are successfully realized, and the evolution of flow pattern of Karman vortex is obtained.
Introduction
Although the problem of "flow around a circular cylinder" is classical in hydrodynamics, there still remain some problems unsolved.
From the geophysical point of view, this problem is related to the following phenomena ; i.e., the influence of mountain on the atmospheric flow, the stress at the land and the ocean surfaces, the roughness parameter in the boundary layer near the ground surface, the entrainment occuring beneath a rising air bubble, the drag exerted on falling rain drops, and the ocean wave stirred up by wind.
It can be safely said that these problems have not yet been solved completely, and treated only empirically. We know of course that an empirical treatment is sometimes sufficient for practical purposes. But in the problems above, the shortage of basic knowledge on the mechanisms seems to be obstacles for further development of our understanding of the phenomena. In this connection, we have selected the titled subject in the present paper.
Regard- ing this problem, it is well known (see the text book of Schlichting, 1960 , for instance) that the feature of the flow varies depending only upon Reynolds number, which is defined by Re=2aU/v, (1) Where U is the velocity of basic flow, a the radius of the cylinder, and v the kinematic viscosity.
The case of sufficiently small Reynolds number was theoretically solved by Stokes and Oseen (recently treated also by Jenson 1959) . When Re is large, however, it is not feasible to get an analytic solution, and one is forced to make recourse numerical computation. Thom (1933) , for instance, solved it numerically in the case of 10 and 20 of Re, and showed that . the solution deviated largely from the approximated analytical solution and was very close to the observed pattern.
Furthermore, there is a critical Reynolds number, over which flow becomes unstable and Karman vortex is produced'). According to the observation of experiment (Homann 1936) , this value lies in around 40 1) There exists another critical point at Re~105 in the case of sphere, over which flow becomes turbulent. I. Hirota and K. Miyakoda 31 or 50. Kawaguchi (1953) obtained numerical solution at 40 of Re with the use of an iterative method.
As for the case of Re=100, Payne (1958) carried out the computation to obtain a unsteady solution numerically.
In this computation, he imposed a restriction on the flow such that the pattern be symmetrical around the equator of the cylinder.
The solution, therefore, did not contain the Karman vortex. According to our experience, the convergency of the numerical solution turns out to be extremely worse beyond the critical value of Re, if there is no restriction on symmetry. Meanwhile, Imai (1957) dealt with the flow when Re is very large, i. e., Re=5, 000. He was, however, not interested in obtaining the Karman vortex street, but he treated the mean flow which would be yielded by time averaging over one cycle of evolution of Karman vortex.
For this purpose, the viscosity in the wake of lee side of the obstacle was replaced by a large value of fictitious viscosity, which served to suppress the occurence of Karman vortex.
These results at large were in good agreement with the experiment.
In this way, so far as the writers know, there has been no theoretical work on the formation of Karman vortex street. During the course of carrying out the present work, however, we noticed the paper presented by Fromm and Harlow (1963) , which handled the cases of Re from 15 through 6, 000. In their extensive research, they used the numerical method, designed a special technique of finite differencing of the equation and succeeded in obtaining flow patterns for such a wide range of Re. The defect which we recognized in their study is that a finite domain was adopted in the computation and the boundary conditions were set to be "cyclic"
at the inflow and the outflow sides. This arrangement seems to be dangerous, because the flow pattern in the upstream side of the obstacle might be extremely violated by it and thereby the drag force obtained could be different from what had been expected.
As mentioned above, we were performing our work in 1961 independent of Fromm and Harlow without being aware of their project. Therefore some parts of the contents of this paper may be overlapped with those of their paper.
But there are, we think, still the informations worthy to be reported here.
Basic equations
The assumption is that the motion is twodiemensional and the fluid is incompressible, so that the vorticity equation may be written as follows.
where * is the vorticity. By introducing characteristic quantities such as the speed of basic flow U, and the radius of cylinder a, the equation (2) is transformed in the nondimensional form as where Re is Reynolds number defined earlier.
Note that all the quantities in the above equation are now non-dimensionalized, though the same notations are employed. * is the nondimensional stream function defined by u=-** /*y and v=a*/ax, and therefore the vorticity * is expressed by
The domain used in the actual computation was finite and rectangular.
Concerning boundary conditions, it is ideal to put a constant speed U at infinite distance.
In order to do so, one can use the transformation of coordinate in such a way that the infinity comes to a finite distance on the new coordinates (Kawaguchi 1953 , Payne 1958 ). In our case, however, this technique was not adopted. The reason is that we suspected if a trouble might happen when the transformed equation is to be approximated by the finite difference. It quite often occurs that some property like the conservation of momentum, for instance, is lost by the application of finite diff erencing. To avoid this situation, a simpler equation is favorable.
In addition, to cope with any irregular shape of body which will be treated in the future, it is convenient to employ the usual system of coordinates.
Thus we put u = U and v = 0 on the inflow boundary at finite distance from the cylinder with a caution that the boundary effect may become as faint as possible at the central part of domain.
The initial condition was the flow pattern which is completely free of rotation within the domain except the cylinder, i. e., where *0 is the initial stream function.
Procedure of computation
For the numerical computation, the grid and the finite difference methods were used. In the following, the techniques adopted will be described.
(1) Iterative procedure Two cases of Reynolds number, i.e., Re=40 and 100 were dealt with. As mentioned previously, it is known that in the former case a steady state exists, and in the latter it does not.
Nevertheless the same technique of computation was used in both cases. Namely, starting with a non-rotational flow pattern *o, the marching computations with time were carried out as the same as Payne did.
The scheme of iteration is as follows. Corresponding to the differential equations (3) and (4), the finite difference form of equations may be written as follows ;
where the head suffix * means time level, the subscripts i and j denote the indices of mesh points in x and y, *t and *x are the time step and mesh size, respectively, and *2 is the Laplace operator in finite difference.
It is in general recommendable that the advection terms (2nd and 3rd terms) in the equation (3) are suffixed by the central time z against the centred difference form for the term of time derivative (1st term). The friction term, however, causes the computational instability if the centered time difference is applied to it. To avoid the instability, the term involving viscosity was divided into two parts : one is for *+1 and the other for *-1 as shown in the equation (6). Simple manipulation of the above equation leads to where *2 =Re(*x) 2/2*t and *2=Re/4.
Looking at the form of the equation, it may be seen that *T+1 can be obtained by solving the so-called Helmholtz-type equation provided that the quantities for the times z -1 and z are given.
Thus, the main procedure of computations consists of solving Poisson-type equation (7) and Helmholtz-type equation (8). The actual calculation was performed by the "Accelerated (or Extrapolated) Liebmann method ". We have to discuss here on the computational stability in the sense of Courant-Friedrich-Levy.
For this purpose, the equation (2) is first linearized as follows where V is the non-dimensionalized speed of basic flow, which may not necessarily be the same as U. This linear equation is then approximated by the finite difference equation exactly in the same manner as was done in derivation of the equation (6). By some manipulations of the equation, one can readily get the criterion for the computational stability, i. e.,
The domain used were different in the two cases for Re=40 and 100. It seems that the domain should be taken wide enough to involve the region of abrupt variation of flow pattern.
Thus, we took 25 x 20 and 40 x 20 nets for the cases of Re =40 and 100, respectively (see Fig. 1 ).
The diameter of cylinder, 2a, was 7 grids. That is because, for the sake of the accuracy of computation from the standpoint of truncation error, the minimum number capable of expressing the cylinder is known to be 2*. The cylinder was put in the domain at 9. 5th gridpoint from the inflow boundary. I. Hirota and K. Miyakoda 33 Fig. 1 ; Domain used in computation.
(2) Boundary conditions The boundary conditions for the set of differential equations (3) and (4) may be that, with respect to * and *, two kinds of condi Lions in x and y directions have to be prescribed.
In connection with it, we considered the following points.
One is that the boundary conditions should be such that the flow pattern solved becomes as close as possible to what would be given under an infinite boundary condition.
Second point concerns the "computational boundary condition ". In general, to solve the difference equation it is quite often the case that not only the boundary conditions mentioned above but also additional boundary conditions are needed according to the difference schemes adopted. Furthermore, the outflow boundary conditions of this sort should provide us with a numerically stable solution.
In a hope that these demands may be satisfied the following conditions were used in practice.
At the inflow boundary, AB, in figure 1 the speed of flow is taken to be uniform along the boundary, i.e.. U, and the vorticity is zero. Namely we have, for nondimensionalized stream function *, and vorticity* where j is the index of gridpoint in y, and jo corresponds to the gridpoint at the center of AB. At the boundaries, AD and BC (or AD' and BC'), the fluid is assumed to slip perfectly along the line.
Thus it is posed that The vortices coming from interior of the domain should pass through smoothly across the outflow boundary.
As for the technique to do so, Nitta (1964) made a discussion, and concluded empirically that, if the second derivative of any quantities with respect to the coordinate along the streamline is put to zero, this situation can be achieved.
In our case, this treatment becomes where the gridpoint (i +1, j) corresponds to that on the outflow boundary.
As was mentioned earlier, Fromm and Harlow used the cyclic boundary condition, which is to link the outflow boundary with the inflow boundary.
In the problem of K'rman vortex street, however, this condition seems to furnish a unpermissible demerit ; the vortices produced behind the obstacle are next brought to the upstream side.
As the result, the non-symmetry of the flow pattern in the upstream and the downstream side is to be considerably diminished.
The drag force appears accordingly to be smaller than it should be.
On the surface of cylinder, we assume that the fluid adheres completely to the surface. In other words, the tangential and the normal components of velocity are zero. Therefore, ~o must be a certain constant everywhere on the surface.
In our particular case, it is quite reasonable that * is set to be zero as the same as the value for the central gridpoint at the inflow boundary. It was indeed lucky for us to be able determine it so easily. On the other hand, it may be interesting as well as puzzling, to consider as to what values should be set when there are many cylinders within the domain, though it is not the present concern. (3) Curved boundary
As is readily imagined, a trouble might occur associated with expressing the curved boundary of circular cylinder by the gridpoints.
The difficulties in treatment of this boundary are that gridpoints are in general not located on the exact boundary, and accor-dingly that a considerable amount of truncation error is possibly produced.
In our cases, however, without paying much attention to the latter point though important, we discuss a method of treating only the former.
Thus, the boundary conditions in mesh system are given not at the real boundary but at the gridpoints nearest to it, which will be called tentatively "boundary mesh points ". What is then needed is to obtain the relation of values, say, of *'s between at the boundary mesh point and at the actual boundary.
Let us now denote a boundary mesh point by P and the point on the actual boundary nearest to it by Q. (see Fig. 2 that * (x, y) is the stream function at the point P, which we are now concerned with where the origin of coordinates is taken at the point Q. Expanding *(x, y) in Taylor series around the origin, and keeping in mind that the boundary conditions on the curveb surface are that *o=0 and (**/*x) o= (**/*y) o =0, we have where the higher order terms in x and y are neglected.
In the above expression, the three kinds of second derivatives are to be determined by the values of * at the nearest three gridpoints,*1, *2 and *3 with use of finite difference.
In practice, it becomes where * and * are x and y of P as shown in Fig. 2 .
With respect to the vorticity,*, we have and the practical form becomes
Results of computation
What happens first in the marching computation is that vortices are formed at the front surface of cylinder, and then they flow downstream along the surface. (1) Re=40
In this case, the solution fell into a steady state after some time iterations.
The feature of its convergency is shown in figure 3 , where the abscissa gives time and the ordinate the number of mesh points at which the following inequality is not satisfied, i, e., where *T and *T-1 are the values of * for the consecutive times * and *-1, and * is a small value prescribed.
For reference, the time variation of the value of b at a special gridpoint (i=20, j=5) is also shown in Fig.  3 . As is seen here, convergence was reached at 80th step in this case. Since Reynolds number is, by definition, the ratio of inertia force to frictional force, and the frictional force is fairly strong in this case, vortices advected from upstream are dissipated away immediately.
Hence a steady state can be realized soon, where both the rates of vorticity advection and frictional dissipation are balanced everywhere in the flow field.
In this way, as shown by the c-field in a steady state (solid lines) in Fig. 4 the Solid lines are present computation and broken lines are that of Kawaguchi. characteristic feature is that two standing waves are produced just in the rear of obstacle, the pattern is symmetric around the equator of the cylinder, and that the flow is laminar.
This computation was done for the purpose of verifying the validity of method by comparing the result with that of Kawaguchi (1953) . His computation was based on the method of solving the steady state equation from the beginning, and convergence was attained after 60 iterations.
The most essential difference is that he used polar coordinate as well as the space transformation and that the boundary conditions were posed at infinity. Further, his result was guaranteed by comparing with the experimental data. In this meaning, Kawaguchi's pattern shown by dashed lines in Fig. 4 is regarded as an object for comparison.
It may be recognized that the distortion of flow pattern induced by artificial boundary condition in our result is very slight and it is confined to the area near the boundaries.
We can thus conclude that the non-steady method used here is applicable to an originally steady problem.
(This was also shown by Payne) . Therefore, extending this technique, an empirical determination of critical point is possible with use of trial and error method. The boundary influence is not in a degree of intolerable amount.
(2) Re= 100
When Re exceeds a critical value, inertia force overwhelms frictional force.
The advected vortices, therefore, are not dissipated completely, but remaining ones separate from cylinder and flow downstream.
Besides, as discussed by Karman (1912) , the flow pattern which is symmetrical around the central axis becomes dynamically unstable, and even by a slight trigger action the pattern turns out to be unsymmetrical.
The sequence of events are shown in figures 5 and 6. Fig. 5a is the stream function at a fairly earlier stage (*=50), where the wake has already been formed and the pattern is symmetric.
As time goes on, the configuration of vortices does not keep symmetry, but one vortex begins to move ahead. (Fig. 5b) . The vortex which has flowed downstream is dissipated, and a new third vortex is born in the boundary layer just behind the cylinder (Figs. 5c and 5d ). In this way, the regular vortex street is formed, and vortices are advected downstream.
According to the famous Karman's theory (1912), the only stable arrangement of these vortices is that cosh *h/l=* 2 i.e., h/l=0.2806, where the definition of h and l are shown in Fig. 5c . This relation holds exactly in our flow pattern, though this computation involves friction.
Figs. 6a and b are the distributions of vorticity.
We have now to make a comment on one point.
In our computation, any disturbance was not added purposely, but still unsymmetrical configuration was produced. This is indeed caused by the truncation error, which originates from the procedure of scanning mesh in computation.
In this sense, the pattern obtained might well be regarded as the result of truncation error.
Nevertheless, we consider that the result is still physically significant, because even in the case that a perturbation is added purposely the pattern evolution would take place in the similar way.
Drag coefficient
The flow pattern has now been given, and this in turn enables us to evaluate the drag. As is known, the drag is a resultant of forces exerted by the fluid on the entire surface of the cylinder.
In general, there are two components of forces at the surface of cylinder ; one is normal to the surface and the other is tangential. The former may be expressed by -p0 +2*v (*Vn/*r), where po is the pressure on the surface, and Vn, the normal component of fluid velocity, and r the radial coordinate. The latter is the shearing stress expressed by * v (*V*/a*) where V* is the tangential component of velocity, a the radius of the cylinder, and 8 the angle from the central axis in the front side to the point in question. Thus the total drag, D, is constructed as follows, where *o denotes the vorticity on the surface of the cylinder.
In the above formula, the second term on the right hand side is the "viscous drag" (or skin friction) , and the first term corresponds to the "form drag ". To express this force, non-dimensionalized drag, which is called the drag coefficient, CD, is generally used, i. e., where A is the cross section of the cylinder, and it is 2a in this case.
In this way, the formula (18) good coincidence may be recognized.
(Experimental results are quoted from Kawaguchi's paper).
By the way, the functional form of drag coefficient obtained by Oseen is which is valid in the range of Reynolds number smaller than 4. According to Imai (1957) , the functional form of drag coefficient applicable to wider rage of Reynolds number is
The value of CD computed from this formula for the cases of Re=40 and 100 are 1.553 and 1.100, respectively.
Note that Kawaguchi's result is CD = 1. 617 (Re=40), and that Payne's are CD =1.64 (Re =40) and 1.10 (Re= 100). (25) with (24), equivalent viscosity V can be defined formally as where X is an arbitrary quantity.
As was done in the analysis of experiment, if the flow patterns are averaged from T1 to T2 (actually T1=143 and T2=223), the resulting pattern becomes symmetrical around the central axis, and besides Karman vortex street disappear as shown in Fig. 8 . This By computating these quantities based on the patterns obtained, it is found that the maximum value of equivalent viscosity is located at the tail of wake and weak negative value area exists just in front of the maximum region.
So far as this case (Re= 100) is concerned, the ratio V/v is not so large, the maximum of which is about 0.1 or so, but it will presumably become large as Reynolds number increases.
Conclusion and remarks
Summarizing the foregoing sections, we can conclude as follows.
(1) The non-steady computing method gave good results even for the problem in which a steady state solution possibly exists in dynamical sense. This was achieved for the case of Re= 40. On the other hand, when Re= 100, the flow pattern is dynamically unstable and it varies periodically.
In the computation performed, these features are successfully realized and Kdrman vortex street was produced.
(2) The curved boundary was treated in the system of rectangular mesh, and fairly good results were obtained. (3) The outflow boundary condition was prescribed in such a way that the second derivatives of quantity concerned with in the direction of basic flow are zero. This condition provided us with a stable result. (4) The flow patterns as well as the drag coefficients were computed and they were in good agreement with experimental results. (5) By taking time average of flow pattern over one cycle of variation, the mean flow pattern was obtained.
At the same time, the equivalent viscosity due to the non-lineality of flow pattern was investigated. The distribution of the coefficient was such that the maximum value region is located at a place downstream apart from the cylinder and that a negative region also exists. One of the really interesting problems related to the present subject is to realize in numerical computation the turbulence regime by increasing Reynolds number. To writer's knowledge, there has been no one who tried to do so even with the high speed computing machine.
It might be the problem as to whether or not it is in principle possible to produce turbulence in two-dimensional field. Apart from it, the truncation error produced in the course of computation is serious. The terms which furnish this type of error most are the advection terms in the equation (6). The treatment of finite diff erencing of these terms, therefore, requires a special care. It is known that these errors sometimes lead to a kind of computational instability.
Although we used in this study the conventional method of centered space difference in the equation (6), Fromm designed an ingenious method of finite diff erencing.
(A. Arakawa also proposed a similar method in 1962 independent of Fromm.) These new method are useful especially for checking the energy budget.
Another challenging problem related to Kdrmdn vortex street may be to obtain the flow pattern around a falling rain drop theoretically.
In this case, the body itself changes its shape and contains its own circulation of fluid within the drop.
