The frequency of the DensVM clusters (identified in Fig. 4) 
Experimental Procedures

Data Analysis
We analyzed the data using the following steps (Fig. S5) , which has been implemented into an R-package. The R-package and all data used for this study are publicly available for download at https://github.com/signbioinfo/sidap.
i) Pre-processing
.FCS files were imported into the R environment via the read.FCS function in the flowCore package. Intensity values of marker expression were then logicle-transformed, and markers as listed in Fig. 1 were extracted for downstream analysis. Because the number of CD4 + T cell events varied dramatically between blood and tonsil donors, we randomly sampled up to 10,000 CD4 + T cell events per donor to partially normalize the contribution of each donor. As the blood CD8 + dataset involved a single donor, all cell events were included for analysis.
ii) Dimensionality reduction using t-SNE
t-Distributed Stochastic Neighbor Embedding (t-SNE) is used for dimensionality reduction (van der Maaten and Hinton, 2008). Briefly, t-SNE converts pair-wise distances between every two data points into a conditional probability that they are potential neighbors. It initializes the embedding by putting the low-dimensional data points in random locations that are adjusted in iteration, aiming to optimize the match of the conditional probability distributions between high and low dimensional spaces. The optimization is done using a gradient descent method to minimize a cost function defined by Kullback-Leibler divergences. We utilized bh_tsne, an efficient implementation of t-SNE via Barnes-Hut approximations (van der Maaten and Hinton, 2008). bh_tsne was implemented and compiled in C++. We then implemented an interface function to execute bh_tsne from R.
iii) Cluster analysis using DensVM
We used Density-based clustering aided by support Vector Machine (DensVM) to automate subset detection from the t-SNE map (Fig. S4) , which has been previously described (Becher et al., 2014) . It is an extension of ACCENSE's density-based clustering algorithm (Shekhar et al., 2014 ). ACCENSE's clustering algorithm first computes 2D probability density from the t-SNE map using the Gaussian kernel transform. A 2D peak-finding algorithm is then applied to identify local density maxima that represent the center of cellular subpopulations (ER, 1997). For each peak , the nearest neighboring peak is identified and distance to the nearest neighbor ! is calculated. ACCENSE then draws a circle of radius ! /2 centered at the peak , and assigns all cells within the circle to cluster . By using this approach, a significant number of cells are located outside any circle and left unclassified, which hampers the estimation of subpopulation frequencies and downstream statistical tests. DensVM overcomes this limitation by utilizing a machine learning algorithm called support vector machine to train a classifier that learns the patterns of cells that were assigned to ACCENSE clusters. The trained classifier then takes as an input the marker expression profiles of unclassified cells and assigns each of them to one of the ACCENSE clusters based on the assumption that cells from the same cluster should share similar patterns of marker expression. By using DensVM, we are able to objectively assign every cell to an appropriate cluster.
iv) Cluster annotation using heat map
In order to examine whether DensVM clusters represent biologically meaningful cell populations, we annotated individual clusters by using heatmaps. We grouped cell events by clusters and calculated the median intensity values per cluster for every marker. Heatmaps visualizing the median expression of every marker in every cluster were generated with no scaling on the row or column direction. Hierarchical clustering was generated using Euclidean distance and complete agglomeration method. We used the heatmaps to interrogate marker expression to identify each cluster's defining markers. Based on this, we designated the individual clusters as one of previously described or unknown populations. Because some markers such as Foxp3 have high background signal, we generated the heatmap in Fig. 4b based on frequencies of positive populations as an alternative to the intensity heatmaps. We imported the FCS files with cluster coordinates into the FlowJo software and gated for positive populations (Fig. S6) . Frequencies of positive populations in each DensVM cluster were calculated and plotted in the heatmap.
v) Comparative analysis and statistical tests
Unlike PCA, both t-SNE and ISOMAP are non-parametric techniques, which prevents us from running an exact out-of-sample extension. Because independent analysis of two similar samples will result in very different maps, we performed the analysis on cells combined from the 4 PBMC and 3 tonsil donors. A trellis visualization of the t-SNE map was then generated to visually identify the difference between donors. The frequencies of DensVM clusters were calculated on a per donor basis and a heatmap together with a dendrogram was plotted to illustrate the differences of cell subset frequencies. The grouping of donors was shown by the clustering dendrogram on donors. Based on the DensVM analysis, we ran t-test and BH correction on cluster frequencies to identify which clusters have significantly different frequencies between blood and tonsils.
vi) Construction of subset transition graph using ISOMAP
In contrast to t-SNE, ISOMAP retains a continuum of transitional cell states, and the relative position of different cell states reflects their continuous relationship. Here we utilized ISOMAP in combination with t-SNE and DensVM to construct a graph in which nodes represent cell states and edges connecting nodes represent the state transition.
We first downsampled the data by randomly selecting a comparable number of cell events from each of the clusters that were identified by the t-SNE and DensVM analysis. The sampled cell events were pooled and subjected to ISOMAP dimensionality reduction. On the first two ISOMAP dimensions, we placed nodes at the centroid of each cluster and used the inter-cluster continuum to draw edges connecting proximate clusters. The resulting connected graph provides information about the relationship between cell populations or even spatiotemporal phenotypic progression and state transition. Along the first and second ISOMAP dimensions, we generated 100 bins of equal intervals and calculated the median intensities of markers expressed by cells within each bin. Smoothed curves were then plotted using the R package LOWESS to show the progressive phenotypic change.
vii) Post-processing
We coded the DensVM cluster assignment of each cell into a two-dimensional coordinate system that was then inverse-logicle transformed. Similarly, we inverselogicle transformed the coordinates of the t-SNE map and ISOMAP. The cluster coordinates, together with the t-SNE and ISOMAP coordinates, were added to the .FCS files as additional parameters. Subsequently, we manually gated on populations of interest and overlaid the gated subsets on the ISOMAP or t-SNE plots using the FlowJo software.
