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Abstract 
This paper introduces Latent Growth Modeling (LGM) as a feasible method for analyzing longitudinal data to 
understand the process of change over time. Given the need to go beyond cross-sectional models, explore 
longitudinal Information Systems (IS) phenomena, and test IS theories over time, LGM is proposed as a 
complementary method to help IS researchers propose and evaluate time-centric hypotheses and make longitudinal 
inferences.  
The paper first describes the basic tenets of LGM and offers guidelines for using LGM in IS research, including 
framing hypotheses with time as a central component and implementing LGM models to test these hypotheses. The 
application of LGM in IS research is illustrated by modeling the longitudinal relationship between two IT variables 
(IT infrastructure and IT labor) and firm performance with 2001-2004 data from Fortune 1000 firms. Comparisons 
with other methods for analyzing longitudinal data reveal the advantages of LGM for studying time-dependent 
relationships and growth patterns. 
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Introduction 
Despite the call for going beyond cross-sectional models and capturing longitudinal effects in Information Systems 
(IS) research, empirical IS studies are dominated by cross-sectional data and static analysis. Notably, out of 286 
published empirical studies in MISQ and ISR over the last decade (2000-2010), 89% relied on cross-sectional data1. 
Besides, most hypotheses are proposed in simple static terms, such as “X is associated with Y.” Hypotheses stated in 
a cross-sectional manner are difficult to falsify, and they may lead to overestimates of the amount of support for a 
hypothesis (Mitchell and James, 2001). Even when the data are indeed longitudinal, hypotheses are often presented 
in a static relationship without specifying how the relationship changes over time, and the longitudinal aspect of the 
data is mainly used to better identify the static relationship. This is evident, for example, in the commonly-used 
fixed-effects model in panel data analysis, which leverages within-variations to estimate the relationship between the 
dependent and independent variables (Greene, 2007). This treatment controls for individual variations and common 
time variations, but assumes that the underlying relationship between the dependent and independent variables is 
individual-specific and time invariant (i.e., static). Many other approaches directly incorporate time as an 
independent variable. However, these approaches only acknowledge that the value of the variable of interest is 
different at different times, they do not capture the underlying forces that affect a variable’s longitudinal trajectory 
and how the relationship between the two variables changes over time. As noted by Massey and Montoya (2006, p. 
111) “merely establishing that time matters or that the relationship possesses a temporal process is not sufficient to 
advance our understanding.” Furthermore, typical IS studies using SEM tools (e.g., LISREL, PLS) also do not 
substantively account for longitudinal data, and virtually all these studies are based on cross-sectional analyses. 
Among the 181 papers that employ SEM tools in ISR and MISQ from 2000-2010 (representing 63% of all IS 
empirical papers), only 8 papers (about 4%) have any longitudinal analyses. 
From a theoretical perspective, the proper analysis of change patterns over time is quintessential for understanding 
the dynamic relationship among IS variables. Dynamic relationship refers to the relationship between the current 
state and the rate of change of a given variable or those with other variables.  In fact, most IS theories are 
intrinsically rooted in the change of variables and the relationships among the variables over time. For example, IT 
diffusion theories (Fichman and Kemerer, 1999; Straub, 1995) prescribe how IT products (e.g. e-mail) penetrate the 
market over time. Information processing theory posits that firms must change their information processing 
capabilities to match their information processing needs, a process that persists over time (e.g., Daft and Lengel, 
1986; Tushman and Nadler, 1978). Economic growth theory, which has been extensively used in IS research, 
suggests that the fundamental driving factor of economic growth is cumulative technology changes (Findlay 1978).  
Also, IT adoption theories (e.g., Davis, 1989; Venkatesh and Davis, 2000; Zhu and Weyant, 2003) focus on how 
users and organizations gradually adopt IT tools over time. Similarly, trust building theories (e.g., Gefen et al., 2003; 
Pavlou and Gefen, 2004; Pitariu and Ployhart, 2010) examine the longitudinal development of trust at different 
stages, albeit research has mostly viewed trust as a static concept, largely due to methodological limitations 
(Lewicki et al., 2006). Research in organizational learning (e.g., March 1991, Levinthal and March 1993) also 
examines how firms react to changes in the environment, such as that knowledge exploitation leads to superior 
performance in stable environments while the pursuit of knowledge exploration leads to superior performance in 
more turbulent environments (Jansen et. al., 2006). In sum, since IS theories do focus on the change of variables and 
relationships over time, it is important to enhance the portfolio of IS researchers with data analysis tools that 
explicitly model change across such variables over time.  
To go beyond static hypotheses and data analysis methods, and to illustrate the value of exploring dynamic IS 
phenomena and testing IS theories over time, this paper proposes Latent Growth Modeling (LGM) as a viable data 
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analysis tool for analyzing dynamic relationships using longitudinal data, particularly for IS theories that focus on 
modeling change over time and making dynamic inferences about IS phenomena. LGM is a relatively recent data 
analysis method that aims to model dynamic relationships both between variables and within individual variables, 
focusing on the pattern of change over time (e.g., Duncan and Duncan, 1995; Duncan, Duncan and Strycker, 2006; 
Curran et al. 2004; Muthen, 1993). The pattern (or shape) of change renders information on latent trajectories, the 
underlying longitudinal process that is not directly observed (Bollen and Curran, 2006, p. 2).  In general, latent 
growth models (Whiteman and Mroczek 2007, p. 78-80) advance our understanding of change over time by 
breaking down the variance into two major components: within-individual and between-individual variation. The 
within-individual variation is the degree of change within individuals, such as firms in our study, also referred to as 
Level 1 model. Individuals may also differ significantly in terms of their trajectory over time. A random effects 
model, referred to as the Level 2 model, is used to model the heterogeneity between individuals. Notably, Curran 
and Willoughby (2003, p. 603) make an important observation that “latent growth models might be viewed as 
residing at an intersection between variable-centered and individual-centered analysis”. 
The application of LGM in this study is illustrated in the context of modeling the dynamic relationship between 
information technology (IT) and firm performance over time. Despite the importance of specifying the role of IT in 
firm performance over time to show the long-term performance effects of IT, the dynamic relationship between IT 
and firm performance is still not very well understood (Bryjolfsson and Hitt, 2003). IS researchers have noted that it 
takes a significant amount of time for IT investments to affect a firm’s bottom line, and these investments often need 
time to materialize. This time lag is potentially due to implementation and adoption issues, learning, and the need to 
invest in complementary IT and other assets (e.g., Bresnahan et al., 2002; Brynjolfsson, 1993; Devaraj and Kohli, 
2000).  As such, the impact of IT investment on firm performance is not instant or static.  Rather, IT investments 
influence a firm’s long-term performance. Traditional longitudinal analysis tools face several challenges in 
modeling such a long-term dynamic relationship. To overcome this void, we illustrate the use of LGM to model the 
dynamic role of IT (IT infrastructure and IT labor) in firm performance using 2001-2004 data from publicly-traded 
Fortune 1000 firms taken from the Harte-Hanks CI dataset, matched with Compustat data on firm performance.  
Our results reveal several interesting longitudinal patterns that have not been addressed in the IS literature.2 First, the 
initial level of IT infrastructure (in year 2001) does not have a significant impact on the initial level of firm 
performance, but it has a marginally significant positive effect (at the p<0.1 significance level) on the longitudinal 
growth rate of firm performance. This implies that a higher level of initial IT infrastructure can ultimately help 
improve firm performance down the road. Second, the slope (or growth rate) of IT infrastructure is not significantly 
associated with the slope of firm performance over time, implying that the incremental investment in the IT 
infrastructure over the years may not further accelerate firm performance. Third, the initial level of IT labor, on the 
other hand, is found to be significantly associated with the initial level of firm performance, but it has a negative 
impact on the slope of firm performance. This suggests that a higher level of initial IT labor constrains firm growth, 
potentially due to the lack of scalability in labor and the law of diminishing marginal returns. Fourth, the slope of IT 
labor was not found to have positive impact on the slope of firm performance, which is not surprising at a period 
that experienced large-scale IT downsizing (2001-2004). Finally, as expected, the initial levels of IT infrastructure 
and IT labor were found to negatively impact the longitudinal slope of IT infrastructure and IT labor, respectively.  
This paper also compares LGM with other methods for longitudinal and structural analysis, such as panel data 
analysis and Structural Equation Modeling (SEM). Our results reveal the added advantages of LGM, (1) directly 
modeling change over time, (2) examining the effect of initial conditions on change (trajectory) over time, (3) 
identifying the factors that influence growth, and (4) examining the interplay among the change across variables.  
Taken together, the paper makes four major contributions: First, it describes LGM as a complementary new method 
to model change patterns over time for individual variables and relationships among variables. Second, it illustrates 
the LGM method by modeling the relationship between IT and firm performance over time. Third, it compares LGM 
with other data analysis methods commonly used in IS research and identifies its advantages and disadvantages. 
Finally, it provides practical guidelines for IS researchers to properly use different variations of LGM and how to 
implement these variations in commercial software, such as SAS, by offering guidelines on effectively using LGM.  
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 It is important to note that these results from the 2001-2004 period is shown as an illustration of the proposed LGM method, and 
it is beyond the scope of this study to develop a generalizable theory on the longitudinal effects of IT on firm performance. 
Future research (potentially using LGM) could develop formal IS theories on this.   
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The rest of the paper is organized as follows. Section 2 discusses conceptual modeling associated with longitudinal 
models and discusses how to propose longitudinal hypotheses. Section 3 offers an illustrative example by applying 
various LGM models to examine the relationship between IT and firm performance and presents the study’s results. 
Finally, Section 4 discusses the study’s contributions and implications for conducting longitudinal research in IS.  
Latent Growth Modeling 
The Need of Latent Growth Models 
Mitchell and James (2001) point out that three facets of time need to be accounted for to precisely describe a 
longitudinal relationship (between X and Y) - time lag, duration, and rate of change. In other words, how long Y 
occurs after X occurs, how long does the relationship last, and what is the rate of change?  Pitariu and Ployhart 
(2010) further argue that understanding the shape3 (e.g. linear or non-linear) of the longitudinal relationship is also 
necessary because it is unlikely that any two variables would have an identical relationship over time. Therefore, 
hypotheses stated in a longitudinal form using these parameters are more falsifiable and offer a more rigorous and 
informative tests of theories than simple “X is associated with Y” hypotheses (Mitchell and James, 2001).  
Traditionally, longitudinal processes of change were analyzed based on repeated measures analysis of variance 
(ANOVA) and regression and analysis of covariance (ANCOVA) frameworks where an individual variable is 
observed repeatedly over time. For example, panel data analysis always starts with ANOVA to understand how 
much of the variation in y comes from cross sectional or longitudinal variations (Jackman, 2009, p. 317). However, 
these methods have important limitations resulting from assumptions that are often violated in empirical research. 
According to Raykov and Marcoulides (2008), these are: (1) homogeneity of variance, that is covariance matrices 
across levels of between-subject variables; (2) sphericity, which implies the same inter-correlation among the 
repeatedly-measured variables; and (3) perfectly measured covariate(s). Assumption (3) is often hard to attain in 
most empirical research since it is rare to have access to measures that do not generally contain measurement error. 
Besides, repeated-measure ANOVA methods are essentially indifferent to time, in the sense that they produce the 
same statistical test results even if one were to ‘reshuffle the order of the assessment occasions’ (Gottfried et al. 
2007, 2009). For example, if a researcher were to analyze the study by letting time “run backward.” This becomes 
evident in the case of the commonly-used fixed-effects model in panel data analysis when time itself is treated as a 
fixed effect, essentially that time merely serves as the occasion where repeated measures are observed. The possible 
change effects, such as the latent growth rate of the variable are overlooked in panel data analysis. Another approach 
taken in longitudinal studies uses lag variables or auto-regression to deal with the effect of time (Greene, 2007). 
However, the mechanism governing the change in this approach is the past value and the values of the covariates 
(Bollen and Curran, 2006, p. 2), and thus the underlying trajectory of change is still not fully captured. 
These limitations for modeling change over time can be overcome by using an alternative method – LGM. In LGM, 
a latent variable can be viewed as a random variable with individual realizations in a given sample (or population, 
for that matter), which are not observed.  Models used in applications of LGM are typically developed in terms of 
latent variables, and they can be designed to reflect important aspects of a wide variety of longitudinal processes 
(Qureshi et al. 2008, Kher et al. 2009). LGM models are also less restrictive than repeated measures ANOVA 
methods because they do not make any of the above three assumptions. For example, similar to SEM tools, the use 
of latent variables in LGM directly models measurement errors in variables, addressing limitation (3). Additionally, 
methods based on repeated-measures ANOVA capture change at the aggregate level, while the notion of individual 
difference in change is a core strength of the LGM method (Whiteman and Mroczek, 2007). Notably, LGM directly 
models individual change over time by allowing different initial state and rate of change for each individual entity 
(e.g., Fortune 1000 firms in our analysis). 
LGM Formulation 1: Unconditional Models 
In a basic LGM, two new variables are specified to represent aspects of change (Preacher et al., 2008, p. 6): First, 
the intercept factor represents the level of the outcome measure y, at the initial time (at which the time variable t 
equals zero). Second, the slope factor represents the linear rate at which Y changes. Specifically, let yit represent the 
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series of repeated measurements of an individual i over different time periods t.4 A simple longitudinal model 
equation describing an individual i’s development over the repeated measures (also called Level 1 model) can be 
written separately for each individual (to simplify matters, we only present a single general form equation, but it 
should be clear that a separate Equation 1 is needed to model the change process for each i):  
     (1) 
where αi is the initial status of an individual i measured at to (i.e., the intercept), and βi is the slope or the shape of the 
change trajectory (change in yit between consecutive measurements), λt corresponds to the measured time points and 
a common coding is to have λ1=0, λ2=1 … and so on (Bollen and Curran, 2006, p.20), while εit represents the model 
residual for each individual. Because αi and βi are random variables (coefficients), these model parameters are 
represented by an overall group mean intercept (µα) and mean slope (µβ), plus the component of individual intercept 
variation (εiα) and slope variation (εiβ) respectively, as indicated by the following Level 2 model equations: 
 
     (2) 
In the simplest form of LGM specified above, no other predictors are assumed to account for the variation in the 
specific parameters of the trajectories. In this case, the Level 2 model is also called an unconditional model. Figure 1 
depicts the simple LGM specified by equations (1) and (2) with four time points. For ease of presentation, the error 
terms are omitted from Figure 1. Notice that the loadings on α are fixed to be 1 for all four time points, while those 
of slope β
 
are fixed as λt=0, 1, 2, 3 for t = 1, 2, 3, 4. This common coding scheme is referred to as the intercept-slope 
approach. The equally-spaced units reflect equal time passage between assessments, and beginning the coding with 
zero allows for the intercept factor to reflect the mean value of y at the first period (Bollen and Curran, 2006, p. 36). 
For this intercept-slope coding of time, LGM needs measurements of at least three time periods.  
 
Figure 1: An Unconditional Latent Growth Model with four time points 
 
Moreover, the change within individual variables over time may reveal some interesting longitudinal patterns 
(Marcoulides and Hershberger 1997, Gottfried et al. 2007). For example, as we demonstrate in this study, 
longitudinal changes in IT investments on IT infrastructure and IT labor may have notable intra-individual variation. 
However, most MIS research has overlooked such within-variable changes over time.   
LGM Formulation 2: Conditional Models 
The addition of variables that can potentially be used to subsequently predict the intercept and slope requires the 
examination of a so-called conditional latent growth model (Bollen and Curran, 2006). Figure 2 presents a path 
diagram of a longitudinal model with two specific predictors, x1 and x2.  Generally the covariates considered in this 
manner are time invariant.5 The general form is: 
     
       (3) 
 
                                                          
4
 For example, in our study, index i corresponds to each observed individual firm and t corresponds to the 2001-2004 period. 
5
 For including time-variant covariates, please refer to Bollen and Curran (2006, p. 192-197) for a more detailed discussion. The 
main idea is to add a time-variant covariate Zit to the Level 1 equation, which becomes:  
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where x1i  and  x2i  are the two predictors of the Level and Shape (LS) factors, and γα1i , γα2i , γβ1i , and γβ2i are the 
coefficients for the predictors of the LS factors. These coefficients can be interpreted as coefficients in regression 
that reflect the change in the dependent variable for a 1-unit change in a predictor while holding the other predictors 
constant (Bollen and Curran, 2006; Duncan et al., 2006). Model parameters captured by the group mean intercept 
(µα) and mean slope (µβ) are the values obtained when x1i and x2i are equal to zero. In sum, the advantage of LGM is 
its ability to estimate both the level and rate of change of the variables of interest while controlling for covariates.  
 
Figure 2: A Conditional Latent Growth Model with two Predictors 
LGM Formulation 3: Multivariate Models 
When there are multiple time-varying variables and each of them follows a latent growth process, a multivariate 
LGM needs to be introduced to examine the inter-play of these latent growth processes. Without loss of generality, 
suppose we are interested in two such variables, Y and Z, both of which are observed overall four time periods. 
Moreover, suppose Y is estimated with a conditional LGM with several time-invariant covariates X, as shown in the 
upper part of Figure 3; and Z is estimated with an unconditional LGM, as shown in the lower part of Figure 3.  
 
Figure 3: A Bivariate Latent Growth Model 
A number of potential associations between the two latent variables can be examined, such as: “how does the initial 
level of Z affect the initial level and slope of Y” or “how are the slopes of the two variables associated”? Figure 3 
represents the scenario where the intercept of Y is affected by the initial level of Z, and the slope of Y is affected by 
both the level and slope of Z. Many relationships among the level and slope of these two variables can be specified. 
Figure 3 show an example of specifying the relationships for a tri-variate LGM for three time-varying latent growth 
variables. 
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LGM Formulation 4: Nonlinear Latent Growth 
The previous formulations focused on linear latent growth models, implying a constant rate of change across time. 
However, more complex trajectories, such as non-linear growth may emerge in practice.  In LGM, non-linear 
trajectory is achieved through the coding of time in λt. Nevertheless, we need to know the specific non-linear form 
of the rate of change to correctly specify a non-linear LGM. Though there is only one way for a trajectory to be 
linear, there are infinite non-linear ways. Thus, not much can be said about the general non-linear form of LGM. 
Bollen and Curran (2006, Chapter 4) discussed quadratic, cubic, and exponential trajectories, and we refer readers 
for these specific treatments. In general, non-linear models require measurements at least four time periods. Herein 
we adopt a more general approach that can model the change process, regardless of the particular functional form.  
This general approach is called the Level/Shape (LS) strategy, which does not a priori assume a particular trajectory 
(Raykov and Marcoulides, 2008). In the LS modeling strategy, λt (referred to as the loadings on βi) is normally fixed 
to be 0 for the first time occasion and 1 for the last time occasion, respectively. Unlike the coding in the slope-
intercept approach introduced earlier, the λt’s in the middle occasions (other than the first and last) are not fixed and 
were treated as free parameters to be estimated from the data.6 This coding mechanism ensures that the Slope factor 
is interpreted as a change factor confined within 0 and 1. Freeing the loadings of the remaining occasions implies 
that the loadings reflect the part of the total change (100%) that occurs between the first and the last measurements 
(Duncan et al., 1999; Raykov and Marcoulides, 2008). Figure 4 shows the path diagram of this time coding scheme.  
 
Figure 4: Level and Shape (LS) Time Coding Scheme 
Fitness Assessment 
The overall model fitness can be evaluated with a number of indices. These include the overall goodness-of-fit 
(GFI), adjusted goodness-of-fit (AGFI), overall χ2, standardized mean squared residual (SRMR), comparative fit 
index (CFI), and normal fitness index (NFI). These indices are widely used (e.g., Raykov and Marcoulides, 2008, 
Bollen and Curran, 2006). Detailed criteria for evaluation of model fit based on these indices can be found in Byrne 
(1998), Hu and Bentler (1999), Marcoulides and Hershberger (1997), and Raykov and Marcoulides (2006; 2008). 
There is no general consensus on which criterion is better or which set of criteria should the researcher adopt. The 
most commonly used fit indices include AGFI>0.9, a CFI > 0.9, and SRMR<0.05.  
Alternative Models 
An alternative to LGM for modeling longitudinal data is the class of model under the broad umbrella of multi-level 
modeling (Goldstein, 1995). Multi-level models, such as the popular hierarchical linear models (HLM), allow 
hierarchical partitioning of variance (Raudenbush and Bryk, 2002). This is an important ability when analyzing 
hierarchically nested data, such as firms are nested in an industry (Mithas et al. 2007) and departments nested within 
a division (Boh et al., 2007). MLM and LGM stem from different research traditions, and each has developed its 
own terminology and standard ways of framing research questions. However, equivalent models may be specified 
within each framework so that identical parameter estimates can be obtained (Bauer, 2003; Bauer and Curran, 2002). 
Raudenbush and Bryk (2002, p.187) note that the choice between LGM and HLM techniques reflects limitations in 
current software capabilities rather than limitations in modeling possibilities. For a detailed review and tutorial on 
these models, see Preacher et al. (2008) and Otondo et al. (2009). As concluded by Preacher et al. (2008, p. 78), the 
distinction between LGM and MLM may disappear altogether with advances in model specification and software.  
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 For example, in our study, λ1=0 and λ4=1, while the two loadings (λ2 and λ3) for the middle two years are estimated as 
additional parameters from the data. 
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Illustrative Example 
Literature on IT Investments and Firm Performance  
As an illustrative application, we use LGM to identify the relationship between IT investment and firm performance.  
IT investment plays an increasingly important role in today’s business and government statistics suggest that over 
50% of capital expenditure in US firms is invested in IT (BEA, 2009). The relationship between IT investment and 
firm performance has been analyzed extensively in the literature (Kohli and Devaraj, 2003; Melville et al., 2004). A 
variety of research methods has been used in the literature, ranging from correlation-based assessments, cross-
sectional regressions, to panel data analyses (Kohli and Devaraj, 2003). One limitation of these studies is their focus 
on the influence of IT investment on the level of firm performance (Brynjolfsson and Hitt, 2003). This focus 
implicitly assumes a static relationship between IT investment and firm performance, as the hypotheses typically 
focus on how a certain level of increase in IT investment leads to a certain level of increase in firm performance in a 
certain period. Nonetheless, Brynjolfsson and Hitt (2003) argue that the relationship between IT investment and firm 
performance goes beyond a static relationship. IT investment not only affects the level of firm performance but also 
the growth of firm performance. They find that the benefit created by IT investments in the short term is about equal 
to the cost of the IT investments. Still, the impact of IT investments on firm performance “rises by a factor of two to 
eight as longer time periods are considered” (Brynjolfsson and Hitt, 2000, p. 33). The importance of IT investment 
to long-term firm performance growth is due to the nature of IT.  IT is a type of generic technologies and the impact 
of such technologies depends on complementary firm investments, such as organizational change processes, human 
resource practices, and business strategies. As such, IT investments enable the future growth of firm performance.  
The idea that technological and IT investments affect the growth of firm performance has long been recognized in 
the literature (e.g., Penrose and Pitelis 2009). However, it is often difficult to model such a dynamic relationship 
between IT investments and the growth in firm performance. One approach is a time difference model where the 
time difference of firm performance serves as the dependent variable and the time difference in IT investments serve 
as the independent variable (Brynjolfsson and Hitt, 2003). Such a model, however, imposes a restrictive relationship 
between the IT investment and the growth of firm performance.  In contrast, we demonstrate below that LGM 
allows a more flexible modeling of this dynamic relationship between IT investments and firm performance. 
Data and Variables 
We obtained data from two sources: First, we obtain IT data from Harte-Hanks CI Technology database that 
provides detailed information on IT assets in over 500,000 business establishments in the United States and Canada.  
Harte-Hanks creates this database by conducting annual interviews with senior IT executives.  The information in 
the database covers a wide range of IT assets, including PC, servers, storage, and IT labors.  Earlier versions of this 
database were used in prior studies in IS research (e.g., Forman, 2005; Chen and Forman, 2006; Xue et al., 2010).  
For this study, we obtained data on IT assets for Fortune 1000 firms from 2001-2004. We used the data to estimate 
each firm’s IT capital stock for each of the 4 years. Second, we obtain firm financial data from the Standard & Poor 
(S&P) Compustat/CRSP databases. The S&P Compustat database archives detailed financial data extracted from 
firms’ quarterly and annual financial reports and covers all US public firms.  We used the S&P database to estimate 
each firms’ ordinary capital stock and other variables related to firm performance.  The CRSP database provides 
detailed daily stock price, volume and dividend information for publicly traded firms. We used the CRSP database 
to estimate the market value of each firm for the calculation of firm performance.  
Dependent Variable 
Firm performance is measured with Tobin’s q. Tobin’s q is a market-based measure, defined as the ratio of a firm’s 
capital market value divided by replacement value of its assets.  Tobin’s q has been widely used in economic, 
business, and IS studies which show that market-based measures can reflect more information on firm performance 
than accounting measures.  Also, market-based measures are forward-looking, allowing them to capture long-term 
impacts on firm performance.   We calculated Tobin’s q for each firm each year using data from S&P Compustat 
and CRSP databases.  Our calculation followed Bharadwaj et al. (1999) and identified Tobin’s q as follows: 
Tobin’s q = (market value of common stocks + liquidating value of preferred stocks + market value of debt) / book 
value of total assets.    
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We calculate market value of common stocks using the closing stock price on the last trading day of a calendar year 
(from CRSP database) times the total number of outstanding common shares reported in the Compustat database.  
Liquidating value of preferred stocks is obtained from the Compustat database.  Market value of debt is calculated as 
the sum of long-term debt and current liabilities after subtracting liquid current assets (current assets – inventory).   
Independent Variables 
IT capital stock, IT infrastructure capital stock and IT labor capital stock 
We estimated each firm’s IT capital stock using the Harte-Hanks data.  Harte-Hanks tracks the number of PCs, 
servers, and IT employees for each firm. We estimated a firm’s IT capital stock in two parts: IT infrastructure capital 
stock and IT labor capital stock (Hitt and Brynjolfsson, 2000). IT infrastructure capital stock is estimated using IT 
PC costs and IT server costs.  The yearly PC costs and server costs were collected from Gartner Dataquest Global 
PC Annual Forecast and IDC Worldwide Server Quarterly Tracker.  The costs were then adjusted to real costs using 
the BEA price index for Computers and Peripheral Equipment. We then measured IT hardware capital stock by 
multiplying the number of PCs and servers with their respective real costs.  A firm’s IT labor costs were measured 
by multiplying the number of a firm’s IT employees with the IT labor costs obtained from BLS occupational 
compensation data, deflated by the Index of Total Compensation Cost.  IT labor capital stock was estimated as three 
times the IT labor costs (Hitt and Bryjolfsson, 1995).  Since the IT capital stock varies significantly across firms, we 
normalized the data using the log value of IT capital stocks.   
Control Variables 
Firm Size  
Studies have shown that firm size has a significant impact on firm performance and growth.  Large firms have the 
advantage of economies of scale and scope compared to smaller firms.  Still, there is a debate on whether the growth 
opportunities of large firms are limited (Hall, 1987). We measure firm size with the log of the number of employees.  
Firm Type  
Studies show that firms in the manufacturing and services differ significantly in growth potentials (Heshmati, 2003).  
We identified each firm’s type based on its NAICS industry code, as reported in the S&P Computstat database.  We 
considered all firms in NAICS two-digit industry codes between 11-33 as manufacturing firms and the remaining as 
service firms.   
Market Share 
The market share of a firm in the industry also significantly influences a firm’s performance and growth.  Firms with 
a dominant market share have stronger pricing power and generally a better performance.  However, being in a 
dominant market position also indicates limited potential for future growth.  We measured a firm’s market share by 
its sales divided by industry total sales at the 4-digit NAICS level. 
Advertising and R&D expenditures 
Advertising and R&D are important aspects of a firm’s business strategy. While advertising and R&D expenditures 
are typically expensed in the year they incurred, studies suggest that these expenditures create invisible capitals and 
have a long-term impact on firm performance and growth. To measure these invisible capitals, we used a 5-year 
rolling-average advertising expenditure and 5-year rolling-average R&D expenditure, respectively.  We further 
standardized these measures by the firm’s sales.    
Debt to Equity ratio 
The ability of firms to invest in new projects and opportunities to obtain long-term growth is determined by their 
ability to obtain external financing (Demiguc-Kunt and Maksimovic, 1998).  The debt to equity ratio is thus an 
important factor in determining firm performance and growth.  In this study, we calculated each firm’s debt to 
equity ratio as the total liability divided by total equity, as reported in Compustat database.   
Ordinary capital stock and Capital investment  
Firm growth is driven by its existing level of capital stock and the amount of capital investment.  A firm with a large 
existing capital base that continues to spend a large amount in capital investments will have better performance and 
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higher growth in the future.  We used two measures for a firm’s capital stock and capital investment.  We measured 
a firm’s existing capital stock with the log of its net property, plants, and equipment, as reported in the Compustat 
database. We measured a firm’s current capital investment level by its total invested capital divided by total assets.   
As our main goal of this study is to provide a parsimonious illustration of GLM, we treated all control variables as 
time-invariant by taking the average across the study’s four years (2001-2004).  
LGM Analyses 
It is possible to use many commercial packages to estimate LGM, such as Mplus, AMOS, and SAS (see Preacher et 
al. 2008, p.5; Bollen and Curran 2006, p.12-14; Singer and Willett 2003, p. 280-302). In this study, we implemented 
the various LGM models using SAS Proc CALIS (Tan et al. 2010) and the sample code is available upon request.  
Unconditional LGM Model 
We start by illustrating three simplest unconditional, linear LGM models as plotted in Figure 1 for the three 
variables of interest – Tobin’s Q, IT infrastructure, and IT labor. The three models (Table 1) shed light on the 
individual growth pattern of the three variables. All three slope factors are significant, indicating there were 
significant changes for each of the three variables over time. We also report the covariance between the level and the 
slope factors. All three covariances are negative and significant, implying the high the initial level is, the slower the 
potential for growth becomes. Taken together, the unconditional LGM models for each of the three focal variables 
suggest that all three variables have an increasing trajectory during the focal 2001-2004 period, albeit the potential 
for growth attenuates if the initial levels in each variable in the first period (2001) are high.   
Table 1. Unconditional Models for the Three Focal Variables 
  Tobin's Q IT Infrastructure IT Labor 
Level -0.075*** 2.789*** 4.596** 
Slope 0.054*** 0.062** 0.341* 
Covariance (Level vs Slope) -0.031** -0.22** -0.440*** 
AGFI 0.905 0.919 0.921 
RSMR 0.048 0.011 0.007 
NFI 0.931 0.991 0.992 
CFI 0.978 0.988 0.992 
Note: the Level and Slope values are the means as shown in equation 2.  
Conditional LGM Model  
We then ran a conditional model for Tobin’s Q (Figure 2) only, with all eight control variables (as explained above). 
Compared with the unconditional model, the fit is improved for all the three measures, as shown in Table 2.  
The main added benefit under the conditional LGM model is its ability to examine which cross-sectional (control) 
variables influence the two primary factors (Level and Slope).    For example, Table 2 shows that the growth of firm 
performance is not influenced by firm size.  The result supports Gibrat’s Law, and it is consistent with prior 
empirical studies on the relationship between firm size and growth (Hall 1987).  Our analysis also reveals that 
market share and capital investments are positively associated with the initial level of firm performance, but they 
have no significant impact on the slope of firm performance. However, advertising expenditures have a positive 
effect on both the initial level and the longitudinal growth trajectory of firm performance. This combination of the 
results suggest that advertising expenditures create invisible capital that lays the foundation for future growth in firm 
performance but tangible capital (as represented by capital investments) has little influence on the future growth.  
These findings help identify which cross-sectional (control) variables can influence the level and shape of a 
dependent variable, thus guiding researchers as to how to influence not only the initial level (similar to prior 
research which primarily focus on the effect of mean level) but also the trajectory of a dependent variable over time 
(thus extending prior research).  
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Table 2. Conditional Model for Tobin’s Q 
  Level Slope 
Intercept -0.341 0.178*** 
Covariance (Level vs Slope) -0.027   
Firm Size 0.002 -0.006 
Firm Type 0.065 0.014 
Market Share 0.443*** 0.0122 
Capital Investment 0.521*** -0.016 
Advertising Expenditure 0.554 *** 0.067*** 
R&D Expenditure 0.294 ** -0.207** 
Debt to Equity Ratio -0.001 -0.002 
Ordinary Capital Stock -0.012 -0.012 
AGFI 0.961  
RSMR 0.044  
NFI  0.977  
CFI 0.974  
Non-Linear Multivariate LGM Models7  
Considering that firm performance (Tobin’s Q), IT infrastructure, and IT labor all can exhibit different growth 
trajectories during the 2001-2004 period, we propose two tri-variate LGM models to represent the longitudinal 
relationships among the three principal variables using the general LS coding (Figures 5 and 6).  
Two structural models could emerge to model the relationships among these three variables.  The first structural 
model would assume a mediated relationship where the effect of IT infrastructure is mediated by IT labor. This 
suggests that the IT infrastructure is used by IT labor to facilitate firm performance (Pavlou and El Sawy, 2006). The 
second structural model assumes that the relationship between IT infrastructure and IT labor can be bi-directional. 
This is based on the logic that IT labor can both be enhanced by the quality of the IT infrastructure and also that it 
enhances the IT infrastructure. We depict both models in Figure 5 and Figure 6, respectively. For simplicity, we do 
not detail the control variables in these two structural models. Besides, we simplified the Level-Shape (LS) coding.8  
Mediated LGM Model  
It should be clear that each of the observed variables (e.g., Tobin’s Q for each of the years 2001-2004) loads on two 
latent variables (α and β). These path coefficients are directly shown in Figure 5.  
The results show that the initial Level of IT infrastructure positively but marginally (at p<0.1 level) affects the Slope 
of Tobin’s Q, consistent with the IS literature that expects a positive relationship between IT infrastructure and firm 
performance growth over time. However, while the initial Level of IT labor positively affects the Level of 
performance (Tobin’s Q), it negatively affects the Slope of Tobin’s Q. This is an interesting finding that suggests 
that IT labor may not help accelerate firm performance over time, potentially due to the non-scalable nature of IT 
labor and the law of diminishing marginal returns. Moreover, the initial Level of IT infrastructure is positively 
associated (β=0.512, p<.01) with the Level of IT labor, but it is negatively associated with the Slope of IT labor (β=-
0.082, p<0.1). While the IS literature expects that the level of IT infrastructure to positively influence IT labor over 
time, this relationship is not particularly strong in a longitudinal sense.  This result suggests that, while IT 
                                                          
7
 Although the general trend in Tobin’s Q between 2001and 2004 was increasing, it was not monotonic since there was a dip 
between 2001 and 2002. This suggests that the growth trajectory in firm performance is not simply linear. 
8
 In the mediated model, the estimated loadings for Tobin’s q for the middle two years are λ2=-0.759 and λ3=0.514, implying a 
decline of performance in year 2002 (compared to 2001) and then an increase in 2003. This demonstrates the ability of LS to 
capture a general non-linear trajectory. Also, for IT infrastructure, λ2=0.410 and λ3=0.938; for IT labor, λ2=0.322 and λ3=0.716. 
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infrastructure complements IT labor in the short term, it potentially has a substitutive effect on IT labor in the long 
run.  Moreover, in terms of the relationship among the growth of the two IT variables, the Slope of IT infrastructure 
positively impacts the Slope of IT labor (β=0.368, p<.01). These results are largely consistent with the IS literature.  
Finally, there is a negative relationship between the Level and Slope within each variable (β=-0.029 for Tobin’s Q, 
β=-0.614 for IT infrastructure, and β=-1.110 for IT labor), as also shown for the unconditional model in Table 1. 
These results suggest that the higher the initial level in each variable, the lower the prospects for growth over time.  
 
Figure 5: Mediated Trivariate LGM  
(GFI=0.94, AGFI=0.90, SRMR=0.02, CFI=0.98, NFI=0.98) 
 
Bi-Directional LGM Model 
Figure 6 presents the results on the bi-directional case. The results suggest that initial Level of IT infrastructure 
positively (p<0.01 level) affects the growth of Tobin’s Q, similar to the unidirectional case. The Level of IT labor 
positively affects the Level of Tobin’s Q, but it negatively affects the Slope of Tobin’s Q. Again these results are 
consistent with the results reported in Figure 5.  
The initial Level of IT infrastructure is positively associated (β=0.843) with the Level of IT labor, but it is 
negatively associated (β=-0.362) with the Slope of IT labor. Besides, the Slope of the IT infrastructure is positively 
associated with the Slope of IT labor (β=0.565). Finally, there is a negative impact between the Level and Slope 
within each of the three variables (β=-0.029 for Tobin’s Q, β=-0.617 for IT infrastructure, and β=-1.296 for IT 
labor). 
In sum, these results are largely consistent with those in Figure 5 for the directional case, implying that there is no 
major difference in the results regardless of whether the relationship between IT infrastructure and IT labor is 
modeled as directional (IT infrastructure influencing IT labor) or bidirectional.  
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Figure 6. Bi-directional Trivariate LGM (GFI=0.94, AGFI=0.90, SRMR=0.02, CFI=0.98, NFI=0.98) 
 
Comparative Results: LGM analysis versus Conventional Approaches 
We compare LGM with two common approaches used in IS research, (a) Structural Equation Modeling (SEM) and 
(b) panel data econometric analysis using the Generalized Linear Model (GLM).  
Cross-Sectional Structural Equation Modeling (SEM) Estimation 
As our analysis of the longitudinal studies in MISQ and ISR indicates, during the last 10 years, the majority (65%) 
of empirical studies use SEM (e.g., Davis and Hufnage, 2007; Kim et al., 2009). To conduct the SEM analysis, we 
pooled the data across the four years and estimated the following path diagram (Figure 7). The SEM analysis is 
implemented in SAS Proc CALIS, which adopts LISREL estimation. Similar to the LGM models in Figures 5 and 6, 
we specified a simple mediated structure model where the effect of IT Infrastructure on firm performance is 
mediated by IT labor (Figure 7). The SEM results show that IT infrastructure has both a direct and an indirect effect 
on firm performance, while the direct impact of IT labor on firm performance is negative. For clarity, we omitted the 
path coefficients of the control variables from Figure 7.  
Figure 7 (relative to Figure 5) shows how incorporating the time dimension into SEM adds new insights. Notably, 
the cross-sectional SEM model in Figure 7 does not permit to make inferences about longitudinal patterns. First, 
while the SEM results suggest that IT labor has a negative effect on firm performance (β =-0.095, p<.01) (Figure 7), 
the corresponding LGM results clarify that the effect of the Level of IT labor is positive and significant on the initial 
Level of firm performance but negative and significant on the Slope of IT infrastructure over time. Moreover, while 
the IT infrastructure has a significant positive effect on IT labor (β =0.39, p<.001) in a cross-sectional SEM model, 
the LGM results suggest that the relationship is positive in terms of the initial levels of IT infrastructure and IT labor 
but negative between the initial Level of IT infrastructure and the Slope of IT labor over time. Finally, while the 
SEM results show a positive effect of IT infrastructure on firm performance, the LGM results specify that the only 
significant relationship is that between the initial Level of IT infrastructure and the Slope of firm performance.  
In sum, while the SEM results specify cross-sectional relationships among the proposed variables, the LGM models 
can identify specific relationships about both the initial levels and slope of these variables over time. This reckons 
with Mitchell and James (2001)’s concern that the simpler hypotheses built on cross-sectional analyses can turn out 
to be (possibly mistakenly) strong and are harder to falsify.  
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Figure 7. The SEM Estimation using Pooled 2001-2004 Data 
(* 0.1, ** 0.05, ***0.01, GFI=0.994, AGFI=0.928, SRMR=0.003, CFI=0.995, NFI=0.997) 
Generalized Linear Model (GLM)  
During our analysis of the papers published in MISQ and ISR during the last ten years, about 30 longitudinal studies 
use panel data analysis approaches, such as the fixed time effects in GLM. Thus, we compared GLM with LGM. 
Table 3 shows the GLM results that treat Year as fixed effects (Dewan and Ren, 2007; Smith and Telang, 2009). 
The GLM results show that IT infrastructure does not have significant impact on firm performance, but IT labor has 
a positive and significant role in firm performance. All year fixed effects are significant (versus default Year 2004).  
These results suggest that IT labor plays a major role in firm performance. However, our results from LGM models 
offer an in-depth understanding of the relationship.  The results reveal that while the initial level of IT infrastructure 
has no effect on the initial level of firm performance, it has a significant effect on the growth of firm performance.  
On the other hand, while IT labor is positively associated with the initial level of firm performance, it has a negative 
impact on the growth of firm performance.  The comparison shows that similar to SEM, by focusing on static 
relationships, the GLM results in Table 3 do not offer any specific information on the longitudinal effects of IT 
infrastructure and IT labor on firm performance. The inclusion of fixed time effects merely controls for variations of 
firm performance over time, but it does not reveal the longitudinal relationship between variables offered by LGM.   
Table 3: GLM results with year as fixed effects 
Parameter Estimate STD t-value p-value 
Intercept -0.130 0.070 -1.86 0.063 
IT Infrastructure -0.001 0.007 -0.22 0.829 
IT Labor 0.021 0.006 3.34 0.001 
Year 2001 -0.063 0.024 -2.57 0.010 
Year 2002 -0.202 0.024 -8.41 <.0001 
Year 2003 -0.056 0.024 -2.36 0.018 
Year 2004 0.000 . . . 
Firm Size 0.085 0.018 4.78 <.0001 
Firm Type -0.001 0.008 -0.1 0.924 
Market Share 0.430 0.056 7.69 <.0001 
Advertising Expenditure 5.592 0.370 15.11 <.0001 
R&D Expenditure 2.610 0.151 17.28 <.0001 
Debt to Equity Ratio 0.000 0.001 -0.26 0.794 
Capital Investment 0.500 0.053 9.37 <.0001 
Ordinary Capital Stock -0.032 0.007 -4.67 <.0001 
N 4820    
R-square 0.139    
F 60.440    
P <0.001    
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Discussion 
Key Contributions 
Given the relative dearth of research on theorizing longitudinal models and proposing longitudinal hypotheses in the 
IS literature, the study’s first contribution is to introduce the basic tenets of LGM and demonstrate with an 
illustrative example how to use LGM to empirically explore longitudinal relationships among IT variables, such as 
IT infrastructure and IT labor, and their effects on firm performance over time. Another important contribution to 
the IS literature is to provide practical guidelines on how to implement various LGM approaches to model various 
types of longitudinal relationships among IT variables and their effects on firm performance.  
Comparative Advantages and Disadvantages of LGM 
The first advantage of LGM models is to explicitly model change over time. While the current practice of SEM is to 
focus on cross-sectional analysis, LGM models integrate a longitudinal time dimension to SEM models. Besides, 
while the GLM panel data analysis acknowledges that there are time effects across the four years in our sample, 
unlike LGM, it does not explicitly model changes in relationships over time to specify longitudinal effects.  
Second, LGM can also model longitudinal variation within individual variables. Unlike SEM or GLM, LGM breaks 
down the growth trajectory of a single variable into its initial Level and Slope, thus adding to our understanding of 
how an individual variable changes over time in terms of its initial value in a period and its growth trajectory. 
Third, multi-variate LGM models add to our understanding on how change of one (longitudinal) variable affects 
change in other variables, an important aspect not captured by SEM or GLM methods and notably missing from IS 
research. The ability to predict how the longitudinal change in one variable affects the longitudinal change in 
another opens many new avenues for IS research by exploring complex relationships among IS variables over time.  
Finally, while SEM and GLM models focus on linear and directional relationships, LGM can readily model both 
non-linear and also bi-directional relationships, thus capturing more complex relationships among variables over 
time that are not necessarily linear or directional.  
Optimal Number of Time Periods for Latent Growth Models 
While our study used four time periods for the simplicity of illustration and for showing that longitudinal 
relationships can be adequately modeled with a relatively small number of time periods,9 there is no general 
consensus in the LGM literature on the optimal number of time periods. This is largely determined by the model 
identification, i.e., whether unique values of the model parameters can be identified given the model’s structure (e.g. 
the structural specification and coding of time λt in LGM etc.) and data (Bollen and Curran 2006, p.21). In the 
simplest intercept-slope coding (Figure 1), LGM requires a minimum of three time periods. However, for non-linear 
models, such as Bollen and Curran (2006), at least four time periods are needed (p. 91). The proposed Level-Shape 
(LS) coding used in this study can accommodate both linear and also non-linear models with a minimum 
requirement of three time periods.  
Suggestions for Future Work 
Despite the demonstration of the basic tenets of LGM and offering guidelines to use LGM models in IS research, 
there is still a need to better explore and understand the value of LGM for IS research.  In particular, LGM enables 
both theoretical and methodological advancements in IS research.  As we mentioned earlier, LGM allow researchers 
to propose longitudinal hypotheses.  However, there has been little theoretical guidance on how to develop such 
hypotheses.  Hence, there is a need to expand prior IS theories to explicitly identify longitudinal relationships and 
develop longitudinal hypothesis. Further, future research could offer practical guidance on developing longitudinal 
hypotheses, including theorizing longitudinal changes within single variables, how the change in one variable affects 
the change in another variable, and how a set of variables can influence each other in non-linear and bi-directional 
ways. Future research could also explore how existing longitudinal studies (either regression, SEM, or GLM 
                                                          
9
 Since our LGM application is only for illustration and not for theory development and testing purposes, it is less critical to have 
more than four time periods. Nonetheless, future research could include additional time periods.  
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models) could be informed by LGM, and how existing models could be extended by the ability to model 
longitudinal effects.  From a methodological perspective, the use of LGM in the domain of IS research requires 
methodology advancement to treat data issues such as unbalanced data, missing data, and measure errors.  While 
techniques for treating these data issues (such as imputation and measurement error correction) are well-known in 
SEM and GLM models, little is known whether the same technique can be applied to LGM.  Prior IS research also 
shows that relationships among IS variables are often complicated and non-linear.  Future research is needed to 
extend LGM to model such complex relationships.   
The study’s ultimate purpose is to bring longitudinal aspects back to IS research and use appropriate methods that 
readily extend existing approaches, such as SEM and GLM, to model relationships among IS variables over time. 
We hope to entice future IS research to more carefully examine the longitudinal aspects of IS phenomena.  
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