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The functional consequences of convenient size of subcellular structures have been analysed in the
past and currently the questions regarding the underlying physical mechanisms for their genesis,
the sensing of their size by the cell and maintenance of their convenient size in the steady state are
receiving much attention. Long cell protrusions, which are effectively one-dimensional, are highly
dynamic subcellular structures and their length keep fluctuating about the mean length even in the
the steady state. For optimal functioning, particularly as sensors, the length of a specific protrusion
must not cross a narrow band bounded by two thresholds. However, fluctuations may drive the
length beyond these thresholds. We study generic stochastic models of length control of long cell
protrusions; the special cases of this model correspond to specific examples of different types of cell
appendages. Exploiting the techniques of level crossings developed for random excursions of stochas-
tic process, we have derived analytical expressions of passage times for hitting various thresholds,
sojourn times of random excursions beyond the threshold and the extreme lengths attained during
the lifetime of these protrusions. As a concrete example, we apply our general formulae to flagella
(also called cilia) of eukaryotic cells thereby getting estimates of the typical length scales and time
scales associated with the various aspects of random fluctuations. Since most of the earlier works
investigated only the mean length of cell protrusions, our study of the fluctuations opens a new
horizon in the field of subcellular size control.
I. INTRODUCTION
Cell is the structural and functional unit of life [1]. For
biological function, size matters at all levels of biological
organization [2–4]. Even at the subcellular level, each of
the structures in an eukaryotic cell has an optimal size [5–
7]. Dynamic long cell protrusions, like eukaryotic flagella
and cilia, are effectively linear subcellular structures. The
typical length of a particular type of protrusion shows
negligible variation across all members of a specific cell
type in a given species under same physiological condi-
tion. This observation suggests that the individual cells
control the length of these structures. What makes these
systems attractive in the study of cellular mechanisms for
size control is that the the investigator has to deal with
an essentially one-dimensional problem [8–25]. Previous
studies have focussed on various mechanisms that control
mean length of such protrusions. But, to our knowledge,
their temporal fluctuations have received very little at-
tention [8, 18].
The temporal fluctuation of the lengths of long cell
protrusions may have important implications in their bi-
ological functions [26–31]. For example, if the fluctuating
length of a sensory cilium falls below a certain threshold
it may not be able to pick up molecular signals floating
beyond that threshold. When such a situation arises, the
shortened cilium becomes silent; the consequent ‘fading’
of chemical signals received by the cell would be remi-
niscent of the phenomenon of fading of electromagnetic
signals that has been studied extensively [32, 33] since
the pioneering work of Rice [34, 35]. The silent cilium
∗E-mail: debch@iitk.ac.in
regains its sensory capability only after its length grows
above that threshold because of fluctuations. Similarly,
growing beyond an upper threshold may lead to excessive
exposure to the surrounding environment. This will add
to the metabolic cost and disturb the energy budget of
the cell [36].
The cell protrusions that motivate this work grow and
shrink by assembling or disassembling materials at their
distal tips [18]. But, these do not have the machineries of
protein synthesis inside the protrusion. Consequently, all
the building materials required for elongation of the pro-
trusion need to be imported from the cell body and trans-
ported to the distal tip (anterograde transport). Simi-
larly the building materials released from the shrinking
distal tip also have to transported back to the cell body
(retrograde transport). Transport in both these direc-
tions are driven by molecular motors that are powered
by a chemical fuel called ATP. Because of the intrinsic
stochasticities of the ongoing turnover of the building
blocks and incorporation of new materials [8, 37–40], the
steady state length keeps fluctuating about the mean (av-
erage length) even after the protrusion attains its steady
state [41–44]. However, the theory developed in this cur-
rent paper is not limited to such potrusions. It is ap-
plicable to all such protrusion and filaments which grow
or shrink by adding or removing monomers from their
edges (see Fig.1(a)). For a list of such one dimensional
structures, readers are referred to the review article by
Mohapatra et al [8].
Steady state length is achieved by striking a balance
between the assembly and disassembly of the protrusion
[8, 18, 38]. If both these rates are constants and inde-
pendent of the instantaneous length of the protrusion
then, barring an exceptional condition, balance of as-
sembly and disassembly cannot be achieved. To attain
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FIG. 1: Length control in generic protrusions and
filaments : (a) Generic protrusions and filaments are mod-
elled as lattice chains which can grow or shrink by adding or
removing monomers from its end. (b) A controlled length of
the structures emerges when the assembly rate is balanced by
the disassembly rate. Therefore, for maintaining finite length
of the structure (b1) either both the assembly and disassem-
bly rates (b2) or the assembly rate (b3) or the disassembly
rate should be dependent on the length of the structure.
a stationary (i.e., time-independent) mean length, either
the assembly rate should decrease with increasing length
or the disassembly rate should increase with increasing
length or both these phenomena must occur. Accord-
ingly, the protrusions can be divided into three classes:
(a) assembly controlled, (b) disassembly controlled and
(c) both assembly and disassembly controlled [8] (see Fig.
1(b)).
Length-dependence of the rates of growth and shrink-
age of a protrusion can arise from length-dependent
regulation of the corresponding anterograde and retro-
grade transport processes [11]. Alternatively, length-
dependence of the shrinking rate of a protrusion can arise
from a length-dependent depolymerization of the stiff fil-
aments, that form the cylindrical scaffolding, by special-
ized enzymes called depolymerases [16, 24, 45]. We will
solve the problems for such generic protrusions. However,
to get an intuitive feel for the actual numbers, we will
apply the analytical formulae derived here exclusively to
eukaryotic flagellum which is an example of assembly-
controlled protrusion.
The fluctuations of the protrusion length can be viewed
as one-dimensional random excursions of its distal tip. If
a cell protrusion has certain upper and lower threshold
for its lengths, the random excursions of the tip can be
formulated as level crossing problems [32, 47–63]. The
specific questions we address are : (a) How frequently
does the length cross the upper and lower thresholds by
fluctuations ? (b) What is the duration for which a pro-
tusion remains beyond these thresholds ? (c) What is
the maximum or the minimum length the protrusion can
grow or shorten to during its lifetime ? Having an esti-
mate for such rates, timescales and lengthscales can help
us to get deeper insights into the nature of fluctuations
of the length of cell protrusions.
The manuscript is organised in the following manner.
First, we will discuss how to model the assembly and
length control of a growing protrusion or filament. It
will be followed by the formulation of equations for cap-
turing the stochastic growing shrinking dynamics of these
dynamic structures. Thereafter, we show how the fluc-
tuating length of the protrusions and filaments in the
steady state can be described by an Ornstein-Uhlenbeck
(OU) process. The introduction of length control in eu-
karyotic flagellum will be followed by the derivation of
useful expressions for mean passage times, random excur-
sions and extremal excursions. Finally, using the derived
expressions we estimate the level crossing quantities for
eukaryotic flagellum. The details of the calculations have
been provided in the appendices.
II. EQUATIONS FOR PROTRUSION KINETICS
AND FORMAL STEADY STATE SOLUTIONS
The protrusions are modelled here as one-dimensional
lattices (i.e., linear chains) of equispaced discrete sites
[8, 18]. The growing and shortening of the structures is
captured by the addition and removal of monomers from
the distal end of the lattice as shown in Fig.1(a).
For these structures to achieve a controlled length, the
rate of growing by incorporating new monomers should
be balanced by the rate of shortening by discarding the
monomers from the structure. This scenario is possi-
ble only if both these rates or at least one of them is
length dependent. The controlled length emerges where
the curves intersect and balance each other (see Fig.1(b)).
The cell assembles protrusions and the filaments from
scratch and the average length keep increasing during the
growing phase. At some point of time, the average length
ceases to change further on the attainment of the steady
state. However, the instantaneous length keeps fluctuat-
ing about the average length and these length fluctua-
tions are known as steady state length fluctuations.
For the quantitative description of the growing and
shrinking dynamics of the generic protrusions, we treat
it as a stochastic process L(t) where the stochastic ki-
netics of the length of the protrusion are assumed to be
Markovian. Let PL(`, t) be the probability that the pro-
trusion is of length L(t) = ` at time t. For simplicity
we consider that each monomer is of unit length, so a
protrusion of length ` consists of ` number of monomers.
A. Master Equation for stochastic kinetics:
discrete length
The master equation governing the stochastic kinetics
[64–66] of the length evolution of the protrusion is given
3by
dPL(`, t)
dt
= r−(`+ 1)PL(`+ 1, t)− r+(`)PL(`, t) for ` = 0
(1a)
dPL(`, t)
dt
= r+(`− 1)PL(`− 1, t) + r−(`+ 1)PL(`+ 1, t)
− (r+(`) + r−(`))PL(`, t) for `= 2 to N − 1
(1b)
dPL(`, t)
dt
= r+(`− 1)PL(`− 1, t)− r−(`)PL(`, t) for ` = N
(1c)
where the rate of growing (r+(`)) and shortening (r−(`))
are length dependent. N denotes the maximum number
of monomers which can be incorporated into the protru-
sion. The motivation for introducing an upper cutoff N
for the allowed length of the protrusion is that the pool
of structural materials are supplied by the cell body and
this supply is finite [5, 6, 68]. Besides, N being a pa-
rameter, its magnitude can be varied and adjusted when
applied to a specific protrusion.
The steady state solution of the master equation (1) is
given by
Ps(`) = P (0)
∏`
j=1
r+(j − 1)
r−(j)
(2)
where
P (0) =
(
1 +
N∑
`=1
∏`
j=1
r+(j − 1)
r−(j)
)
. (3)
This gives the distribution of protrusion length in the
steady state.
B. Fokker-Planck equation for stochastic kinetics:
continuous length
Next we take the continuum limit [64–66] in which the
length of the protrusion is represented by a continuous
variable y which is defined by
y = `/N. (4)
So the range of allowed values of y is 0 ≤ y ≤ 1. Be-
sides, since both ` and N are dimensionless so is y. In
this continuum limit, the probability PL(`, t) reduces to
p(y, t) which denotes the probability that the protrusion
length is y at time t. Carrying out the standard Kramers-
Moyal expansion of the master equation (1b) governing
the length of the protrusion, we obtain the corresponding
Fokker-Planck equation
∂p(y, t)
∂t
= − ∂
∂y
[
R−(y)p(y, t)
]
+
1
2N
∂2
∂y2
[
R+(y)p(y, t)
]
(5)
where
R−(y) = r+(y)− r−(y) & R+(y) = r+(y) + r−(y) . (6)
Let us rewrite the Fokker-Planck equation (equation
(5)) in the following form
∂p(y, t)
∂t
= − ∂
∂y
(
R−(y(t))p(y, t)− 1
2N
∂R+(y(t))p(y, t)
∂y︸ ︷︷ ︸
J
)
(7)
where the underlined term is the flux J . In the steady
state ∂p(x,t)∂t = 0 and this indicates that J is constant.
Setting J = 0, we get the steady state solution ps(y) of
the Fokker Planck equation as
ps(y) =
N
R+(y)
exp
(
2N
∫ 1
0
R−(y′)
R+(y′)
dy′
)
(8)
where N is the normalization constant.
C. Rate equation for deterministic kinetics:
continuous length
From the master equations governing the stochastic
time evolution of the length of the protrusions, we get
the corresponding rate equation [64–66]
dL(t)
dt
= r+(L(t))− r−(L(t)). (9)
where L(t) = 〈`(t)〉 = ∑N`=0 PL(`, t). The steady state
solution of the rate equation (9) can be obtained by solv-
ing
r+(Lss) = r
−(Lss) (10)
which gives the measure of protrusion length Lss in the
steady state.
III. MAPPING PROTRUSION LENGTH
FLUCTUATION ONTO OU PROCESS
For the Fokker Planck equation (5), the corresponding
stochastic differential equation (SDE) or the Langevin
equation [64–66] describing the evolution of the length of
the protrusion is given by (see appendix A for the details)
dy = R−(y)dt+
1√
N
√
R+(y)dW (t) (11)
where W (t) is the Gaussian white noise (a Wiener pro-
cess) with dW (t) distributed according to a Gaussian
process with mean and covariance given by
〈dW (t)〉 = 0 (mean)
〈dW (t)dW (s)〉 = δ(t− s) dt ds (covariance) (12)
In the limit N →∞, from (11) we recover the determin-
istic equation for y which, after substitutions from (6)
and (10), yields the fixed point y∗.
The SDE (11) describing the stochastic evolution of
the protrusion length involves Gaussian like fluctuations
4of order 1/
√
N about the deterministic trajectory. We
make a change of variable from y to x by defining y −
y∗ = x/
√
N where x is a measure of the deviation of y
from its steady-state value y∗. Thus, fluctuations of y
around y = y∗ is equivalent to that of x around x∗ = 0.
Accordingly the functions of R±(y) of y get transformed
to the functions R±(x) of x. Formally Taylor expanding
the RHS of (11) to the lowest order in 1/
√
N (the so-
called linear noise approximation [64]) yields
dx = R−(x) dt+
√
R+(x) dW (t) (13)
where
R−(x) = R′−(y∗)x and R+(x) = R+(y∗) (14)
The details of deriving equation (13) from equation (11)
are given in appendix B.
Note that the transformed Langevin equation (equa-
tion (13)) has the formal structure of a standard Orn-
stein - Uhlenbeck (OU) process [69] for which the SDE
reads as
dx = −κx dt+
√
D dW (t); (15)
and noise satisfies (12). As is well known, the Fokker-
Planck equation corresponding to the SDE (15) is given
by
∂p(x, t)
∂t
=
∂
∂x
[
κx p(x, t)
]
+
D
2
∂2p(x, t)
∂x2
(16)
The Fokker-Planck equation corresponding to the
transformed Langevin equation (13) for protrusion length
is
∂p(x, t)
∂t
=
∂
∂x
[
R−(x) p(x, t)
]
+
1
2
∂2R+(x)p(x, t)
∂x2
=
∂
∂x
[
−R′−(y∗)x p(x, t)
]
+
R+(y
∗)
2
∂2p(x, t)
∂x2
(17)
Identifying
κ = −R′−(y∗) & D = R+(y∗) (18)
we can map the Fokker-Planck equation (17) into OU
process (equation (16 )).
Rescaling the protrusion length (y − y∗ = x/√N) and
mapping the phenomena into OU process (equation (16)
and (17)) allows us to view the movement of the tip
about the mean length due to the growing and short-
ening of the protrusion length as a moving Brownian
particle subjected to linear drift (see Fig.2). Note that
the allowed range of values of x is −√N ≤ x ≤ √N .
Now to understand the steady state length fluctuations
of the protrusion or the dynamics of x, we can use
the techniques developed under the framework of OU
process to study the dynamics of the Brownian particle
which is subjected to linear drift. In table I, we have
considered three class of protrusions whose growing and
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FIG. 2: Fluctuating protrusion length : Protrusion
length evolves in time by adding and removing precursors
from its tip. The fluctuating protrusion length can be treated
as a stochastic process. Due to length dependent assembly
and disassembly rate, the protrusion length keeps fluctuating
about its mean value in steady state.
shrinking rates are either constant or change linearly
with protrusion length. We have summarized the
expressions of rates for master equation, rate equations,
Fokker-Planck equation and the expression of κ and D
when the length fluctuations for these structures are
mapped into OU process.
Solutions : The probability distribution p(x, t|x0, t0)
by solving the Fokker Planck equation (16) [64–66, 69]
reads as
p(x, t|x0, t0) =
√
κ
piD[1− e−2κt] exp
(
− κ(x− x0e
−κt)2
D[1− e−2κt]
)
(19)
where x0 is the initial position of the protrusion tip.
If the initial mean position is 〈x0〉, the mean position
〈X(t)〉 evolves as
〈X(t)〉 = 〈x0〉e−κt (20)
and the variance reads as
〈(X(t)− 〈X(t)〉)2〉 = D
2κ
(1− e−2κt) (21)
The steady state distribution is given by
pss(x) =
√
κ
piD
exp
(
− κx
2
D
)
(22)
and the variance in steady state is given by
σ2 =
D
2κ
. (23)
5Quantities Assembly  
Controlled
Disassembly
 Controlled
Assembly-Disassembly
 Controlled
Master equation
r+(ℓ) 𝜆A(N-ℓ) 𝜆AN 𝜆A(N-ℓ)
r-(ℓ) 𝜇AN 𝜇Dℓ 𝜇ADℓ
Rate equation
𝜆A(1 -〈ℓ(t)〉) 𝜆D 𝜆AD(1 -〈ℓ(t)〉)
𝜇A 𝜇D〈ℓ(t)〉 𝜇AD〈ℓ(t)〉
Fokker -Planck Equation 
R+(y) 𝜆A(1 -y)-𝜇A 𝜆D-𝜇Dy 𝜆AD(1 -y)-𝜇ADy
R_(y) 𝜆A(1 -y)+𝜇A 𝜆D+𝜇Dy 𝜆AD(1 -y)+𝜇ADy
Mapping into Ornstein-Uhlenbeck process
𝜅 𝜆A 𝜇D 𝜆AD+𝜇AD
D 𝜇A 𝜆D [(𝜆AD𝜇AD)/(𝜆AD+𝜇AD)]1//2
TABLE I: Summarizing the terms of master equation, rate
equation and Fokker-Planck equation for assembly controlled,
disassembly controlled and assembly-disassembly controlled
protrusions whose rates of assembly and disassembly rates
are either constant or linearly changing with the length of
the protrusion and listing the expressions of κ and D which
are required for mapping the evolution of protrusion length
into Ornstein-Uhlenbeck process. Note that λs and µs are
the phenomenological constants which can be extracted from
experimental data.
Looking at the expression for p(x, t|x0, t0) and 〈X(t)〉,
the inverse κ−1 is actually the timescale with which the
protrusion length relaxes to its steady state [69]. The
linear drift velocity κx is restoring in nature and al-
ways drives the protusion tip towards the mean position
x∗, which is the origin (x∗ = 0) for the process X(t).
More the deviation from the mean position (x−x∗ = x),
stronger is the drift κx.
The protrusion is growing by adding monomers to
its tip and is shortening by removing monomers from
its tip (Fig.2). When the assembly rate balances the
disassembly rate, a controlled length of the protrusion
emerges. If the protrusion grows beyond its controlled
(or mean) length, the disassembly rate becomes domi-
nant and forces the protrusion to regain its correct / ideal
length by shortening (Fig.2). Similarly, if the protrusion
shortens further, the dominant assembly rate helps in
reclaiming the correct length by growing. Mapping the
growing - shortening dynamics of the protrusion length
into the OU process further clarifies the physical picture.
It says that the tip keeps doing a random walk by adding
and removing subunits but there is always a drift acting
on it which drives the protrusion length towards its mean
length (or the fixed point x∗).
Whenever we talk about a controlled system undergo-
ing fluctuation, there must be certain upper (xU ) and
lower (xL) thresholds crossing which may have certain
implications (Fig.2). In the coming sections, we will dis-
cuss the passage times for hitting the the thresholds, the
time spent beyond and below these thresholds and the
extremum length to which the protrusion can grow or
shrink to in a certain interval of time.
IV. A CASE STUDY WITH AN ASSEMBLY
CONTROLLED PROTRUSION
For case study, let us consider a protrusion whose
length is controlled by assembly. The rate of assem-
bly (r+(`)) falls exponentially with the increasing length
whereas the rate of disassemly (r−(`)) remains constant
throughout. Such choice of rates for our model protru-
sion is motivated by the eukaryotic flagellum [18, 38].
The length dependent growing rate (r+(`)) and the
length independent shortening rate (r−(`)) for our model
protrusion are given by
r+(`) = Ae−C` and r−(`) = B (24)
where A, B and C are phenomenological constants. If `
is converted into proper length by multiplying it with the
length ∆` of the subunits of the protrusion, then C must
also be divided by ∆` to keep the exponential dimen-
sionless. More about the internal structure, mechanism
of acquiring length feedback and how different cytoskele-
tal and interflagellar components coordinate for assem-
bling flagellum of controlled length will be discussed in
section VIII. A more detailed description is provided in
our recently published paper [18].
A. Steady state: rate equation approach
Using the general form (10) of the steady-state solu-
tion, for our special case (24) under study, we get the
steady state mean length to be
Lss =
1
C
`og
(
A
B
)
(25)
by solving the equation Ae−CLss = B.
B. Steady state: master equation approach
The steady state solution of the master equation (equa-
tion (1)) governing the length of the assembly controlled
protrusion is obtained by substituting the rates men-
tioned in equation (24) in the expression mentioned in
equation (2) and (3). The following solution of the mas-
ter equation
Ps(`) = P (0)
(
A
B
)`
e−`(`+1)C/2 (26)
6where
P (0) =
(
1 +
N∑
`=1
(
A
B
)`
e−`(`+1)C/2
)−1
(27)
gives the distribution of the length of the protrusion in
the steady state. In terms of A, B and C, the steady state
solution of the rate equation (9) governing the length
〈`ss〉 = 1
C
`og
(
A
B
)
. (28)
gives the measure of average length of the assembly con-
trolled protrusion in the steady state. Note that the mean
length (28) of the protrusion is identical to the expres-
sion (25) of the steady-state length obtained from the
rate equation thereby confirming mutual consistency of
the two approaches.
C. Steady state and Fluctuations around
steady-state: Fokker-Planck approach
For the Fokker-Planck equation (5) governing the evo-
lution of the length of the assembly controlled protrusion,
R+(y) and R−(y) are given by
R+(y) = Ae
−Cy +B and R−(y) = Ae−Cy −B. (29)
Substituting the expressions (29) for R±(y) into the gen-
eral form (8) for the steady state solution, we get
ps(y) = N e
−NΨ(y)
Ae−Cy +B
(30)
where the pseudopotential Ψ(y) is given by
Ψ(y) = 2
∫ 1
0
R−(y′)
R+(y′)
dy′ = 2
(
`og
[
Ae−Cy +B
e−Cy(A+B)
]
− y
)
(31)
The most probable value of y that, by definition, corre-
sponds to an extremum of the pseudopotential, lies at y∗.
Exploiting the definition y = `/N , we get the most prob-
able length `mp = Ny
∗ of the protrusion in the steady
state to be
`mp =
1
C
`og
(
A
B
)
, (32)
which is identical to the expressions (25) and (28) of the
mean length of the protrusion in the steady-state. Al-
ternatively, from equation (11) in the limit N → ∞ we
get the steady-state length to be given by R−(yss) = 0 =
Ae−Cyss − B, which yields the same expression for the
steady-state length as obtained from all the other ap-
proaches discussed above. The steady state solution of
the master equation, the rate equation and the Fokker
Planck equation for the assembly controlled protrusion
has been plotted in Fig.3.
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FIG. 3: Steady state solution for model protrusion :
The steady state solution of the master equation (Ps(`) as a
function of `) is represented by dots and that of Fokker Planck
equation (ps(y) as a function of y) is represented by the solid
blue line. The steady-state length obtained from the rate
equation (Lss), which is identical to the mean length (〈`ss〉)
obtained from the master equation and the most probable
length (`mp) obtained from the Fokker-Planck equation, is
marked by the dotted vertical line. Values of A = 1.7× 10−3,
B = 4.05 × 10−5 and C = 2.44 × 10−3 are used for making
the plots.
D. Mapping onto OU Process and Fluctuations
around steady-state
Substituting the expressions (29) for R±(y) in the spe-
cific case of assembly-controlled protrusions into the gen-
eral definitions (18) of κ and D we get
κ = −R′−(y∗) = BC and D = R+(y∗) = 2B. (33)
The Fokker-Planck equation for the transformed
Langevin equation (equation (13)) describing the dynam-
ics of the flagellar tip fluctuating about its mean position
is given by
∂p(x, t)
∂t
=
∂
∂x
[
BC︸︷︷︸
κ
x p(x, t)
]
+ B︸︷︷︸
D/2
∂2p(x, t)
∂x2
(34)
Rescaling the length (y − y∗ = x/√N) of the assem-
bly controlled protrusion and mapping it into OU process
allows us to analyze the system using the techniques de-
veloped for OU process.
The length fluctuations, for the initial condition x0,
are characterized by the probability distribution
p(x, t|x0, t0)
=
√
C
2pi[1− e−2BCt] exp
(
− C(x− x0e
−BCt)2
2[1− e−2BCt]
)
(35)
which, in the limit t → ∞, reduces to the steady-state
distrubution
pss(x) =
√
C
2pi
exp
(
− Cx
2
2
)
. (36)
7V. STATISTICS OF PASSAGE TIMES
One of the central problems of level crossing is esti-
mating the time the system takes to reach a particular
boundary for the first time. In the context of a fluctu-
ating protrusion, our interest lies in estimating the time
the tip of the protrusion takes to cross a critical value
of its length (or, equivalently, the hypothetical Brownian
particle takes to cross a threshold boundary) for the first
time [46, 55, 57, 60, 62].
Suppose, as shown in figure 4(a), initially the position
of Brownian particle (tip) (x0) lies between two thresh-
olds xU and xL (xL ≤ x ≤ xU ). One of our aims is
to calculate the time to escape (or exit) the safe zone,
which is bounded by the upper (xU ) and the lower (xL)
thresholds, by crossing either of the two thresholds. The
time the Brownian particle takes to hit either of the two
threshold for the first time defines its first exit time cor-
responding to the given initial condition. In case there
is a single threshold xth (xth > x
∗) of interest, there are
two ways of hitting it (see figure 4(b1-b2)). If the initial
position x0 lies below the threshold xth as shown in fig-
ure 4(b1), then it must move upward to hit the threshold
length xth and the first time it hits the threshold from
below is known as the first upcrossing time. On the oth-
erhand, if x0 lies above xth (figure 4(b2)), it must move
downward to hit the threshold xth; the first time it hits
the threshold xth from above is the first downcrossing
time. As we have mapped the movement of the tip onto
that of a hypothetical particle that executes an OU pro-
cess, now we will calculate the mean exit, upcrossing and
downcrossing times for the system using the techniques
for OU process which are nicely reviewed by Masoliver
[46].
As is well known, calculation of mean first passage
times are normally more convinient if one uses back-
ward Fokker-Planck equation, rather than the forward
Fokker-Planck equation given by equation (16) [69]. For
the generic model under our consideration, the backward
Fokker-Planck equation is given by
−∂p(x, t|x0, t0)
∂t0
= −κx0 ∂p(x, t|x0, t0)
∂x0
+
D
2
∂2p(x, t|x0, t0)
∂x20
(37)
As both the drift κx0 and the diffusion D are not de-
pendent on time t and t0 explicitly, p(x, t|x0, t0) depends
on time only through the difference t − t0. Therefore,
the evolving protrusion length is considered to be tempo-
rally homogenous system for which the backward Fokker-
Planck equation is given by
∂p(x, t|x0, t0)
∂t
= −κx0 ∂p(x, t|x0, t0)
∂x0
+
D
2
∂2p(x, t|x0, t0)
∂x20
(38)
as by chain rule ∂t0 = −∂t.
The probability that the particle located at x0 at time
t0 escapes the safe zone, bounded by the upper (xU ) and
the lower (xL) thresholds, for the first time at time t is
given by
E(t;xU , xL|x0, t0) = 1−
∫ xL
xU
p(x, t|x0, t0)dx︸ ︷︷ ︸
probability that the particle
is lying between xU and xL
(39)
The probability of hitting a threshold xth is closely
related to the escape probability defined in equation (39).
Let H(t;xth|x0, t0) denote the probability of hitting the
threshold xth at time t, given that the particle was at x0
at time t0. In case xth > x0 , the hitting (or upcrossing)
probability is given by
HU (t;xth|x0, t0) = E(t;xU = xth, xL = −∞|x0, t0) (40)
which is like escaping a semi-infinite interval (−∞, xth).
On the other hand, if xth < x0,the hitting (or downcross-
ing) probability is given by
HD(t;xth|x0, t0) = E(t;xU =∞, xL = xth|x0, t0) (41)
which is like escaping a semi-infinite interval (xth,∞). In
the following subsections, we will present the expressions
for the mean exit time from the region bounded by two
thresholds, the mean hitting time for a given threshold
xth and discuss their implications.
A. Escaping the safe zone
The mean escape time taken by the protrusion to grow
or shrink beyond xU and xL respectively and escaping the
safe zone is denoted by
TE(xU , xL|x0, t0) =
∫
t pE(t, xU , xL|x0, t0)dt (42)
where pE(t, xU , xL|x0, t0) is the pdf corresponding to the
escape probability E(t;xU , xL|x0, t0). In appendix C 1,
we have shown that TE(xU , xL|x0, t0) satifies the follow-
ing ordinary differential equation
− κx0
dTE(xU , xL|x0, t0)
dx0
+
D
2
d2TE(xU , xL|x0, t0)
dx20
= −1
(43)
which is subjected to the boundary conditions
TE(xU , xL|xU , t0) = 0 = TE(xU , xL|xL, t0). (44)
On solving it, we get the expression for the mean escape
time TE(xU , xL|x0, t0) which reads as
8xU
xL
x
xth
x*
x
xth
x*
x
Exit time
Upcrossing time Downcrossing time
Escaping the safe zone
Hitting the threshold
(a)
(b)
(b1) (b2)
x0
Rescaled mean exit time(c)
0 5 10 15 20 25 30
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7 Mean upcrossing time
Mean downcrossing time
Re
sc
al
ed
 m
ea
n 
hi
tti
ng
 ti
m
e
x0
(d)
κ 𝓣
𝓗(
x 0
)
κ 𝓣𝓔(x0)
- 40 - 20 0 20 40
0.2
0.4
0.6
0.8
1.0
1.2
1.4
FIG. 4: Statistics of passage time : (a) Space-time diagram for the hypothetical Brownian particle which captures the
movement of the tip of the protrusion. It escapes the region bounded by an upper xU and lower xL threshold by crossing either
of the thresholds and the time taken is the known as the exit time. (b) Space-time diagram for the Brownian particle which lies
below (b1) and above (b2) a threshold xth and time taken to hit the threshold is given by upcrossing (b1) and downcrossing (b2)
time respectively. (c) Mean exit time for seven different pairs of (xU , xL). (d) Mean upcrossing (solid line) and downcrossing
(dashed lines) time for hitting two different threshold xth = 10 (green) and xth = 15 (red). Value of κ = 9.9× 10−8 and
D = 8.1× 10−5.
TE(xU , xL|x0, t0) =
[
D
(
erfi
(√
κxL√
D
)
− erfi
(√
κxU√
D
))]−1
×
[
x20
(
erfi
(√
κxU√
D
)
− erfi
(√
κxL√
D
))
2F2
(
1, 1;
3
2
, 2;
κx20
D
)
+x2L
(
erfi
(√
κx0√
D
)
− erfi
(√
κxU√
D
))
2F2
(
1, 1;
3
2
, 2;
κx2L
D
)
+ x2U
(
erfi
(√
κxL√
D
)
− erfi
(√
κx0√
D
))
2F2
(
1, 1;
3
2
, 2;
κx2U
D
)]
(45)
where the function erfi(z) is the imaginary error function
[70] whose series about z = 0 is given by
erfi(z) =
1√
pi
(
2z +
2
3
z3 +
1
5
z5 +
1
21
z7 + ...
)
(46)
and 2F2 (a1, a2; b1, b2; z) is the generalized hypergeomet-
ric function [70] whose series about z = 0 is given by
2F2 (a1, a2; b1, b2; z) =
∞∑
j=0
(a1)j(a2)j
(b1)j(b2)j
zj
j!
(47)
In Fig.4(c), we have plotted the mean exit time
TE(xU , xL|x0, t0) as a function of initial position x0 for
seven different pairs of (xU , xL).
B. Hitting the thresholds
If there is a single threshold (xth) of interest, the ap-
propriate quantity is the mean hitting time T (xth|x0, t0)
which is the mean time taken to hit the threshold xth
for the first time if initially its length is x0. The mean
hitting time is given by
TH(xth|x0, t0) =
∫ ∞
0
t pH(t;xth|x0, t0)dt (48)
where pH(t;xth|x0, t0) is the pdf associated with the hit-
ting probability H(t;xth|x0, t0). The steps for deriving
the expression of TH(xth|x0, t0) are given in the appendix
C 2.
9For xth > x0 (Fig.4(b1)), the mean hitting or upcrossing time for hitting the threshold is
THU (xth|x0, t0) = 1
κ
∫ κx2th/D
κx20/D
F (1, 3/2, z)dz =
√
pi
κ
∫ √κ|xth|/√D
√
κ|x0|/
√
D
ey
2
erf(y)dy
=
1
D
[
x2th 2F2
(
1, 1;
3
2
, 2;
κx2th
D
)
− x20 2F2
(
1, 1;
3
2
, 2;
κx20
D
)]
(49)
For xth < x0 (Fig.4(b2)), the mean hitting or downcrossing time for hitting the threshold is
THD(xth|x0, t0) = 1
2κ
∫ κx20/D
κx2th/D
U(1, 3/2, z)dz =
√
pi
κ
∫ √κ|x0|/√D
√
κ|xth|/
√
D
ey
2
erfc(y)dy
=
1
2κ
[
pierfi
(√
κx0√
D
)
− pierfi
(√
κxth√
D
)]
− 1
D
[
x20 2F2
(
1, 1;
3
2
, 2;
κx20
D
)
− x2th 2F2
(
1, 1;
3
2
, 2;
κx2th
D
)]
(50)
In figure 4(d), we have plotted the mean upcrossing (solid line) and downcrossing time (dashed line) for hitting two
different thresholds xth = 10 (green line) and xth = 15 (red line). In equation (49) and equation (50), F (1, 3/2, z)
and U(1, 3/2, z) are the generalised Kummer’s functions [70].
C. Implications
1. Mean Escape time
The mean escape time plotted as a function of x0 in Fig.4(c) varies in a non-monotonous manner with the initial
position x0. The curves in Fig.4(a) exhibit a maximum at x
max
0 which is given by
xmax0 =
√
D
κ
× erf−1
[
2κ
piD
(
xL
2
2F2
(
1, 1; 32 , 2;
xL
2κ
D
)
− xU 2 2F2
(
1, 1; 32 , 2;
xU
2κ
D
))
(
erfi
(√
κxL√
D
)
− erfi
(√
κxU√
D
)) ] (51)
In order to get physical insight into the implications of the exact mathematical expression (48) of TE(xU , xL|x0, t0),
let us consider a few special cases all of which place the thresholds symmetrically at equal distances from the origin
located at x = 0. The origin x = 0 coincides with the mean position of the Brownian particle (x∗) in the steady-state
because x ∝ (y − y∗).
Special case I: Suppose, the two thresholds are placed symmetrically at xU = a and xL = −a, respectively. For this
particular positions of the pair of thresholds, the expression (48) for TE(xU , xL|x0, t0) simplifies to
TE(a,−a|x0, 0) = 1
D
[
a2 2F2
(
1, 1;
3
2
, 2;
a2κ
D
)
− x20 2F2
(
1, 1;
3
2
, 2;
κx20
D
)]
(52)
where x0-dependence arises only from x
2
0 appearing in
the second term within the square bracket and renders
TE(a,−a|x0, 0) symmetric with respect to change of sign
of x0. This symmetry arises from the fact that the dis-
tances of the upper and lower thresholds from x0 = b
are identical to those to the lower and upper thresholds,
respectively, from x0 = −b. Moreover, not surprisingly,
in this symmetric case, the general expression (51) for
xmax0 coincides with the origin x = 0. In the more gen-
eral asymmetric case, TE(xU , xL|x0, 0) is not symmetric.
Specializing further to x0 = 0, only the a
2-dependent first
term within the square bracket in (52) survives while the
second term vanishes.
Special case II: A particular lengthscale σ associated
with the problem is
σ =
√
D
2κ
. (53)
which is obtained by taking the square root of the vari-
ance (mentioned in equation (23)) associated with the
steady state distribution of X(t) given by equation (22).
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Using the series
2F2
(
1, 1;
3
2
, 2; z
)
= 1 +
z
3
+
4z2
45
+O(z3) (54)
we get the approximate expression for TE(a,−a|x0, t0)
when both x0 and a are much smaller than σ to be
TE(a << σ,−a << −σ|x0, t0) ≈ 1
D
(a2 − x20) (55)
which explains the inverse parabolic form appearing in
Fig.4(c). In this special case the mean exit time depends
only on D and is independent of κ. The magnitude of the
drift in the region −σ < x < σ is negligible. Therefore, it
is diffusion only which drives the escape from this region.
Special case III: Another special case is when xU =
σ, xL = −σ. If in this case x0 = 0, then
TE(σ,−σ|x0, t0) = 0.595
κ
(56)
i.e., the mean exit time is purely a function of the relax-
ation time κ−1, irrespective of the magnitude of D.
Special case IV: Suppose the initial position x0 is very
close to one of the boundaries, say x = a while the other
boundary is located at x = −a. By the Taylor series
expansion of the expression TE(a,−a|x0, 0) about x = a,
we get
lim
x0→a
TE(a,−a|x0, t0) =
√
pi
Dκ
eκa
2/D erf
(
a
√
κ
D
)
(a−x0)
(57)
i.e., the mean exit time is a linear fuction of the distance
(a−x0) between the initial position and the boundary at
x = a. In equation (57) erf(z) denotes the error function
[70] whose series about z = 0 is given by
erf(z) =
2√
pi
∞∑
j=0
(−1)jz2j+1
j!(2j + 1)
(58)
2. Mean Hitting time
The results of mean hitting time (Fig.4(d)) are inter-
esting. Naively, one might expect the mean time for up-
crossing the threshold at xth from x0 > xth to be identical
to mean time for downcrossing the same threshold from
x0 < xth if the distance |x0 − xth| is same in both the
cases. But, that is not true, as the detailed analysis of
our results (49) and (50) establish.
We plot the results numerically for two different val-
ues of the threhold, namely xth = 10 and xth = 15 in
Fig.4(d). For lower threshold xth = 10, the mean down-
crossing time is longer than the mean upcrossing time
(if |x0 − xth| is same in both the cases) as indicated by
the horizontal bars marked on the curve for the mean hit-
ting time for the threshold xth = 10 (green curve in figure
4(d)). The opposite is seen for higher threshold xth = 15.
In this case, the mean upcrossing time is longer than the
mean downcrossing time as indicated by the horizontal
bars marked on the curve for the mean hitting time for
the threshold xth = 15 (red curve in figure 4(d)). The
reason behind this is the restoring linear drift acting on
the tip. In case of lower threshold, the linear drift driving
the tip towards mean is weaker. Therefore, it takes longer
time for downcrossing the threshold rather than upcross-
ing it. On the other hand, for higher thresholds, the
restoring drift is much stronger. This makes upcrossing
a difficult task compared to the downcrossing the thresh-
old. Therefore, the mean upcrossing time is much longer
than the mean downcrossing time for a higher threshold.
The expression in equation (49) for mean hitting time
of the threshold by upcrossing it is same as the mean
escape time given by expression in equation (52) except
that a in the later expression (equation (52)) is replaced
by xth in the former one (equation (49)). So, in all special
cases and special limits, the expression for mean hitting
time THU (xth|x0, t0) resembles TE(x0; a,−a) which are
summarised in equation (55-57). On the other hand, the
expression for mean hitting time for hitting a threshold
by downcrossing it is different so will be the expression
for different special cases and in special limits.
In order to gain insight into the physical implications
of the mathematical expressions (49) and (50), as before,
we consider simple situations. If initially x0 = 0, the
mean upcrossing time to any arbitrary threshold xth is
THU (xth|0, 0) = x
2
th
D
2F2
(
1, 1;
3
2
, 2;
κx2th
D
)
(59)
whereas if the threshold is xth = 0, the mean downcross-
ing time from any initial location x0 is
THD(0|x0, 0) = pi
2κ
erfi
(√
κx20√
D
)
−x
2
0
D
2F2
(
1, 1;
3
2
, 2;
κx20
D
)
(60)
When both x0 and xth are much smaller than σ, we use
the expansions given in equation (46) and (54) thereby
getting the corresponding approximate formulae
THU (xth|x0, t0) ≈ 1
D
(x2th − x20) (x0 << σ, and xth << σ) (61)
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for the upcrossing time and
THD(xth|x0, t0) ≈
√
pi
κD
(x0 − xth)− 1
D
(x20 − x2th) (x0 << σ, and xth << σ) (62)
for the mean downcrossing time. If x0 is very close to the threshold xth, then the mean upcrossing time is
lim
x0→xth
THU (xth|x0, t0) =
√
pi
Dκ
eκx
2
th/Derf
(√
κ
D
xth
)
(xth − x0) (63)
and mean downcrossing time is
lim
x0→xth
THD(xth|x0, t0) =
√
pi
Dκ
eκx
2
th/D
(
(erf
(√
κxth√
D
)
− 1
)
(x0 − xth) (64)
and both of these depend linearly on (|x0 − xth|) which
is the distance between the inititial position of the tip x0
and the threshold xth.
Each of the approximate expressions obtained un-
der well defined simple situations expose the inherent
asymmetry between the mean times required for hit-
ting threshold from below and from above. This is even
more vividly demonstrated by the following considera-
tion. From (49) we extract the mean upcrossing time
form x0 = 0 to xth = σ and then from x0 = σ to
xth = 2σ. They are
THU (σ|0, t0) = 0.595
κ
and THU (2σ|σ, t0) = 3.90
κ
. (65)
Similarly, from equation (50) we extract the mean down-
crossing time form x0 = σ to xth = 0 and then from
x0 = 2σ to xth = σ. They are
THD(0|σ, t0) = 0.901
κ
and THD(σ|2σ, t0) = 0.523
κ
. (66)
Interestingly, the mean upcrossing time THU (σ|0, t0) to
upcross form 0→ σ is smaller than the mean downcross-
ing time THD(0|σ, t0) to downcross form σ → 0. Contrary
to this trend, the mean downcrossing time THD(σ|2σ, t0)
to downcross form 2σ → σ is smaller than the mean up-
crossing time THU (2σ|σ, t0) to upcross form σ → 2σ.
VI. STATISTICS OF RANDOM EXCURSIONS
ABOVE A THRESHOLD xth
In the last section, we discussed the distributions of
the duration elapsed, from the initial time, before X(t)
hits a specific threshold or escapes a safe zone for the first
time. In this section, we will again treat the tip of the
fluctuating protrusion as a Brownian particle and ask (i)
what is the distribution of the number of hits of the given
threshold at xth from below (or from above) per unit
time, and (ii) what is the distribution of the durations of
its sojourn above (or below) the given threshold [32, 34,
35, 61] ? For studying the random excursions made by
Tfpt 𝜏- 𝜏-
𝜏+ 𝜏+
point of upcrossing
point of downcrossing 
time  (t)
x(t)
xth
x*=0
FIG. 5: Random excursion of a Brownian particle : A
schematics of the trajectory of a random particle. First time
the particle hits the threshold xth is denoted by Tfpt. The
points of upcrossing the threshold xth are marked by open
circles and downcrossing are marked by closed circles. Be-
tween and upcrossing and downcrossing, the particle makes
a sojourn of duration τ+ beyond the threshold xth. τ
− de-
notes the time between two successive excursions beyond the
threshold xth.
the fluctuating length of the protrusion in steady state,
we will be using the theory of random excursion above a
threshold xth which has been developed for OU process
by Stratonovich and is well documented in his book [61].
(For a beautiful introduction to random excursion theory,
the readers are referred to the book by Brainina [32]).
Terminology for excursion theory : In Fig.5, we have
schematically shown a typical trajectory of a Brownian
particle and have labelled different quantities of interest
which are studied under the random excursion theory.
The threshold xth of interest is marked by a horizontal
line in Fig.5. τ+ and τ− denote the sojourn times above
and below, respectively, of the threshold. Tfpt is the first
passage time for hitting the threshold. We shed light on
the statistics of random excursions by computing the (i)
mean number of upcrossings of the threshold xth, per
unit time and (ii) the distribution of the sojourn times
τ+ for excursions above the threshold xth.
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A. Mean rate of upcrossings of threshold xth
Let xth be the threshold of our interest and xth > x
∗
(see Fig.5). If x denotes the current position of the Brow-
nian particle, the time derivative x˙(t) denotes the rate of
change of the position of the Brownian particle with time
t. Let [t, t + ∆t] be such a small interval that the tra-
jectory of the Brownian particle can cross the threshold
not more than a single time during this interval. Let P1c
denote the probability that the threshold is crossed once
and P0c be the probability of no crossing taking place in
this small interval. As there are only these two possibil-
ities, the mean number of crossings taking place in this
interval is is simply P1c. The probability of crossing the
threshold xth in this interval by moving a distance ∆x
with the velocity lying between x˙ and x˙+ ∆x˙ is given by
dPc = p(xth, x˙)∆x∆x˙ = p(xth, x˙)x˙∆t∆x˙ (67)
where p(xth, x˙) is the joint distribution of the Brownian
particle being at xth whose velocity is x˙(t). We replaced
∆x by x˙∆t because it is assumed that while moving by
a distance ∆x, the velocity x˙(t) of the Brownian parti-
cle remains constant. Integrating dPc, we get the total
probability P1c of crossing the threshold xth in the inter-
val [t,∆t] i.e,
P1c = ∆t
∫ ∞
0
p(xth, x˙)x˙dx˙ . (68)
Since, P1c is also the mean number of crossings taking
place in this interval, the mean number density of cross-
ing the threshold nc(xth, t) per unit time is obtained by
dividing P1c with ∆t. So, the expression for nc(xth, t) is
nc(xth, t) =
P1c
∆t
=
∫ ∞
0
p(xth, x˙)x˙ dx˙ (69)
As the system is in steady state, nc(xth, t) will be time
independent quantity. Therefore, we use the stationary
distribution. Moreover, for an OU process, x and x˙ are
uncorrelated. Considering these two points, the expres-
sion in equation (69) simplifies to
nc(xth) =
∫
pss(xth)pst(x˙)x˙dx˙ (70)
which, upon evaluation of the integral, as shown in detail
in appendix D 1, leads to
nc(xth) =
κ
2pi
exp
(
− κx
2
th
D
)
. (71)
In Fig.6(a), we have plotted nc(xth) as a function of
xth. In Fig.6(a), we have plotted nc(xth) for three dif-
ferent values of D by keeping κ fixed and in the Fig.6(a)
inset, we have plotted nc(xth) for three different values
of κ by keeping D fixed. As seen in this figure, the rapid
fall of nc(xth) with increasing xth arises from x
2
th in the
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FIG. 6: Quantifying random sojourns : (a) Mean number
density nc(xth) (equation (71)) as a function of xth is plotted
for fixed κ = 20 and different values of D indicated along
the curves. Inset - Mean number density nc(xth) (equation
(71)) as a function of xth is plotted for fixed D = 100 and
for different values of κ indicated along the curves. (b) Mean
number of sojourns n(κτ+) per unit time is plotted as function
of the rescaled sojoun time κτ+ for two different thresholds
- (i) xth = 0 (solid blue line) and (ii) xth = 20 (dashed red
line). Value of κ = 9.9× 10−8 and D = 8.1× 10−5 in (b).
factor exp(−κx2th/D) in Eq.(71). The same exponential
factor vividly displays the competing roles of κ and D.
Larger D tends to enhance random excursions away
from the steady state. Therefore, for a given κ, higher
the value of D, higher is the number density nc(xth)
for a given threshold (Fig.6(a)). On the other hand, a
stronger κ tends to restore the Brownian particle to its
mean position (x = x∗ = 0). Keeping D fixed, we saw
that as we increased the value of κ in Fig.6(a) inset, the
curve corrsponding to κ = 30 indicates that the thresh-
olds in the neighborhood of the steady state x∗ = 0 are
more frequently crossed and the crossings become rarer
as indicated by the rapidly falling curve for higher xth.
For smaller values of κ indicates weaker restoring drift.
Therefore, the almost flat curve corresponding to κ = 10
in Fig.6(a) inset indicates that even the higher thresholds
are crossed frequently.
B. Distribution of sojourn times above threshold
We now calculate the mean density of sojourns whose
duration exceed τ+. This will be followed by the eval-
uation of the corresponding probability distribution of
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sojourn times.
The problem is to count all such trajectories which up-
cross the threshold xth in the interval [0,∆t] and do not
downcross it in the next interval [∆t, τ+]. All such trajec-
tories will give rise to sojourns whose duration exceed τ+.
Let all such trajectories be described by the probability
density p+(x, t). As these trajectories denote fluctuat-
ing position of the Brownian particle in time, probability
density describing them will satisfy the following Fokker-
Planck equation
∂p+(x, t)
∂t
=
∂
∂x
[
κx p+(x, t)
]
+
D
2
∂2p+(x, t)
∂x2
. (72)
The above equation is subjected to the initial condition
p+(x, 0) = 0 for x > xth (73)
and boundary conditions
p+(xth, t) =
{
pss(xth) for 0 ≤ t ≤ ∆t
0 for ∆t < t .
(74)
The initial condition (73) indicates that only those tra-
jectories are considered in which the hypothetical Brow-
nian particle is not above the threshold at t = 0. The
boundary condition (74) in the interval [0,∆t] indicates
that only those trajectories will contribute which are al-
ready at x = xth during the infinitesimal interval [0,∆t].
As the protrusion length is assumed to be in the sta-
tionary state, distribution of such trajectories are given
by the stationary distribution pss(xth) given in equation
(22). For t > ∆t, the absorbing boundary condition
p+(xth, t) = 0 ensures elimination of all those trajecto-
ries whose sojourn time above xth would be less than t
because of premature downcrossing.
Integration of the probability p+(x, τ+), that satisfies
the conditions (73) and (74), over the entire space above
xth gives the number of sojourns ∆n above threshold
which begin in [0,∆t] and do not end by t = τ+, i.e.,
∆n =
∫ ∞
xth
p+(x, τ+)dx. (75)
Hence, the mean number density of sojourns above the
threshold xth, each of duration longer than τ
+, is given
by
n(τ+) = lim
∆t→0
∆n
∆t
(76)
The corresponding unnormalised probability density
pn(τ
+) of the duration of sojourn time above threshold
is given by
pn(τ
+) = −dn(τ
+)
dτ+
(77)
Solving the equation (72), subjected to the set of con-
ditions given in equation (73) and (74), is a challenging
task. Therefore, we will estimate the sojourn time distri-
butions for two special thresholds xth = 0 and xth >> σ
only.
Special case I: One of the special cases is to put the
threshold at xth = x
∗ = 0. Having X(t) > 0 corresponds
to positive excursion whereas X(t) < 0 corresponds to
negative excursion. In appendix D 2 we have shown that
the number of sojourns of duration longer than τ+, above
threshold in an unit time interval is given by
n(τ+) =
κ
pi
1√
e2κτ+ − 1 (78)
Note that n(τ+) decreases monotonically with τ+. Us-
ing (78) in (77) we get the corresponding sojourn time
distribution as
pn(τ
+) =
κ
pi
e2κτ
+(
e2κτ+ − 1)3/2 . (79)
Special case II: Another class of important thresholds
are the ones which are rarely visited (x2th >> D/2κ),
which are rarely visited by the Brownian particle. For
such high thresholds ((x2th >> D/2κ), the restoring drift
is much stronger. This results in excursions of short du-
ration as the particle will be able to move by a shorter
distance beyond xth. Therefore, it is safe to assume that
a constant drift of magnitude ≈ |κxth| acts on the parti-
cle when it is performing excursion beyond the threshold
xth i.e, X(t) > xth. With this approximation, as shown
in appendix D 2, in this special case we get
n(τ+) =
pst(xth)
2
[√
2D
piτ+
e−(κxth)
2τ+/(2D)
− (κxth) erfc
(
κxth
√
τ+
2D
)]
(80)
and
pn(τ
+) =
pss(xth)
2
√
D
2pi
1
(
√
τ+)3
e−(κxth)
2τ+/(2D) . (81)
Mean number of sojourns per unit time is plotted as func-
tion of the rescaled time κτ+ in Fig.6(b) for two different
thresholds - (i) xth = 0 (solid blue line) and (ii) xth = 20
(dashed red line). For the curve corresponding to xth = 0
(solid blue line in Fig.6(b)), we have used the expression
of n(τ+) mentioned in equation (78) and for the one cor-
responding to xth = 20 (dashed red line in Fig.6(b)), we
have used the expression of n(τ+) mentioned in equation
(80). From Fig.6(b) it is very clear that the number of
sojourns of a given duration τ+ per unit time beyond a
lower threshold is more than the number of sojourns be-
yond a higher threshold. This trend is expected because
of the linear nature of the restoring drift which grows
stronger with the increasing height of the threshold xth.
This prevents excursion of longer duration above higher
thresholds. Another inference from Fig.6(b) is that irre-
spective of xth, the number of sojourns of sojourn time
14
τ+ decrease with increasing sojourn time τ+. It is again
expected because the restoring drift will ultimately leads
to the particle reverting back to its mean position at
x∗ = 0. This property leads to lesser number of sojourns
with longer sojourn time.
VII. EXTREMAL EXCURSIONS
After dealing with the theory of random excursions in
the last section, now we will discuss one more impor-
tant aspect of level crossing, namely, the extremal ex-
cursions of the protrusion length about its mean length
x∗ = 0 in the steady state. We will look for answers to
the questions like what is the maximum or the minimum
length the protrusion can grow or shorten to and how
wide a range does it scan within a finite duration of time
[46, 58, 71]. Again mapping the dynamics of protrusion
tip onto that of a Brownian particle executing OU pro-
cess, we will estimate these important length scales using
the theories of extremal excusions developed for OU pro-
cess in [46].
x*=0
x(t)
time (t)
xmax(t)
xmin(t)
x r
an
ge
(t)
FIG. 7: Extremal excursions : The trajectory of a Brow-
nian particle is denoted by the solid blue line. The evolution
of time dependent maximum xmax(t) and minimum xmin(t)
values attained by the Brownian particle are denoted by the
dotted green and dashed red line respectively. The range
xrange(t) spanned is given by the width of the region enclosed
by the green dotted line and red dashed line.
A. Average maximum, minimum and range
Let xmax(t) and xmin(t) be the maximum and the min-
imum values that the trajectory of the Brownian particle
attains at time t. As shown in Fig.7, both xmax(t) and
xmin(t) are time dependent random variables.
The probability of xmax(t) being the maximum is de-
noted by
Mmax(t; ζ|x0, t0) = Probability[xmax(t) < ζ|x0, t0]
(82)
and the probability of xmin(t) being the minimum is de-
noted by
Mmin(t; ζ|x0, t0) = Probability[ζ < xmin(t)|x0, t0] .
(83)
For simplicity, we will keep our discussion limited to the
calculation of statistics of xmax. Once we get it for the
maximum, getting the results for the minimum xmin will
be straight forward.
In equation (82), the term Probability[xmax(t) <
ζ|x0, t0] means that the particle which was initially at
x0 (−∞ < x0 < ζ) has not escaped the region [−∞, ζ].
In other words, it has not hit the threshold xth = ζ till
time t. Therefore,
Mmax(t; ζ|x0, t0) = (1−HU (t; ζ|x0, t0))Θ(x0−ζ) . (84)
where HU (t; ζ|x0, t0) is the upcrossing probability for the
threshold ζ which was introduced in equation (40). The
heaviside function Θ(x0 − ζ) takes care of the fact that
if initially the particle is located beyond ζ, then it is
impossible to have ζ as the maximum. As the pdf cor-
responding to Mmax(t; ζ|x0, t0) is pmax(t; ζ|x0, t0) , the
mean maximum 〈xmax(t)|x0〉 is given by
〈xmax(t)|x0〉 =
∫ ∞
0
ζ pmax(t; ζ|x0, t0) dζ . (85)
Rather than having arbitrary values of x0, we fix
x0 = 0(= x
∗) without loss of generality. This will give us
the average maximum excursion 〈xmax(t)|x0〉 about the
mean position x∗ = 0 in steady state. As derived in de-
tail in appendix E, it is shown that the average maximum
〈xmax(t)|0〉 goes as
〈xmax(t)|0〉 '
√
piDt (86)
i.e, the 〈xmax(t)|0〉 ∝
√
Dt.
Next, let us calculate 〈xmin(t)|0〉. If initially x0 = 0,
then 〈xmin(t)|0〉 is related to the first downcrossing time
to xth = −ζ. We also know that
HD(t;−ζ|0, t0) = HU (t; ζ|0, t0). (87)
Therefore, without going through detailed calculations
again, we can simply write
〈xmin(t)|0〉 = −〈xmax(t)|0〉 = −
√
piDt . (88)
The range scanned by the Brownian particle, as shown
schematically in Fig.7, is a time dependent random vari-
able that depends on both xmax(t) and xmin(t). The
average width of the range is denoted by 〈xrange(t)|0〉.
It can be evaluated directly by subtracting the average
minimum from the average maximum i.e,
〈xrange(t)|0〉 = 〈xmax(t)|0〉−〈xmin(t)|0〉 = 2
√
piDt (89)
B. Implications
At first it is surprising that all the three quantities
〈xmax(t)|0〉, 〈xmin(t)|0〉 and 〈xrange(t)|0〉 (see equation
(86),(88) and (89)) characterizing the extremal excur-
sions are proportional to
√
Dt just like the root mean
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square displacement in pure diffusion. The most inter-
esting feature of these expressions for the three quantities
is that none of these depend on κ at all. Since it is solely
because of diffusion that the particle tends to move away
from the mean position and explore extremes, all these
three time-dependent quantities vary with time as
√
Dt,
the hall mark of diffusion.
VIII. EUKARYOTIC FLAGELLUM: A CASE
STUDY
Internal structure : Eukaryotic flagellum is a mem-
brane bound organelle that projects out of the cell body.
The primary structural scaffold which forms the flagellum
is the axoneme [72]. Axoneme is a microtubule (MT)-
based structure consisting of nine MT doublets and 2
single MTs (see Fig.8). The doublets are arranged in
a cylindrical fashion with the two singlets at the cen-
ter. Absence of mRNAs inside the flagellum indicates
that the flagellum imports its structural proteins (now
onwards, loosely, referred to as “precursor”) from the cell
body. The flagellar precursors are synthesized and and
degraded in the pool which is situated at the flagellar
base [72].
Intraflagellar transport : An active transport
mechanism known as intraflagellar transport (IFT) is
responsible for transferring precursors into and out of
the flagellum [74–76]. IFT trains consist of IFT proteins
which are arranged in linear arrays just like the bogies of
a train (see Fig.8). These are pulled by molecular motors
which walk on the MT doublets. The precursors hitchike
on these trains to get a ride inside the flagellum. One
of the MTs of the doublet (B-MT) is exlusively used for
the anterograde trip of the IFT trains to the tip and the
other one (A-MT) is used for the retrograde trip from tip
to the base [77]. The IFT trains are driven towards the
flagellar tip by the kinesin motors. At the tip, the trains
get ‘remodelled’, kinesins are ‘disengaged’ and the dynein
motors get ‘activated’. Thereafter, they are pulled back
to the base by the dynein motors. Due to the use of
separate MTs, anterograde and retrograde trains never
collide.
Length control : A flagellum elongates by incor-
porating the precursors,which are brought by the IFT
trains, at its tip . Because of the turnover of tubulins
at the flagellar tip, the flagellum shortens by removal of
precursors [11, 38, 72, 78]. The overall assembly rate de-
creases with the increasing flagellar length whereas the
disassembly rate remains constant throughout the pro-
cess [11, 38, 72, 78]. A steady state length emerges by
the balance of elongation and retraction. According to
the differential loading model, the amount of precursors
loaded onto an IFT train decreases with the increasing
length of the flagellum and this is responsible for the
overall decrease in the assembly rate with the growing
length of the flagellum. The cell senses the flagellar
length with a “time of flight” mechanism [11, 18, 78].
Tubulin dimer IFT train Kinesin Dynein
Longitudinal section of flagellum
Chlamydomonas Reinhardtii
(Green algae)
Cross section of flagellum
Flagellum
Precursor
pool
Tip
FIG. 8: A glimpse into the internal structure of flagellum
and elements of intraflagellar transport.
Suppose, the timer molecule, which is an integral part
of the IFT trains, enters the flagellum in a particular
chemical (or, conformational) state. It can switch irre-
versibly to another state at a certain rate. The state of
the timer molecule, which finishes the roundtrip inside
the flagellum, gives a feedback to the cell as to the cur-
rent flagellar length. Longer the flagellum, longer the
time of flight and higher is the probability of flipping of
the state of the timer. If the timer returns to the base
with its state unchanged, then it implies that precursors
have to be loaded on to next IFT train, but otherwise
no cargo is loaded onto the next IFT train that starts its
round trip inside the flagellum.
Model : Here we summarize the key points of a
stochastic model that we have developed very recently
for studying flagellar length control (see [18] for the de-
tails). The flagellum is represented as a pair of antipar-
allel lattices, where each lattice represents a MT of the
doublet. IFT particles pulled by the motors are repre-
sented by self driven particles which obey exclusion prin-
ciple and jump to the neighboring sites in a stochastic
manner with a certain hopping rate. The flux of the IFT
particles inside the flagellum is J , their number density
on the lattice is ρ and the effective velocity with which
they move is v. Each IFT particle can be either empty
or loaded with a single lattice unit which can elongate
the model flagellum (pair of lattices) at the tip by a sin-
gle unit. Whether the IFT train is loaded or not with
a lattice unit depends on the state of the timer and the
amount of precursor in the pool. If initially the timer is
in a given state, the probability of finding the timer in
the same state after time t is given by exp(−kt) where
k is rate of flipping of the state of the timer. So, if the
flagellar length is L(t) at time t, the probability of the
timer returning to the base (after the roundtrip inside
flagellum) without flipping state is e−kttof where ttof is
the time of flight and is given by ttof = 2L(t)/v. So far
as the precursor pool is concerned, if the maximum ca-
pacity of pool is Nmax and by some mechanism the cell
maintains a steady amount of precursors Nss in the pool
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then the probability of loading of precursors onto an IFT
train is proportional to Nss/Nmax. Therefore the flux of
full trains reaching the flagellar tip is
Jfull =
Nss
Nmax
e−2kL(t)/vJ (90)
The precursor loaded on the IFT train can elongate the
flagellum with probability Ωe. So the overall rate of as-
sembly is given by
JΩe e
−2kL(t)/v. (91)
Due to ongoing turnover, if both the sites at the tip are
not occupied by any IFT trains, the dimer (i.e the pre-
cursor) dissociates with rate Γr. Therefore, the overall
disassembly rate is given by
(1− ρ)2Γr (92)
The stochastic time-evolution of the flagellar length can
be modelled by a a master equation (1) with the corre-
sponding rates
r+(`) = Ae−C` and r−(`) = B (93)
where
A =
Nss
Nmax
JΩe, B = (1− ρ)2Γr & C = 2k/v . (94)
A. Parameter estimation for eukaryotic flagellum
Now we estimate the model parameters relevant for
the steady state length fluctuations of the flagellum of
Chlamydomonas reinhardtii. We chose this species be-
cause the flagellum of this particular species of green al-
gae is most commonly used in experimental studies of
length control [11, 38, 78]. Based on our earlier expe-
rience of analysis of experimental data for [18], we fix
A = 809.6 min−1, B = 28.21 min−1 and C = 0.0021
which appear in equation (93). We solve for the evo-
lution of mean flagellar length 〈`(t)〉 using equation (9)
and multiply 〈`(t)〉 with 8 nm for converting it into ac-
tual length; 8 nm being the length of a single MT dimer.
Plugging the values of A, B and C in the expressions in
equation (33), we get the corresponding values of
κ−1 = (BC)−1 = 16.3 minutes (95)
and
D = 2B = 56.42 min−1 (96)
which are the two essential parameters of the OU process.
Note that the mean length in steady state for the flag-
ellum is
〈`ss〉 = 1
C
`og
(
A
B
)
= 12.3 µm, (97)
which is, indeed, the typical length of a flagellum of
Chlamydomonas reinhardtii, and
σ =
√
D
2κ
=
√
1
C
= 0.17 µm (98)
B. Level-crossing statistics for eukaryotic flagellum
First we estimate the mean hitting times for a flagel-
lum of Chlamydomonas reinherdtii using the expressions
of hitting times (65,66) derived in section V. The mean
hitting time for important thresholds is listed in Fig.9(b)
and the timescales are presented in measurable units (in
minutes). The mean time taken by the flagellar length to
hit the threshold 〈`ss〉+ σ is around 10 minutes whereas
the mean time to regain the mean length 〈`ss〉 is around
15 minutes. Notice the asymmetry in mean times in hit-
ting equidistant thresholds in opposite directions.
Moreover, it takes around 1 hour, on the average, to
grow from 〈`ss〉+σ to 〈`ss〉+ 2σ by fluctuations whereas
it can shorten to 〈`ss〉 + σ from 〈`ss〉 + 2σ in around 8
minutes, on the average. From the estimates of hitting
time, it is concluded that upcrossing from 〈`ss〉 + σ to
〈`ss〉+2σ is more difficult than downcrossing from 〈`ss〉+
2σ to 〈`ss〉 + σ whereas downcrossing from 〈`ss〉 + σ to
〈`ss〉 is more challenging than upcrossing from 〈`ss〉 to
〈`ss〉+ σ.
Next we estimate the number density of threshold
crossings and the sojourn times above a threshold, which
are statistical properties of random excursions discused
in section VI. The mean number nc(xth) of times a given
threshold xth is crossed per minute (see expression (71))
is plotted as a function of xth − 〈`ss〉 in Fig.9(c1). The
number of crossings per minute of the particular thresh-
old xth − 〈`ss〉 = σ is also marked in Fig.9(c1). Again,
the decreasing trend of the curve reconfirms the fact that
upcrossing the higher thresholds is more difficult and
rare. We have also estimated the number of sojourns
n(τ+) above a threshold xth per minute whose duration
exceed τ+ (in minutes). We get the estimate for three
special thresholds (i)xth = 0, (ii) xth = 〈`ss〉+σ and (iii)
xth = 〈`ss〉+2σ. Using the expressions (78) and (80), we
plot n(τ+) as a function of τ+ for these three thresholds.
For all the three threshold, n(τ+) decrease with increas-
ing τ+ indicating that number of sojourns with sojourn
time longer than τ+ decrease with increasing τ+.
Finally, we address the questions on the maximum and
minimum lengths a flagellum can attain during its life-
time merely by fluctuations beginning from its steady-
state. For this purpose we get the relevant estimates by
using the expression (86),(88) and (89). Chlamydomonas
reinhardtii assembles its flagellum at the beginning of G1
phase of the cell cylce and starts to disassemble at the end
of this phase when the cell prepares itself for cell division.
G1 phase lasts for 10-12 hours. About its steady state
length 〈`ss〉 ≈ 12µm, the maximum and minimum aver-
age length by which the flagellum can grow or shorten
during its lifetime of 10 hours is 2.5µm i.e, it can grow
to ≈ 14.8µm and shorten to ≈ 9.8µm due to length fluc-
tuation in 10 hours. The range scanned by the flagellar
tip during its lifetime is, thus, about 5µm.
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FIG. 9: Length fluctuations of eukaryotic flagellum : (a) Evolution of the mean fagellar length which we obtained
by solving the rate equation 9 by using the values A = 809.6 min−1, B = 28.21 min−1 and C = 0.0021. Line represents
the theory and the dots are experimental data taken from Ishikawa and Marshall ([78])). The mean length in steady state is
12.3µm. (b) Hitting times for special thresholds in flagellum. Levels are indicated by the horizontal. Tip of the arrows indicate
the terminating point and their base (with a circle) indicate the initiating point. The mean upcrossing and downcrossing times
are denoted besides these arrow which indicate the transition. (c) Statistics of random excursions. (c1) Number of upcrossings
n(xth) per unit minute as a function of threshold xth. (c2) Number of sojourns per unit time above a given threshold (indicated
along the lines) whose duration exceed τ+ minutes. (d) Statistics of extreme excursions - (d1) Average maximum (denoted by
dotted green line) and minimum flagellar length (dashed red line) about its mean length as a function of time. (d2) Average
range scanned by the flagellar tip as a function of time. For (b-d), κ = 0.061 min−1 and D = 56.42 min−1
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IX. SUMMARY AND CONCLUSION
In a classic essay, titled “on being the right size”, J.B.S.
Haldane [2] first analyzed the physical reasons that would
explain why “for every type of animal there is a conve-
nient size”. Haldane focused his analysis on the size of
whole organisms. The mechanisms that ensure the “con-
venient” size of a cell [7] and sub-cellular structures [5–7]
have become a very active field of research in recent years.
There are three different kinds of questions that need
to be addressed:
(I) The relations between the size and various other pa-
rameters that characterize the structure or dynamics of
the organism; these observations have been presented
mostly in the form of scaling relations that are usually
referred to allometric relations.
(II) The allometric relations are explained in terms of
constraints imposed by the laws of physics and chemistry;
these are, for example, mechanical strength or chemical
reaction rate, etc. Having understood the causes of se-
lecting the specific convenient size, one also needs to un-
derstand functional consequences of any deviation from
that convenient size caused, possibly, by mutations.
(III) Having discovered the allometric laws satisfied by
the size and the physico-chemical origin of these laws,
the next question is how does an organism grow up to
a given size, stop further growth and maintain it subse-
quently.
It is the type (III) questions that we have addressed in
a recent paper [18]. However, instead of a multi-cellular
organism or a single cell, we have considered the size of
subcellular structures. Long protrusions and membrane-
bound organelles, that appear as cell appendages, are
prominent among the sub-cellular structures. Except for
a few papers, including ref.[18], all the works on length
control of cell protrusions so far have investigated the
time-dependence of the mean lengths. Moreover, those
have mostly assumed either length-dependent growth or
length-dependent shrinkage of the respective protrusions.
Going beyond the mean length, in this paper we have
investigated various aspects of the fluctuations of the
lengths of the cell protrusions in the steady-state. Us-
ing the formalisms of stochastic processes, we have first
mapped the time evolution of the tip of a dynamic pro-
trusion on an Ornstein-Uhlenbeck process. The mapping
is very general and is applicable for all the three classes
of protrusions listed in Table I. Then, we derive ana-
lytical expressions for several statistical characteristics
of the fluctuations using the techniques of level crossing
pioneered by Rice [34], and pedagogically presented by
Stratonovich [61], Brainina [32], Masoliver [46] and oth-
ers. The results could be segregated into three groups
and summarized in table II.
For a specific case study, we have considered eukaryotic
fagellum (also called a cilium). We have first extracted
the rate parameters from the experimental data available
in the literature. Then, plugging these rates into the an-
alytical expressions that we have dereived in this paper,
Quantities Symbol Formula
Statistics of passage times
Mean exit time 𝓣ε( xU , xL | x0, t0) Equation (45)
Mean upcrossing time 𝓣HU( xth | x0, t0) Equation (49)
Mean downcrossing time 𝓣HD( xth | x0, t0) Equation (50)
 Statistics of random excursion
Number density of upcrossings 
for the threshold xth 
nc Equation (70)
Number density of sojourns 
above a threshold with sojourn 
time 𝜏+
n(𝜏+)
Equation (78)
Equation (80)
Distribution of sojourn time 
above a threshold xth
pn(𝜏+) Equation (79)Equation (81)
Statistics of extremal excursion
Average maximum value 
attained about the mean 
position as a function of time .
〈xmax(t)|0〉
Equation (86)
Average maximum value 
attained about the mean 
position as a function of time .
〈xmin(t)|0〉
Equation (88)
Average range spanned about 
the mean position as a function 
of time .
〈xrange(t)|0〉
Equation (89)
TABLE II: List of important quantities derived in this paper
which describe different aspects of level crossing for protru-
sions and filaments with fluctuating length.
we have plotted the statistical properties of the fluctua-
tions of the lengths of the flagellum in the steady-state
in Fig.9. As byproduct of this analysis we also get rough
estimates of the typical length scales and time scales in-
volved. Based on these estimates, we conclude that our
predictions can be tested by analyzing a series of ky-
mographs capturing the temporal evolution of length in
wild type and mutant cells. We also believe that studies
of fluctuations of the lengths of sensory cilia, in particu-
lar, will shed light on ‘fading’ of chemical signals just as
Rice’s pioneeing work on level crossing was motivated by
fading of radio signals [34].
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Appendix A: Equivalence of Fokker-Planck and stochastic differential (Langevin) equation
The stochastic differential equation is
dy = R−(y)dt+
√
R+(y)√
N
dW (t) (A1)
Let f [y] be an arbitrary function of y. Expanding f [y] in second order:
df [y] = f [y + dy]− f [y]
= f [y] + f ′[y]dy +
1
2
f ′′[y][dy]2 − f [y]
= f ′[y]
(
R−(y)dt+
√
R+(y)√
N
dW (t)
)
+
1
2
f ′′[y]
(
R−(y)dt+
√
R+(y)√
N
dW (t)
)2
Note : Neglecting the terms containing (dt)2 and dtdW (t)
' f ′[y]
(
R−(Y )dt+
√
R+(y)√
N
dW (t)
)
+
1
2
f ′′[y]
(
R+(y)
N
(dW (t))2
)
Note : Using the relation (dW (t))2 = dt
=
(
R−(y)f ′[y] +
1
2N
R+(y)f
′′[y]
)
dt+
(√
R+(y)√
N
f [y]
)
dW (t) (A2)
Let us consider the time development of the arbitrary function f [y(t)]. If we take the average of df [y] over realizations
and divide by dt, we get
d〈f [y]〉
dt
=
d
dt
〈(
R−(y)f ′[y] +
1
2N
R+(y)f
′′[y]
)
dt+
(√
R+(y)√
N
f [y]
)
dW (t)
〉
=
〈
R−(y)
∂f [y]
∂y
+
1
2N
R+(y)
∂2f [y]
∂y2
〉
(A3)
Now y evolves according to the conditional density p(y, t|y0, t0). The left hand side of the above equation (A3) is
simply given by
d〈f [y]〉
dt
=
d
dt
∫
dY f(y)p(y, t|y0, t0) =
∫
dyf(y)
∂p(y, t|y0, t0)
∂t
(A4)
(Because f(y) is not a function of t, therefore we can take it out. On the other hand, p(y, t) is a function of both y
and t. Therefore, there will be a partial derivative. This is how Gardiner proceeds from here.)
Now going to the right hand side term of equation (A3)〈
R−(y)
∂f [y]
∂y
+
1
2N
R+(y)
∂2f [y]
∂y2
〉
=
∫
dy
(
R−(y)
∂f [y]
∂y
+
1
2N
R+(y)
∂2f [y]
∂y2
)
p(y, t|y0, t0)
=
∫
dyf [y]
(
− ∂R−(y)p(y, t|y0, t0)
∂y
+
1
2N
∂2R+(y)p(y, t|y0, t0)
∂y2
)
(A5)
Equating the last expressions of equation (A4) and (A5) we get∫
dY f(y)
∂p(y, t|y0, t0)
∂t
=
∫
dY f [y]
(
− ∂R−(y)p(y, t|y0, t0)
∂y
+
1
2N
∂2R+(y)p(y, t|y0, t0)
∂y2
)
. (A6)
As f [y] is arbitrary, we can simply write the following
∂p(y, t|y0, t0)
∂t
= −∂R−(y(t))p(Y, t|y0, t0)
∂y
+
1
2N
∂2R+(y(t))p(Y, t|y0, t0)
∂y2
(A7)
Therefore, we can say that for the the following SDE
dy = R−(y)dt+
√
R+(y)√
N
dW (t) (A8)
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the corresponding Fokker-Planck equation is given by
∂p(y, t)
∂t
= −∂R−(y)p(y, t)
∂y
+
1
2N
∂2R+(y)p(y, t)
∂y2
(A9)
and vice versa.
Appendix B: Mapping into Ornstein-Uhlenbeck procees
We have
y − y∗ = x√
N
⇒ y = y∗ + x√
N
(B1)
Substituting this in equation (11) we get
d(y∗ +
x√
N
) = R−(y∗ +
x√
N
)dt+
1√
N
√
R+(y∗ +
x√
N
)dW (t)
⇒ dx√
N
=
(
R−(y∗) +
x√
N
R′+(y
∗)
)
dt+
1√
N
√(
R+(y∗) +
x√
N
R′+(y∗)
)
dW (t) (B2)
Using the defination of R−(y) (equation (6)) and equation (10), we get R−(y∗) = 0. Neglecting the term R′+(y
∗)
inside the square root we get
⇒ dx√
N
=
x√
N
R′+(y
∗)dt+
1√
N
√
R+(y∗)dW (t)
⇒ dx = R′+(y∗)x dt+
√
R+(y∗)dW (t) (B3)
which is the transformed stochastic differential equation
(13) we wanted to derive from equation (11).
Appendix C: Statistics of passage times
1. Mean exit time
The escape probability E(t;xU , xL|x0, t0) is introduced
in equation (39). For our convinience, we denote it simply
by E(x0, t) . Integrating the backward FPE (38) with
respect to final position x (as done while defining the
escape probability in equation (38)) it can be checked
that the escape probability E(x0, t) obeys the backward
FPE i.e,
∂E(x0, t)
∂t
= −κx0 ∂[E(x0, t)
∂x0
+
D
2
∂2E(x0, t)
∂x20
(C1)
subjected to the initial condition
E(x0, t0) = 0 (C2)
and the following boundary conditions
E(xU , t) = 1 and E(xL, t) = 1 (C3)
The initial condition (equation (C2)) indicates that ini-
tially x0 lies between xU and xL and the boundary con-
dition (equation (C3)) indicates whenever the length hits
either of the thresholds, it successsfully exits the zone.
Using the Laplace transform
E˜(x0, s) =
∫ ∞
0
e−stE(x0, t)dt (C4)
the backward FPE (equation (C1)) gets converted to an
ordinary differential equation
−κx0 dE˜(x0, s)
dx0
+
D
2
d2E˜(x0, s)
dx20
= sE˜(x0, s)− 1 (C5)
with boundary conditions
E˜(xL, s) = E˜(xU , s) = 1/s (C6)
Now onwards, for our convinience, we will denote the cor-
responding pdf pE(t, xU , xL|x0, t0) by a simpler notation
pE(x0, t). The moments of the exit time are given by
T nE (xU , xL|x0, t0) =
∫ ∞
0
tnpE(x0, t)dt (C7)
where the zeroth moment corresponding to n = 0 is
T 0E = 1 and the first moment corresponding to n = 1
is the mean exit time TE(xU , xL|x0, t0). Let us denote
the moments of exit time T nE (xU , xL|x0, t0) simply by
T nE (x0). If p˜E(x0, s) is the Laplace transform of the pdf
pE(x, t), the moments of escape time are given by
T nE (x0) = (−1)n
∂n
∂sn
p˜E(x0, s)
∣∣∣∣
s=0
(C8)
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Therefore, p˜E(x0, s) can be expanded and its series form
is given by the Laplace transform p˜E(x0, s) can be written
as a power series of the Laplace variable s
p˜E(x0, s) =
∞∑
n=0
(−1)n
n!
T nE (x0)sn (C9)
provided all the moments of the escape time exists.
pE(x0, t) is obtained from the probability E(x0, t) by
taking derivate with respect to t
pE(x0, t) =
∂E(x0, t)
∂t
. (C10)
Taking into account the fact that E(x0, 0) = 0 which indi-
cates that initially it is impossible to escape the safe zone,
it can be shown that the relation between the Laplace
transforms E˜(x0, s) and p˜E(x0, s) is
p˜E(x0, s) = s E˜(x0, s) (C11)
which is obtained by taking the Laplace transforms of the
terms on both side of the equation (C10). From equation
(C9) and(C11), we can see that the
E˜(x0, s) = 1
s
∞∑
n=0
(−1)n
n!
T nE (x0)sn
=
1
s
(
1− sTE(x0) +
∞∑
n=2
(−1)n
n!
T nE (x0)sn
)
(C12)
On rearranging the above equation
1
s
− E˜(x0, s) = TE(x0)−
∞∑
n=2
(−1)n
n!
T nE (x0)sn−1 (C13)
and taking the limit s→ 0 we get
lim
s→0
[
1
s
− E˜(x0, s)
]
= TE(x0) . (C14)
Plugging this relation mentioned in equation (C14) into
the backward Fokker-Planck equation (C1), we get
lim
s→0
{
− κx0 d
dx0
[
1
s
− TE(x0)
]
+
D
2
d2
dx20
[
1
s
− TE(x0)
]}
= lim
s→0
{
s
[
1
s
− TE(x0)
]
− 1
}
(C15)
which simplifies to
− κx0 dTE(x0)
dx0
+
D
2
d2TE(x0)
dx20
= −1 . (C16)
On rearranging the corresponding boundary condition
(C6) and taking limits
lim
s→0
[
1
s
− E˜(xU )
]
= lim
s→0
[
1
s
− E˜(xL)
]
= 0 (C17)
we get the boundary condition
TE(xU ) = TE(xL) = 0. (C18)
for the ordinary differential equation (C16).
2. Mean hitting time
By integrating the backward FPE (38) with respect
to the final position and using the defination of hitting
probability given in equation (40) or (41), we can show
that H(t;xth|x0, t0) (simply written as H(x0, t)) obeys
the backward FPE:
∂H(x0, t)
∂t
= −κx∂H(x0, t)
∂x0
+
D
2
∂2H(x0, t)
∂x20
(C19)
with initial condition
H(x0, 0) = 0 (C20)
and boundary condition given by
H(xth, t) = 1. (C21)
We rescale t by multiplying it with κ. So, replacing
the t with the rescaled time tr which is given by
tr = κt . (C22)
we transform the partial differential equation
∂H(x0, tr)
∂tr
= −x∂H(x0, tr)
∂x0
+
D
2κ
∂2H(x0, tr)
∂x20
(C23)
The laplace transform of the hitting probability is given
by
H˜(x0, s) =
∫ ∞
0
e−strH(x0, tr)dtr (C24)
and using this Laplace transform, we convert the partial
differential equation (equation (C23)) into an ordinary
differential equation given by
−xdH˜(x0, s)
dx
+
D
2κ
d2H˜(x0, s)
dx2
= sH˜(x0, s) (C25)
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which is subjected to the boundary condition
H˜(xth, s) = 1
s
. (C26)
Using the change of variables
z =
κ
D
x20 (C27)
one can check that equation (C25) can be recasted to the
following second order ODE
z
d2H˜(z, s)
dz2
+
(
1
2
− z
)
dH˜(z, s)
dz
− s
2
H˜(z, s) = 0 (C28)
whose general solution is a linear combination of Kummer
functions. Hence the general solution of the equation
(C25) is given by
H˜(x0, s) = C1F (s/2, 1/2, κx20/D)
+ C2U(s/2, 1/2, κx
2
0/D) (C29)
Now let us have a look at the asymptotic behaviour of
the Kummer functions. In the limit x0 → ±∞
lim
x0→±∞
F (s/2, 1/2, κx20/D) =
=
Γ(1/2)
Γ(s/2)
xs−10 e
κx20/D[1 +O(1/x20)]→∞ (C30)
so, it can serve to be the solution when x0 is bounded i.e,
x20 < x
2
th. On the other hand,
lim
x0→±∞
U(s/2, 1/2, κx20/D) = |x0|−s[1 +O(1/x20)]→ 0
(C31)
and this indicates that it can serve as the solution when
x0 remains unbounded, i.e, x
2
0 > x
2
th.
C1 and C2 can be evaluated using the boundary condi-
tion given by equation (C26) and collectively, the unique
solution of equation (C25) is given by
H˜(x0, s) =

F (s/2,1/2,κx20/D)
sF (s/2,1/2,κx2th/D)
when |x0| < |xth|
U(s/2,1/2,κx20/D)
sU(s/2,1/2,κx2th/D)
when |x0| > |xth|
(C32)
Using the arguments used to derive the relation stated
in equation (C14) , we can arrive at the following
T rH(xth|x0, t0) = lim
s→0
[
1
s
− H˜(x0)
]
(C33)
where T rH(xth|x0, t0) ( simply denoted by T rH(x0)) is the
rescaled mean hitting time.
For x0 < xth, the rescaled mean hitting (upcrossing)
time T rHU (x0) for hitting the threshold is
T rH(x0) = T rHU (x0) = lim
s→0
[
1
s
− F (s/2, 1/2, κx
2
0/D)
sF (s/2, 1/2, κx2th/D)
]
.
(C34)
Plugging the following relation in the above equation
F (s/2, 1/2, κx2/D)
= 1 + s
∫ κx2/D
0
F (1, 3/2, z)dz +O[s2] (C35)
we get
THU (x0) = 1
κ
T rHU (x0) =
1
κ
∫ κx2th/D
κx20/D
F (1, 3/2, z)dz
=
√
pi
κ
∫ √κ|xth|/√D
√
κ|x0|/
√
D
ey
2
erf(y)dy (C36)
For x > xth, the rescaled mean hitting (downcrossing)
T rHD(x0) time for hitting the threshold is
T rH(x0) = T rHD(x0) = lim
s→0
[
1
s
− U(s/2, 1/2, κx
2
0/D)
sU(s/2, 1/2, κx2th/D)
]
.
(C37)
Plugging the following relation in the above equation
U(s/2, 1/2, κx2/D) =
1− s
2
[
ψ(1/2) +
∫ κx2/D
0
U(1, 3/2, z)dz +O[s2]
]
(C38)
we get
THD(x0) = 1
κ
T rHD(x0) =
1
2κ
∫ κx20/D
κx2th/D
U(1, 3/2, z)dz
=
√
pi
κ
∫ √κ|x0|/√D
√
κ|xth|/
√
D
ey
2
erfc(y)dy (C39)
Appendix D: Statistics of random excursions
1. Mean density of crossing a threshold
Here we perform the integration in equation (70) to
get the expression of mean density of upcrossings which
we directly wrote in equation (71).
The steady state distribution of protrusion length
(X(t)) is a Gaussian distribution
1
σx
√
2pi
e−x
2/(2σ2x) (D1)
with mean µx given by
µx = x
∗ = 0 (D2)
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and standard deviation σx given by
σx =
√
D
2κ
(D3)
Since x follows a Gaussian distribution, then its deriva-
tive x˙ also obeys a Gaussian distribution with mean
µx˙ = 0 and standard deviation σx˙ given by
σ2x˙ = −C′′(τ)|τ=0 = −
d
dτ
(
− D
2κ
e−κτ
)
τ=0
= Dκ (D4)
For integrating the expression in equation (70), we use
the following result∫ ∞
0
x˙p(x˙) dx˙ =
∫ ∞
0
x˙
1
σx˙
√
2pi
e−x˙
2/(2σ2x˙)dx˙ =
σx˙√
2pi
.
(D5)
Using this, we get the expression for mean density nc(xth)
as
nc(xth) = pss(xth)
∫ ∞
0
x˙p(x˙)dx˙
=
1
2pi
σx˙
σx
e−x
2/(2σ2x) =
κ
2pi
e−κx
2
th/D (D6)
2. Statistics of sojourns above a threhold
For obtaining the expression for n(τ+), we need the
expression for p+(x, t) and the following limit
lim
t→0
p+(x, t)
∆t
(D7)
For convenience , let us introduce the following function
w+(x, t)
w+(x, t) =
1
pst(x)
lim
t→0
p+(x, t)
∆t
(D8)
Just as p+(x, t) satisfies the Fokker-Planck equation (72),
this new function w+(x, t) also satisfies the following
Fokker-Planck equation
∂w+(x, t)
∂t
=
∂
∂x
[
κx w+(x, t)
]
+
D
2
∂2w+(x, t)
∂x2
(D9)
and from the initial and boundary conditions (equation
(73) and (74) respectively) we can infer that the FPE
(equation (D9)) is subjected to the following conditions
w+(x, t) = 0 for t < 0,
w+(xth, t) = δ(t). (D10)
In terms of w+(x, t), n(τ+) is given by
n(τ+) = pst
∫ ∞
xth
w+(x, τ)dx (D11)
The partial differential equation (D9) will be solved by
using the Carlson-Laplace transform. The transform of
w+(x, t) is given by
w˜+(x, s) = s
∫ ∞
0
e−st w+(x, t)dt (D12)
The Fokker-Planck equation (D9) in terms of w˜+(x, s)
is
sw˜+(x, s) =
∂
∂x
[
κx w˜+(x, s)
]
+
D
2
∂2w˜+(x, s)
∂x2
(D13)
and the boundary condition takes the form
w˜+(xth, s) = s (D14)
Using this boundary condition and the fact that the cor-
responding flux vanishes as x → ∞, the Fokker-Planck
equation (D13) can be integrated to∫ ∞
xth
w˜+(x, s)dx = −1
s
[
D
2
∂w˜+(xth, s)
∂x
+κxth w˜
+(xth, s)
]
(D15)
Rearranging Eq.(D13), we get
∂2w˜+(x, s)
∂x2
+
(
2κ
D
)
x
∂w˜+(x, s)
∂x
+
(
2κ
D
)(
1− s
κ
)
w˜+(x, s) = 0
(D16)
which, upon change of variable from x to z defined by
z =
√
2κ
D
x, (D17)
gets transformed to
∂2w˜+(z, s)
∂z2
+z
∂w˜+(z, s)
∂z
+
(
1− s
κ
)
w˜+(z, s) = 0 . (D18)
The general solution for the above equation has the form
w˜+(x, s) = C1 e
−z2/4D−s/k(z) + C2 e−z
2/4D−s/k(−z)
(D19)
where D−s/k(y) is the parabolic cylindrical function and
C1 and C2 are arbitrary constants fixed by the boundary
conditions. As the first term vanishes as z →∞ whereas
the second does not, it qualifies as the physically allowed
solution. Imposing the boundary condition (D14) at x =
xth we get
w˜+(xth, s) = s = C1 e
−(κx2th)/(2D)D−s/k
(√
2κ
D
xth
)
(D20)
which gives the expression for C1 that we use to write
the solution
w˜+(x, s) = s exp
(
x2th − x2
2D
) D−s/k(√ 2κD x)
D−s/k(
√
2κ
D xth)
(D21)
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The Carlson-Laplace transform of n(τ) is denoted by
n˜(s) and the expression of n˜(s) using equation (D8),
(D11) and (D15), we get
n˜(s) = −pst(x)
s
[
D
2
∂w˜+(xth, s)
∂x
+ κxth w˜
+(xth, s)
]
(D22)
Substituting the expression for w˜+(x, s) in equation
(D22) and after some rearrangement we get
n˜(x, s)
= −pst(xth)
×
[
D
2D−s/k(
√
2κ
D )xth)
exp
(
κ(x2th − x2th)
2D
)(√
2κ
D
){
− 1
2
√
2κ
D
D−s/k
(√
2κ
D
xth
)
+D′−s/k
(√
2κ
D
xth
)}
+ κxth
]
( Using the identity D′ν(z)−
z
2
Dν(z) +Dν+1(z) = 0 )
= −pst(xth)
[
D
2D−s/k(
√
2κ
D )xth)
(√
2κ
D
){
−D−s/k+1
(√
2κ
D
xth
)}
+ κxth
]
( Using the identity Dν+1(z)− zDν(z) + νDν−1(z) = 0 )
= −pst(xth)
[
D
2D−s/k(
√
2κ
D )xth)
(√
2κ
D
) {
−
(√
2κ
D
xth
)
D−s/k
(√
2κ
D
xth
)
+ (−s/k)D−s/k−1
(√
2κ
D
xth
)}
+ κxth
]
= −pst(xth)
[
− s
√
D
2κ
D−s/k−1
(√
2κ
D xth
)
D−s/k
(√
2κ
D xth
) ] = s √D
2κ
pst(xth)
D−s/k−1
(√
2κ
D xth
)
D−s/k
(√
2κ
D xth
) (D23)
a. Special threshold xth = 0
One particular case of interest is xth = 0. Substituting
xth = 0 in equation (D23), we get
n˜(x, s) = s
√
D
2κ
pst(0)
D−s/k−1(0)
D−s/k(0) (D24)
Using the identity
Dν(0) =
√
pi
2ν
1
Γ
(
ν+1
2
) (D25)
the expression in equation (D24) simplifies to
n˜(x, s) = s
√
D
2κ
pst(0)√
2
Γ( 12 +
s
2κ )
Γ
(
1 + s2κ
) (D26)
Using the defination of Beta function
B(a, b) = Γ(a)Γ(b)
Γ(a+ b)
(D27)
and indentifying a = 1/2+s/(2κ) and b = 1/2 , equation
(D26) takes the form
n˜(x, s) = s
√
D
2κ
pst(0)√
2
B(s/(2κ), 1/2)
Γ(1/2)
(D28)
The inverse Carlson-Laplace transform of the above ex-
pression is straight forward and we get
n(τ) = pst(0)
√
Dκ
pi
1√
e2κτ − 1 (D29)
b. Rarely visited thresholds
In case of higher thresholds (xth >> D/2κ), the drift
that acts on the Brownian particle which makes shorter
excursion beyond the threshold xth can be approximated
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as a κx ≈ κxth. So the equation (D16) simplifies to
sw˜+(x, s) = κxth
∂w˜+(x, s)
∂x
+
D
2
∂2w˜+(x, s)
∂x2
(D30)
whose general solution is
w˜ +(x, s) = C1 exp
(
− x
D
(κxth +
√
(κxth)2 + 2sD)
)
+ C2 exp
(
− x
D
(κxth −
√
(κxth)2 + 2sD))
)
(D31)
Using the boundary condition (equation D14), we get
w˜+(x, s) = s×
exp
(
(xth − x)
D
(κxth −
√
(κxth)2 + 2sD)
)
(D32)
Using it in equation (D24), we get
n˜(s) = pst(x)
sD
κxth +
√
(κxth)2 + 2sD
(D33)
The inverse Carlson-Laplace transform is given by
n(τ) =
pst(xth)
2
[
1√
piτ/2D
e−(κxth)
2τ/(2D)
− (κxth) erfc
(
κxth
√
τ
2D
)]
(D34)
Appendix E: Extremal excursions
The pdf pmax(t; ζ|x0, t0) is given by
pmax(t; ζ|x0, t0) =
∂Mmax(t; ζ|x0, t0)
∂ζ
= −∂HU (t; ζ|x0, t0)
∂ζ
Θ(ζ − x0) (E1)
where we have used (84) in the second step. Therefore,
〈xmax(t)|x0〉 =
∫ ∞
−∞
ζ pmax(t; ζ|x0, t0) dζ
= x0 +
∫ ∞
x0
HU (t; ζ|x0, t0)dζ
(E2)
For x0 = 0, from the above equation we get
〈xmax(t)|0〉 =
∫ ∞
0
HU (t; ζ|0, t0)dζ . (E3)
In the above equation, replacing the time variable t with
the rescaled time variable tr where tr = κt, we get
〈xmax(tr)|0〉 =
∫ ∞
0
HU (tr; ζ|0, tr0)dζ (E4)
Taking the the Laplace transform of both the sides
〈x˜max(s)|0〉 =
∫ ∞
0
H˜U (s; ζ|0) dζ
=
1
s
∫ ∞
0
F (s/2, 1/2, 0)
F (s/2, 1/2, κζ2/D)
dζ (E5)
where we have used the expression of H˜U (s; ζ|0) which
was already derived in appendix C 2 and given in equa-
tion (C32). Using the following value,
F (s/2, 1/2, 0) = 0 (E6)
and using the following expansion
F (s/2, 1/2, κζ2/D) = 1 + s
κζ2
D
(E7)
for small ζ the integral in equation (E5) simplifies to
〈x˜max(s)|0〉 = 1
s
∫ ∞
0
dζ
1 + (sκζ2/D)
=
pi
2
√
D
κ
s−3/2
(E8)
Carrying out the inverse Laplace transform we get
〈xmax(tr)|0〉 =
(
pi
D
κ
tr
)1/2
. (E9)
Finally, resatoring physical time t, i.e., replacing tr by
κt, we get
〈xmax(t)|0〉 =
√
piDt . (E10)
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