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An acyclic list edge coloring of a graph G is a proper list edge coloring such that no
bichromatic cycles are produced. In this paper, we prove that an outerplanar graph Gwith
maximum degree∆ ≥ 5 has the acyclic list edge chromatic number equal to∆.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Only simple graphs are considered in this paper. Let G be a graph with vertex set V (G) and edge set E(G). A proper edge
k-coloring is a mapping c : E(G) → {1, 2, . . . , k} such that any two adjacent edges receive different colors. We say that G
is edge k-colorable if G has an edge k-coloring. The chromatic index χ ′(G) of G is the smallest integer k such that G is edge
k-colorable. A proper edge k-coloring c of G is called acyclic if there are no bichromatic cycles in G, i.e., the union of any two
color classes induces a subgraph of G that is a forest. The acyclic chromatic index of G, denoted by a′(G), is the smallest integer
k such that G is acyclically edge k-colorable.
Let∆(G) and δ(G) denote the maximum degree and minimum degree of a graph G, respectively. If there is no confusion
in the context, we like to denote∆(G) by∆, and δ(G) by δ. By definition, it is obvious that a′(G) ≥ χ ′(G) ≥ ∆. The celebrated
Vizing’s theorem [24] says that∆ ≤ χ ′(G) ≤ ∆+1 for any graph G. Fiamčik [11] and later Alon et al. [2] made the following
conjecture independently.
Conjecture 1. For any graph G, a′(G) ≤ ∆+ 2.
Using probabilistic method, Alon et al. [1] proved that a′(G) ≤ 64∆ for any graph G. Molloy and Reed [18] improved this
bound to that a′(G) ≤ 16∆. Later, Ndreca et al. [20] showed that a′(G) ≤ 9.62∆. The best general upper bound for a′(G)
in terms of ∆ is a′(G) ≤ 4∆ obtained by Esperet and Parreau [10]. Alon et al. [2] proved that there is a constant c such
that a′(G) ≤ ∆ + 2 for a graph G whenever g(G) ≥ c∆ log∆, where g(G) is the girth of a graph G. They also confirmed
Conjecture 1 for almost all ∆-regular graphs. Nešetřil and Wormald [21] gave an improvement to this result by showing
that a′(G) ≤ ∆+ 1 for a random∆-regular graph G.
The acyclic edge coloring of some special classes of graphs was also considered, including subcubic graphs [3,23], graphs
with maximum degree 4 [4], series–parallel graphs [14,25], and planar graphs [6,5,7,9,12,13,22,26,28].
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Fig. 1. Four basic configurationsM1–M4 .
Recently, Lai and Lih [16,17] considered the acyclic list edge coloring of graphs. An edge-list L of a graph G is a mapping
from E(G) to the set of nonnegative integers. An edge-list L is a k-edge-list if |L(e)| ≥ k for each e ∈ E(G). An acyclic edge
coloring φ such that φ(e) ∈ L(e) for any e ∈ E(G) is called an acyclic L-edge coloring of G. The graph G is acyclically k-edge
choosable if it has an acyclic L-edge coloring for any k-edge-list L. The acyclic list chromatic index, denoted a′list(G), is the
least integer k such that G is acyclically k-edge choosable. Obviously,∆ ≤ χ ′(G) ≤ a′(G) ≤ a′list(G).
A planar graph is called outerplanar if there is an embedding of G into the Euclidean plane such that all the vertices lie
on the boundary of the unbounded face. It was shown in [19] that a′(G) ≤ ∆ + 1 for an outerplanar graph G. Later, Hou
et al. [15] improved this result by showing that a′(G) = ∆ for outerplanar graphs G with ∆ ≥ 5. Lai and Lih [17] further
showed that a′list(G) ≤ ∆+ 1 for every outerplanar graph G. In this paper, we will prove that a′list(G) = ∆ for an outerplanar
graph Gwith∆ ≥ 5.
2. A structural lemma
A graphG has a graphH as aminor ifH can be obtained from a subgraph ofG by contracting edges, andG is calledH-minor
free if G does not have H as a minor.
Lemma 1 ([8]). A graph G is an outerplanar graph if and only if G is K4-minor free and K2,3-minor free.
Lemma 2 ([27]). Every outerplanar graph contains a vertex of degree at most two.
Given a graph G and a vertex v ∈ V (G), we denote by dG(v) (or simply d(v)) the degree of v in G. A vertex of degree k (or
at least k) is called a k-vertex (or k+-vertex). Let NG(v) denote the set of neighbors of v in G. A 2-vertex v with neighbors x
and y is said to be type 1 if xy ∈ E(G), otherwise it is type 2.
Suppose that G is a connected outerplanar graph with ∆ ≥ 5. We define four basic subgraphs of G, as shown in Fig. 1,
which play an important role in the proof of Lemma 3:
LetM1 be a 5-cycle x1x2 . . . x5x1 with two chords x1x4 and x2x4 such that dG(x4) = 4, and dG(x3) = dG(x5) = 2.
Let M2 be a subgraph consisting of one edge y3y4 and two 2-paths y3yiy4 with dG(yi) = 2 for i = 1, 2. So, there is no
2-vertex y other than y1, y2 such that yy3, yy4 ∈ E(G) by Lemma 1.
LetM3 be a 4-cycle z1z2z3z4z1 with a chord z1z3 and dG(z4) = 2, dG(z3) = 3.
LetM4 be a 3-cycle u1u2u3u1 with dG(u3) = 2 which is not contained in any ofM1,M2,M3.
Both x1 and x2 are called the roots ofM1 and x1x2 is called the root edge ofM1. Similarly, we can define the roots y3, y4 for
M2, the roots u1, u2 forM4, the front root z2 and the rear root z1 forM3, the root edge y3y4 forM2, the root edge z1z2 forM3,
and the root edge u1u2 forM4. We say that a vertex x is incident toMi if x belongs toMi. Moreover, the vertex x4 inM1 and
the vertex z3 inM3 are called bad 4-vertex and bad 3-vertex of G, respectively.
In what follows, the maximum degree of G is simply denoted by∆, whereas the maximum degree of any subgraph H of
G is denoted by ∆(H). For a vertex x ∈ V (H) ⊆ V (G), where H is any proper subgraph of G, the degree of x in G is simply
denoted by d(x), whereas the degree of x in H is denoted by dH(x) (if any).
Lemma 3. Let G be a connected outerplanar graph with ∆ ≥ 5 and δ = 2. Then G contains one of the following configura-
tions (C1)–(C13), which are depicted in Fig. 2. (Note that the last figure corresponds to the case q = 2 in (C13).)
(C1) A 2-vertex u has two neighbors x and y such that one of the following conditions holds:
(C1.1) xy ∉ E(G) and d(x) ≤ ∆− 1; or
(C1.2) d(y) = 2 and xy ∈ E(G).
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Fig. 2. Configurations (C1)–(C13) in Lemma 3.
(C2) A 4-cycle v1v2v3v4v1 with d(v2) = d(v4) = 2 and v1v3 ∉ E(G).
(C3) A 3-vertex v has neighbors u, x, y such that d(u) = 2, ux ∈ E(G), and one of the following conditions holds:
(C3.1) xy ∉ E(G); or
(C3.2) xy ∈ E(G) and d(x) ≤ ∆− 1; or
(C3.3) xy ∈ E(G) and d(y) ≤ ∆− 2; or
(C3.4) xy ∈ E(G) and there is z ∈ (NG(x) ∩ NG(y)) \ {v} such that either d(z) = 2, or d(z) = 3 and x, z are adjacent to
a common 2-vertexw.
(C4) Two 3-cycles wuxw and wvyw share the unique vertex w such that d(u) = d(v) = 2, d(w) = 4 and satisfies one of the
following conditions:
(C4.1) xy ∉ E(G); or
(C4.2) xy ∈ E(G) and d(x) ≤ ∆− 1.
(C5) An edge xy such that both x and y have 2 common neighbors u, v of degree 2 and d(y) ≤ 4.
(C6) A 4-cycle xuvyx with a chord xv and a 3-cycle xszx share the unique vertex x such that d(u) = d(s) = 2 and d(v) = 3.
(C7) A 4-cycle yxuvy with a chord vx and another 4-cycle ystzy with a chord yt share the vertex y such that d(u) = d(s) = 2
and d(v) = d(t) = 3, and x may be identical to z.
(C8) A 5-cycle yswtzy with two chords wy, wz and a 4-cycle yxuvy with a chord vx share the unique vertex y such that
d(u) = d(s) = d(t) = 2, d(v) = 3 and d(w) = 4.
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(C9) A 4-cycle yxuvy with a chord vx and another 4-cycle yu1zu2y with a chord yz share the unique vertex y such that
d(u) = d(u1) = d(u2) = 2 and d(v) = 3.
(C10) A 4-cycle yxuvy with a chord vx and a 3-cycle yszy share the unique vertex y such that d(u) = d(s) = 2, d(v) = 3, and
d(y) = 4, where∆ = 5.
(C11) A 4-cycle yxuvy with a chord vx and another 4-cycle ystzy with a chord sz share the unique vertex y such that d(u) =
d(t) = 2, d(v) = d(s) = 3, and d(y) = 4, where∆ = 5.
(C12) A 5-cycle xuwvyx with chords wx, wy and a 3-cycle xszx share the vertex x such that d(u) = d(v) = d(s) = 2 and
d(w) = 4, and one of the following holds:
(C12.1) y is identical to z; or
(C12.2) z ≠ y and d(z) ≤ 4; or
(C12.3) z ≠ y and x, z lie on another 3-cycle xtz such that d(t) = 2, and d(x) = 6, where∆ = 6; or
(C12.4) z ≠ y and d(x) = 5, where∆ = 5.
(C13) A path xyz such that x and y have two common neighbors u1, u2 of degree 2, y and z have q (1 ≤ q ≤ 2) common neighbors
v1, vq of degree 2, and d(y) = 4+ q.
Proof. Assume to the contrary that G contains none of the configurations (C1)–(C13). Let H be the graph obtained from G
by carrying out the following operations:
(OP1) Removing all 2-vertices and joining any two nonadjacent vertices that had a 2-vertex as a common neighbor.
(OP2) Removing all bad 3-vertices and bad 4-vertices.
It is easy to see that H is still an outerplanar graph. We shall show that δ(H) ≥ 3, which contradicts Lemma 2.
Since G is connected and G contains no (C1), there are no two adjacent 2-vertices in G. Let v be a 2-vertex of type 2 with
neighbors x and y. Since G contains no (C2), there is no other 2-vertex, distinct from v, adjacent to both x and y. By (OP1),
we remove v and add the edge xy. This means that the removal of v does not change the degrees of x and y.
LetM denote the set of subgraphs in G which are isomorphic toMi for some i ∈ {1, 2, 3, 4}. It is not difficult to inspect
the following Claim 1:
Claim 1. Every 2-vertex of type 1 is contained in a subgraph inM .
Claim 2. No root edge is removed when (OP1) and (OP2) are carried out on G.
Proof. Note that no 2-vertices of type 2 are contained inMi \ {x, y}, where xy is the root edge ofMi for any i ∈ {1, 2, 3, 4}.
Hence, inM , if an edge xy is removed, then x or y cannot be a 2-vertex of type 2, and at least one of x and y is a 2-vertex of
type 1, or a bad 3-vertex, or a bad 4-vertex. Let e be an arbitrary root edge in G.
If e belongs toM1, i.e., e = x1x2, then since G contains no (C4.2), it follows that d(x1) = d(x2) = ∆ ≥ 5. Thus, e cannot be
removed under (OP1) and (OP2).
Assume that e belongs toM2, i.e., e = y3y4, as shown in Fig. 1. Since G contains no (C5), we have d(y3), d(y4) ≥ 5. Thus,
e is not a removable edge.
Assume that e belongs toM3, i.e., e = z1z2. Since G contains neither (C3.2) nor (C3.3), it follows that d(z1) = ∆ ≥ 5 and
d(z2) ≥ ∆− 1 ≥ 4. If d(z2) ≥ 5, then e is not a removable edge. If d(z2) = 4, then z2 cannot be a bad 4-vertex because it is
adjacent to a 3-vertex z3. Thus, e cannot be removed.
Assume that e belongs toM4, i.e., e = u1u2. Note that d(ui) ≥ 3 for i = 1, 2 since G contains no adjacent 2-vertices. Since
M4 is not contained in Mi for all i = 1, 2, 3 by its definition, both u1 and u2 are not bad 3- and 4-vertices. Thus, e is not a
removable edge. Claim 2 is proved. 
Claim 3. Any two subgraphs inM cannot share a root edge.
Proof. Assume to the contrary that there exist Mi,Mj ∈ M with 1 ≤ i ≤ j ≤ 4 that share a root edge. Assume that i = 1
and j = 1, i.e., there exist twoM1 that share a root edge. LetM1 be a 5-cycle x1x2x3x4x5x1 with two chords x1x4 and x2x4 such
that dG(x4) = 4, and dG(x3) = dG(x5) = 2,M ′1 be a 5-cycle x1x2y3y4y5x1 with two chords x1y4 and x2y4 such that dG(y4) = 4,
and dG(y3) = dG(y5) = 2. Then, (C12.2) is obtained in G with dG(y5) = 2 and dG(y4) = 4. If i = 1 and j ∈ {2, 3, 4}, then it
is easy to inspect that a subgraph (C12.1) or (C12.2) occurs in G similarly, a contradiction. If i = 2 and j ∈ {2, 3, 4}, then we
will get a contradiction to Lemma 1. If i = 3 and j ∈ {3, 4}, we get (C3.4) or (C7). If i = j = 4, we get an M2, contradicting
the definition ofM4. This proves Claim 3. 
Let v ∈ V (H). Then v ∈ V (G) and d(v) ≥ 3 by the construction of H . Let r denote the number of root edges incident v.
Let s denote the number of 2-vertices of type 2 in NG(v). Let t denote the number of 3+-vertices u in NG(v) which are not
bad 3- and 4-vertices and uv are not root edges. It easily follows from Claims 2 and 3 that dH(v) = s+ t + r and it therefore
suffices to show that s+ t + r ≥ 3. If r = 0, then it is easy to see that dH(v) = d(v) = s+ t ≥ 3. So assume that r ≥ 1. If
r ≥ 3, then it is immediate to obtain that dH(v) ≥ r ≥ 3. Thus assume that r ≤ 2.
The argument is split into the following two cases:
Case 1. r = 1.
If s+ t ≥ 2, we are done. So assume that s+ t ≤ 1. If v is incident to anM1, then d(v) = s+ t + dM1(v) = s+ t + 3 ≤
4 ≤ ∆− 1. Hence a subgraph (C4) occurs in G, which is a contradiction.
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If v is incident to anM2, then d(v) = s+ t+ dM2(v) = s+ t+ 2+ 1 ≤ 4 and hence (C5) occurs in G, also a contradiction.
Assume that v is incident to anM3. If v is the front root ofM3, then d(v) = s+ t + dM3(v) ≤ 1+ 2 = 3 ≤ ∆− 2. If v is
the rear root ofM3, then d(v) ≤ 4 ≤ ∆− 1 similarly. We get a subgraph (C3.2) or (C3.3), which is impossible.
Assume that v is incident to an M4, say v = u1 (see Fig. 1). Let u ≠ u2, u3 be the third neighbor of u1. If uu2 ∉ E(G),
we get a subgraph (C3.1). Assume that uu2 ∈ E(G). If d(u2) ≤ ∆ − 1 or d(u) ≤ ∆ − 2, we get (C3.2) or (C3.3). Otherwise,
d(u2) = ∆ or d(u) ≥ ∆− 1. Then, we get anM3 withM4 as a subgraph, which contradicts to the definition ofM4.
Case 2. r = 2.
If s+ t ≥ 1, we are done. So assume that s+ t = 0. This means that v is just incident to two elementsMi,Mj ofM . Let
1 ≤ i ≤ j ≤ 4.
Case 2.1. i = 1.
If j ∈ {1, 2, 4}, it is easy to see that G contains a subgraph (C12.2), (C12.3), or (C12.4). Assume that j = 3. If v is the front
root ofM3, we get (C8). If v is the rear root ofM3, we get again (C12.2).
Case 2.2. i = 2 and 2 ≤ j ≤ 4.
If j ∈ {2, 4}, we get (C13). If j = 3 and v is the front root of M3, we get (C9). If j = 3 and v is the rear root of M3, we get
(C6).
Case 2.3. i = 3 and 3 ≤ j ≤ 4.
First, assume that j = 3. If v is the front root of someM3 and the rear root of anotherM3, we get (C7). If v is the rear roots
of two distinct M3, we get (C6). Assume that v is the front roots of two distinct M3, which implies that d(v) = 2 + 2 = 4.
When∆ ≥ 6, we get (C3.3). When∆ = 5, we get (C11).
Next, assume that j = 4. If v is the rear root ofM3, we again get (C6). Assume that v is the front root ofM3. It follows that
d(v) = 2+ 2 = 4. If∆ ≥ 6, we get (C3.3). If∆ = 5, we get (C10).
Case 2.4. i = j = 4.
In this case, d(v) = 4 and we may assume that v lies on two 3-cycles vx1x2v and vy1y2v such that d(x1) = d(y1) = 2.
If either x2y2 ∉ E(G), or x2y2 ∈ E(G) and min{d(x2), d(y2)} ≤ ∆ − 1, we get (C4). Otherwise, we get an M1 with M4 as a
subgraph, contradicting the definition ofM4.
This completes the proof of the lemma. 
3. The main result
In this section, we shall state and prove the main result of this paper. We need to use the following known result, which
appeared in [17]:
Lemma 4. If G is an outerplanar graph, then a′list(G) ≤ ∆+ 1.
Assume that φ is an acyclic L′-edge coloring of a graph H . For a vertex v ∈ V (H) ⊆ V (G), we use C(v) to denote the set
of colors assigned to the edges in E(G) incident to v. If the edges of a cycle C = uu1 · · · ukvu are alternatively colored with
colors i and j, then we call such cycle an (i, j)(u,v)-cycle or (i, j)-cycle if there is no confusion. Similarly, if the edges of a path
P = uu1 · · · ukv are alternatively colored with colors i and j, then we call such path an (i, j)(u,v)-path.
Theorem 1. If G is an outerplanar graph with∆ ≥ 5, then a′list(G) = ∆.
Proof. It is obvious that a′list(G) ≥ ∆. It suffices to show that a′list(G) ≤ ∆ by induction on the edge number |E(G)|. If|E(G)| ≤ ∆, thenG is clearly acyclically∆-edge choosable. So assume thatG is an outerplanar graphwith |E(G)| ≥ ∆+1 ≥ 6.
Obviously, we may assume that G is connected. Let L be an arbitrary ∆-edge-list of G. By Lemma 4 and the induction
assumption, for any outerplanar graph H with |E(H)| < |E(G)|,H is acyclically L′-edge choosable for any∆-edge-list L′.
If G has a leaf u adjacent to v, then H = G − u is an outerplanar graph with ∆(H) ≤ ∆ and |E(H)| ≤ |E(G)| − 1. By
the induction assumption or Lemma 4, H has an acyclic L-edge coloring φ. We may color uv with a color a ∈ L(uv) \ C(v)
since |L(uv) \ C(v)| = ∆ − |C(v)| ≥ ∆ − (∆ − 1) = 1. Hence, we assume that δ = 2. By Lemma 3, G contains one of the
configurations (C1)–(C13). We deal separately with each of these cases.
(C1) A 2-vertex u is adjacent to x and y such that (C1.1) or (C1.2) holds.
• Assume that (C1.1) holds, i.e., xy ∉ E(G) and d(x) ≤ ∆− 1.
Let H = G − u + xy. Then H is an outerplanar graph with ∆(H) ≤ ∆ and |E(H)| < |E(G)|. Let L′(xy) = L(uy) and
L′(e) = L(e) for any e ∈ E(H) \ {xy}. By the induction assumption or Lemma 4, H has an acyclic L′-edge coloring φ with
φ(xy) = 1.We color uywith 1 and xuwith a color in L(xu)\ (C(x)∪{1}). Since |L(xu)\ (C(x)∪{1})| ≥ |L(xu)|−|C(x)|−1 ≥
∆− d(x) ≥ 1, the coloring for xu is available.
• Assume that (C1.2) holds, i.e., d(y) = 2 and xy ∈ E(G).
Let H = G− uy. Then H has an acyclic L-edge coloring φ. We color uywith a color in L(uy) \ {φ(ux), φ(xy)}.
(C2) A 4-cycle v1v2v3v4v1 with d(v2) = d(v4) = 2 and v1v3 ∉ E(G).
Let H = G− v2 + v1v3. Then H is an outerplanar graph with∆(H) ≤ ∆ and |E(H)| ≤ |E(G)| − 1. Let L′(v1v3) = L(v1v2)
and L′(e) = L(e) for any e ∈ E(H) \ {v1v3}. By the induction assumption or Lemma 4, H has an acyclic L′-edge coloring φ
with φ(v1v3) = 1, φ(v1v4) = 2, and φ(v3v4) = 3.
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If L(v2v3) \ (C(v3) ∪ {1}) ≠ ∅, we color v1v2 with 1, v2v3 with a color in L(v2v3) \ (C(v3) ∪ {1}). Otherwise, L(v2v3) \
(C(v3) ∪ {1}) = ∅, i.e., L(v2v3) = C(v3) ∪ {1}.
If L(v1v2) \ (C(v1) ∪ {1}) ≠ ∅, then we color v1v2 with a color in L(v1v2) \ (C(v1) ∪ {1}), and v2v3 with 1. Otherwise,
L(v1v2) \ (C(v1) ∪ {1}) = ∅, i.e., L(v1v2) = C(v1) ∪ {1}.
If 1 ∈ L(v1v4), we recolor v1v4 with 1, color v1v2 with 2 and v2v3 with 1. So assume that 1 ∉ L(v1v4). If L(v1v4)\ (C(v1)∪
{3}) ≠ ∅, we color v1v4 with a color in L(v1v4)\(C(v1)∪{3}), color v1v2 with 2 and v2v3 with 1. By Lemma 1, there is no path
of length at least 2 from v1 to v3 inG−{v2, v4} andno bichromatic cycles are produced. Otherwise, L(v1v4)\(C(v1)∪{3}) = ∅,
i.e., L(v1v4) = C(v1) ∪ {3}.
If 1 ∈ L(v3v4), we recolor v3v4 with 1, color v1v2 with 1 and v2v3 with 3. So we assume that 1 ∉ L(v3v4). If L(v3v4) \
(C(v3) ∪ {2}) ≠ ∅, we color v3v4 with a color in L(v3v4) \ (C(v3) ∪ {2}), color v1v2 with 1 and v2v3 with 3. By Lemma 1,
there is no path of length at least 2 from v1 to v3 in G − {v2, v4} and no bichromatic cycles are produced. Otherwise,
L(v3v4) \ (C(v3) ∪ {2}) = ∅, i.e., L(v3v4) = C(v3) ∪ {2}.
Thus, we can recolor or color v1v2, v2v3, v3v4, v4v1 with 1, 3, 2, 3, respectively.
(C3) A 3-vertex v has neighbors u, x, y such that d(u) = 2, ux ∈ E(G), and one of (C3.1)–(C3.4) is true.
• Assume that (C3.1) holds, i.e., xy ∉ E(G).
LetH = G−{u, v}+xy. Set L′(xy) = L(vy) and L′(e) = L(e) for all e ∈ E(H)\{xy}. By the induction assumption or Lemma4,
H has an acyclic L′-edge coloringφwithφ(xy) = 1 and1 ∉ C(x).We colorvywith1, xvwith a color a ∈ L(xv)\(C(x)∪{1}), xu
with a color b ∈ L(xu) \ (C(x) ∪ {a}) and color uv with a color in L(uv) \ {1, a, b}.
So assume that (C3.2), (C3.3), or (C3.4) holds. Let H = G− uv. By the induction assumption or Lemma 4, H has an acyclic
L′-edge coloring φ. If φ(ux) ≠ φ(vy), we color uv with a color in L(uv) \ {φ(ux), φ(vy), φ(xv)}. Otherwise, assume that
φ(ux) = φ(vy) = 1.
• If (C3.2) holds, i.e., d(x) ≤ ∆− 1, we can color uv with a color in L(uv) \ C(x) since |C(x)| = d(x) ≤ ∆− 1.
• If (C3.3) holds, i.e., d(y) ≤ ∆−2, we color uvwith a color in L(uv)\(C(y)∪{φ(xv)}) since |C(y)∪{φ(xv)}| ≤ d(y)+1 ≤
∆− 2+ 1 = ∆− 1.
• If (C3.4) holds, then there is z ∈ (NG(x) ∩ NG(y)) \ {v} such that either d(z) = 2, or d(z) = 3 and x, z are adjacent to
a common 2-vertex w. If φ(xz) ∈ L(uv), we color uv with φ(xz). Otherwise, φ(xz) ∉ L(uv) and L(uv) \ C(x) ≠ ∅. Then, we
color uv with a color in L(uv) \ C(x) and no bichromatic cycles are produced.
(C4) Two 3-cycles wuxw and wvyw share the unique vertex y such that d(u) = d(v) = 2, d(w) = 4 and (C4.1) or (C4.2)
holds.
• Assume that (C4.1) holds, i.e., xy ∉ E(G).
Let H = G − {u, v} + xy. Set L′(xy) = L(vy) and L′(e) = L(e) for all e ∈ E(H) \ {xy}. By the induction assumption or
Lemma 4, H has an acyclic L′-edge coloring φ with φ(xy) = 1, φ(wx) = 2 and φ(wy) = 3. We color vywith 1.
If L(ux) \ (C(x) ∪ {3}) ≠ ∅, we color xu with a ∈ L(ux) \ (C(x) ∪ {3}), uw with b ∈ L(uw) \ {1, 2, 3, a} and wv with a
color in L(wv) \ {1, 2, 3, b}. Otherwise, L(ux) \ (C(x) ∪ {3}) = ∅, i.e., L(ux) = C(x) ∪ {3}.
If 1 ∈ L(uw), we color xu with 3, uw with 1 and wv with a color in L(wv) \ {1, 2, 3}. So we assume that 1 ∉ L(uw). If
L(uw)\({2, 3}∪((C(x)\{2})∩(C(y)\{3}))) ≠ ∅, we color xuwith 3, uwwith s ∈ L(uw)\({2, 3}∪((C(x)\{2})∩(C(y)\{3})))
and wv with a color in L(wv) \ {1, 2, 3, s}. Otherwise, L(uw) \ ({2, 3} ∪ ((C(x) \ {2}) ∩ (C(y) \ {3}))) = ∅, which implies
that C(x) \ {2} = C(y) \ {3} and L(uw) = C(x) ∪ {3}.
If 1 ∈ L(wx), we recolorwxwith 1, color uxwith 3, uwwith 2, andwvwith a color in L(wv)\{1, 2, 3}. Sinceφ is an acyclic
edge coloring ofH withφ(xy) = 1, no bichromatic cycles are produced. So assume that 1 ∉ L(wx). If L(wx)\(C(x)∪{3}) ≠ ∅,
we recolorwxwith t ∈ L(wx)\(C(x)∪{3}), color uxwith 3, uwwith 2, andwvwith a color in L(wv)\{1, 2, 3, t}. Otherwise,
L(wx) \ (C(x) ∪ {3}) = ∅, i.e., L(wx) = C(x) ∪ {3}.
Assume that there exists h ∈ L(wy) \ (C(y) ∪ {2}). First, we recolor wy with h. If h ≠ 1, we color xu with 3, uw with
h1 ∈ L(uw) \ {2, 3, 1, h} and wv with a color in L(wv) \ {1, 2, h, h1}. Otherwise, h = 1. Since |L(vy)| = ∆, there exists
g ∈ L(vy) \ (C(y) ∪ {1}) and we recolor vy with g . If g ≠ 2, we color xu with 3, uw with g1 ∈ L(uw) \ {1, 2, 3, g} and wv
with a color in L(wv) \ {1, 2, g, g1}. If g = 2, we recolor xw with 3, and color xuwith 2, uw with g2 ∈ L(uw) \ {1, 2, 3}, and
wv with a color in L(wv) \ {1, 2, 3, g2}. So assume that L(wy) \ (C(y) ∪ {2}) = ∅, i.e., L(wy) = C(y) ∪ {2} = C(x) ∪ {3}.
By the previous discussion, it follows that L(ux) = L(uw) = L(xw) = L(wy) = C(x) ∪ {3} and 1 ∈ L(vy), i.e., L(wy)
≠ L(vy).
Next, let H ′ = G− {u, v} + xy. Set L′′(xy) = L(xu) and L′′(e) = L(e) for all e ∈ E(H ′) \ {xy}. By the induction assumption
or Lemma 4, H ′ has an acyclic L′′-edge coloring φ′ with φ′(xy) ∈ L′(xy) = L(xu). Based on φ′, we can establish an acyclic
L-edge coloring of G. Otherwise, similar to the previous discussion, we derive that L(vy) = L(vw) = L(wy) = L(xw), a
contradiction.
• Assume that (C4.2) holds, i.e., xy ∈ E(G) and d(x) ≤ ∆− 1.
LetH = G−u. By the induction assumption or Lemma 4,H has an acyclic L′-edge coloring φ with φ(xw) = 1, φ(wv) = 2
and φ(wy) = 3. If L(xu) \ (C(x) ∪ {2, 3}) ≠ ∅, we color xuwith q ∈ L(xu) \ (C(x) ∪ {2, 3}), and uw with a color in L(uw) \
{1, 2, 3, q}. Otherwise, L(xu) \ (C(x) ∪ {2, 3}) = ∅, which implies that d(x) = ∆ − 1 and L(xu) = C(x) ∪ {2, 3}. Then, we
color xuwith 2, and uw with a color in L(uw) \ {1, 2, 3, φ(vy)}.
(C5) An edge xy such that both x and y have two common neighbors u, v of degree 2 and d(y) ≤ 4.
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Let H = G − uy, and let φ be an acyclic L-edge coloring of H . If φ(xu) = φ(vy), we color uy with a color in L(uy) \
(C(y)∪{φ(xv)}). Otherwise, we color uywith a color in L(uy)\(C(y)∪{φ(xu)}). By Lemma1, there is no path inG−{u, v}−xy
from x to y and no bichromatic cycles are produced even if φ(xu) ∈ C(y) \ {φ(vy)}.
Now assume that one of (C6)–(C11) holds.
Let H = G − uv, which admits an acyclic L-edge coloring φ with φ(xu) = 2, φ(xv) = 1, and φ(xy) = 3. If φ(vy) ≠ 2,
then we color uv with a color in L(uv) \ {1, 2, φ(vy)}. Otherwise, φ(vy) = 2. If L(ux) \ C(x) ≠ ∅, we recolor uxwith a color
k ∈ L(ux) \ C(x) and color uv with a color in L(uv) \ {1, 2, k}. Otherwise, L(ux) \ C(x) = ∅, i.e., L(ux) = C(x). Without loss
of generality, assume that C(x) = {1, 2, . . . ,∆}.
Let S2 = {i| there is a (2, i)-cycle if uv is colored with i, i ≠ 1, 2}. If L(uv) \ ({1, 2} ∪ S2) ≠ ∅, then we color uv with a
color in L(uv) \ ({1, 2} ∪ S2). Otherwise, assume that L(uv) \ ({1, 2} ∪ S2) = ∅, which implies that S2 = C(x) \ {1, 2} =
{3, 4, . . . ,∆}, L(uv) = C(x) = {1, 2, . . . ,∆} and C(x) \ {1} = {2, 3, . . . ,∆} ⊆ C(y).
If L(xv) \ C(x) ≠ ∅, we recolor xv with a color in L(xv) \ C(x) and color uv with 1. Otherwise, L(xv) \ C(x) ≠ ∅, i.e., L(xv)
= C(x) = {1, 2, . . . ,∆}.
(C6) A 4-cycle xuvyxwith a chord xv and a 3-cycle xszx share the unique vertex x such that d(u) = d(s) = 2 and d(v) = 3.
Since {φ(xz), φ(xs)} \ S2 ≠ ∅, S2 ≠ {3, 4, . . . ,∆}.
(C7) A 4-cycle yxuvywith a chord vx and another 4-cycle ystzywith a chord yt share the vertex y such that d(u) = d(s) = 2
and d(v) = d(t) = 3, and xmay be identical to z.
If x coincides with z, then we color uv with a color in L(uv) \ {1, 2, 3, φ(ys)}. By Lemma 1, there is no path from x to
y in G − {u, v, t, s} − xy and no bichromatic cycles are produced. Otherwise, x ≠ z. If φ(yt) ∈ S2, then φ(zt) = 2 and
φ(ys), φ(yz) ∉ S2, which implies that |S2| ≤ ∆ − 3, a contradiction. Otherwise, φ(yt) ∉ S2. Since |S2| = ∆ − 2, C(y) \
{φ(yt)} = {2, 3, . . . ,∆} and φ(ys) = 4, φ(yz) = 5, φ(st) = 2, and φ(zt) = 4. So it is suffice to consider the following
subcases.
(i)φ(yt) = 1. If L(vy)\C(y) ≠ ∅, we recolor vywith a color in L(vy)\C(y) and color uvwith 3. Otherwise, L(vy)\C(y) = ∅,
i.e., L(vy) = C(y). If L(yt) \ C(y) ≠ ∅, we recolor yt with k2 ∈ L(yt) \ C(y), {vy, xu} with 1, xv with 2, and color uv with 4.
Otherwise, L(yt)\C(y) = ∅, i.e., L(yt) = C(y). If L(ys)\C(y) ≠ ∅, we recolor yswith a color in L(ys)\C(y), and color uvwith
4. Otherwise, L(ys) \ C(y) = ∅, i.e., L(ys) = C(y). Then, we recolor ys, yt, vy with 1, 2, 4, ts with a color in L(ts) \ {1, 2, 4}
and color uv with 3.
(ii) φ(yt) = ∆ + 1. If 1 ∈ L(vy), we recolor {xu, vy} with 1, xv with 2 and color uv with 4. Otherwise, 1 ∉ L(vy). If
L(vy) \ C(y) ≠ ∅, we recolor vy with a color in L(vy) \ C(y) and color uv with 3. Otherwise, L(vy) \ C(y) = ∅, i.e., L(vy)
= C(y) = {2, 3, . . . ,∆+ 1}. If L(yt) \ C(y) ≠ ∅, we recolor yt with a color in L(yt) \ C(y), vywith∆+ 1 and color uv with
3. Otherwise, L(yt) \ C(y) = ∅, i.e., L(yt) = C(y). If L(ys) \ C(y) ≠ ∅, we recolor ys with a color in L(ys) \ C(y), vy with 4
and color uv with 3. Otherwise, L(ys) \ C(y) = ∅, i.e., L(ys) = C(y). Then, we recolor yt, ys, vywith 2,∆+ 1, 4, and color uv
with 3, st with a color in L(ts) \ {2, 4,∆+ 1}.
(C8) A 5-cycle yswtzy with two chords wy, wz and a 4-cycle yxuvy with a chord vx share the unique vertex y such that
d(u) = d(s) = d(t) = 2, d(v) = 3 and d(w) = 4.
Since |S2| = ∆− 2, |{φ(ys), φ(yw)} ∩ S2| = 1 and C(y) = {2, 3, . . . ,∆} ∪ {φ(ys), φ(yw)} with φ(yz) = 5. So we need
to consider the following subcases.
• Assume that 1 ∈ {φ(ys), φ(yw)} and C(y) = C(x).
If L(vy) \ C(y) ≠ ∅, we recolor vy with a color in L(vy) \ C(y) and color uv with 3. Otherwise, L(vy) \ C(y) = ∅, i.e.,
L(vy) = C(y).
(i) φ(yw) = 1, φ(ys) = φ(wz) = 4 and φ(sw) = 2 ∈ C(z) \ {φ(zt)}. If L(ys) \ C(y) ≠ ∅, we recolor ys with a color in
L(ys) \ C(y) and color uv with 4. Otherwise, L(ys) \ C(y) = ∅, i.e., L(ys) = C(y). Then, we recolor ys with 2, vy with 4, sw
with a color in L(sw) \ {1, 2, 4, φ(wt)} and color uv with 3.
(ii)φ(ys) = 1, φ(yw) = φ(zt) = 4 andφ(wt) = 2 ∈ C(z)\{φ(zw)}. Assume that L(ys)\C(y) ≠ ∅, we recolor yswith q ∈
L(ys)\C(y), {xu, vy}with 1, xvwith 2 and color uvwith 4. Ifφ(ws) = q, we recolorwswith a color in L(ws)\{2, 4, q, φ(zw)}.
If φ(zw) = q and there is a (q, φ(sw))-cycle in G, we recolorwswith a color q1 ∈ L(ws) \ ((C(y) \ {1, 3})∪ {φ(sw)}). Since
q ∉ C(x), no bichromatic cycles are produced even if q1 ∈ {1, 3}. So we assume that L(ys) \ C(y) = ∅, i.e., L(ys) = C(y).
Then, we recolor {xv, ys}with 2, {xu, vy}with 1, sw with a color in L(sw) \ {2, 4, φ(zw)} and color uv with 4.
• Assume that∆+ 1 ∈ {φ(ys), φ(yw)} and C(y) = {2, 3, . . . ,∆+ 1}.
If L(vy) \ (C(y) ∪ {1}) ≠ ∅, we recolor vywith a color in L(vy) \ (C(y) ∪ {1}) and color uv with 3.
(i) φ(yw) = ∆ + 1, φ(ys) = φ(wz) = 4 and φ(sw) = 2 ∈ C(z) \ {φ(zt)}. If 1 ∈ L(vy), we recolor {xu, vy} with 1, xv
with 2 and color uv with 4. So we assume that L(vy) = C(y). If L(ys) \ C(y) ≠ ∅, we recolor yswith a color q2 ∈ L(ys) \ C(y)
and color uv with 4. Then, no bichromatic cycles are produced even if q2 = 1. Otherwise, L(ys) \C(y) = ∅, i.e., L(ys) = C(y).
Then, we recolor yswith 2, vywith 4, sw with a color in L(sw) \ {2, 4,∆+ 1, φ(wt)} and color uv with 3.
(ii) φ(ys) = ∆+1, φ(yw) = φ(zt) = 4 and φ(wt) = 2 ∈ C(z)\{φ(zw)}. If 1 ∈ L(vy), we recolor {xu, vy}with 1, xvwith
2 and color uv with 4. So assume that L(vy) = C(y). Assume that L(ys) \ C(y) ≠ ∅, we recolor yswith q3 ∈ L(ys) \ C(y), vy
with ∆ + 1 and color uv with 3. If φ(ws) = q3, we recolor ws with a color in L(ws) \ {2, 4, q3, φ(zw)}. If φ(zw) = q3 and
there is a (q3, φ(sw))-cycle inG, we recolorwswith a color q4 ∈ L(ws)\((C(y)\{∆+1, 3})∪{2}). Since q3 = 1 or q3 ∉ C(x),
no bichromatic cycles are produced even if q4 ∈ {∆ + 1, 3}. So assume that L(ys) \ C(y) = ∅, i.e., L(ys) = C(y). Then, we
recolor yswith 2, vywith∆+ 1 and color uv with 3.
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(C9) A 4-cycle yxuvy with a chord vx and another 4-cycle yu1zu2y with a chord yz share the unique vertex y such that
d(u) = d(u1) = d(u2) = 2 and d(v) = 3.
Since |{φ(yz), φ(yu1), φ(yu2)} ∩ S2| ≤ 1, |S2| ≤ ∆− 3.
(C10) A 4-cycle yxuvy with a chord vx and a 3-cycle yszy share the unique vertex y such that d(u) = d(s) = 2, d(v) = 3,
and d(y) = 4, where∆ = 5.
Since |{φ(ys), φ(yz)} ∩ S2| ≤ 1, |S2| ≤ 2 = 5− 3.
(C11) A 4-cycle yxuvy with a chord vx and another 4-cycle ystzy with a chord sz share the unique vertex y such that
d(u) = d(t) = 2, d(v) = d(s) = 3, and d(y) = 4, where∆ = 5.
Recall that |S2| = ∆−2 = 3.Wemay assume thatφ(ys) = φ(tz) = 4, φ(yz) = 5 andφ(st) = 2. If L(vy)\{1, 2, 3, 4, 5} ≠
∅, we recolor vywith a color in L(vy) \ {1, 2, 3, 4, 5} and color uv with 3. Otherwise, L(vy) = {1, 2, 3, 4, 5}. Recall L(ux) =
L(xv) = L(uv) = C(x) = {1, 2, 3, 4, 5}. Then, we recolor {xu, vy}with 1, xv with 2 and uv with 4.
(C12) A 5-cycle xuwvyx with chords wx, wy and a 3-cycle xszx share the vertex x such that d(u) = d(v) = d(s) = 2 and
d(w) = 4, at least one of (C12.1)–(C12.4) holds.
Let H = G− uw. Then H has an acyclic L-edge coloring φ with φ(xu) = 4, φ(xw) = 1, φ(xy) = 2 and φ(xs) = 3. If 4 ∉
{φ(wv), φ(wy)}, we color uw with a color in L(uw) \ {1, 4, φ(wv), φ(wy)}. So assume that 4 ∈ {φ(wv), φ(wy)}. If
φ(wv) = 4, we color uw with a color in L(uw) \ {1, 4, φ(wy), φ(vy)}. Next, assume that φ(wy) = 4. If L(ux) \ C(x) ≠ ∅, we
recolor uxwith a color α ∈ L(ux) \ C(x), and then color uw with a color in L(uw) \ {1, 4, α, φ(wv)} if α ≠ φ(wv) or with a
color in L(uw) \ {1, 4, α, φ(vy)} if α = φ(wv). Otherwise, L(ux) \ C(x) ≠ ∅, which implies that L(ux) = C(x). Without loss
of generality, assume that C(x) = {1, 2, . . . ,∆}.
If (C12.1) holds, i.e., y is identical to z, then color uw with a color in L(uw) \ {1, 2, 4, φ(wv)}. By Lemma 1, there is no
path from x to y in G− {u, v, w, s} − xy and no bichromatic cycles are produced.
If (C12.3) holds, i.e., z ≠ y and x, z lie on another 3-cycle xtzx such that d(t) = 2, and d(x) = 6, where ∆ = 6, then we
color uw with a color in L(uw) \ {1, 2, 4, φ(wv)}. By Lemma 1, there is no path from z to y in G − {u, v, w, s, t} − {xy, xz}
and no bichromatic cycles are produced.
Now assume that (C12.2) or (C12.4) holds. Since y ≠ z, we assume that φ(xz) = 5. Let S4 = {i| there is a (4, i)-cycle if
uw is colored with i, i ∉ {1, 4}}. If |S4| ≤ ∆− 4, we color uv with a color in L(uw) \ (C(w) ∪ S4). Otherwise, |S4| ≥ ∆− 3.
On the other hand, since 1, 4 ∈ C(x) and {3, 5} \ S4 ≠ ∅, |S4| ≤ ∆ − 3. Hence, |S4| = ∆ − 3, {3, 5} ∩ S4 ≠ ∅ and C(x) =
S4 ∪ {1, 4} ∪ ({3, 5} \ S4), which implies that φ(wv) ∉ S4, and there is no (4, i)-cycle if uw is colored with i, i ∈ {3, 5}
\ S4. If L(uw) \ (S4 ∪ {1, 4, φ(wv)}) ≠ ∅, then we color uw with a color in L(uw) \ (S4 ∪ {1, 4, φ(wv)}). Otherwise,
L(uw) \ (S4 ∪ {1, 4, φ(wv)}) = ∅, which implies that L(uw) = S4 ∪ {1, 4, φ(wv)}. So we assume that:
(∗12.1) |S4| = ∆− 3, C(x) = S4 ∪ {1, 4} ∪ ({3, 5} \ S4), φ(wv) ∉ S4, L(uw) = S4 ∪ {1, 4, φ(wv)} and there is no (4, i)-cycle
if uw is colored with φ(wv) even if φ(wv) ∈ {3, 5}.
Let a = φ(wv). If φ(vy) ≠ 1, we recolor wv with a color in L(wv) \ {1, 4, φ(vy)} and color uw with a. Otherwise, we
assume that:
(∗12.2) φ(vy) = 1.
Let S1 = {i| there is a (1, i)-cycle ifwv is recolored with i, i ≠ 1, a, 4}. If L(wv)\ (S1∪{1, a, 4}) ≠ ∅, we recolorwv with
a color in L(vv) \ (S1 ∪ {1, a, 4}) and uw with a. Otherwise, L(wv) \ (S1 ∪ {1, a, 4}) = ∅, which implies that |S1| ≥ ∆− 3.
Since {3, 5} \ S1 ≠ ∅, |S1| ≤ ∆− 3. Hence, we may assume that:
(∗12.3) |S1| = ∆− 3 and L(wv) = S1 ∪ {1, a, 4}.
If L(vy) \ C(y) ≠ ∅, we recolor vy with d1 ∈ L(vy) \ C(y), wv with a color in L(wv) \ {1, a, 4, d1} and color uw with a.
Otherwise, L(vy) = C(y). If L(wy)\C(y) ≠ ∅, we recolorwywith d2 ∈ L(wy)\C(y), vwwith 4 and color uwwith a color in
L(uw)\{1, a, 4, d2}. Otherwise, L(wy) = C(y). If L(wx)\C(x) ≠ ∅, we recolorwxwith d3 ∈ L(wx)\C(x), vwwith a color in
L(vw) \ {1, 4, a, d3} and color uw with 1. Since φ(vy) = 1 ≠ d3, no bichromatic cycles are produced even if φ(wv) ∈ C(x).
Otherwise, L(wx) = C(x). We need to consider the following subcases.
• φ(wv) = 3.
By (∗12.1), (∗12.2) and (∗12.3), φ(vy) = 1, 5 ∈ S4 ∩ S1 and 1, 4 ∈ C(z) \ {φ(sz)}.
If 4 ∈ L(xs), we recolor xs with 4, ux with 3 and color uw with 5. Otherwise, 4 ∉ L(xs). If 1 ∈ L(xs), we recolor xs with 1,
xwwith 3, vwwith 2 and color uwwith 1. Otherwise, 1 ∉ L(xs). Hence, |L(xs)\C(x)| ≥ 2, assume that∆+1,∆+2 ∈ L(xs).
Ifφ(sz) ∉ C(x), we recolor xswith a color in {∆+1,∆+2}\{φ(sz)}, xuwith 3 and coloruwwith 5. Ifφ(sz) = 2,we recolor
xswith a color in {∆+1,∆+2}\C(y), xuwith 3, and color uwwith 5. Otherwise, assume that φ(sz) ∈ C(x)\{1, 2, 3, 4, 5}.
Then∆ ≥ 6 and (C12.3) holds, i.e., d(z) ≤ 4. We recolor xswith∆+ 1, uxwith 3 and color uw with 5. Since∆+ 1 ∉ C(z),
no bichromatic cycles are produced.
• φ(wv) = 5.
By (∗12.1), 3 ∈ S4 and φ(xs) = 4. It suffices to assume that φ(vy) = 1. Since 3 ∉ S1 and |S1| ≤ ∆− 4, we recolorwv with
a color in L(wv) \ (S1 ∪ {1, 4, 5}) and color uw with 5.
• φ(wv) = ∆+ 1.
By (∗12.1) and (∗12.2), |S4| = ∆ − 3, {3, 5} ∩ S4 ≠ ∅, L(uw) = S4 ∪ {1, 4, 6} and φ(vy) = 1. We may assume that
3 ∈ S4, φ(sz) = 4 and 3 ∈ C(z) or 5 ∈ S4, 4 ∈ C(z) \ {φ(sz)}.
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(i) Assume that 3 ∈ S4.
Then φ(sz) = 4 and 3 ∈ C(z). By (∗12.3), 5 ∈ S1 ∩ L(wv) and 1 ∈ C(z). If 1 ∈ L(xs), then recolor xswith 1,wxwith 3 and
color uw with 1. Otherwise, 1 ∉ L(xs) and L(xs) \ C(x) ≠ ∅. Then, recolor xswith a color in L(xs) \ C(x), wxwith 3 and color
uw with 1.
(ii) Assume that 5 ∈ S4.
Then 4 ∈ C(z) \ {φ(sz)}. By (∗12.3), {3, 5} ∩ S1 ≠ ∅. First assume 3 ∈ S1, then φ(sz) = 1 and 3 ∈ C(z) ∩ L(wv). If 4 ∈
L(xs), we recolor xs with 4, ux with 3 and color uw with 5. Otherwise, 4 ∉ L(xs) and L(xs) \ C(x) ≠ ∅. Then, we recolor xs
with a color in L(xs) \ C(x), wx with 3 and color uw with 1. Next assume 5 ∈ S1, then 1 ∈ C(z) \ {φ(sz)} and 5 ∈ L(wv).
If 1 ∈ L(xs), we recolor xs with 1, xw with 3 and color uw with 1. Otherwise, 1 ∉ L(xs). If 4 ∈ L(xs), we recolor xs with 4,
ux with 3 and color uw with 5. Otherwise, 4 ∉ L(xs). Hence, |L(xs) \ C(x)| ≥ 2, assume that k1, k2 ∈ L(xs). First, we recolor
ux with 3 and color uw with 5. Then, if φ(sz) ∉ C(x), we recolor xs with a color in {k1, k2} \ φ(sz); if φ(sz) = 2, we recolor
xs with a color in {k1, k2} \ C(y). Otherwise, assume that φ(sz) ∈ C(x) \ {1, 2, 3, 4, 5}. Then ∆ ≥ 6 and (C12.3) holds, i.e.,
d(z) ≤ 4. Assume that φ(sz) = 6. We recolor xswith k1. Since k1 ∉ C(z) and no bichromatic cycles are produced.
(C13) A path xyz such that x and y have two common neighbors u1, u2 of degree 2, y and z have q (≥1) common neighbors
v1, vq of degree 2, and d(y) = 4+ q.
Let H = G− yv1, which has an acyclic L-edge coloring φ with φ(yu1) = 1, φ(yx) = 2, φ(yu2) = 3, and φ(yz) = 4. Since
q ∈ {1, 2}, we need to consider the following two subcases.
(I) q = 1 and d(y) = 5.
• Assume that φ(zv1) ∈ {1, 2, 3}. Then color yv1 with a color in L(yv1) \ {1, 2, 3, 4}. By Lemma 1, no bichromatic are
produced.
• Assume that φ(zv1) = 5. If there exists α1 ∈ L(yv1) \ {1, 2, 3, 4, 5}, then we color yv1 with α1. Otherwise, L(yv1) =
{1, 2, 3, 4, 5} and∆ = 5. Let a = φ(xu1) and b = φ(xu2).
(i) a = 3. If there exists α2 ∈ L(yu1) \ {1, 2, 3, 4, b}, then recolor yu1 with α2 and color yv1 with 1. Otherwise, L(yu1) \
{1, 2, 3, 4, b} = ∅, which implies that b ≠ 4 and L(yu1) = {1, 2, 3, 4, b}. If there exists α3 ∈ L(yu2) \ {1, 2, 3, 4, b}, then
recolor yu2 with α3 and color yv1 with 3. Otherwise, L(yu2) \ {1, 2, 3, 4, b} = ∅, which implies that L(yu2) = {1, 2, 3, 4, b}.
Then, we recolor yu1 with b, yu2 with 1 and color yv1 with 3.
(ii) a ≠ 3, b ≠ 1. If there exists α4 ∈ L(yu1) \ {1, 2, 3, 4, a}, then recolor yu1 with α4 and color yv1 with 1. Otherwise,
L(yu1) \ {1, 2, 3, 4, a} = ∅, which implies that a ≠ 4 and L(yu1) = {1, 2, 3, 4, a}. If there exists α5 ∈ L(yu2) \ {1, 2, 3, 4, b},
then recolor yu2 with α5 and color yv1 with 3. Otherwise, L(yu2)\ {1, 2, 3, 4, b} = ∅, which implies that b ≠ 4 and L(yu2) =
{1, 2, 3, 4, b}. If there existsα6 ∈ L(xu1)\C(x), then recolor xu1 withα6, yu1 with a and color yv1 with 1. Otherwise, L(xu1) =
C(x). Similarly, we can assume that L(xu2) = C(x). Then, we recolor {xu2, yu1}with a, xu1 with b and color yv1 with 1.
(II) q = 2, d(y) = 6 and assume that φ(yv2) = 5.• Assume that φ(zv1) ∈ {1, 2, 3}. Then color yv1 with a color in L(yv1) \ {1, 2, 3, 4, 5}.• Assume that φ(zv1) = 5. If |L(yv1)| ≥ 7, then color yv1 with a color in L(yv1) \ {1, 2, 3, 4, 5, φ(zv2)}. Otherwise,
|L(yv1)| = ∆ = 6 and L(yv1) \ {1, 2, 3, 4, 5, φ(zv2)} = ∅, i.e., L(yv1) = {1, 2, 3, 4, 5, φ(zv2)}, assume that φ(zv2) = 6. If
there exists β1 ∈ L(yv2) \ {1, 2, 3, 4, 5, 6}, then recolor yv2 with β1 and color yv1 with 6. Otherwise, L(yv2) = {1, 2, 3, 4,
5, 6}. Let a = φ(xu1) and b = φ(xu2).
(i) a = 3. If there exists β2 ∈ L(yu1) \ {1, 2, 3, 4, 5, b}, then recolor yu1 with β2 and color yv1 with 1. Otherwise, L(yu1) \
{1, 2, 3, 4, 5, b} = ∅, which implies that b ∉ {4, 5} and L(yu1) = {1, 2, 3, 4, 5, b}. If there exists β3 ∈ L(yu2) \ {1, 2, 3,
4, 5, b}, then recolor yu2 with β3 and color yv1 with 3. Otherwise, L(yu2)\{1, 2, 3, 4, 5, b} = ∅, which implies that L(yu2) =
{1, 2, 3, 4, 5, b}. Then, we recolor yu1 with b, yu2 with 1 and color yv1 with 3.
(ii) a ≠ 3, b ≠ 1.
If there exists β4 ∈ L(yu1) \ {1, 2, 3, 4, 5, a}, then recolor yu1 with β4 and color yv1 with 1. Otherwise, L(yu1) \ {1, 2,
3, 4, 5, a} = ∅, which implies that a ∉ {4, 5} and L(yu1) = {1, 2, 3, 4, 5, a}. If there existsβ5 ∈ L(yu2)\{1, 2, 3, 4, 5, b}, then
recolor yu2 withβ5 and color yv1 with 3. Otherwise, L(yu2)\{1, 2, 3, 4, 5, b} = ∅, which implies that b ∉ {4, 5} and L(yu2) =
{1, 2, 3, 4, 5, b}. If there exists β6 ∈ L(xu1) \ C(x), then recolor xu1 with β6 with a and color yv1 with 1. Otherwise, L(xu1) =
C(x). Similarly, we can assume that L(xu2) = C(x). Then, we recolor {xu2, yu1}with a, xu1 with b and color yv1 with 1.• Assume that φ(zv1) ∉ C(y) and φ(zv1) = 6. If there exists γ1 ∈ L(yv1) \ {1, 2, 3, 4, 5, 6}, then color yv1 with γ1.
Otherwise, L(yv1) = {1, 2, 3, 4, 5, 6} and∆ = 6.
Let a = φ(xu1) and b = φ(xu2).
(i) a = 3. If there exists γ2 ∈ L(yu1) \ {1, 2, 3, 4, 5, b}, then recolor yu1 with γ2 and color yv1 with 1. Otherwise,
L(yu1)\{1, 2, 3, 4, 5, b} = ∅, which implies that b ∉ {4, 5} and L(yu1) = {1, 2, 3, 4, 5, b}. If there existsγ3 ∈ L(yu2)\{1, 2, 3,
4, 5, b}, then recolor yu2 with γ3 and color yv1 with 3. Otherwise, L(yu2) \ {1, 2, 3, 4, 5, b} = ∅, which implies that
L(yu2) = {1, 2, 3, 4, 5, b}. Then, we recolor yu1 with b, yu2 with 1 and color yv1 with 3.
(ii) a ≠ 3, b ≠ 1. If there exists γ4 ∈ L(yu1) \ {1, 2, 3, 4, 5, a}, then recolor yu1 with γ4 and color yv1 with 1. Otherwise,
L(yu1) \ {1, 2, 3, 4, 5, a} = ∅, which implies that a ∉ {4, 5} and L(yu1) = {1, 2, 3, 4, 5, a}. If there exists γ5 ∈ L(yu2) \ {1, 2,
3, 4, 5, b}, then recolor yu2 with γ5 and color yv1 with 3. Otherwise, L(yu2) \ {1, 2, 3, 4, 5, b} = ∅, which implies that
b ∉ {4, 5} and L(yu2) = {1, 2, 3, 4, 5, b}. If there exists γ6 ∈ L(xu1) \ C(x), then recolor xu1 with γ6, yu1 with a and color
yv1 with 1. Otherwise, L(xu1) = C(x). Similarly, we can assume that L(xu2) = C(x). Then, we recolor {xu2, yu1} with a, xu1
with b and color yv1 with 1.
By Lemma 1, no bichromatic cycles are produced in G under the constructed coloring. 
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Fig. 4. Outerplanar graphs O1–O4 with∆ = 4 and a′(G) = 5.
4. Concluding remark
Theorem 1 shows that a′list(G) = ∆ if G is an outerplanar graph with∆ ≥ 5. This result is best possible in the sense that
∆ cannot be reduced to 3 or 4.
Let H2n, n ≥ 2, be a graph obtained by adding n− 1 chords x2x2n, x3x2n−1, . . . , xnxn+2 to a 2n-cycle x1x2 . . . x2nx1 and Q1
be an outerplanar graph on six vertices, where H8 and Q1 are depicted in Fig. 3.
Lemma 5 ([15]). a′(H2n) = 4 and a′(O1) = 5.
Combining Lemmas 4 and 5, we immediately derive that a′list(H2n) = 4 = ∆+ 1 and a′list(O1) = 5 = ∆+ 1.
In fact, there exist many outerplanar graphs Gwith∆ = 4 and a′list(G) = a′(G) = 5 = ∆+ 1. Let us observe the graphs
Oi for 2 ≤ i ≤ 4 in Fig. 4.
Lemma 6. Let G be an outerplanar graph with Q1 as a subgraph such that ∆ = 4 and a′(G) = 5.
(1) If G− v has an acyclic edge 4-coloring φ with φ(uv2) = 1 and φ(uv1) = 2, then 1 ∉ C(v1) and there exist a (1, 3)(u,v1)-
path and a (1, 4)(u,v1)-path in G− v.
(2) If G − {v, uv1} has an acyclic edge 4-coloring φ with φ(v2v4) = 3, φ(v2u) = 4, φ(v2v3) = 2 and φ(v1v2) = 1, then
there exists a (3, 4)(u,v1)-path in G− {v, uv1}. Furthermore, there exists a (4, 2)(u,v1)-path in G− {v, uv1} if φ(v1v3) = 4.
Proof. Let C = {1, 2, 3, 4}. To prove (1), assume to the contrary that 1 ∈ C(v1), that is φ(v1v3) = 1. Thenwe color vv1 with
k1 ∈ C \ C(v1) and uv with a color in C \ {1, k1, 2} to obtain an acyclic edge 4-coloring of G, a contradiction. This shows that
1 ∉ C(v1). Further, if there is no (1, i1)(u,v1)-path for some i1 ∈ {3, 4}, then we can color vv1 with 1 and uv with i1, which
implies that a′(G) = 4, a contradiction.
To prove (2), first assume that φ(v1v3) = 4. Clearly, there is a (4, 2)(u,v1)-path. If there is no (4, 3)(u,v1)-path, we color
uv1 with 3, vv1 with 2 and uv with 1, which implies that a′(G) = 4, a contradiction. Next, assume that φ(v1v3) = 3. If there
is no (4, 3)(u,v1)-path, we color uv1 with 2, vv1 with 4 and uv with 3, also a contradiction. 
Theorem 2. a′list(Oi) = a′(Oi) = 5, i = 2, 3, 4.
Proof. Otherwise, for i ∈ {2, 3, 4}, we may assume that a′(Oi) = 4 and Oi has an acyclic edge 4-coloring φ using the color
set C = {1, 2, 3, 4}.
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• i = 2. Let G1 = G− {u1, u2, u3, w} + uv1 and G2 = G− {v3, v4, v5, w} + vv2. Obviously, G1 = G2 = O1. Without loss
of generality, we assume that φ(uv2) = 1 and φ(v2v1) = 2. It suffices to consider the following two subcases:
(a) Assume that c(v1v3) = 1. Since a′(G1) = 5, there exist a (1, 3)(u,v1)-path and a (1, 4)(u,v1)-path in G1 − {v, uv1} by
Lemma 6. Without loss of generality, we may assume that φ(v1w) = 3 and φ(v1v) = 4. Note that φ(wv) ∈ {1, 2}.
(a1) Assume thatφ(wv) = 1. Since there is no (1, 3)-cycle inG, it follows thatφ(uv) = 2, and thenφ(vu1) = 3, φ(uu1) =
4, and φ(uu2) = 3. Since a′(G2) = 5, there exists a (1, 3)-path in G2−{v1, vv2} by Lemma 6, which implies that there exists
a (1, 3)-cycle in G, a contradiction.
(a2) Assume thatφ(vw) = 2. Thenφ(vu) = 3 andφ(vu1) = 1. Since there is no (1, 4)-cycle inG, we get thatφ(uu1) = 2,
and then φ(uu2) = 4. By Lemma 6, there exists a (1, 4)(v,v2)-path in G2 − {v1, vv2}, which implies that there exists a (1, 4)-
cycle in G, a contradiction.
(b) Assume that φ(v1v3) = 3. Then there exists a (1, 3)(u,v1)-path in G1 − {v, uv1} by Lemma 6.
(b1) Assume that φ(vv1) = 1 and c(v1w) = 4. Since there are neither (1, 3)-cycle nor (1, 2)-cycle in G, we see that
φ(uv) = 4, and then φ(vw) = φ(uu1) = a, φ(vu1) = φ(uu2) = b, {a, b} = {2, 3}. By Lemma 6, there exists a (1, b)(v,v2)-
path in G2 − {v1, vv2}, which implies that there exists a (1, b)-cycle in G, a contradiction.
(b2) Assume that φ(vv1) = 4 and φ(v1w) = 1.We assume that φ(vw) = a, φ(vu) = b, and φ(vu1) = 1, {a, b} = {2, 3}.
Since there is no (1, a)-cycle in G, φ(uu1) = 4, and φ(uu2) = a. By Lemma 6, there exists a (1, a)(v,v2)-path in G2−{v1, vv2},
which implies that there exists a (1, a)-cycle in G, a contradiction.
• i = 3. Let G1 = G− {u1, u2, u3, u4, u5} + uv and G2 = G− {v1, v2, v3, v4, v5} + uv. Then G1 = G2 = O1.
Without loss of generality, we assume that φ(uv2) = 1, φ(uv1) = 2 and φ(uu1) = 3. By Lemma 6, we may assume that
φ(vv1) = 1, φ(vu2) = 3, and there exists a (1, 3)(u,v)-path in G1 − v and a (1, 3)(u,v)-path in G2 − u, which implies that
there exists a (1, 3)-cycle in G, a contradiction.
• i = 4. Let G1 = G− {u1, u2, u3, v, w1} + uv1 and G2 = G− {v6, v7, v8, v9, w2} + v4v5. Then G1 = G2 = O2.
Without loss of generality, assume that φ(v3v1) = 1, φ(v3v2) = 2, φ(v3v4) = 3 and φ(v3v5) = 4. By Lemma 6, we may
assume that φ(v2u) = φ(v3v1) = 1, and there exists a (1, 4)(u,v1)-path in G1 − u and a (1, 4)(v4,v5)-path in G2 − v5, which
implies that there exists a (1, 4)-cycle in G, a contradiction. 
We like to conclude this paper by raising the following problem:
Problem 1. Characterize outerplanar graphs Gwith 3 ≤ ∆ ≤ 4 according to their acyclic list chromatic indices.
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