In the sixth chapter of his notebooks Ramanujan introduced a method of summing divergent series which assigns to the series the value of the associated Euler-MacLaurin constant that arises by applying the EulerMacLaurin summation formula to the partial sums of the series. This method is now called the Ramanujan summation process. In this paper we calculate the Ramanujan sum of the exponential generating functions P n≥1 log n e nz and
Abstract
In the sixth chapter of his notebooks Ramanujan introduced a method of summing divergent series which assigns to the series the value of the associated Euler-MacLaurin constant that arises by applying the EulerMacLaurin summation formula to the partial sums of the series. This method is now called the Ramanujan summation process. In this paper we calculate the Ramanujan sum of the exponential generating functions P n≥1 log n e nz and P n≥1 H (j) n e −nz where H (j) n = P n m=1 1 m j . We find a surprising relation between the two sums when j = 1 from which follows a formula that connects the derivatives of the Riemann zeta -function at the negative integers to the Ramanujan summation of the divergent Euler sums P n≥1 n k Hn, k ≥ 0, where Hn = H
n . Further, we express our results on the Ramanujan summation in terms of the classical summation process called the Borel sum.
Introduction
Let ze
B n (x) is the n th Bernoulli polynomial and B n (0) = B n is the n th Bernoulli number. At the beginning of the sixth chapter of his Notebooks [3] , Ramanujan writes the Euler -MacLaurin formula for the partial sums a(1) + a(2) + · + a(x − 1) = C +
of an infinite series ∞ n=1 a(n) and assigns the value of the constant 'C' the sum of the series. For example, one has
by this process, where R denotes the Ramanujan summation and γ is the Euler -Mascheroni constant This follows from the formula [2] 
It was pointed out by Hardy (Section 6, Chapter 13 of [13] ) that this definition makes the Ramanujan sum of a series ambiguous as the sum depends on a particular parameter that appears as a lower limit of an integral. In [6] , Candelpergher, Coppo and Delabaere formulated the Ramanujan summation in a rigorous manner so that the uniqueness of the sum of the series is established. They also proved several properties of the Ramanujan summation and summed many well known divergent and convergent series. One of the results they obtained using this summation process was that
where H n = n j=1 1 j is the n th harmonic number and H 0 = 0. Note that
So the natural question to ask now is whether
A heuristic argument suggesting an identity involving
is given in [8] . Also, recall the Euler sum identities [7] ∞ n=1 H n n 2 = 2ζ(3) (7)
Since the functional equation of the Riemann zeta -function relates ζ(2k+1) to ζ ′ (−2k), this further convinces us of our conjecture. Such a relation exists, indeed!
We state below the organization of the paper along with the main results and a sketch of the proof of the main theorem (Theorem 1).
In Section 2 we define the Ramanujan summation, state its properties and give a few examples that will be used in this paper. In Section 3 we obtain the formula connecting ζ
This section consists of the following
Γ(x) denote the digamma function.
Lemma 1 For |z| < π, we have
Lemma 2 For |z| < π
Note that the integral 1 0 ψ(x + 1)e −zx dx appears on the right hand side of both the equations (10) and (11) and can be eliminated. This is the key idea of our main theorem which we state below.
Equating the coefficients of z k , we have
When k ≥ 1, this means that
Equivalently for any integer k ≥ 1 we have
and when k = 0
The notations mod (Q[[z]]) and mod Q are used only for the simplicity of the statements of the results and these terms can be explicitly calculated as can be seen from the proof of the theorem. Further, we will express at the end of this section R n≥1 n k H n in terms of the analytic continuation of the normal sum ∞ n=1 H n n s near the negative integers. Next, in Section 4, we will show that the Laplace transforms and the Borel sums arise naturally when we consider the Ramanujan summation of exponential generating functions. Thus we interpret our results on the Ramanujan summation in classical terms as follows.
where L(f ) denotes the Laplace transform of the function f .
Also we show that an asymptotic formula obtained by Ramanujan for
is actually an equality. Section 5 consists of a generalization of Lemma 2. Here we calculate
Ramanujan Summation
We refer to [6] for the proofs of the results in this section. We give the definition of the Ramanujan summation in Section 2.1, state its properties in Section 2.2 and furnish a few examples in Section 2.3.
Definition
We will now define the Ramanujan summation of an infinite series. Let f ∈ C ∞ (R). We have, for N ≥ 1, the Euler-MacLaurin formula
By a translation on f we have for every integer k
where
Then a summation for k = 1, · · · , n − 1 gives
The constant
is the Ramanujan constant of the series n≥1 f (n). In Chapter 6 of his Notebooks Ramanujan says: "The constant of a series has some mysterious connection with the given infinite series and it is like the centre of gravity of a body. Mysterious because we may substitute it for the divergent series." If all the derivatives of f are sufficiently decreasing at infinity we can verify, by integration by parts, that R(1) does not depend of N and that the function R satisfies the condition
If we want to relax the hypothesis on the function f we can try to define the constant C f to be the value at 1 of a solution R of the difference equation
To obtain a unique value R(1) we must find some conditions which gives us a unique solution of this equation. We observe that for any integer
If lim x→∞ R(x) exists we have by a summation for k ≥ 1
Thus the condition lim x→∞ R(
Unfortunately this condition does not give the uniqueness of the solution of the difference equation as we can add to a solution any periodic function of period 1. To avoid this we ask that the function R is analytic and of the order of increase less than 2π.
The following theorem provides us the existence of a unique solution for R(x). See Section 3.1 of [6] .
Theorem 3 Let x → a(x) be an analytic function on P = {x| Re(x) > 0} such that there exist α < 2π and K > 0 with
for all x ∈ P. The equation
has only one solution R a analytic on P = {x| Re(x) > 0} so that there exist β < 2π and L > 0 with
and with
Now we are ready to give the definition of the Ramanujan summation of a series.
Definition 1 Let x → a(x) be an analytic function on P = {x| Re(x) > 0} such that there exist α < π and K > 0 with
for all x ∈ P. We call the Ramanujan summation of the series
We make the following remarks. Remark 1. The condition α < π is sufficient to obtain a = b if a(n) = b(n) for all n ∈ N and thus
Remark 2. We have
If lim N →∞ R a (N ) exists, then the series
Integrating the difference equation (30) from 1 to N and using (28) we get
So we obtain
Properties
We list below the properties of the Ramanujan summation.
Property 2 Translation.
Note that this property is different from the axiom (C) Hardy states in Section 1.3, Chapter I of [13] .
Property 3 Derivation.
Property 4 Taking f = R a and k = 1 in (19) and using (42) we get
for some α < π and
In particular if D is an open set containing 0 and we have
Examples
Now we give a few examples of the Ramanujan summation which would be used in the sequel.
In particular
and
By derivation
and in particular
Example 2. For |z| < π, let a(x) = e xz . Then
We observe also that z → R n≥1 e nz is analytic for |z| < π, but the series 
In the disc |z| < π we have the relation
3 Ramanujan Summation of the Exponential Generating Function
In this section we will prove our main results. In Section 3.1 we will calculate 1 n e −nz is convergent. Thus using (39) we can write
where the function Ei is defined by [11] Ei(−z) =
We have for 0 < Re(z) < π
Thus for 0 < Re(z) < π
By analytic continuation this result remains true for |z| < π. Thus we have proved Lemma 3 For |z| < π we have
Proof of Lemma 1 -Calculation of
R n≥1 e nz log n Let k be a non-negative integer and
It is easy to prove that [14] 
Thus using the linearity property, Property 4 of the Ramanujan summation and (50), we get
The function
is analytic for |z| < π and ∂ k f (0) = R n≥1 n k log n and thus
So we have
where we have used (1), (55) and 
Proof of Lemma 2 -Calculation of
By the linearity and the translation property of the Ramanujan summation, we can write for |z| < π
where the last step follows from the fact that
Now using the functional equation
we get
Using the translation property of the Ramanujan summation we write
That is, for |z| < π
Lemma 2 now follows from Lemma 3.
A Relation Between
In this section we will prove Theorem 1 and Corollary 1. Note that the right hand side of both (10) and (11) e nz log n. That is, we have for
In other words, we have for |z| < π
This proves Theorem 1.
Corollary 1 follows immediately by equating the coefficients of z k . In particular, when k = 0, we have from (80) and (56)
Thus from (57) we have
The function s → R n≥1 n −s H n is an entire function and we have for Re(s) > 1 the relation
where h is the function defined for Re(s) > 1 by h(s) = ∞ n≥1 n −s H n . This follows from (39) and (74). But we know the Taylor expansion of x → ψ(x + 1) + γ and by the interpolation formula of Ramanujan [12] , we obtain, if 1 < Re(s) < 2,
Thus, for 1 < Re(s) < 2
This shows that the function h can be analytically extended for Re(s) < 1, with poles at the integers 0 − 1, −3, −5, ..., 1 − 2q, ... with the expansions
For s = −2q, q = 1, 2, ..., we have ζ(−2q) = 0 and so the function h is analytic at −2q and
The values of h(−2q) are known in terms of Bernoulli numbers [5] .
Ramanujan Summation of Exponential Generating Functions and the Borel Sums
In this section we will express our results on the Ramanujan summation in classical terms. In Section 4.1 we will show that the Laplace transforms and the Borel sums appear naturally when we consider the Ramanujan summation of exponential generating functions. In Section 4.2 and Section 4.3 we will interpret log n e −nz is actually an equality. Finally we prove Theorem 2 in Section 4.5.
Ramanujan Summation, Laplace Transform and the Borel Sum
Let x → f (x) be an analytic function on P = {x| Re(x) > 0} so that for all ε > 0 there exist K > 0 with |f (x)| ≤ Ke ε|x| for all x ∈ P.
The Ramanujan summation of the series n≥1 f (n)e −nz gives with (48), for
Thus R n≥1 f (n)e −nz is an exponential generating function of the sums R n≥1 n k f (n). These generating functions are naturally related to Laplace transforms, because, if 0 < z < π, we have from (39)
Definition 2 Let x → f (x) be an analytic function on P = {x| Re(x) > 0} so that for all ε > 0 there exist K > 0 with
for all x ∈ P. We define for z > 0 the Laplace transform of f by
This transform is related to the Borel summation of divergent series of type 
Lemma 4 Let x → f (x) be an analytic function on P = {x| Re(x) > 0} so that for all ε > 0 there exist K > 0 with
Proof From (39), we have for 0 < z < π,
We have the Taylor expansion with the radius of convergence ≥ 1
Then by definition
Thus, for 0 < z < π,
This proves Lemma 4.
4.2
R n≥1 e −nz n as a Borel Sum
For 0 < z < π we have from (39)
Thus, from Lemma 4,
Note that this Borel sum is related to the Ei function by the fact that
H n e −nz as a Borel Sum
For 0 < z < π we have (again from (39))
The relation ψ(x + 2) = ψ(x + 1) +
Using the Taylor expansion
this gives
log n e −nz and Generating Function of ζ ′ (−k)
For 0 < z < π, we can write
But L(log(x + 1)) is simply related to the Ei function. We know from [11] that
We know from (56) that
Hence we get
Thus we see that Theorem 3.2 of Ramanujan in Chapter 15 of [4] is not just an asymptotic expansion but an exact equality when z → 0+ for the case m = p = 1.
Terms of Borel Sums
In this section we will prove Theorem 2. We have seen in (72) that for |z| < π the sum R n≥1 e nz log n can be written in terms of the integral 
For recent developments on the Laplace transform of the digamma function, see for example, [1] and [10] . Now (72) becomes 
Here we have used the notation that ζ(1) = γ. For 0 < z < π the series n≥1 H (j) n e −nz is convergent and hence we can write 
But we have 
Conclusion
This paper has two ingredients, the first being the calculus of the Ramanujan summation developed by Candelpergher, Coppo and Delabaere and the second the use of generating functions for divergent series. Using these two tools, we have obtained a formula connecting the derivatives of the Riemann zeta -function at the negative integers to the Ramanujan sum of divergent Euler sums. We have shown that the Ramanujan sum
