This paper investigates the performance of quasi maximum likelihood (QML) and nonlinear least squares (NLS) estimation applied to temporally aggregated GARCH models. Since these are known to be only weak GARCH, the conditional variance of the aggregated process is in general not known. Thus, one major condition that is often used in proving the consistency of QML, the correct specification of the first two moments, is absent. Indeed, our results illustrate suggest that QML is not consistent, with a substantial bias if both the initial degree of persistence and the aggregation level are high. In other cases, QML might be taken as an approximation with only a small bias. Based on results for univariate GARCH models, NLS is likely to be consistent, although inefficient, for weak GARCH models. However, our simulation study reveals that NLS does not reduce the bias of QML in considerably large samples. As the variation of NLS estimates is much higher than that of QML, one would clearly pr... 
Introduction
One of the conditions that is necessary in proving the consistency of QML estimators (QMLE) in models with conditional heteroskedasticity is that the first two conditional moments are correctly specified, see e.g. Bollerslev and Wooldridge (1992) . If this condition does not hold, then the behavior of QMLE is in general not known. It depends on the particular model whether the bias of QMLE is substantial or negligible.
In the GARCH context, Drost and Nijman (1993) have shown that temporally aggregated GARCH processes are only weak GARCH, in the sense that what is taken to be the conditional variance in the QML estimation is, in reality, just the best linear predictor in terms of a constant and lagged squared errors. Weak GARCH models are closed under temporal aggregation, whereas classical GARCH models are not. Recently, Hafner (2003b) has shown that this conveys in a straightforward way to the multivariate case. Thus, QMLE in temporally aggregated (univariate or multivariate) GARCH by QML are in general not consistent.
In the univariate case, there is conflicting evidence on the importance of the bias of QMLE.
Whereas Drost and Nijman (1993) report them to be small and negligible, Meddahi and Renault (2003) find substantial biases. The latter authors emphasize that these biases are found in particular in the case of a highly persistent high frequency process and a large aggregation level. This is relevant for financial returns, where the high frequency process is often found to be close to an integrated GARCH (IGARCH) process and aggregation levels can be high, e.g. if weekly or monthly returns are investigated.
The objective of this paper is to extend the simulation results of Drost and Nijman (1993) and Meddahi and Renault (2003) to the multivariate GARCH (MGARCH) case. We want to shed light on the empirically relevant question how important the bias of QML estimation is for alternative aggregation levels. Extending the proposal of Francq and Zakoian (2000) to a multivariate framework, we also consider nonlinear least squares (NLS) estimation that is not efficient but consistent. In our simulation study we evaluate the empirical performance of both estimation procedures under a typical example process exhibiting high persistence. The main results indicate that the bias of QML is negligible for small aggregation levels but becomes somewhat more pronounced for high levels. The results show that for our sample size, NLS estimation does not reduce the bias of QML estimates and has a higher variance. One would therefore prefer to use QML in a comparable situation in practice.
In an empirical application we show that fitting a multivariate GARCH(1,1) model for daily DOW JONES/NASDAQ returns is not consistent with fitting the same model at the weekly and bi-weekly frequency. This confirms previous results of Andersen and Bollerslev (1997) in the univariate context, namely that high frequency financial returns do not obey the aggregation 1 schemes of simple GARCH(1,1) models.
The rest of this paper is organised as follows. Section 2 introduces some notation and defines strong and weak multivariate GARCH models. Section 3 explains temporal aggregation of multivariate GARCH models. The estimation of the parameters of the models is subject of Section 4.
The results of a simulation exercise are provided in Section 5. An empirical example illustrates the results of this paper in Section 6. Section 7 concludes.
From strong to weak MGARCH models
Let ε t denote a stochastic vector process with K components and E[ε t | F t−1 ] = 0 where F t−1 denotes the set of infomation available until time t − 1. In the following we define three versions of MGARCH models.
Definition 1 (MGARCH) Let H t be a stochastic positive definite symmetric matrix. Then, a MGARCH(p,q) process is defined by
where h t = vech(H t ), ω = vech(Ω), η t = vech(ε t ε t ). The parameter matrices Ω, A i , and B j , are square of order N = K(K + 1)/2. We can write (1) as a VARMA(max(p, q) , p) representation of
where u t = η t − h t and where This definition includes the VEC, BEKK and factor GARCH type-models, see Bauwens, Laurent, and Rombouts (2003) for a recent survey of multivariate GARCH models. In their definition of weak GARCH models, Drost and Nijman (1993) define h t to be the best linear predictor of η t in terms of a constant and lagged values of η t , but also in terms of lagged values of ε t . However, as shown by Hafner (2003b) this is not necessary to close the model under temporal aggregation.
Rather, an assumption on the fourth moment structure is needed, such as (9).
In the following we assume that all eigenvalues of the matrix
smaller than one. This ensures the existence of the unconditional covariance matrix of ε t , Var(ε t ) = Σ ε , given by
where the (N × 1) vector σ contains the K unconditional variances and the K(K − 1)/2 unconditional covariances of ε t . We will also need the finiteness of fourth moments of ε t in order to calculate the autocovariances of the moving average part of (2). Let us denote by Σ u the variance matrix of u t , i.e., Σ u = E[u t u t ] which we assume finite and positive definite. Also, we will need the following autocovariance matrices :
with D m denoting the duplication matrix and D
For the case of a high frequency strong GARCH process with spherical innovations, Hafner (2003a) gives expressions for
For the calculations in our paper we also use the asssumption of spherical innovations.
Temporal aggregation
We will only look at the case of flow variables which is certainly the most relevant one in the case of financial variables such as returns. The aggregation of flow variables is characterized by taking the sum of the high frequency process. Denote the process ε t that is aggregated over m periods by {ε (m) mt , t ∈ ZZ} which is then given by
mt ) the vector process that contains the squares and crossproducts of the aggregated process ε 
where, using the lag operator
mt has expectation zero. By further assuming
and using the martingale difference property of ε t , every term of w 
where Γ(i) is given by (6).
To get a better grasp of the matrix notation and the ideas of temporal aggregation we give an illustration for the simplest case by taking m = 2.
Example 1 (m=2) The aggregated process is then given by
Therefore, the new process is a result of adding up the subsequent high frequency vectors ε t without overlapping. The interest lies in the process η
2t which is given by
To keep the notation simple we focus on multivariate GARCH(1,1) models in the following. Theorem 1 of Hafner (2003b) states that if (9) holds, then the class of weak multivariate GARCH(1,1) processes is closed under temporal aggregation. This means that the aggregated process η
mt follows a weak VARMA(1,1) process on the low frequency time scale that can be written as
where ω (m) is given by
the matrix B (m) is given by the solution to the system of quadratic equations
with all eigenvalues of B (m) smaller than one in modulus, and where the matrices S m and G m are given by
where
mt , the moving average term in (11), and G m is its first order autocovariance. The matrices J i in (14) and (15) are defined by
is the variance matrix of w (m) mt given in (10). Having determined B (m) , the coefficient matrix A (m) in (11) is then given by
In the following, let us give an example how these matrices look like in the simple case of m = 2 and K = 2.
Example 2 (m=2 continued) For simplicity we take an MGARCH(1,1) process with K = 2 components (N = 3). The autocovariance matrix in (10) becomes
where Γ(1) in (6) is given in the bivariate case by The noise {u (11) is a weak white noise vector process with covariance matrix Σ
Therefore, the parameter matrices of the aggregated process can be obtained from the high frequency process. The matrices S m and G m given by (14) and (15) are functions of the matrices A, B, and Σ u and thus can be calculated if the high frequency process is known. As for B (m) , (13) is a system of nonlinear equations that can not be solved explicitly but for which numerical procedures provide solutions very quickly.
We summarize this section by collecting the main conditional and unconditional moments in Table 1 under the assumption of strong multivariate GARCH with spherically distributed innovations of the high frequency process.
Estimation
In this section we discuss possible estimation methods for the temporally aggregated multivariate GARCH processes. Certainly the most common estimation method is quasi maximum likelihood, which assumes that the conditional distribution of the errors is Gaussian. In formalizing this approach in the following, we suppress the subscript (m) from all variables and parameters for notational simplicity.
Denote by θ the parameter vector that characterizes h t = vech(H t ), the best linear predictor of η t , i.e., θ = vec(ω, A, B). To stress the dependence of H t on this parameter vector we write it as H t (θ). Suppose that there is an underlying data generating process characterized by the unknown parameter vector θ 0 which one wants to estimate using a given sample of T observations. The quasi maximum likelihood (QML) approach estimates θ 0 by maximizing the log likelihood function assuming normality.
Definition 2 (QML) The quasi maximum likelihood estimator is defined bŷ
conditional on some starting value for H 0 .
Bollerslev and Wooldridge (1992) have discussed the properties of QML estimatesθ QM L in a general conditional heteroskedasticity model framework. One of their conditions for consistency is that the first two conditional moments of ε t are correctly specified. As we have seen from the previous section, however, this is not the case for weak multivariate GARCH models, where the conditional variance can differ from the predictor H t (θ). More specifically, Jeantheau (1998) assumes a semi-strong multivariate GARCH model to prove consistency of QML, and the same was done by Comte and Lieberman (2003) to prove asymptotic normality.
Of course one can still do estimation and inference using QML, hoping that the difference between H t (θ) and the true conditional variance is negligible. If the model is correctly specified, that is, in the semi-strong and strong case, then QML estimates are asymptotically normally distributed, even in the case of non-normally distributed innovations. The asymptotic distribution
and where the expectation is taken with respect to the true process. The matrix I is the expectation of the outer product of the score vector evaluated at the true parameter vector θ 0 and is often called the information matrix, whereas J is the negative expectation of the Hessian evaluated at θ 0 . If the error process ε t is conditionally Gaussian, then I = J and the asymptotic covariance matrix reduces to I −1 , the Cramer-Rao lower bound.
We can now do QML estimation of the temporally aggregated process by maximizing the likelihood (21). Inference is done by using the empirical counterparts of the matrices I and J , replacing the expectations by sample means, evaluated atθ QM L . These are used for the estimation of the asymptotic covariance matrix in (22).
A second possibility is to use nonlinear least squares (NLS) estimation, as proposed by Francq and Zakoian (2000) for univariate weak GARCH models. The justification for this approach lies in the linear regression form of the VARMA representation (2). Least squares estimation of VAR models is known to be consistent and asymptotically efficient under quite general conditions and if the error distribution is multinormally distributed, see e.g., Lütkepohl (1993) . The moving average part complicates the estimation, since no closed form solution to the normal equations are available. However, numerical techniques can be used just as in QML estimation. Since the error term u t of the VARMA representation (2) is not Gaussian, the least squares estimation is likely to be quite inefficient. However, it will still be consistent under mild conditions. One of the objectives of this paper is to assess the empirical performances of both QML and NLS estimates.
Formally, the NLS estimator is defined as follows.
Definition 3 (NLS) The nonlinear least squares estimator is defined bŷ
conditional on some starting values u 0 and η 0 .
In a univariate framework, Francq and Zakoian (2000) show thatθ N LS is consistent and asymptotically normally distributed under mild conditions and proposes a method to estimate the asymptotic covariance matrix.
When the data of the high frequency process are available it is of course possible to first estimate the high frequency parameters by maximum likelihood and then transform the estimates according to the above functions to obtain parameter estimates of the aggregated series. It is then also possible via the delta method to obtain the asymptotic covariance matrix of the low frequency parameter estimates by using the corresponding matrix of the high frequency estimates and the nonlinear functions that link the former to the latter. Standard errors are likely to be smaller when high frequency data are used, as more observations are used for estimation.
A simulation study
In this section we investigate the properties of the QML and NLS estimators applied to temporally aggregated data coming from a high frequency multivariate GARCH process. The parameters of 8 the high frequency process are chosen such that they resemble typical values for financial data, see for example the empirical analysis in Section 6. We study the behavior of the two estimators for different levels of aggregation using a bivariate GARCH(1,1) model.
The high frequency process
The high frequency process (m = 1) is assumed to be a strong MGARCH process. We choose a diagonal VEC model with innovations that are generated either from a bivariate normal distribution or from a bivariate student t distribution with 8 degrees of freedom. This allows us to assess the effect of alternative kurtosis and co-kurtosis coefficients on the parameter estimates.
The parametrization of the process is as follows.
The sample size is chosen to be T = 5000. The process in (25) and (26) is stationary with maximum eigenvalue of A + B equal to 0.985. The unconditional covariance matrix of ε t is given by σ = (33.33, 0, 66.66) . In the case of Gaussian (t 8 ) innovations, the unconditional kurtosis of ε 1t is 3.60 (6.34), that of ε 2t is 5.83 (29.86) and the unconditional co-kurtosis is 1.46 (3.26).
While the unconditional covariance is zero, the conditional covariance fluctuates around zero. By restricting the parameters in this way, the model to estimate by using the aggregated data contains 8 parameters less than the full VEC model which makes it easier for expository purposes.
Tables 2 and 3 present the results of the simulation exercise for the high frequency model.
The process in (25) and (26) is generated 500 times and then estimated by QML and NLS.
Reported are summary statistics of the distribution of parameter estimates, as well as the total mean squared error (MSE), i.e., the trace of the mean squared error matrix. Comparing the QML results for normal innovations with t 8 innovations we see that the bias is very similar but the standard deviations are higher for the t 8 innovations, giving a slightly higher mean squared error (MSE). This is at least partly due to the fact that QML is inefficient in this case. There are small differences between the biases measured by the mean and the median for the QML method,
showing that the finite sample distribution of QML parameter estimates is slightly asymmetric, so that it may not approximate the asymptotic distribution sufficiently well. In the tables, significant deviations of the mean from the true value are indicated with asterisks, one for the 5% level and two for the 1% level. As the high frequency process is generated as strong GARCH, it may be somewhat surprising that QML estimates of the parameters in ω and B are significantly different from the true values. However, note that the median is slightly closer to the true values. Given that asymptotically median and mean should be the same (because the asymptotic distribution is normal), we conjecture that our sample size may not suffice to obtain unbiased QML estimates. It should also be emphasized that estimation of bivariate GARCH models is by far more complicated than that of univariate GARCH models, so the small absolute values of the biases should be satisfactory from a practical viewpoint.
As expected, the nonlinear least squares results are decidedly worse than the quasi maximum likelihood results for both the normal and the student t innovations, due to the inefficiency as outlined in the previous section. The parameter estimates of the A and B matrices have a reasonably low bias, but the constants ω 1 and ω 2 are systematically overestimated. This overestimation of the constants in the conditional variance matrix interacts with the underestimation of b 11 and a 33
for respectively the first and second constant. We also perform a simulation exercise, the results of which are not reported here, using the variance targeting technique of Engle and Mezrich (1996) , which means that we fix ω = (I 3 − A − B)σ whereσ contains the empirical variances and the covariance of the high frequency data. We do this to evaluate whether the NLS biases of b 11 and a 33 are somewhat reduced, but the results did not change substantially. The high standard deviations of the NLS estimates indicate the inefficiency of this method. As a consequence, the total mean square errors are much higher than those of QML, 2.1262 and 3.0805 for the normal case and the student t case respectively. The difference between the total MSE's is larger than for the QML estimator, i.e. the NLS estimator is more sensitive to the kurtosis of the innovations. The parameter space for the NLS estimation is restricted to avoid extreme values for the parameter estimates. For example ω 1 and ω 2 are restricted to be smaller than 6 which can be noticed by inspection of the maxima in the NLS panels. The distribution of the NLS parameter estimates is in most cases quite asymmetric, which can be seen by the difference between the mean and median. The median bias is larger than the mean bias for the A parameters but smaller for ω and B, which holds for both normal and student t innovations.
Low frequency processes
For the aggregation level of the low frequency process, we consider two cases: m = 2 and m = 10.
The true parameters of the aggregated process are obtained by (12), (13) and (16). In order to obtain the same number of observations of the low frequency process whatever the value of m, we generate T = 5000 m observations of the high frequency process. As mentioned above, the particular restriction of the high frequency process allows us to estimate also a restricted VEC model for the low frequency process, although not a diagonal one.
1 Thus, the model we estimate is given by
The solution for ω The results for NLS and m = 2 show that some parameters such as b
11 and a
33 are underestimated, which corresponds to the large biases for ω As for m = 1, variance targeting does not improve the results. Thus, for m = 2 one would also clearly prefer QML over NLS, as the latter does not help in reducing the finite sample bias but has a much higher variation.
Turning to m = 10, Tables 6 and 7 summarize the results. A general impression is that QML biases become more pronounced compared to the m = 2 case, especially for the aggregated b
parameters. The underestimation of the parameters in B and the overestimation of those in ω 1 Recall that even if the high frequency parameter matrices are diagonal, the low frequency parameters are in general not diagonal anymore. In other words, the class of diagonal VEC models is not closed under temporal aggregation.
2 The initial data of the high frequency process are divided by √ m in order to obtain series with the same unconditional variance. 3 In GARCH type models, the constant is typically negatively correlated with the α and with the β parameter. This is plausible from the formula for the unconditional variance, which should match the empirical variance, a given value.
11 corresponds exactly to the results reported by Meddahi and Renault (2003) for the univariate case. Also, the variation of the parameter estimates rises importantly.
The least squares results are comparable to the m = 2 case with often a smaller median bias than mean bias. However, the total MSE's are still more than ten times larger than those of QML.
In any practical situation one would clearly prefer to use QML estimation.
We also examined the case m = 50 for which the results are not reported here. The main conclusions for this case are that neither QML nor NLS perform satisfactorily. Both methods provide intolerable biases and standard deviations. Furthermore, it happens frequently that convergence of the estimation algorithm can not be achieved. We can therefore conclude that in our setting QML outperforms NLS, but for large m QML seems to be biased for the parameter matrix B. This shows that the conclusion of Meddahi and Renault (2003) of significantly biased QML estimates at large aggregation levels conveys to the multivariate case. Given the conjectured consistency of NLS (extending the results of Francq and Zakoian (2000) to the multivariate case), one would expect a critical sample size above which NLS is preferable to QML, provided that QML is inconsisten. But even if QML is inconsistent, the critical sample size above which NLS should be preferred is likely to be so large that NLS will be irrelevant in most practical situations.
Empirical example
In this section we present an application to a bivariate stock index series. We use the Dow Jones Industrial Average index (DOW) and the NASDAQ index from January 1980 to June 2003.
Summary statistics of the log returns are provided in Table 8 . Note that the NASDAQ has a higher standard deviation but a lower skewness and kurtosis. The skewness and kurtosis are strongly affected by the 1987 crash, where the DOW fell stronger than the NASDAQ. This holds for daily, weekly, and bi-weekly returns.
We estimated a diagonal VEC model for two aggregation levels. In theory, some off-diagonal elements of the parameter matrices of the aggregated model should be non-zero, but these were found to be very small and insignificant. QML estimation results are reported in Table 9 . This is apparent in daily returns, but even more so in weekly and bi-weekly returns.
Also reported in Table 9 of the aggregated process are diagonal as well. The eigenvalues of this matrix are just given by the diagonal elements, and the largest of these is often considered as a coefficient measuring persistence. It is striking from the results in Table 9 that the daily estimates imply low frequency models with smaller persistence than the estimates of the low frequency models. On the other hand, the weekly estimates imply bi-weekly persistence that closely matches the persistence estimated with bi-weekly data. In other words, estimation results using daily data on the one hand and weekly and bi-weekly data on the other hand suggest that the model used is not coherent with respect to the sampling frequency, whereas only considering weekly and bi-weekly data it appears to be coherent. This hints at a possible mis-specification of the model used for daily data. It also confirms previous results, e.g. by Andersen and Bollerslev (1997) , that financial time series tend to become more complicated and different from simple GARCH models if the sampling frequency is increased.
Conclusions and Outlook
We have investigated the performance of two estimation techniques, quasi maximum likelihood (QML) and nonlinear least squares (NLS), for temporally aggregated multivariate GARCH models.
In a simulation study, we draw the main conclusion that for small aggregation levels one would prefer to use QML due to the higher efficiency relative to NLS. We could not find any strong bias in the QML estimates for a typical example process and NLS estimation did not reduce the bias substantially. For very large aggregation levels neither method performed well and convergence of the optimization algorithms became a non-trivial task. We conjecture that this is due to the remaining large kurtosis after temporal aggregation, where the dynamics are already close to white noise. This would motivate the use of semiparametric estimation methods as in Hafner and Rombouts (2003), and we leave this for future research.
13 Table 1 : Summary of moments of high and low frequency processes
The * -sign indicates that these expressions can be derived following the same type of calculations of Hafner (2003a) . The matrix G K is given by 2(D
The scalar c is the cokurtosis of the innovations, D K is the duplication matrix, D + K its generalized inverse and C KK the commutation matrix. See Lütkepohl (1996) for definitions of these matrices.
Expression (28) is given by
where the second term of (28) 
0.9015
Summary statistics of the distribution of parameter estimates using QML and NLS for the high frequency process. The model in (25) and (26) is generated and estimated 500 times with T = 5000. Std. dev. means standard deviation. A * ( * * ) indicates a significant deviation of the mean from the true value at the 5% (1%) level using as standard error the standard deviation divided by √ 500. The total MSE for QML and NLS are 0.0923 and 2.1262 respectively. Summary statistics of the distribution of parameter estimates using QML and NLS for the high frequency process. The model in (25) and (26) is generated and estimated 500 times with T = 5000. Std. dev. means standard deviation. A * ( * * ) indicates a significant deviation of the mean from the true value at the 5% (1%) level using as standard error the standard deviation divided by √ 500. The total MSE for QML and NLS are 0.1024 and 3.0805 respectively. 
0.8678
Summary statistics of the distribution of parameter estimates using QML and NLS. The model in (25) and (26) is generated 500 times with 
0.8608
Summary statistics of the distribution of parameter estimates using QML and NLS. The model in (25) and (26) is generated 500 times with T = 10000, and then the model for the aggregated series (m = 2) is estimated. Summary statistics of the distribution of parameter estimates using QML and NLS. The model in (25) and (26) is generated 500 times with T = 50000, then the model for the aggregated series (m = 10) is estimated. 
0.6847
Summary statistics of the distribution of parameter estimates using QML and NLS. The model in (25) and (26) is generated 500 times with T = 50000, then the model for the aggregated series (m = 10) is estimated. Std. dev. means standard deviation. A * ( * * ) indicates a significant deviation of the mean from the true value at the 5% (1%) level using as standard error the standard deviation divided by √ 500. The total MSE for QML and NLS are 14.923 and 250.89 respectively. 
