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1.1 CONTENU ET NOTATION
Le présent chapitre établit les bases de notre recherche. Dans la Section 1.2, nous
présentons les modèles qui nous intéressent : certaines classes de processus faiblement
dépendants et de processus localement stationnaires. Notre objectif final est de proposer
des méthodes de prédiction efficaces pour ces modèles. La qualité d’une prédiction
est mesurée par une fonction perte. Nous cherchons à ce qu’elle soit aussi faible que
possible, généralement en espérance ou avec une forte probabilité. Ces notions sont
formalisées dans un cadre général présenté dans la Section 1.3.1. Dans la Section 1.3.3
nous expliquons les caractéristiques d’optimalité associées aux algorithmes de prédiction
que nous explorons. L’agrégation par poids exponentiels est la pierre angulaire de cette
thèse, nous donnons un bref aperçu sur ce sujet dans la Section 1.4. La Section 1.5
contient une énumération des problèmes précis que nous abordons et la Section 1.6
une présentation de nos résultats principaux. La Section 1.7 propose des directions de
recherche possibles dans la continuité de notre travail.
Tout au long de ce chapitre, pour a ∈ Rq avec q ∈ N∗, ‖a‖ dénote sa norme euclidienne,
‖a‖ = (∑qi=1 a2i )1/2 et ‖a‖1 sa norme `1, ‖a‖1 = ∑qi=1 |ai|. Les caractères gras représentent
des vecteurs colonne et les caractères normaux leurs composantes, comme par exemple
y = (yi)i∈Z. L’utilisation de sous-indexes avec deux points ‘:’ fait référence à des
composantes consécutives d’un vecteur y1:k = [y1 . . . yk]′ (vers l’avant), yk:1 = [yk . . . y1]′
(vers l’arrière) ou à des éléments d’une suite X1:k = [X1 . . . Xk]′ (vers l’avant), Xk:1 =
[Xk . . . X1]′ (vers l’arrière) ; dans tous les cas, il s’agit de vecteurs de dimension k.
1.2 MODÈLES
Les variables aléatoires indépendantes et identiquement distribuées sont la matière
première d’une ample partie de la littérature statistique. Bien que la présente contribution
repose sur ces variables-là, elles ne sont pas notre cible principale. Les problèmes
particuliers que nous étudions se concentrent sur des suites de variables aléatoires qui
peuvent être (et il est intéressant quand elles le sont) dépendantes et qui peuvent avoir (et
il est intéressant quand elles en ont) une distribution qui évolue. Les deux prochains sous




Le paradigme de dépendance faible, proposé par Doukhan and Louhichi (1999), est une
approche qui rend explicite l’indépendance asymptotique entre deux moments distants
d’une série temporelle. Il représente un point de vue unificateur d’autres notions
concurrentielles telles que les conditions de mélange, plus adaptées à des σ-algèbres. Les
coefficients de mélange α (fort) et β par exemple, ont été introduits par Rosenblatt (1956)
et Volkonskiı˘ and Rozanov (1959), respectivement. Nous revisitons quelques définitions
qui sont essentielles dans notre recherche. Nous nous référons Dedecker et al. (2007)
comme littérature très complète dans l’étude de la dépendance faible. Rappelons que
deux variables aléatoires X et Y définies sur le même espace de probabilité sont dites
indépendantes si et seulement si cov( f (X), g(Y)) = 0 pour toutes les fonctions f et g
mesurables et bornées. Un relâchement de la condition d’indépendance suit.
Définition 1 (Dépendance faible). La suite (Xt)t∈Z à valeurs dans un espace topologique
localement compact X (typiquement Rd) est dite faiblement dépendante, s’il existe une
classe F de fonctions telle que pour tout u, v ∈ N∗ et toutes f , g ∈ F respectivement
définies sur Xu et Xv la relation asymptotique suivante est valable
ε (r) = sup
i1≤...≤iu<iu+r≤ j1≤...≤ jv
∣∣∣∣cov ( f (Xi1 , . . . , Xiu) , g (X j1 , . . . , X jv))∣∣∣∣→ 0 , quand r → ∞ .
Les décalages de Bernoulli sont une classe très riche de processus faiblement dépendants.
C’est le premier modèle que nous étudions.
Définition 2 (Décalages de Bernoulli). Soit (ξt)t∈Z une suite de variables aléatoires réelles
indépendantes et soit H : RZ → R une fonction borélienne. Un décalage de Bernoulli est
une suite (Xt)t∈Z satisfaisant
Xt = H
(
ξt− j, j ∈ Z
)
. (1.2.1)
Pas toutes les suites (ξt)t∈Z et fonctions mesurables H : RZ → R définissent un décalage de
Bernoulli. Un souci de convergence peut émaner de l’expression de H et des particularités
de ξt. Afin d’illustrer cette ambigüité, considérons ξt une variable aléatoire uniforme en
[1, 2] pour tout t et H(u) =
∑
j∈Z(−1) ju j. Dans ce cas, la représentation (1.2.1) est
dépourvue de sens.
L’expression (1.2.1) est bien définie lorsque les (ξt)t∈Z ont des moments absolus
uniformément bornés et que H est Lipschitz, c’est-à-dire si supt∈Z E[|ξt|] < ∞ et pour
tout u, v ∈ RZ




∣∣∣u j − v j∣∣∣ , (1.2.2)
avec
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A j < ∞ . (1.2.3)
Si nous considérons F = ∪ j≥1F j dans la Définition 1, où F j est l’ensemble de fonctions
Lipschitz bornées de R j vers R, nous pouvons montrer que le précédemment bien défini
décalage de Bernoulli (qui satisfait (1.2.1), (1.2.2) et (1.2.3)) est faiblement dépendant
(voir (Doukhan and Louhichi, 1999, Lemma 9) et (Dedecker et al., 2007, Lemma 3.1)).
Si pour tout t ∈ Z, l’instance Xt dépend uniquement de (ξs)s≤t, à savoir
Xt = H
(
ξt− j, j ≥ 0
)
,
nous disons que le processus (Xt)t∈Z est un décalage de Bernoulli causal (CBS en anglais)
et les variables aléatoires (ξt)t∈Z sont appelées innovations.
Les décalages de Bernoulli regroupent plusieurs processus faiblement dépendants dérivés
de suites stationnaires. Ils fournissent aussi des exemples de processus faiblement
dépendants mais pas mélangeants (voir Rosenblatt (1980)). Dans la suite nous présentons
deux exemples de décalage de Bernoulli.
Exemple 1 (Processus à moyenne glissante infinie (MA(∞))). Soit (ξt)t∈Z une suite de





a jξt− j ,
où
∑
j∈Z |a j| < ∞.
Les processus de Volterra sont une généralisation des MA(∞) de l’Exemple 1 (voir
(Doukhan, 2003, Section 2.4)).
Exemple 2 (Processus de Volterra). Soit (ξt)t∈Z une suite de variables aléatoires
i.i.d., centrées et avec variance 1 et soit v0 ∈ R. Nous considérons la suite
(ak;i1,...,ik)k∈N∗,(i1,...,ik)∈Zk de nombres réels. Posons
















∣∣∣ak;i1,...,ik ∣∣∣ < ∞ ,
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alors, l’inégalité de Minkowski implique que Xt ∈ L2 pour tout t ∈ Z.
Nous clôturons la section présente en donnant un résultat utile.
Une inégalité de concentration :
Dans les processus faiblement dépendants, à l’instar du cadre i.i.d. qui est plus classique,
les preuves des résultats concernant la qualité de la prédiction impliquent l’utilisation
d’inégalités de concentration (voir Massart (2007)). Par souci de clarté, nous présentons
une inégalité exponentielle de type Hoeffding (voir (Rio, 2000, Theorem 1) et (Alquier
and Wintenberger, 2012, Proposition 4.2)) satisfaite par les CBS.
Soit n > 0. Nous disons que f : Rn → R est une fonction M-Lipschitz si pour tout
x, y ∈ Rn
| f (x) − f (y)| ≤ M ||x − y||1 .
Theorem 1.2.1. Soit (Xt)t∈Z un CBS borné associé à des innovations bornées (ξt)t∈Z, soit
f : Rn → R une fonction 1-Lipschitz et x > 0. L’inégalité suivante est satisfaite
P
(
f (X1:n) − E [ f (X1:n)] ≥ x) ≤ exp
−x2
2n






où la suite (A j) j≥0 satisfait l’Inégalité (1.2.2), et ||X0||∞ et ||ξ0||∞ sont les valeurs suprêmes
respectives de |X0| et |ξ0|.
1.2.2 Stationnarité locale
Une propriété particulière des processus stationnaires est qu’ils impliquent une collection
de variables aléatoires identiquement distribuées. Une classe moins restrictive est celle
des processus stationnaires au sens faible (ou de second ordre, ou en covariance). Nous
rappelons la définition (voir (Brockwell and Davis, 2002, Section 1.4 et Theorem 2.1.1)).
Définition 3 (Processus faiblement stationnaires). Soit µ ∈ R et γ : Z → R une fonction
symétrique et définie non-négative. Nous disons que le processus à valeurs réelles (Xt)t∈Z
est faiblement stationnaire si les trois conditions suivantes sont satisfaites.
(i) E|Xt|2 < ∞ pour tout t ∈ Z,
(ii) E[Xt] = µ pour tout t ∈ Z,
(iii) Cov(Xs, Xt) = γ(s − t) pour tout s, t ∈ Z.
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Une caractéristique cruciale des processus faiblement stationnaires est que leur spectre
est constant. Plusieurs études portant sur des séries temporelles à spectre évolutif (parmi
d’autres caractéristiques) sont apparues dans la seconde moitié du siècle dernier (voir par
exemple Granger (1964) et Priestley (1965)). Trois décennies plus tard, Dahlhaus (1996b)
introduisit une approche permettant une féconde analyse asymptotique locale.
Supposons par exemple que les observations correspondent au modèle
Xt = θtXt−1 + σtξt . (1.2.4)
Au premier regard, nous pouvons nous demander comment un estimateur de la fonction
θ, obtenu à partir de l’échantillon (Xt)1≤t≤T , se comporte quand T est assez grand.
Considérer ce type de question est usuellement contradictoire avec la supposition
de non-stationnarité. Étant donné que la structure probabiliste du processus peut
substantiellement différer des plus petites aux plus grandes valeurs de t, l’information
qui arrive avec des nouvelles observations (disons t assez grand) peut être inutile pour
estimer θt pour des valeurs petites de t.
Afin de surmonter cette difficulté, Dahlhaus (1996b) proposa l’idée des processus








exp (itω) A0t,T (ω) ξ (dω) , (1.2.5)
où, en particulier, ils existent une constante K et une (unique) fonction 2pi− périodique
A : (−∞, 1] × R→ C avec A(u,−ω) = A(u, ω) tel que pour tout T
sup
t,ω
∣∣∣∣∣A0t,T (ω) − A ( tT , ω
)∣∣∣∣∣ ≤ KT . (1.2.6)
L’introduction artificielle de la dépendance en l’horizon T et des hypothèses
supplémentaires sur (Xt)1≤t≤T , ouvrent la voie à des procédures statistiques asymptotiques
qui ont du sens. Ce modèle de séries localement stationnaires couvre essentiellement les
processus linéaires variables dans le temps. Une partie considérable de notre travail est
en lien avec lui.
Dans le cas du processus décrit par l’Équation (1.2.4), par exemple, il est localement





∣∣∣∣∣θt,T − θ ( tT
)∣∣∣∣∣ < ∞ , (1.2.7)




Exemple 3 (Modèle TVAR). Une version particulière du modèle (1.2.4) est le














où (ξt)t∈Z est un bruit blanc et  = [θ1 . . . θd] ∈ sd(δ) avec δ ∈ (0, 1).
L’ensemble sd(δ) est lié à la stabilité de (Xt,T )1≤t≤T et se définit par
sd (δ) =
 : (−∞, 1]→ Rd, 1 − d∑
j=1
θ j (u) z j , 0,∀ |z| < δ−1, u ∈ [0, 1]
 , (1.2.8)
(voir (Dahlhaus, 1996b, Theorem 2.3)).
Des conditions de régularité sur  sont nécessaires afin d’obtenir des résultats
intéressants pour les processus TVAR. Exiger des dérivées jusqu’à un certain ordre
en est une assez standard (voir (Dahlhaus and Giraitis, 1998, Assumption 2.1 (i) et
Assumption 3.1 (ii)-(iii))). Moulines et al. (2005) se repose sur une hypothèse plus
flexible comparée à Dahlhaus and Giraitis (1998) : soit R, β > 0 et soit k le plus grand
entier strictement plus petit que β ; en plus de  ∈ sd(δ), ils supposent que  ∈ Λd(β,R),
où
Λd (β,R) =
 ∈ Ck ((−∞, 1] ,Rd) : sup0<|s−s′ |<1
∣∣∣

(k) (s) −  (k) (s′)∣∣∣
|s − s′|β−k ≤ R
 . (1.2.9)
Des idées similaires ont été développées dans des contextes différents. Les processus
auto-régressifs conditionnellement hétéroscédastiques variables dans le temps (tvARCH
en anglais) (voir (Dahlhaus and Subba Rao, 2006, Section 2)) et les processus
auto-régressifs conditionnellement hétéroscédastiques généralisés variables dans le temps
(tvGARCH en anglais) (see (Subba Rao, 2006, Section 5)) sont des exemples qu’on
peut citer. Un ingrédient commun à toutes ces approches est que le processus peut être
localement approximé par sa version stationnaire.
Dans la suite nous introduisons une extension simple du modèle linéaire localement
stationnaire. Soit (Zt)t∈Z une suite de variables aléatoires non négatives (pas




At( j) Zt− j , (1.2.10)





At( j) < ∞ .
6
CHAPTER 1. INTRODUCTION EN FRANÇAIS
1
Des résultats concernant (Xt)t∈Z sont déduits en imposant des hypothèses additionnelles
sur (Zt)t∈Z. Par exemple, l’inégalité de Minkowski implique l’existence de moments
d’ordre p pour le processus (Xt)t∈Z quand les moments d’ordre p of (Zt)t∈Z sont
uniformément bornés.
Exemple 4 (Un modèle non-linéaire). Un exemple de processus sous-linéaire et en
même temps non-linéaire est donné par
Xt = gt(Xt−1) + ξt ,
où (ξt)t∈Z sont i.i.d. et (gt)t∈Z est une suite variable dans le temps de fonctions
sous-linéaires qui satisfont, pour tout t
|gt(x)| ≤ α|x| ,
pour un α ∈ (0, 1). Alors, nous avons que
|Xt| ≤ α|Xt−1| + |ξt| .
En itérant cette équation vers l’arrière nous obtenons (1.2.10) avec Zt = |ξt| et At( j) =
α j. Dans un cadre stationnaire, où g = gt est indépendante de t, une illustration bien
connue de ce cas non-linéaire est donnée par le modèle auto-régressif seuillé où g est
linéaire par parties, voir Tong and Lim (1980).
1.3 PRÉDICTION
1.3.1 Cadre général
Dans cette section nous présentons un cadre général qui inclut un nombre important de
problèmes de prédiction étudiés dans la littérature. Nous considérons une série temporelle
(Zt)1≤t≤T . La construction de prédicteurs à un pas (Ẑt)1≤t≤T repose parfois sur un ensemble
de données d’apprentissage. Un cas typique est quand on divise les données en un
ensemble d’apprentissage et un ensemble de validation. Les prédicteurs apprennent
exclusivement de l’ensemble d’apprentissage, tandis que l’ensemble de validation est
utilisé pour évaluer la qualité de la prédiction. Dans la suite, nous fournissons les notions
requises afin de construire notre formalisme.
Soit (Ω,F ,P) un espace de probabilités, soit H ⊂ F une sous σ-algèbre que nous
appelons la σ-algèbre d’apprentissage, et soit (Ft)t≥0 une filtration que nous appelons
la filtration de prédiction. La σ-algèbre H contient l’information de l’ensemble
d’apprentissage. Elle peut être réduite à la σ-algèbre triviale si aucun ensemble
d’apprentissage n’est disponible.




Définition 4 (Prédicteur). Pour tout t ≥ 1, nous disons que Ẑt est un prédicteur de Zt s’il
est mesurable par rapport à la σ-algèbreH ∨ Ft−1.
Pour tout T ≥ 1, nous dénotons par PT la famille de suites Ẑ = (Ẑt)1≤t≤T de prédicteurs
de (Zt)1≤t≤T , c’est-à-dire l’ensemble de tous les processus Ẑ = (Ẑt)1≤t≤T adaptés à (H ∨
Ft−1)1≤t≤T .










Le risque de prédiction est fourni par l’espérance conditionnelle de la perte

























Il convient d’avoir en tête que, en fonction du contexte, une suite de prédicteurs Ẑ est plus
efficace quand (1.3.1), (1.3.2) ou (1.3.3) sont plus petits. Souvent, quand on divise nos
données, on cherche à minimiser (1.3.2) avec une grande probabilité. D’un autre côté, si
H est la σ-algèbre triviale, (1.3.2) et (1.3.3) coïncident et on cherche à les minimiser.
Les deux sections qui suivent expliquent comment des problèmes classiques de prédiction
liés à cette thèse rentrent dans le cadre décrit. Elles fournissent aussi des résultats
standards.
1.3.1.1 Sur la prédiction d’un processus dépendant étant donné un ensemble
d’apprentissage
Supposons qu’on observe les premières T instances d’un processus stochastique X =
(Xt)t≥1 possiblement dépendant à valeurs dans X. La distribution du processus entier est
dénotée par P. Supposons en plus que nous souhaitons prédire les premières T instances
d’un autre processus stochastique Y = (Yt)t≥1, indépendant de X, à valeurs dans X et
distribué également selon P.
Ce contexte se présente souvent à nous quand on divise les données en deux ensembles
: apprentissage et validation. Nous nous référons à Audibert and Catoni (2010, 2011);
Hsu et al. (2011) quand toutes les observations sont indépendantes. Une situation plus
complexe se produit quand les données disponibles sont dépendantes (à l’instar d’un
processus AR(d)). Même si la prémisse de l’indépendance n’est pas remplie, dans la
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pratique, nous pouvons diviser les observations et espérer que les prédicteurs construits à
partir de l’ensemble d’apprentissage (X) conduisent à un risque faible dans l’ensemble de
validation (Y). Pour des propos théoriques, il est convenable de supposer que X et Y sont
indépendants, bien que cela puisse ne pas être vrai dans la pratique.
Soit H = σ(Xt, 1 ≤ t ≤ T ) la σ-algèbre d’apprentissage et F = (Ft)t≥1 la filtration
naturelle associée à Y , où Ft = σ(Ys, 1 ≤ s ≤ t). Dans ce contexte, nous construisons
pour chaque t = 1, . . . ,T une application fˆt : XT → XXt−1 . Nous dénotons par fˆt(·|X1:T ) la
fonction qui prédit Yt en utilisant Y1, . . . ,Yt−1, étant données les observations X1, . . . , XT .
Alors, faisons Ŷt = fˆt(Y1:t−1|X1:T ).
















fˆt (y1:t−1|X1:T ) , yt
)
P (dy) . (1.3.4)
Considérons le cas où le processus est stationnaire et le prédicteur fˆt(·|X1:T ) exploite
uniquement Yt−d, . . . ,Yt−1 pour un d > 0 fixé. Par ailleurs, nous admettons que fˆt ne








fˆ (y1:d|X1:T ) , yd+1
)
P (dy) ,
qui ne dépend plus de T .














fˆ (y1:d|x1:T ) , yd+1
)
P (dy) P (dx) .
Exemple 5 (AR(∞)). Considérez les observations X1, . . . , XT , d’un processus




θ jXt− j + σξt , (1.3.5)
où  = [θ1 . . .]′ ∈ RN∗ , | |1 = ∑∞j=1 |θ j| < ∞, 1 − ∑∞j=1 θ jz j , 0 pour |z| ≤ 1, σ > 0, et
(ξt)t∈Z est une suite de variables aléatoires i.i.d. centrées et de variance 1.
Prédiction linéaire pour un AR(∞) :
L’approche standard pour prédire cette classe de processus date de Akaike (1969) (voir
des extensions et généralisations dans Berk (1974), Bhansali (1978) et Lewis and Reinsel
(1985)). Elle consiste à, pour un d ∈ N∗ fixé, régresser Xt dans Xt−1, . . . , Xt−d. En
d’autres termes, nous construisons un prédicteur X̂t = ̂ ′Xt−1:t−d, où ̂ = [̂θ1 . . . θ̂d]′ ∈ Rd.
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Xt − ̂ ′Xt−1:t−d
)2
:




où ̂ = [̂ 1 : : : ̂ d]′,  ̂ est la matrice de covariances empiriques  ̂ = (̂ i− j; i; j = 1; : : : ;d),







L’expression précédente suppose que le processus est centré, c’est-à-dire E[Xt] = 0
pour tout t. Considérez maintenant Y = (Yt)t≥1, une copie indépendante de X et
soit fˆ (y1:d|X1:T ) = ̂ ′yd:1, où ̂ est calculé à partir de X. Sous des hypothèses assez
modérées, qui incluent l’existence de moments d’ordre 4 pour  t (voir les détails en
(i)-(iv) du (Bhansali, 1978, Theorem 1)), le résultat asymptotique suivant est établi (voir
(Bhansali, 1978, Equation (4.5))) pour d et T assez grands
E
[(
fˆ (Y1:d |X1:T ) − Yd+1
)2] −  2d ∼ M dT ; (1.3.6)
où M > 0 et  2d = inf  ∈Rd E[(
′Yd:1 − Yd+1)2].
Choix de d :
Choisir d arbitrairement grand conduit au phénomène largement connu du
surapprentissage. Les modèles de dimension supérieure s’adaptent mieux aux données
d’apprentissage (en autre  d ↘  quand d → ∞), par contre, ils ne sont pas pertinents
pour prédire les instances à venir du processus. Observez que, en particulier, d=T
(dans le terme de droite de (1.3.6)) peut devenir malencontreusement grand. Plusieurs
stratégies pénalisant la dimension d ont été proposées, telles que le critère de l’Erreur de
Prédiction Finale (FPE) d’Akaike (1969), le Critère d’Information d’Akaike (AIC) paru
dans Akaike (1973), la version avec correction du biais de l’AIC (AICC) de Hurvich and
Tsai (1989) et le Critère d’Information Bayésien (BIC) (voir Schwarz (1978) et Akaike
(1978)). Nous nous référons à (Brockwell and Davis, 2002, Section 5.5) pour une vue
d’ensemble.
Exemple 6 (AR(d)). Le processus autorégressif à valeurs réelles d’ordre d est un cas




 jXt− j +  t ; (1.3.7)
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où  = [ 1 : : :  d]0 2 Rd. Supposons par ailleurs que la médiane de  t vaut zéro.








( 0Yj:1   Yj+1 )2
i
= 
2 pour j  d :
Le meilleur prédicteur du processus étant donné son passé, par rapport à la perte
quadratique, est l’espérance conditionnelle fˆ (y1:t  1 ) =  0yt  1:t  d . De manière générale,























2 + kb    k2
 
; (1.3.8)
où k  k
 
dénote la norme associée à   2 Rdd , la matrice de covariance de Y.
Cela justifie la stratégie de chercher des estimateurs ecaces pour  quand on veut




























Observez que  t est indépendant de X1:T ;Y1:t  1 . L’espérance conditionnelle dans le
terme de droite de l’Équation (2.3.9) est minimisé quand ( fˆt(Y1:t  1 jX1:T)    0Yt  1:t  d )=
est égal à la valeur médiane de  t. Comme nous supposons que cette valeur médiane
vaut zéro, le meilleur prédicteur du processus étant donné son passé, par rapport à la
perte ‘ 1, est encore une fois l’espérance conditionnelle fˆ (y1:t  1 ) =  0yt  1:t  d .






























où b 2 Rd est un estimateur de  qui dépend exclusivement de X1:T .
Avoir à disposition une copie du processus à prédire peut s’avérer assez dicile, d’autant
plus dans un contexte dépendant. Comme mentionné au début de cette section, la même
approche a été utilisée en pratique quand X et Y sont dépendants. Le processus Y peut
correspondre, par exemple, à (XT++t )t 1 où  est assez grand. Une direction de recherche
diérente explore la construction de prédicteurs qui ne reposent pas sur des jeux de
données indépendants et étudie des bornes rigoureuses pour les risques correspondants.
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1.3.2 Sur la prédiction d’un processus dépendant sans ensemble
d’apprentissage
Supposez que les observations du processus dépendant X = (Xt)t∈Z arrivent une après
l’autre. Le but de cette section est de présenter des prédicteurs de Xt construits
exclusivement à partir de son passé et de fournir des résultats de consistance sous des
conditions spécifiques.
L’ensemble d’apprentissage peut être soit vide, soit constitué de toutes les observations
(Xs)s≤0 disponibles avant de commencer la prédiction. Soit F la filtration naturelle
associée à X, c’est-à-dire Ft = σ(Xs, 1 ≤ s ≤ t). Nous dénotons par fˆt la fonction qui
prédit Xt à partir de X1, . . . , Xt−1 et H , alors, posons X̂t = fˆt(X1:t−1 | H) = fˆt((Xs)s≤t−1).
Soit ` la perte quadratique.






fˆt (X1:t−1) − Xt
)2 . (1.3.11)
Exemple 7 (Processus linéaire variable dans le temps). Supposons que les paramètres
 et σ varient avec t dans (1.3.7). Une telle généralisation de l’Exemple 6 (page 10)
est connue comme processus linéaire avec des coefficients variables dans le temps. Ils




θ j (t) Xt− j + σ (t) ξt , (1.3.12)
où (ξt) est une suite de variables aléatoires centrées avec variance 1.
Comme dans les exemples précédents, l’estimation de  donne la clé pour la prédiction.
Nous avons besoin de construire ̂ = [̂θ1 . . . θ̂d]′, une fonction de Z dans Rd, avec
d ∈ N∗. Les méthodes de descente de gradient stochastique (ou en ligne) sont devenues
très populaires en raison de leur simplicité intrinsèque et leur efficacité prouvée.
L’algorithme primaire, adapté à l’exemple présent, est esquissé dans la suite.
Algorithme 1: Descente de gradient stochastique
paramètres la taille du pas du gradient µ;
initialisation t = 0, ̂ (t) = [0 . . . 0]′;
tant que l’entrée Xt est donnée;
faire
̂
(t + 1) = ̂ (t) + µ
(
Xt − ̂ ′ (t) Xt−1:t−d
)
;
retourner ̂ (t + 1);
t = t + 1;
La convergence de la descente de gradient stochastique a été amplement étudiée dans
le cas stationnaire (voir Bottou (1998), et plus récemment Bottou (2012)). Un analyse
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pour les suites individuelles est fournie dans Cesa-Bianchi (1999). Par contre, pour
la classe de processus décrite dans cet exemple, prouver des résultats en risque de
prédiction est difficile ; les résultats disponibles sont plutôt rares.
Comme nous l’avons expliqué dans la Section 1.2.2, les résultats significatifs
disponibles pour cette sorte de modèles nécessitent des conditions de régularité
spécifiques. Le processus TVAR présenté dans l’Exemple 3 (page 37), où le paramètre
 est -Hölder continu avec  2 (0; 1] en est un représentant.
Dans ce contexte, supposons que nous avons à disposition assez d’observations (Xs)s0 .
Le (Moulines et al., 2005, Theorem 2) implique le résultat suivant : soit b l’estimation
de  obtenue à partir de l’algorithme de Moindres Carrés Normalisés (NLMS en






















1=2 + (T  ) 
 2
:
En posant fˆt (x1:t  1 ) = b 0(t) xt  1:t  d , où bXt = b 0(t) Xt  1:t  d nous concluons qu’il existe
























1=2 + (T  ) 
 2
: (1.3.13)
Ce résultat est valable pour  2 (0; 1]. Une technique de réduction de biais peut être
utilisée afin d’obtenir le même taux de décroissance de (1.3.13) pour  2 (1; 2], voir
(Moulines et al., 2005, Corollary 9). La taille du pas  qui minimise le terme de
droite de (1.3.13) est proportionnelle à T  2=(2+1) . Cette expression contient  qui est
usuellement inconnu en pratique.
1.3.3 Optimalité
Dans les sections précédentes nous avons décrit des prédicteurs efficaces qui présentent
un risque de prédiction faible avec grande probabilité ou tout simplement un risque faible.
Dans la pratique, nous cherchons des bornes supérieures pour ces risques-là, et nous
avons besoin qu’elles soient aussi faibles que possible. La définition de “faible” change
d’une situation à l’autre. En reprenant l’Exemple 6 (page 6) concernant le processus
AR(d), nous avons montré que le risque de prédiction ne pouvait pas être plus petit que

2 pour la perte ‘ 2 (voir Équation (1.3.8)) ou plus petit que (2=) 1=2 pour la perte ‘ 1
sous l’hypothèse gaussienne (voir Équation (1.3.10)). Nous allons maintenant éclaircir
et généraliser les idées relatives à ces bornes inférieures et supérieures. Cette section
présente les aspects qui caractérisent l’optimalité d’une procédure de prédiction.
Typiquement, nous cherchons à construire des prédicteurs bZ = (bZt)1t T 2 PT à partir
13
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d’une collection de prédicteurs indexée par Θ: ẐΘ = {Ẑ  = (Ẑ  ;t)1≤t≤T ∈ PT ;  ∈ Θ}. Cela
ne veut pas pour autant dire que Ẑ ∈ ẐΘ car ẐΘ peut être strictement contenu dans PT .
Soit Ẑ∗ = (Ẑ∗;t)1≤t≤T tel que







où l’inf est pris sur tous les prédicteurs possibles de (Zt)1≤t≤T (voir la Définition 4). Si Ẑ∗
correspond à Ẑ

avec  ∈ Θ, nous dirons que le modèle est bien spécifie. Autrement il est
dit mal spécifié.
Depuis notre point de vue, la comparaison avec le meilleur des prédicteurs est plus
informative que le risque en lui même or elle mesure à quel point nous pouvons bien
prédire tout en exploitant la connaissance sur le processus dont nous disposons. La





































︸                       ︷︷                     ︸
erreur d′approximation
: (1.3.14)
Le premier terme entre parenthèses dans (1.3.14) correspond à ce que nous appelons
le regret (ou regret lié au meilleur prédicteur). Il mesure la pertinence de notre choix
dans ZΘ. Le deuxième terme désigne l’erreur d’approximation et évalue la pertinence
de la classe ZΘ. D’un côté, à des classes ZΘ plus larges correspondent des erreurs
d’approximation plus faibles mais des regrets plus importants. D’un autre côté, des
valeurs plus larges de T n’ont pas d’impact dans l’erreur d’approximation mais d’habitude
entrainent des regrets plus faibles. Une question cruciale est celle du compromis entre la
taille de ZΘ et T . D’un point de vue pratique, un troisième terme d’erreur peut apparaitre,
il est inhérent à la méthode numérique qu’on choisi afin de calculer Ẑ. Nous pouvons







































︸                      ︷︷                      ︸
regret
: (1.3.15)
Dans les exemples 5, 6 et 7 (pages 9, 10 et 12 respectivement), le fait d’avoir des modèles
bien spécifiés équivaut à supposer que le paramètre (ou la fonction)  qui génère le
processus se trouve dans Θ. Nous avons RT (Ẑ∗) =  2 dans les exemples 5 et 7 et les bornes
respectives (1.3.6) et (1.3.13) sont déjà exprimées en forme de regret. Dans l’Exemple 6,
RT (Ẑ∗) = (2=) 1=2.
Dans cette contribution, le regret est notre mesure de qualité d’un prédicteur. Les deux
sections suivantes introduisent les inégalités oracle et l’approche minimax, toutes les deux
concernant le regret. Ensuite, nous présentons certains outils du MCMC liés à l’erreur
d’approximation numérique.
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1.3.3.1 Inégalités oracle
Les notions d’oracle et inégalités oracle furent introduites par Donoho and Johnstone
(1998). Les inégalités oracle fournissent des bornes supérieures pour le regret d’une
procédure statistique en fonction de T (voir (Tsybakov, 2009, Section 1.8)). Ces bornes
sont aussi, de manière générale, dépendantes des paramètres définissant la classe de
modèles imposé sur Z. Dorénavant, M

dénote la classe de processus à laquelle
Z appartient. Elle est indexée par l’hyperparamètre . Dans l’Exemple 5 (page 9)
nous pouvons considérer que M

est la collection de tous les processus qui satisfont
l’Équation (1.3.5) où les paramètre qui les génèrent se trouvent dans s∞() × {} = {{ ∈
RN∗; 1 − P∞j=1  jz j , 0; pour |z| ≤  −1} ∩ {| |1 < ∞}} × {}, et  = (; ) ∈ R∗2+ .
Nous concentrons particulièrement notre attention sur des inégalités oracle valables
uniformément sur M

, c’est-à-dire, quand il existe M

> 0 uniquement dépendant de

















 T; ; (1.3.16)
et aussi quand l’inégalité précédente est valable avec grande probabilité, cela signifie qu’il
existe M

> 0 qui dépend uniquement de  et ( T;;" )T≥1 tel que pour tout " ∈ (0; 1) et





























L’ensemble  peut être arbitraire. Cependant, ils existent des choix convenables
conditionnés par l’information sur  dont on dispose, comme par exemple l’ensemble
de toutes les vecteurs de Rd qui génèrent des processus autorégressifs non-explosifs
dans l’Exemple 6 (page 10) ou une classe de fonctions Hölder stables dans l’Exemple 7
(page 10). Le prédicteur bZ

∗ , où  ∗ = arg inf
 ∈ RT (bZ  ), est appelé projection oracle, car il
donne la meilleure prédiction de Z dans .
Hyperparamètre des processus TVAR :
Le cas des processus TVAR, décrit dans l’Exemple 3 (page 6), revêt un intérêt tout
particulier. Rappelons que les résultats statistiques existants (y compris l’inégalité
oracle (1.3.13)) exploitent la régularité de  (donnée par  et R) et reposent aussi sur
cette stabilité (à travers de , R et ). Les paramètres décrivant ces aspects, aussi comme
la borne de , définissent .
Soient  > 0;  ∈ (0; 1); R > 0;  ∈ (0; 1] et  + > 0. Nous disons que X appartient àM
avec
 = (; R; ; ;  +) ; (1.3.17)
si X est un processus TVAR généré par une fonction  ∈ sd() ∩  d(; R) (voir les
équations (2.2.8) et (2.2.9)), avec  ∈ [ +;  +].
L’inégalité (1.3.13) qui correspond à l’Exemple 7 est valable uniformément pour tous les
processus X ∈ M

. Elle remplit la définition d’inégalité oracle donnée par (1.3.16).
15
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1.3.3.2 Minimax et adaptabilité
Une première et plus courante question est à quelle vitesse notre méthode approxime la
projection oracle. La réponse est apportée par des inégalités oracle comme expliqué dans
la Section 1.3.3.1. Il y a une autre question qui complète la première : à quelle vitesse la
prédiction peut être faite dans PT ? La réponse arrive de la main du regret minimax.



















Aucun prédicteur ne peut mimer la projection oracle plus vite que n’importe quelle borne

















Dans ce contexte, toutes les bornes inférieures sont non négatives.
Nous supposons qu’il existe une constante m

> 0 qui dépend seulement de  et une suite




















 T; : (1.3.19)
Par conséquent, le plus vite que nous pouvons prédire est aussi borné inférieurement par
la suite ( T; )T≥1 dans (1.3.19). Un prédicteur Ẑ tel que l’inégalité (1.3.16) a lieu pour la
même suite ( T; )T≥1 est dit optimal ou minimax en vitesse.
Il existe plusieurs études portant sur des problèmes minimax dans des contextes diérents
: estimation non paramétrique (voir Gill and Levit (1995) et Nemirovskiı˘ (1990)),
estimation de densité (voir Cˇencov (1962) et Yang and Barron (1999)), estimation de
densité dans un point fixe (voir Farrell (1972)). De la même manière, nous recommandons
Birgé (1983) et (Tsybakov, 2009, Chapter 2) et les références qui y sont. Les techniques
développées auparavant orent une approche pour résoudre le problème de prédiction
minimax.
La construction de prédicteurs peut reposer sur la connaissance du paramètre  qui définit
la classeM

, qu’en pratique nous ignorons. Dans l’Exemple 7 (page 12), afin d’obtenir
un prédicteur avec le meilleur taux de convergence nous devons, a priori, connaitre  (voir
Équation (1.3.13) et la remarque qui suit).
De façon plus générale, l’arsenal de prédicteurs minimax en vitesse ou optimaux construit
quand nous connaissons  peut s’avérer inutile si cette information n’est pas disponible.
Le comportement d’un prédicteur Ẑ peut varier d’une classe M

à une autre. Les
16
CHAPTER 1. INTRODUCTION EN FRAN˙AIS
1
méthodes qui contournent ce souci, et qui sont minimax en vitesse pour tout  dans un
certain ensemble, son appelées adaptatives.
Soit  l’ensemble des valeurs possibles de . Nous disons que le prédicteur bZ est 
minimax adaptatif si pour tout  2  il est minimax en vitesse. Dit d’une autre manière,
pour tout  2 , il existe M



















où la suite ( T; )T 1 satisfait (1.3.19).
Les méthodes adaptatives sont convenables car elles convergent à la même vitesse
du meilleur des prédicteurs, sans pour autant nécessiter d’information précise sur le
processus à prédire.
Les méthodes minimax adaptatives datent des années 1980s. Depuis, des nombreux
travaux étudiant des problèmes diérents sont apparus. Nous nous référons par exemple à
Efroimovich and Pinsker (1984); Lepskiı˘ (1991); Barron and Cover (1991); Donoho and
Johnstone (1998); Birgé and Massart (2000); Yang (2000a).
1.3.3.3 MØthodes Monte Carlo par chaines de Markov
Dans la pratique, le calcul numérique du prédicteur bZ peut conduire à un comportement
non expliqué par la borne (1.3.14). Si on pouvait calculer exactement bZ la question ne se
poserait pas ; autrement il est utile d’étudier comment eZ, l’approximation numérique de
bZ, mime la projection oracle (voir Équation (1.3.15)).
Le prédictor bZ est quelques fois donné par une intégrale (voir Dalalyan and Tsybakov
(2012)). Les amplement utilisés méthodes Monte Carlo par chaines de Markov (MCMC)
proposent une boite à outils pour l’approximer (voir Cappé et al. (2005) et Meyn and
Tweedie (2009)). Pourtant, il est crucial de borner le nombre d’itérations que l’algorithme
nécessite afin d’atteindre une précision numérique du même ordre que le risque de
prédiction. Un article de Łatuszyn´ski and Niemiro (2011) contient plusieurs résultats qui
évaluent la précision d’une approximation MCMC en fonction du nombre d’itérations.
Supposez qu’il existe une fonction g telle que
bZt =
Z
g (u)  0 (du) ; (1.3.20)
où u appartient à un certain espace U (nous supposons qu’il est un sous-espace de Rd
avec d > 0) équipé de la mesure  0. Nous considérons une chaine de Markov U = (Ui)i0
avec distribution invariante  0. Dénotons par  la distribution de probabilité de U. Nous









D’un côté, le comportement asymptotique de Ẑt,n est souvent étudié à travers le Théorème
Central Limite (TCL) pour des chaines de Markov (voir Geyer (1992), Jones (2004) et
Roberts and Rosenthal (2004)). Des intervalles de confiance sont établis grâce au TCL
(nous nous référons à Geyer (1992); Flegal and Jones (2010); Jones and Hobert (2001)).
De l’autre côté, Łatuszyn´ski and Niemiro (2011) propose une borne inférieure explicite
pour n qui garantit ce qui suit
µ
(∣∣∣∣Ẑt,n − Ẑt∣∣∣∣ ≤ α) ≥ 1 − ε ,
pour α, ε > 0, où µ(A) représente la probabilité de A par rapport à la distribution µ.
Cette borne inférieure dépend de α, ε, la fonction g et d’une certaine condition de
dérivé supposée pour la chaine de Markov U (voir (Łatuszyn´ski and Niemiro, 2011,
Theorem 3.1)). La condition de dérivé implique (sous des conditions adéquates)
l’ergodicité géométrique (voir Meyn and Tweedie (2009) et (Baxendale, 2005, Theorem
1.1)). Il s’agit de l’ingrédient principal que la preuve du (Łatuszyn´ski and Niemiro, 2011,
Theorem 3.1) nécessite.
Les chaines de Markov U, les plus convenables, sont celles qui convergent plus
rapidement à la distribution invariante pi0 et qui exhibent les bornes inférieures les plus
petites pour n. Dit d’une autre manière, elles permettent d’approximer Ẑt à un niveau α
(et particulièrement pour α ∝ ψ
,T tel comme défini dans (1.3.16)) en moins d’itérations.
1.4 AGRÉGATION
Après avoir introduit les modèles (Section 1.2) et avoir explicité ce que nous cherchons
avec une procédure de prédiction (Section 1.3), nous présentons ici une approche que
nous utilisons afin de proposer nos prédicteurs.
Une des machineries générales pour aborder les problèmes de prédiction sont les
méthodes d’agrégation. Elles sont étudiées depuis 25 ans. Les techniques d’agrégation
demeurent dans le carrefour de deux communautés faisant de l’apprentissage statistique,
voir Vovk (1990); Littlestone and Warmuth (1994); Haussler et al. (1998) pour la première
et les travaux séminaux de Barron (1987); Catoni (1997, 2004); Juditsky and Nemirovski
(2000); Yang (2000a, 2004); Leung and Barron (2006) pour la deuxième. Voir (Giraud,
2015, Chapter 3) pour un aperçu récent.
Des algorithmes populaires d’agrégation tels que le Boosting (Freund (1995)), le Bagging
(Breiman (1996)) et les Forets Aléatoires (Amit and Geman (1997)) ont été amplement
appliqués en pratique avec du succès.
Soit  un ensemble d’indexes, possiblement non dénombrable, équipé avec uneσ-algèbre
(à définir) et soit pi une mesure définie sur ce couple-là appelée prior. Supposez que les
observations appartiennent à X ⊆ R. Supposez additionnellement que pi() = ∫

pi(d ) <
∞. Il nous est donnée une collection {(x̂( )t )1≤t≤T ,  ∈ }, que nous appelons prédicteurs (il
s’agit d’une terminologie, ils ne sont pas nécessairement des prédicteurs dans le sens
de la Définition 4). Notre premier objectif est d’obtenir un nouveau prédicteur qui
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1
prédise aussi précisément ou plus précisément que la meilleure combinaison convexe
de {(x̂( )t )1≤t≤T ;  ∈ } sans pour autant connaitre laquelle est elle. Un objectif moins
ambitieux est de concevoir un prédicteur qui se comporte de façon similaire ou mieux











(d ) = 1
 : (1.4.1)
Soit ‘ : X × X → R+ une fonction perte. Nous construisons le nouveau prédicteur en
utilisant une collection {(
 ;t)1≤t≤T ;  ∈ } telle que pour tout 1 ≤ t ≤ T ,  t = (  ;t;  ∈
) ∈ S

. Nous présentons formellement nos deux buts.
Le premier est de construire {(


























x̂( )t  (d ) ; xt
 ; (1.4.2)
est aussi petit que possible (connu comme le problème de la borne du regret convexe).
Le second objectif est de proposer {(





















x̂( )t ; xt
)
; (1.4.3)
est aussi petit que possible (connu comme le problème de la borne du regret du meilleur
prédicteur).
Les expressions (1.4.2) et (1.4.3) rappellent le regret introduit dans (1.3.14). Leurs
versions stochastiques sont détaillées dans la Section 1.4.2. Quand ‘ est la perte
quadratique, deux stratégies d’agrégation par poids exponentiels sont extensivement
étudiées.
Stratégie 1 : construisant des poids à partir du gradient de la perte quadratique :

























s  (d 1) − xs
)
x̂( 2)s
  (d 2)
; (1.4.4)
avec la convention que la somme de zéro éléments est nulle, donc ̂
 ;1 = 1=() pour tout
 .
Le paramètre  > 0, est usuellement appelé taux d’apprentissage. Nous fixons sa valeur
en fonction de la nature des observations. Cette stratégie assure des garanties pour le
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prédicteur agrégé comparé avec la meilleure des combinaisons convexes constantes de
prédicteurs. Son inconvénient est que le regret est de l’ordre de T−1/2 (les détails peuvent
être trouvés dans la preuve de l’inégalité (4.2.12) du Lemme 5, page 91).
Stratégie 2 : construisant des poids à partir de la perte quadratique : La deuxième























avec, à nouveau, la convention que la somme de zéro éléments est nulle. Quand les
observations et les prédicteurs sont bornés, par exemple, cette stratégie profite d’un
regret qui décroit comme T−1 pour un η bien choisi (voir l’inégalité (4.2.13) dans
Lemme 5, page 91). Le résultat provient de l’exp-concavité de la perte quadratique
(nous nous référons à (Cesa-Bianchi and Lugosi, 2006, Section 3.3) et (Catoni, 2004,
Proposition 2.2.1)). Elle est étroitement liée à des nombreux développements dans le
cadre stochastique ; voir Exemple 10. Le regret dans ce cas-là est calculé par rapport au
meilleur prédicteur. Depuis cette perspective, le résultat est plus faible que celui obtenu
en utilisant les poids (1.4.4).
1.4.1 Prédiction séquentielle
En contrastant avec le point de vue statistique, la théorie de suites individuelles ne
suppose pas que les observations sont la réalisation d’un processus stochastique (voir
Cesa-Bianchi and Lugosi (2006)). Depuis cette perspective, l’apprentissage en ligne
(aussi appelé prédiction séquentielle) propose une boite à outils d’algorithmes pour
aborder des problèmes en apprentissage statistique. Nous nous référons aux travaux de
Foster (1991); Auer et al. (2002); Vovk (2006); Stoltz (2011); Gerchinovitz (2013) en
régression en ligne pour des séquences arbitraires.
Exemple 8. Supposez que  = {1, . . . ,N} et que pi(k) = 1 pour tout k = 1, . . . ,N.





















Admettez que les observations et les prédictions appartiennent à l’intervalle [−B, B]
avec B > 0. Dans ce contexte, (Cesa-Bianchi and Lugosi, 2006, Theorem 3.2 et
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)2 ≤ log N
Tη
, (1.4.7)
où α̂i,t est défini par l’Équation (2.4.6). Nous nous référons à l’inégalité (4.2.13) du
Lemme 5 pour une généralisation.
Les contextes de prédiction séquentielle et stochastique ne partagent seulement que des
techniques. Le premier permet aussi de comprendre quels termes des garanties obtenues
pour le deuxième (inégalités oracle) s’expliquent par les suppositions statistiques et quels
termes sont inhérentes à la procédure (l’agrégation dans notre cas).
1.4.2 Prédiction stochastique
Comme expliqué dans la Section 1.3.3.1, lorsque on impose un modèle stochastique sur
les observations, nous posons le problème de la borne du regret en termes d’espérance et
d’espérance conditionnelle. Dans cette section nous présentons des résultats intéressants
dans ce cadre.
Étant donné {X̂( ),  ∈ Θ}, avec X̂  = (X̂( )t )1≤t≤T , et  = {(α ,t)1≤t≤T ,  ∈ Θ}, avec  t =
(α







t pi (d ) . (1.4.8)






X̂( )t pi (d ) . (1.4.9)
Observez que, contrastant avec (1.4.8), dans l’expression (1.4.9) le poids ν

est le même
pour tout t = 1, . . . ,T .






























 ,tpi(d ) peuvent dépendre de (Xs)s<t, fbX( )s , s< t,  2 g et aussi de laσ-algèbre
d’apprentissage H (possiblement dépendante des observations). Cette aléa extra apparue
dans les poids a un gout PAC-Bayésien.
La théorie de l’apprentissage Probablement Approximativement Correct (PAC), introduite
par Valiant (1984), fourni des garanties dans l’erreur d’approximation d’une statistique
qui sont satisfaites avec forte probabilité par rapport à la représentativité de l’ensemble
d’apprentissage (dans notre contexte, nous pouvons l’interpréter comme H ). La
modélisation statistique Bayésienne repose sur la distribution prior que nous imposons
aux paramètres inconnus. Les inégalités PAC-Bayésiennes s’inspirent de ces deux
théories et furent introduites par McAllester (1999). Quelques années plus tard, Audibert
(2004), Catoni (2004) et Dalalyan and Tsybakov (2008) ont montré des inégalités
PAC-Bayésiennes pour des procédures d’agrégation.
Exemple9. Considérez le cadre classique où un échantillon i.i.d. ((Xi ,Yi))1in nous
est donné et que nous souhaitons prédire le Yn+1 en fonction de Xn+1 et de l’ensemble
d’apprentissage. Supposons que nous pouvons reposer sur un ensemble de prédicteurs
bY(k) : X ! Y indexés avec k 2  = f1, . . . , Ng, et que nous mettonspi(k) = 1 pour
tout k. Supposons en plus qu’il existe B > 0 qui borne presque surement Y et les
prédictions bY(k) pour tout k.
Il existe M > 0 tel que le prédicteur bY[] construit avec les poids exponentiels  calculé



































Exemple10. Supposez maintenant qu’on observe ((Xt,Yt))t 1 , instances d’un processus
possiblement dépendant et non-stationnaire. Le contexte est similaire à celui décrit






 Xt, (Xs,Ys)st  1
i
+ ξt . (1.4.11)
Admettez qu’il nous est donnée une collection dénombrable de prédicteurs bY(k) : X !
Y indexée par k 2  = N  et à une distance bornée de l’espérance conditionnelle (voir
le terme de droite de l’Équation (1.4.11)). Sous une condition de moment exponentiel
sur le bruit ξ, (Yang, 2004, Theorem 5) assure que pour η > 0 assez petit, le prédicteur


















k=1 pik = 1.
L’optimalité du terme résiduel de l’agrégation (par exemple, le terme de droite de (1.4.10))
a été étudié, particulièrement dans le cadre i.i.d. Nous présentons une borne inférieure du
terme résiduel bien connue dans le contexte de l’estimation d’une fonction de régression.
Exemple 11. Considérez le modèle de régression
Yi = f (Xi) + ξi ,
où les (Xi)1≤i≤n sont des vecteurs aléatoires i.i.d. et les (ξi)1≤i≤n sont des Gaussiennes
réelles, i.i.d., centrées, et indépendantes de (Xi)1≤i≤n. Soit F0 = { f : | f |∞ ≤ L}, avec
L > 0 et Θ = {1, . . . ,N}. Sous des suppositions assez souples (Tsybakov, 2003,
















θk fk (X) − f (X)
2

 ≥ cψn ,
où l’inf est pris sur tous les estimateurs, c’est-à-dire les fonctions réelles
σ((Xi,Yi)1≤i≤n)-mesurables fˆn, X est supposé être indépendant de σ((Xi,Yi)1≤i≤n) et
ψn =
 N/n , if N ≤ n1/2 ,((1/n) log (1 + N/n1/2))1/2 , if N > n1/2 .
Afin d’approfondir dans ce sujet, nous nous référons aussi aux contributions de Juditsky
and Nemirovski (2000); Yang (2004); Audibert (2009).
1.5 QUESTIONS DE LA THÈSE
Le Chapitre 3 porte sur les décalages de Bernoulli causales. Notre question principal
est comment prédire un CBS Y = (Yt)t≥1 étant donné un ensemble d’apprentissage
X = (Xt)1≤t≤T et une collection de prédicteurs possiblement infinie { f  ,  ∈ Θ} tel comme
présenté dans les sections 1.3.1.1 et 1.3.3. En bref, nous présentons une inégalité oracle
PAC-Bayésienne du risque de prédiction et une inégalité oracle PAC-Bayésienne qui
s’applique à l’approximation numérique du prédicteur agrégé.
Dans le Chapitre 4 nous introduisons les processus sous-linéaires, qui sont, en général,
dépendants, non-stationnaires et non uniformément bornés. En considérant un nombre
fini de prédicteurs, et sans ensemble d’apprentissage (comme dans la Section 1.3.2) nous
étudions comment prédire cette sorte de processus en nous utilisant l’agrégation.
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Dans le cas particulier des processus auto-régressifs variables dans le temps (TVAR)
localement stationnaires (voir Exemple 3, page 6) nous cherchons des prédicteurs
minimax adaptatifs. Soient R, δ, ρ, σ+ > 0, et soit J un sous-ensemble compact
de R∗+. Plus précisément, nous ciblons des prédicteurs Λ minimax adaptatifs (voir
Section 1.3.3.2) où Λ = {(β,R, δ, ρ, σ+) : β ∈ J}.
Comme observé dans l’Exemple 7 (page 12), des prédicteurs minimax en vitesse sont
disponibles pour des processus TVAR quand la régularité β appartient à (0, 2]. Le
Chapitre 5 propose en particulier des nouveaux prédicteurs minimax en vitesse quand
β ≥ 2. Le but du chapitre est plus général, nous y étudions le problème de la régression
dans un contexte localement stationnaire.
1.6 RÉSULTATS PRINCIPAUX
1.6.1 Décalages de Bernoulli Causales
Dans le Chapitre 3 nous supposons avoir observé un CBS (Xt)1≤t≤T distribué selon P
dont une copie indépendante nous souhaitons prédire, disons (Yt)1≤t≤T . À chaque instant
1 ≤ t ≤ T nous avons accès à toutes les observations (Xt)1≤t≤T et à un certain ensemble de
prédicteurs fΘ = { f  ,  ∈ Θ}. Afin de faire leurs prédictions à l’instant t, les prédicteurs
dans fΘ peuvent avoir accès à l’échantillon précédent (Ys)s<t mais pas nous. C’est une
caractéristique intéressante de notre cadre : nous n’exploitons pas directement la suite
(Yt)1≤t≤T mais seulement à travers fΘ. Pour un souci de simplicité nous admettons que les
suites sont à valeurs réelles.
Soit ` la fonction perte. L’ensemble Θ est aussi indexé par, et possiblement changeant
avec T . Soit dT > 0 et supposons que pour tout  ∈ ΘT la fonction f est définie sur RdT ,
cela veut dire que pour tout t > dT la prédiction de Yt qui correspond à  est donnée par
f










(·) piT (d ) , (1.6.1)
où les poids d’agrégation dépendent seulement du taux d’apprentissage η, de l’ensemble
d’apprentissage X et de sa taille T . Le coefficient ν


























(η,T, X) piT (d ) = 1 . (1.6.3)
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Sous des hypothèses souples sur les innovations qui génèrent le processus X, la collection
de prédicteurs, la fonction perte `, l’ensemble ΘT et la mesure piT , l’inégalité oracle
PAC-Bayésienne suivante se tient pour tout ε ∈ (0, 1) avec P-probabilité au moins 1 − ε
R
(


















où ηT = log T et la constante E sont explicitement calculées des hypothèses.
Cette inégalité s’applique au prédicteur agrégé exact fˆηT ,T (·|X). Dans la pratique,
l’intégrale (1.6.1) est approximée numériquement par f¯η,T,n(·|X) = ∑n−1i=0 f  i/n où ( i)i≥0
sont des instances une chaine de Markov Φη,T (X) qui a ν·(η,T, X)piT comme unique
mesure invariante. Cette chaine de Markov est typiquement construite en utilisant une
méthode MCMC. L’algorithme Metropolis-Hastings en constitue un exemple.
Une chaine de Markov ajoute une seconde source d’aléa au processus de prédiction. Nous
définissons νη,T , une distribution de probabilité sur (X,Φη,T (X)). Supposant que Φη,T (X)
est géométriquement ergodique et sous les suppositions qui mènent à l’inégalité (1.6.4),
nous montrons que pour tout ε ∈ (0, 1) et n ≥ M(T, ε), avec νηT ,T -probabilité au moins
1 − ε nous avons
R
(























où ηT = log T , E est le même de l’inégalité (1.6.4) et M (T, ε) dépend en particulier, du
taux de convergence de ΦηT ,T (X) vers sa distribution invariante.
Observez que les termes de droite des inégalités (1.6.4) et (1.6.5) sont du même ordre.
À notre connaissance, des bornes comme (1.6.5) n’ont pas été établies avant pour des
procédures d’agrégation dans un contexte PAC-Bayésien quand Θ est potentiellement non
fini.
Afin d’illustrer notre résultat, nous considérons le cas simple d’un processus
auto-régressif d’ordre d stable et réel (comme dans l’Exemple 6, page 10) avec des
innovations normalement distribuées et de variance 1. Soit `(x, y) = |x − y|, dT = blog T c,
ΘT ⊂ RdT et f (x) =  ′x pour tout x ∈ RdT . La définition précise de ΘT et du prior piT se
trouvent dans la Section 3.5.
Le prédicteur agrégé est linéaire aussi et peut être exprimé comme fˆη,T (x|X) = ̂ ′η,T (X)x,
où





(η,T, X)  piT (d ) ,
avec ν définie comme dans (1.6.2)-(1.6.3). Nous utilisons l’algorithme de
Metropolis-Hastings afin d’approximer ̂ η,T (X) (les détails sont donnés dans la
Section 3.5) par ¯ η,T,n. Soit γ0 la variance du processus X. Pour un nombre d’itérations
n supérieur à M∗ (T, ε) = 9γ30T
2 exp (γ0T/16) /(2piε2 log3 T ) nous garantissons que la
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borne (1.6.5) est atteinte. Cette borne supérieure pour M(T, ε), possiblement pessimiste,
rend prohibitif le calcule computationnel. Le prédicteur ¯ 0ηT ,T,nx (T = 2
12 et n = 1000)
montre un comportement pauvre dans nos expériences numériques.
1.6.2 Processus sous-linéaires non stationnaires et processus
auto-régressifs variables dans le temps
Le Chapitre 4 présente un résultat général pour des processus sous-linéaires. Nous faisons
une étude plus approfondie du cas particulier des processus TVAR.
Bornes d’agrØgation pour des processus sous-linØaires :





At( j) Zt   j ,







At( j) < 1 .
Supposez que les Xts arrivent au four et à mesure. À chaque instant 1  t  T nous
avons accès à (Xs)1 st  1 et à un certain ensemble de prédicteurs fX(i)t , i = 1, . . . ,Nget
nous souhaitons construire notre propre prédicteur en ligne pour Xt.
En nous servant des inégalités oracle purement déterministes, dérivées de (Stoltz, 2011,
Theorem 1.7) et (Catoni, 2004, Proposition 2.2.1), une borne uniforme de la norme `1 des
coecient sous-linéaires variables dans le temps, une hypothèse de type Lipschitz sur les
prédicteurs et des conditions de moment sur le bruit apparaissant dans la représentation
linéaire de X, nous obtenons les inégalités oracle suivantes.
(i) Considérons un bruit Z avec moment d’ordre 4 fini et soit X̂ = (X̂t)1t T qui désigne


























avec la constante C1 qui peut être calculée des hypothèses.
(ii) Admettons que le bruit Z a un moment d’ordre p fini pour p > 2 et soit X̂ = (X̂t)1t T


























où C2 est explicitement calculée des hypothèses.
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(iii) Supposons que le bruit Z a un moment exponentiel fini et soit X̂ = (X̂t)1≤t≤T le
prédicteur agrégé obtenu des poids (1.4.5) avec η ∝ (log(T/(log N)))−2. Donc,





























et la constante C3 dépend des hypothèses.
Yang (2004) a proposé des bornes pour le regret du meilleur prédicteur dans un
contexte de suites de variables aléatoires possiblement dépendantes. Un des ingrédients
fondamentaux de cet article-là est que les prédicteurs sont supposés restant à une distance
bornée des moyennes conditionnelles. L’Inégalité (1.6.8) est comparable avec un de ces
résultats, mais nous l’obtenons sous des plus souples hypothèses.
Même si le cadre i.i.d. et le notre sont dissimilaires, nous présentons une courte
comparaison de résultats dans les deux contextes. Concernant les bornes de régret
convexe, Exemple 11 (Tsybakov (2003)) présente le meilleur reste résiduel possible
quand les prédictions sont bornées. Il est (grosso modo) (log N/T )1/2 si N est beaucoup
plus grand que T 1/2 et N/T quand N est plus petit que T 1/2. Par conséquence notre
borne (1.6.6) coïncide seulement dans le cas où N est beaucoup plus large que T 1/2.
Ceci-dit, quand N est plus petit que T 1/2, une procédure d’agrégation plus complexe
permet d’obtenir une borne pour le regret convexe avec un terme résiduel de l’ordre de
N(log T )3/T (voir (4.9.7) page 125) si le bruit a un moment exponentiel fini. Par ailleurs,
en imposant des conditions de moment d’ordre p sur le bruit et en appliquant une borne
uniforme sur les prédicteurs, Audibert (2009) montre que le taux d’agrégation optimal est
(log N/T )1−2/(p+2), légèrement plus petit que notre (log N/T )1−2/p in (1.6.7).
Bornes d’agrégation pour des processus TVAR :
Dans le contexte des processus TVAR (voir Exemple 3, page 6), β > 0, δ ∈ (0, 1), R >
0, ρ ∈ (0, 1] et σ+ > 0 définissent l’hyper-paramètre  = (β,R, δ, ρ, σ+) indexant la
classeM

. Dans la Section 4.3.2 nous présentons une borne inférieure pour le risque de



















) ≥ m  T−2β/(2β+1) . (1.6.9)
Ce taux coïncide avec celui du prédicteur construit à partir de l’estimateur NLMS avec
une taille du pas de gradient bien choisie si β ∈ (0, 2]. D’où, T−2β/(2β+1) est la vitesse
minimax optimale pour des processusM

(au moins si β ∈ (0, 2]).
Soit β0 ∈ (0,∞] et soit {X̂(β), β ∈ (0, β0)} une collection de prédicteurs β-minimax en
vitesse (δ,R, ρ et σ+ étant fixés). Si β0 < ∞ nous faisons N = dlog T e et sélectionnons
βi = (i − 1)β0/N pour i = 1, . . . ,N. Autrement nous faisons N = d(log T )2e et
βi = (i−1)β0/N1/2 pour i = 1, . . . ,N. Afin de construire X̂, nous agrégeons les prédicteurs
{X̂(βi), i = 1, . . . ,N}, chacun desquels profite d’une vitesse de convergence minimax
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ou optimal pour leurs respectives sur indexes β, en utilisant les poids (1.4.5) et le taux
d’apprentissage choisi comme il suit.
(i) si le bruit Z présente un moment d’ordre p fini pour un p > 2 donné et β0 ≤ (p−2)/4,
soit η ∝ (log(dlog T e)/T )2/p,
(ii) si le bruit Z présente un moment exponentiel fini, soit η ∝ (log T )−3.
Soit Λ = {(β,R, δ, ρ, σ+) : β ∈ (0, β0)}. Nous montrons, avec l’aide des inégalités oracle

















) ≤ M  T−2β/(2β+1) ,
pour tout  ∈ Λ.
Une caractéristique importante de X̂ est qu’il peut être calculé récursivement et qu’il est
donc applicable dans un contexte de prédiction en ligne. L’algorithme suivant détaille la
procédure en utilisant le NLMS, en supposant que β0 = 1 et que le bruit a un moment
exponentiel fini.
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Algorithme 2: Prédiction adaptative en ligne
paramètres la valeur de T , l’ordre d;
initialisation Xs,T = 0 pour −d ≤ s ≤ 0, η = (log T )−3, N = dlog T e, ̂ i,−1,T = 0 ∈ Rd
pour i = 1, . . . ,N, t = 1, α̂t = (1/N)i=1,...,N;
tant que l’entrée Xt−1,T est donnée;
faire
pour i = 1 jusqu’à N faire
βi = (i − 1)/N;
µi = T−2βi/(2βi+1);
̂ i,t−1,T = ̂ i,t−2,T + µi
(




pour k = 1 jusqu’à d faire




























t = t + 1;
tant que l’entrée Xt−1,T est donnée;
faire
pour i = 1 jusqu’à N faire















1.6.3 Processus localement stationnaires
Soit d ∈ N∗, β ≥ 2,R, f− > 0 et  = (β,R, f−). Dans le Chapitre 5 notre étude regarde
Λ′1(β,R), un sous-ensemble de Λ1(β,R) (voir Section 5.2.2). ConsidéronsM  l’ensemble
de tous les processus localement stationnaires par rapport à la Définition 14 (ce généralise
ceux caractérises par Équation (1.2.5)), dont les densités spectrales f (·, ω) ∈ Λ′1(β,R) pour
tout ω et f ≥ f− (voir Définition 13). Nous abordons le problème de régression suivant :

∗
t,T = arg min











Xt,T −  ′Xt−1:t−d,T )2] ,
où X ∈ M

et B′ dénote la transposée de la matrice B.




Étant donnée h : [0, 1] → R et m ≤ T , la fonction de covariance empirique γ̂m est définie
en R × Z comme



















En nous appuyant sur la définition précédente nous proposons un estimateur ˜ t,T pour  ∗t,T
en deux pas. Soit k = dβe − 1 et M ∈ 2k+1 N∗. Dans un premier pas nous utilisons les
équations de Yule-Walker (voir Dahlhaus and Giraitis (1998)) et pour m ∈ {M/2 j, j =
0, . . . , k} nous construisons
̂ t,T (m) = Γ̂−1t,T,m ̂ t,T,m ,
où ̂ t,T,m = [̂γm(t/T, 1) . . . γ̂m(t/T, d)]′, Γ̂t,T,m est la matrice de covariances empiriques
Γ̂t,T,m = (̂γm(t/T, i − j); i, j = 1, . . . , k) et γ̂m est la fonction de covariance empirique
comme définie dans (1.6.10).
Le deuxième pas consiste à combiner tous les ̂ t,T (m) pour m ∈ {M/2 j, j = 0, . . . , k} de
la manière suivante. Soit  = [α0 . . . αk]′ ∈ Rk+1 la solution de l’équation A = e1 où
A est la matrice réelle de dimension (k + 1) × (k + 1) avec les entrées Ai, j = 2−(i−1)( j−1)
et e1 = [1 0 . . . 0]′ ∈ Rk+1 contient un 1 dans sa première composante et zéro partout
ailleurs. Définissons ensuite ˜ t,T =
∑k
j=0 α ĵ  t,T (M/2
j).
Dénotons X̂t,T = ˜ ′t,T Xt−1:t−d,T , X̂∗d,t,T = ( ∗t,T )′Xt−1:t−d,T et X̂∗t,T = E[Xt,T |σ(Xs,T , s ≤ t − 1)].































où C1,C2 et C3 dépendent seulement de .
Le résultat peut être appliqué aux processus TVAR localement stationnaires générés par
 ∈ sd(δ)∩Λ′d(β,R) (avec δ ∈ (0, 1)) et σ ∈ Λ′(β,R)∩[ρσ+, σ+](−∞,1]. Dans ce premier cas
nous définissons  = (β,R, δ, ρ, σ+) comme dans (2.3.17). En spécifiant M ∝ T−2β/(2β+1)

















) ≤ M  T−2β/(2β+1) .
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La procédure fondée sur l’algorithme NLMS qui cherche à estimer  étudiée par Moulines
et al. (2005) garantit des vitesses de convergence minimax pour  2 (0; 2] dans le modèle
TVAR. Nous ne sommes au courant d’aucun résultat similaire pour  > 2.
1.7 PERSPECTIVES
Agréger un nombre infini de prédicteurs peut poser le problème de la calculabilité comme
évoqué dans le Chapitre 3. Lors que nous utilisons des méthodes de Monte Carlo
par chaines de Markov, M(T; "), le nombre d’itérations nécessaires pour atteindre une
précision numérique du même ordre que le risque de prédiction peut exploser avec la
valeur de T (l’horizon). Dans ce contexte, des algorithmes capables de passer à l’échelle
à coût computationnel raisonnable devront être examinés.
En utilisant un nombre fini de prédicteurs, dans le Chapitre 4 nous étudions des bornes
supérieures pour le regret convexe et pour celui lié au meilleur prédicteur pour les
processus sous-linéaires. Dans le cas précis où le bruit associé au processus tout comme
les prédicteurs ont des moments d’ordre p finis, l’optimalité de ces bornes reste un
problème ouvert.
Une analyse détaillée des stratégies qui ne reposent pas sur une information a priori sur
le processus et ses prédicteurs doit être menée. Il semblerait possible que nous puisons
obtenir une telle amélioration sans faire ralentir nos bornes oracle.
Étant donné que les processus TVAR sont en même temps sous-linéaires et localement
stationnaires, l’analyse des chapitres 4 et 5 leur est applicable. Si l’ordre d est connu,
notre contribution permet de proposer un prédicteur minimax adaptatif en utilisant les
algorithmes NLMS, Yule-Walker et l’agrégation. Par contre, quand d n’est pas connu, il
n’est pas clair commet sélectionner les prédicteurs à agréger.
Lors que nous travaillons avec des processus non stationnaires, il est intéressant de
séparer les rôles du nombre d’observations ou horizon (que nous appelons T) et celui
de la fréquence échantillonnage ! (supposée être T  1 tout au long de cette thèse). Une
traduction de nos hypothèses et résultats pour des séries temporelles exprimées comme
(Xt;T)1t T à des séries temporelles exprimées comme (Xt;! )t 1 pourrait être un premier





2.1 CONTENT AND NOTATION
The present chapter lays the groundwork for our research. In Section 2.2, we present
the models we are interested in: some classes of weakly dependent processes and of
locally stationary processes. Our ultimate objective is to propose efficient forecasting
methods on these models. The quality of a prediction is measured by a loss function.
We need it to be as small as possible, typically in expectation or with high probability.
These notions are formalized in a general framework introduced in Section 2.3.1. In
Section 2.3.2 we explain the optimality features associated with the prediction algorithms
we explore. The exponentially weighted aggregation is the cornerstone of this thesis, we
give a brief overview about it in Section 2.4. In Section 2.5 we enumerate the precise
problems that we tackle and in Section 2.6 we present our main results. Section 2.7
advances possible research directions in the continuity of our work.






1/2 and ‖a‖1 its `1 norm ‖a‖1 = ∑qi=1 |ai|. Bold characters represent column vectors
and normal characters their components as in y = (yi)i∈Z. The use of subscripts with
colon ‘:’ refers to a subvector of consecutive components y1:k = [y1 . . . yk]′ (forward),
yk:1 = [yk . . . y1]′ (backward) or elements of a sequence X1:k = [X1 . . . Xk]′ (forward),
Xk:1 = [Xk . . . X1]′ (backward); in all cases they are k dimensional vectors.
2.2 MODELS
Independent and identically distributed random variables are the prima materia of a wide
part of the statistical literature. Although the present contribution relies on them, they
are not our main target. The particular problems that we study are focused on sequences
of random variables which may be (and it is interesting when they are) dependent and
may have (and it is interesting when they have) a distribution that evolves. The next two
subsections briefly put the models that we study into context.
2.2.1 Weak dependence
The weak dependence paradigm, proposed by Doukhan and Louhichi (1999), is an
approach that makes explicit the asymptotic independence between two distanced
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moments in a time series. It represents a unifying viewpoint of other competitive notions
such as mixing conditions, more adapted to σ-fields. The α (strong) and the β-mixing
coefficients for example, were introduced by Rosenblatt (1956) and Volkonskiı˘ and
Rozanov (1959) respectively. We revisit a couple of definitions that are crucial in our
investigation. We refer to Dedecker et al. (2007) for a comprehensive material in weak
dependence.
Recall that two random variables X and Y defined on the same probability space are said
to be independent if and only if cov( f (X), g(Y)) = 0 for all real Borel-measurable and
bounded functions f and g. A relaxation of the independence is the following.
Definition 1 (Weak dependence). The sequence (Xt)t∈Z with values in a locally compact
topological space X (typically Rd) is said to be weakly dependent, if there exists a class
F of functions such that for any u, v ∈ N∗ and any f , g ∈ F respectively defined in Xu and
Xv the following asymptotic relation holds
ε (r) = sup
i1≤...≤iu<iu+r≤ j1≤...≤ jv
∣∣∣∣cov ( f (Xi1 , . . . , Xiu) , g (X j1 , . . . , X jv))∣∣∣∣→ 0 ,when r → ∞ .
Bernoulli shifts is a very rich class of weakly dependent processes. It is the first model
that we study.
Definition 2 (Bernoulli shift). Let (ξt)t∈Z be a sequence of independent real-valued




ξt− j, j ∈ Z
)
. (2.2.1)
Not all sequences (ξt)t∈Z and measurable functions H : RZ → R define a Bernoulli shift.
Convergence issues may arise from the expression of H and the particularities of ξt. For
illustrating this ambiguity let ξt be a uniform random variable in [1, 2] for all t and H(u) =∑
j∈Z(−1) ju j. In this case the representation (2.2.1) makes no sense.
The expression (2.2.1) is well defined when (ξt)t∈Z have uniformly bounded absolute
moments and H is Lipschitz, that is if supt∈Z E[|ξt|] < ∞ and for any u, v ∈ RZ









A j < ∞ . (2.2.3)
Considering F = ∪ j≥1F j in Definition 1, where F j is the set of bounded Lipschitz




(satisfying (2.2.1), (2.2.2) and (2.2.3)) is weakly dependent (see (Doukhan and Louhichi,
1999, Lemma 9) and (Dedecker et al., 2007, Lemma 3.1)).
If for all t ∈ Z the instance Xt only depends on (ξs)s≤t, that is
Xt = H
(
ξt− j, j ≥ 0
)
,
we say that the process (Xt)t∈Z is a Causal Bernoulli Shift (CBS) and the real random
variables (ξt)t∈Z are called innovations.
Bernoulli shifts regroup several weakly dependent processes derived from stationary
sequences. They also provide examples of processes that are weakly dependent, but not
mixing (see Rosenblatt (1980)). In the following we present two examples of Bernoulli
shifts.
Example 1 (Infinite Moving Average (MA(∞)) process). Let (ξt)t∈Z be a sequence of
i.i.d. real random variables, centred and with variance 1. The MA(∞) process is




a jξt− j ,
where
∑
j∈Z |a j| < ∞.
Volterra processes are a generalisation of MA(∞) processes of Example 1 (see (Doukhan,
2003, Section 2.4)).
Example 2 (Volterra process). Let (ξt)t∈Z be a sequence of i.i.d. real random
variables, centred and with variance 1 and let v0 ∈ R. Consider the sequence
(ak;i1,...,ik)k∈N∗,(i1,...,ik)∈Zk of real numbers. Set
















∣∣∣ak;i1,...,ik ∣∣∣ < ∞ ,
then, the Minkowski inequality implies that Xt ∈ L2 for all t ∈ Z.
We end the present section by giving a useful result.
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A concentration inequality :
On weakly stationary process, as in the more classical i.i.d. setting, the proof of results
concerning the quality of the prediction involve the use of concentration inequalities
(see Massart (2007)). For the sake of completeness, we provide a Hoeffding type
exponential inequality (see (Rio, 2000, Theorem 1) and (Alquier and Wintenberger, 2012,
Proposition 4.2)) satisfied by the CBS.
Let n > 0. We say that f : Rn → R is an M-Lipschitz function if for all x, y ∈ Rn
| f (x) − f (y)| ≤ M ||x − y||1 .
Theorem 2.2.1. Let (Xt)t∈Z be a bounded CBS associated with the bounded innovations
(ξt)t∈Z, let f : Rn → R be a 1-Lipschitz function and x > 0. The following inequality holds
P
(
f (X1:n) − E [ f (X1:n)] ≥ x) ≤ exp
−x2
2n






where the sequence (A j) j≥0 fulfills Inequality (2.2.2), and ||X0||∞ and ||ξ0||∞ are the
respective supreme values of |X0| and |ξ0|.
2.2.2 Local stationarity
A particular property of stationary process is that they involve a collection of identically
distributed random variables. A less restrictive class is that of weakly stationary processes
(also called second-order stationary processes). We recall the definition (see (Brockwell
and Davis, 2002, Section 1.4 and Theorem 2.1.1)).
Definition 3 (Weakly stationary process). Let µ ∈ R and γ : Z → R be a symmetric
and non-negative definite function. We say that a real-valued process (Xt)t∈Z is weakly
stationary if the three following conditions are satisfied.
(i) E|Xt|2 < ∞ for all t ∈ Z,
(ii) E[Xt] = µ for all t ∈ Z,
(iii) Cov(Xs, Xt) = γ(s − t) for all s, t ∈ Z.
A crucial characteristic of weakly stationary processes is that their spectra is constant.
On the other hand, several studies about time series having an evolving spectrum (among
other characteristics) appeared in the second half of the last century (see for example
Granger (1964) and Priestley (1965)). Three decades later, Dahlhaus (1996b) introduced
an approach allowing for fruitful local asymptotic considerations.
Suppose for example that the observations correspond to the model




At first sight, we may wonder how an estimator of the function θ, obtained from the
sample (Xt)1≤t≤T , behaves when T is large enough. To consider this kind of questions is
usually contradictory to the non-stationarity assumption. As the probabilistic structure
of the process may substantially differ from small to larger values of t, the information
coming with new observations (let us say t large enough) may be useless to estimate θt
for small values of t.
To cope with this difficulty, Dahlhaus (1996b) came up with the idea of locally stationary








exp (itω) A0t,T (ω) ξ (dω) , (2.2.5)
where, in particular, there exist a constant K and a (unique) 2pi− periodic function A :
(−∞, 1] × R→ C with A(u,−ω) = A(u, ω) such that for all T
sup
t,ω
∣∣∣∣∣A0t,T (ω) − A ( tT , ω
)∣∣∣∣∣ ≤ KT . (2.2.6)
The artificial introduction of the dependence on the horizon T and the additional
assumptions on (Xt)1≤t≤T , open the door to meaningful asymptotic statistical procedures.
This locally stationary model covers essentially time varying linear processes. A
considerable part of our work deals with it.
In the case of the process described by Equation (2.2.4), for instance, it is locally





∣∣∣∣∣θt,T − θ ( tT
)∣∣∣∣∣ < ∞ , (2.2.7)
where θ : [0, 1] → R is a suitable function (see Dahlhaus (2009) and the references
therein).
Example 3 (TVAR model). A special version of the model (2.2.4) is the time varying













where (ξt)t∈Z is a white noise process and  = [θ1 . . . θd] ∈ sd(δ) with δ ∈ (0, 1).
The set sd(δ) is associated with the stability of (Xt,T )1≤t≤T and is defined as
sd (δ) =
 : (−∞, 1]→ Rd, 1 − d∑
j=1




(see (Dahlhaus, 1996b, Theorem 2.3)).
Regularity conditions on  are necessary to obtain interesting statistical results for
TVAR processes. Requiring derivatives up to certain order is a quite standard one
(see (Dahlhaus and Giraitis, 1998, Assumption 2.1 (i) and Assumption 3.1 (ii)-(iii))).
Moulines et al. (2005) rely in a more flexible assumption compared to Dahlhaus and
Giraitis (1998): let R;  > 0 and let k be the biggest integer strictly smaller than ; in
addition to  2 sd(), they suppose that  2  d(; R), where























Similar ideas of local stationarity were developed in dierent contexts. Time varying
autoregressive conditional heteroscedastic (tvARCH) processes (see (Dahlhaus and
Subba Rao, 2006, Section 2)) and generalised autoregressive conditional heteroscedastic
processes (tvGARCH) (see (Subba Rao, 2006, Section 5)) are examples of it. A common
ingredient to these approaches is that the process can be locally approximated by its
stationary version.
In the following we introduce a simple extension of the locally stationary linear model.
Let (Zt)t2Z be a sequence of non-negative random variables (not necessarily i.i.d.). The




At( j) Zt   j ; (2.2.10)







At( j) < 1 :
Results concerning (Xt)t2Z are deduced by imposing additional assumptions on (Zt)t2Z. For
example, the Minkowski inequality implies the existence of moments of order p for the
process (Xt)t2Z when the moments of order p of (Zt)t2Z are uniformly bounded.
Example4 (A non-linear model). A non-linear example of sub-linear processes is
Xt = gt(Xt  1 ) +  t ;
where the ( t)t2Z are i.i.d. and (gt)t2Z is a time varying sequence of sub-linear functions
fulfilling, for all t
jgt(x)j  j xj ;
for some  2 (0; 1). Then, we have that




Iterating this equation backwards yields (2.2.10) with Zt = |ξt| and At( j) = α j. In the
stationary framework, where g = gt does not depend on t, a well understood illustration
of a non-linear case is given by the threshold autoregressive model where g is piecewise
linear, see Tong and Lim (1980).
2.3 PREDICTION
2.3.1 General setting
In this section we present a general framework that includes a considerable number of
prediction problems investigated in the literature. Consider a time series (Zt)1≤t≤T . The
construction of one step ahead predictors (Ẑt)1≤t≤T sometimes relies on a learning data set.
A typical case is when we split the data into training set and validation set. The predictors
learn exclusively from the training set, while the validation set is used to evaluate the
quality of the prediction. In the following, we provide the notions required to construct
our formalism.
Let (Ω,F ,P) be a probability space, letH ⊂ F be a sub σ-field that we call the learning
σ-field, and let (Ft)t≥0 be a filtration that we name the predicting filtration. The σ-fieldH
contains the information from the learning data set. It can be reduced to the trivial σ-field
if none is available.
Consider aZ-valued process (Zt)t≥0, adapted to (Ft)t≥0, where (Z, `) is a metric space.
Definition 4 (Predictor). For all t ≥ 1, we say that Ẑt is a predictor of Zt if it is measurable
with respect to the joint σ-fieldH ∨ Ft−1.
For any T ≥ 1, we denote by PT the set of sequences Ẑ = (Ẑt)1≤t≤T of predictors of
(Zt)1≤t≤T , that is, the set of all processes Ẑ = (Ẑt)1≤t≤T adapted to (H ∨ Ft−1)1≤t≤T .






































Bear in mind that, depending on the context, a sequence of predictors Ẑ is more efficient
when (2.3.1), (2.3.2) or (2.3.3) are smaller. Often, in the data splitting framework one
seeks to minimize (2.3.2) with high probability. On the other hand, if H is the trivial
σ-field (2.3.2) and (2.3.3) coincide and one looks for minimizing them.
The next two sections explain how classical prediction problems connected to this thesis
fit into our framework. They also provide standard results.
2.3.1.1 Predicting a dependent process given a learning data set
Suppose that we observe the first T instances of a possibly dependent stochastic process
X = (Xt)t≥1 lying on X. The distribution of the whole process is denoted by P. Suppose
moreover that we want to predict the first T instances of another stochastic process Y =
(Yt)t≥1, independent of X, with values in X and distributed also according to P.
This set-up commonly arises when we split the data into training set and validation set.
We refer to Audibert and Catoni (2010, 2011); Hsu et al. (2011) when all the observations
are independent. A more complex situation is when the available data are dependent (like
in the case of an AR(d)). Even though the premise of independence is not fulfilled, in
practice, we may split the observations and hope that the predictors built from the training
set (X) lead to a low risk on the validation set (Y). For theoretical purposes, it is convenient
to assume that X and Y are independent, although it may not be true in practice.
Let H = σ(Xt, 1 ≤ t ≤ T ) be the learning σ-field and let F = (Ft)t≥1 be the natural
filtration associated with Y , where Ft = σ(Ys, 1 ≤ s ≤ t). In this context, we construct
for each t = 1, . . . ,T an application fˆt : XT → XXt−1 . We denote by fˆt(·|X1:T ) the
function that predicts Yt from Y1, . . . ,Yt−1, given the observations X1, . . . , XT . Then, set
Ŷt = fˆt(Y1:t−1|X1:T ).
















fˆt (y1:t−1|X1:T ) , yt
)
P (dy) . (2.3.4)
Let us consider the case where the process is stationary and the predictor fˆt(·|X1:T ) only
exploits Yt−d, . . . ,Yt−1 for a fixed d > 0. Moreover, we assume that fˆt does not depend on








fˆ (y1:d|X1:T ) , yd+1
)
P (dy) ,
which no longer depends on T .














fˆ (y1:d|x1:T ) , yd+1
)




Example 5 (AR(∞)). Consider the observations X1, . . . , XT , of a real autoregressive




θ jXt− j + σξt , (2.3.5)
where  = [θ1 . . .]′ ∈ RN∗ , | |1 = ∑∞j=1 |θ j| < ∞, 1 − ∑∞j=1 θ jz j , 0 for |z| ≤ 1, σ > 0,
and (ξt)t∈Z is a sequence of i.i.d. centred random variables with variance 1.
Linear prediction of AR(∞) :
The standard approach for forecasting this class of processes dates back to Akaike (1969)
(see extensions and generalisations in Berk (1974), Bhansali (1978) and Lewis and
Reinsel (1985)). It consists in, for a fixed d ∈ N∗, regressing Xt onto Xt−1, . . . , Xt−d.
In other words, we build a predictor X̂t = ̂ ′Xt−1:t−d, where ̂ = [̂θ1 . . . θ̂d]′ ∈ Rd. Provided







Xt − ̂ ′Xt−1:t−d
)2
.
Hence, it is given by the Yule-Walker equations
̂ = Γ̂−1 ̂ ,
where ̂ = [̂γ1 . . . γ̂d]′, Γ̂ is the matrix of empirical covariances Γ̂ = (̂γi− j; i, j = 1, . . . , d),







The previous expression supposes that the process is centred, this is E[Xt] = 0 for all t.
Consider now Y = (Yt)t≥1, an independent copy of X and let fˆ (y1:d|X1:T ) = ̂ ′yd:1, where
̂ is computed from X. Under mild assumptions, including the existence of moments
of order 4 for ξt (for details see (i)-(iv) in (Bhansali, 1978, Theorem 1)), the following
asymptotic result holds (see (Bhansali, 1978, Equation (4.5))) for d and T large enough
E
[(
fˆ (Y1:d |X1:T ) − Yd+1
)2] − σ2d ∼ M dT , (2.3.6)
where M > 0 and σ2d = inf  ∈Rd E[(
′Yd:1 − Yd+1)2].
Choice of d :
Choosing d arbitrary large comes with the widely known over-fitting issue. Higher
dimensional models fit better the training data (also σd ↘ σ when d → ∞) but they are
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not suitable for predicting the coming instances of the process. Note that, in particular,
d/T (in the right-hand side of (2.3.6)) may become inconveniently large. Several
strategies penalising the dimension d have been proposed, such as the Final Prediction
Error (FPE) criterion of Akaike (1969), the Akaike Information Criterion (AIC) of Akaike
(1973), the bias-corrected version of the AIC (AICC) of Hurvich and Tsai (1989) and the
Bayesian Information Criterion (BIC) (see Schwarz (1978) and Akaike (1978)). We also
refer to (Brockwell and Davis, 2002, Section 5.5) for an overview.
Example 6 (AR(d)). The real autoregressive process of order d is a particular case of




θ jXt− j + σξt , (2.3.7)
where  = [θ1 . . . θd]′ ∈ Rd. Assume moreover that the median of ξt is zero.






( ′Yj:1 − Y j+1)2
]
= σ2 for j ≥ d .
The best predictor of the process given its past, with respect to the quadratic loss, is
the conditional expectation fˆ (y1:t−1) =  ′yt−1:t−d. In general, for any σ(X)-measurable





)2∣∣∣∣ X] = σ2 + (̂  −  )′ E [Yd:1Y′d:1] (̂ −  ) = σ2 + ‖̂ −  ‖2Γ , (2.3.8)
where ‖ · ‖Γ denotes the norm associated with Γ ∈ Rd×d, the covariance matrix of Y .
This justifies the strategy of looking for efficient estimators of  when predicting Y .
If we instead consider the `1 loss, the link between estimation and prediction is less
straightforward.
E
[∣∣∣ fˆ (Y1:t−1| X1:T ) − Yt∣∣∣] = E [E [∣∣∣ fˆ (Y1:t−1| X1:T ) −  ′Yt−1:t−d − σξt∣∣∣ ∣∣∣∣X1:T ,Y1:t−1]] .(2.3.9)
Observe that ξt is independent of X1:T ,Y1:t−1. The conditional expectation in the right
hand-side of Equation (2.3.9) is minimized when ( fˆt(Y1:t−1|X1:T )−  ′Yt−1:t−d)/σ is equal
to the median value of ξt. Since we assume that this median value is zero, the best
predictor of the process given its past, with respect to the `1 loss, is also the conditional
expectation fˆ (y1:t−1) =  ′yt−1:t−d.




















where ̂ ∈ Rd is an estimator of  that depends only on X1:T .
Having available a copy of the process to forecast may be a strong assumption, specially
in a dependent context. As mentioned in the beginning of this section, the same approach
has been used in practice when X and Y are dependent. The process Y may correspond,
for example, to (XT+∆+t)t≥1 where ∆ is large enough. Another research direction explores
the construction of predictors without relying on an independent data set and investigates
rigorous bounds on their risks.
2.3.1.2 Predicting a dependent process without an independent data set
Suppose that the observations of the dependent process X = (Xt)t∈Z arrive one by one.
The aim of this section is to present predictors of Xt built exclusively from its past and to
provide consistency results under specific conditions.
The learning data set can be the empty set or the past observations (Xs)s≤0 available before
starting the prediction. Let F be the natural filtration associated with X, that is Ft =
( Xs; 1 ≤ s ≤ t). We denote by fˆt the function that predicts Xt from X1; : : : ;Xt−1 and H ,
then, set X̂t = fˆt(X1:t−1 | H) = fˆt((Xs)s≤t−1). Let ‘ be the quadratic loss.






fˆt (X1:t−1) − Xt
)2 : (2.3.11)
Example 7 (Time varying linear processes). Suppose that the parameters  and  vary
with t in (2.3.7). Such generalization of Example 6 (page 42) is known as linear




 j (t) Xt− j +  (t)  t ; (2.3.12)
where ( t) is a sequence of centred independent random variables with variance 1.
As in the previous examples, the estimation of  provides the key to the prediction.
We need to build ̂ = [̂ 1 : : : ̂ d]′, a function from Z to Rd, with d ∈ N∗. Stochastic
(or online) gradient descent methods became very popular because of their intrinsic
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simplicity and proved efficiency. The primary algorithm, adapted to the present
example, is sketched in the following.
Algorithm 1: Stochastic gradient descent.
parameters the gradient step size µ;
initialization t = 0, ̂ (t) = [0 . . . 0]0;
while input a new Xt;
do
̂
(t + 1) = ̂ (t) + µ
(
Xt   ̂ 0(t) Xt  1:t  d
)
;
return ̂ (t + 1);
t = t + 1;
The convergence of the stochastic gradient descent has been widely studied in the
stationary case (see Bottou (1998) for an account, and more recently Bottou (2012)).
An analysis for individual sequences is provided in Cesa-Bianchi (1999). In contrast,
for the class of processes described in this example, proving a prediction risk bound is
difficult; the available results are rather sparse.
As explained in Section 2.2.2, the meaningful results available for this kind of models
require specific regularity conditions. The TVAR process presented in Example 3
(page 37), where the parameter  is β-Hölder continuous with β 2 (0, 1] is such an
example.
In this context, suppose that we have at our disposal enough of observations (Xs)s0 .
From (Moulines et al., 2005, Theorem 2) we derive the following: let ̂ the estimation
of  obtained from the Normalized Least Square (NLMS) algorithm (a modification of





[∣∣∣∣̂  (t)    (t)∣∣∣∣4])1/2  M1 (µ1/2 + (Tµ) β )2 .
Setting fˆt (x1:t  1 ) = ̂ 0(t) xt  1:t  d , or X̂t = ̂ 0(t) Xt  1:t  d we conclude that there exists a



















This result is valid for β 2 (0, 1]. A bias reduction technique can be used to obtain the
same decaying rate of (2.3.13) for β 2 (1, 2], see (Moulines et al., 2005, Corollary 9).
The step size µ that minimizes the right-hand side of (2.3.13) is proportional to





In previous sections we describe efficient predictors exhibiting a small prediction risk with
high probability or a small risk. In practice, we seek for upper bounds for these risks, and
we need them to be as small as possible. What “small” is varies from a situation to another
one. Taking up Example 6 (page 37) concerning the AR(d) process, we showed that the
prediction risk can not be smaller than σ2 for the `2 loss (see Equation (2.3.8)) or smaller
than (2/pi)1/2σ for the `1 loss under the Gaussian assumption (see Equation (2.3.10)).
The time has come to make clear and generalize the ideas behind these lower and upper
bounds. This section presents the features characterizing the optimality of a forecasting
procedure.
Typically, we look for a predictor Ẑ = (Ẑt)1≤t≤T ∈ PT built from a collection of predictors
indexed by Θ: ẐΘ = {Ẑ  = (Ẑ  ,t)1≤t≤T ∈ PT ,  ∈ Θ}. It does not necessarily mean that
Ẑ ∈ ẐΘ because ẐΘ may be strictly contained in PT . Let Ẑ∗ = (Ẑ∗,t)1≤t≤T be such that







where the inf is taken over all possible predictors of (Zt)1≤t≤T (see Definition 4). If Ẑ∗
corresponds to a Ẑ

with  ∈ Θ, we will say that the model is well-specified. Otherwise it
is said to be misspecified.
From our perspective, the comparison with the best of predictors is more informative
than the risk itself because it measures how well we can predict exploiting the available






































︸                       ︷︷                     ︸
approximation error
. (2.3.14)
The first term between parenthesis in (2.3.14) corresponds to what we call the regret (or
best predictor regret). It measures the pertinence of our choice in ZΘ. The second term
stands for the approximation error and it evaluates the pertinence of the class ZΘ. To larger
classes ZΘ correspond smaller approximation errors but larger regrets. On the other hand,
larger values of T do not impact the approximation error but usually entail smaller regrets.
A crucial question is the tradeoff between the size of ZΘ and T . From a practical point of
view, a third error term may appear, which is inherent to the numerical method that we












































In examples 5, 6 and 7 (pages 41, 42 and 43 respectively), having well-specified models
is equivalent to assume that the parameter (or the function)  generating the process lies
on . We have RT(bZ ) =  2 in examples 5 and 7 and the respective bounds (2.3.6)
and (2.3.13) are already expressed as regrets. In Example 6, RT(bZ ) = (2=) 1=2.
In this contribution, the regret is supposed to be the measure of quality of a predictor.
The next two sections introduce the oracle inequalities and the minimax approach, both
concerning the regret. Then, we present certain MCMC tools that are linked to the
numerical approximation error.
2.3.2.1 Oracle inequalities
The notions of oracleand oracle inequalitieswere introduced by Donoho and Johnstone
(1998). Oracle inequalities provide upper bounds for the regret of a statistical procedure
in function of T (see (Tsybakov, 2009, Section 1.8)). These bounds are also, in general,
depending on the parameters defining the class of models imposed to Z. Here and in
the following, let M

denote the class of process Z belongs to. It is indexed by the
hyperparameter . In Example 5 (page 41) we can consider that M

is the collection of all
processes satisfying Equation (2.3.5) where the generating parameters lie on s1 ()  fg =
ff 2 RN ; 1   P 1j=1  jzj , 0; for jzj    1 g \ fj j1 < 1gg  fg, and  = (; ) 2 R2+ .
We specially focus our attention in oracle inequalities holding uniformly on M

, that is
when there exist M



















 T; ; (2.3.16)
and also when it holds with high probability, this means that there exist M

> 0 only
depending on  and ( T;;" )T 1 such that for all " 2 (0; 1) and T  1, with probability at





























The set  may be arbitrary. However, there are suitable choices conditioned by the
information available about , as for example the set of all Rd vectors generating a
non-explosive autoregressive process in Example 6 (page 42) or a stable Hölder class
of functions in Example 7 (page 42). The predictor bZ

 , where   = arg inf
 2 RT(bZ ), is
called the projection oracle, because it gives the best forecast of Z in .
TVAR hyperparameter :
The case of TVAR processes, described in Example 3 (page 37), is of particular interest.
Recall that the existing statistical results (including the oracle inequality (2.3.13)) exploit
the regularity of  (established by  and R) and rely also on its stability (through , R and
). The paremeters describing these features, together with the bounds of , define .




 = (; R;; ;  +) ; (2.3.17)
if X is a TVAR process generated by a function 2 sd() \  d(; R) (see equations (2.2.8)
and (2.2.9)), with 2 [ +;  +].
The inequality (2.3.13) corresponding to Example7 holds uniformly for all processes
X 2 M

. It fullls the oracle inequality denition given by (2.3.16).
2.3.2.2 Minimax and adaptiveness
A rst and more common question is how fast our method approximates the projection
oracle. It is answered via oracle inequalities as explained in Section2.3.2.1. There is
another question that complements the rst one: how fast the prediction can be made
within PT? The answer pass through the denition of minimax regret.


















No predictor can mimic the projection oracle faster than any lower bound of (2.3.18).















In this situation, all lower bounds are non-negative.
Suppose that there exists a constantm





















 T; : (2.3.19)
Hence, the fastest we can predict is also lower bounded by this sequence ( T; )T 1
in (2.3.19). A predictorbZ such that the inequality (2.3.16) holds for the very same
sequence ( T; )T 1 is said to be minimax-rate optimal.
There are several investigations about minimax problems in dierent contexts:
nonparametric estimation (seeGill and Levit (1995) andNemirovski  (1990)), density
estimation (seeCencov(1962) andYang and Barron(1999)), a xed point for density
estimation (seeFarrell (1972)). We also point outBirgØ(1983) and (Tsybakov,2009,
Chapter 2) and the references therein. The techniques developed beforehand provide an
approach to tackle the minimax prediction problem.
The construction of predictors may rely on the knowledge of the parameter d ning
the classM

, which is usually unknown in practice. In Example7 (page 43), to
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obtain a predictor enjoying the best convergence rate we should, a priori, know β (see
Equation (2.3.13) and the remark just below).
More generally, the arsenal of minimax-rate or optimal predictors built when we know
 may be useless when this information is not available. The behavior of a predictor bZ
may vary from a class M

to another one. Methods that circumvent this issue, being
minimax-rate for any  in some set are called adaptive.
Let  be a set of possible values of . We say that the predictor bZ is  minimax adaptive
if for any  2  it is minimax-rate. In other words, for all  2 , there exist M

> 0 only


















where the sequence (ψT, )T 1 satisfies (2.3.19).
Adaptive methods are suitable because they converge at the same rate as the best of all
possible predictors, and without needing very precise information about the process to
forecast.
Minimax adaptive procedures date back to the 1980s. Since then, several works
investigating dierent problems have appeared. We refer for example to Efroimovich
and Pinsker (1984); Lepskiı˘ (1991); Barron and Cover (1991); Donoho and Johnstone
(1998); Birgé and Massart (2000); Yang (2000a).
2.3.2.3 Markov chain Monte Carlo methods
In practice, the numerical computation of the predictor bZ may lead to a behavior not
explained by the bound (2.3.14). If we could exactly calculate bZ the question would
not arise; otherwise it is useful to investigate how eZ, the numerical approximation of bZ,
mimics the projection oracle (see Equation (2.3.15)).
The predictor bZ is sometimes given by an integral (see Dalalyan and Tsybakov (2012)).
The widely held Markov chain Monte Carlo (MCMC) methods provide a tool-kit to
approach it (see Cappé et al. (2005) and Meyn and Tweedie (2009)). Yet, it is crucial to
bound the number of iterations that the algorithm needs to achieve a numerical precision
of the same order as the prediction risk. A paper of Łatuszyn´ski and Niemiro (2011)
contains several results that evaluate the accuracy of a MCMC approximation in function
of the number of iterations.
Assume that there exists a function g such that
bZt =
Z
g (u) pi0 (du) , (2.3.20)
where u belongs to a certain space U (let us suppose that it is a subspace of Rd for d > 0)












The asymptotic behavior of Ẑt,n is often investigated via a Central Limit Theorem (CLT)
for Markov chains (see Geyer (1992), Jones (2004) and Roberts and Rosenthal (2004)).
Asymptotic confidence intervals are established relying on the CLT (we refer to Geyer
(1992); Flegal and Jones (2010); Jones and Hobert (2001)).
In contrast, Łatuszyn´ski and Niemiro (2011) proposes an explicit lower bound for n that
ensures the following
µ
(∣∣∣∣Ẑt,n − Ẑt∣∣∣∣ ≤ α) ≥ 1 − ε ,
for α, ε > 0, where µ(A) denotes the probability of A according to the distribution µ.
This lower bound depends on α, ε, the function g and on certain drift condition assumed
on the Markov chain U (see (Łatuszyn´ski and Niemiro, 2011, Theorem 3.1)). The drift
condition implies (under suitable conditions) the geometric ergodicity (see Meyn and
Tweedie (2009) and (Baxendale, 2005, Theorem 1.1)). This is the main ingredient that
the proof of (Łatuszyn´ski and Niemiro, 2011, Theorem 3.1) requires.
The more convenient Markov chains U are those that converge faster to the invariant
distribution pi0 and provide smaller lower bounds for n. In other words, they allow to
approach Ẑt at a level α (and specially for α ∝ ψ ,T as defined in (2.3.16)) in fewer
iterations.
2.4 AGGREGATION
After introducing the models (Section 2.2) and making explicit what we look for with a
forecasting procedure (Section 2.3), we present here the approach that we use to propose
our predictors.
One of the general machineries for tackling forecasting problems are the aggregation
methods. They have been studied for the last 25 years. Aggregation techniques are in
the crossroad of the machine learning (see Vovk (1990); Littlestone and Warmuth (1994);
Haussler et al. (1998)) and the statistical learning communities (we refer to the seminal
works of Barron (1987); Catoni (1997, 2004); Juditsky and Nemirovski (2000); Yang
(2000a, 2004); Leung and Barron (2006)). For a recent overview see (Giraud, 2015,
Chapter 3).
Popular aggregation algorithms such as Boosting (Freund (1995)), Bagging (Breiman




Let Θ be a possibly uncountable set of indexes equipped with a σ-field to be specified
and let pi be a measure on it called the prior. Assume that the observations belong
to X ⊆ R. Assume moreover that pi(Θ) = ∫
Θ
pi(d ) < ∞. We are provided with a
collection {(x̂( )t )1≤t≤T ,  ∈ Θ}, that we call predictors (it is just a terminology, they are
not necessarily predictors in the sense of Definition 4). Our first aim is to obtain a new
predictor forecasting almost as or more accurately than the best convex combination of
{(x̂( )t )1≤t≤T ,  ∈ Θ} without knowing which is it. A weaker objective is to get a predictor
behaving like or better than the best within the provided collection.
Define the simplex
SΘ =





pi (d ) = 1
 . (2.4.1)
Let ` : X × X → R+ be a loss function. We construct the new predictor from a collection
{(α
 ,t)1≤t≤T ,  ∈ Θ} such that for any 1 ≤ t ≤ T ,  t = (α  ,t,  ∈ Θ) ∈ SΘ. We present
formally our two objectives.
The first one is to build {(α

























t pi (d ) , xt
 , (2.4.2)
is as small as possible (known as the convex regret bounds problem).
The second objective is to propose {(α





















x̂( )t , xt
)
, (2.4.3)
is as small as possible (known as the best predictor regret bounds problem).
Expressions (2.4.2) and (2.4.3) recall the regret introduced in (2.3.14). Their stochastic
versions are detailed in Section 2.4.2. When ` is the quadratic loss, two exponentially
weighted aggregation strategies are extensively studied.
Strategy 1: building weights from the gradient of the quadratic loss : The first

























s pi (d 1) − xs
)
x̂( 2)s
 pi (d 2)
, (2.4.4)
with the convention that a sum over no element is null, so α̂
 ,1 = 1/pi(Θ) for all  .
The parameter η > 0, is usually called the learning rate. We set its value in function




the aggregated predictor compared to the best of the constant convex combinations of
predictors. Its downside is that the regret is of the order of T−1/2 (the details can be found
in the proof of inequality (4.2.12) of Lemma 5, page 91).
Strategy 2: building weights from the quadratic loss : The second strategy consists in























with again the convention that a sum over no element is null. When observations and
predictors are bounded for example, this strategy exhibits a regret decaying as T−1 for
a well-chosen η (see inequality (4.2.13) in Lemma 5, page 91). The result comes from
the exp-concavity of the quadratic loss (we refer to (Cesa-Bianchi and Lugosi, 2006,
Section 3.3) and (Catoni, 2004, Proposition 2.2.1)). It is closely related to several
developments in the stochastic framework; see, for instance, Example 10. The regret
in this case is computed with respect to the best predictor. From this point of view, the
result is weaker than that obtained using the weights (2.4.4).
2.4.1 Sequential prediction
In contrast to the statistical viewpoint, the theory of individual sequences does not
assume that the observations are the realization of a stochastic process (see Cesa-Bianchi
and Lugosi (2006)). From this perspective, the online learning (also called sequential
prediction) provides an algorithmic tool-kit for addressing problems in statistical learning.
We refer to the works of Foster (1991); Auer et al. (2002); Vovk (2006); Stoltz (2011);
Gerchinovitz (2013) on online regression for arbitrary sequences.
Example 8. Suppose that  = {1, . . . ,N} and that pi(k) = 1 for all k = 1, . . . ,N.





















Assume that observations and predictions belong to the interval [−B, B] with B > 0.
In this context, (Cesa-Bianchi and Lugosi, 2006, Theorem 3.2 and Proposition 3.1)
























where α̂i,t is defined by Equation (2.4.6). We refer to Inequality (4.2.13) in Lemma 5
for a generalization.
The sequential and the stochastic prediction contexts not only share techniques. The
first one allows also to understand which terms of the obtained guaranties for the second
one (oracle inequalities) are explained by the statistical assumptions and which terms are
inherent to the procedure (the aggregation in our case).
2.4.2 Stochastic prediction
As explained in Section 2.3.2.1, when we impose a stochastic model on the observations,
we pose the regret bound problem in terms of expectation and conditional expectation. In
this section we present interesting results obtained in this setting.
Provided {X̂( ),  ∈ }, with X̂  = (X̂( )t )1≤t≤T , and  = {(α  ,t)1≤t≤T ,  ∈ }, with  t =
(α







t pi (d ) . (2.4.8)
For a  ∈ S







X̂( )t pi (d ) . (2.4.9)
Observe that in contrast to (2.4.8), in the expression (2.4.9) the weight ν

is the same for
all t = 1, . . . ,T .

























For the sake of brevity, we do not write the corresponding conditional regret bounds.
The weights α
 ,tpi(d ) may depend on (Xs)s<t, {X̂( )s , s < t,  ∈ } and also on the learning
σ-field H (possibly independent of the observations). This extra randomness put on the
weights has a PAC-Bayesian flavor.
The Probably Approximately Correct (PAC) learning framework, introduced by Valiant
(1984), provides guarantees on the approximation error of a statistic that hold with high
probability regarding the representativeness of the learning set (in our framework, we




that we impose to the unknown parameters. PAC-Bayesian inequalities are inspired
in these two theories and were introduced by McAllester (1999). A few years later,
Audibert (2004), Catoni (2004) and Dalalyan and Tsybakov (2008) proved PAC-Bayesian
inequalities on aggregated statistical procedures.
Example 9. Consider the classical setting where we are given with an i.i.d. sample
((Xi,Yi))1≤i≤n and we want to predict the incoming Yn+1 in function of Xn+1 and the
learning set. Suppose that we count on a set of predictors Ŷ (k) : X → Y indexed by
k ∈ Θ = {1, . . . ,N}, and that we set pi(k) = 1 for all k. Assume moreover that there
exists B > 0 bounding almost surely Y and the predictions Ŷ (k) for all k.
There exists M > 0 such that the predictor Ŷ [] constructed from the exponential





















Example 10. Suppose now that we observe ((Xt,Yt))t≥1, instances of a possible
dependent and non-stationary process. The context is similar to that described in




∣∣∣Xt, (Xs,Ys)s≤t−1 ] + ξt . (2.4.11)
Assume that we are given with a countable collection of predictors Ŷ (k) : X → Y
indexed by k ∈ Θ = N∗ and at a bounded distance from the conditional mean (see the
right-hand side of Equation (2.4.11)). Under an exponential moment condition on the
noise ξ, (Yang, 2004, Theorem 5) ensures that for η > 0 small enough, the predictor

















k=1 pik = 1.
The optimality of the remaining term of the aggregation (e.g. the right-hand side
of (2.4.10)) have been investigated, specially in the i.i.d. setting. We present a well
known lower bound on the remaining term in the context of the estimation of a regression
function.
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Example 11. Consider the regression model
Yi = f (Xi) + ξi ,
where the (Xi)1≤i≤n are i.i.d. random vectors and (ξi)1≤i≤n are real i.i.d. centred
Gaussian, independent of (Xi)1≤i≤n. Let F0 = { f : | f |∞ ≤ L}, for L > 0 and
Θ = {1, . . . ,N}. Under mild assumptions (Tsybakov, 2003, Theorem 2) guaranties
















θk fk (X) − f (X)
2

 ≥ cψn ,
where the inf is taken over all the estimators, that is the σ((Xi,Yi)1≤i≤n)-measurable real
functions fˆn, X is supposed to be independent of σ((Xi,Yi)1≤i≤n) and
ψn =
 N/n , if N ≤ n1/2 ,((1/n) log (1 + N/n1/2))1/2 , if N > n1/2 .
To go deeper into it, we also refer to the contributions of Juditsky and Nemirovski (2000);
Yang (2004); Audibert (2009).
2.5 QUESTIONS OF THE THESIS
Chapter 3 deals with Causal Bernoulli Shifts. Our main question is how to predict a
CBS Y = (Yt)t≥1 given a learning data set X = (Xt)1≤t≤T and a possibly infinite collection
of predictors { f

,  ∈ Θ} as presented in sections 2.3.1.1 and 2.3.2. In a nutshell, we
provide a PAC-Bayesian oracle inequality of the prediction risk and a PAC-Bayesian
oracle inequality that applies to the numerical computation of the aggregated predictor.
In Chapter 4 we introduce the sub-linear processes, which are, in general, dependent,
non-stationary and not uniformly bounded. Considering a finite number of predictors,
and without a learning data set (as in Section 2.3.1.2) we investigate how to forecast this
kind of process relying on the aggregation.
In the particular case of locally stationary time varying autoregressive (TVAR) processes
(see Example 3, page 37) we look for minimax adaptive predictors. Let R, δ, ρ, σ+ > 0,
and let J be a compact subset of R∗+. We precisely seek for Λ minimax adaptive predictors
(see Section 2.3.2.2) where Λ = {(β,R, δ, ρ, σ+) : β ∈ J}.
As brought forward in Example 7 (page 43), minimax-rate predictors of a TVAR process
are available when the regularity β belongs to (0, 2]. Chapter 5 proposes in particular new




the regression problem in a locally stationary context.
2.6 MAIN RESULTS
2.6.1 Causal Bernoulli Shifts
In Chapter 3 we suppose that we have observed a CBS (Xt)1≤t≤T distributed as P and that
we wish to predict an independent copy of it, say (Yt)1≤t≤T . At each moment 1 ≤ t ≤ T we
have access to all the observations (Xt)1≤t≤T and to a certain set of predictions fΘ = { f  ;  ∈
Θ}. For making their forecasts at moment t, the predictors in fΘ may have access to the
previous samples (Ys)s<t but we do not. It is an interesting feature of our framework:
we do not exploit directly the sequence (Yt)1≤t≤T but only through fΘ. For the sake of
simplicity we assume that the sequences are real valued.
Let ‘ denote the loss function. The set Θ is also indexed by, and possibly changing with
T . Let dT > 0 and suppose that for all  ∈ ΘT the function f  is defined on RdT , this means
that for any t > dT the prediction of Yt that corresponds to  is given by f  (Yt−1:t−dT ). We








; T; X) f

(·)  T (d ) ; (2.6.1)
where the aggregation weights depend only on the learning rate , the learning data set
X and its size T . The coefficient 




























; T; X)  T (d ) = 1 : (2.6.3)
Under mild assumptions on the innovations generating the process X, the collection of
predictors, the loss function ‘ , the set ΘT and the measure  T , the following PAC-Bayesian






















where  T = log T and the constant E is explicitly computed from the assumptions.
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This inequality applies to the exact aggregated predictor fˆηT ,T (·|X). In practice, the
integral (2.6.1) is numerically approximated by f¯η,T,n(·|X) = ∑n−1i=0 f  i/n where ( i)i≥0
are the instances of a Markov chain Φη,T (X) having ν·(η,T, X)piT as unique invariant
measure. This Markov chain is typically constructed using a MCMC method. The
Metropolis-Hastings algorithm is such an example.
A Markov chain adds a second source of randomness to the forecasting process. We define
νη,T , a probability distribution on (X,Φη,T (X)). Supposing that Φη,T (X) is geometrically
ergodic and under the assumptions that lead to inequality (2.6.4), we prove that for all
ε ∈ (0, 1) and n ≥ M(T, ε), with νηT ,T -probability at least 1 − ε we have
R
(























where ηT = log T , E is the same of inequality (2.6.4) and M (T, ε) depends in particular,
on the convergence rate of ΦηT ,T (X) to its invariant distribution.
Observe that the right-hand sides of inequalities (2.6.4) and (2.6.5) are of the same
order. To the best of our knowledge, bounds like (2.6.5) have not been studied before
for aggregation procedures in a PAC-Bayesian context when Θ is potentially not finite.
To illustrate our result, we consider the simple case of a real valued stable autoregressive
process of finite order d (as in Example 6, page 42) with unit normally distributed
innovations. Let `(x, y) = |x − y|, dT = blog T c, ΘT ⊂ RdT and f  (x) =  ′x for any
x ∈ RdT . For the precise definition of ΘT and the prior piT we refer to Section 3.5.
The aggregated predictor is also linear and can be expressed as fˆη,T (x|X) = ̂ ′η,T (X)x,
where





(η,T, X)  piT (d ) ,
with ν defined as in (2.6.2)-(2.6.3). We use the Metropolis-Hastings algorithm to
approximate ̂ η,T (X) (the details are given in Section 3.5) by ¯ η,T,n. Let γ0 be the
variance of the process X. For a number of iterations n bigger than M∗ (T, ε) =
9γ30T
2 exp (γ0T/16) /(2piε2 log3 T ) we guaranty that the bound (2.6.5) is reached. This
possibly pessimistic upper bound for M(T, ε) makes the procedure computationally
prohibitive. The predictor ¯ ′ηT ,T,nx (T = 2
12 and n = 1000) exhibits a poor behavior in
our numerical experiences.
2.6.2 Non stationary sub-linear processes and time varying
autoregressive processes
Chapter 4 provides general results on sub-linear processes. We go deeper in the study of
the particular case of TVAR processes.









At( j) Zt− j ,





At( j) < ∞ .
Suppose that the Xts arrive on the fly. At each moment 1 ≤ t ≤ T we have access to
(Xs)1≤s≤t−1 and to a certain set of predictions {X(i)t , i = 1, . . . ,N} and we want to build our
own online predictor of Xt.
Relying on purely deterministic oracle inequalities derived from (Stoltz, 2011,
Theorem 1.7) and (Catoni, 2004, Proposition 2.2.1), a uniform bound on the `1 norm
of the time varying sub-linear coefficients, a Lipschitz assumption on the predictors and
moment conditions on the noise appearing in the linear representation of X, we obtain the
following oracle inequalities.
(i) Consider a noise Z with finite 4th-order moment and let X̂ = (X̂t)1≤t≤T denote the

























with the constant C1 that can be computed from the assumptions.
(ii) Assume that the noise Z has a finite pth-order moment for a given p > 2 and let
X̂ = (X̂t)1≤t≤T denote the aggregated predictor obtained using the weights (2.4.5)
























where C2 is explicitly computed from the assumptions.
(iii) Suppose that the noise Z has a finite exponential moment and let X̂ = (X̂t)1≤t≤T
denote the aggregated predictor obtained using the weights (2.4.5) with η ∝





























and the constant C3 depends on the assumptions.
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Yang (2004) proposed best predictor regret bounds in the context of sequences of
possibly dependent random variables. One of the main ingredients of that paper is that
the predictors are assumed to remain at a bounded distance to the conditional means.
Inequality (2.6.8) is comparable to one of its results, but we obtain it under milder
assumptions.
Even though the i.i.d. setting and ours are dissimilar, we present a short comparison of
results in both frameworks. Concerning the convex regret bound, Example 11 (Tsybakov
(2003)) provides the best possible remaining term when the predictors are bounded. It
is (roughly) (log N/T )1/2 if N is much larger than T 1/2 and N/T when N is smaller than
T 1/2. Hence our bound (2.6.6) coincides only in the case where N is much larger than T 1/2.
However, when N is smaller than T 1/2, a more complex aggregation procedure allows to
get a convex regret bound with a remaining term of the order of N(log T )3/T (see (4.9.7)
page 125) if the noise has a finite exponential moment. On the other hand, imposing
moment conditions of order p on the noise and relying on a uniform bound on the
predictors, Audibert (2009) shows that the optimal aggregation rate is (log N/T )1−2/(p+2)
which is slightly smaller than our (log N/T )1−2/p in (2.6.7).
Aggregation bounds for TVAR processes :
In the context of TVAR processes (see Example 3, page 37), let β > 0, δ ∈ (0, 1), R > 0,
ρ ∈ (0, 1] and σ+ > 0 define the hyperparameter  = (β,R, δ, ρ, σ+) indexing the class
M

. In Section 4.3.2 we provide a lower bound for the minimax prediction risk (2.3.19).




























>>; ≥ m  T
−2β/(2β+1) . (2.6.9)
This rate coincides with that exhibited by the predictor build from the NLMS estimator
and a well chosen gradient step size if β ∈ (0, 2]. Hence, T−2β/(2β+1) is the optimal minimax
rate forM

processes (at least if β ∈ (0, 2]).
Let β0 ∈ (0,∞] and let {bX(β), β ∈ (0, β0)} be a collection of β-minimax-rate predictors
(δ,R, ρ and σ+ being fixed). If β0 < ∞ we set N = dlog T e and select βi = (i − 1)β0/N
for i = 1, . . . ,N. Otherwise we set N = d(log T )2e and βi = (i − 1)β0/N1/2 for i =
1, . . . ,N. To construct bX, we aggregate the predictors {bX(βi), i = 1, . . . ,N}, each of them
enjoying the optimal minimax convergence rate for their respective superscript β, using
the weights (2.4.5) and the learning rate chosen as follows
(i) if the noise Z has a finite pth-order moment for a given p > 2 and β0 ≤ (p − 2)/4,
let η ∝ (log(dlog T e)/T )2/p,
(ii) if the noise Z has a finite exponential moment, let η ∝   log T  −3.
Let Λ = {(β,R, δ, ρ, σ+) : β ∈ (0, β0)}. We show, with the help of the oracle inequalities






























>>; ≤ M T
−2=(2+1) ;
for any  ∈ .
An important characteristic of bX is that it can be calculated recursively and is thus
applicable in an online prediction context. The following algorithm details the procedure
using the NLMS, supposing that  0 = 1 and that the noise has a finite exponential moment.
Algorithm 2: Online adaptive prediction
parametersthe value of T , the order d;
initialization Xs;T = 0 for −d ≤ s ≤ 0,  = (log T )−3, N = dlog T e, b i;−1;T = 0 ∈ Rd
for i = 1; : : : ;N, t = 1, b t = (1=N)i=1;:::;N;
while input Xt−1;T is provided;
do
for i = 1 to N do
 i = (i − 1)=N;
 i = T−2 i=(2 i+1);
b












for k = 1 to d do
b

















bX(i)t;T = b ′i;t−1;TXt−1:t−d;T ;
bXt;T = bX[b t]t;T =
P N
i=1 b i;tbX(i)t;T ;
return bXt;T ;
t = t + 1;
while input the value of Xt−1;T ;
do
for i = 1 to N do
vi;t = b i;t−1 exp

−












2.6.3 Locally stationary processes
Let d ∈ N∗;  ≥ 2; R; f− > 0 and  = (; R; f−). In Chapter 5 our study concerns

′
1(; R), a subset of  1(; R) (see Section 5.2.2). Consider M  the set of all locally
stationary processes according to Definition 14 (it generalizes those characterized by
Equation (5.2.4)), such that their local spectral densities f (·; !) ∈  ′1(; R) for all ! and





t;T = arg min
















andB0 denotes the transpose of matrixB.
The vector t;T coincides with (t=T) in the case of locally stationary TVAR processes.
Givenh : [0;1] ! R andm  T, the empirical local covariance functionb m is dened in
R  Z as
















Relying on the previous denition we propose an estimatore t;T of  t;T in two steps. Let
k = de   1 andM 2 2k+1 N  . In the rst step we use the Yule-Walker equations (see
Dahlhaus and Giraitis(1998)) and form 2 fM=2j; j = 0; : : : ;kgwe construct
b
 t;T (m) = b   1t;T;mb t;T;m ;
whereb t;T;m = [b m(t=T;1) : : : b m(t=T;d)]0, b  t;T;m is the matrix of empirical covariances
b
  t;T;m = (b m(t=T; i   j); i; j = 1; : : : ;k) andb m is the empirical covariance function as
dened in (2.6.10).
The second step consists in combining all theb t;T(m) for m 2 fM=2j; j = 0; : : : ;kg in
the following way. Let = [ 0 : : :  k]0 2 Rk+1 be the solution of the equationA =
e1 whereA is the (k+ 1)  (k + 1) real matrix with entriesAi; j = 2 (i 1)( j 1) ande1 =




j=0  jb t;T(M=2j).
DenotebXt;T = e 0t;TXt  1:t  d ;T, bXd;t;T = ( t;T)0Xt  1:t  d ;T andbXt;T = E[Xt;Tj( Xs;T; s  t   1)].





































































 bXt;T   bXd;t;T
 2  1=2
;




The result can be applied to locally stationary TVAR processes generated by  2 sd() \

0
d(; R) (with  2 (0; 1)) and  2  0(; R) \ [ +;  +]( 1;1] . In this case we let  =





























>>;  M T
 2=(2+1) :
The NLMS based procedure to estimate  studied by Moulines et al. (2005) guaranties
minimax convergence rates for  2 (0; 2] on the TVAR model. We are not aware of any
similar result for  > 2.
2.7 PERSPECTIVES
Aggregating an infinite number of predictors may pose the problem of computability as
evoked in Chapter 3. When using Markov chain Monte Carlo methods, M(T; "), the
number of iterations needed to achieve a numerical precision of the same order as the
prediction risk may explode with the value of T (the horizon). In this context, scalable
algorithm needs to be investigated.
Using a finite number of predictors, in Chapter 4 we study convex and best predicton
regret upper bounds for sub-linear processes. In the particular case where the noise
associated with the process and also the predictors have a finite pth-order moment, the
optimality of these bounds remains an open problem.
A detailed analysis of aggregation strategies that do not rely on prior information on the
process or its predictors should be conducted. It seems very likely that we could obtain
such that crucial improvement without slowing down our oracle bounds rates.
Since TVAR process are sub-linear and locally stationary, the analysis of chapters 4 and 5
apply to them. When the order d is known, our contribution allows to propose an adaptive
minimax predictor relying on the NLMS and the Yule-Walker algorithms and on the
aggregation. In contrast, when d is unknown, it is not clear how to select the predictors to
be aggregated.
When working with non-stationary processes, it is interesting to separate the roles of the
number of observations or horizon (that we call T) and that of the sampling frequency
! (assumed to be T  1 through this thesis). A translation of our assumptions and results,
from time series expressed as (Xt;T)1t T to time series expressed as (Xt;! )t 1 may be a first









We address the problem of forecasting a time series meeting the Causal Bernoulli Shift
model, using a parametric set of predictors. The aggregation technique provides a
predictor with well established and quite satisfying theoretical properties expressed by an
oracle inequality for the risk in prediction. The numerical computation of the aggregated
predictor usually relies on a Markov chain Monte Carlo method whose convergence
should be evaluated. In particular, it is crucial to bound the number of simulations
needed to achieve a numerical precision of the same order as the risk in prediction. In
this direction we present a fairly general result which can be seen as an oracle inequality
including the numerical cost of the predictor computation. The numerical cost appears by
letting the oracle inequality depend on the number of simulations required in the Monte
Carlo approximation. Some numerical experiments are then carried out to support our
findings.
3.1 INTRODUCTION
The objective of our work is to forecast a stationary time series Y = (Yt)t∈Z taking values
in X ⊆ Rr with r ≥ 1. For this purpose we propose and study an aggregation scheme
using exponential weights.
Consider a set of individual predictors giving their predictions at each moment t. An
aggregation method consists of building a new prediction from this set, which is nearly
as good as the best among the individual ones, provided a risk criterion (see Leung and
Barron (2006)). This kind of result is established by oracle inequalities. The power and
the beauty of the technique lie in its simplicity and versatility. The more basic and general
context of application is individual sequences, where no assumption on the observations is
made (see Cesa-Bianchi and Lugosi (2006) for a comprehensive overview). Nevertheless,
results need to be adapted if we set a stochastic model on the observations.
The use of exponential weighting in aggregation and its links with the PAC-Bayesian
approach has been investigated for example in Audibert (2004), Catoni (2004) and
Dalalyan and Tsybakov (2008). Dependent processes have not received much attention
from this viewpoint, except in Alquier and Li (2012) and Alquier and Wintenberger
(2012). In the present paper we study the properties of the Gibbs predictor, applied to
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Causal Bernoulli Shifts (CBS). CBS are an example of dependent processes (see Dedecker
et al. (2007) and Dedecker and Prieur (2005)).
Our predictor is expressed as an integral since the set from which we do the aggregation
is in general not finite. Large dimension is a trending setup and the computation of this
integral is a major issue. We use classical Markov chain Monte Carlo (MCMC) methods
to approximate it. Results from Łatuszyn´ski Łatuszyn´ski et al. (2013), Łatuszyn´ski and
Niemiro (2011) control the number of MCMC iterations to obtain precise bounds for
the approximation of the integral. These bounds are in expectation and probability with
respect to the distribution of the underlying Markov chain.
In this contribution we first slightly revisit certain lemmas presented in Alquier and
Wintenberger (2012), Catoni (2004) and Rio (2000) to derive an oracle bound for
the prediction risk of the Gibbs predictor. We stress that the inequality controls the
convergence rate of the exact predictor. Our second goal is to investigate the impact of
the approximation of the predictor on the convergence guarantees described for its exact
version. Combining the PAC-Bayesian bounds with the MCMC control, we then provide
an oracle inequality that applies to the MCMC approximation of the predictor, which is
actually used in practice.
The paper is organised as follows: we introduce a motivating example and several
definitions and assumptions in Section 3.2. In Section 3.3 we describe the methodology of
aggregation and provide the oracle inequality for the exact Gibbs predictor. The stochastic
approximation is studied in Section 3.4. We state a general proposition independent of
the model for the Gibbs predictor. Next, we apply it to the more particular framework
delineated in our paper. A concrete case study is analysed in Section 3.5, including some
numerical work. A brief discussion follows in Section 3.6. The proofs of most of the
results are deferred to Section 3.7.






1/2 and ‖a‖1 its 1-norm ‖a‖1 = ∑qi=1 |ai|. We denote, for a ∈ Rq and ∆ > 0,
B (a,∆) = {a1 ∈ Rq : ‖a − a1‖ ≤ ∆} and B1 (a,∆) = {a1 ∈ Rq : ‖a − a1‖1 ≤ ∆} the
corresponding balls centered at a of radius ∆ > 0. In general bold characters represent
column vectors and normal characters their components; for example y = (yi)i∈Z. The use
of subscripts with ‘:’ refers to certain vector components y1:k = (yi)1≤i≤k, or elements of
a sequence X1:k = (Xt)1≤t≤k. For a random variable U distributed as ν and a measurable
function h, ν[h(U)] or simply ν[h] stands for the expectation of h(U): ν[h] =
∫
h(u)ν(du).
3.2 PROBLEM STATEMENT AND MAIN ASSUMPTIONS
Real stable autoregressive processes of a fixed order, referred to as AR(d) processes, are




θ jXt− j + σξt , (3.2.1)
where the (ξt)t∈Z are i.i.d. real random variables with E[ξt] = 0 and E[ξ2t ] = 1.
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We dispose of several efficient estimates for the parameter  = [ 1 : : :  d]0 which can
be calculated via simple algorithms as Levinson-Durbin or Burg algorithm for example.
From them we derive also efficient predictors. However, as the model is simple to handle,
we use it to progressively introduce our general setup.
Denote
A ( ) =
266666666666666666666664
 1  2 : : : : : :  d
1 0 : : : : : : 0
0 1 0 ::: 0
::: 0 ::: :::
:::




Xt  1 = [Xt  1 : : : Xt  d ]0 and e1 = [1 0 : : : 0]0 the first canonical vector of Rd. M0 represents
the transpose of matrix M (including vectors). The recurrence (3.2.1) gives
Xt =  0Xt  1 +  t = 
1X
j=0
e01Aj ( ) e1  t   j : (3.2.2)
The eigenvalues of A ( ) are the inverses of the roots of the autoregressive polynomial

(z) = 1  
P d
k=1  kz
k, then at most  for some  2 (0; 1) due to the stability of X (see
Brockwell and Davis (2006)). In other words  2 sd ( ) = f :  (z) , 0 for jzj <   1 g 
sd (1). In this context (or even in a more general one, see Künsch (1995)) for all  1 2 (; 1)
there is a constant K¯ depending only on  and  1 such that for all j  0






 K¯  j1 ; (3.2.3)
and then, the variance of Xt, denoted  0, satisfies  0 =  2
P 1




The following definition allows to introduce the process which interests us.
Definition 5. Let X0  Rr0 for some r0  1 and let A = (Aj) j0 be a sequence of
non-negative numbers. A function H: (X0)N ! X is said to be A-Lipschitz if
kH (u)   H (v) k 
1X
j=0
Ajkuj   vjk ;
for anyu = (uj) j2N;v = (vj) j2N 2 (X0)N.
Provided A = (Aj) j0 with Aj  0 for all j  0, the i.i.d. sequence of X0-valued random
variables ( t)t2Z and H : (X0)N ! X, we consider that a time series X = (Xt)t2Z admitting
the following property is a Causal Bernoulli Shift (CBS) with Lipschitz coefficients A and
innovations (  t)t2Z.
(M) The process X = (Xt)t2Z meets the representation
Xt = H ( t;  t  1 ;  t  2 ; : : :) ;8t 2 Z ;
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CBS regroup several types of nonmixing stationary Markov chains, real-valued functional
autoregressive models and Volterra processes, among other interesting models (see
Coulon-Prieur and Doukhan(2000)). Thanks to the representation (3.2.2) and the
inequality (3.2.3) we assert that AR(d) processes are CBS withAj =  flK  j1 for j  0.
We let  denote a random variable distributed as the ts. Results fromAlquier and Li
(2012) andAlquier and Wintenberger(2012) need a control on the exponential moment
of  in  = A

, which is provided via the following hypothesis.





Bounded or Gaussian innovations trivially satisfy this hypothesis for any 2 R.
Let  denote the probability distribution of the time seriesY that we aim to forecast.
Observe that for a CBS, depends only onH and the distribution of . For anyf : XN !
X measurable andt 2 Z we considerbYt = f
  (Yt  i )i1  , a possible predictor ofYt from its
past. For a given loss function‘ : X  X ! R+, the risk is evaluated by the expectation of
‘ (bYt;Yt)











  f   (yt  i )i1  ;yt   (dy) :
We assume in the following that the loss function‘ fullls the condition:
(L) For all y; z 2 X, ‘ (y; z) = g (y   z), for some convex function g which is
non-negative, g (0) = 0 and K- Lipschitz: jg (y)   g (z)j  Kky   zk.
If X is a subset ofR, ‘ (y;z) = jy   zj satises (L) with K = 1. If X  R is bounded, this is,
there existsB > 0 such thatkxk  B for all x 2 X, the quadratic loss meets Assumption(L)
with K = 2B.
From estimators of dimensiond for  we can build the corresponding linear predictors
f

(y) =  0y1:d. Speaking more broadly, consider a set and associate with it a set of
predictorsf f

;  2  g. For each 2  there is a uniqued = d ( ) 2 N such thatf

:
Xd ! X is a measurable function from which we dene
bYt = f (Yt  1 ; : : : ;Yt  d ) ;
as a predictor ofYt given its past. We can extend all functionsf in a trivial way (using
dummy variables) to start fromXN . A natural way to evaluate the predictor associated
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with  is to compute the risk R( ) = R( f

). We use the same letter R by an abuse of
notation.
Given bYt = f ((Yt  i )i1 ) and a -field H , we define the prediction risk by












In the case where H = (U ) for some random variable U, we write R(f jU).
We observe X1:T from X = (Xt)t2Z, an independent copy of Y. A crucial goal of this work
is to build a predictor function fˆT for Y, inferred from the sample X1:T and  such that the
prediction risk R(fˆT jX) is close to inf  2 R( ) with - probability close to 1.
The set  also depends on T, we write    T . Let us define
dT = sup
 2 T
d ( ) : (3.2.7)
The main assumptions on the set of predictors are the following ones.
(P-1) The set f f

;  2  Tgis such that for any  2  T there are b1 ( ) ; : : : ;bd( ) ( ) 2 R+























We assume moreover that LT = sup
 2 T
P d( )
j=1 bj ( ) < 1.
(P-2) The inequality LT + 1  log T holds for all T  4.
In the case where X  R and f f

;  2  Tgis such that  2 Rd( ) and f  (y) =  0y1:d( ) for all





















The last conditions are satisfied by the linear predictors when  T is a subset of the ‘ 1-ball
of radius log T   1 in RdT .
3.3 PREDICTION VIA AGGREGATION
The predictor that we propose is defined as an average of predictors f

based on the
empirical version of the risk,




 bXt ; Xt

:




. The function rT ( jX) relies on X1:T and can be computed at
stage T; this is in fact a statistic.
We consider a prior probability measure  T on  T . The prior serves to control the
complexity of predictors associated with  T . Using  T we can construct one predictor
in particular, as detailed in the following.
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3.3.1 Gibbs predictor







exp (h) dν < ∞ , we denote by ν {h} the measure defined as




]ν (d ) .
It is known as the Gibbs measure.
Denition 6 (Gibbs predictor). Given η > 0, called the temperature or the learning rate
parameter, we define the Gibbs predictor as the expectation of f

, where  is drawn under
piT {−ηrT (· |X )}, that is




(y) exp (−ηrT ( |X ))
piT
[
exp (−ηrT (· |X ))]piT (d ) . (3.3.1)
3.3.2 PAC-Bayesian inequality
At this point more care must be taken to describe ΘT . Here and in the following we
suppose that
ΘT ⊆ RnT for some nT ∈ N∗ . (3.3.2)
Suppose moreover that ΘT is equipped with the Borel σ-algebra B(ΘT ).
A Lipschitz type hypothesis on  guarantees the robustness of the set { f

,  ∈ ΘT } with
respect to the risk R.










)∣∣∣∣∣∣] ≤ Dd1/2T ||  1 −  2|| ,
where dT is defined in (3.2.7).
Linear predictors satisfy this last condition withD = υ [|X1|].
Suppose that the  reaching the inf
 ∈ΘT R( ) has some zero components, i.e. supp( ) < nT .
Any prior with a lower bounded density (with respect to the Lebesgue measure) allocates
zero mass on lower dimensional subsets of ΘT . Furthermore, if the density is upper
bounded we have piT [B( ,∆) ∩ ΘT ] = O(∆nT ) for ∆ small enough. As we will notice
in the proof of Theorem 3.3.1, a bound like the previous one would impose a tighter
constraint to nT . Instead we set the following condition.
(P-4) There is a sequence ( T )T≥4 and constants C1 > 0, C2,C3 ∈ (0, 1] and γ ≥ 1
such that  T ∈ ΘT ,
R ( T ) ≤ inf
 ∈ΘT




and piT [B ( T ,∆) ∩ ΘT ] ≥ C2∆n1/γT ,∀0 ≤ ∆ ≤ ∆T = C3T .
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A concrete example is provided in Section 3.5.
We can now present the main result of this section, our PAC-Bayesian inequality
concerning the predictor fˆ
 T ;T ( jX) built following (3.3.1) with the learning rate
 =  T = T1=2=(4 logT), provided an arbitrary probability measure  T on  T .
Theorem 3.3.1.Let ‘ be a loss function such that Assumption(L) holds. Consider a
process X= (Xt)t2Z satisfying Assumption(M) and let denote its probability distribution.




is dened in (3.2.5).
For each T  4 let f f

;  2  Tgbe a set of predictors meeting Assumptions(P-1), (P-2)
and (P-3) such that dT , dened in (3.2.7), is at most T=2. Suppose that the set T is as
in (3.3.2) with nT  log  T for some  1 and we let T be a probability measure on it
such that Assumption(P-4) holds for the same . Then for any" > 0, with -probability



























































dened in (3.2.4), K,  andD in Assumptions(L), (I) and(P-3), respectively, and
C1, C2 andC3 in Assumption(P-4).
The proof is postponed to Section 3.7.1.
Here however we insist on the fact that this inequality applies to an exact aggregated
predictor fˆ
 T ;T ( jX). We need to investigate how these predictors are computed and
how practical numerical approximations behave compared to the properties of the exact
version.
3.4 STOCHASTIC APPROXIMATION
Once we have the observations X1:T , we use the Metropolis - Hastings algorithm to
compute fˆ





 jX)  T f  r T ( jX)g(d ). The Gibbs measure  T f  r T ( jX)g
is a distribution on  T whose density  ;T ( jX) with respect to  T is proportional to
exp ( r T ( jX)).
3.4.1 Metropolis - Hastings algorithm
Given X 2 XZ, the Metropolis-Hastings algorithm generates a Markov chain 
;T (X) =
(
;T ;n(X))n0 with kernel P;T (only depending on X1:T) having the target distribution
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piT {−ηrT (· |X )} as the unique invariant measure, based on the transitions of another
Markov chain which serves as a proposal (see Roberts and Rosenthal (2004)). We
consider a proposal transition of the form Qη,T ( 1, d ) = qη,T ( 1,  )piT (d ) where the
conditional density kernel qη,T (possibly also depending on X1:T ) on  T ×  T is such
that
βη,T (X) = inf
(  1, 2)∈ T× T
qη,T ( 1,  2)
piη,T ( 2 |X ) ∈ (0, 1) . (3.4.1)
This is the case of the independent Hastings algorithm, where the proposal is i.i.d. with
density qη,T . The condition gets into
βη,T (X) = inf
 ∈ T
qη,T ( )
piη,T ( |X ) ∈ (0, 1) . (3.4.2)
In Section 3.5 we provide an example.
The relation (3.4.1) implies that the algorithm is uniformly ergodic, i.e. we have a control
in total variation norm (‖ · ‖TV). Thus, the following condition holds (see Mengersen and
Tweedie (1996)).
(A) Given η,T > 0, there is βη,T : XZ → (0, 1) such for any  0 ∈  T , x ∈ XZ
and n ∈ N, the chain  η,T (x) with transition law Pη,T and invariant distribution
piT {−ηrT (· |x )} satises∣∣∣∣∣∣Pnη,T ( 0, ·) − piT {−ηrT (· |x )}∣∣∣∣∣∣TV ≤ 2 (1 − βη,T (x))n .
3.4.2 Theoretical bounds for the computation
In (Łatuszyn´ski and Niemiro, 2011, Theorem 3.1) we find a bound on the mean square
error of approximating one integral by the empirical estimate obtained from the successive
samples of certain ergodic Markov chains, including those generated by the MCMC
method that we use.
A MCMC method adds a second source of randomness to the forecasting process and our
aim is to measure it. Let  0 ∈ ∩T≥1  T , we set  η,T,0 (x) =  0 for all T, η > 0, x ∈ XZ. We
denote by µη,T (· |X ) the probability distribution of the Markov chain  η,T (X) with initial
point  0 and kernel Pη,T .
Let νη,T denote the probability distribution of (X,  η,T (X)); it is defined by setting for all
sets A ∈ (B(X))⊗Z and B ∈ (B( T ))⊗N
νη,T (A × B) =
∫
1A (x) 1B ( ) µη,T (d |x ) υ (dx) (3.4.3)







 η,T,i . (3.4.4)
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Since our chain depends on X, we make it explicit by using the notation f¯
;T ;n ( jX). The
cited (Łatuszyn´ski and Niemiro, 2011, Theorem 3.1) leads to a proposition that applies
to the numerical approximation of the Gibbs predictor (the proof is in Section 3.7.2). We
stress that this is independent of the model (CBS or any), of the set of predictors and of
the theoretical guarantees of Theorem 3.3.1.
Proposition 1. Let ‘ be a loss function meeting Assumption(L). Consider any process
X = (Xt)t2Z with an arbitrary probability distribution. Given T  2,  > 0, a set
of predictorsf f

;  2  Tgand  T 2 M 1+ ( T), let fˆ ;T ( jX) be dened by (3.3.1) and let
f¯
;T ;n ( jX) be dened by (3.4.4). Suppose that ;T meets Assumption(A) for  and T with
a function
;T : XZ ! (0; 1). Let  ;T denote the probability distribution of(X;  ;T (X))
as dened in (3.4.5). Then, for all n 1 and D > 0, with 
;T - probability at least
maxf0; 1   A






















(dy)  (dx) : (3.4.5)
We denote by  T =   T ;T the probability distribution of (X;  ;T (X)) setting
 =  T = T1=2=(4 logT). As Theorem 3.3.1 does not involve any simulation, it
also holds in  T- probability. From this and Proposition 1 a union bound gives us the
following.
Theorem 3.4.1. Under the hypothesis of Theorem3.3.1, consider moreover that
Assumption(A) is fullled by 
;T for all  =  T and T with T  4. Thus, for all





























whereE is dened in (3.3.3) and M(T; ") = A2
 T ;TT=("
2 log6 T) with A
;T as in (3.4.5).
Theorem 3.4.1 recalls the work of Kalai and Vempala (2002). They propose an ecient
implementation of Cover’s universal algorithm for portfolios (see Cover (1991)). The
mentioned algorithm relies on the evaluation of an integral. The method of Kalai and
Vempala (2002) introduces a randomized approximation of it and exhibits guaranties with
high probability.
3.5 APPLICATIONS TO THE AUTOREGRESSIVE PROCESS
We carefully recapitulate all the assumptions of Theorem 3.4.1 in the context of an
autoregressive process. After that, we illustrate numerically the behaviour of the proposed
method.
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3.5.1 Theoretical considerations
Consider a real valued stable autoregressive process of finite order d as defined by (3.2.1)
with parameter  lying in the interior of sd ( ) and unit normally distributed innovations
(Assumptions (M) and (I) hold). With the loss function ‘ (y; z) = jy   zj Assumption (L)
holds as well. The linear predictors is the set that we test; they meet Assumption (P-3).
Without loss of generality assume that dT = nT . In the described framework we have
fˆ









exp ( r T ( jX ))
 T

exp ( r T ( jX ))   T (d ) :
This ˆ
;T (X) 2 RdT is known as the Gibbs estimator.
Remark that, by (3.2.2) and the normality of the innovations, the risk of any ˆ 2 RdT is



























where   T = ( i; j)0i; jd T  1 is the covariance matrix of the process. In (3.5.1) the vector 
originally in Rd is completed by dT   d zeros.
In this context arg inf
 2RN R ( ) 2 sd(1) gives the true parameter  generating the process.
Let us verify Assumption (P-4) by setting conveniently  T and  T . Let  d  > 0 be such
that B ( ;  d  )  sd(1).
We express  T =
S dT
k=1  k;T where  2  k;T if and only if d ( ) = k. It is interesting to set
 k;T as the part of the stability domain of an AR(k) process satisfying Assumptions (P-1)
and (P-2). Consider  1;T = s1(1)  f0g dT  1 \ B1   0; log T   1  and  k;T = sk(1)  f0g dT  k \
B1
 
0; log T   1

n([ k  1k0=1  k0;T ) for k  2. Assume moreover that dT = blog Tc.
We write  T =
P dT
k=1 ck;T  k;T where for all k, ck;T  k;T is the restriction of  T to  k;T with
ck;T a real non negative number and  k;T a probability measure on  k;T . In this setup










A \  k;T

=ck;T if ck;T > 0 and  k;T

A \  k;T

= 0
otherwise. The vector [c1;T : : :cdT ;T ] could be interpreted as a prior on the model order. Set
ck;T = ck=(
P dT
i=1 ci) where ck > 0 is the k-th term of a convergent series (
P 1
k=1 ck = c
 < 1).
The distribution  k;T is inferred from some transformations explained below. Observe
first that if a  b we have sk(a)  sk(b). If  2 sk(1) then [ 1 : : :  k  k]0 2 sk(1) for any
 2 ( 1; 1). Let us set
 T ( ) = min
(
1;




We define Fk;T ( ) = [ T ( ) 1 : : :  kT ( ) k 0 : : : 0]
0 2 RdT . Remark that for any  2 sk(1),
kFk;T ( )k1   T ( )k k1  log T   1. This gives us an idea to generate vectors in  k;T . Our
distribution  k;T is deduced from:
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Algorithm 3: pik,T generation
input an effective dimension k, the number of observations T and Fk,T ;
generate a random  uniformly on sk(1);
return Fk,T ( )
The distribution pik,T is lower bounded by the uniform distribution on sk(1).
Provided any γ  1, let T

= minfT : dT  dγ, log T  d1/22dg. Sincesk(1)  B(0, 2k   1)
(see (Moulines et al., 2005, Lemma 1)) and k1/2k k  k k1 for any  2 Rk, the constraint
k k1  log T   1 becomes redundant in Θk,T for 1  k  d and T  T  , i.e. Θ1,T =
s1(1)  f0g dT  1 and Θk,T = sk(1)  f0g dT  k nΘk  1,T for 2  k  d. We define the sequence
of Assumption (P-4) as  T = 0 for T < T  and  T = arg inf  2ΘT R( ) for T  T  . Remark
that the first d components of  T are constant for T  T  (they correspond to the  2 Rd
generating the AR(d) process), and the last dT   d are zero. Let ∆1 = 2 log 2   1. Then,
we have for T < T

and all ∆ 2 [0,∆1 ]
piT [B ( T ,∆) \ ΘT ]  c1,Tpi1,T
[






Furthermore, for T  T

and ∆ 2 [0,∆d  ]
piT [B ( T ,∆) \ ΘT ]  cd,Tpid,T
[






Assumption (P-4) is then fulfilled for any γ  1 with
C1 = max
{
0, (R (0)   inf
 2ΘT












C3 = min f1, 4∆1 ,T  ∆d  g .
Let qη,T be the constant function 1, this means that the proposal has the same distribution
piT . Let us bound the ratio (3.4.2).
βη,T (X) = inf
 2ΘT
qη,T ( )






exp ( ηr T (z jX )) pik,T (dz)







exp ( ηr T (z jX )) pik,T (dz) > 0 . (3.5.2)
Now note that∣∣∣xt   f ((xt  i )i1 )∣∣∣  jxtj + d( )∑
j=1
∣∣∣θ j∣∣∣ ∣∣∣xt   j∣∣∣  log T max
j=0,...,d( )
∣∣∣xt   j∣∣∣ . (3.5.3)
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Plugging the bound (3.5.3) on (3.5.2) with  =  T








































Taking (3.5.4) into account, setting  = 1 (thus dT = blogTc), using Assumption (P-3),
that K = 1 and applying the Cauchy-Schwarz inequality we get
A












































As X1 is centered and normally distributed of variance  0,  [jX1j] = (2 0= )1=2 and
[exp(T 1=2 jX1j =4)] =  0T1=2 exp( 0T=32)=4.
From n  M  (T; ") = 9 30T2 exp ( 0T=16) =(2" 2 log
3 T) the result of Theorem 3.4.1 is
reached. This bound of M (T; ") is prohibitive from a computational viewpoint. That is
why we limit the number of iterations to a fixed n .
What we obtain from MCMC is f¯
 T ;T;n (y jX) = ¯ 0
 T ;T;n (X) y1:dT with ¯  T ;T;n (X) =P n 1
i=0   T ;T;i (X) =n. Remark that f¯  T ;T;n ( jX) = f ¯






























Consider 100 realisations of an autoregressive processes X simulated with the same  2
sd ( ) for d = 8 and  = 3=4 and with  = 1. Let c(i) , i = 1; 2 the sequences defining two
dierent priors in the model order:
1. c(1)k = k 2 , the sparsity is favoured,
2. c(2)k = e
 k , the sparsity is strongly favoured.
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For each sequence c and for each value of T ∈ {2 j, j = 6, . . . , 12} we compute ¯ ηT ,T,n∗ , the
MCMC approximation of the Gibbs estimator using Algorithm 4 with η = ηT .
Algorithm 4: Independent Hastings Sampler
input the sample X1:T of X, the prior c, the learning rate η, the generators pik,T for
k = 1, . . . , dT and a maximum iterations number n∗;
initialization  η,T,0 = 0;
for i=1 to n∗ − 1 do
generate k ∈ {1, . . . , dT } using the prior c;
generate  candidate ∼ pik,T ;
generate U ∼ U(0, 1);
if U ≤ αη,T,X( η,T,i−1,  candidate) then
 η,T,i =  candidate else
 η,T,i =  η,T,i−1;
return ¯ η,T,n∗ (X) =
∑n∗−1
i=0  η,T,k (X) /n
∗.
The acceptance rate is computed as αη,T,X( 1,  2) = exp (ηrT ( 1 |X ) − ηrT ( 2 |X )).
Algorithm 3 used by the distributions pik,T generates uniform random vectors on sk (1)
by the method described in Beadle and Djuric´ (1999). It relies in the Levinson-Durbin
recursion algorithm. We also implemented the numerical improvements of Andrieu and
Doucet (1999).
Set ε = 0.1. Figure 3.1 displays the (1 − ε)-quantiles in data R( ¯ ηT ,T,n∗ (X)) − (2/pi)1/2σ2
for c(1) and c(2) using different values of n∗.
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Figure 3.1 : The plots represent the 0.9-quantiles in data R( ¯ ηT ,T,n∗ (X)) − (2/pi)1/2σ2 for
T = 32, 64, . . . , 4096. The graph on the left corresponds to the order prior c(1)k = k
−2 while
that on the right corresponds to c(2)k = e
−k. The solid curves were plotted with n∗ = 100,




Note that, for the proposed algorithm the risk in prediction decreases very slowly when the
number T of observations grows and the number of MCMC iterations remains constant.
If n∗ = 1000 the decaying rate is faster than if n∗ = 100 for smaller values of T . For
T ≥ 2000 we observe that both rates are roughly the same in the logarithmic scale. This
behaviour is similar in both cases presented in Figure 3.1. As expected, the risk of the
approximated predictor does not converge as log3 T/T 1/2.
3.6 DISCUSSION
There are two sources of error in our method: prediction (of the exact Gibbs predictor) and
approximation (using the MCMC). The first one decays when T grows and the obtained
guarantees for the second one explode. We found a possibly pessimistic upper bound for
M(T, ε). The exponential growing of this bound is the main weakness of our procedure.
The use of a better adapted proposal in the MCMC algorithm needs to be investigated.
The Metropolis Langevin Algorithm (see Atchadé (2006)) gives us an insight in this
direction. We refer also to the contribution of Dalalyan and Tsybakov (2012). However it
is encouraging to see that, in the analysed simulation study, the risk of f¯ηT ,T,n∗ (· |X ) does
not increase with T .
ACKNOWLEDGEMENTS
The author is specially thankful to François Roueff, Christophe Giraud, Peter
Weyer-Brown and the two referees for their extremely careful readings and highly
pertinent remarks which substantially improved the paper. This work has been partially
supported by the Conseil régional d’Île-de-France under a doctoral allowance of its
program Réseau de Recherche Doctoral en Mathématiques de l’Île de France (RDM-IdF)
for the period 2012 - 2015 and by the Labex LMH (ANR-11-IDEX-003-02).
3.7 TECHNICAL PROOFS
3.7.1 Proof of Theorem 3.3.1
The proof of Theorem 3.3.1 is based on the same tools used by Alquier and Wintenberger
(2012) up to Lemma 3. For the sake of completeness we quote the essential ones.
We denote byM1+ (F) the set of probability measures on the measurable space (F,F ). Let
ρ, ν ∈ M1+ (F), K (ρ, ν) stands for the Kullback-Leibler divergence of ν from ρ.








) ρ (d ) , if ρ  ν,
+∞ , otherwise .
The first lemma can be found in (Catoni, 2004, Equation 5.2.1).
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Lemma 1 (Legendre transform of the Kullback divergence function). Let (F,F ) be any













(ρ [h] − K (ρ, ν))
 ,
with the convention ∞ − ∞ = −∞. Moreover, as soon as h is upper-bounded on the
support of ν, the supremum with respect to ρ in the right-hand side is reached by the
Gibbs measure ν {h}.
For a fixed C > 0, let ξ˜(C)t = max {min {ξt,C} ,−C}. Consider X˜t = H(˜ξ(C)t , ξ˜(C)t−1, . . .).
Denote X˜ = (X˜t)t∈Z and by R˜ ( ) and r˜T
(

∣∣∣X˜ ) the respective exact and empirical risks
associated with X˜ in  .
R˜ ( ) = E
[
`




∣∣∣X˜ ) = 1




(̂˜X t , X˜t) ,
where ̂˜X t = f ((X˜t−i)i≥1).
This thresholding is interesting because truncated CBS are weakly dependent processes
(see (Alquier and Wintenberger, 2012, Section 4.2)).
A Hoeffding type inequality introduced in (Rio, 2000, Theorem 1) provides useful
controls on the difference between empirical and exact risks of a truncated process.
Lemma 2 (Laplace transform of the risk). Let ` be a loss function meeting Assumption (L)
and X = (Xt)t∈Z a process satisfying Assumption (M). For all T ≥ 2, any { f  ,  ∈ ΘT }
satisfying Assumption (P-1), ΘT such that dT , defined in (3.2.7), is at most T/2, any







R˜( ) − r˜T
(























. The constants A˜∗ and A∗ are defined in (3.2.4)
and (3.2.5) respectively, K and LT in Assumptions (L) and (P-1) respectively.
The following lemma is a slight modification of (Alquier and Wintenberger, 2012, Lemma
6.5). It links the two versions of the empirical risk: original and truncated.
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Lemma 3. Suppose that Assumption(L) holds for the loss function‘ , Assumption(M)
holds for X = (Xt)t2Z and Assumption(I) holds for the innovations with = A ; A is
dened in (3.2.5). For all T  2, any f f

;  2  Tgmeeting Assumption(P-1) with  T
such that dT , dened in (3.2.7), is at most T=2, any truncation level C> 0 and any
























 exp(’ (T;C;  )) ;
where












with K and LT dened in Assumptions(L) and(P-1) respectively.
Finally we present a result on the aggregated predictor dened in (3.3.1). The proof is
partially inspired by that of (Alquier and Wintenberger,2012, Theorem 3.2).
Lemma 4. Let ‘ be a loss function such that Assumption(L) holds and let X = (Xt)t2Z
a process satisfying Assumption(M) with probability distribution. For each T  2 let
f f

;  2  Tgbe a set of predictors and T 2 M 1+ ( T) any prior probability distribution on
 T . We build the predictorf;T ( jX) following (3.3.1) with any > 0. For any" > 0 and










2M 1+ ( T )
(



























































Proof. We use Tonelli’s theorem and Jensen’s inequality with the convex functiong t










































  (yt  i )i1    yt   (y)
3
7777777775
 T f  r T ( jX)g(d ) =  T f  r T ( jX)g[R] :
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Observe that, since the process is stationary, the previous computations are valid for any
t = 1, . . . ,T . As explained in Section 2.3.1.1, the prediction risk, a priori defined as a
mean, is the expectation of the error in just one instance.
In the remainder of this proof we search for upper bounding piT {−ηrT (· |X )} [R].
First, we use the relationship:




· ∣∣∣X˜ )) + (R − R˜) − (rT (· |X ) − r˜T (· ∣∣∣X˜ )) . (3.7.3)
For the sake of simplicity and while it does not disrupt the clarity, we lighten the notation
of rT and r˜T . We now suppose that in the place of  we have a random variable distributed
as piT ∈ M1+ (ΘT ). This is taken into account in the following expectations. The identity































































∣∣∣∣(R − R˜) ( ) − (rT − r˜T ) ( )∣∣∣∣)])1/2 . (3.7.4)
Observe now that R ( ) = E [rT ( |X )] and R˜ (  ) = E[˜rT ( |X˜)]. Jensen’s inequality for the





∣∣∣R ( ) − R˜ ( )∣∣∣) ≤ exp (ηE [sup
 ∈ΘT







∣∣∣∣rT ( |X ) − r˜T (  ∣∣∣X˜ )∣∣∣∣)] . (3.7.5)














∣∣∣R ( ) − R˜ ( )∣∣∣) exp (η sup
 ∈ΘT









∣∣∣∣rT ( |X ) − r˜T (  ∣∣∣X˜ )∣∣∣∣)])2 . (3.7.6)

























∣∣∣∣rT ( |X ) − r˜T (  ∣∣∣X˜ )∣∣∣∣)] . (3.7.7)
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Let Lη,T,C = log((E[exp(η(R˜ − r˜T ))])1/2E[exp(η sup
 ∈ΘT |rT ( |X) − r˜T ( |X˜)|)]). Remark that
the left term of (3.7.7) is equal to the integral of the expression enclosed in brackets with




(ηρ[R − rT (· |X )] − K (ρ, piT ))
 ≤ exp (L2η,T,C) .
Markov’s inequality implies that for all ε > 0, with υ- probability at least 1 − ε
sup
ρ∈M1+(ΘT )





− L2η,T,C ≤ 0 .
Hence, for any piT ∈ M1+ (ΘT ) and η > 0, with υ- probability at least 1 − ε, for all
ρ ∈ M1+ (ΘT )
ρ [R − rT (· |X )] − 1
η









≤ 0 . (3.7.8)
By setting ρ = piT {−ηrT (· |X )} and relying on Lemma 1, we have














= piT {−ηrT } [−ηrT ] − log (piT [exp (−ηrT )])







+K (ρ, piT )}
Using (3.7.8) with ρ = piT {−ηrT (· |X )} it follows that, with υ- probability at least 1 − ε,
piT {−ηrT (· |X )} [R] ≤ inf
ρ∈M1+(ΘT )
{










To upper bound ρ[rT (·|X)] we use an upper bond on ρ [rT (·|X) − R]. We obtain an
inequality similar to (3.7.8) with ρ [R − rT (·|X)] replaced by ρ [rT (·|X) − R] and Lη,T,C
replaced by L′η,T,C = log((E[exp(η(˜rT − R˜))])1/2E[exp(η sup ∈ΘT |rT ( |X)− r˜T ( |X˜)|)]). This
provides us another inequality satisfied with υ- probability at least 1 − ε. To obtain a υ-
probability of the intersection larger than 1 − ε we apply previous computations with ε/2
instead of ε and hence,















































∣∣∣∣rT ( |X ) − r˜T (  ∣∣∣X˜ )∣∣∣∣)]) .

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We can now prove Theorem 3.3.1.
Proof. Let pi0,C denote the distribution on XZ ×XZ of the couple (X, X˜). Fubini’s theorem














































Consider the set of probability measures
{
ρ
 T ,∆,T ≥ 2, 0 ≤ ∆ ≤ ∆T
} ⊂ M1+ (ΘT ), where
 T is the parameter defined by Assumption (P-4) and ρ T ,∆ ( ) ∝ piT ( ) 1B( T ,∆)∩ΘT ( ).
Lemma 4, together with Lemma 3, (3.7.9) and (3.7.10) guarantee that for all 0 < η ≤
T/8 (1 + LT )
R
(
fˆη,T (· |X )




 T ,∆ [R] +
2K (ρ










+ 4ϕ(T,C, 2η) . (3.7.11)
Thanks to assumptions (L) and (P-3), for any T ≥ 2 and  ∈ B ( T ,∆)









)∣∣∣∣∣∣] ≤ KDd1/2T ∆ . (3.7.12)
For T ≥ 4 Assumption (P-4) gives
K (ρ





piT [B ( T ,∆) ∩ ΘT ]
)
≤ −n1/γT log (∆) − log (C2) . (3.7.13)
Plugging (3.7.12) and (3.7.13) into (3.7.11) and using again Assumption (P-4)
R
(
fˆη,T (· |X )
∣∣∣ X) ≤ R ( T ) + inf
0≤∆≤∆T
E1d1/2T ∆ − 2n1/γT log (∆)η
 + E2η (1 + LT )2 C2T
+
E3 (1 + LT ) C
exp (A∗C) − 1 +
2 log (2/ε) − 2 log (C2)
η
+
E4 (1 + LT )2 η
T
, (3.7.14)




, E3 = 8Kφ(A∗)A∗ and E4 = 32K2φ(A∗).
We upper bound dT by T/2, nT by logγ T and substitute ∆T = C3/T . Since it is difficult to
minimize the right term of (3.7.14) with respect to η and C at the same time, we evaluate
them in certain values to obtain a convenient upper bound.
At a fixed ε, the convergence rate of
[
2 log (2/ε) − 2 log (C2)] /η + E4 (1 + LT )2 η/T is
at best log T/T 1/2, and we get it doing η ∝ T 1/2/ log T . As η ≤ T/8(1 + LT ) we set
η = ηT = T 1/2/(4 log T ).
The order of the already chosen terms is log3 T/T 1/2, doing C = log T/A∗ we preserve it.
Taking into account that R ( T ) ≤ inf  ∈ΘT R ( ) + C1 log3 T/T 1/2 the result follows. 
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3.7.2 Proof of Proposition 1







































Observe that the last expression depends on X1:T and  ;T (X). We bound the expectation
to infer a bound in probability.























































(dy)  (dx) : (3.7.15)
We are then interested in upper bounding the expression under the square root. To that
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 (dx) :










In this work, we study the problem of aggregating a finite number of predictors for
non-stationary sub-linear processes. We provide oracle inequalities relying essentially
on three ingredients: 1) a uniform bound of the `1 norm of the time varying sub-linear
coefficients, 2) a Lipschitz assumption on the predictors and 3) moment conditions on the
noise appearing in the linear representation. Two kinds of aggregations are considered
giving rise to different moment conditions on the noise and more or less sharp oracle
inequalities. We apply this approach for deriving an adaptive predictor for locally
stationary time varying autoregressive (TVAR) processes. It is obtained by aggregating
a finite number of well chosen predictors, each of them enjoying an optimal minimax
convergence rate under specific smoothness conditions on the TVAR coefficients. We
show that the obtained aggregated predictor achieves a minimax rate while adapting to the
unknown smoothness. To prove this result, a lower bound is established for the minimax
rate of the prediction risk for the TVAR process. Numerical experiments complete this
study. An important feature of this approach is that the aggregated predictor can be
computed recursively and is thus applicable in an online prediction context.
4.1 INTRODUCTION
In many applications where high frequency data are observed, we wish to predict the
next values of this time series through an online prediction learning algorithm able to
process a large amount of data. The classical stationarity assumption on the distribution
of the observations has to be weakened to take into account some smooth evolution of
the environment. From a statistical modelling point of view this is described by some
time varying parameters. In order to sequentially track them from high-frequency data,
the algorithms must require few operations and a low storage capacity to update the
parameters estimation and the prediction after each new observation. The most common
online methods are least mean squares (LMS), normalised least mean squares (NLMS),
regularised least squares (RLS) or Kalman. All of them rely on the choice of a gradient
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step, a forgetting factor, or more generally on a tuning parameter corresponding to some
a priori knowledge on how smoothly the local statistical distribution of the data evolves
along the time. To adapt automatically to this smoothness, usually unknown in practice,
we propose to use an exponentially weighted aggregation of several such predictors, with
various tuning parameters. We emphasize that to meet the online constraint, we cannot
use methods that require a large amount of computations (such as cross validation).
The exponential weighting technique in aggregation have been developed in parallel in
the machine learning community (see the seminal paper Vovk (1990)), in the statistical
community (see Catoni (1997); Yang (2000a, 2004); Leung and Barron (2006), or more
recently Dalalyan and Tsybakov (2008); Audibert (2009); Rigollet and Tsybakov (2012))
and in the game theory community for individual sequences prediction (see Cesa-Bianchi
and Lugosi (2006) and Stoltz (2011) for recent surveys). In contrast to the classical
statistical setting, in the individual sequence setting the observations are not assumed
to be generated by an underlying stochastic process. The link between both settings has
been analyzed in Gerchinovitz (2011) for the regression model with fixed and random
designs.
Exponential weighting has also been investigated in the case of weakly dependent
stationary data in Alquier and Wintenberger (2012). More recently, an approach inspired
from individual sequences prediction has been studied in Anava et al. (2013) for bounded
ARMA processes under some specific conditions on the (constant) ARMA coefficients.
In this contribution, we consider two possible aggregation schemes based on exponential
weights which can be computed recursively. We provide oracle inequalities applying to
the aggregated predictor under the following main assumptions that 1) the observations
are sub-linearly with respect to a sequence of random variables with possibly time varying
linear coefficients and 2) the predictors to be aggregated are Lipschitz functions of the
past. An important feature of our observation model is that it embeds the well-known class
of locally stationary processes. We refer to Dahlhaus (2009) and the references therein
for a recent general view about statistical inference for locally stationary processes. As an
application, we focus on a particular locally stationary model, that of the time varying
autoregressive (TVAR) process. The minimax rate of certain recursive estimators of
the TVAR coefficients is studied in Moulines et al. (2005). To our knowledge, there
is not a well-established method on the automatic choice of the gradient step when the
smoothness index is unknown. Here, we are interested in the prediction problem which
is closely related to the estimation problem. We show that the proposed aggregation
methods provide a solution to this question, in the sense that they give rise to recursive
adaptive minimax predictors.
The paper is organized as follows. In Section 4.2, we provide oracle inequalities for
the aggregated predictors under general conditions applying to non-stationary sub-linear
processes. TVAR processes are introduced in Section 4.3 in a non-parametric setting
based on Hölder smoothness assumptions on the TVAR coefficients. A lower bound of
the prediction risk is given in this setting and this result is used to show that the proposed
aggregation methods achieve the minimax adaptive rate. Section 4.4 contains the proofs
of the oracle inequalities. The proof of the lower bound of the minimax prediction risk
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is presented in Section 4.5. Numerical experiments illustrating these results are then
described in Section 4.6. Three appendices complete this paper. Section 4.7 explains
how to build non-adaptive minimax predictors which can be used in the aggregation step,
Section 4.8 contains some postponed proofs and useful lemmas, and Section 4.9 provides
additional results with improved aggregation rates.
4.2 ONLINE AGGREGATION OF PREDICTORS FOR
NON-STATIONARY PROCESSES
4.2.1 General model
In this section, we consider a time series (Xt)t∈Z admitting the following non-stationary
sub-linear property with respect to the non-negative process (Zt)t∈Z.




At( j) Zt− j , (4.2.1)





At( j) < ∞ . (4.2.2)
Additional assumptions will be required on (Zt)t∈Z to deduce useful properties for (Xt)t∈Z.
Note for instance that the condition on A∗ in (4.2.2) guarantees that, if (Zt)t∈Z has a
uniformly bounded Lp-norm, the convergence of the infinite sum in (4.2.1) holds almost
surely and in the Lp-sense, with both convergences defining the same limit. It follows
that (Xt)t∈Z also has uniformly bounded Lp moments. Let us give some particular contexts
where the representation (M-1) can be used.
Example 12 (Time varying linear processes). Standard weakly stationary processes
such as ARMA processes (see Brockwell and Davis (2006)) admit a Wold




a( j)ξt− j ,
where (ξt)t∈Z is a weak white noise with, says, unit variance. This model, sometimes





a( j)ξt− j ,
and additional assumptions on the existence of higher moments for (ξt)t∈Z or on the
independence of the ξt’s are often used for statistical inference or prediction, see
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(Brockwell and Davis, 2006, Chapters 7 and 8). Because the sequence (At( j)) j∈Z may
vary with t in (M-1), we may extend this standard stationary setting and also consider




at( j) ξt− j , (4.2.3)
where (ξt) is a sequence of centered independent random variables with unit variance
and (at( j))t, j∈Z is supposed to satisfy (4.2.2) with At( j) = |at( j)|, so that (M-1) holds
with Zt = |ξt|. For this general class of processes, statistical inference is not easily
carried out : each new observation Xt comes with a new unknown sequence (at( j)) j∈Z.
However additional assumptions on this set of sequences allow to derive and study
appropriate statistical inference procedures. A sensible approach in this direction is
to consider a locally stationary model as introduced in Dahlhaus (1996b). In this
framework, the set of sequences {(at( j)) j∈Z, 1 ≤ t ≤ T } is controlled as T → ∞
by artificially (but meaningfully) introducing a dependence in T , hence is written as
(at,T ( j)) j∈Z,1≤t≤T , and by approximating it with a set of sequences rescaled on the time







∣∣∣∣∣at,T ( j) − a ( tT , j
)∣∣∣∣∣ < ∞ .
Then various interesting statistical inference problems based on X1, . . . , XT can be
tackled by assuming some smoothness on the mapping u 7→ a(u, j) and, possibly,
additional assumptions on the structure of the sequence (a(u, j)) j∈Z for each u ∈ [0, 1]
(see Dahlhaus (2009) and the references therein).
Example 13 (TVAR model). A particular instance of Example 12 is the time varying




θ j,tXt− j + σtξt ,
where (ξt)t∈Z is a white noise process; see Grenier (1983). It turns out that, in
the framework introduced by Dahlhaus (1996b), under suitable assumptions, such
processes admit a time varying linear representation of the form (4.2.3); see Künsch
(1995); Dahlhaus (1996b). In Section 4.3, we focus on such a class of processes and
use the aggregation of predictors to derive adaptive minimax predictors under specific
smoothness assumptions on the time varying coefficients.
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Example 14 (A non-linear extension). It can also be interesting to consider non-linear
extensions of Example 13. A simple example is obtained by setting
Xt = gt(Xt−1) + ξt ,
where (ξt)t∈Z is an i.i.d. sequence and gt is a time varying sub-linear sequence of
functions satisfying, for all t that
|gt(x)| ≤ α|x| ,
for some α ∈ (0, 1). Since gt is no longer linear but sub-linear, such a model does not
enjoy an exact linear representation of the form (4.2.3). Nevertheless, since we have
|Xt| ≤ α|Xt−1| + |ξt| ,
and iterating this equation backwards yields Assumption (M-1) with Zt = |ξt| and
At( j) = α j. In the stationary case, where g = gt does not depend on t, a well-known
non-linear extension is the threshold autoregressive model where g is piecewise linear;
see Tong and Lim (1980).
Our goal in this section is to derive oracle bounds for the aggregation of predictors that
hold for the general model (M-1) with one of the two following additional assumptions
on (Zt)t∈Z.

















Assumptions (N-1) and (N-2) appear to be quite mild. As mentioned in Example 12,
basic assumptions in stationary time series usually include moments of sufficiently high
order for the innovations and their independence, or rely on the Gaussian assumption,
which is contained in (N-2). We also note that, in the context of locally stationary time
series, our assumptions on the innovations are weaker than those used in the recent works
Dahlhaus and Polonik (2006, 2009); Dahlhaus (2009). Precise comparisons between our
assumptions and usual ones in the aggregation literature will be given after Corollary 1.
4.2.2 Aggregation of predictors
Let (xt)t∈Z be a real valued sequence. We say that x̂t is a predictor of xt if it is a measurable
function of (xs)s≤t−1. Throughout this paper, the quality of a sequence of predictors
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(x̂t)1≤t≤T is evaluated for some T ≥ 1 using the `2 loss averaged over the time period






x̂t − xt)2 .
Now, given a collection of N sequences of predictors
{
(x̂(i)t )1≤t≤T , 1 ≤ i ≤ N
}
, we wish
to sequentially derive a new predictor which predicts almost as accurately as or more
accurately than the best of them.
In the present paper and for our purposes, aggregating the predictors amounts to compute
a convex combination of them at each time t. This corresponds to choosing at each time t
an element αt of the simplex
SN =











We consider two strategies of aggregation, which are studied in the context of bounded
sequences in Cesa-Bianchi and Lugosi (2006); Catoni (2004). More recent contributions
and extensions can be found in Gerchinovitz (2011). See also Stoltz (2011) for a
pedagogical introduction. These strategies are sequential and online, meaning that
(i) to compute the aggregation weights αt at time t, only the values of {x̂(i)s , 1 ≤ i ≤ N}
and xs up to time s = t − 1 are used
(ii) the computation can be done recursively by updating a set of quantities, the number
of which does not depend on t.
These two properties are met in the Algorithm 5 detailed below.








t , 1 ≤ t ≤ T ,
with some specific weights α̂i,t defined as follows.
Strategy 1: building weights from the gradient of the quadratic loss
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with the convention that a sum over no element is zero, so α̂i,1 = 1/N for all i.
The parameter η > 0, usually called the learning rate, will be specified later.
Strategy 2: building weights from the quadratic loss

















with again the convention that a sum over no element is zero.
Algorithm 5: Online computation of the aggregation algorithms.
parameters the learning rate η (in (0,∞)) and the strategy (1 or 2);
initialization t = 1, α̂t = (1/N)i=1,...,N;










and when input a new xt;
do
t = t + 1;
for i = 1 to N do
switch strategy do
case 1

























Both strategies yield the same algorithm up to the line where vi,t is computed. For sake of
brevity we write only one algorithm (see Algorithm 5) and use a switch/case statement to
distinguish between the two strategies. Note, however, that the choice of the strategy (1
or 2) holds for the whole sequence of predictions.
The literature (we refer to Cesa-Bianchi and Lugosi (2006)) reports that Strategy 1
provides guarantees for (x̂t)1≤t≤T compared to the best constant convex combination of
predictors (the convex regret bounds evoked in page 94) while Strategy 2 gives them with
respect to the best predictor (best predictor regret bounds). The regret of Strategy 1 is
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of the order of T−1/2. On the other hand, the regret of Strategy 2 is of the order of T−1
for a well-chosen η when both, observations and predictors are bounded. This means that
depending on the context, one strategy can be more suitable that the other one. In the next
section we study their application to the non-stationary sub-linear framework.
4.2.3 Oracle bounds
We establish oracle bounds on the average prediction error of the aggregated predictors.
These bounds ensure that the error is equal to that associated with the best convex
combination of the predictors or with the best predictor (depending on the aggregation
strategy), up to two remaining terms. One remaining term depends on the number N of
predictors to aggregate and the other one on the variability of the original process. The
learning rate η can then be chosen to achieve the best trade-off between these two terms.
The second remaining term indirectly depends on the variability of the predictors. We
control below this variability in terms of the variability of the original process by using
the following Lipschitz property.
Definition 7. Let L = (Ls)s≥1 be a sequence of non-negative numbers. A predictor x̂t of xt
from (xs)s≤t−1 is said to be L-Lipschitz if∣∣∣̂xt∣∣∣ ≤∑
s≥1
Ls |xt−s| .
We more specifically consider a sequence L satisfying the following assumption.




L j < ∞ . (4.2.7)
This condition is trivially satisfied by constant linear predictors depending only on a
finite number of previous observations, that is, x̂t =
∑d
s=1 Ls xt−s. In Section 4.7.1,
we extend this case in the context of the TVAR process where the coefficients Ls
are replaced by estimates of the time varying autoregressive coefficients. More
generally, Assumption (L-1) appears to be quite natural in the general context where
E[Xt|(Xt−s)s≥1] = ft((Xt−s)s≥1), where ft is a Lipschitz function from RN∗ to R, with
Lipschitz coefficients satisfying a condition similar to (4.2.7); see, for instance, Doukhan
and Wintenberger (2008) in the case of stationary time series.
We now state two upper-bounds on the mean quadratic prediction error of the aggregated
predictors defined in the previous section, when the process X fulfills the sub-linear
property (M-1).
Theorem 4.2.1. Assume that Assumption (M-1) holds. Let {(X̂(i)t )1≤t≤T , 1 ≤ i ≤ N} be a
collection of sequences of L-Lipschitz predictors with L satisfying (L-1).
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(i) Assume that the noise Z fulfills (N-1) with p = 4 and let X̂ = (X̂t)1≤t≤T denote the






















+ 2η (1 + L∗)4 A4∗m4 . (4.2.8)
(ii) Assume that the noise Z satisfies (N-1) with a given p > 2 and let X̂ = (X̂t)1≤t≤T






















+ (2η)p/2−1Ap∗ (1 + L∗)
pmp . (4.2.9)
(iii) Assume that the noise Z fulfills (N-2) for some positive ζ and let X̂ = (X̂t)1≤t≤T











































(φ(ζ))λ A∗(1+L∗)/ζ . (4.2.11)
Remark 1. The bounds (4.2.8), (4.2.9) and (4.2.11) are explicit in the sense that
all the constants appearing in them are directly derived from those appearing in
Assumptions (M-1), (L-1), (N-1) and (N-2).
The proof can be found in Section 4.4.2. A crucial ingredient of it is a lemma gathering
useful adaptations of well-known inequalities applying to the aggregation of deterministic
predicting sequences.
Lemma 5. Let (xt)1≤t≤T be a real valued sequence and {(x̂(i)t )1≤t≤T , 1 ≤ i ≤ N} be
a collection of predicting sequences. Define (x̂t)1≤t≤T as the sequence of aggregated
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where yt = |xt| + max1≤i≤N |̂x(i)t |.
Define now (x̂t)1≤t≤T as the sequence of aggregated predictors obtained with the






























where yt = |xt| + max1≤i≤N |̂x(i)t |.
The proof is postponed to Section 4.4.1.
The following corollary is obtained by choosing η (and λ in Case (iii)) adequately in the
three cases of Theorem 4.2.1.
Corollary 1. Assume that Assumption (M-1) holds. Let {(X̂(i)t )1≤t≤T , 1 ≤ i ≤ N} be a
collection of sequences of L-Lipschitz predictors with L satisfying (L-1).
(i) Assume that the noise Z fulfills (N-1) with p = 4 and let X̂ = (X̂t)1≤t≤T denote the
aggregated predictor obtained using the weights (4.2.5) with
η =
1






























with C1 = 2 (2m4)1/2 (1 + L∗)2 A2∗.
(ii) Assume that the noise Z satisfies (N-1) with a given p > 2 and let X̂ = (X̂t)1≤t≤T
denote the aggregated predictor obtained using the weights (4.2.6) with
η =
1






























with C2 = 3m
2/p
p (1 + L∗)2 A2∗.
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(iii) Assume that the noise Z fulfills (N-2) for some positive ζ and let X̂ = (X̂t)1≤t≤T



















































(Note that when (log N)/T → 0, the term between curly brackets is equivalent to
(log(T/ log N))2).
Cases (i) and (ii) in Corollary 1 follow directly from Theorem 4.2.1. Case (iii) is more
delicate since it requires optimizing λ as well as η in the second line of (4.2.11). The
details are postponed to Section 4.4.3.
Remark 2. We observe that the bound in (4.2.19) improves that in (4.2.17) for any
p > 2. For p > 4, the remaining term (log N/T )1−2/p in (4.2.17) is smaller than the
remaining term (log N/T )1/2 in (4.2.15). Similarly, the remaining term log N (log T )2/T
in (4.2.19) is smaller than (log N/T )1/2 in (4.2.15). Yet, we emphasize that the oracle
inequalities (4.2.17) and (4.2.19) compare the prediction risk of X̂ to the prediction risk
of the best predictor X̂(i), while the oracle inequality (4.2.15) compare the prediction risk
of X̂ to the prediction risk of the best convex combination of the predictors X̂(i), so they
cannot be directly compared.
Remark 3. As explained in Section 4.9, under the hypotheses of Cases (ii) and (iii) and
for certain values of T and N, using a more involved aggregation step, we can get a
new predictor satisfying an oracle inequality better than that in (4.2.15). For example,
under the hypotheses of Case (iii), for T > N2(log T )6, the remaining term (log N/T )1/2
in (4.2.15) can be replaced by N(log T )3/T which is smaller; see the inequality (4.9.7)
page 125. Yet, this aggregation has a prohibitive computational cost and seems difficult
to implement in practice.
Remark 4. In Cases (ii) and (iii), which correspond to the weights (4.2.6), the choice
of the optimal η depends on the assumptions on the noise, namely (N-1) or (N-2).
Under a moment condition of order p, the optimal η is of order (log N/T )2/p and
under an exponential condition, it is of order (log T )−2. It is known from (Catoni,
2004, Proposition 2.2.1) and (Yang, 2004, Theorem 5) that η can be chosen as a
constant (provided that it is small enough) under a bounded noise condition, or under an
exponential moment condition on the noise for predictors at a bounded distance from the
conditional mean. Hence, coarsely speaking, the heavier the tail of the noise, the smallest
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η should be chosen. Observing that η allows us to tune the influence of the empirical risk
on the weights from no influence at all (η = 0 yielding uniform weights) to the selection
of the empirical risk minimizer (η → ∞), the specific choices of η can be interpreted as
follows : the heavier the tail of the noise, the less we can trust the empirical risk.
Remark 5. The main limitation of the result is that, in each case, the proposed optimal
learning rate η relies on a precise knowledge about the process (through the values of
L∗, A∗, mp and ζ). In several aggregation algorithms (polynomial weights or exponential
weights for example) the learning rate η changes on time and an ηt, calibrated from the
observed data, is defined for all t ≥ 1. These methods also allow to obtain satisfying
regret bounds. As an example, under the assumptions of Case (i), (Cesa-Bianchi et al.,
























where C is an absolute constant and X̂t is built without any previous information about
(Xt)1≤t≤T or its predictors. Algorithms in this fashion should be explored in all the cases
of our framework.
Comparison with previous works : In the literature, prediction risk bounds of the
form (4.2.15) (Case (i) of Corollary 1) are sometimes called convex regret bounds, and
prediction risk bounds of the form (4.2.17) and (4.2.19) (Cases (ii) and (iii) of Corollary 1)
are sometimes called best predictor regret bounds.
Sancetta (2010) exhibits convex regret bounds in a setting close to ours, namely for an
online aggregation of predictors for a sequence of possibly dependent random variables.
Under our moment condition (N-1) with p = 4, (Sancetta, 2010, Theorem 2) provides
an upper bound similar to (4.2.15) but with our remaining term (log N/T )1/2 replaced by
(N log(N)/T )1/2. Under the exponential condition (N-2), (Sancetta, 2010, Theorem 1)
provides an upper bound similar to (4.2.15) but with a remaining term (log N/T )1/2 ×
(log(NT ))2, which is still larger than our remaining term under moment conditions.
Best predictor regret bounds can be found in Yang (2004) for some sequences of possibly
dependent random variables. The predictors are assumed to remain at a bounded distance
to the conditional means and the scaled innovation noise is assumed to have either a
known distribution (satisfying a certain technical condition) or an exponential moment.
The regret bounds are presented in a slightly different fashion from ours but it is easy to
see that a similar result as our bound (4.2.19) is obtained in this setting. However, we do
not require to have bounded prediction errors and our conditions on the noise are milder.
The i.i.d. setting has received much more attention and, even if the setting is quite
different, it is interesting to briefly compare our results to previous works in this case. Let
us start with the convex regret bound in Case (i) of Corollary 1. Most of the existing results
(see, for instance, Juditsky and Nemirovski (2000); Yang (2000a); Tsybakov (2003) or
Wang et al. (2014) for recent extensions to `q aggregation) assume the predictors to
be bounded and various conditions on the noise are considered (very often the noise is
assumed to be Gaussian). In such settings, the best possible remaining term typically
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takes the form (log N/T )1/2 when N is much larger than T 1/2 and of the form N/T if N
is smaller than T 1/2; see (Juditsky and Nemirovski, 2000, Theorem 3.1), (Yang, 2004,
Theorem 6) and (Tsybakov, 2003, Theorem 2). Hence our bound (4.2.15) is similar only
in the case where N is much larger than T 1/2. However, as explained in Remark 3 and
Section 4.9, when T is larger than N2 and under the moment condition (N-2), we can get
via a more involved aggregation procedure, a convex regret bound with a remaining term
of the same order N/T up to a (log T )3 factor (see inequality (4.9.7) page 125). Let us
now compare our bound (4.2.17) in Case (ii) to optimal bounds in the i.i.d. setting under
moment conditions on the noise. Corollary 7.2 and Theorem 8.6 in Audibert (2009)
shows that the optimal aggregation rate is (log N/T )1−2/(p+2) in the i.i.d. setting with
bounded predictors and moment conditions of order p on the noise. Our remaining term
(log N/T )1−2/p in (4.2.17) is slightly larger, yet an inspection of the proof of (Audibert,
2009, Corollary 7.2) shows that the aggregation rate would also be (log N/T )1−2/p in this
corollary, if the predictors were assumed to have a moment condition of order p instead of
being uniformly bounded (we are not aware of any lower bound in this setting matching
this rate). Finally, when the data and the predictors are bounded, the best aggregation
rate is known to be (log N)/T in the i.i.d. setting; see, for example, (Audibert, 2009,
Theorem 8.4). Our bound (4.2.19) in Case (iii) achieves the same rate up to a (log T )2
factor.
Last but not least, Lemma 5 extends classical results in individual sequences prediction.
When observations and predictors are bounded, a well-chosen η allows to obtain best
predictor regret bounds of the order of (log N)/(Tη) (we refer to Haussler et al. (1998);
Vovk (1998) and (Cesa-Bianchi and Lugosi, 2006, Section 3.5)). In contrast, our result
does not require any bound.
4.3 TIME-VARYING AUTOREGRESSIVE (TVAR) MODEL
4.3.1 Non-parametric TVAR model
4.3.1.1 Vector norms and Hölder smoothness norms
We introduce some preliminary notation before defining the model. In the remainder of
this article, vectors are denoted using boldface symbols and |x| denotes the Euclidean
norm of x, |x| = (∑i |xi|2)1/2.





|s − s′|β .
This semi-norm is extended to any β > 0 as follows. Let k ∈ N and α ∈ (0, 1] be such that
β = k + α. If f is k times differentiable on I, we define
|f|β = |f(k)|α ,
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and |f|β = ∞ otherwise. We consider the case I = (−∞, 1]. For R > 0 and β > 0, the
(β,R)− Hölder ball is denoted by
Λd(β,R) =
{
f : (−∞, 1]→ Rd, such that |f|β ≤ R
}
.
4.3.1.2 TVAR parameters in rescaled time
The idea of using a rescaled time with the sample size T for the TVAR parameters goes
back to Dahlhaus (1996b). Since then, it has always been a central example of locally
stationary linear processes. In this setting, the time varying autoregressive coefficients
and variance which generate the observations Xt,T for 1 ≤ t ≤ T are represented by
functions from [0, 1] to Rd and from [0, 1] to R+, respectively. The definition sets of these
functions are extended to (−∞, 1] in the following definition.
Definition 8 (TVAR model). Let d ≥ 1. Let θ1, . . . , θd and σ be functions defined on
(−∞, 1] and (ξt)t∈Z be a sequence of i.i.d. random variables with zero mean and unit
variance. For any T ≥ 1, we say that (Xt,T )t≤T is a TVAR process with time varying
parameters θ1, . . . , θd, σ2 sampled at frequency T−1 and normalized innovations (ξt) if the
two following assertions hold.













ξt for −∞ < t ≤ T . (4.3.1)
(ii) The sequence (Xt,T )t≤T is bounded in probability,
lim
M→∞ sup−∞<t≤T
P(|Xt,T | > M) = 0 .
This definition extends the usual definition of TVAR processes, where the time
varying parameters θ1, . . . , θd and σ2 are assumed to be constant on R−; see, for
example (Dahlhaus, 1996b, Page 144). The TVAR model is generally used for the sample
(Xt,T )1≤t≤T . The definition of the process for negative times t can be seen as a way to define
initial conditions for X1−d,T , . . . , X0,T , which are then sufficient to compute (Xt,T )1≤t≤T
by iterating (4.3.1). However, in the context of prediction, it can be useful to consider
predictors X̂t,T which may rely on historical data Xs,T arbitrarily far away in the past, that
is, with s tending to −∞. To cope with this situation, our definition of the TVAR process
(Xt,T ) holds for all time indices −∞ < t ≤ T and we use the following definition for
predictors.
Definition 9 (Predictor). For all 1 ≤ t ≤ T, we say that X̂t,T is a predictor of Xt,T if it is
Ft−1,T -measurable, where
Ft,T = σ (Xs,T , s = t, t − 1, t − 2, . . . ) (4.3.2)
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is the σ-field generated by (Xs,T )s≤t. For any T ≥ 1, we denote by PT the set of
sequences X̂T = (X̂t,T )1≤t≤T of predictors for (Xt,T )1≤t≤T , that is, the set of all processes
X̂T = (X̂t,T )1≤t≤T adapted to the filtration (Ft−1,T )1≤t≤T .
In this general framework, the time t = 1 corresponds to the beginning of the aggregation
procedure. Such a framework applies in two practical situations. In the first one, we
start collecting data Xt,T at t ≥ 1 and compute several predictors X̂( j)t,T , j = 1, . . . ,N from
them. Thus, the resulting aggregated predictor only depends on (Xs,T )1≤s≤t−1. A somewhat
different situation is when historical data is available beforehand the aggregation step, so
that a given predictor X̂( j)t,T is allowed to depend also on data Xs,T with s ≤ 0, while the
aggregation step only starts at t ≥ 1, and thus depends on the data (Xs,T )s≤0 only through
the predictors. It is important to note that, in contrast to the usual stationary situation,
having observed the process Xs,T for infinitely many s’s in the past (for all s ≤ t−1) is not
so decisive for deriving a predictor of Xt,T , since observations far away in the past may
have a completely different statistical behavior.
4.3.1.3 Stability conditions
The next proposition proves that under standard stability conditions on the time varying
parameters θ1, . . . θd and σ2, Condition (ii) in Definition 8 ensures the existence and
uniqueness of the solution of Equation (4.3.1) for t ≤ 0 (and thus for all t ≤ T ). We
define the time varying autoregressive polynomial by
 (z; u) = 1 −
d∑
j=1
θ j(u)z j .
Let us denote, for any δ > 0,
sd(δ) =
{
 : (−∞, 1]→ Rd,  (z; u) , 0,∀|z| < δ−1, u ∈ [0, 1]
}
. (4.3.3)
Define, for β > 0, R > 0, δ ∈ (0, 1), ρ ∈ [0, 1] and σ+ > 0, the class of parameters
C (β,R, δ, ρ, σ+) =
{
( , σ) : (−∞, 1]→ Rd × [ρσ+, σ+] :  ∈ Λd(β,R) ∩ sd(δ)
}
.
The definition of the class C is very similar to that of Moulines et al. (2005). The domain
of definition in their case is [0, 1] whereas it is (−∞, 1] in ours. We have the following
stability result.
Proposition 2. Assume that the time varying AR coefficients θ1, . . . , θd are uniformly
continuous on (−∞, 1] and the time varying variance σ2 is bounded on (−∞, 1]. Assume
moreover that there exists δ ∈ (0, 1) such that  ∈ sd (δ). Then, there exists T0 ≥ 1 such
that, for all T ≥ T0, there exists a unique process (Xt,T )t≤T which satisfies (i) and (ii) in




at,T ( j) σ
( t − j
T
)
ξt− j, −∞ < t ≤ T , (4.3.4)
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1 |at,T ( j)| < ∞ .
Moreover, if (  , σ) ∈ C (β,R, δ, 0, σ+) for some positive constants β, R and σ+, then the
constants T0 and K¯ can be chosen only depending on δ1, δ, β, and R.
A proof of Proposition 2 is provided in Section 4.8. This kind of result is classical
under various smoothness assumptions on the parameters and initial conditions for X1−k,T ,
k = 1, . . . , d. For instance, in Dahlhaus and Polonik (2009), bounded variations and
a constant  for negative times are used for the smoothness assumption on  and for
defining the initial conditions. The linear representation (4.3.4) of TVAR processes was
first obtained in the seminal papers Künsch (1995); Dahlhaus (1996b). We note that an
important consequence of Proposition 2 is that for any T ≥ T0, the process (Xt,T )t≤T
satisfies Assumption (M-1) with Zt = |ξt| and At( j) =
∣∣∣at,T ( j) σ ((t − j)/T )∣∣∣ for j ≥ 0.
Moreover, the constant A∗ in (4.2.2) is bounded independently of T , and we have, for all
(
 , σ) ∈ C (β,R, δ, 0, σ+),
A∗ ≤ K¯σ+1 − δ1 , (4.3.5)
where K¯ > 0 and δ1 ∈ (0, 1) can be chosen only depending on δ, β and R.
4.3.1.4 Main assumptions
Based on Proposition 2, given an i.i.d. sequence (ξt)t∈Z and constants δ ∈ (0, 1), ρ ∈ [0, 1],
σ+ > 0, β > 0 and R > 0, we consider the following assumption.
(M-2) The sequence (Xt,T )t≤T is a TVAR process with time varying standard deviation
σ, time varying AR coefcients θ1, . . . , θd and innovations (ξt)t∈Z, and ( , σ) ∈
C (β,R, δ, ρ, σ+).
Let ξ denote a generic random variable with the same distribution as the ξt’s. Under
Assumption (M-2), the distribution of (Xt,T )1−d≤t≤T only depends on that of ξ and on the
functions  and σ. For a given distribution ψ on R for ξ, we denote by Pψ( ,σ) the probability
distribution of the whole sequence (Xt,T )t≤T and by E
ψ
( ,σ) its corresponding expectation.
The next two assumptions on the innovations are useful to prove upper bounds of the
prediction error.
(I-1) The innovations (ξt)t∈Z satisfy mp := E [|ξ|p] < ∞.





The following one will be used to obtain a lower bound.
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f (u) log f (u)f (u + v) du < 1 :
Assumption(I-3) is standard for proving lower bounds in non-parametric regression
estimation, see (Tsybakov,2009, Chapter 2). It is satised by the Gaussian density with
 = 1.
4.3.1.5 Non-parametric setting
The setting of Denition 8 and of Assumptions derived thereafter is essentially
non-parametric, since for given initial distribution , the distribution of the observations
X1;T; : : : ;XT;T are determined by the unknown parameter function (; ). The doubly
indexedXt;T refers to the fact that this distribution cannot be seen as a distribution onRZ
marginalized onRT as the usual time series setting but rather as a sequence of distributions
on RT indexed byT. It corresponds to the usual non-parametric approach for studying
statistical inference based on this model. In this contribution, we focus on the prediction
problem, which is to answer the question: for given smoothness conditions on (; ), what
is the mean prediction error for predictingXt;T from its past? The standard non-parametric
approach is to answer this question in a minimax sense by determining, for a given
sequence of predictorŝXT = (X̂t;T)1t T , the maximal risk
ST
(




















(a) X̂T is assumed to belong toPT as in Denition 9,
(b) the sup is taken over (; ) 2 C(; R; ; ;  +) within a smoothness class of
functions,
(c) the expectationE ( ; ) is that associated with Assumption(M-2).
The reason for subtracting the average 2(t=T) over all 1  t  T in this prediction risk
is that it corresponds to the best prediction risk, would the parameters (; ) be exactly
known. We observe that dividingXt;T by the class parameter + amounts to take + = 1.
In addition, we have
ST
(






X̂T   1+ ;  ; ; R; ; ; 1
)
;
so the prediction problem in the classC(; R; ; ;  +) can be reduced to the prediction
problem in the classC(; R; ; ; 1). Accordingly, we dene the reduced minimax risk by












X̂T ;  ; ; R; ; ;  +
)
for all  + > 0 :
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In Section 4.3.2, we provide a lower bound of the minimax rate in the case where the
smoothness class is of the form C (β,R, δ, ρ, σ+). Then, in Section 4.3.3, relying on the
aggregation oracle bounds of Section 4.2.3, we derive an upper bound with the same rate
as the lower bound using the same smoothness class of the parameters. Moreover, we
exhibit an online predictor which does not require any knowledge about the smoothness
class and which is thus minimax adaptive. In other words, it is able to adapt to the
unknown smoothness of the parameters from the data. To our knowledge, such theoretical
results are new for locally stationary models.
4.3.2 Lower bound
A lower bound on the minimax rate for the estimation error of  is given by (Moulines






can be defined from an estimator b t,T , and the resulting prediction rate can be controlled
using the estimation rate (see Section 4.7.1 for the details). The next theorem provides
a lower bound of the minimax rate of the risk of any predictor of the process (Xt,T )1≤t≤T .
Combining this result with Lemma 12 in the Section 4.7.1, we show that a predictor
obtained by Equation (4.7.1) from a minimax rate estimator of  automatically achieves
the minimax prediction rate.
Theorem 4.3.1. Let δ ∈ (0, 1), β > 0, R > 0 and ρ ∈ [0, 1]. Suppose that




2β/(1+2β) MT (ψ, β,R, δ, ρ) > 0 , (4.3.8)
where MT is defined in (4.3.7).
The proof is postponed to Section 4.5.
4.3.3 Minimax adaptive forecasting of the TVAR process
In Arkoun (2011), an adaptive estimator of the autoregressive function of a Gaussian
TVAR process of order 1 is studied. It relies on the Lepskiı˘’s procedure (see Lepskiı˘
(1990)), which seems difficult to implement in an online context.
Our minimax adaptive predictor is based on the aggregation of sufficiently many
predictors, assuming that at least one of them converges at the minimax rate. The
oracle bounds found in Section 4.2.3 imply that the aggregated predictor is minimax rate
adaptive under appropriate assumptions. Seminal works using the aggregation to adapt
to the minimax convergence rate are Yang (2000a) (non-parametric regression) and Yang
(2000b) (density estimation); see also Catoni (2004) for a more general presentation.
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In the TVAR model (M-2), it is natural to consider L-Lipschitz predictors (X̂t,T )1≤t≤T of
(Xt,T )1≤t≤T with a sequence L supported on {1, . . . , d}. Then L∗ in (4.2.7) corresponds to the
maximal `1-norm of the TVAR parameters. Since for the process itself to be stable, this
norm has to be bounded independently of T , Condition (L-1) is a quite natural assumption
for the TVAR model, see Section 4.7.1 for the details.
A practical advantage of the proposed procedures is that, given a set of predictors that
behaves well under specific smoothness assumptions, we obtain an aggregated predictor
which performs almost as well as or better than the best of these predictors, hence
which behaves well without any prior knowledge on the smoothness of the unknown
parameter. Such an adaptive property can be formally demonstrated by exhibiting an
adaptive minimax rate for the aggregated predictor which coincides with the lower bound
given in Theorem 4.3.1.
The first ingredient that we need is the following.
Definition 10 ((ψ, β)-minimax-rate predictor). Let ψ be a distribution on R and β > 0.
We say that X̂ = (X̂T )T≥1 is a (ψ, β)-minimax-rate sequence of predictors if, for all T ≥ 1,





X̂T ;ψ, β,R, δ, ρ, σ+
)
< ∞ , (4.3.9)
where S T is defined by (4.3.6).
The term minimax-rate in this definition refers to the fact that the maximal rate in (4.3.9)
is equal to the minimax lower bound (4.3.8) for the class C (β,R, δ, ρ, σ+). We explain
in Section 4.7 how to build such predictors which are moreover L-Lipschitz for some L
only depending on d. To adapt to an unknown smoothness, we rely on a collection of
(ψ, β)-minimax-rate predictors with β within (0, β0), where β0 is the (possibly infinite)
maximal smoothness index.
Definition 11 (Locally bounded set of ψ-minimax-rate predictors). Let ψ be a distribution
on R and β0 ∈ (0,∞]. We say that {X̂(β), β ∈ (0, β0)} is a locally bounded set of
ψ-minimax-rate predictors if for each β, X̂(β) is a (ψ, β)-minimax-rate predictor and if
moreover, for all δ ∈ (0, 1), R > 0, ρ ∈ (0, 1], σ+ > 0 and for each closed interval







X̂(β)T ;ψ, β,R, δ, ρ, σ+
)
< ∞ ,
where S T is defined by (4.3.6).
The following lemma shows that, given a locally bounded set of minimax-rate predictors,
we can always pick a finite subset of at most N = d(log T )2e predictors among which the
best one achieves the minimax rate of any unknown smoothness index.
Lemma 6. Let ψ be a distribution on R. Let β0 ∈ (0,∞] and {X̂(β), β ∈ (0, β0)} be a
corresponding locally bounded set of ψ-minimax-rate predictors. If β0 < ∞, select a
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number of predictors N ≥ dlog T e, and, in the case where β0 = ∞, let N ≥ ⌈ (log T )2 ⌉.
Define
βi =
(i − 1)β0/N if β0 < ∞,(i − 1)/N1/2 otherwise, 1 ≤ i ≤ N . (4.3.10)







X̂(βi)T ;ψ, β,R, δ, ρ, σ+
)
< ∞ .
The proof of this lemma is postponed to Section 4.8.3 in Section 4.8. Lemma 6 says
that to obtain a minimax-rate predictor which adapts to an unknown smoothness index β,
it is sufficient to select it judiciously among log T or (log T )2 well chosen non-adaptive
minimax-rate predictors.
As a consequence of Theorem 4.2.1 and Lemma 6, we obtain an adaptive predictor by
aggregating them (instead of selecting one of them), as stated in the following result.
Theorem 4.3.2. Let ψ be a distribution on R. Let β0 ∈ (0,∞] and {X̂(β), β ∈ (0, β0)} be a
locally bounded set of ψ-minimax-rate and L-Lipschitz predictors with L satisfying (L-1).
Define (X̂t,T )1≤t≤T as the predictor aggregated from {X̂(βi), 1 ≤ i ≤ N} with N defined by
N =
dlog T e if β0 < ∞,d(log T )2e otherwise, (4.3.11)
βi defined by (4.3.10), and with weights defined according to one of the following setting
depending on the assumption on ψ and β0 :
(i) If ψ satisfies (I-1) with p ≥ 4 and β0 ≤ 1/2, use the weights (4.2.5) with η =
σ−2+ (log(dlog T e)/T )1/2,
(ii) If ψ satisfies (I-1) with p > 2 and β0 ≤ (p − 2)/4, use the weights (4.2.6) with
η = σ−2+ (log(dlog T e)/T )2/p,









X̂T ;ψ, β,R, δ, ρ, σ+
)
< ∞ . (4.3.12)
The proof of this theorem is postponed to Section 4.8.4 in Section 4.8.
Remark 6. The limitation to β0 ≤ 1/2 in (i) under Assumption (I-1) for ψ follows from
the factor (log N/T )1/2 obtained in the oracle inequality (4.2.8) of Theorem 4.2.1 after
optimizing in η (see (4.2.15)). If p > 4 this restriction is weakened to β0 ≤ (p − 2)/4
in (ii) taking into account the factor (log N/T )1−2/p obtained in the oracle inequality (4.2.9)
of Theorem 4.2.1 after optimizing in η (see (4.2.17)). In the last case, the limitation of
β0 drops when applying the oracle inequality (4.2.11) of the same theorem. However a
stronger condition on ψ is then required.
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Remark 7. It may happen that the locally bounded set of ψ-minimax-rate predictors is
limited to some β0 < ∞ (see the example of the NLMS predictors in Section 4.7.2). In
this case, the result roughly needs log T predictors and the computation of the aggregated
one requires less operations than if β0 were infinite. For these reasons, we do not consider
in general that β0 = ∞. On the one hand, a finite β0 yields a restriction on the set
of (unknown) smoothness indices β for which the aggregated predictors are minimax
rate adaptive. On the other hand, if β0 = ∞, Theorem 4.3.2 then requires the stronger
Assumption (I-2) on the process.
Remark 8. The constant σ−2+ present in the definitions of η in the three Cases (i),
(ii) and (iii) corresponds to the homogenization of the remaining terms appearing in
Theorem 4.2.1 (the second lines of (4.2.8), (4.2.9) and (4.2.11)). Indeed with the
proposed choices and in the three cases, the constant σ2+ factors out in front of the
remaining terms (see the last three displayed equations in Section 4.8.4 of Section 4.8).
However, the σ−2+ in the definitions of η does not impact the convergence rate in the
sense that Theorem 4.3.2 is still valid using any other constant (1 for example) in these
definitions.
4.4 PROOFS OF THE UPPER BOUNDS
4.4.1 Proof of Lemma 5
With the weights defined by (2.4.4), we slightly adapt the proof of (Stoltz, 2011, Theorem











x̂[ ]t − xt

















x̂t − xt) x̂(i)t . (4.4.1)
For going from the left-hand side to the right-hand side of the first line of Equation (4.4.1)
we used the convexity of x 7→ x2 and for going from the first line to the second one we
just lower bounded each term of the sum represented by x̂[ ]t . The remainder of the proof
relies on Hoeffding’s lemma, which we recall. Let X be a random variable with values in




] ≤ sE [X] + s2
2
B2 . (4.4.2)
Let st = 2 max1≤i≤N |2(x̂t − xt)x̂(i)t |. For each t = 1, . . . ,T , we apply (4.4.2) to a random
variable taking the value 2(x̂t − xt)x̂(i)t with probability α̂i,t. Observe that its absolute value
is upper bounded by st/2. Setting s = −η and summing all these inequalities yield
103








































t . The bound (4.2.12) follows by lower bounding the sum of the
exponential terms in the logarithm of the right-hand side by the largest of them and by
observing that s2t ≤ 16y2t .
We now prove (4.2.13). We adapt the proof of (Catoni, 2004, Proposition 2.2.1) to
unbounded sequences by replacing the convexity argument by the following lemma.





dP (x) ≤ exp




The proof of Lemma 7 is postponed to Section 4.8.5 in Section 4.8. Now, let η > 0
and t = 1, . . . ,T . Using Lemma 7 with the probability distribution P defined by P(A) =∑N
i=1 α̂i,t1A(η













Taking the log, multiplying by −η−1 and re-ordering the terms, we obtain that
(






















































t − xt)2), we get the
bound (4.2.13).
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4.4.2 Proof of Theorem 4.2.1
We prove the Cases (i), (ii) and (iii) successively. We denote Yt = |Xt| + max1≤i≤N |X̂(i)t |.































Using that the predictors are L-Lipschitz and the process (Xt)t∈Z satisfies (M-1), we have,
for all 1 ≤ t ≤ T ,









Ls At−s( j) Zt−s− j ≤
∑
j∈Z
Bt( j)Zt− j, (4.4.5)
where
Bt( j) = At( j) +
∑
s≥1
Ls At−s( j − s) .
Applying the Minkowski inequality together with (4.4.5), (4.2.2) and (4.2.7), we obtain,











4 ≤ A4∗(1 + L∗)4 supt∈Z E [Z4t ] .
Since the process Z fulfills (N-1) with p = 4, plugging this bound in (4.4.4) we
obtain (4.2.8).
Case (ii). We use (4.2.13) in Lemma 5 and the inequality (x2 − 1/(2η))+ ≤ (2η)p/2−1xp
















































Using this bound which is independent of t, with (N-1) and (4.4.6), the inequality (4.2.9)
follows.
Case (iii). To obtain (4.2.11), we again use (4.2.13) in Lemma 5 but now with an


















44.4. PROOFS OF THE UPPER BOUNDS








e−u x0 ≤ eux2u−2 (2 + u) e−1−u .




















































We now use Assumption (N-2). Since Bt( j) ≤ a∗(1 + L∗) for all j, t ∈ Z and∑
j∈Z
Bt( j) ≤ A∗(1 + L∗),





















(φ(ζ))λBt( j)/ζ ≤ (φ(ζ))λA∗(1+L∗)/ζ .
The combination of this bound with (4.4.7) gives (4.2.11). The proof of Theorem 4.2.1 is
complete.
4.4.3 Proof of Case (iii) in Corollary 1
Minimizing the sum of the two terms appearing in the second line of (4.2.11) is a bit
more involved, since it depends both on η and λ. Under Condition (4.2.10), the quantity
(φ(ζ))λ A∗(1+L∗)/ζ remains between two positive constants while, for any η > 0, λ−2(2 +




















The η defined as in (4.2.18) is chosen so that (log N)/T = e−λ(2η)
−1/2
, and we get (4.2.19).
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4.5 PROOF OF THE LOWER BOUND







Xt  1;T +  t; (4.5.1)
where ( t)t2Z is i.i.d. with density f as in (I-3). In this case, if supu1 j (u)j < 1, the







 t   s
T

 t   j ; (4.5.2)
with the convention
Q 0
s=1  ((t   s)=T) = 1. The class of models so defined with  2
 1(; R) \ s1() corresponds to Assumption (M-2) with ( ; ) in C(; R; ; ; 1) such that
only the first component of  is nonzero and  is constant and equal to one.
We write henceforth in this proof section P

for the law of the process X = (Xt;T)t T ;T 1
and E

for the corresponding expectation.
Let bX = (bXt;T)1t T be any predictor of (Xt;T)1t T in the sense of Definition 9. Define
b






bXt+1;T=Xt;T if Xt;T , 0,
0 otherwise.




















 bXt;T   Xt;T
 2

  1 = E

h
d2X(b; vT f g)
i
;
where, for any  : ( 1; 1] ! R, vT f g 2RT denotes the T-sample of  on the regular grid









Hence to prove the lower bound of Theorem 4.3.1, it is sucient to show that there exist
 0; : : : ;  M 2  1(; R) \ s1(), c > 0 and T0  1 both depending only on , , R and the








; vT f jg
i
 c T  2= (2+1 ): (4.5.4)
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We now face the more standard problem of providing a lower bound for the minimax
rate of an estimation error, since θ̂ is an estimator of vT {θ}. The path for deriving such
a lower bound is explained in (Tsybakov, 2009, Chapter 2). However we have to deal
with a loss function dX which depends on the observed process X. Not only the loss
function is random, but it is also not independent of the estimator θ̂. The proof of the
lower bound (4.5.4) thus requires non-trivial adaptations. It relies on some intermediate
lemmas.
Lemma 8. We write K(P,P′) for the Kullback-Leibler divergence between P and P′. For
any functions θ0, . . . , θM from [0, 1] to R such that
max
j=0,...,M
K(Pθ j ,Pθ0) ≤
2e
2e + 1
log(1 + M) (4.5.5)





















dX,T (θi, θ j) ≤ r
))
,
where we denote, for any two functions θ, θ′ from (−∞, 1] to R,
dX,T (θ, θ′) = dX
(
vT {θ}, vT {θ′}) .
The proof is postponed to Section 4.8.6 in Section 4.8.
We next construct certain functions θ0, . . . , θM ∈ Λ1(β,R)∩ s1(δ) fulfilling (4.5.5) and well








Given any m ≥ 8, Vershamov-Gilbert’s lemma (Tsybakov, 2009, Lemma 2.9) ensures the
existence of M + 1 points w(0), . . . ,w(M) in the hypercube {0, 1}m such that
M ≥ 2m/8, w(0) = 0 and card
{




≥ m/8 for all j , i. (4.5.6)








mx − ` + 1
2
)





Since K = 0 out of (−1/2, 1/2), we observe that
θ j(x) = 0 , for all x ≤ 0 , (4.5.9)
108












, for all x ∈ [0, 1], (4.5.10)





|θ j(x)| ≤ R0e
−1
mβ
≤ δ < 1 . (4.5.11)
We first check that the definition of R0 ensures that the θ j’s are in the expected set of
parameters.
Lemma 9. For all j = 0, . . . ,M, we have θ j ∈ Λ1(β,R) ∩ s1(δ).
The proof can be found in Section 4.8.7 of Section 4.8.
Next we provide a bound to check the required condition (4.5.5) on the chosen θ j’s.
Lemma 10. For all j = 1, . . . ,M, we have
K(Pθ j ,Pθ0) ≤
8 e−2 κR20
(1 − δ2) log 2
T
m1+2β
log(1 + M) ,
where κ is the constant appearing in (I-3).
We prove it in Section 4.8.8 of Section 4.8.
Finally we need a control on the distances d2X,T (θi, θ j).
Lemma 11. For any ε > 0, there exists a constant A depending only on ε and the density









≤ ε + 2R0e
−3
A (1 − δ)mβ . (4.5.12)
The proof is postponed to Section 4.8.9 of Section 4.8.
We can now complete the proof of Theorem 4.3.1.
Proof of Theorem 4.3.1. Recall that θ0, . . . , θM in (4.5.7) are some parameters only
depending on β and δ and a certain integer m ≥ 8 and that, whatever the value of m,
Lemma 9 insures that θ0, . . . , θM belongs to Λ1(β,R) ∩ s1(δ).
Hence it is now sufficient to show that (4.5.4) holds for a correct choice of m, relying on








where c0 is a constant to be chosen. Then Tm−1−2β ≤ c−1−2β0 and, by Lemma 10, we can
choose c0 only depending on β, R, κ and δ so that Condition (4.5.5) of Lemma 8 is met.


























Applying Lemma 11 with ε = 1/(4e + 2) and the previous bound with r2 = A R20 m
−2β, we

















A (1 − δ)mβ
)
.
The proof is concluded by observing that, as a consequence of (4.5.13), we can choose a
constant T0 only depending on β, R, κ and δ such that T ≥ T0 implies that T ≥ 4m and
that the term between parentheses is bounded by 1/(8e + 4) from below. 
4.6 NUMERICAL EXPERIMENTS
In this section, we test the proposed aggregation methods on data simulated according to
a TVAR process with d = 3. The choice of a smooth parameter function t 7→  (t) within
sd(δ) for some δ ∈ (0, 1) is done by first picking randomly some smoothly time varying
partial autocorrelation functions up to the order d that are bounded between −1 and 1 and
then by relying on the Levinson-Durbin algorithm. We show the three components of the
obtained  (t) on t ∈ [0, 1] in the top parts of Figure 4.1. Realizations of the TVAR process
are then obtained from an innovation sequence (ξt)t∈Z of i.i.d. centered Gaussian process
with unit variance as in Definition 8 by sampling  at a given rate T ≥ 1. Figure 4.1

















Figure 4.1 : The first three plots represent θ1, θ2 and θ3 on the interval [0, 1]. The last plot
displays T = 210 samples of the corresponding TVAR process with Gaussian innovations.
The NLMS algorithm (see Algorithm 6 in Section 4.7.2) studied in Moulines et al. (2005)
provides an online estimator of  depending on a gradient step size µ. For any β ∈ (0, 1]
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and any constant c > 0, choosing µ = c T−2β/(2β+1) yields a C (β,R, δ, ρ, 1)–minimax-rate
online L-Lipschitz predictor as explained in Section 4.7. Hence, taking c = 0.01 (we
selected its value within the set {1, 0.1, 0.05, 0.01, 0.005, 0.001} to better illustrate our
theoretical results) and proceeding as in Lemma 6 to define N and βi, i = 1, . . . ,N, with
β0 = 0.5, we obtain a finite set of NLMS predictors corresponding to gradient step sizes
µ1 > · · · > µN . This set of predictors is aggregated in two possible ways according to the
online Algorithm 5 with the specifications on η and N given in Theorem 4.3.2. The overall
running time of T iterates of the algorithm leading to the aggregated predictors from the
data X1, . . . , XT is then O(d N T ). Since the algorithm is recursive, the corresponding
required storage capacity is O(d N).
We evaluate the obtained NLMS predictors and their aggregated predictors by running
1000 simulations based on equally distributed realizations of the above Gaussian TVAR
process in the case T = 210 which yields N = 7. In Figure 4.2 we compare the averaged






















1 2 3 4 5 6 7 s. 1 s. 2
Figure 4.2 : The seven boxplots on the left of the vertical red line correspond to the
averaged downward shifted empirical losses LT of the NLMS predictors X̂(1), . . . , X̂(7).
The ones on the right of the same line are those associated with the aggregated predictors
using the weights (4.2.5) and (4.2.6).
We observe that the best NLMS predictor is the third one while the aggregated predictor
of Strategy 1 enjoys a smaller loss and that of Strategy 2 a slightly larger one. This is in
accordance with Theorem 4.2.1 (i) and (iii) where it is shown that the aggregated predictor
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of the first strategy may outperform the best predictor as it nearly achieves the loss of the
best possible convex combination of the original predictors while the aggregated predictor
of the second strategy nearly achieves the loss of the best original predictor.
4.7 APPLICATION TO ONLINE MINIMAX ADAPTIVE PREDICTION
4.7.1 From estimation to prediction







if 1 ≤ k ≤ d
0 otherwise,







= 2d − 1. Given an estimator ̂ t−1;T =














The predictor X̂t;T is the natural linear predictor ̂ ′t−1;TXt−1;T , where A
′ denotes the
transpose of matrix A and Xs;T =
[
Xs;T : : : Xs−(d−1);T
]′, normalized to be at most
L-Lipschitz. The normalization step amounts to project ̂ t;T on a rectangle [−L1; L1] ×
· · · × [−Ld; Ld] before deriving the linear predictor. This can only improve the quality of
estimation for a stable TVAR model, since  takes values in the maximal set of stability
sd(1), which implies that it is included in this rectangle at every point, see (Moulines et al.,
2005, Equation 12). We get the following result.
Lemma 12. Suppose that Assumption (M-2) holds. Consider, for some 1 ≤ t ≤ T, an
estimator ̂ = (̂ t;T )0≤t≤T−1 adapted to the filtration (Ft;T )0≤t≤T−1. Define a predictor X̂ =










[∣∣∣∣̂  t−1;T −  t−1;T ∣∣∣∣2q])1=q ; (4.7.2)
where





with 1=q′ + 1=q = 1.
Remark 9. Assume that the distribution  of the innovations satisfies (I-1) for some p ≥
2q′ > 2. Then, the Proposition 2 combined with the Minkowski inequality ensure that
there exists T0, K¯,  1 such that, for any ( ; ) ∈ C (; R; ; 0;  +),
CT (q) ≤ d
(
K¯  +




2q′ ; for all T ≥ T0 :
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Proof. Denote by ˜ t;T the projection of ̂ t;T onto the rectangle [  L1; L1]      [  Ld; Ld],
that is, ˜ t;T (k) = minfmaxf  Lk; ̂ t;T (k)g;Lkg. By (Moulines et al.,2005, Equation 12),  t;T
lies in this rectangle and thus
∣∣∣∣˜  t;T    t;T ∣∣∣∣  ∣∣∣∣̂  t;T    t;T ∣∣∣∣ : (4.7.3)





= E ( ;)
[((˜









Define q0 by the relation 1=q0+ 1=q = 1. Thus, with (4.7.3) and the Hölder inequality, we
get that the left-hand side of (4.7.2) is bounded from above by
(
E( ;)
[∣∣∣∣̂ t  1;T    t  1;T ∣∣∣∣2q])1=q (E( ;) [∣∣∣Xt  1;T ∣∣∣2q0])1=q0
which concludes the proof of Lemma 12. 
By Lemma 12, to exhibit ( ; )-minimax-rate predictors in the sense of Definition 10, it
suces to have ( ; )-minimax-rate estimators of  in the sense of Lq-norm. We recall
some known results in this direction in the following section, with a focus on online
procedures.
4.7.2 Online estimators
Parameter estimation for TVAR models, or, more generally for locally stationary
processes has been intensively studied in the past two decades, see Dahlhaus (2009) for a
recent overview on this problem. To our knowledge, minimax-rate estimation results are
sparse. The more widely spread approach for studying the behaviour of such estimators
consists in establishing a central limit theorem under dierentiablity conditions. Moment
upper bounds are provided in Dahlhaus and Giraitis (1998) and could be used to obtain
minimax rate results. However the estimator, which is based on a localized Yule-Walker
estimation method is not naturally adapted to the filtration (F t;T )0t T  1 as required for
(˜ t;T )0t T  1 above. Such a constraint could clearly be met with some adaptation of the
Yule-Walker approach. On the other hand it is directly satisfied by the estimators studied
in Moulines et al. (2005). There, an online estimator is proposed, the normalized least
mean squares (NLMS) estimator ̂ t;T (), depending on a gradient step size . For the sake
of completeness, we present the computation of the NLMS estimator in Algorithm 6.
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Algorithm 6: Online computation of the NLMS estimator.
parameters the gradient step size µ;
initialization t = 0, ̂ t,T (µ) =
[
0 . . . 0
]0
;
while input a new Xt,T ;
do
̂ t,T (µ) = ̂ t  1,T (µ) + µ
(
Xt,T   ̂ 0t  1,T (µ) Xt  1,T
) Xt  1,T
1 + µ
∣∣∣Xt  1,T ∣∣∣2 ;
return ̂ t,T (µ);
t = t + 1;
For any β 2 (0, 1], provided that the gradient step µ is well chosen, the NLMS
estimator is (ψ, β)-minimax-rate, see (Moulines et al., 2005, Corollary 3). More precisely,
assume (M-2) with ψ satisfying (I-1) for some p  4. Then, for any c > 0, ε > 0,
R > 0, δ 2 (0, 1), ρ 2 [0, 1] and q 2 [1, p/6), there exists M > 0 such that, for all
( , σ) 2 C(β,R, δ, σ
 





[∣∣∣∣̂  t,T (cT  2β/(1+2β) )    t,T ∣∣∣∣2q])1/q  M T  2β/(1+2β) .
Clearly, from Moulines et al. (2005), the constant M can be bounded uniformly for β in
any compact subinterval away from 0, as required in Definition 11. Lemma 12 applies
for q  p/(p   2) so to meet the condition q 2 [1, p/6), we set q = p/(p   2) and impose













where X̂t,T (µ) is the predictor defined from the estimator ̂ t,T (µ) as in (4.7.1). This is
almost what is required in our Definition 11 except that in (4.3.9) we have T  1
∑T
t=1(. . . )
instead of supεt /T 1 (. . . ). In fact one can take ε = 0, provided that a burn-in period
of observation is assumed prior to the time origin. It would only require the NLMS
estimator to be running from observations Xt,T started at times t   εT for some positive
ε, which seems a reasonable assumption in practice. Finally, let us recall that, as shown
in Moulines et al. (2005), NLMS estimators are no longer minimax rate for a Hölder
smoothness index β > 1. However, a bias reduction technique can be used to obtain a
minimax-rate estimator for β 2 (1, 2], see (Moulines et al., 2005, Corollary 9).
To the best of our knowledge, there are not available minimax-rate estimators for β > 2.
Chapter 5 proposes to fill this gap by relying on an adaptation of the Yule-Walker method.
4.8 POSTPONED PROOFS
4.8.1 A useful lemma
The following lemma provides a uniform bound on the norm of a product of matrices
sampled from a continuous function defined on an interval I and valued in a set of d  d
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matrices with bounded spectral radius and norm.
Lemma 13. Let d ≥ 1 and I an interval of R. Let A be a function defined on I taking
values in the set of d × d matrices with eigenvalues moduli at most equal to δ. Let | · | be




and, for any h > 0, ωh(A, I) the modulus of continuity of A over I,
ωh(A; I) = sup {|A(t) − A(s)| : s, t ∈ I, |s − t| ≤ h} .
Let δ1 > δ and assume that A∗ < ∞. Then there exist some positive constants ε, ` and
K only depending on A∗, δ and δ1 such that, for any h ∈ (0, 1) fulfilling ωh(A; I) ≤ ε, we
have, for all s < t in I and all integer p ≥ `(t − s)/h,∣∣∣∣∣∣∣∣A(t)A
(





t − 2(t − s)
p
)
. . . A(s)︸                                               ︷︷                                               ︸
∣∣∣∣∣∣∣∣
p + 1 terms
≤ K δp+11 . (4.8.1)
Proof. Denote by Π(s, t; p) the product of matrices appearing in the left-hand side
of (4.8.1). The proof goes along the same lines as (Moulines et al., 2005, Proposition 13)
but we use the modulus of continuity instead of the β-Lipschitz norm to control the local
oscillation of matrices.




Ai1 . . . Ai2 if i1 ≤ i2 and
∏i2
i=i1
























Given a positive integer `, using the Euclidean division of p + 1 by `, p + 1 = `q + r, we
decompose the product Π(s, t; p) as


































t − j`(t − s)
p
))`1 ∣∣∣∣∣∣∣ + (`1 − 1) (A∗)`1−1 ωh (A; I) . (4.8.4)
Take an arbitrary δ2 ∈ (δ, δ1) (say the middle point). The eigenvalues of A are at most δ
on I and A∗ < ∞. Applying (Moulines et al., 2005, Lemma 12) we obtain that there is a
constant K1 ≥ 1 only depending on δ, δ2 and A∗ such that | (A(t − j`(t − s)/p))`1 | ≤ K1δ`12 .
From (4.8.3) and (4.8.4), we derive the following inequality:
|Π(s, t; p)| ≤
(
K1δ`2 + K2ωh(A; I)
)q (
K1δr2 + K2ωh(A; I)
)
.
where K2 = (` − 1) (max{A∗, 1})`−1.
We can choose a positive integer ` and a positive number ε0 only depending on δ2, δ1 and
K1 such that
K1δ`2 ≤ δ`1 − ε0 .
In the following, we set ε = ε0/K2. The previous bound gives that for any h ∈ (0, 1) such
that ωh(A; I) ≤ ε and `(t − s)/p ≤ h,
|Π(s, t; p)| ≤ δ`q1
(
K1δr2 + ε0
) ≤ K1δp+11 + ε0δ`q1 ≤ (K1 + ε0 max {1, δ1−`1 }) δp+11 .
Hence, we have the result. 
4.8.2 Proof of Proposition 2
We can now provide a proof of Proposition 2.
Equation (4.3.1) can be more compactly written as















( t − i
T
) Xt−k−1,T + k∑
j=0
σ







( t − i
T
) e1ξt− j , (4.8.6)
where e1 = [1 0 . . . 0]′ and
A(u) =

θ1(u) θ2(u) . . . . . . θd(u)
1 0 . . . . . . 0
0 1 0 . . . 0
... 0 . . . . . .
...
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Note that the eigenvalues of A(u) are the reciprocals of the roots of the local time varying
autoregressive polynomial z 7→  (z; u), and thus are at most  < 1. Moreover, since  is
bounded by a constant only depending on d and is uniformly continuous on I = (−∞; 1] ,
so is A as a function defined on I and we can find h ∈ (0; 1) such that ! h(A; I) ≤ " for any
positive ". If  ∈  d (; R), this h can be chosen depending only on ";  and R (and also
on the matrix norm | · |).
Consider  1 ∈ (; 1). Lemma 13 gives that there exist some positive constant ", ‘ and K
only depending on A∗,  and  1 such that, for any h ∈ (0; 1) fulfilling ! h(A; I) ≤ ", we





















≤ K  j1 :
We here consider the ‘ ∞ operator norm which is the maximum absolute row sum of the
matrix, in which case A∗ = max{1; supu∈I(| 1(u)| + · · · + | d(u)|)} ≤ 2dd1=2. Hence, by




bt;T (k; i)Xt−k−i;T +
kX
j=0
at;T ( j) 
 t − j
T

 t− j;T ; 1 ≤ t ≤ T : (4.8.7)
with, provided that T > ‘=h, for all t ≤ T , k; j ≥ 1 and i = 1; : : : ;d,


 bt;T (k; i)


 ≤ K  k+11 ;


 at;T ( j)


 ≤ K  j1 :
The result follows.
4.8.3 Proof of Lemma 6




 bX( i)T ;  ; ; R; ; ;  +

≤ S T
 bX( iN )T ;  ; ; R; ; ;  +

:
We treat the cases  0 < ∞ and  0 = ∞ separately.
Let us first consider the case  0 < ∞. Let  ∈ (0;  0),  ∈ (0; 1), R > 0 and  ∈ [0; 1]. Let
iN ∈ {1; : : : ;N} be such that  iN = (iN − 1)  0=N <  ≤ iN  0=N. Since C (; R; ; ;  +) ⊂
C    iN ; R; ; ;  +

, we have, for all  ∈ (0; 1), R > 0,  > 0 and  + > 0,
T 2=(1+2) S T
 bX( iN )T ;  ; ; R; ; ;  +

≤ T 2=(1+2) S T
 bX( iN )T ;  ;  iN ; R; ; ;  +

≤ T 2 0=N T 2 iN =(1+2 iN )S T
 bX( iN )T ;  ;  iN ; R; ; ;  +

;
where we used that  iN <  ≤  iN +  0=N. Recall that we assumed N ≥ dlog T e, so that
T 2 0=N ≤ e2 0 . Now, since for N large enough  iN remains in a closed interval of (0;  0) we
get by Definition 11 that
lim sup
T→∞
T 2 iN =(1+2 iN )S T





which concludes the proof in the case β0 < ∞.
We next consider the case where β0 = ∞. In this case we take iN such that βiN = (iN −
1)/N1/2 < β ≤ iN/N1/2 which defines iN ∈ {1, . . . ,N} uniquely as soon as N1/2 > β. The
remainder of the proof is similar to the case β0 < ∞ using the bound
T 2β/(1+2β) ≤ T 2/N1/2 T 2βiN /(1+2βiN ) ≤ e2 T 2βiN /(1+2βiN ) ,
under the assumption N ≥ ⌈ (log T )2 ⌉.
4.8.4 Application to the TVAR process: proof of Theorem 4.3.2
Theorem 4.3.2 is an application of Theorem 4.2.1 to the aggregation of minimax
predictors for the TVAR model (M-2).
We first note that Proposition 2 shows that, for T large enough the TVAR model (M-2)
satisfies (M-1) with A∗ bounded independently of T as in (4.3.5) and Zt = |ξt| for all t ∈ Z.
Hence Assumptions (I-1) and (I-2) respectively imply (N-1) and (N-2).
This shows that Theorem 4.2.1 applies under the assumptions of Theorem 4.3.2 and that
the constants A∗ and a∗ appearing in (4.2.8), (4.2.9), (4.2.10) and (4.2.11) can be replaced
by K¯σ+/(1 − δ1) and K¯σ+, respectively, where K¯ > 0 and δ1 ∈ (0, 1) can be chosen only
depending on δ, β, and R.
On the other hand, Lemma 6 shows that, under the given assumptions on the predictors
and with the given choices of N, the smallest prediction risk among the selected
predictors, achieves a rate T−2β/(1+2β) for some positive constant C only depending on





X̂T ;ψ, β,R, δ, ρ, σ+
)
≤ C + lim sup
T→∞
T 2β/(1+2β)R(N,T ) , (4.8.8)
where C is a positive constant and R(N,T ) is a remaining term which, in the setting (i) in
Theorem 4.3.2, is given by
R(N,T ) = log N
Tη
+ 2η (1 + L∗)4 m4
K¯4σ4+
(1 − δ1)4 , (4.8.9)
in the setting (ii), is given by
R(N,T ) = log N
Tη
+ (2η)p/2−1(1 + L∗)pmp
K¯ pσp+
(1 − δ1)p , (4.8.10)
and, in the setting (iii), taking λ = ζ/(K¯σ+(L∗ + 1)), is given by












Replacing η and N in (4.8.9) as given by (i) and (4.3.11), we get
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Hence, using that β < β0 ≤ 1/2, this upper bound is negligible with respect to T−2β/(2β+1)
and, with (4.8.8), we get (4.3.12).
Analogously, we replace η and N in (4.8.10) as given by (ii) and (4.3.11), we get










Since β < β0 ≤ (p − 2)/4, this upper bound is negligible with respect to T−2β/(2β+1) and,
with (4.8.8), we get (4.3.12).
Finally, in the setting (iii), using the specific form of η, we get from (4.8.11) that





)3 log (dlog T e2) + c1 (1 + (log T )3/2) T−c2(log T)1/2] ,
where c1 and c2 are positive constants only depending on ζ, φ(ζ), δ1, K¯ and L∗. For any
β > 0, this upper bound is negligible with respect to T−2β/(2β+1) and, with (4.8.8), we
get (4.3.12).
4.8.5 Proof of Lemma 7
Denote ω(x) = min{2−1/2,max{x,−2−1/2}}, so that ω(x)2 = min(1/2, x2) ≤ x2. The
function x 7→ exp(−x2) is concave on [−2−1/2, 2−1/2], so introducing ω(x) and then using











dP (x) ≤ exp
− (∫ ω (x) dP (x))2
= exp
− (∫ xdP (x))2 + (∫ xdP (x))2 − (∫ ω (x) dP (x))2 .
It only remains to show that (
∫
xdP(x))2 − (∫ ω(x)dP(x))2 ≤ (a2 − 1/2)+, with the
assumption that P has support on [−a, a]. This is verified if a ≤ 2−1/2, so we now assume









(x − ω (x)) (y + ω (y)) dP (x) dP (y) .
We note that |x−ω(x)| = (|x| − 1/2)+ and |y +ω(y)| ∈ {2|y|, |y|+ 2−1/2}. We deduce that the









with |x| > 2−1/2, |y| > 2−1/2 .
Now, for x, y ∈ [−a, a] with a > 2−1/2, in the first case, we have 2|y|(|x| − 2−1/2) ≤ 21/2(a −
2−1/2) ≤ a2 − 1/2 since 21/2 ≤ a + 2−1/2, and, in the second case, (|x| − 2−1/2)(|y| + 2−1/2) ≤
(a − 2−1/2)(a + 2−1/2) = a2 − 1/2. The lemma follows.
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4.8.6 Proof of Lemma 8
We define æˆ as the (random) smallest index which minimizes dX (̂θ, vT {θ j}) over j ∈
{0, . . . ,M} so that dX (̂θ, vT {θæˆ}) = minθ∈{θ0,...,θM} dX (̂θ, vT {θ}). Note that dX,T (θæˆ, θ j) ≤






































dX,T (θi, θ j) ≤ r
))
.
Birgé’s lemma (Massart, 2007, Corollary 2.18) implies that
min
j=0,...,M







 maxj=0,...,MK(Pθ j ,Pθ0)log(1 + M)

 ,
so the lemma follows from Condition (4.5.5).
4.8.7 Proof of Lemma 9
By (4.5.11), we have θ j ∈ s1(δ) for all j = 0, . . . ,M. Decompose the Hölder-exponent











, for all x ∈ [0, 1].
Thus, for s, s′ in the same interval [`/m, (` + 1)/m] with ` = 0, . . . ,m − 1, we get∣∣∣∣θ(k)j (s) − θ(k)j (s′)∣∣∣∣ ≤ R0mα
∣∣∣∣∣∣K(k)
(





m s′ − ` − 1
2
)∣∣∣∣∣∣
≤ R0 |K|β |s − s′|α
The same inequality then follows with R0 replaced by 2R0 for s, s′ in two such consecutive
intervals. Now, if s, s′ are separated by at least one such interval, we have |s − s′| ≥ m−1
and, using that K has support in (−1/2, 1/2), we have that |K(k)(x)| is bounded by |K|β. We
thus get in this case that∣∣∣∣θ(k)j (s) − θ(k)j (s′)∣∣∣∣ ≤ 2R0mα sup−1/2≤x≤1/2 ∣∣∣K(k)(x)∣∣∣ ≤ 2R0 |K|β |s − s′|α .
The last two displays and (4.5.8) then yields θ j ∈ Λ1(β,R).
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4.8.8 Proof of Lemma 10
Let j = 1, . . . ,M. Recall that θ0 ≡ 0 by (4.5.6) and (4.5.7). By (4.5.9) and (4.5.1), we
have that (Xs,T )s≤0 has the same distribution under Pθ j and Pθ0 (which is the distribution of
(ξs)s≤0). Hence, the likelihood ratio dPθ j/dPθ0 of (Xs,T )s≤T is given by the corresponding
























where, in the second equality, we used again that θ0 ≡ 0. Now, under Pθ j , we have




























f (θ j((t − 1)/T )Xt−1,T + u)
)
f (u) du

























The series representation (4.5.2), the fact that ξ is centered with unit variance and (4.5.11)



















(1 − δ2) m2β .
The proof of Lemma 10 now follows by applying the first bound in (4.5.6).
4.8.9 Proof of Lemma 11
The proof relies on an upper bound of d2X,T (θi, θ j) involving the noise (ξt). By the
expression of θ j in (4.5.10), we have







w(i)k(t) − w( j)k(t)
)2
K2 (ϕ (t)) , (4.8.13)
121
44.8. POSTPONED PROOFS
where we denoted ϕ(t) = {mt/T } − 1/2 and k(t) = bmt/T c+ 1. Using (4.5.2) and (4.5.11),
we have, for all 0 ≤ t ≤ T − 1,










Inserting this bound in (4.8.13), we get
m2β
R20







w(i)k(t) − w( j)k(t)
)2


















w(i)k(t) − w( j)k(t)
)2
K2 (ϕ (t)) < 2A
 + P(RT > A) .
Using that ξ is centered with unit variance and then (4.5.11), we easily get that







θ∗ j ≤ 2e
−2θ∗
1 − θ∗ ≤
2R0e−3
(1 − δ)mβ .








w(i)k(t) − w( j)k(t)
)2
K2 (ϕ (t)) < 2A
 ≤ ε . (4.8.15)
For k ∈ {1, . . . ,m} we define Jk = {b(k − 1)T/mc + i : dT/(4m)e + 1 ≤ i ≤ b3T/(4m)c}.














where the lower bound is a consequence of the assumption T ≥ 4m in the lemma.
Moreover, it is easy to check that we have |ϕ(t)| ≤ 1/4 for all index t ∈ Jk and that,
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for each 1 ≤ k ≤ m, the set Jk is included in the set {1 ≤ t ≤ T − 1 : k(t) = k} (so that, in






ξ2t−1, for k = 1, . . . ,m







w(i)k(t) − w( j)k(t)
)2
















w(i)k − w( j)k
)2
S k.
From (4.5.6), for any i, j ∈ {1, . . . ,M} there exist at least dm/8e values of k for which
(w(i)k − w( j)k )2 equals one in the above sum. Hence using the order statistics S (1,m) ≤ . . . ≤









w(i)k(t) − w( j)k(t)
)2














where we used Γ(T/m) ≥ T/(8m) for T/m ≥ 4 in the last inequality. Let us denote by
F the cumulative distribution function of S 1, which only depends on Γ(T/m) and on the
distribution of ξ0. For x > 0, we have
P
(
S (bm/16c,m) ≤ x) = P (Bin(m, F(x)) ≥ ⌊ m16
⌋)
≤ mbm/16cF(x) ≤ 32F(x).







w(i)k(t) − w( j)k(t)
)2
K2 (ϕ (t)) ≤ 2A








Recall that Γ(T/m) ≥ 1 and note that S 1 admits a density, since ξ does. By the strong
law of large numbers, we further have that the random variable S 1 converges to 1 almost
surely when Γ(T/m) goes to infinity, so there exists x0 > 0 depending only on the density
of ξ such that F(x0) ≤ ε/32 whatever the value of Γ(T/m) ≥ 1. Therefore, there exists
some A > 0, depending only on the distribution of ξ, such that (4.8.15) holds, which
achieves the proof.
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4.9 FROM BEST PREDICTOR REGRET BOUNDS TO CONVEX
REGRET BOUNDS
We can improve upon the convex regret bound (4.2.15) when T is larger than N2 and the
noise Z either satisfies (N-2) for some positive ζ, or (N-1) with p > 4. The improvement
is based on the following deterministic lemma adapted from the proof of Theorem 6 in
Yang (2004).
Lemma 14. Let (xt)1≤t≤T be a real valued sequence and {(x̂(i)t )1≤t≤T , 1 ≤ i ≤ N} be a
collection of predicting sequences. For any α ∈ SN (defined by (4.2.4)), we set x̂[]t =∑N
i=1 αi x̂
(i)











































with yt = |xt| + max1≤i≤N |̂x(i)t |.
Proof. We set ε = N/T ≤ 1. Let SN,ε ⊂ SN be a minimal ε-net of the simplex SN for the
`1 distance. We consider the aggregated predictor (x̂t)1≤t≤T obtained from the collection

































where N = |SN,ε| and yt,ε = |xt| + max  ′∈SN,ε |̂x[
′]
t |.
Note that, for any α, α′ ∈ SN , we have
|̂x[ ′]t − x̂[]t | ≤
N∑
j=1
|α j − α′j| maxi=1,...,N |̂x
(i)
t | .
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For any 0 < "  1, the cardinality N" of a minimal "-net of SN can be upper-bounded by
(5=")N, see (Ghosal and van der Vaart, 2001, Lemma A.4). So, for the choice " = N=T 
1, we get the bound (4.9.1). 
We can now investigate how the bound (4.2.15) can be improved when conditions stronger
than (N-1) with p = 4 are imposed on the noise Z.
Theorem 4.9.1.Assume that Assumption(M-1) holds and letf(X̂(i)t )1t T ; 1  i  Ngbe a
collection of sequences of L-Lipschitz predictors with L satisfying(L-1).
(i) Assume that the noise Z satises(N-1) with a given p> 2 and let X̂ = (X̂t)1t T
denote the aggregated predictor dened in the proof of Lemma14with
 =
1







































with C1 = 6m2=pp (1 + L  )2 A2

.
(ii) Assume that the noise Z fullls(N-2) for some positive and let X̂ = (X̂t)1t T


































































(Note that when N=T ! 0, the term between curly brackets is equivalent to
(log T)3).
Proof. We define Yt = jXtj + max1i N jX̂(i)t j.
Case(i). Following the same lines as in the proof of Theorem 4.2.1, we obtain that
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+ (2) p=2−1Ap∗ (1 + L∗)
pmp : (4.9.8)
Since m2 ≤ m2=pp , for  given by (4.9.4), the inequality (4.9.5) follows.
Case(ii). We set  = =( A∗(1 + L∗)). Following the same lines as in the proof of
Theorem 4.2.1, we obtain that E[Y2t ] ≤  −2 ( ) and E[(Y2t − 1=(2)) +] ≤ 2e−1  −2(2 +
(2) −1=2) e−(2)
−1=2

































−2 (2 + (2) −1=2) e−(2) −1=2 ( ) : (4.9.9)
Choosing  as in (4.9.6), we obtain (4.9.7). 
Remark 10. For p > 4, we observe that the bound (4.9.5) improves upon (4.2.15) when
N log(T=N) ≤ T (p−4)=(2p−4). Similarly, the bound (4.9.7) improves upon (4.2.15) when
T ≥ N2(log T )6.
Remark 11. The cardinality of a N=T-net of SN roughly scales as (T=N)N−1 with T , so the
computational cost of the aggregated predictor X̂ of Lemma 14 is prohibitive. Hence, the
bounds (4.9.5) and (4.9.7) are of theoretical interest only.
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5 Locally stationaryprocesses prediction by
auto-regression
Abstract
In this contribution we introduce locally stationary time series through the local
approximation of the non-stationary covariance structure by a stationary one. This
allows us to define autoregression coefficients in a non-stationary context, which, in the
particular case of a locally stationary Time Varying Autoregressive (TVAR) process,
coincide with the generating coefficients. We provide and study an estimator of the
time varying autoregression coefficients in a general setting. The proposed estimator of
these coefficients enjoys an optimal minimax convergence rate under limited smoothness
conditions. In a second step, using a bias reduction technique, we derive a minimax-rate
estimator for arbitrarily smooth time-evolving coefficients, which outperforms the
previous one for large data sets. For TVAR, the predictor naturally obtained from the
estimator also exhibits an optimal minimax convergence rate.
5.1 INTRODUCTION
In many applications, one is interested in predicting the next values of an observed time
series. It is the case in various areas like finance (stock market, volatility on prices), social
sciences (population studies), epidemiology, meteorology and network systems (Internet
traffic). Autoregressive processes have been used successfully in a stationary context for
several decades. On the other hand, in a context where the number of observations can
be very large, the usual stationarity assumption has to be weakened to take into account
some smooth evolution of the environment.
Many prediction methods developed in signal processing are well known to adapt to
a changing environment. This is the case of the wide spread recursive least square
algorithms. The initial goal of these methods is to provide an online algorithm for
estimating a regression vector with low numerical cost. Such methods usually rely on
a forgetting factor or a gradient step size γ and they can be shown to be consistent in
a stationary environment when γ decreases adequately to zero (see e.g. Duflo (1997)).
However when the environment is changing, that is, when the regression parameter
evolves along the time, a “small enough” γ often yields a good tracking of the evolving
regression parameter. In order to have a sound and comprehensive understanding of
this phenomenon, an interesting approach is to consider a local stationarity assumption,
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as successfully initiated in Dahlhaus (1996b) by relying on a non-stationary spectral
representation introduced in Priestley (1965); see also Dahlhaus (2012) and the references
therein for a recent overview. The basic idea is to provide an asymptotic analysis for
the statistical inference of non-stationary time series such as time varying autoregressive
(TVAR) processes by relying on local stationary approximations. The analysis of the
NLMS algorithm for tracking a moving autoregression parameter in this framework is
tackled in Moulines et al. (2005). Such an analysis is based on the usual tools of
non-parametric statistics. The TVAR parameter  is seen as the regular samples of a
smooth Rd-valued function. An in-fill asymptotic allows one to derive minimax rates
of convergence for estimating this function on a fixed interval [0; 1] within particular
smoothness classes of functions. As shown in Moulines et al. (2005), it turns out that the
NLMS algorithm provides an optimal minimax rate for estimating the TVAR parameters
with Hölder smoothness index  2 (0; 1] but is no longer optimal for  > 1, that is
when the TVAR parameters are smoother than a continuously dierentiable function. An
improvement of the NLMS is proposed in Moulines et al. (2005) to cope with the case
 2 (0; 2] but, to the best of our knowledge, there is no available method neither for the 
minimax-rate estimation nor for the minimax-rate prediction when  > 2, that is when the
TVAR parameters are smoother than a two-times continuously dierentiable function.
In the present work, our main contribution is twofold. First we introduce the concept
of time-varying linear prediction coecients to a general class of locally stationary
processes. This general class extends the class of locally stationary processes as
introduced in Dahlhaus (1996b) in a way that we believe is more natural and appropriate
to the signal processing community. In the specific case of a TVAR process, these
coecients correspond to the time-varying autoregression parameters. Second, we show
that the Yule-Walker estimator introduced in Dahlhaus and Giraitis (1998) for TVAR
processes also applies to this general class and is minimax-rate for Hölder index  = 2.
Moreover, by applying a bias reduction technique, we derive a new estimator which is
minimax-rate for any Hölder index   2.
The paper is organized as follows. In Section 5.2, we introduce the locally stationary
time series and define the regression problem investigated in this work. The Yule-Walker
estimator is detailed in Section 5.4. In Section 5.3, we explain why and how minimax
estimation is crucial for deriving practical predictors. Main results are presented in
Section 5.5 relying on Hölder smoothness assumptions on the local spectral density of
the locally stationary time series. The particular case of TVAR processes is treated in
Section 5.6. Numerical experiments complete our study in Section 5.7, confirming the
benefits of our approach when the length of the data set becomes very large.
Four appendices complete this paper. Section 5.8 contains useful results on locally
stationary time series needed for showing the main theorems of Section 5.5. The proof
of the main theorems of Section 5.5 are provided in Section 5.9. Some useful technical
results can be found in Section 5.10. As a support of Section 5.8, we refer to the basic
tool-kit on weakly stationary processes presented in Section 5.11.
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In the following, vectors are denoted using boldface symbols, ||x|| denotes the Euclidean
norm of x, ||x|| = (∑i |xi|2)1/2, and ||x||1 its `1 norm, ||x||1 = ∑i |xi|. If f is a function,
‖ f ‖∞ = supx | f (x)| corresponds to its sup norm.
5.2.1 Main definitions
We consider a doubly indexed time series (Xt,T )t∈Z,T∈N∗ , which we assume to be centred for
convenience. Here t refers to a discrete time index and T is an additional index indicating
the sharpness of the local approximation of the time series (Xt,T )t∈Z by a stationary one.
Coarsely speaking, (Xt,T )t∈Z,T∈N∗ is considered to be locally stationary if, for T large, given
a set S T of sample indices such that t/T ≈ u over t ∈ S T , the sample (Xt,T )t∈S T can be
approximately viewed as the sample of a stationary time series which depends on the
rescaled location u. Note that u is a continuous time parameter, sometimes referred to as
the rescaled time index. Following Dahlhaus (1996b), it is classical to set T as the number
of available observations, in which case all the definitions are restricted to 1 ≤ t ≤ T and
u ∈ [0, 1]. However this is not essential in the mathematical derivations and it is more
convenient to set t ∈ Z and u ∈ R for presenting our setting.
We first introduce definitions for the time varying covariance and the local covariance
functions.
Definition 12 (Time varying covariance function). Let (Xt,T )t∈Z,T∈N∗ be an array of random
variables with finite variances. The local time varying covariance function γ∗ is defined
for all t ∈ Z,T ∈ N∗ and ` ∈ Z as





Definition 13 (Local covariance function). A local spectral density f is a R2 → R+
function, (2pi)-periodic and locally integrable with respect to the second variable. The
local covariance function γ associated with the time varying spectral density f is defined
on R × Z by
γ (u, `) =
pi∫
−pi
exp (i`λ) f (u, λ) dλ . (5.2.2)
In (5.2.2), the variable u should be seen as rescaled time index (in R), ` as a (non-rescaled)
time index and λ as a frequency (in [−pi, pi]). Recall that, by the Herglotz theorem (see
(Brockwell and Davis, 2002, Theorem 4.3.1)), Equation (5.2.2) guaranties that for any
u ∈ R, (γ (u, `))`∈Z is indeed the autocovariance function of a stationary time series. Now,
we can state the definition of locally stationary processes that we use here.
Definition 14 (Locally stationary processes). Let (Xt,T )t∈Z,T∈N∗ be an array of random
variables with finite variances. We say that (Xt,T )t∈Z,T∈N∗ is locally stationary with local
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spectral density f if the time varying covariance function γ∗ of (Xt,T )t∈Z,T∈N∗ and the local
covariance function γ associated with f satisfy∣∣∣∣∣γ∗ (t,T, `) − γ ( tT , `
)∣∣∣∣∣ ≤ CT , (5.2.3)
where C is a constant.
Let us give some examples fulfilling this definition.
Example 15. Locally stationary processes were first introduced by Dahlhaus (1996b)




exp (itω) A0t,T (ω) ξ (dω) , (5.2.4)
where ξ(dω) is the spectral representation of a white noise and (A0t,T )t∈Z,T∈N∗ is a
collection of transfer functions such that there exist a constant K and a (unique) 2pi−
periodic function A : R × R→ C with A(u,−ω) = A(u, ω) such that for all T ≥ 1,
sup
t,ω
∣∣∣∣∣A0t,T (ω) − A ( tT , ω
)∣∣∣∣∣ ≤ KT . (5.2.5)
This class of locally stationary processes satisfies Definition 14 (see (Dahlhaus, 1996a,
Section 1)) with f (u, λ) = |A(u, λ)|2.
Example 16 (TVAR(p) model). Under suitable assumptions, the TVAR process is a














where  = [θ1 . . . θp]′ : R → Rp are the time varying autoregressive coefficients and
(ξt)t∈Z are i.i.d. centred and with variance 1.
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where (ξt)t∈Z are i.i.d. such that E[|ξ0|q] < ∞ for all q ≥ 1, E[ϕ(u, ξ0, . . . , ξp)] = 0 for
all u ∈ R and there exist K,C, r > 0 such that, for all u, u′ ∈ R, x ∈ Rp+1









In contrast to Examples 15 and 16, Example 17 do not rely on a linear representation of
the process.
5.2.2 Statement of the problem
Let d ∈ N∗. For each t = 1, . . . ,T , define the prediction vector of order d by

∗
t,T = arg min











Xt,T −  ′Xt−1,T )2] , (5.2.6)
where A′ denotes the transpose of matrix A and Xs,T =
[
Xs,T . . . Xs−(d−1),T
]′. Provided










where  ∗t,T = [γ
∗(t,T, 1) . . . γ∗(t,T, 1)]′, Γ∗t,T is the time varying covariances matrix
Γ∗t,T = (γ
∗(t − i,T, j − i); i, j = 1, . . . , d) and γ∗ is the time varying covariance function
as defined in (5.2.1). Analogously to (5.2.7), and with the aim of approximating the local
solution of the stationary Yule-Walker equations, we set
 u = Γ
−1
u  u , (5.2.8)
where  u = [γ(u, 1) . . . γ(u, d)]′, Γu is the covariances matrix Γu = (γ(u, i − j); i, j =
1, . . . , d) and γ is the local covariance function as defined in (5.2.2).
Assuming particular regularity conditions on  , an estimator ̂ of it is studied in Dahlhaus
and Giraitis (1998) for the model of Example 15. In the following we improve these
results by deriving minimax rate properties of the estimator of Dahlhaus and Giraitis
(1998) and extensions of it. We will use the following smoothness class of functions. For




|s − s′|α .
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This semi-norm is used to build a norm for any  > 0 as it follows. Let k 2 N and


























= 1 otherwise. For R > 0 and  > 0, the (; R)  Hölder ball of dimension d is
denoted by
 d(; R) =
n





We can now derive the main assumption used on the model which depends on some
positive constants ; R and f
 
.
(M-3) The sequence (Xt;T)t2Z;T2N is a locally stationary process in the sense of
Denition 14 such that P(Xt;T = 0) = 0 for any t. The spectral density f (; )
belongs to  1(; R) for any  2 R, and satises f (u; )  f  for all u;  2 R.
The constant C in (5.2.3) depends continuously and at most on kf k1 and
supu;2R j@f (u; )=@uj.
Note in particular that for  > 1, (M-3) implies that f is continuously dierentiable in its
first component.
The problem that we are interested in is to derive a minimax rate estimator e for any
  2, which means, that for such a , the estimation risk, say the quadratic risk E[jje t;T  


t;Tjj2] can be bounded uniformly over all processes satisfying (M-3) (among with some
additional assumptions), and that the corresponding rate of convergence as T ! 1 cannot
be improved by any other estimator. The case   2 is solved in Moulines et al. (2005)
for a particular subclass.
5.3 MINIMAX ESTIMATION FOR ADAPTIVE PREDICTION
















 Xs;T; s  t   1
i
: (5.3.1)
As explained before, the goal of this paper is to derive estimators, say e t;T 2 Rd, of  t=T,
which is a local approximation of  t;T. In this section, we assume that e t;T is a function of
the past Xs;T, s  t   1. Then e 0t;TXt  1;T is a legitimate predictor of Xt;T and we have the
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The first term is the minimal prediction error that one would achieve with the conditional







Xt−1,T and using the Minkowskii and Cauchy-Schwartz inequality,






t,T Xt−1,T − X̂∗t,T




[∥∥∥Xt−1,T∥∥∥4])1/4 (E [∥∥∥∥ ˜ t,T −  ∗t,T∥∥∥∥4])1/4 .
The first term in the upper bound is due to the approximation of the best predictor by
the best linear predictor of order d and can only be improved by increasing d. Note
that, in the case of the TVAR(p) model with p ≤ d, this error term vanishes. The quantity
(E[||Xt−1,T ||2])1/2 is typically bounded by a universal constant independent of (t,T ) over the
class of processes under consideration. Hence, for a given d, the control of the prediction
risk boils down to the control of the quadratic estimation risk E[||˜ t,T −  ∗t,T ||2].
To do so, we can further decompose the quadratic loss as∥∥∥∥ ˜ t,T −  ∗t,T∥∥∥∥ ≤ ∥∥∥∥˜ t,T −  t/T∥∥∥∥ + ∥∥∥ t/T −  ∗t,T∥∥∥ ,
and note that the second term is a deterministic error basically accounting for the
approximation precision of the non-stationary model by a stationary one, which, under
appropriate assumptions, will be shown to be of order T−1. As a result of these
successive decompositions, our effort in the following focus on controlling the estimation
risk E[||˜ t,T −  t/T ||2] uniformly over a class of locally stationary processes with given
smoothness index β ≥ 2.
By achieving this goal, we will provide a theoretical justification of the intuitive fact that,
in a non-stationary context, any predictor should be adapted to how smoothly the time
varying parameter evolves along the time. On the other hand, in practical situations, one
may not have a strong a priori on the smoothness index β and one should rely on data
driven methods that are therefore called adaptive. This problem was tackled in Chapter 4.
More precisely, using aggregation techniques introduced in the context of individual
sequences prediction (see Vovk (1990); Littlestone and Warmuth (1994); Cesa-Bianchi
and Lugosi (2006); Anava et al. (2013)) and statistical learning (Barron (1987); Catoni
(1997, 2004); Juditsky and Nemirovski (2000); Yang (2000a, 2004); Leung and Barron
(2006)), one can aggregate sufficiently many predictors in order to build a minimax
predictor which adapts to the unknown smoothness β of the time varying parameter.
However, a crucial requirement in Chapter 4 is to dispose of β-minimax-rate sequences of
predictors for any β > 0. Hence, following Chapter 4 and Moulines et al. (2005), where
minimax estimators are derived only for β ≤ 2, our results will pave the way for adaptive
minimax-rate forecasting at any (unknown) smoothness rate.
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5.4 TAPERED YULE-WALKER ESTIMATE
Following Dahlhaus and Giraitis (1998), a local empirical covariance function is defined
as follows. It relies on a real data taper function h and a bandwidth M which may depend
on T .
Definition 15 (Empirical local covariance function). Consider a function h : [0, 1] → R
and M ∈ 2N∗. The empirical local covariance function γ̂M with taper h is defined in R×Z
as


















2(k/M) ∼ M ∫ 1
0
h2(x)dx is the normalizing factor. We assume that
HM > 0.
For h ≡ 1 in Definition 15 we obtain the classical covariance estimate for a centred sample
{Xs, buT c −M/2 ≤ s ≤ buT c+ ` + M/2}. Taking into account the interval [t −M/2 + 1, t +
M/2], and with the help of the data taper function h, the following empirical Yule-Walker
equations are then derived
̂ t,T (M) = Γ̂−1t,T,M ̂ t,T,M , (5.4.1)
where ̂ t,T,M = [̂γM(t/T, 1) . . . γ̂M(t/T, d)]′, Γ̂t,T,M is the matrix of empirical covariances
Γ̂t,T,M = (̂γM(t/T, i − j); i, j = 1, . . . , k) and γ̂M is the empirical covariance function as in
Definition 15.
5.5 MAIN RESULTS IN THE GENERAL FRAMEWORK
5.5.1 Additional assumptions
For convenience, we introduce the following notation. Let p > 0, q, r, s ∈ N∗, u : R→ R,
a, b : Rr → R, c ∈ Rq and a collection of random matrices {UM ∈ Rr×s,M ∈ N∗}. We
write
(i) UM = OLp,c(u(M)) if there exists Cp,c > 0, depending continuously and at most on





[∣∣∣UM,i, j∣∣∣p])1/p ≤ Cp,c |u (M)| , (5.5.1)
where UM,i, j is the (i, j)-th entry of the matrix UM.
(ii) UM = OL•,c(u(M)) if UM = OLp,c(u(M)) for all p > 0.
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(iii) a(x) = Oc(b(x)) if and only if there exists a constant Cc depending continuously
and at most on the index c, such that for all x 2 Rr
ja (x)j  Cc jb (x)j :
Concerning the function h we have the following assumption.
(H) The function h : [0; 1] ! R is piecewise continuously differentiable, that is, for
0 = u0 < u1 < : : : < uN = 1, h is C1 on (ui 1 ;ui], i = 1; : : : ;N. Moreover we
denote khk1 = supu2[0;1] jh(u)jand kh0k1 = max1i N supu2(ui 1 ;ui ] jh0(u)j.
Provided a piecewise continuously dierentiable funtion h (as in (H)) and a local spectral
density function f continuously dierentiable on its first component, we also consider the
following assumption.
(C) For all q > 0, Mq := supt;T E
[∣∣∣Xt;T∣∣∣q] < 1 and for all ‘ 2 Z the empirical
covariance function satisfy
 M (u; ‘ )   E
[
 M (u; ‘ )
]
= OL  ;‘; f
 





At first glance Assumption (C) may seem restrictive but it is not. Locally stationary
processes of Example 15 satisfy it (see (Dahlhaus and Giraitis, 1998, Theorem 4.1)) and
also m-dependent sequences as those in Example 17.
5.5.2 Bound of the estimation risk
Our first result provides an equality satisfied by the estimation error of ̂ t;T(M).
Theorem 5.5.1.Let   2;R; f
 
> 0 and h : [0; 1] ! R. Let k 2 N and  2 (0; 1]
be uniquely dened such that = k +  and consider M 2 2N . Suppose that
Assumptions(M-3), (H) and (C) hold. Let ̂ t;T(M) be obtained from Equation (5.4.1).
The following relation is satised


















+ vM ; (5.5.2)
where ah;f ;‘ depends only on h, the spectral density f and‘ and vM =
OL  ;d; f
 
;khk1 ;kh0k1 ;;R (M  1=2 ). Moreover,ah;f ;1 = 0 if h(x) = h(1   x) for x 2 [0; 1].
The proof can be found in Section 5.9.1. Theorem 5.5.1 suggests to combine several
̂ t;T(M) to obtain a more accurate estimation by cancelling out the first k bias terms
in (5.5.2). The technique was already used for eliminate one term of bias in (Moulines
et al., 2005, Theorem 8) for example. It is inspired by the Romberg’s method in numerical
analysis (see Baranger and Brezinski (1991)). Let  = [ 0 : : :  k]0 2 Rk+1 , be the solution
of the equation
A = e1 ; (5.5.3)
where e1 = [1 0 : : : 0]0 is the Rk+1- vector having a 1 in the first position and zero
everywhere else and A is a (k + 1)  (k + 1) matrix with entries Ai; j = 2  i j for 0  i; j  k.
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Theorem 5.5.2. Let   2;R; f
 
> 0 and h : [0;1] ! R. Let k 2 N and  2 (0;1]
be uniquely dened such that = k +  and consider M 2 2k+1N  . Suppose that
Assumptions(M-3), (H) and (C) hold. Let ̂ t;T(M) be obtained from Equation (5.4.1).
Then,˜ t;T(M) = ∑k‘ =0  ‘ ̂ t;T(M=2‘ ) with  dened by (5.5.3) satises











+ vM ; (5.5.4)
wherevM = OL  ;d; f
 
;khk1 ;kh0k1 ;;R (M  1=2 ).
The proof is postponed to Section5.9.2. It is straightforward to check that the optimal
bandwidth for minimizing the order of the right term of Equation (5.5.4) isM / T2=(2+1) .
The next result is a direct consequence of Lemma17, Theorem5.5.2and this observation.
Corollary 2. Let   2;R; f
 
> 0 and h : [0;1] ! R. Let k 2 N and  2 (0;1] be
uniquely dened such that = k +  and consider M= 2k+1bT2=(2+1) c. Suppose that
Assumptions(M-3), (H) and(C) hold. Let˜ t;T(M) be obtained as in Theorem5.5.2. Then,
for any q> 0 there exist a constant C only depending on h;q;d; f
 
;R and continuously on
 and a T0 > 0 only depending on d;R and f  such that, if T T0 we have, for all t2 Z,
E
[∣∣∣∣∣∣∣∣˜  t;T (M)    t;T∣∣∣∣∣∣∣∣q]  CTq=(2+1) : (5.5.5)
5.6 APPLICATION TO TVAR PROCESSES
Time varying autoregressive processes (see Example16) are a handful model to illustrate
our results.
The index sets the regularity of the functions we are interested in (the TVAR parameter
 ). The following concepts are related to standard stability conditions on them.
For  : R ! Rp, we dene the time varying autoregressive polynomial by (z;u) =
1   ∑pj=1  j(u)zj.
Let us denote, for any > 0, sp() = f : R ! Rp;  (z;u) , 0;8jzj <   1 ;u 2 [0;1]g.
Dene, for  > 0, R > 0,  2 (0;1),  2 [0;1] and  + > 0, the class of parameters
C(; R; ; ;  +) =
{( ; ) : R ! Rp  [ +;  +] :  2  p(; R) \ sp() } :
Given an i.i.d. sequence (t)t2Z and constants 2 (0;1),  2 [0;1],  + > 0,  > 0 and
R > 0, we consider the following assumption.
(M-4) The sequence (Xt;T)t2Z;T2N is a TVAR process with time varying standard
deviation , time varying AR coefcients  1; : : : ;  p and innovations ( t)t2Z, and
( ; ) 2 C(; R; ; ;  +).
A TVAR process admits a linear representation with respect to the innovations (see
Proposition2 in Chapter4). It is convenient to introduce the assumption below.
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(I) For all q > 0 the innovations ( t)t2Z satisfy mq := E  j jq  < 1.
Time varying autoregressive processes are locally stationary under certain conditions on
their parameters and moments. The next result is consequence of (Dahlhaus,1996b
Theorem 2.3).
Theorem 5.6.1. Let  2 (0;1);  > 0;R > 0 and  2 [0;1]. Suppose that
Assumptions(M-4) and (I) hold. Then, the process is locally stationary in the sense of
Denition 14with










Moreover, t;T 2 Rd as dened by Equation (5.2.8) coincides with (t=T) whenp = d.
To apply the results of Section5.5 to the TVAR fullling Assumption (M-4) and (I),
we should take care of the regularity of the spectral density and also of its bounds.
The analysis of Section5.10 points in that direction. From that, we conclude that the
conditions of Corollary2 are fullled.
Corollary 3. Let  2 (0;1);   2;R > 0 and  2 [0;1]. Let k 2 Z and  2 (0;1] be
uniquely dened such that = k +  and consider M= 2k+1bT2=(2+1) c. Suppose that
Assumptions(M-4) and(I) hold and thatP(Xt;T = 0) = 0 for any t. Assume moreover that
 2  1(; R). Lete t;T(M) be a p dimensional vector obtained as in Theorem5.5.2(i.e.
p = d). Then, for any q2 N there exists a constant C only depending on q;h; p; ; ;  +;R
and continuously on, and T 0 > 0 depending only on p; ; ;  +;R and  such that, for
































The estimatore proposed in Corollary3 is -minimax-rate for TVAR processes according
to (Moulines et al.,2005, Theorem 4). Hence, it is also-minimax-rate in the class
of locally stationary processes satisfying Assumption(M-3). Section4.7.1of Chapter4
explains how to construct minimax-rate predictors from minimax-rate estimators of .
Applying their approach, Corollary3 also provides a crucial ingredient in building
-minimax-rate predictors for any  2.
5.7 NUMERICAL WORK
We test both methods on data simulated according to a TVAR process withp =
3. The smooth parameter functiont 7!  (t) within sp() for some  2 (0;1)
is chosen as follows. First we pick randomly some smoothly time varying partial
autocorrelation functions up to the orderp that are bounded between 1 and 1,
 k;k (u) =  k P F  1j=1 aj;k j2 cos( ju) =[F (F   1) (2F   1) =6], whereaj;k are random numbers
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in [−1, 1], the same ones for all u. Then we use Algorithm 7 and set θ = −[θ1,p . . . θp,p].
From the classical Levinson-Durbin recurrence (i.e. Algorithm 7 with δ = 1) we obtain a
function in sp(1) (see for example Makhoul (1975)), it is straightforward to check that the
θ produced by Algorithm 7 with δ ∈ (0, 1) is in sp(δ). The three components of our θ(t)
are displayed in Figure 5.1. The generated θ is, in theory, C∞. We can then ensure that
Algorithm 7: Adapted Levinson-Durbin algorithm.
parameters the stability parameter δ > 0 and the time varying partial
autocorrelation functions θk,k, k = 1, . . . , p;
for k = 2 to p do
for j = 2 to p − 1 do
θ j,k = θ j,k−1 + δ2 j−2kθk,kθk− j,k−1;
for any β > 0, it is in Λp(β,R) for some R > 0. For convenience we build θ˜ with k = 1.
For each T ∈ {22 j, j = 5, . . . , 15} we generate 100 realizations of a TVAR process from
innovation sequences (ξt)t∈Z of i.i.d. centred Gaussian random variables with unit variance
by sampling θ at a rate T−1. Then we compare θ̂ and θ˜ for estimating θ(1/2) using h ≡ 1
and diﬀerent values of M. Recall that θ(1/2) = θ∗T/2,T . Figure 5.2 shows the boxplots
corresponding to this evaluation for two diﬀerent T s.
Figure 5.1 : Plots of θ1(t) (top), θ2(t) (middle) and θ3(t) (bottom) on the interval t ∈ [0, 1].
In Figure 5.2 we observe that for T = 220 the error of θ̂ is minimized in M = 215 while
that of θ˜ reaches its minimum in M = 217. The estimator θ˜ beats θ̂ for the two biggest
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Figure 5.2 : Box plots of the quadratic losses for estimating θ(1/2) using θ̂T/2,T (M) (red
boxes) and θ˜T/2,T (M) (blue boxes) for various bandwidths M, when T = 220 (left) and
T = 230 (right).
values of M. In the case T = 230, the error of θ̂ reaches its minimum in M = 223 = T 4/5/2
and that of θ˜ in M = 226 = 22 T 4/5. The estimator θ˜ beats θ̂ for the four biggest values
of M. These experiences illustrate the theoretical result established in (Dahlhaus and
Giraitis, 1998, Theorem 2.2) (where an optimal rate for θ̂ estimation is obtained with
M ∝ T 4/5) and Corollary 3 (exhibiting the optimal rate for θ˜ estimation in M ∝ T 4/5, if
β = 2). Figure 5.3 (left graph) displays the oracle errors minM ‖̂θT/2,T (M) − θ(1/2)‖ and
Figure 5.3 : Oracle losses (using the best choice for the bandwidth M) for estimating
θ(1/2) using θ̂T/2,T (M) (red points) and θ˜T/2,T (M) (blue points) for various values of T .
The left plot displays the losses over all the Monte Carlo simulations and the two resulting
log-log regression lines. The right plot displays boxplots of the corresponding losses ratio.
minM ‖θ˜T/2,T (M) − θ(1/2)‖ for all T ∈ {22 j, j = 5, . . . , 15}. The slope corresponding to θ˜
(in blue) is steeper than the one corresponding to θ̂ (in red), meaning that, in average, θ˜
outperforms θ̂ by an increasing order of magnitude as T increases. This corroborates what
is expected from our theoretical analysis (see Corollary 3). The boxplots of Figure 5.3
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(right graph) represent the ratios minM ‖˜ T=2;T(M) −  (1=2)‖=minM ‖̂ T=2;T(M) −  (1=2)‖
computed for each T and realization of the TVAR process. Observe that for 214 ≤ T ≤ 218
the estimator ˜ beats ̂ in at least half of the cases. For T ≥ 220, it happens in at least 75%
of the cases.
5.8 USEFUL RESULTS ON LOCALLY STATIONARY TIME SERIES
This section provides the background necessary to support the proof of our main results
about locally stationary processes. The next two lemmas allow to control the norms of
̂ t;T and  t=T.
Lemma 15. Let (Xt;T )t∈Z;T∈N∗ be a locally stationary process in the sense of Definition 14
such that P(Xt;T = 0) = 0 for any t ≤ T. The Yule-Walker estimate ̂ t;T (M) defined by
Equation (5.4.1) satisfies ||̂ t;T (M)|| ≤ 2d almost surely.
Proof. This proof is an adaptation of that of (Dahlhaus and Giraitis, 1998, Lemma 4.2).
We start by showing that  ̂ t;T;M, with entries defined as in (5.4.1), is non-singular
almost surely. Suppose on the contrary that P(det(̂  t;T;M) = 0) > 0. This
means that there is an x ∈ (Rd)∗ such that  ̂ t;T;Mx = 0 and therefore





j=1 x j exp(i j)| 2d = 0. The expression inside the modulus
vanishes at most for d−1 values of , otherwise x = 0 because the obtained Vandermonde
determinant is non-zero. Then f̂M(t=T; ) = 0 for almost all  ∈ [−; ]. Since
{exp(−i s); s = 0; : : : ;M − 1} is a subset of an orthogonal basis of L2([0; 1]) we get that
h(s=M)Xt−M=2+s+1;T = 0 for s = 0; : : : ;M − 1, but then P(Xt;T = 0) > 0 for some 1 ≤ t ≤ T .
Observe that for any s, ̂ M(s; ·) defined by (5.4.1) is an autocovariance function. Setting
s = t=T, the corresponding covariance matrix  ̂ t;T;M is positive-definite almost surely.
As consequence of Lemma 23 (Section 5.11) we have that z1; : : : ;zd, the roots of the
polynomial ̂ t;T (z) = 1 −∑dj=1 ̂ j;t;Tz j satisfy |z j| > 1 for any j. Then,














∣∣∣∣̂  t;T (exp (i ))∣∣∣∣2 d : (5.8.1)
Note that
∏d
j=1(−zi) = 1. Therefore













If |z| = 1, Equation (5.8.2) implies that |̂ t;T (z)| ≤ 2d. Putting this into (5.8.1) the proof is
completed. 
Lemma 16. Let (Xt;T )t∈Z;T∈N∗ be a locally stationary process in the sense of Definition
14. Assume that f (u; ) > 0 for all u;  ∈ R. The vector  u defined by Equation (5.2.8)
satisfies || u|| ≤ 2d.
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Proof. The proof follows the same scheme of that of Lemma15 up to simplications.
Here the contradictionf (u; ) = 0 for almost all 2 [ ; ] raises immediately from the
assumptions. Observe that, instead of an almost sure result, this is a deterministic one.
Lemma16 is necessary to prove the following.
Lemma 17. Let (Xt;T )t2Z;T2N be a locally stationary process in the sense of Definition 14
where the spectral density f satisfies f (u; )  f
 
for all u;  2 R. Then, there exist two
constants C1; T0 > 0 depending only on d;C (see Inequality (5.2.3)) and f  such that, for




















Proof. From equations (5.2.7) and (5.2.8) we obtain that













 t=T + 

t;T    t=T
i
:
Applying matrix inequalities (specically with the spectral norm) we get




































































Inequality (5.2.3) implies thatjj  t=T     t;T jj  d3=2C=T and thatjj t;T    t=Tjj  d1=2C=T.
The smallest eigenvalue of the matrix  t=T is positive, at least 2f  (see (Brockwell and











t;T     t=T





















Then, forT  T0 = Cd3=2( f   ) 1 we havejj(  t;T )  1 jj  ( f  ) 1 . Lemma16 ensures thatjj t=Tjj  2d and the result follows withC1 = Cd1=2( f   ) 1 (d2d + 1). 
Theorem 5.8.1.Let d 2 N ;   2;R > 0, f
 
= 0 and h : [0;1] ! R. Let k 2 N and
 2 (0;1] be uniquely defined such that  = k +  and consider M 2 2N with M > d.































where ch; f ; j;‘ only depends on h, the spectral density f , j and ‘ . If h(x) = h(1   x) for all
x 2 [0;1], then ch; f ; j;1 = 0.
Our proof of Theorem5.8.1can be found in Section5.8.1. It uses the following lemma.
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Lemma 18. Let β > 0 and R > 0. Consider f : R→ R, a function in Λ1(β,R) and a ∈ R.







(x − a)` + fk (x) , (5.8.4)
where fk(x) = Oβ,R((x − a)β).
Proof. The expression (5.8.4) corresponds to the Taylor expansion of the function f .
Without loss of generality, let x > a. We just need to proof that the remainder term is
bounded by (x − a)β up to a constant. Using the definition of the norm | · |β we have
f (k)k (x) ≤ R(x − a)α. The result follows by integrating k times the previous inequality. 
5.8.1 Proof of Theorem 5.8.1















































Since Inequality (5.2.3) guaranties that


































and then use the expression of γM, j for computing E[̂γM(t/T, j)].
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Since h is piecewise C1, maybe except for N values of s in j + 1, . . . ,M we have
h
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( s − j
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Observe that ch,0 = 1 and ch,1 = 0 if h(x) = h(1− x) for all x ∈ [0, 1]. Using (5.8.9) and the
upper bound on fk, we express the terms of the second and third lines of (5.8.6) as follows
pi∫
−pi












( s − j
M
) (−M/2 + s
T
)`




































where, in particular ch, f , j,0 = γ(t/T, j). This implies that





















Note that the relation (5.8.5) together with (5.8.9) evaluated in ` = 0 allow to conclude
the proof.
5.9 PROOF OF BOUNDS OF THE ESTIMATION RISK
5.9.1 Proof of Theorem 5.5.1
We start by enunciating and proving the following.
Lemma 19. Let d be a positive integer. Consider the d × d real non singular matrices Γ
and Γ̂ and the vectors , ̂,  , ̂ ∈ Rd satisfying the relations
Γ = γ , (5.9.1)
Γ̂ ̂ = γ̂ . (5.9.2)
Then, for any k ∈ N we have
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Proof. From Equations (5.9.1) and (5.9.2) we get





̂ + ̂   
]
:
The result follows by applying recursion. 


































where uM(t=T; j) = OL  ;jjhjj1 ;jjh0jj1 ;R; j(M  1=2 ) and ch; f ; j;1 = 0 if h(x) = h(1   x) for all x 2
[0; 1].
For the sake of simplicity, we drop t; T in the notation and set  =  t=T, ̂ M = ̂ t;T;M,
     t=T and  ̂ M   ̂ t;T;M. Using the expression (5.9.4), we choose j = 0; : : : ;d and obtain

















+ UM ; (5.9.5)

















+ uM ; (5.9.6)
where the matrices Ch; f ;‘ 2 Rd d and the vectors ch; f ;‘ 2 Rd only depend on h; f and
‘ . Furthermore UM = OL  ;d;jjhjj1 ;jjh0jj1 ;;R (M  1=2 ) and uM = OL  ;d;jjhjj1 ;jjh0jj1 ;;R (M  1=2 ). Again
Ch; f ;1 = 0 and ch; f ;1 = 0 if h(x) = h(1   x) for all x 2 [0; 1].




































with WM = OL  ;d;jjhjj1 ;jjh0jj1 ;;R (M  1=2 ) and Dh;‘ = 0 for ‘ 2 [q; 2q) if all the Ch;1 of the factors
vanish. This remark, together with (5.9.3) of Lemma 19, (5.9.5), (5.9.6), and the bounds
provided by Lemma 15, Lemma 16 and Lemma 22 imply what is claimed in (5.5.2).
5.9.2 Proof of Theorem 5.5.2
For each ‘ = 0; : : : ;k plug M=2‘ instead of M into Equation (5.5.2), multiply the resulting
expression by  ‘ and sum. Matrix A (definition below Equation (5.5.3)) is a non singular
Vandermonde matrix and  is well defined. If h(x) = h(1   x) for x 2 [0; 1] we can remove
the second row of matrix A because the first order term of (5.5.2) is zero.
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5.10 USEFUL RESULTS ON TIME VARYING AUTOREGRESSIVE
PROCESSES
Let δ be a positive real number. Consider the set
s(p) (δ) =
 2 Rp :  (z) = 1   p∑
k=1
θkzk , 0, for jzj < δ 1
 . (5.10.1)
As an immediate consequence of Hurwitz’s theorem (see (Conway, 1973, Theorem 2.5)
or (Gamelin, 2001, Section 3, Chapter VIII)) we obtain the following lemma.
Lemma 20. For any δ > 0 the set s(p) (δ) defined by Equation (5.10.1) is closed and
min
 2s(p)(δ) jj jj1 > 0 only depends on p and δ.
Since  2 sp(δ) and σ 2 Λ1(β,R), thank to Lemma 20 we have that for any λ 2 R
the spectral density f (, λ) belongs to a Λ1(β,R0) with R0 depending only on R, δ and
continuously on β. A direct consequence of Lemma 20 is given below.
Lemma 21. Let δ 2 (0, 1), β > 0,R > 0 and ρ 2 [0, 1]. Suppose that Assumptions (M-4)
and (I) hold. There exist two constants f
 
, f+, depending only on p, δ, ρ and σ+ such that
0 < f
 
 f (u, λ)  f+ for all u, λ 2 R.
5.11 USEFUL RESULTS ON WEAKLY STATIONARY PROCESSES
In the context of real weakly stationary processes (see Brockwell and Davis (2002)
and Shumway and Stoffer (2011)), the autocovariance matrix of (Xt)t2Z, that we call Γd, is
Toeplitz and symmetric. Observe that
Γd =

γ (0) γ (1) γ (2) . . . γ (d   1)






γ (d   1) γ (d   2) γ (d   3) . . . γ (0)
 . (5.11.1)
Proposition 3. A complex-valued function defined on Z is the autocovariance function
of a weakly stationary process (Xt)t2Z taking values in C if and only if the following two
properties hold.
(i) Hermitian symmetry: for all s 2 Z,
γ (  s) = γ (s) .







ti   t j
)
a j  0 .
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A crucial concept in the study of weakly stationary processes is the spectral
measure, defined from the autocovariance function  (see (Brockwell and Davis, 2002,
Theorem 4.3.1)). We denote by B([ ; )) the Borel -algebra associated with [ ; ).
Theorem 5.11.1(Herglotz). A sequence is nonnegative denite and hermitian in the
sense of Proposition3 if and only if there exists a nite nonnegative measure on





exp (ik  )  (d ) : (5.11.2)
Furthermore, the measure is unique.
The next result links the spectral density function (when it exists) and the spectrum of the
covariance matrix   d.
Lemma 22. Assume that the autocovariance function has a spectral density function
f 2 [ f
 
; f+] with f   f+. For any d 2 N , the spectrum of the covariance matrix
(Equation (5.11.1)) is contained in[2 f
 
; 2 f+].























f ( ) d :
Therefore 2 f+
P d
j=1 a2j  a
0
  da  2 f  
P d
j=1 a2j . Choosing a as any eigenvector of   d the
result follows. 
The lemma below is similar in flavor to the statistical result of (Whittle, 1963, Section 3).
It is also a classical property of orthogonal polynomials (see (Grenander and Szego˝, 1984,
Section 2.4)). We provide an elementary proof.
Lemma 23. Let  be a real autocovariance function (in the sense of Proposition3)
such that for any d2 N  , the covariance matrix  d dened by Equation (5.11.1) is
positive-denite. Denote the vector d = [ (1) : : :  (d)]0 and letb = [b 1 : : : b d]0 =    1d  d.
Then, all the roots of the polynomialb (z) = 1   P dj=1 b jzj are in the setfz 2 C : jzj> 1g.
Proof. For j = 1; : : : ;d, let ej = [0 : : : 1 : : : 0]0 be the Rd- vector having a 1 in the j-th




 1 b 2 : : : : : : b d
1 0 : : : : : : 0
0 1 0 ::: 0
::: 0 ::: :::
:::
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Since the roots of ̂ (z) are the inverses of the eigenvalues of A, we need to proof that these
eigenvalues are inside the open unit disk. Observe that




  d ̂ ̂
0
  de1 : : : : : : ̂ 0  ded 1
e01   d ̂ e
0
1   de1 : : : : : : e
0
1   ded 1
e02   d ̂ e
0







e0d 1   d ̂ e
0





Because   d is a Toeplitz matrix, its (i; j)-th entries, and those of A  dA0 are equal for
i; j  2. The definition of ̂ implies also the equality of the (i; j)-th entries of both matrices
when i = 1; j  2 and i  2; j = 1. Since ̂ is the solution of   d ̂ =  d, we have that
̂ j =    d+1;d; j=det(  d) where   d;i; j is the cofactor of the (i; j)-th entry of   d. Finally, in the
position (1; 1) we have  (0)   ̂ 0 d =
∑d
j=0  ( j)  d+1;d; j=det(  d) = det(  d+1)=det(  d) > 0.
Consider now , an eigenvalue of A and the corresponding eigenvector v , 0. We verify
that v = [ d 1 : : :  1]0vd. From the previous analysis we get v¯0(  d   A  dA0)v = jj 2d 2 (1  
jj 2) det(  d+1)=det(  d)jvdj2  0 and the inequality is strict if  , 0. As claimed jj < 1. 
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Aggregation of time series predictors, optimality in a locally
stationary context
Andrés Sanchez Pérez
RESUME : Cette thèse regroupe nos résultats sur la prédiction de séries temporelles dépendantes.
Le document comporte trois chapitres principaux où nous abordons des problèmes différents. Le premier
concerne l’agrégation de prédicteurs de décalages de Bernoulli causales, en adoptant une approche Bayé-
sienne. Le deuxième traite de l’agrégation de prédicteurs de ce que nous définissions comme processus
sous-linéaires. Une attention particulaire est portée aux processus autorégressifs localement stationnaires
variables dans le temps, nous examinons un schéma de prédiction adaptative pour eux. Dans le dernier
chapitre nous étudions le modèle de régression linéaire pour une classe générale de processus localement
stationnaires.
MOTS-CLEFS : séries temporelles non stationnaires, Causal Bernoulli Shifts, processus autorégressifs
variables dans le temps, agrégation à poids exponentiels, apprentissage en ligne, prédiction adaptative.
ABSTRACT : This thesis regroups our results on dependent time series prediction. The work is divided
into three main chapters where we tackle different problems. The first one is the aggregation of predictors
of Causal Bernoulli Shifts using a Bayesian approach. The second one is the aggregation of predictors of
what we define as sub-linear processes. Locally stationary time varying autoregressive processes receive a
particular attention ; we investigate an adaptive prediction scheme for them. In the last main chapter we study
the linear regression problem for a general class of locally stationary processes.
KEY-WORDS : non-stationary time series, Causal Bernoulli Shift, time varying autoregressive processes,
exponential weighted aggregation, online learning, adaptive prediction.
