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Abstract
In this paper we extensively study the stochastic Galerkin scheme for uncertain systems of conservation
laws, which appears to produce oscillations already for a simple example of the linear advection equation
with Riemann initial data. Therefore, we introduce a modified scheme that we call the weighted essentially
non-oscillatory (WENO) stochastic Galerkin scheme, which is constructed to prevent the propagation of
Gibbs phenomenon into the stochastic domain by applying a slope limiter in the stochasticity. In order
to achieve a high order method, we use a spatial WENO reconstruction and also compare the results to a
scheme that uses WENO reconstruction in both the physical and the stochastic domain. We evaluate these
methods by presenting various numerical test cases where we observe the reduction of the total variation
compared to classical stochastic Galerkin.
Keywords: Stochastic Galerkin, Gibbs Oscillations, Slope Limiter, WENO reconstruction, Multielement,
Hyperbolicity
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1. Introduction
Many physical problem settings can be described by hyperbolic systems of conservation laws, however,
crucial data or parameters might not be available exactly due to measurement errors and thus have non-
deterministic effects on the approximation of the deterministic systems. The modeling of the propagation
of this uncertainty into the solution is the topic of Uncertainty Quantification (UQ). In this context, UQ
methods [3, 23, 26–28, 42, 49] are gaining more and more popularity, whereas we distinguish between
two approaches, namely the so-called non-intrusive and intrusive schemes. In addition to that, recent
developments also introduce so-called semi-intrusive [2] or weakly intrusive [41, 52] methods, which only
require small modifications in the deterministic solvers.
The most widely known non-intrusive UQ method is (Multi-Level) Monte Carlo [18, 21, 31] which is based
on statistical sampling methods and can be easily implemented and adopted to any type of uncertain
conservation law, but comes with potentially high cost due to repeated application of e.g. finite volume
methods (FVM). These so-called MC-FVM schemes have been studied in [35, 38] showing a slow convergence
rate that is improved by Multi-Level MC-FVM algorithms for conservation laws [36, 37]. Another non-
intrusive UQ scheme is stochastic collocation [61], further developments of this method are described in
[32, 39, 60].
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Intrusive UQ methods aim to increase the overall efficiency but require a modification of the underlying
solver for the deterministic problem (as FVM). The most popular methods are the Intrusive Polynomial
Moment (IPM) method [25, 43] and the stochastic Galerkin (sG) scheme. They both rely on the generalized
Polynomial Chaos (gPC) expansion [1, 8, 56, 62] which is theoretically based on the Polynomial Chaos
expansion from [59]. IPM expands the stochastic solution in the so-called entropic variables, which results
in a hyperbolic gPC system that yields a good approximation quality, however, it is necessary to know
a strictly convex entropy solution beforehand. Stochastic Galerkin expands the solution in the conserved
variables such that the gPC system results in a weak formulation of the equations with respect to the
stochastic variable.
For many non-hyperbolic equations, the underlying random field is sufficiently smooth in the stochasticity
such that the sG method is superior to Monte Carlo type methods since the gPC approach exhibits spectral
convergence [5, 17, 63]. The biggest challenge of UQ methods for hyperbolic conservation laws lies in the fact
that discontinuities in the physical space propagate into the solution manifold [7]. The naive usage of sG for
nonlinear hyperbolic problems even typically fails [3, 43] since the polynomial expansion of discontinuous
data yields huge oscillations that results in the loss of hyperbolicity. In order to resolve this problem, we
apply the hyperbolicity limiter from [15, 45] to the classical sG approach. In addition to that, the authors
of [57] introduced the so-called Multi-Element approach, where the random space is divided into disjoint
elements in order to define local gPC approximations. Further developments of this method can be found
in [54, 55, 58].
Within this article, we show a simple example of the linear transport equation with uncertain wave speed,
supplemented with Riemann initial data, that still produces oscillations in the gPC expansion [6, 32, 43]. For
this reason, we propose a robust numerical method that is able to deal with this kind of Gibbs oscillations.
We combine the hyperbolicity limiter and Multi-Element ansatz with a weighted essentially non-oscillatory
(WENO) reconstruction [13, 22, 40, 44, 53] in the physical space to deduce a high-order method and
apply a slope limiter in the stochastic variable. Furthermore, we consider a full two-dimensional WENO
reconstruction in both the physical and stochastic domain, motivated by the stochastic finite volume method
from [52]. We compare the performance of both methods by considering the total variation for various
numerical test cases.
Further intrusive UQ methods that aim to damp oscillations induced by the Gibbs phenomenon are given
for example in [27], where filters are applied to the gPC coefficients of the stochastic Galerkin approxima-
tion. Filters are a common technique from kinetic theory [33], allowing a numerically cheap reduction of
oscillations. Moreover, if the entropy of the underlying system is known, the IPM method [43] may be used
to control oscillations since they are bounded to a certain range though the entropy. Another development
of this method can be found in [25], proposing a second-order IPM scheme which fulfills the maximum
principle. In this article, we want to explore additional strategies that aim on reducing oscillations by using
slope limiting and WENO techniques in sG.
The paper is structured as follows. In Section 2 we describe our problem setting, that is the system of
uncertain conservation laws which we discretize in the stochastic domain by the stochastic Galerkin scheme.
We then demonstrate the propagation of Gibbs phenomenon by an introductory example which yields to
the definition of the stochastic slope limiter. Section 3 formulates the weighted essentially non-oscillatory
stochastic Galerkin scheme such as a full 2D WENO reconstruction of the conservation law. Finally, we
show some numerical results in Section 4, demonstrating the reduction of the total variation for our methods
compared to classical stochastic Galerkin.
2. Modeling Uncertainties
We consider stochastic conservation laws of the form
∂
∂t
u(t, x, ξ) +
∂
∂x
f
(
u(t, x, ξ), ξ
)
= 0, for x ∈ X, t > 0, ξ ∈ Ξ, (2.1a)
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with physical domain X ⊂ R, stochastic domain Ξ ⊂ R and initial conditions given by
u(0, x, ξ) = u(0)(x, ξ), for x ∈ X, ξ ∈ Ξ. (2.1b)
Depending on X, additional boundary conditions have to be prescribed. The solution u ∈ Rd is depending
on a one-dimensional random variable ξ with probability space (Ξ,F ,P) and probability density function
fΞ(ξ) : Ξ → R+. We abuse notation and denote the random space of this uncertainty by Ξ := ξ(Ξ) and
write ξ also for the realizations of the random variable.
Definition 2.1. The system (2.1) is called hyperbolic, if for any u ∈ Rd the matrix ∂f(u)∂u has d real
eigenvalues and is diagonalizable.
Remark 2.2. The existence and uniqueness of a so-called random entropy solution to (2.1) is proved in
[36]. They correspond P almost everywhere to entropy solutions in the deterministic case which is discussed
in Kruzˇkov’s theorem [24]. Here, we assume that (2.1) has an entropy - entropy flux pair that satisfies the
entropy inequality. For more information on this topic, we refer to [34, 35].
2.1. Stochastic Galerkin
We seek for an approximate solution by a finite-term generalized Polynomial Chaos (gPC) expansion (see
e.g. [19])
u(t, x, ξ) ≈
KΞ∑
k=0
uk(t, x)φk(ξ), (2.2)
where the polynomials φk of degree k are supposed to satisfy the orthogonality relation∫
Ξ
φk(ξ)φl(ξ) fΞ(ξ) dξ = δkl, (2.3)
for k, l = 0, . . . ,KΞ. Inserting (2.2) into (2.1) and applying a Galerkin projection in the stochastic space
leads to the so called stochastic Galerkin system
∂
∂t
ul +
∂
∂x
∫
Ξj
f
(
KΞ∑
k=0
ukφk
)
φlfΞdξ = 0, (2.4)
with l = 0, . . . ,KΞ. For example, the expected value and variance of u are given by
E(u) ≈
∫
Ξ
KΞ∑
k=0
ukφk fΞdξ =
KΞ∑
k=0
uk
∫
Ξ
φkφ0 fΞdξ = u0, (2.5)
V(u) ≈
∫
Ξ
(
KΞ∑
k=0
ukφk
)2
fΞdξ − u20 =
KΞ∑
k=1
u2k, (2.6)
since (2.3) yields φ0 = 1. Higher statistical moments and correlation functions can be obtained analo-
gously. For a detailed uncertainty quantification study of the underlying random conservation law, the gPC
expansion (2.2) may additionally be used for a sensitivity analysis as discussed in [49, 51].
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2.2. Multielement Ansatz
For discontinuous solutions, the gPC approach may converge slowly or even fail to converge, cf. [43, 55].
As presented in [15, 57], we therefore apply the Multielement approach, where Ξ is divided into disjoint
elements with local gPC approximations of (2.1).
We assume that Ξ = (ξL, ξR) and define a decomposition of Ξ into NΞ Multielements Ξj = (ξj , ξj+1) of
width ∆ξ = ξL−ξRNΞ for every j = 1, . . . , NΞ.
Remark 2.3. If the random variable ξ is defined on an unbounded domain (with unbounded support), for
example in the case of a normal distribution, we refer to the strategy proposed in [57]. Here, the idea is to
subdivide R into three elements (−∞, a), [−a, a], (a, ∞) and choose a ∈ R such that the tail probability
satisfies P(X ≥ a) ≤  for some small  > 0. Due to the small probability of the tail elements, one performs
the ME method only on [−a, a]. This technique will introduce a small error by restricting the domain to
[−a, a]. Another strategy is to map the random variable to the interval [0, 1] via the cumulative distribution
function, then applying the Multielement approach on [0, 1], and finally mapping it back using the quantile,
i.e. the inverse cumulative distribution function.
Moreover, we introduce an indicator variable χj : Ω→ {0, 1} on every random element
χj(ξ) :=
{
1 if ξ ∈ Ξj ,
0 else,
(2.7)
with j = 1, . . . , NΞ. If we let {φk,j(ξ)}∞k=0 be orthonormal polynomials with respect to a conditional
probability density function on the Multielement Ξj , j = 1, . . . , NΞ , the global approximation (2.2) can be
written as in [15]
u(t, x, ξ) =
NΞ∑
j=1
uj(t, x, ξ)χj(ξ) ≈
NΞ∑
j=1
KΞ∑
k=0
uk,j(t, x)φk,j(ξ)χj(ξ). (2.8)
As NΞ,KΞ →∞, the local approximation converges to the global solution in L2(Ξ), cf. [4].
The calculation of the expected value and the variance can be found in [15].
The stochastic Galerkin scheme is then applied to every Multielement separately due to the disjoint decom-
position of the random space and we come up with the following ME stochastic Galerkin system
∂
∂t
ul,j +
∂
∂x
∫
Ξj
f
(NΞ∑
j=1
KΞ∑
k=0
uk,j(t, x)φk,j(ξ)
)
φl,jfΞdξ = 0, (2.9)
for l = 0, . . . ,KΞ and j = 1, . . . , NΞ. Comparing this ME stochastic Galerkin system to sG without the
ME approach in (2.4), we observe that the complexity increases since the sG system has now to be solved
in each Multielement Ξj , for j = 1, . . . , NΞ.
2.3. Propagation of the Gibbs phenomenon
In the following section we want to illustrate oscillations that appear within a simple example of an uncertain
scalar linear advection equation due to the presence of Gibbs phenomenon, which arises when discontinuous
data is interpolated with orthogonal basis functions. Further examples to this topic can be found in [6, 32, 43].
We additionally show that the multi-element method from Section 2.2 is not sufficient to prevent oscillations
in our test case.
As introductory example, we consider the one-dimensional hyperbolic problem
∂
∂t
u+ a(ξ)
∂
∂x
u = 0 (2.10)
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with d = 1, x ∈ (0,∞) and uncertain wave speed
a(ξ) = 1.5 + 0.5 ξ, (2.11)
where ξ ∼ U(−1, 1), i.e., ξ is uniformly distributed in [−1, 1]. Hence, the density function is given by
fΞ(ξ) =
1
2χ(−1,1)(ξ) and the basis functions φk, k = 0, . . . ,KΞ, by the Legendre polynomials orthonormalized
with respect to (2.3). We further use non-smooth initial data
u(0, x, ξ) = u(0, x) =
{
1 for 0 ≤ x ≤ 0.5,
0 for 0.5 < x,
(2.12)
and constant boundary data
u(t, 0, ξ) = 1. (2.13)
We approximate the solution by the Polynomial Chaos (gPC) expansion (2.2)
u(t, x, ξ) ≈
KΞ∑
k=0
uk(t, x)φk(ξ). (2.14)
Inserting (2.14) in (2.10) and applying a Galerkin projection in the stochastic space leads to
∂
∂t
ul(t, x) +
KΞ∑
k=0
al,k
∂
∂x
uk(t, x) = 0, for l = 0, . . . ,KΞ,
with
al,k =
∫ 1
−1
a(ξ)φl(ξ)φk(ξ)fΞ(ξ) dξ, for l, k = 0, . . . ,KΞ.
Collecting all ul, l = 0, . . . ,KΞ, into a vector U = (u0, . . . , uKΞ)
T and all al,k, l, k = 0, . . . ,KΞ, into a matrix
A yields the system
∂
∂t
U(t, x) +A
∂
∂x
U(t, x) = 0. (2.15)
Note that this system is hyperbolic because A = AT . Moreover, we want to point out that the sG method
is closely related to the well-known PN closure from kinetic theory, cf. [30].
The Galerkin projection of the initial conditions (2.12) gives
ul(0, x) =
∫ 1
−1
u(0, x, ξ)φl(ξ)fΞ(ξ) dξ = u(0, x)
∫ 1
−1
φl(ξ)fΞ(ξ) dξ, for l = 0, . . . ,KΞ
and therewith
U(0, x) =

u(0, x)
0
...
0
 .
For the boundary conditions (2.13), the Galerkin projection leads to
ul(t, 0, ξ) =
∫ 1
−1
u(t, 0, ξ)φl(ξ)fΞ(ξ) dξ =
∫ 1
−1
φl(ξ)fΞ(ξ) dξ, for l = 0, . . . ,KΞ
hence
U(t, 0) =

1
0
...
0
 .
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Since (2.15) is a linear hyperbolic system, it can be decoupled into KΞ scalar transport equations and the
analytic solution can be explicitly given. For this purpose, we introduce a new variable W := T−1U , where
T is the matrix of eigenvectors of A (columnwise). With λj , j = 0, . . . ,KΞ, being the corresponding (real)
eigenvalues, the components of W satisfy
∂
∂t
Wj + λj
∂
∂x
Wj = 0, for j = 0, . . . ,KΞ
and the solution of the Galerkin system can be calculated by the method of characteristics [16] to
Wj(t, x) =
{(
T−1U(0, x− λjt)
)
j
for x− λjt ≥ 0,(
T−1U(t− xλj , 0)
)
j
for x− λjt ≤ 0,
(2.16)
with j = 0, . . . ,KΞ.
For the following considerations, we use KΞ = 2. From (2.3) we deduce the Legendre polynomials
φ0(ξ) = 1 , φ1(ξ) =
√
3ξ , φ2(ξ) =
√
5
2 (3ξ
2 − 1) , (2.17)
and further
A =
 32
√
3
6 0√
3
6
3
2
√
15
15
0
√
15
15
3
2
 .
The eigenvalues of A are 32 −
√
15
10 ,
3
2 and
3
2 +
√
15
10 . Interestingly, if we choose ξ ∈
{ −√ 35 , 0,√ 35}, we
obtain via (2.11) the corresponding stochastic wave speed a(ξ) ∈ { 32 − √1510 , 32 , 32 + √1510 }, i.e. the eigenvalues
of A. Thus, the analytical solution of (2.1) would coincide with the stochastic Galerkin solution (2.16).
Since
{−√ 35 , 0,√ 35} represent the quadrature nodes for a third order Gauß-Legendre quadrature, the gPC
Galerkin approximation (2.2) equals the quadratic interpolating polynomial in this case. Now, the problem
is that the discontinuity with respect to x in the initial conditions (2.12) carries over to the stochastic
domain. This leads to overshoots (Gibbs phenomena) in the gPC Galerkin approximation as illustrated in
Figure 1 for t = 0.5 and a choice of ξs inside and outside of the convex hull of the sampling points.
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(a) ξ = −0.9
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(c) ξ = 0.0
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1
x
u
(d) ξ = 0.4
1.0 1.5
0
0.5
1
x
u
(e) ξ = 0.9
Figure 1: Comparison of the gPC Galerkin approximation (dashed) and the exact solution (solid) for the given ξs at t = 0.5.
Note that this effect does not result from the fact that we made a global ansatz in the stochastic space but
from the lack of regularity (see below). Moreover, if we want to refine the grid in the stochastic space close
to the discontinuity, we are faced with the problem that the position of the jump in the stochastic space
depends on x and t as illustrated in Figure 2. A short computation shows that the discontinuity is located
at
ξjump =
2x− 1
t
− 3,
6
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(a) x = 0.95
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(b) x = 1.1
−1 0 1
0
0.5
1
ξ
u
(c) x = 1.25
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(d) x = 1.4
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0
0.5
1
ξ
u
(e) x = 1.55
Figure 2: Plots of the exact solution depending on ξ and the given x coordinates at t = 0.5.
which yields that for t = 0.5, the position of the discontinuity in the stochastic space takes all values in
[−1, 1] for x ∈ [1, 1.5].
Now, as noted above, we demonstrate that a grid refinement in the sense of a Multielement approach
does only marginally improve the so-found approximation. For this, we briefly consider the case of 3
Multielements, where the stochastic domain is equally partitioned into the three intervals Ξ1 = [−1,− 13 ],
Ξ2 = [− 13 , 13 ], Ξ3 = [13 , 1] and we apply the gPC Galerkin approach in each of them. We look at the so-
found Multielement approximations in Ξ2 = [− 13 , 13 ] and compare the results with the global gPC Galerkin
approximations of [−1, 1], computed without the Multielement approach. For the local random variable
ξ˜ ∈ [− 13 , 13 ], we now consider relative positions within the reference Multielement Ξ˜ = 1NΞ [−1, 1] compared
to the positions in Figure 1. We therefore introduce the following notation and write 3ξ˜ = ±0.9, 3ξ˜ = ±0.4
and 3ξ˜ = 0.0 for the point values ξ˜ = ±0.3, ξ˜ = ±0.13¯ and ξ˜ = 0 in combination with the 3 Multielement
ansatz. At these relative positions we find again the overshoots observed for ξ ∈ [−1, 1] in Figure 1.
Note that the basis functions of the global gPC approximation φk(ξ), ξ ∈ [−1, 1], coincide with the ME
basis polynomials φk,2(3ξ˜), ξ˜ ∈ [− 13 , 13 ] for k = 1, . . . ,KΞ and the ME approach describes a global gPC
approximation restricted to [− 13 , 13 ], which is why we retrieve the oscillations at 3ξ˜ ∈ {±0.9,±0.4, 0}. As
one can easily see from the plots in Figure 3, the width of the overshoots in the compared approximations
reduced but the height remained, which is a well-known issue for Gibbs phenomena. Thus, solely the
refinement of the grid in the stochastic space cannot reduce the overshoots in the solution manifold.
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Figure 3: Comparison of the overshoots in the global gPC Galerkin approximation (dashed) and the approximations by the
Multielement approach (solid) for the given ξ˜s and ξs at t = 0.5.
2.4. Stochastic Slope Limiter
We now consider a slope limiter within the stochastic space to reduce the oscillations described in the
previous subsection. We present the minimod limiter [10, 11], given by the following troubled cell indicator
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for the jth Multielement Ξj
TCj(u) =
{
1 u1,j 6= m
(
u1,j , u0,j+1 − u0,j , u0,j − u0,j−1
)
,
0 else,
(2.18)
where m(·, ·, ·) is the minmod function, uk,j , k = 0, 1, are the kth coefficients of the local gPC representations
of the solution u in the jth Multielement as in (2.8) and j = 1, . . . , NΞ. At the boundary, we copy the entries
of the first (last) Multielement. Finally, we replace each coefficient of u
∣∣
Ξj
for j = 1, . . . , NΞ by
ΛΠξ(u)
∣∣
Ξj
= ΛΠξ

u0,j
u1,j
...
uKΞ,j
 =


(u0,j)
T
m
(
u1,j , u0,j+1 − u0,j , u0,j − u0,j−1
)
(0, . . . , 0)T
...
(0, . . . , 0)T

if TCj(u) = 1,
u
∣∣
Ξj
else.
(2.19)
Hence, we assume that the oscillations in the solution vector are mainly generated in the part with linear
uncertainty [48]. Note that the cell mean u0,j , j = 1, . . . , NΞ, is not changed through the limiter (2.19).
Remark 2.4. The troubled cell indicator (2.18) is defined for an expansion of u in the space of monomials
{1, x, x2, . . . , xKΞ}. For other types of sG basis polynomials we need to adapt this definition using a basis
transformation. In particular, if φk, k = 0, . . . ,KΞ, are given by orthonormal basis polynomials in the spirit
of (2.3), we obtain the corresponding coefficients for an expansion in monomials by multiplication of the
matrix V −1, where V = (
∫
Ξ
xmφkfΞdξ)m,k=0:KΞ . After the application of the slope limiter, we transform
the coefficients back by a multiplication of V .
If KΞ ≥ 2, we only apply the slope limiter if |u1,j | ≥ M |Ξj |2 in addition to TCj(u) = 1 to achieve the
TVBM property in every Multielement Ξj for j = 1, . . . , NΞ. The constant M is chosen according to [44] as
M = sup
{∣∣∂2ξu(0, x, ξˆ)∣∣ ∣∣∣ ξˆ ∈ Ξ, x ∈ X, ∂ξu(0, x, ξˆ) = 0}.
The slope limited gPC Galerkin approximation can now be applied to the linear advection example from
Section 2.3. Figure 4 compares the gPC approximation in 3 Multielements with its slope limited version
which completely reduces the overshoots. Thus, the application of the minmod slope limiter in the stochastic
space (2.19) has been sufficient to prevent Gibbs phenomenon.
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1.0 1.5
0
0.5
1
x
u
(e) 3ξ˜ = 0.9
Figure 4: Comparison of the overshoots in the gPC Galerkin approximation (solid) with 3 Multielements and the approximations
by its slope limited approach (dashed) for the given ξ˜s at t = 0.5.
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Figure 5: Comparison of the overshoots in the gPC Galerkin approximation (solid) with 10 Multielements and the approxima-
tions by its slope limited approach (dashed) for the given ξ˜s at t = 0.5.
In Figure 5 we kept refining the number of Multielements to 10, where Gibbs phenomenon still causes
overshoots of the same height as before. The slope limiter is able to eliminate these oscillations.
Moreover, in Figure 6, we show a comparison of the standard gPC approximation to its 3 Multielement
approach as well as the limited solution with 3 Multielements for some fixed values of x over the ξ domain.
We observe oscillations in the standard stochastic Galerkin solution that have propagated from the spatial
domain into the uncertainty, whereas the Multielement approach describes a better approximation of the
exact solution that tends to overshoots at the boundaries of the Multielements. The slope limiter is applied
in the ξ manifold where it is able to reduce the overshoots shown in Figure 6, which also helps to deal with
oscillations in x as presented in Figure 4- 5.
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Figure 6: Comparison of the exact solution (solid, gray), the gPC Galerkin approximation (dashed, blue), the 3 Multielement
ansatz (solid, red) and its slope limited approach (dashed, green) depending on ξ and the given x coordinates at t = 0.5.
3. Weighted Essentially Non-Oscillatory stochastic Galerkin scheme (WENOsG)
The previous example demonstrated the significance of limiting techniques not only on the spatial but also
on the stochastic grid.
In this section we formulate a stochastic Galerkin scheme, which is constructed to prevent the propagation
of Gibbs phenomenon into the stochastic domain by applying a slope limiter in the stochasticity while
preserving a high-order approximation in space and time. If we consider systems of equations, we also have
to apply the hyperbolicity-preserving limiter introduced in [15, 45], since the stochastic slope limiter is not
intended to retain hyperbolicity of solutions, however, the stochastic Galerkin approach is well known to lose
hyperbolicity [3, 43]. In Section 2.3, we presented an example of an uncertain scalar conservation law, i.e.
where the hyperbolicity-preserving limiter does not alter the solution due to the preset hyperbolicity, that
still produces Gibbs oscillations which is why we additionally have to construct the stochastic slope limiter
for stochastic Galerkin. We therefore embed this slope limiter into a weighted essentially non-oscillatory
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stochastic Galerkin scheme, using a WENO reconstruction in the physical and stochastic domain to further
dampen Gibbs oscillations within the solution manifold and to ensure a high-order resolution.
To this end, we subdivide the spatial domain X = [xL, xR] ⊂ R into Nx cells Xi =
[
xi− 12 , xi+ 12
]
, i =
1, . . . , Nx, of width ∆x =
xR−xL
Nx
.
We deploy a R-th order SSP Runge Kutta scheme in time and a finite volume method combined with the
Weighted Essentially Non-Oscillatory (WENO) reconstruction in space (cf. [22, 44, 53]) to obtain a high-
order scheme for which we apply the stochastic slope limiter (2.19). Note that in our numerical experiments,
we use the so called CWENOZ method from [13], which will be explained in (3.8).
For this sake, we consider a semi-discretized finite volume scheme for the solution u.
We test (2.1) by a test function v(x, ξ) with supp(v) ⊆ Xi × Ξj and obtain, after one formal integration by
parts in x, the weak formulation
∂
∂t
∫
Xi
∫
Ξj
u(t, x, ξ) v(x, ξ) fΞdξ dx =
∫
Xi
∫
Ξj
f(u(t, x, ξ)) ∂xv(x, ξ) fΞdξ dx−
∫
Ξj
f(u(t, x, ξ)) v(x, ξ) fΞdξ
∣∣∣∣xi+ 12
x
i− 1
2
,
(3.1)
for i = 1, . . . , Nx and j = 1, . . . , NΞ.
Since u is discontinuous at xi± 12 , i = 1, . . . , Nx, we replace the evaluation of f(u) at these points with a
numerical flux function f̂(u−,u+) that approximately solves the Riemann problem at the cell interface. The
values
u−(t, xi+ 12 , ξ) := limx↑x
i+ 1
2
u(t, x, ξ), u+(t, xi+ 12 , ξ) := limx↓x
i+ 1
2
u(t, x, ξ) (3.2)
denote the left and right limits of the piecewise polynomial solution at the interface xi+ 12 , for i = 1, . . . , Nx.
Note that this allows us to write down the following numerical schemes in conservative form and we choose
the numerical flux to be consistent, i.e. we require f̂(u,u) = f(u).
We choose v = 1∆x∆ξ in (3.1) and obtain for one time step of the forward Euler scheme
u
(n+1)
i,j = u
(n)
i,j −
∆t
∆x
∫
Ξj
fˆ
(
u(tn, x
−
i+ 12
, ξ),u(tn, x
+
i+ 12
, ξ)
)
fΞdξ (3.3a)
+
∆t
∆x
∫
Ξj
fˆ(u(tn, x
−
i− 12
, ξ),u(tn, x
+
i− 12
, ξ)
)
fΞdξ, (3.3b)
where u
(n)
i,j , denotes the x− ξ-cell mean of u in Xi × Ξj at time tn, namely
u
(n)
i,j :=
1
∆x∆ξ
∫
Xi
∫
Ξj
u(tn, x, ξ) fΞdξ dx, (3.4)
where i = 1, . . . , Nx and j = 1, . . . , NΞ. For the coefficients of the gPC polynomial (2.8) in the ME stochastic
Galerkin system (2.9) the finite volume scheme (3.3) reads
u
(n+1)
k,i,j = u
(n)
k,i,j −
∆t
∆x
∫
Ξj
fˆ
(
u(tn, x
−
i+ 12
, ξ),u(tn, x
+
i+ 12
, ξ)
)
φk,j(ξ)fΞdξ (3.5a)
+
∆t
∆x
∫
Ξj
fˆ(u(tn, x
−
i− 12
, ξ),u(tn, x
+
i− 12
, ξ)
)
φk,j(ξ)fΞdξ, (3.5b)
where u
(n)
k,i,j describes the kth coefficient of the gPC expansion (2.8) at time tn, in the Multielement Ξj and
taking the spatial cell mean over Xi, i.e.
u
(n)
k,i,j :=
1
∆x∆ξ
∫
Xi
∫
Ξj
u(tn, x, ξ)φk,j fΞdξ dx,
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for k = 0, . . . ,KΞ, i = 1, . . . , Nx and j = 1, . . . , NΞ.
In our numerical studies, we set the numerical flux function as the global Lax-Friedrichs flux
f̂(u−,u+) =
1
2
(
f(u−) + f(u+)− c(u+ − u−)) . (3.6)
The numerical viscosity constant c is taken as the global estimate of the absolute value of the largest
eigenvalue of the Jacobian ∂f(u)∂u , namely
c = max
{
|λ1|, . . . , |λd|
∣∣∣∣ λj , j = 1, . . . , d, are the eigenvalues of ∂f(u)∂u
}
.
As a quadrature rule in the physical domain, we apply a Gauß-Lobatto rule on Xi, i = 1, . . . , Nx, with
QX + 1 points and weights (xˆq, wˆq), for q = 0, . . . , QX and where QX is chosen such that the quadrature
integrates the WENO polynomial (will be defined in (3.8)) exactly. Gauß-Lobatto includes the endpoints,
i.e. cell interfaces which will be used in the numerical flux function. Later on, we also require quadrature
in the stochastic space. If the random variable is uniformly distributed, we can use a Gauß-Lobatto on Ξj ,
j = 1, . . . , NΞ, with order KΞ, i.e., QΞ + 1 points and weights (ξˆρ, ωˆρ), ρ = 0, . . . , QΞ, where QΞ =
⌈
KΞ+1
2
⌉
.
For other distributions we use the corresponding Gauß quadrature based on the orthogonal basis polynomials
and weighted by the conditional probability density function. We scale the quadrature weights such that
QX∑
q=0
QΞ∑
ρ=0
wˆqωˆρ = 1,
∫
Ξj
g(ξ)fΞdξ ≈
QΞ∑
ρ=0
g(ξˆρ)ωˆρ. (3.7)
The time discretization of the semi-discrete system (3.1) is performed using a R-th order SSP Runge-Kutta
method, see [46, 47]. In each Runge Kutta stage we apply the stochastic slope limiter (2.19) to the gPC
polynomial. Afterwards we perform a polynomial reconstruction in order to derive the values of the numerical
flux at the left and right limits of cell interfaces (3.2).
We reconstruct the solution vector u(t, x, ξ) as a polynomial of order (at most) R for each quadrature node
of ξ and in all spacial cells Xi, i = 1, . . . , Nx. This can be done by the CWENOZ scheme explained in [13],
which combines the CWENO method from [29], ensuring uniform accuracies within the cells, and WENOZ
[14] for an optimal choice of the nonlinear WENO weights. For all i = 1, . . . , Nx, ρ = 1, . . . , QΞ, given the
x-cell means at every ξ quadrature point
∑KΞ
k=0 u
(s)
k,i,jφk,j(ξˆρ), we represent the solution in each cell Xi and
for each ξˆρ as a polynomial of degree KX := 2r − 2 such that KX + 1 ≤ R, more precisely
WX(t, x, ξˆρ)
∣∣
Xi
=
KX∑
κ=0
p
(κ)
Xi
(t, ξˆρ)ϕκ,i(x), (3.8)
where p
(κ)
Xi
(t, ξˆρ) are the coefficients obtained by the CWENOZ algorithm from [13] at time t, in each cell
Xi, i = 1, . . . , Nx and every quadrature point ξˆρ, ρ = 0, . . . , QΓ in Ξj , j = 1, . . . , NΞ. The basis polynomials
on the physical cell Xi are given by (ϕκ)κ=0:KX , we may set
ϕκ,i(x) =
(x− xi+1)κ
κ!
,
This polynomial will then be evaluated at the quadrature nodes x = xˆ0 and x = xˆQX in Xi, i = 1, . . . , Nx,
in order to obtain the limits (3.2).
Remark 3.1. We can remap a solution vector u
(
t, x, ξˆρ
)
, ρ = 0, . . . , QΓ in each Multielement Ξj to its gPC
moments using
uk,j(t, x) =
∫
Ξj
u(t, x, ξ)φk,j(ξ)fΞdξ≈
QΓ∑
ρ=0
u(t, x, ξˆρ)φk,j(ξˆρ)ωˆρ, (3.9)
for every k = 0, . . .KΞ and j = 1, . . . , NΞ.
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3.1. Algorithm
The example from Section 2.3 demonstrated the significance of limiting techniques not only on the spatial
but also on the stochastic grid. In this section we formulate an algorithm for the stochastic Galerkin scheme
explained in the previous section.
The time discretization of the semi-discrete system (3.1) is performed using a R-th order SSP Runge-
Kutta method, see [46]. In each Runge-Kutta stage we apply the stochastic slope limiter (2.19) to the
gPC polynomial. Afterwards we perform a polynomial reconstruction in order to derive the values of the
numerical flux at the left and right limits of cell interfaces (3.2). We summarize our results in the following
algorithm of the Weighted Essentially Non-Oscillatory stochastic Galerkin scheme, where we denote by
(A, b), A ∈ RS×S , b ∈ RS , the Butcher array from a R-th SSP Runge-Kutta scheme [20] with S stages. We
define the differential operator as the right hand side of (3.5) to
L
(n)
h
(
u
(n)
k,i,j ,u
(n)
i,j (xˆ0,QX , ξˆ0:QΓ)
)
:= u
(n)
k,i,j −
∆t
∆x
QΓ∑
ρ=0
fˆ
(
u
(n)
i,j (xˆQX , ξˆρ),u
(n)
i+1,j(xˆ0, ξˆρ)
)
φk,j(ξˆρ)ωˆρ (3.10a)
+
∆t
∆x
QΓ∑
ρ=0
fˆ
(
u
(n)
i−1,j(xˆQX , ξˆρ),u
(n)
i,j (xˆ0, ξˆρ)
)
φk,j(ξˆρ)ωˆρ, (3.10b)
for k = 0, . . . ,KΞ and where u
(n)
i,j (xˆq, ξˆρ) = u(tn, xˆq, ξˆρ)
∣∣
Xi×Ξj denotes the solution u at time tn in the
cell Xi × Ξj , i = 1, . . . , Nx, j = 1, . . . , NΞ evaluated at the quadrature nodes xˆq, q = 0, . . . , QX , and ξˆρ,
ρ = 0, . . . , QΓ.
Algorithm 1 Weighted Essentially Non-Oscillatory stochastic Galerkin scheme (WENOsG)
1: u(0) ← vec
(∑QX
q=0
∑QΓ
ρ=0 u(0, xˆq, ξˆρ)|Xi×Ξjφk,j(ξˆρ)wˆqωˆρ
)
k=0:KΞ,i=1:Nx,j=1:NΞ
# initial state
2: for n = 0 to Nt do # time loop
3: Set v(0) ← u(n) and L(1)h ← 0 # initialization time step n
4: for s = 1 to S do # loop over RK stages
5: v(s) ← v(0) + ∆tn
s−1∑˜
s=0
As˜,sL
(s˜)
h # RK time update
6: v(s) ← ΛΠξ
(
v(s)
)
# call of slope limiter (2.19)
7: for ρ = 0 to QΓ do
8: v(s)(x, ξˆρ)←WX
(
v(s)
)
# WENO reconstruction (3.8)
9: end for
10: L
(s+1)
h ← Lh
(
v(s),v(s)(xˆ0,QX , ξˆ0:QΓ)
)
# update differential operator (3.10)
11: end for
12: Set u(n+1) ← v(0) + ∆tn
S∑
s=1
bsL
(s)
h # solution at new time step
13: end for
Remark 3.2. If we consider hyperbolic systems of equations, we may apply a hyperbolicity-preserving limiter
in addition to the slope limiter after step 6 & 8, since the stochastic slope limiter is not constructed to
preserve admissible solutions within sG and the hyperbolicity limiter is not enough to satisfyingly dampen
oscillations, as seen in Section 2.3. We already mentioned this behavior in the beginning of Section 3. For
more details see [45]. The hyperbolicity limiter can be applied in the same manner for example to the filtered
stochastic Galerkin scheme [27] such that the method can be used for any system of equations that might
12
lose hyperbolicity. Note that the procedure of combining hyperbolicity- or positivity-preserving limiters with
non-oscillatory limiters is performed in the theory of deterministic equations for example in [47, 64].
Remark 3.3. If the hyperbolicity limiter is applied in addition to the stochastic slope limiter in step 6, we
can perform both limiters simultaneously by replacing (2.19) with
ΛΠξ(u)
∣∣
Ξj
=


(u0,j)
T
(1− θ)m(u1,j , u0,j+1 − u0,j , u0,j − u0,j−1)
(0, . . . , 0)T
...
(0, . . . , 0)T

if TCj(u) = 1,
u
∣∣
Ξj
else,
for j = 1, . . . , NΞ and where the value θ is derived as described in [45].
3.2. Full 2D WENO reconstruction of uncertain hyperbolic conservation laws
In our numerical results, we compare Algorithm 1 to a method using WENO reconstruction in both the
physical and stochastic space. This is motivated by the Stochastic Finite Volume Method from [52], but
now using a 2D WENO scheme instead of applying 1D reconstructions to the physical and stochastic space
consecutively. In this method, we directly calculate the cell means ui,j based on (3.3) instead of deriving the
coefficients uk,i,j from (3.5) as in the previously explained WENOsG scheme. In each Runge-Kutta stage,
the numerical solution is then represented by a polynomial WENO reconstruction in x and ξ. Given the x-ξ
cell means ui,j , we obtain by the CWENOZ algorithm
WX×Ξ(t, x, ξ)
∣∣
Xi×Ξj =
KX∑
κ=0
KΞ∑
k=0
p
(κ,k)
Xi×Ξj(t)ϕi,κ(x)φj,k(ξ) (3.11)
with basis polynomials (ϕκ)κ=0:KX on the physical cells Xi, i = 1, . . . , Nx, and basis polynomials (φk)k=0:KΞ
on the Multielements Ξj , j = 1, . . . , NΞ, given by (2.2). We use Legendre polynomials for the basis functions
w.r.t. x in our numerical calculations in Section 4. Finally, we replace the evaluation of the flux at the
interfaces in (3.5) by the numerical Lax-Friedrichs flux (3.6), deriving the left and right limits with help of
the reconstructed polynomial (3.11).
The expansion of the solution into the WENO polynomial with respect to the uncertainty substitutes the
application of the stochastic slope limiter (2.19). Similarly as if the troubled cell indicator would mark every
cell as troubled, we use the WENO polynomial in order to reduce the oscillations that appear in the solution
manifold. Therefore, the extension to a full WENO reconstruction within ξ seems natural to be compared
to Algorithm 1. To sum up, the first algorithm uses a WENO reconstruction only in x and applies the
stochastic slope limiter in ξ, the second algorithm directly uses a two-dimensional WENO reconstruction in
x and ξ. Both methods are supposed to reduce Gibbs oscillations but do not ensure hyperbolicity of the
solution, thus similar to Remark 3.2, we have to apply the hyperbolic slope limiter from [45] if we consider
systems of conservation laws (d > 1).
The scheme is summarized in the following algorithm, where we now define the differential operator as the
right hand side of (3.3) to
L
(n)
h
(
u
(n)
i,j ,u
(n)
i,j (xˆ0,QX , ξˆ0:QΓ)
)
:= u
(n)
i,j −
∆t
∆x
QΓ∑
ρ=0
fˆ
(
u
(n)
i,j (xˆQX , ξˆρ),u
(n)
i+1,j(xˆ0, ξˆρ)
)
ωˆρ (3.12a)
+
∆t
∆x
QΓ∑
ρ=0
fˆ
(
u
(n)
i−1,j(xˆQX , ξˆρ),u
(n)
i,j (xˆ0, ξˆρ)
)
ωˆρ, (3.12b)
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for i = 1, . . . , Nx and j = 1, . . . , NΞ, thus we consider the x−ξ cell means of u instead of the gPC coefficients.
Algorithm 2 Full 2D WENO reconstruction of uncertain hyperbolic conservation laws (2D WENO)
1: u(0) ← vec
(∑QX
q=0
∑QΓ
ρ=0 u(0, xˆq, ξˆρ)|Xi×Ξj wˆqωˆρ
)
i=1:Nx,j=1:NΞ
# initial state
2: for n = 0 to Nt do # time loop
3: Set v(0) ← u(n) and L(1)h ← 0 # initialization time step n
4: for s = 1 to S do # loop over RK stages
5: v(s) ← v(0) + ∆tn
s−1∑˜
s=0
As˜,sL
(s˜)
h # RK time update
6: v(s)(x, ξ)←WX×Ξ
(
v(s)
)
# WENO reconstruction (3.11)
7: L
(s+1)
h ← Lh
(
v(s),v(s)(xˆ0,QX , ξˆ0:QΓ)
)
# update differential operator (3.12)
8: end for
9: Set u(n+1) ← v(0) + ∆tn
S∑
s=1
bsL
(s)
h # solution at new time step
10: end for
The difference to Algorithm 1 is that we perform the time stepping with the differential operator (3.12)
based on the x-ξ cell means instead of the gPC coefficients as in (3.10). Moreover, in step 6, we use the
two-dimensional WENO reconstruction (3.11) with respect to x and ξ. In Algorithm 1 this is substituted
through steps 6-9 with the application of the stochastic slope limiter and the WENO reconstruction (3.8)
with respect to x for every ξ quadrature node. Hence, Algorithm 1 uses a x WENO reconstruction and a ξ
slope limiter, whereas Algorithm 2 is based on an x−ξ WENO reconstruction. Both require the hyperbolicity
limiter if systems of conservation laws are considered that can lose hyperbolicity.
4. Numerical Results
In this section we discuss extensive numerical experiments for the presented non-oscillation stochastic
Galerkin methods that we described within Algorithm 1 and Algorithm 2. First of all, we present a con-
vergence analysis for a refinement in the physical and stochastic domain. We then analyze the reduction
of oscillations within the two algorithms by comparing it to classical stochastic Galerkin and a reference
solution in terms of the L1 error and the total variation.
4.1. Convergence Tests
For the convergence analysis, we illustrate two exemplary test cases for the Burgers’ and Euler equations
and we will observe that they verify the expected order of convergence of our numerical methods.
4.1.1. Burgers’ Equation
We consider the Burgers’ equation given by
∂
∂t
u+
∂
∂x
(u2
2
)
= 0. (4.1)
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We analyze the convergence of Algorithm 1 and Algorithm 2 for this equation and a refinement within the
physical space X. In the following, we consider linear stochastic Galerkin polynomials with degree KΞ = 2
and one random element NΞ = 1. Moreover, we let ξ ∼ U(−1, 1) and define the following stochastic modes
û0(t, x) =
x
t− 1 , û1(t, x) =
C1
2t− 2 , û2(t, x) =
C2
2t− 2 (4.2)
in X = [0, 1], with non-zero constants C1, C2 and t < 2. Hence, û(t, x, ξ) = φ0(ξ)û0(t, x) + φ1(ξ)û1(t, x)
+φ2(ξ)û2(t, x) is an exact solution of the stochastic Galerkin system (note that φ0, φ1 and φ2 are given
in (2.17)) with expectation û0 and variance û
2
1. Therefore, we derive the approximation of this analytical
solution with our WENOsG and 2D WENO schemes at t = 0.2 with C1 = C2 = 1 and determine the error
of the expectation (2.5) and variance (2.6) in the L1-norm. We denote
L1-Mean =
∫
X
∣∣E(u)(x, t)− E(û)(x, t)∣∣dx,
where t = 0.2 and the error for the variance analogously with L1-Var. The results for KX = 0 (i.e. no
WENO reconstruction) and KX = 2 are shown in Figure 7 and Table 1, where every error is converging with
the expected order KX + 1 of the WENO reconstruction, underlining the conservativity of our numerical
scheme.
10−3 10−2 10−1
10−5
10−4
10−3
10−2
10−1
∆x
er
ro
r
L1-Mean
L1-Var
L1-Mean
∗
L1-Var
∗
O(∆x)
10−3 10−2 10−1
10−14
10−12
10−10
10−8
∆x
er
ro
r
L1-Mean
L1-Var
L1-Mean
∗
L1-Var
∗
O(∆x3)
Figure 7: Error plot of Burgers’ equation with NΞ = 1, KΞ = 2, KX = 0 (left) and KX = 2 (right). L1-Mean and L1-Var
denote the errors of the mean and variance in WENOsG and the dashed lines of L1-Mean∗ and L1-Var∗ correspond to 2D
WENO. Example (4.2).
4.1.2. Compressible Euler Equations
The one-dimensional compressible Euler equations for the flow of an ideal gas are given by
∂
∂t
ρ+
∂
∂x
m = 0, (4.3a)
∂
∂t
m+
∂
∂x
(
m2
ρ
+ p
)
= 0, (4.3b)
∂
∂t
E +
∂
∂x
(
(E + p)
m
ρ
)
= 0, (4.3c)
with pressure
p = (γ − 1)
(
E − 1
2
m2
ρ
)
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KX = 0 - L1-Mean KX = 2 - L1-Mean
Nx WENOsG eoc 2D WENO eoc WENOsG eoc 2D WENO eoc
8 1.1661e-03 – 1.5490e-03 – 6.1639e-08 – 4.9664e-08 –
16 0.6024e-03 0.95 0.7847e-03 0.98 0.7751e-08 2.9 0.6304e-08 2.9
32 0.3062e-03 0.98 0.3948e-03 0.99 0.0970e-08 2.9 0.0788e-08 3.0
64 0.1544e-03 0.99 0.1980e-03 0.99 0.0121e-08 3.0 0.0098e-08 3.0
128 0.0775e-03 0.99 0.0991e-03 0.99 0.0015e-08 3.0 0.0012e-08 3.0
256 0.0388e-03 0.99 0.0496e-03 0.99 0.0002e-08 3.0 0.0001e-08 3.0
512 0.0194e-03 0.99 0.0248e-03 1.0 0.0003e-09 2.6 0.0002e-09 3.0
Table 1: L1 errors and experimental order of convergence (eoc) of WENOsG and 2D WENO for the Burgers’ equation with
KΞ = 2 and NΞ = 1. Example (4.2).
and adiabatic constant γ > 1.
We apply Algorithm 1 and Algorithm 2 to the compressible Euler equations with γ = 1.4 and x ∈ X = [0, 2].
In order to obtain an analytical solution, we use the method of manufactured solutions and introduce an
additional source term S(x, t, ξ). We choose the following analytical solution
û(t, x, ξ) =
 ρ̂(t, x, ξ)m̂(t, x, ξ)
Ê(t, x, ξ)
 =

1 + 0.1 cos(pi(x− ξt))(
1 + 0.1 cos(pi(x− ξt))
)(
1 + 0.1 sin(pi(x− ξt))
)
(
1 + 0.1 cos(pi(x− ξt))
)2
 . (4.4)
The source term is then given by inserting (4.4) into (4.3). We use periodic boundary conditions, ξ ∼
U(−1, 1) and set t = 0.5. Moreover, we consider KX = 2 and divide the spatial domain X into Nx = 1000
cells. We then compute the L1 error of our numerical scheme to the analytical solution (4.4) for the stochastic
Galerkin degrees KΞ = 0, 1 and NΞ = 1, . . . , 10 Multielements. The error of the mean and variance from
the density ρ is shown in Figure 8 and Table 2. We observe that the rates of convergence agree with the
theoretical rates which are given by O(NΞ−2(KΞ+1)) according to [57]. For KΞ = 1 and a large number
of Multielements NΞ ≥ 8, the error introduced by the spatial discretization dominates the error in the
stochastic discretization, so no further convergence can be obtained. Both algorithms yield comparable
results.
KΞ = 0 - L1-Mean KΞ = 1 - L1-Mean
NΞ WENOsG eoc 2D WENO eoc WENOsG eoc 2D WENO eoc
1 3.2844e-03 – 1.2486e-03 – 2.33996e-04 – 0.9773e-04 –
2 0.5959e-03 2.46 0.0625e-04 1.93 0.0703e-04 5.06 0.0782e-03 3.96
3 0.2547e-03 2.10 0.0126e-04 1.95 0.0126e-04 4.24 0.0161e-03 3.95
4 0.1414e-03 2.05 0.0040e-04 1.93 0.0039e-04 4.11 0.0052e-03 3.96
5 0.0899e-03 2.03 0.0016e-04 1.98 0.0015e-04 4.09 0.0021e-03 4.00
6 0.0623e-03 2.02 0.7951e-07 1.98 0.7349e-07 4.10 1.0474e-06 4.00
7 0.0457e-03 2.01 0.4294e-07 1.98 0.3888e-07 4.13 0.5756e-06 4.00
8 0.0349e-03 2.01 0.2523e-07 1.98 0.2235e-07 4.14 0.3460e-06 3.98
9 0.0276e-03 2.00 0.1632e-07 2.00 0.1383e-07 4.07 0.2236e-06 3.69
10 0.0223e-03 2.00 0.1152e-07 2.00 0.0931e-07 3.76 0.1535e-06 3.30
Table 2: L1 errors and experimental order of convergence (eoc) for the Euler equations (density) with Nx = 1000 and KX = 2.
Example (4.4).
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Figure 8: Error plot of Euler equations (density) with manufactured source term, where Nx = 1000, KX = 2 and KΞ = 0
(left), KΞ = 1 (right). The solid lines correspond to WENOsG and the dashed lines to 2D WENO. Example (4.4).
4.2. Numerical Results: Analysis of Oscillation Reduction
We compare the WENOsG method from Algorithm 1, the 2D WENO reconstruction from Algorithm 2 as
well as the standard stochastic Galerkin scheme. Moreover, we derive the L1 error to a reference solution
and the total variation for multiple test cases in order to analyze whether the methods are able to reduce
the Gibbs oscillations detected in Section 2.3.
4.2.1. Linear Advection
We apply the Weighted Essentially Non-Oscillatory stochastic Galerkin scheme from Algorithm 1 to the
linear advection problem
∂
∂t
u+ a(ξ)
∂
∂x
u = 0
with uncertain wave speed a(ξ) = 1.5 + 0.5 ξ, ξ ∼ U(−1, 1) as in Section 2.3 and where x ∈ X = [0.4, 2].
At first, we again consider the initial conditions (2.12) at t = 0.5 and compare the WENOsG scheme to
a stochastic Galerkin scheme with WENO reconstruction in x (cf. (3.8)) but without the stochastic slope
limiter. We refer to this method as the standard stochastic Galerkin (sG) scheme in the following. The
results are shown for 3 Multielements in Figure 9 and for 10 Multielements in Figure 10. For an explanation
of the notation used within these figures we refer to Section 2.3 and Figure 3. We observe the Gibbs
phenomenon at the boundaries of the stochastic domain, whereas a refinement to 10 Multielements reduced
the width but not the height of the overshoots. This validates our theoretical results from Section 2.3. The
oscillations are completely eliminated through the application of the stochastic slope limiter.
We compare the different approaches by calculating the L1 error to the analytical solution and the total
variation of the numerical solution over the spatial domain X and one of the Multielements Ξj (due to the
uniform decomposition of the random space). The total variations with respect to x and ξ are given by
TVx(u) =
∫
Ξ˜
QX ·Nx∑
k=0
∣∣∣ u(t, x˜k, ξ)− u(t, x˜k−1, ξ)∣∣∣fΞdξ, (4.5)
TVξ(u) =
∫
X
QΞ∑
ρ=0
∣∣∣ u(t, x, ξˆρ)− u(t, x, ξˆρ−1)∣∣∣dx, (4.6)
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Figure 9: Comparison of the WENOsG approximation (dashed) with 3 Multielements for the linear advection problem and the
sG approach (solid) for the given ξ˜s at t = 0.5, 2000 space cells, KΞ = 2, KX = 2. Example (2.12).
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Figure 10: Comparison of the WENOsG approximation (dashed) with 10 Multielements for the linear advection problem and
the sG approach (solid) for the given ξ˜s at t = 0.5, 2000 space cells, KΞ = 2, KX = 2. Example (2.12).
where xˆk with k = 0, . . . , QX ·Nx enumerates all quadrature points in x over each of the cells X1, . . . , XNx ,
namely x˜0 = xˆ0
∣∣
X1
, x˜1 = xˆ1
∣∣
X1
, . . . , x˜QX+1 = xˆ0
∣∣
X2
, . . . , x˜QX ·Nx = xˆQX
∣∣
XNx
. In addition to that, we
consider the total variation within our reference Multielement Ξ˜ = 1NΞ [−1, 1] and ξˆρ, ρ = 0, . . . , QΓ denotes
the corresponding quadrature nodes within this interval.
The results are given in Table 3. We choose a fine discretization of 2000 space cells in the physical domain
and consider the convergence within the stochastic space. We additionally compare the WENOsG scheme
to the 2D WENO method described in Section 3.2 and Algorithm 2. Since the stochastic Galerkin solution
represents the best approximating polynomial due to the underlying Galerkin projection, we do not expect
to improve the L2 or L1 error. However, the oscillations and therefore the total variations (4.5) and (4.6)
should be minimized by the application of our slope limiter.
Indeed, we observe that the L1 errors of the new methods are slightly higher as for standard stochastic
Galerkin while the total variation and hence the oscillation are reduced. The total variation with respect to
the uncertainty TVξ is even smaller in WENOsG and 2D WENO as for the analytical solution. This situation
arises due to the lack of information about ξ that is transported within the numerical schemes since there is no
numerical flux with respect to ξ. This can be observed in Figure 11, where the approximations in Figure 11c
and Figure 11d reveal only a small impact of the different values for ξ compared to analytic solution in
Figure 11a. Especially the WENOsG method was able to improve the total variation wrt. x tremendously,
more precisely, it only increased the total variation of the analytic solution for 3 Multielements by 0.4%
while standard Galerkin yield an increase of almost 24%. In this test case, the 2D WENO reconstruction
performed not as good as the WENOsG scheme and sometimes even has a larger total variation in x than
standard stochastic Galerkin. In the upcoming examples, the two schemes will show comparable results.
Note that we have used QΞ = 1000 quadrature nodes in ξ and QX = 4 quadrature nodes in x for the
calculations of the total variation.
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L1 error NΞ = 3 NΞ = 10 NΞ = 30
analytic – – –
sG 0.0265 0.0076 0.0031
WENOsG 0.0329 0.0101 0.0040
2D WENO 0.0392 0.0140 0.0090
TVξ NΞ = 3 NΞ = 10 NΞ = 30
analytic 0.1664 0.0503 0.0167
sG 0.2422 0.0688 0.0200
WENOsG 0.0572 0.0188 0.0086
2D WENO 0.0186 0.0023 0.0008
TVx NΞ = 3 NΞ = 10 NΞ = 30
analytic 1.0 1.0 1.0
sG 1.3118 1.2791 1.0795
WENOsG 1.0037 1.0044 1.0080
2D WENO 1.2316 1.7983 1.3712
percentage above
TVx – analytic
NΞ = 3 NΞ = 10 NΞ = 30
analytic – – –
sG 23.8% 21.8% 7.4%
WENOsG 0.4% 0.4% 0.8%
2D WENO 18.9% 44.4% 27.1%
Table 3: L1 error and total variation for linear advection with and without stochastic slope limiter (SL) for 2000 space cells,
KΩ = 2 and KX = 2. Example (2.12).
4.2.2. Burgers’ Equation
In this numerical example we consider the Burgers’ equation
∂
∂t
u+
∂
∂x
(u2
2
)
= 0. (4.7)
We compare the WENOsG scheme to standard stochastic Galerkin and the 2D WENO method from Algo-
rithm 2 as we did for the linear advection problem in the previous subsection. For the nonlinear Burgers’
equation, we consider the following initial state
u(0, x, ξ) = sin(2pi(x+ 0.1ξ)), (4.8)
where x ∈ X = [0, 1] and the uncertainty is uniformly distributed, i.e. ξ ∼ U(−1, 1). Then we compute the
solution on a Nx = 2000 space grid until t = 0.4 and derive the L1 error to a reference solution obtained by
Monte Carlo sampling at the quadrature nodes in ξ and the total variations (4.5) and (4.6).
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Figure 11: Comparison of the analytical solution, sG, WENOsG and 2D WENO (from left to right) with 3 Multielements in
the x - ξ plane for the linear advection problem at t = 0.5, using 2000 space cells, KΞ = 2, KX = 2. Example (2.12).
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The results can be found in Table 4, where we now observe similar values for WENOsG and 2D WENO. The
L1 errors are again slightly higher for these two modified methods compared to plain stochastic Galerkin.
They all converge while increasing the number of Multielements. However, the total variation with respect
to x is almost the same as in the reference solution, while standard stochastic Galerkin yield an increase
of around 14%. Thus, the overshoots could be completely eliminated which can be verified in Figure 12,
showing the solution for 10 Multielements in the x − ξ plane. Here, the sG approach in the left picture
has huge oscillations that vanish in the WENOsG approximation presented in the right picture. The total
variation wrt. ξ shows a similar behavior as for the linear advection example in Table 3 and Figure 11,
hence, it is reduced by the modified schemes due to the lack of information that is transported along the
uncertainty. We have used QΞ = 1000 quadrature nodes in ξ and QX = 4 quadrature nodes in x for the
calculations of the total variations.
L1 error NΞ = 3 NΞ = 10 NΞ = 30
reference – – –
sG 0.0227 0.0064 0.0018
WENOsG 0.0283 0.0085 0.0028
2D WENO 0.0284 0.0143 0.0053
TVξ NΞ = 3 NΞ = 10 NΞ = 30
reference 0.2257 0.0677 0.0226
sG 0.3187 0.0949 0.0306
WENOsG 0.1132 0.0339 0.0112
2D WENO 0.1134 0.0102 0.0012
TVx NΞ = 3 NΞ = 10 NΞ = 30
reference 3.3846 3.3846 3.3846
sG 3.9526 3.9476 3.9491
WENOsG 3.3817 3.3836 3.3867
2D WENO 3.4391 3.3897 3.3899
percentage above
TVx – reference
NΞ = 3 NΞ = 10 NΞ = 30
reference – – –
sG 14.3% 14.2% 14.2%
WENOsG 0% 0% 0%
2D WENO 1.6% 0.1% 0.1%
Table 4: L1 error and total variation for Burgers’ equation with and without stochastic slope limiter (SL) for 2000 space cells,
KΩ = 2 and KX = 2. Example (4.8).
4.2.3. Compressible Euler Equations
The one-dimensional compressible Euler equations for the flow of an ideal gas are given by (4.3). We
consider the Euler Equations with an uncertain shock test case as in [43], which is given by the following
initial conditions:
ρ(0, x, ξ) =
{
1, x < 0.5 + 0.05ξ,
0.125, x ≥ 0.5 + 0.05ξ, (4.9a)
m(0, x, ξ) = 0, (4.9b)
E(0, x, ξ) =
{
0.25, x < 0.5 + 0.05ξ,
2.5, x ≥ 0.5 + 0.05ξ, (4.9c)
where ξ ∼ U(−1, 1) and x ∈ X = [0, 1]. Moreover we choose γ = 1.4 and compute the solution on a
Nx = 2000 grid until t = 0.1. For this test case, we again compare the plain stochastic Galerkin approach
to WENOsG and 2D WENO described in Algorithm 1 and Algorithm 2, respectively. Note that we have to
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Figure 12: Comparison of the sG approach (left) for the Burgers’ equation with 10 Multielements, 2000 space cells, KΞ = 2,
KX = 2 and the WENOsG approximation (right) at t = 0.4. Example (4.8).
apply the hyperbolicity-preserving limiter from [45] in order to ensure the hyperbolicity of the underlying
system. Otherwise, the computation would already crash in the first time step. This has already been
observed for this specific test case in [43]. Our numerical implementations show that the application of the
stochastic slope limiter is not sufficient to preserve hyperbolicity of the solution. Therefore, the additional
usage of the hyperbolicity-preserving limiter is inevitable for systems of conservation laws. The L1 error
and total variations (4.5) and (4.6) for the density ρ are shown in Table 5.
As before, we observe the smallest L1 error for standard stochastic Galerkin and that each method is
converging if we increase the number of Multielements. Only this time, the 2D WENO method has a better
error than WENOsG. The results for the total variation in ξ are similar to the previous scalar examples.
In this test case, the modified methods only marginally improved the total variation with respect to x,
Table 5 shows almost the same percentage for each of the schemes and even an increase for 2D WENO
and 10 Multielements. This is additionally demonstrated in Figure 13, where the plain stochastic Galerkin
approach and the 2D WENO method are illustrated for 10 Multielements in the x − ξ plane. They only
show minor oscillations compared to the previous examples, however, the overshoots at the boundaries of
the Multielement in sG could be eliminated using the full WENO reconstruction. We have used QΞ = 1000
quadrature nodes in ξ and QX = 4 quadrature nodes in x for the calculations of the total variation.
5. Conclusions and Outlook
In this article, we demonstrated the propagation of Gibbs phenomenon into the stochastic domain of the
stochastic Galerkin system based on an uncertain linear advection example. This lead to the formulation of
our modified stochastic Galerkin scheme, including the stochastic slope limiter, which is supposed to reduce
overshoots in the solution manifold. The scheme is combined with a Multielement ansatz, a WENO finite
volume method and Runge Kutta time stepping, giving the so called WENO stochastic Galerkin scheme
and altogether a stable high order approximation of the solution of the conservation law. Combined with
the hyperbolicity-preserving limiter from [45], the method is able to be used on any hyperbolic system of
equations. We additionally considered a similar numerical scheme using full 2D WENO reconstruction in
both the physical and stochastic domain, which is motivated by [52].
We applied the two methods to the scalar linear advection and nonlinear Burgers’ equation as well as to
the system of Euler Equations and compared the results to the standard stochastic Galerkin scheme using
a WENO reconstruction in the physical space. An analysis of the total variations within the physical and
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L1 error NΞ = 3 NΞ = 10 NΞ = 30
reference – – –
sG 0.0040 0.79e-03 1.23e-04
WENOsG 0.0092 2.75e-03 8.06e-04
2D WENO 0.0062 2.51e-03 8.17e-04
TVξ NΞ = 3 NΞ = 10 NΞ = 30
reference 0.0291 0.0068 0.0028
sG 0.0322 0.0092 0.0030
WENOsG 0.0033 0.0008 0.0002
2D WENO 0.0179 0.0018 0.0002
TVx NΞ = 3 NΞ = 10 NΞ = 30
reference 0.8781 0.8781 0.8781
sG 1.0622 0.9407 0.9124
WENOsG 1.0501 0.9225 0.8912
2D WENO 1.0134 1.0218 0.9068
percentage above
TVx – reference
NΞ = 3 NΞ = 10 NΞ = 30
reference – – –
sG 17.3% 6.6% 3.5%
WENOsG 16.4% 4.5% 1.3%
2D WENO 13.3% 13.9% 2.4%
Table 5: L1 error and total variation of density ρ for Euler equations with and without stochastic slope limiter (SL) for 2000
space cells, KΩ = 2 and KX = 2. Example (4.9).
stochastic domain verified the reduction of Gibbs oscillations for example up to 23% for the linear advection
problem compared to plain stochastic Galerkin, coming with the price of an slightly higher L1 error. This
underlines the necessity of our stochastic slope limiter for discontinuous solutions in the x − ξ plane. The
WENOsG and 2D WENO methods behave differently on our numerical test cases which indicates variable
choices on the investigated problem setting.
Another approach to dampen oscillations is to filter the gPC coefficients in the stochastic Galerkin expansion,
which is presented in [27]. The method is so far applied in combination with first-order numerical schemes
and it would be interesting to be combined with WENO reconstructions as proposed in this article in order
to obtain high-order approximations and to further reduce the impact of Gibbs phenomenon. Moreover, our
stochastic slope limiter can be constructed as a maximum principle satisfying limiter, which is a strategy
known from the theory of deterministic conservation laws and explained in [47, 64], where it is, similarly
to our hyperbolicity-limiter, combined with a positive-preserving limiter in order to ensure the maximum
principle as well as admissible solutions which would yield comparable properties to IPM [25, 43].
Due to the curse of dimensionality in the stochastic Galerkin system, this scheme is mainly applied to
low dimensional random variables, where it is able to outperform non-intrusive methods such as Multi-
Level Monte Carlo [36] and stochastic collocation [61]. In this context, it is important to find a range
of applicability for the general stochastic Galerkin method, see for example [15], where we can see that
stochastic Galerkin is outperformed by stochastic collocation already in two or three dimensions. Thus,
the method presented in this article is - similar to general intrusive uncertainty quantification methods -
dedicated to systems of conservation laws in low dimensions. For a modification of the stochastic slope
limiter to multi-dimensional uncertainties we refer to the approaches in deterministic conservation laws
[9, 12], whereas other techniques such as the sub-cell limiter with JST troubled cell indicator in [50] might
be relevant to adopt into the framework of capturing shocks in the stochastic variable. In addition to that,
for multi-dimensional stochastic or spatial variables, we have to extend the WENO reconstruction to more
than two dimensions. However, ENO or WENO techniques are mainly used for low dimensions and we
require the implementation of sparse grids as for example in [23].
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Figure 13: Comparison of the sG approach (left) for the density ρ in the Euler equations with 10 Multielements, 2000 space
cells, KΞ = 2, KX = 2 and the full 2D WENO approximation (right) at t = 0.1. Example (4.9).
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