We revisit the renormalization of Φ-derivable approximations from a slightly different point of view than the one which is usually followed in previous works. We pay particular attention to the question of the existence of a solution to the self-consistent equation that defines the two-point function in the Cornwall-Jackiw-Tomboulis formalism and to the fact that some of the ultraviolet divergences which appear if one formally expands the solution in powers of the bare coupling do not always appear as divergences at the level of the solution itself. We discuss these issues using a particular truncation of the Φ functional, namely the simplest truncation which brings non-trivial momentum and field dependence to the two-point function.
I. INTRODUCTION
Developed in the context of non-relativistic many-body theory [1] [2] [3] , the Φ-derivable approximation scheme was later generalized to relativistic quantum field theories [4] where it is considered a promising tool to address some of the currently open fundamental questions. This functional method relies on the two-particle irreducible (2PI) effective action, which upon a diagrammatic expansion in 2PI skeleton graphs leads to a systematically improvable approximation scheme of a given quantum field theory. Remarkably, the global symmetries of the classical action are preserved at any order of the truncation and the solution of the self-consistent propagator equation obtained through a variational principle satisfies thermodynamical consistency [2] . This feature makes the method particularly suitable for the calculation of thermodynamical quantities, such as the entropy [5] or the pressure [6] , which show a rather good convergence behavior as the order of the approximation is increased. In an out-of-equilibrium setting, the success of the 2PI evolution equations in describing the late-time dynamics of quantum fields from far-from-equilibrium initial conditions [7] has opened the possibility to study a number of problems, such as preheating [8, 9] , transport coefficients [10] or topological defect formation [11, 12] .
Together with the increasing number of applications of the 2PI effective action, new insight has been gained on technical aspects regarding its renormalization [13] [14] [15] . Part of the difficulty in this context comes from the fact that the two-point function is given in terms of a self-consistent and thus non-perturbative equation, also known as the gap equation, which makes it difficult to identify and eliminate the ultraviolet (UV) divergences. Interestingly however, part of the intuition that we have gained regarding the renormalization of Φ-derivable approximations comes from perturbation theory. In fact, one can always consider a formal (partial [16] or complete [14] ) perturbative expansion of the solution of the gap equation which allows to unveil the structure of the corresponding UV divergences. This structure can then be expressed in terms of certain non-perturbative objects fulfilling their own self-consistent equations, in particular a four-point function obeying a Bethe-Salpeter-type equation [13, 14] . It follows that the renormalization procedure for Φ-derivable approximations can be formulated solely in terms of these non-perturbative objects, without any reference to the formal expansion used to identify the divergences, and it is then readily applicable in practice. However, since the previous construction is based on a perturbative expansion, the only rigorous statement that can be made a priori concerning the renormalization procedure is that, if one would formally expand the solution of the gap equation in powers of the renormalized coupling, the coefficients of such an expansion would converge as the ultraviolet cut-off Λ is taken to ∞. But what about the solution of the gap equation itself, before it is formally expanded? Is the renormalization procedure we referred to above sufficient to make the solution insensitive to the cut-off when the later becomes large? Numerical studies seem to indicate that this is indeed the case [6, 21] . However, proving this fact rigorously is a difficult matter because the UV structure of the solution of the gap equation usually reveals itself after solving the equation and in general this can be achieved only numerically. Although there exist certain analytic arguments which corroborate these numerical observations [13, 14] , they are all based on two important assumptions. First, that the solution of the gap equation exists, if not for arbitrarily large, at least for sufficiently large Λ. Second, that the asymptotic behavior of the solution is only mildly modified with respect to that in perturbation theory, that is up to some powers of logarithms of the momentum. These two assumptions are again difficult to prove analytically and usually one needs to rely on numerical evidence. A related question is how the divergences of the formal perturbative expansion of the solution of the gap equation appear at the level of the solution itself. Since such divergences are to be absorbed in a redefinition of the bare parameters, this question can also be stated as follows: what is the actual role played by the bare parameters in the existence and the large-Λ behavior of the solution of the gap equation?
In this paper we put forward a slightly different point of view towards understanding the renormalization of Φ-derivable approximations, which might shed some light on the issues mentioned above. Generalizing to a momentum dependent self-energy our approach initiated in [17] , we discuss the behavior of the solution of the gap equation as the cut-off increases using a combination of numerical and semi-analytical methods, without ever relying on any perturbative expansion. This approach also addresses the question of the existence of a solution of the gap equation for arbitrary large values of Λ. Part of the originality of this work is that, in a sense, it revisits the question of renormalization of Φ-derivable approximations from scratch: we shall recover known results, but from a different perspective. In particular, we point out a difference between the role of the bare mass and that of the bare coupling: if the bare mass is needed to absorb divergences of the solution of the gap equation, the role of the bare coupling is somewhat different, at least in the approximation that we consider here. We concentrate on the simplest Φ-derivable approximation of the one-component ϕ 4 scalar field theory which introduces a non-trivial momentum dependence for the two-point function. The corresponding self-energyM 2 (K) obeys the following gap equation:
where m 2 0 and λ 0 denote the bare parameters andḠ(Q) ≡ 1/(Q 2 +M 2 (Q)). In what follows, the two integrals appearing in Eq. (1) are named respectively the tadpole integral and the bubble integral. The functionM 2 (K) is referred to as the self-energy, although it includes the tree-level bare mass. It depends on the cut-off Λ and on the field φ, but we shall leave these dependencies implicit. The same remark applies to the propagatorḠ(Q). Finally, the regularization that we have chosen 1 is such that the norm of any momentum, including the external momentum K, is less than Λ.
It is usually said that the self-energyM 2 (K), solution of Eq. (1), diverges. What is meant by this is that if one would let the cut-off Λ grow indefinitely, keeping the bare parameters fixed, the solutionM 2 (K) of this bare gap equation would diverge. Is this really so? Note that the reason why we believe that there should be divergences comes from our experience with perturbation theory. More precisely, if we would formally expand the solution of Eq. (1) in powers of λ 0 , the coefficients of this expansion would diverge as Λ → ∞, with divergences coming both from the tadpole and the bubble integrals. But what about the solutionM 2 (K), before it is expanded? Does it diverge? And do the possible divergences originate from both integrals? In fact, it is not even clear that the solution exists for arbitrary large values of Λ. So, how can we even start discussing divergences? We first investigate these questions in Sec. II, where we argue that the solution of the bare gap equation exists indeed for arbitrarily large values of Λ and diverges. Surprisingly however, it exhibits a purely quadratic divergence, that is a divergence void of multiplicative or additive logarithms, which moreover originates exclusively from the tadpole integral. Because this quadratic divergence is independent of the field, we are naturally led in Sec. III to absorb it in a redefinition of the bare mass m 2 0 , without redefining the bare coupling λ 0 . We observe then that the solution of the corresponding mass-renormalized gap equation shows no more divergences, in contrast to what one would naively expect from the fact that the bare coupling was maintained fixed. Instead, for some values of the parameters, there exists a "critical" value of the cut-off above which the equation has no solution, and the very question of divergences is not well posed. We explain the origin of this critical cut-off using a "mean-field approximation" of the gap equation. This approximation is also used to illustrate another type of situation which could be encountered within certain Φ-derivable approximations, namely the existence of a continuum limit which is however only reached for extremely large and practically inaccessible values of the cut-off. Both the existence of a critical cut-off and the very slow convergence towards a possible continuum limit, although they cannot really be referred to as divergences of the solution of the gap equation, present the same limitation than a divergent solution: they prevent the definition of a cut-off insensitive self-energy. In fact, these inconvenient features can be traced back to the presence of logarithmically divergent contributions in the mass-renormalized gap equation. These divergences can be absorbed in a redefinition of the bare coupling, but we stress the fact that these are divergences of the equation itself not of its solution and as such, the role of coupling renormalization is not to absorb divergences ofM 2 (K), at least in the approximation that we consider in this work. Coupling renormalization is implemented in Sec. IV and the corresponding completely renormalized gap equation exhibits a solution which seems to exist for arbitrarily large values of the cut-off Λ, at least in some relevant range of parameters, and converges towards a certain limit as Λ → ∞. This limit is approached to a very good accuracy (∝ 1/Λ when using a sharp cut-off) already for "accessible" values of the cut-off.
which can be solved from the initial condition 6 lim Λ→0M 2 (ΛK) = m 2 φ using a Runge-Kutta algorithm combined with a linear solver based on LU decomposition (see App. E for details). Note that Eq. (11) is compatible with lim Λ→0 ∂ ΛM 2 (ΛK) = 0. The flow is then flat at initialization. For practical purposes it is then more convenient to choose a non-zero, but small value for the initial Λ. We have chosen Λ init = 2k m , where k m is the value of the smallest momentum stored on the grid, which is kept fixed in a given run. The result of integrating the flow equation is shown in Fig. 2 We first observe that as Λ increases the self-energyM 2 (ΛK) becomes insensitive to the cut-off in an increasing range of |K|, starting from the highest value |K| = 1. This can be understood easily from Eq. (10), which is compatible withM 2 (Q) becoming smaller and smaller as Λ increases and thus withM 2 (ΛK) approaching
This is confirmed in Fig. 2 . Of course, since the integral in (12) diverges logarithmically asK → 0, we expect the agreement betweenM 2 (ΛK) and (12) to be the best for |K| close to 1 and to extend over a wider range of |K| as Λ is increased, which is also visible in Fig. 2 . As we shall see in a moment, there exists an upper value of the cut-off which cannot be overpassed. This explains why in Fig. 2 , where this upper value is only slightly larger than 12.5 (m (12) is only effective in the region where |K| is really close to 1.
The previous remarks do not apply to the neighborhood ofK = 0 whereM 2 (ΛK) remains sensitive to the cut-off Λ. In order to study more precisely what happens in this small momentum region, in the left plot of Fig. 3 we consider the evolution with Λ of the self-energy evaluated for |K| = 0, 7 which we denote byM 2 =M 2 (0) from now on. We observe that, after a relatively smooth evolution, the derivative ofM 2 with respect to Λ becomes infinite (numerically at least) for some "critical" value Λ c and the massM 2 approaches a non zero valueM 2 c = 0. A fit in the vicinity of Λ c reveals that the singularity is well approximated bȳ
The flow equation (11) suggests that this singular behavior "propagates" to non-zero values ofK, as we confirm in the right plot of Fig. 3 for the highest rescaled momentum available on our grid, that is |K| = 1. Note also that, despite the fact that the smallest value of the self-energy, obtained at zero momentum, decreases with increasing Λ (due to the bubble integral contribution), the flow stops before the propagator develops a pole at zero-momentum. The presence of a singularity in the flow does not necessarily mean that there is no solution to Eq. (9) above Λ c . It only means that if a solution exists for such values of Λ, it cannot be accessed by integrating the flow equation from Λ = 0, without any additional information. For a given Λ, we can also solve Eq. (9) using iterations from an initial (constant or perturbative) ansatz for the self-energy or from a solution to the gap equation obtained at a different value of the cut-off. The results of such an iterative procedure are represented in the plots of Fig. 3 for some values of Λ and they compare pretty well with those obtained from the flow equation. We observe that the iterative procedure fails around Λ c as well. This again does not necessarily mean that there is no solution to Eq. (9) above Λ c but only that if a solution exists, it cannot be reached within the iterative approach from the initial ansatz that we have considered. In order to better grasp the origin of the singularity, we shall now consider a kind of "mean-field approximation" for Eq. (9) which, because it will decouple the different momenta, will turn the original integral equation (9) into a certain number of simple numeric equations. The mean-field approximation will not only allow us to understand analytically the origin of the singularity, it will also allow us to argue that there is indeed no solution to Eq. (9) above Λ c . A similar approximation will be used later to discuss the properties of the original mass-renormalized equation (7) .
Before proceeding further with the construction of a mean-field approximation, we add a few remarks concerning the numerical implementation. On the one hand, since the integration of the flow equation (11) involves the (time consuming) numerical resolution of a linear system, we are much more limited concerning the number of discretization points in the case of the flow approach, than in the iterative one. Consequently, the latter provides a more accurate solution, even though discrepancies with the flow approach only start to appear very close to Λ c . On the other hand, the iterative method is not the best choice for approaching Λ c , since the slightest overpassing of Λ c will only be visible after an important number of iterations have been considered and leads thus to an important slowing down in the process of finding Λ c . What is actually observed, by monitoring the change ofM 2 (0) between two consecutive iterative steps, is that the iterative method seemingly converges in its first stage, but after a large number of iterations the procedure clearly diverges. By increasing the precision of the numerical integration and the number of discretization points we could convince ourselves that it is unlikely that this feature is the consequence of error accumulation. In contrast, the integration of the flow equation with adaptive step-size is such that the flow remains always below Λ c .
There is also a numerical slowing down as we approach the singularity, but it is globally less important than with the iterative approach, because none of the generated data is wasted.
Mean-field approximation
Let us first consider the small |K| region. As we already argued and as we checked numerically,M 2 (Q) becomes smaller and smaller as the cut-off increases. Then, the integral in Eq. (10) in the region of small |K| is dominated by small values of |Q| and it makes sense to consider the following approximation for the zero momentum self-energȳ
obtained from Eq. (9) by setting K = 0 and replacing the self-energy appearing in the bubble integral by its value at Q = 0. For non-zero values of |K|, we consider the following approximation
where we have replaced the integral by the contributions obtained when one of the propagators reaches the smallest mass, that isM 2 =M 2 (0). 8 There are two such contributions, one corresponding to Q = 0 the other to Q + K = 0 which should be added if we were really restricting the integration domain. But because we continue integrating over the whole domain, the two contributions need to be averaged. However, due to the particular UV regularization that we have considered, the two contributions over which we average are identical and we finally end up with Eq. (15) . As announced, we have now a certain number of decoupled equations parametrized by K. All equations depend on M 2 , which needs to be determined first from Eq. (14). This approximation can certainly not allow us to access the actual solution of Eq. (9) and the actual value of Λ c . We are however only interested in the properties ofM 2 (K) as Λ increases and those seem to be pretty well captured by the approximation, as we can see in the comparison depicted in Fig. 4 . Although this is not directly visible on all curves, they all present a singularity of the type (13) for some critical cut-off Λ c . For identical values of the parameters, the value of the critical cut-off is different between the "exact" equation and its mean field approximation. However, note that the corresponding evolutions with Λ are rather close to each other when plotted against the reduced cut-off Λ/Λ c . (9) and (14)- ( Let us now use the mean-field approximation to understand analytically the behavior ofM 2 (ΛK) as Λ increases. We shall focus on Eq. (14), since the appearance of a singularity in the flow of the zero-momentum self-energy triggers the appearance of a singularity in the flow ofM 2 (ΛK) for any otherK. Our goal is to discuss how the solutions of Eq. (14) evolve with Λ. To this purpose, we rewrite this equation as 0 = f Λ (M 2 ) with
and study the shape and the zeros of
φ and Eq. (14) has one solution only:
To treat the case Λ > 0, we consider the first and second derivatives of f Λ (M 2 ) with respect to M 2 :
Because f
. More precisely, it increases strictly from f Λ (0
e (Λ)) and then decreases towards
. It follows that the number of solutions of the equation
). To discuss this sign, note that by definition 0 = f
and 
Now, becauseM 2 e (Λ) increases strictly with Λ, it has a limit as Λ → 0 + , and it has a limit or goes to ∞ as Λ → ∞. From Eq. (21), it is easily seen that the limit as Λ → 0 + is necessarily 0 and thatM
We need to be more accurate concerning the behavior ofM
Similarly, f Λ (M 2 e (Λ)) reads explicitly
Using Eqs. (22) and (23), we finally obtain that
To summarize 
where in the first line we have expanded up to second order because the first two terms vanish. We then obtain that, in the vicinity of the critical point
which is similar to the behavior given in Eq. (13) . It is finally interesting to study how the critical cut-off depends on the parameters. It is convenient to introduce the rescaled quantitiesφ 
A straightforward analysis then leads tô 
B. Combined effect of the tadpole and the bubble integral
We now move to the original mass-renormalized gap equation given by Eq. (7) or Eq. (8), which includes both the effect of the tadpole and the bubble integrals. We first solve this equation for increasing values of Λ using a flow equation that we derive along the same lines as in the previous section, see the text around Eqs. (10) and (11) . Starting from Eq. (7) one obtains
This equation is solved with the method outlined in App. E and its solution is presented in Fig. 6 . We observe that the behavior for increasing Λ is similar to the one obtained previously without the inclusion of the tadpole integral and that there is again a critical value of the cut-off which cannot be overpassed. In order to save computer time, the particular values of the parameters given in the figure caption were chosen such as to observe this behavior for not too large values of Λ. A similar behavior is observed for smaller values of the coupling, but then the value of Λ c is larger. An analysis of the dependence of the critical cut-off with respect to the parameters is given below. The region around |K| = 1 is well approximated by (12) even tough there is now an additional (momentum-independent) contribution originating from the tadpole integral. The region around |K| = 0 is still sensitive to Λ and, as shown in Fig. 7 , close to the critical value of the cut-off Λ c at which the flow becomes singular, the solution of the flow is approximated by Eq. (13) . As before, this singularity propagates to any value of K, and again we can try to understand the origin of the singularity using a mean-field approximation, which consists in an equation for the zero momentum self-energȳ
as well as a set of decoupled equations for each value K (the equations are coupled toM 2 though):
Again, we do not expect these equations to reproduce the actual values ofM 2 (K) and Λ c . However, they seem to describe the large Λ behavior correctly, at least for small values of |K|, see Fig. 8 . Although this is not always visible, all evolutions plotted in Fig. 8 present a singularity for some critical cut-off. Both in the case of the exact equation and its mean field approximation, the singularity is approached from above for small values of |K| and from below for values of |K| close to 1. Note also that for |K| ≪ 1, the agreement between the exact equation and its mean field approximation is remarkably good in the whole cut-off range, once the cut-off has been rescaled by the corresponding Λ c . The quantitative discrepancies observed for non-small values of |K| and Λ close to Λ c can be traced back to the fact that replacing the self-energy by the zero momentum self-energy in the subtracted tadpole integral is not such a good approximation as in the case of the bubble integral. Below, we will discuss another limitation of the mean-field approximation. 
It can be studied analytically along the same lines as the equation
e (Λ)) and then decreases to −∞. The situation seems thus pretty similar to the one concerning the function f Λ (M 2 ): the existence of solutions to the equation 0 = g Λ (M 2 ) depends on the sign of g Λ (M 2 e (Λ)). However, the discussion of the sign of g Λ (M 2 e (Λ)) is a little bit more involved than that of f Λ (M 2 e (Λ)) and for this reason we relegate it to App. C and focus here on the results. The main difference with respect to the case of the function f Λ (M 2 ) is that the behavior of the solutionM 2 at large Λ depends now on the choice of parameters:
there is a critical cut-off Λ c above which the mean-field approximated equation (31) has no solution. This situation is similar to the one we have discussed in the previous section. The behavior in the vicinity of Λ c is again
which is also what is obtained by fitting the solution of the original equation, see Fig. 7 . This comes as no surprise since the explanation for the critical behavior is exactly the same as in the previous section, see App. C. The plot of Fig. 9 gives an idea of how Λ c depends on the parameters. The critical cut-off increases rapidly as the coupling decreases, so one could argue that for moderate values of the coupling it plays no role. However, as shown in Fig. 10 there is an important variation ofM 2 in the range [0, Λ c ] which prevents the definition of a cut-off insensitive solution. One could try to obtain a less sensitive solution by restricting the interval over which Λ is varied. For instance, if we suppose that m = 100 MeV, φ 2 /m 2 = 0.1, and λ 0 = 12 then Λ c /m ∼ 10 40 , whereas the highest relevant scale we can conceive so far is the Plank mass, which would correspond to Λ/m ∼ 10 20 . Even if we would restrict the cut-off to vary in this window, we would observe an important variation of the mass, which prevents the definition of a cut-off independent result. If we consider as an upper cut-off the electroweak scale, Λ/m ∼ 10 3 , the variation is smaller but still important. 2. If m 2 > λ 0 φ 2 , Eq. (31) has always two-solutions. The one which is continuously connected by the flow to the unique solution at Λ = 0, and which thus corresponds to the solution of the mass-renormalized gap equation plotted in Fig. 6 , converges to the limit m 2 − λ 0 φ 2 as Λ → ∞. As we show in App. C, this limit is approached very slowly:
We
For all practical purposes, the very slow convergence towards the continuum limit prevents the definition of cut-off independent result. In fact, this continuum limit cannot be considered too seriously because it is only reached for cut-off scales far beyond the regime of applicability of the model. As already mentioned, one could then try to define cut-off independent results by restricting the range of variation of the cut-off. But as it was already the case in the previous point, the variation ofM 2 with respect to the cut-off remains important. , and thus such that the equation has no solution above a certain Λc, the coupling is lowered down to a situation where m 2 > λ 2 0 φ 2 , and thus such that a continuum limit exists. As we decrease λ0 and approach the case m 2 = λ0φ 2 , Λc increases. Right when m 2 = λ0φ 2 , Λc is still finite but incredibly large. As soon as m 2 > λ0φ 2 , there is no critical cut-off but rather a continuum limit (thin horizontal line) which is approached very slowly, as indicated by the dashed line which represents the asymptotic estimate given in Eq. (34).
In contrast to case 1., it is difficult to test numerically whether case 2. is relevant for the original mass renormalized equation (7) simply because we cannot access such incredibly large values of the cut-off where a continuum limit could be observed. Even though case 2. could occur in certain Φ-derivable approximations (see [17] for an example of truncation where it occurs), we do not believe that it occurs in the original mass-renormalized gap equation of the present Φ-derivable approximation, as we now explain. Note first that the existence of a continuum limit in the mean field approximated equation can be understood as follows. Using similar manipulations as in App. B, Eq. (31) can be rewritten asM
It is easy to check that this equation is compatible with the existence of a continuum limit forM 2 . Indeed, using
and the fact that λ ∼ 32π 2 / ln Λ 2 , one checks that the divergences in the last two contributions of Eq. (36) compensate and that the only possible continuum limit is m 2 − λ 0 φ 2 when m 2 > λ 0 φ 2 , as obtained in App. C. The cancellation of divergences is due to the fact that the last integral in Eq. (36) is the product of two decoupled single bubble integrals. It follows that its leading divergence is the square of the divergence of the bubble integral:
If we now use the same approach to discuss the original mass renormalized equation (7), we obtain
where we observe in particular that the momenta in the last integral are now coupled. This coupling is enough to modify the leading divergence of the integral 10 which is not anymore the square of the divergence of the bubble integral but only half of it:
as we show in App. D. The divergences of the r.h.s. of Eq. (39) do not cancel anymore and the right-hand-side behaves as −(
2 . This is incompatible with the existence of a continuum limit since the solution of the gap equation cannot become negative. It is then most probable that the solution of the original mass-renormalized gap equation ceases to exist beyond some value of the cut-off, just as described in case 1. Anyway, irrespectively of the fact that case 2. is relevant for the original mass renormalized equation or not, it is clear from our analysis that renormalizing the mass without renormalizing the coupling, although it does not lead to a divergence of the solution of the mass equation, is not sufficient to ensure the insensitivity of the solution with respect to the cut-off. In the next section, we cure this problem by means of coupling renormalization.
IV. COMPLETELY RENORMALIZED EQUATION
The analysis of the previous section shows that the presence of logarithmic divergences in the mass-renormalized gap equation does not always translate into logarithmic divergences of its solution. Instead, these divergences are responsible for the appearance of a critical cut-off Λ c above which the gap equation has no more solutions or could also lead to the existence of a continuum limit which is however only reached for incredibly large, and practically inaccessible, values of the cut-off. These features prevent the existence of solutions of the gap equation which are insensitive to the cut-off. In this section, we explain how to get rid of these effects and define a completely renormalized gap equation whose results are insensitive to the cut-off already for moderate values of the cut-off (up to terms of order 1/Λ when one uses a sharp cut-off). The idea is to use coupling renormalization, not to absorb subdivergences of the self-energyM 2 (K) (there are no such divergences as we have seen), but to eliminate the remaining divergences of the gap equation. In this way, one can hope to get rid of the undesirable effects mentioned above.
A. Renormalization method
The main difficulty is that one should be able to perform the renormalization program outlined above using a fieldindependent bare coupling. It is not necessarily possible to do so if one keeps the original form of the gap equation. We know how to proceed if we slightly modify the original equation into [15] 
by allowing the bare couplings λ 0 and λ 2 to be different. 11 Note also that the bubble integral is multiplied by λ which will later become the renormalized coupling. There exist different but equivalent approaches to explain how the bare couplings λ 0 and λ 2 need to be chosen. Here we follow a method which, although it does not allow to capture the general structure behind the renormalization of Φ-derivable approximations, has the advantage of being very similar to the approach used to renormalize the gap equation in the presence of the tadpole integral only.
12
The first step is to decompose the self-energy into a local and a non-local partM
where, for convenience, we have split the bare parameter λ 2 as λ 2 = λ 2,l + λ 2,nl . The decomposition of the self-energy into local and non-local parts was used also in [18] [19] [20] and it naturally arises when working in the auxiliary field formalism. The integral in Eq. (43) introduces a cut-off sensitivity in the gap equation which, as we have seen, does not lead to a divergence of the solution but has some undesirable effects. To get rid of those, we can try to absorb the sensitivity by choosing
The usual consensus is that this choice is enough to absorb the sensitivity ofM 2 nl (K) with respect to the cut-off because we expect that this sensitivity does not depend on the self-energy. In fact the self-energy is expected to grow logarithmically at large momentum.
Let us now treat the local contributionM 2 l . Using the identity:
we writeM
We expect the last integral not to be sensitive to large values of the cut-off. In contrast, the first integral is sensitive to Λ. Using the decomposition ofM 2 (Q) into a local and a non-local part in the first integral, we arrive at
These two different bare couplings should be seen as two different approximations to the unique bare coupling of the exact theory. The reason why these two bare couplings are different in a given truncation is that they will renormalize divergences originating from different diagrammatic topologies. 12 In a forthcoming work, we shall apply the same method at finite temperature. There, we will make contact with the more general approaches developed in [15] .
We are now in a situation where we can use the same trick as in the case where the tadpole contribution is present only. We set
which leads toM
However, the first integral is still potentially sensitive to the cut-off. We could absorb this sensitivity by adjusting λ 2,l but for this to be possible the sensitivity should be proportional to φ 2 . To check this, note thatM
Because we expect the second term of this equation to decrease fast enough at large |K|, the sensitivity of the first integral in Eq. (49) originates exclusively from the first line of Eq. (50) and is thus proportional to φ 2 , as needed. The remaining sensitivity in Eq. (49) can thus be absorbed by adjusting λ 2,l such that
The choice of 1 in the r.h.s. of this condition is such that λ 2 = λ 0 + O(λ 2 ), as it should be at this order of accuracy.
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Using Eq. (51) and (50) in Eq. (49) and adding the non-local contribution (43) with the choice of λ 2,nl given in Eq. (44), we finally arrive at the completely renormalized gap equation
An equation of similar form was derived using slightly different renormalization conditions in [19] and also in [21] . It was solved together with the field equation at finite temperature in Minkowski space [19] and at zero temperature in Euclidean space [21] . Here, we solve this equation for a fixed value of φ. B. Numerical solution of Eq. (52) and discussion Figure 11 represents the numerical solution of Eq. (52) for increasing values of Λ and of some approximated versions of this equation obtained by using a mean-field approximation and keeping or dropping the double integrals in Eq. (52). The solution of these equations are compatible with the existence of a continuum limit, which is approached relatively fast, as 1/Λ in the case of the sharp cut-off that we have chosen here. It is important to realize that the bare coupling redefinitions that we have obtained are precisely such that, if one would expand the solution of the original bare gap equation (41) in powers of the renormalized coupling λ, the coefficients of the expansion would converge as Λ → ∞, see [21] for a diagrammatic representation of this fact. Thus, even though the divergences of such a perturbative expansion do not always appear as divergences of the solution of the gap equation, the "correct" renormalization procedure needs to get rid of those as well, in order to avoid undesirable features such as those we have pointed out previously. This reinforces our belief that, although the two-point function is defined non-perturbatively, constructing a renormalization procedure which remove those divergences which appear when expanding formally the two-point function in powers of the coupling, is a sensible thing to do. We insist once again that this is a priori not obvious because the object we are finally considering is the solution of a self-consistent equation, not its perturbative expansion.
Note that without a deeper analysis of the existence and the nature of the solutions of Eq. (52), we cannot really conclude to the existence of a continuum limit. But this is not so important, for what really matters is that there exists a wide range of cut-off scales, far above m and φ, where the solution exists and is almost insensitive to the cut-off, to within power law corrections, as it is shown in Fig. 11 . In fact from Eq. (48) it follows that, if one wants to maintain λ 0 > 0, one has to choose λ > 0 and Λ below a certain scale Λ p (Landau scale) defined by
In the regime of interest, that is when m, φ ≪ Λ, Λ p , we can fulfill simultaneously the requirements that the solution is almost insensitive to the cut-off Λ and that Λ < Λ p . Taking values of Λ above Λ p almost does not change the solution, although this corresponds to negative λ 0 . Note also that, as long as λ 0 > 0, we have λ 2 > 0. This is because λ 2,nl > 0 and
is positive since, as we show in Appendix D, the perturbative bubble integral defined with G 0 as
is a monotonously increasing function of |K|.
Another interesting question is the following. We have considered a renormalization condition for the mass at φ 2 = 0 which somehow assumes that the system is in the symmetric phase (since φ = 0 is accessible). Because the self-energy at zero momentum should represent the curvature of the effective potential (in the exact theory at least), we expect it to be defined and positive for any value of φ (at least as long as φ does not become of the order of the Landau scale Λ p ). However this is not necessarily guaranteed because the completely renormalized gap equation involves contributions with different signs. This issue will also appear when studying the problem at finite temperature because we shall perform renormalization at some high temperature T ⋆ where we will require that the system is in its symmetric phase by imposing that the self-energy at zero momentum and zero field be positive. We will then have to check, probably numerically, that the self-energy at T = T ⋆ and zero momentum remains positive as we increase the field. Here, we propose a discussion of this issue, at T = 0 and on a simplified version of the gap equation which allows for certain analytical arguments. Our main purpose is to show thatM 2 (0) should remain defined in some range of parameters, which we name the regime of interest, that is when m, φ ≪ Λ, Λ p . We consider the equation
obtained from Eq. (52) by performing a mean-field approximation, as in previous sections, for the zero momentum self-energy and by dropping the last line which contains double integrals. The solution of the completely renormalized gap equation in the mean-field approximation can be seen in Fig. 11 , both without and with the inclusion of the double integrals. Interestingly, the solution obtained without the inclusion of the double integrals, that is of Eq. (56), is closer to the solution of the original equation (52). For this reason we find it worthwhile to study this simplified version of the equation. The latter can be put in the form 0 = h Λ (M 2 ), so that for the first and second derivatives one has
The second derivative of h Λ (M 2 ) is identical to that of g Λ (M 2 ) which we discuss in App. C with the only exception that λ 0 is now replaced by λ. Because λ > 0, we conclude then that h 
The rest of the discussion depends on the sign of h ′ Λ (∞) and thus on the location of Λ with respect to the Landau scale Λ p :
e (Λ)) and then decreases towards h Λ (∞) = −∞. This is a situation that we have already encountered: the number of solutions depends on the sign of h Λ (M 2 e (Λ)). Now, it is easily checked that h Λ (m
Using a particular example of truncation where the two-point function has a non-trivial momentum and field dependence, we have revisited the renormalization of Φ-derivable approximations paying particular attention to the question of the existence of a solution of the gap equation for arbitrarily large values of the cut-off and to the fact that some of the perturbative divergences which appear when expanding the solution of the gap equation in powers of the coupling do not appear as divergences at the level of the non-expanded solution. We have shown that it was nevertheless important to absorb these "perturbative" divergences in order to avoid certain inconvenient features.
Our analysis contributes to clarify the meaning of the renormalization procedure for Φ-derivable approximations which has been constructed in recent years. It shows in particular that the formal perturbative expansions which have been used sometimes to construct a renormalization scheme for Φ-derivable approximations are a good guiding principle, although the corresponding perturbative divergences not always appear as divergences at the level of the solution of the gap equation. It also points to the fact that approximated renormalization schemes where (at least the leading) logarithmic sensitivities are not completely eliminated need to be considered with care. All these remarks go beyond the particular framework of Φ-derivable approximations and probably apply to other resummation methods such as Schwinger-Dyson equations.
Finally this work is an important step towards the inclusion of finite temperature effects. In fact, once the renormalization has been properly performed at zero temperature, the equations at finite temperature should be automatically renormalized. We plan to study this truncation at finite temperature in the imaginary time formalism, extending our approach in [17] and investigate whether or not it leads to a correct order for the phase transition, as it was already claimed in [19] from numerical results obtained in the real-time formalism.
where J ·ϕ ≡ x J(x)ϕ(x), ϕ·K ·ϕ ≡ x y ϕ(x)K(x, y)ϕ(y) and ϕ·(G 0 R) 
where the first two terms can be obtained by switching off all interactions in Eq. (A1) and Γ int [φ, G] includes all contributions due to interactions in the form of two-particle irreducible diagrams with propagator G. The full propagator 
This condition can be written equivalently as
Note that it is a priori not obvious that the expressions (A2) and (A4) are regularized, specially because the regulator R does not appear explicitly in the Feynman integrals contributing to Γ int [φ, G] . In what follows, we address the question of how the regularization of Z[J, K] appears at the level of Γ[φ, G]. We do so in a simple situation where the source K(x, y) is translation invariant, allowing us to conveniently work in Fourier space.
It is important to point out that the regularization of Z[J, K] is a priori effective when K is small enough. In terms of the conjugated variables this means that G is close toḠ. The later has a UV asymptotic behavior ∼ G 0 R, because except from the momentum independent contributions originating from the tadpole integral, the quantum fluctuations that contribute toḠ are suppressed in the UV by the regulator R. It follows that in the vicinity ofḠ, which is the only region where we need to consider the functional Γ[φ, G], the Feynman integrals contributing to Γ int [φ, G] are all regularized. It remains to discuss the trace contribution of Eq. (A2). Note that if one considers each of the contributions within brackets separately, they are all divergent. However, if we consider all terms simultaneously, we have
where we introduced
Because, in the UV, Π receives only contribution from the tadpole integral, it follows that the trace contribution is convergent for appropriate choices of the regulator R.
In practice, it is convenient to consider the change of variables G → GR. The gap equation then becomes
This is the starting point that we have considered in order to write Eq. (1) with the particular choice R(Q) = Θ(Λ−|Q|). Remember finally that the trace contribution in Eq. (A2) does not need regularization if all the terms are combined before taking the trace. One can however regularize the trace as
This is useful for practical purposes because one can thus treat each term of the trace separately. Moreover, the gap equation (A6) becomes thenRḠ
In particular, the choiceR = R shows that the presence of the regulator R in front of the self-energy in Eq. (A6) is not crucial for the matter of regularization.
Note that the first integral in Eq. (B2) generates an infinite number of 1/Λ 2 contributions. To resum them, we bring this term to the l.h.s. in the form (recall that |K| < 1)
The operator that appears in the l.h.s. is invertible since
Applying the inverse operator on each side of Eq. (B3), multiplying by Λ 2 , renamingL = K/Λ and using the fact that K is kept fixed, we end up with Eq. (5).
Appendix C: Mean-field approximation for the mass-renormalized gap equation
Let us here discuss the behavior as Λ increases of the solution of the mean-field equations (31) and (32).
Equation for the zero-momentum self-energy
The mean field approximation for the zero momentum self-energy is given by Eq. (33). Note that g 0 (M 2 ) = −M 2 + m 2 + (λ 0 /2)φ 2 and thus, for Λ = 0, the equation 0 = g 0 (M 2 ) admits one solution only:M 2 = m 2 + (λ 0 /2)φ 2 . In order to discuss the solutions of 0 = g Λ (M 2 ) as one increases Λ from 0 to ∞, we study the profile of the function g Λ (M 2 ) as Λ is varied. Note that its first and second derivatives with respect to M 2 are given by:
and
It is easily checked that g Consider first the equation
For Λ large enough, the r.h.s. becomes negative. It follows thatM 
We can now evaluate g Λ (M 2 e (Λ)) from Eq. (33) and study its behavior as Λ → ∞. We obtain
if m 2 = λ 0 φ 2 , and 
with ∆m 2 > 0. Due to the presence of the logarithms
It follows that there exists a value of Λ above which g Λ (m 2 − λ 0 φ 2 − ∆m 2 ) > 0 and g Λ (m 2 − λ 0 φ 2 + ∆m 2 ) < 0. This means that, at least for Λ large enough, the rightmost solutionM of the equation 0 = g Λ (M
2 ) is such that |M 2 − (m 2 − λ 0 φ 2 )| < ∆m 2 . Because ∆m 2 can be taken as small as desired, this shows that the rightmost solution admits a continuum limit:M 2 → m 2 − λ 0 φ 2 . Using this information in Eq. (33), we obtain
which shows that the limit is approached very slowly.
Momentum dependent equations
We can treat Eq. (32) along similar lines. Notice first that it can be rewritten as 0 = g Λ (M 2 (K); K,M 2 ) with
The first and second derivatives with respect to M 2 read
The second derivative being negative g
2 ) is positive and g Λ (M 2 ; K,M 2 ) increases first from g Λ (0; K,M 2 ) up to a maximal value and then decreases to g Λ (∞; K,M 2 ) = −∞. For larger values of |K|, g ′ (0; K,M 2 ) could be negative and then g Λ (M 2 ; K,M 2 ) would decrease all the way from g(0; K,M 2 ) to g Λ (∞; K,M 2 ) = −∞. Notice now that
where B(K) is the bubble integral, defined in the next section, where the mass in the propagators isM 2 . We show in the next section that B(K) is a monotonously increasing function of |K|. It follows that g(M 2 ; K,M 2 ) is positive. Then, because for m 2 > λ 0 φ 2M 2 is defined for arbitrary large values of Λ, it follows that Eq. (32) has at least one solution for arbitrary large values of Λ. Equation (32) system we have to integrate over the common region of two spheres
and prove that it increases. Let us treat first the contribution I 1 (K). The trick is to decompose the integration domain {|Q| < Λ} ∩ {|Q − K| < Λ} in three disjoint domains C, D andD, see Fig. 12 . The region D is {|Q| < Λ} ∩ {|Q − K| < Λ} ∩ {|Q| cos θ > |K|}. The regionD is the mirror symmetric of D with respect to the axis |Q| cos θ = |K|. The region C is {|Q| < Λ} ∩ {|Q − K| < Λ}\(D ∪D). One has I 1 = I C + I D + ID. In region C (and also in regionD), one has |K| − |Q| cos θ > 0, from which it follows that I C > 0. In order to treat I D and ID, for each point Q in region D, we introduce its mirror symmetrizedQ =Q(Q). We denote byθ =θ(Q) the corresponding angle. It is easily checked on Fig. 12 that for each Q ∈ D, |K| − |Q| cosθ = −(|K| − |Q| cos θ) > 0, |Q − K| = |Q − K| and |Q| < |Q|. We can now write
Next, let us consider the contribution I 2 , which corresponds to the variation of B pt (K) due to a change of the integration domain determined by the intersection of the two spheres (see Fig. 12 ). One can see geometrically that when |K| increases, the two spheres separate apart and the volume of the integration domain decreases. Therefore, the positive value of the integral decreases leading to the increase of B pt (K). This argument prove the positivity of I 2 , which can be checked by a simple calculation. The support of the delta function is contained within the integration domain if −1 <
< 1 that is |q − k| < Λ and q + k > Λ. For q, k < Λ the first constraint is clearly satisfied, so that one has
Now, since Λ 2 + k 2 − q 2 is positive at both ends of the q-interval and as a function of q it is strictly decreasing, it follows that it is positive over the whole interval. This means that I 2 is positive, which completes the proof.
We found numerically that this property of the perturbative bubble integral is inherited by the solutionM (K) of the self-consistent gap equation containing B(K), which eventually becomes a monotone increasing function of K. 
where G 0 (Q) = 1/(Q 2 + m 2 ) and α = (r 2 + q 2 − Λ 2 )/(2rq) with r ≡ |R| and q ≡ |Q|. Using (D6) and (D7) the derivatives can be readily done. Then, for the Q-integrals we do a Tanh-Sinh transformation as in (D 1) and evaluate the integrals numerically. The second double integral involves only the propagator G 0 and is defined as
It can be evaluated exactly as C, the Q-integral with α = −1 can be even done analytically.
