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A bstract
Nonparametric regression models offer attractive extensions to the 
familiar approaches of parametric regression. They adapt to departures from 
standard parametric forms and therefore have the potential to capture features 
which may otherwise go unnoticed. This property accounts for the large volume 
of work in the area of estimation of nonparametric models which has emerged 
over the last two decades.
Inferential techniques using nonparametric model fits, however, have not been 
so quick to develop. This thesis contributes to this area of research by examining 
the task of assessing covariate effects via comparisons of nonparametric model 
fits. In particular, the asymptotic and finite sample bias properties of estimates 
obtained via local linear smoothers are a major consideration and methods of 
inference which take into account these properties are developed.
Chapter 1 introduces and presents an overview of existing methods of esti­
mation and inference amongst nonparametric regression. Chapter 2 focuses on 
the task of inference by considering the estimation of the error variance in the 
nonparametric model context. Special attention is given to the development and 
assessment of difference based estimators in the presence of two covariates. It 
is shown that difference based estimators are a viable alternative, in terms of 
accuracy, to standard residual based estimators.
Chapters 3 and 4 employ the estimators of Chapter 2 in the development of 
test procedures which make comparisons amongst a class of bivariate nonpara­
metric regression models. Chapter 3 develops the theoretical properties of several 
forms of the test statistic, with particular attention given to statistics based on 
direct comparisons of fitted values. The theory also highlights the role of centred 
smoothers and equivalent degrees of smoothing when nonparametric model fits 
are compared.
The simulation studies reported in Chapter 4 compare the novel approaches 
developed in Chapter 3 with standard approaches based on differences in residual
sums of squares, i.e. approximate F-tests. The results show that direct compar­
isons of fitted values offer an improvement in some settings and never perform 
less favourably in others. The choice of the error variance estimator is shown 
to be crucial, with different design spaces requiring different estimators. Specific 
attention is also given to the effect of correlation amongst the covariates on the 
tests’ performances. Chapter 4 closes with an application of the methods to a 
real data set describing the spatial distribution of sea bed fauna in the Great 
Barrier Reef.
Chapter 5 extends these methods beyond models with two covariates to mod­
els with an unlimited number of additive linear terms and a nonparametric com­
ponent involving at most two covariates. Recent results which derive the asymp­
totic properties of models of this form show that the favourable properties of 
local linear regression in the bivariate setting extend to this multidimensional 
setting. Results of a simulation study are reported and show that there is much 
to be gained by making a direct comparison of fitted values in conjunction with 
a careful choice of the estimator of error variance.
Chapters 6 and 7 describe applied projects in environmental and medical con­
texts respectively. Both of the sets of data contain relationships amongst covari­
ates which are best described using nonparametric models. Chapter 6 considers 
14 years of water quality monitoring data from the Firth of Clyde, Scotland. 
Interest lies in describing relationships between pollutants and environmental 
factors, including long term trends and seasonal patterns. Chapter 7 investigates 
the relationship between short term dosage of an immunosuppressive drug and 
the long term outcome of kidney transplantation patients.
Chapter 8 concludes with a summary of the main findings of the thesis and 
a discussion of potential future work in this area. Although progress has been 
made in the settings considered in the thesis, further extensions are required 
before nonparametric modelling will achieve its full potential.
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C hapter 1
Introduction  and O verview  o f  
N onparam etric R egression
1.1 Introduction
Statistical models seek to describe and explore the relationships between observ­
able phenomena. Regression models, a large and important class of statistical 
models, propose some underlying relationship, a regression function, which relates 
the mean value of a response variable to the values of a set of predictor variables. 
Within this class there are two subclasses: param,etric and nonparametric regres­
sion models. These differ in the form the regression function is allowed to take. 
As the name implies, parametric models assume the regression function can be 
expressed as a function with a finite number of (unknown) parameters, whereas 
nonparametric models do not specify a rigid form, rather they allow the regression 
function to be any smooth function of the predictor variables.
This thesis examines and develops methods of inference that apply to a class 
of nonparametric regression models. Although methods of estimation for these 
models have received considerable attention in the research literature in recent 
years, methods of inference have not been considered in similar depth. Before the 
merits of this modelling approach can be truly appreciated and utilised, a fuller 
understanding of methods of inference in this context is necessary.
This chapter introduces estimation and existing approaches to inference in the
1
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context of nonparametric modelling. Numerous papers and a number of books 
have been written on the topic, including some comprehensive and influential 
treatments by Hastie and Tibshirani (1990), Green and Silverman (1994), Fan 
and Gijbels (1996) and SimonofT (1996). These sources and many specialised 
papers have been surveyed and some key results are summarised here.
We shall start by considering the ‘nuts and bolts5 of nonparametric mod­
elling, namely univariate smoothing techniques. These methods yield estimates 
of underlying smooth regression functions in one covariate. Several techniques 
are described which represent quite different approaches and have different prop­
erties. A brief comparison of two of these techniques, the cubic smoothing spline 
and local linear smooth, is presented and justification given for the choice of the 
local linear method as the approach taken in the remainder of the thesis.
Methods for modelling several covariates in a nonparametric manner are intro­
duced in Section 1.3. The natural step of constructing a smoother in more than 
one dimension is considered. However, issues related to the curse of dimension­
ality arise in this multivariate setting and lead to the investigation of dimen­
sionality reduction techniques. Attention will be focused here on additive models 
since these are utilised extensively throughout the thesis. Existing methods of 
inference in both the univariate and multivariate setting are described together 
with some of the challenges associated with them.
Section 1.4 describes the computer software used throughout the thesis to 
implement the methods developed and perform simulation studies. The chapter 
closes with an overview of the thesis.
1.2 U nivariate N onparam etric R egression
1.2.1 E stim ation
The context in which univariate regression models apply is where bivariate data 
(Xi, Yi), • ■ ■, (Xn, Yn) are observed and the relationship between pairs of X  and Y  
is described by Y  = m (X )  +  £ where e ~  N(0, a2) and m (xo) =  Z£(y |X =  xo) is 
the regression function. It is this function (and sometimes its derivatives) which 
is estimated when Y  ‘is modelled on5 X.
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A parametric approach to the estimation of m(-) assumes a parametric form 
and then estimates the unknown parameters. Simple linear regression is the 
most familiar and widely used regression model. It assumes a linear regression 
function, m (xo) = (30 /fix'o, and fits the model by estimating the parameters 
Pa and px. Many extensions and generalisations of the linear regression model 
have been developed, to the point where classes of models such as Generalised 
Linear Models form a comprehensive and well understood approach to regression 
modelling.
The limitations of a parametric approach are clear, however. If the true regres­
sion function is far from the imposed parametric form then the modelling bias will 
be considerable. The consequence of this misspecification is that the estimated 
regression function is worse than useless, since it could badly misrepresent the 
true structure. In other words, there is always the risk that the parametric form 
does not adequately capture all the features of the data and may suggest features 
which aren’t present.
Diagnostic tools have been developed (see Cook and Weisberg 1982) to aid 
in the assessment of these vital assumptions. These techniques may indeed lead 
to the transformations of variables or the modification of the parametric model 
through the introduction of higher order terms. However, there will be situations 
in which this approach also fails to capture the true form of the regression func­
tion. Therefore, an alternate approach is not to impose a rigid functional form 
on the regression function, but to allow the data to determine the nature of the 
functional form directly.
Nonparametric regression models, as the name implies, replace the rigid assump­
tion that the regression function corresponds to a specific parametric form with 
the weaker assumption that the regression function is smooth. This natural and 
often realistic assumption opens the door to the modelling of the dependence of 
Y  on X  via the following argument:
‘If m(-) is believed to be smooth, then the observations at Xi  near 
x should contain information about the value of m  at x(-). Thus it 
should be possible to use something like a local average of the data 
near x  to construct an estimator of m (x)\
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This quotation from Eubank (1988 pp.7) states the rationale underpinning 
the nonparametric approach to. model fitting. It is an approach which has been 
around for some time (Whittaker’s 1923 paper is one of the earliest works cited). 
Indeed, as Fan and Gijbels (1996) point out (pp. 2), this idea even forms a part 
of the parametric approach, since a first step in checking the assumptions of a 
parametric model is to view a scatterplot of response (Y) against predictor (X)  
during which our eyes look for the smooth function underlying pattern behind 
the points thereby using the data to suggest the form of the parametric model to 
be fitted.
Techniques which estimate m(-) using this philosophy are known as univariate 
smoothers and the estimated (or fitted) function they yield are called smooths. In 
order to formalise these ideas of applying a smoother to a scatterplot of points, 
two issues must be addressed:
o How should the observations at Xi near x be combined (i.e. “averaged”) 
to obtain an estimate of the regression function at x?
o Which Xi  should be considered “near” x, i.e. from how large a neighbour­
hood around x  should observations be taken?
The first issue is the subject of the remainder of this section. The second issue is 
discussed in Section 1.2.2 since issues of the size of the neighbourhood, the choice 
of smoothing parameter and the degree of smoothing are synonymous.
Let the local average by expressed in the following notation:
where is a sequence of weights different for each value of x. The question
is then what weights to use. Different answers to this question define the different 
types of smoothers.
Local polynom ial smoothers
The smoother used throughout this thesis belongs to the class of local polynomial 
regression models. This approach is a natural extension of the familiar poljmomial
n
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(parametric) regression, since it estimates m (xo) by fitting a weighted polynomial 
regression model to the observations in a local ‘neighbourhood’ surrounding xo- 
Taylor’s expansion for the unknown regression function at the point xq in the 
neighbourhood of x yields:
m ~  X ] ~  (x ° ~ XY
o 3 ' j =o
This suggests that the regression function m(-) can be estimated by repeatedly 
fitting local polynomial models at points in the domain of m(-).
In particular, the local linear regression estimator of m (xQ) proceeds by fitting 
a weighted linear regression locally around zq, i.e. find and /A which minimise
71
-  (At + 0i{Xi -  xQ) f K h{Xi -  x0),
where K h{-) is a kernel weight function defined as K h{:) — K (- /h ) /h  where Kh(-) 
is a symmetric (around zero) probability density iF(-) and h is the bandwidth or 
smoothing parameter which controls the size of the local neighbourhood. Again, 
Taylor’s expansion indicates that an estimator of m (xo) is m (xo) =  /30, which can 
be explicitly defined as
n  n
m (xo) — WjI j j ^Wj , Wi /^ (A f ’^o)(,5,?i,2 (Aj •ir-o)'S,n,i))
1 1
where SnJ =  Kh(Xi ~ x0){Xi -  x 0):i.
It will be shown in the following chapters how the properties of the local 
linear smoother suggest ways in which methods of inference may proceed. For 
this reason it will be used throughout this work. For a kernel function, a standard 
Gaussian probability density will be used since its unboundedness ensures finite 
conditional and unconditional variance of the estimators (see Simonoff, 1996, 
ppl41). It has been observed, however, that: ’the choice of the kernel function 
K(-) is not very important for the performance of the resulting estimators, both 
theoretically and empirically’ (Fan and Gijbels, 1996, pp. 76). The question of 
which smoothing parameter to employ is a complex one which will be considered
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in Section 1.2.2.
Despite the exclusive adoption of the local linear smoother here, it should be 
noted that this is only one of a number of widely used nonparametric regression 
estimators. Kernel smoothers are one such alternative to local linear regression. 
They correspond to the local polynomials of degree zero, i.e. local constant fits. 
As such they have a particularly simple form;the Nadaraya-Watson estimate (see 
Nadaraya (1964) and Watson (1964)), for instance, is defined as:
Another popular kernel smoother was proposed by Gasser and Muller (1979). 
Assuming that the data have already been sorted into increasing order over the 
X-variable, the estimate is defined as
with Si =  (X i +  X i+L) / 2, Ao =  —oo and Xn+1 =  Too. Although this approach 
was derived in the context of equispaced designs, it can also be applied to non- 
equispaced designs. Its advantage over the Nadaraya-Watson estimator is that 
it does not require a normalising denominator calculated over the entire design 
space, since the weights sum to one. This leads to advantages in deriving the 
asymptotic theory of the smoother.
These definitions make it clear that the local linear and kernel smoothers (and 
indeed all the local polynomial smoothers) can be written as weighted arithmetic 
means of the observed Y ’s, that is, they are all linear smoothers. Because m(-) 
is a function it needs to be estimated over a set of values in its domain. This 
set of evaluation points usually corresponds to the observed predictor variables, 
although this need not be the case. The estimates at these evaluation points can 
be conveniently defined as:
n
T , K k{Xi - x 0)Yi
n
T , K h ( X i - * o )
m =  Sy
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where m  denotes a vector of fitted values, y is the vector of observed values and 
S is a smoothing matrix whose rows comprise the weights corresponding to each 
evaluation point in the notation above). S is analogous to the hat matrix
in linear regression, although its properties will clearly differ.
It follows that many of the properties of the smoothing techniques can be 
expressed and understood in terms of the properties of the corresponding smooth­
ing matrices. This property unites the approaches since it introduces a common 
notation and leads to some theoretical results which are common to all linear 
smoothers. Indeed at the core of this thesis is a methodology which capitalises 
on the linear form and the associated properties of the local linear smoother.
Although they share similar forms and origins, the local linear and kernel 
smoothers do differ with respect to important properties. Accuracy and stability 
are two important considerations about any estimate. A consideration of the dif­
ferences in these properties will illuminate the choice of the local linear approach 
in the work which follows.
Table 1.2.1 (taken from Fan (1992)) lists expressions for the first order asymp­
totic bias and variance at an interior point of the support of the density of the 
predictor X  (denote this design density by f(x ))  for each of the three local 
smoothers described above. Clearly these results favour the local linear method 
since it shares the better properties of the two kernel methods.
Smoother Bias Variance
N adaraya-Watson (m"(x 0) + vn
Gasser-Miiller m"(x0)bn 1-5K
Local linear m"(x0)bn Vn
bn =  fd - ,  u2K(u)du  and Vn -  a 2(x0) / [ f {x0)nh IC2(u)du]
The differences are due to the way each method adapts to different designs 
which is reflected in the way weights are assigned to nearby points. Around 
points away from the boundary, the Nadaraya-Watson estimate assigns symmetric 
weights which can lead to large bias, whereas the Gasser-Miiller estimate assigns 
weights which reflect the design density in that region and thus may appear 
almost random, which induces greater variance. The local linear fit borrows from 
each approach and adapts automatically to this random design by assigning a
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smooth asymmetric weighting scheme. Similarly at the boundaries, the local 
linear fit adapts readily whereas the two kernel estimators do not. Fan and 
Gijbels (1996) Section 3.2 gives a thorough overview of the merits of the local 
polynomial approach.
Another attractive property of the local linear estimate is that its finite sample 
bias is zero when the true regression function is itself linear (Ruppert and Wand 
(1994)). This is in contrast to the kernel methods which do not possess this 
finite sample property (see Fan and Gijbels (1996) pp. 63). This is particularly 
useful in the context of the model comparisons to be considered in Chapter 3 and 
further recommends the adoption of local linear smoothing for model inference.
One final difference, which has been highlighted above, is the derivation of 
the smoothing procedure. A local linear approach has an intuitive appeal since 
it is a relaxation of the (very) familiar linear regression approach. Indeed, its 
scope of fits range from the straight line fit to an interpolation of the data. 
This feature also yields theoretical advantages since at the core of the estimation 
procedure lies well developed and understood least squares theory. This leads to 
the simple expressions for local bias and variance which are especially important 
when univariate smooths are used as the building blocks of higher dimension 
models such as those introduced in Section 1.3.1.
Spline sm oothers
There also exists, however, another popular smoother which, unlike the kernel 
and the local polynomial approaches, is not motivated or defined using ‘local 
averages’. Smoothing splines are, rather, defined as solutions to a global opti­
misation problem. Namely, the smooth is defined as the function m(-) which 
minimises the penalised sum of squares:
n
fJ a bPSS(m )  — J ^ (¥ i  — g(ti))2 +  A / (m"(x))2dx
where A acts as a smoothing parameter.
The two components of P S S (m ) reflect the two conflicting objectives of the 
smoothing process, the ‘goodness-of-fit’ and the ‘roughness’ of the estimate.
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These two properties are traded off, with the size of A controlling the degree 
of influence given to each of the two terms. The solution to this minimisation 
problem belongs to the class of smooths known as natural cubic splines and its 
existence is unique (Green and Silverman (1994) pp. 17-19).
Like the kernel and local linear methods, the spline approach does yields 
a linear smoother. The explicit definitions of the weights, however, are quite 
involved (see Section 2.1.2 of Green and Silverman (1994)) and computationally 
intensive. In practice, algorithms which bypass the calculation of weights are used 
to obtain the estimated smooth (Reinsch (1967)). The complexity of defining and 
obtaining the weights has the consequence that the properties of the smoothing 
spline are less transparent than other methods.
Intuitively, therefore, it is difficult to fathom what a smoothing spline is actu­
ally doing with local observations. On a theoretical level the consequence is that 
expressions for the pointwise bias and variance of the smooth are less straight for­
ward than in the kernel and local linear case and thus less open to comparisons. 
Approximations to the mean and variance can be derived by recognising that 
the spline approach is basically a local kernel average with a variable bandwidth, 
as demonstrated by Silverman (1984). These approximations aren’t asymptoti­
cally exact, however, and the expression can be complicated. Since the methods 
of inference which are developed herein are motivated largely by comparisons of 
asymptotic and exact bias, this property of smoothing splines excludes them from 
use in this work.
Another property of local polynomial fits which recommends their use in this 
context is the ease with which they generalise to estimate higher dimensional 
surfaces. This generalisation is described in Section 1.3.2.
1.2.2 S m ooth ing  param eter selection
Having considered the question of which method of smoothing to use, the question 
remains: what level of smoothing is suitable?. This issue was phrased in terms 
of defining neighbourhoods in which to take local averages in Section 1.2.1. The 
same issue can be described using terminology such as model complexity, degrees 
of freedom, equivalent number of parameters. Regardless of the terminology, the
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issue always reduces to choosing a smoothing parameter.
Common to each of the smoothing procedures described above is the existence 
of a nonnegative parameter (h and A used above, exclusively h below) which 
scales the degree of smoothness of the estimator. At the extreme value of zero 
there is no smoothness imposed and the result is an estimate which interpolates 
the observed data, thus producing an estimate of high variability. At the other 
extreme (oo) smoothness is ‘maximised’. For instance, the limit of a local-linear 
smooth (as h —>■ oo) is the linear least squares fit to the data, which can possess 
considerable bias. Clearly some value in the range (0, oo) must be used which 
yields a suitable compromise between variability and bias.
One starting point would be to consider a measure which combines the mean 
and variance of the estimator. The mean squared error at each point E{rh(x) — 
?n(a:)}2 is an obvious choice since it is the sum of the squared bias and variance 
of the estimator. A natural extension of this to the global and asymptotic realm 
is the mean integrated squared error,
M ISE (h )  =  J  E{mh(x) — m (x)}2f(x)dx,
where f(x )  represents the density of the design points. The notation makes it 
clear that MISE is a function of the smoothing parameter h and thus the value 
which minimises MISE, Ji m i s b  say, could be a good choice for the smoothing 
parameter. There are two general approaches to this optimisation problem.
The first involves deriving expressions for the asymptotic bias and variance 
of a particular smoother (if they exist). They can be used to approximate the 
MISE and the minimisation can be performed to yield an expression for I i m i s e -  
Not unexpectedly, the expression for I i m i s e  will involve unknown quantities, 
for instance in the local linear case H m i s e  involves the design density /(*), the 
conditional variance u2 and the second derivative of the unknown curve m"(-) 
(See Fan and Gijbels (1996) 3.2.3).
These ‘plug in’ methods address the problem of unknowns via a direct estima­
tion of these quantities which are then substituted (‘plugged’) into the optimal 
expression above. This approach can be quite involved since the quantities are 
often complex and it tends to be very smoother specific (see, for instance, Gasser
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et al. (1991) for the Gasser-Miiller smooth and Ruppert et al. (1995) for the 
local linear case). Fan and Gijbels (1996, Section 4.2) describe an extension of 
this idea which involves global polynomial (i.e. parametric) fits to estimate the 
unknown properties, which they term ‘rule of thumb’ methods.
The other approach is to use a ‘classical’ bandwidth selector which minimises 
an estimate of MISE over h. One example is a ‘cross-validation’ score, defined as
where yi — rh-i(xi) is a measure of how well a smooth of all the data except (xi7 t/*) 
(denoted by 7h_.;(-)) predicts the observed value at Xi. It can be shown that
Since CV(h) provides a simple estimator for M ISE (h )  (plus a constant) a 
desirable h can be defined as that which minimises CV(h). The Generalized 
Cross Validation method was developed in the context of smoothing splines by 
Wahba (1978) and Craven and Wahba (1979) and though its original motivation 
no longer exists, it continues to receive attention for its theoretical and compu­
tational properties which can outperform ordinary cross validation.
Though each of these data driven methods for selecting the bandwidth have 
sound theoretical underpinnings, in practice their performance can be disappoint­
ing. Hastie and Tibshirani (1990, Section 3.4.5) perform a small simulation study 
which demonstrates that the cross-validation approaches can be highly variable 
and quite misleading. The authors suggest more subjective approaches such as 
graphical methods and a consideration of the degrees of freedom of the smooth 
which is equivalent to a smoothing parameter on a more meaningful scale.
A recent proposal by Hurvich et al. (1998) modifies the ‘classical’ approach 
known as the Akaike Information Criteria (AIC). Their claim is that while the 
attractive generality of the classical approach is retained, their modification 
doesn’t exhibit the high variability in the choice of smoothing nor the tendency 
to undersmooth.
E{CV(h)} = ^  y ^ -E jm -ife )  -  ?77r(^ Cj)}^ T]cA,
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Although bandwidth selection is a crucial consideration in its own right, the 
objective of the smoothing exercise should also be kept in mind. If the objective 
is estimation, i.e. an accurate description of the underlying regression function, 
then the choice of smoothing parameter is pivotal and every step should be taken 
to optimise the properties of the estimate. However, if the smoothing is a means 
to an inferential end, for instance to investigate the effect of a predictor on the 
response, then the choice of the smoothing parameter may not be so crucial.
Noting this, several authors have proposed a partial means of circumventing 
bandwidth selection in contexts of inference. King et al (1991) proposed that 
p-values of tests using smooths be computed at several different choices of the 
smoothing parameter. Azzalini and Bowman (1993) independently proposed this 
idea and termed the plot of the p-values versus the bandwidths a significance 
trace. Provided the trace lies strictly above or below the specified level of signifi­
cance the tricky question of a suitable bandwidth has been avoided (for this task 
at least). Clearly ambiguity arises when the trace crosses the significance level. 
In such a case, however, a single p-value corresponding to a specified smoothing 
parameter would most probably be close to the significance level and therefore 
would also be inconclusive.
It has been necessary to adopt this approach in the work which follows. One 
reason is the scope of the thesis which is primarily focused on the methods of infer­
ence amongst nonparametric models and not the question of smoothing parameter 
selection in the context of model inference. A more fundamental reason is that 
the methods themselves require that automatic data driven smoothing parame­
ters be excluded. The reason is the methods are based on certain properties of 
linear smoothers, as indeed all of the methods described above are. However, if 
the smoothing parameter is a function of the responses then the properties of 
linear smoothers no longer hold. That is, if h is random through its dependency 
of Y  then wXi are also random (since the wxi are functions of h) and thus the
n
smooth m(x) =  ]T} wxiYj. is no longer linear in Y. 
i=1
Therefore ‘fixed’ bandwidths are used throughout this thesis. A modification 
of a significance trace is used in some of the simulations to investigate the influence 
of the smoothing parameter on the size of the test. That is, simulations are
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repeated at several levels of the smoothing parameter and plots are made of 
the empirical sizes (at the a — 0.05 level) of the tests against the smoothing 
parameter values. We call these size traces.
1.2.3 M eth od s of inference
Section 1.2.1 described the main approaches to the estimation of the regression 
function in the context of univariate nonparametric regression. In this section 
attention will turn to issues of inference, thereby introducing the focus of the 
remainder of the thesis. As noted above, the topic of inference amongst non­
parametric regression models has not received widespread attention. This is 
somewhat surprising given that the uses of nonparametric models are severely 
limited without methods for assessing and comparing the model fits.
For inference to proceed another estimate is required, namely that of the 
variance of observations around the (unknown) regression function, i.e. a 2. The 
estimation of a 1 is fundamental to all methods of inference since it enters any 
consideration of the accuracy of the regression estimate. Chapter 2 is dedicated 
to the topic of error variance estimation in the bivariate setting and gives an 
overview of approaches in the univariate setting. Its importance is noted here by 
way of introduction, before techniques employing such estimates are described.
But what is meant by ‘methods of inference’ in nonparametric regression? In 
the univariate case, inferential techniques investigate the form of the unknown 
regression function m('). Two natural simplifications of the general ‘smooth’ form 
supposed by a nonparametric model are the no-effect model m(x) =  Pq and the 
linear model m{x) =  Pq +  P\X. Comparisons between nonparametric fits applied 
to different data are also of interest, for instance in an Analysis of Covariance 
where the covariate effect is permitted to be nonlinear. Another comparison 
which is sometimes made is between two nonparametric models with different 
smoothing parameters. This is related to smoothing parameter selection which, 
as noted above, is not a focus of this current work.
A popular approach to model inference in a variety of settings is via bootstrap 
methods. These computer-intensive approaches overcome the lack of distribu­
tional theory by simulating empirical distributions which (hopefully) mirror the
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(unknown) sampling distributions of various estimators. Methods have been pro­
posed in a variety of contexts: the selection of a suitable smoothing parameter 
(Hall, 1990); the construction of confidence intervals for the unknown regression 
function (Hall, 1992); comparisons for checking parametric fits via a comparison 
with nonparametric ones (Azzalini et al., 1989) and comparisons of nonparamet­
ric curves (King et al 1991).
However, the same difficulty which arises in other approaches to inference also 
presents itself when bootstrap methods are employed, namely bias. As Davison 
and Hinkley (1997) note, ‘unfortunately the inherent bias of most nonparametric 
regression methods distorts the fitted values and the residuals, and thence biases 
the resampling scheme5. This comment is made in the context of constructing 
confidence limits but it also applies when nonparametric fits are compared. As 
such, bootstrap methods do not provide a comprehensive solution to problems of 
inference.
Let us therefore review some of the methods of inference which have been 
suggested to compare fitted models. In both types of comparisons, nonparametric 
vs. parametric and nonparametric vs. nonparametric, there are two general 
approaches: confidence bands and global tests.
Confidence bands
A confidence interval is an informative addition to any point estimate, providing 
information on the accuracy and consistency of an estimator. In the context of 
estimating an unknown regression function, this idea leads to the calculation of a 
confidence band to accompany the estimate of the regression function. This can 
either comprise pointwise intervals or, for the purposes of model inference, can 
try and take into account the global nature of the regression function estimate, 
and thus provide a confidence region for the entire function. As with other tools 
of inference, however, methods for constructing interval estimates have been slow 
to develop, as Eubank and Speckman (1993) noted. Recent papers (Fan et al 
(1998) and Xia (1998)) have revisited this area suggesting improvements and new 
approaches.
Bowman and Azzalini (1997, pp.89-94) describe the construction of ‘reference
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bands’ for assessing the plausibility of constant and no-effect model fits to the 
data. These bands indicate where the nonparametric fit should lie when the 
simpler alternative is true. These methods capitalise on the unbiasedness of the 
local linear fit when the true function is linear and employ an estimate of the error 
variance, a topic we shall devote considerable attention to in Chapter 2. Bowman 
and Young (1996) describe related graphical comparisons of nonparametric curves 
in a number of contexts including repeated measures, survival analysis and binary 
response data. Similar bands are constructed in the context of nonparametric 
analysis of covariance (to be discussed in the next section) by Young and Bowman 
(1995).
M odel comparison tests
Although confidence bands aid in the assessment of the feature of data, these 
complement rather than replace formal tests of hypotheses regarding the form of 
the regression function. Of the tests which involve univariate smooths that have 
emerged, they tend to be motivated either by a comparison with a parametric 
regression fit to the same set of data or with another nonparametric regression fit. 
Although it is the latter context which is developed in the following Chapters, 
a brief overview of methods in both settings is given here, since many of the 
approaches from the former setting are applied (sometimes incorrectly) to the 
latter.
Using an analogy with linear regression, authors such as Cleveland and Devlin 
(1988) and Hastie and Tibshirani (1990, Section 3.9) have proposed the use of 
approximate F tests to compare different model fits to data. This is despite the 
fact that exact distribution results potentially do not hold when nonparametric 
fits are involved. They are, however, recommended as ‘rough guides5 to assessing 
the form of the regression function.
The approximate test statistic has the familiar form1:
„  _  ( R S S o - R S S J / i d f o - d f f )
RSS R SSffd ff
i Tlie notation is consistent with that used later in the thesis.
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where R S S q and R SS i  are the residual sums of squares of the null and alternate 
model fits being compared, dfo and dfi are approximate error degrees of freedom 
for the null and alternate model fits respectively. In the univariate setting this 
approach has been suggested to compare a smooth fit with parametric (constant 
and linear) fits. This test has also been proposed for comparing two versions of 
the nonparametric fit corresponding to different smoothing parameters, i.e. as a 
type of smoothing parameter selection method.
Recall that, in a fully parametric setting, this method is sometimes called the 
Reduction method. This reflects the requirement that the null and the alternate 
models are nested. That is, the null model must be a special case or ‘reduced 
form’ of the alternate model. This requirement is met when the null model is a 
parametric or a ‘smoother’ nonparametric version of the alternate nonparametric 
model. This concept is related to the definition of the approximate degrees of 
freedom which will be defined and discussed at length in Chapter 2.
Another requirement of this test is that the alternate model is unbiased and 
that the null model is also unbiased when the regression function is of the null 
model’s form. This condition holds for the local linear smoother when the null 
model is of a linear parametric form, but fails under a more general function (as 
shown in Section 1.2.1). These and other aspects of this test will be discussed at 
length in Chapter 3, so it is sufficient to note it here.
A more general approach to inference using univariate smooths is the pseudo 
likelihood ratio test (PLRT) introduced by Azzalini et al. (1989). As the name 
suggests, the test can be applied in the context of a range of parametric and 
nonparametric models, not just the normal-error univariate regression setting 
considered here. Azzalini and Bowman (1993) focus on this context, however, 
and demonstrate how the test can be used to compare a linear null model with a 
nonparametric alternate model. They propose the use of the residuals from the 
linear fit as the responses and (taking into account the correlation which is present 
amongst the residuals) proceed by testing for no-effect across the residuals.
The form of the test statistic is particularly straight forward, namely:
„  R S S q -  R S S 1
Fplrt ~  RSSi
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The test rests on the fact that Frlrt reduces to a quadratic form in zero mean 
normal variates when the null (linear/no-effect) model is true. Distributional 
properties of quadratic forms can then be used to determine the significance of 
an observed value.
Related proposals have been described by many authors, including: Raz 
(1990), Firth et al. (1991) and Hardle and Mammen (1993). Hart (1997) gives a 
book length treatment of the use of smoothing to aid in the assessment of the fit 
of parametric models.
Fewer authors have considered tests when both the null and the alternate 
models are nonparametric. Hall and Hart (1990) and King et al (1991) are 
two of the earlier works which consider this. Young and Bowman (1995) made a 
significant contribution to this area when they considered nonparametric effects 
in the context of an analysis of covariance. Suppose there are p groups and 
within the zth group n* pairs of a response variable and a single predictor vari­
able (covariate) are observed. Of interest is whether the data observed in each 
group could have come from a common regression function. The test involves 
comparisons of the p smooths (?r^(-) i = 1, . . .  ,p say) generated from the groups’ 
data with the smoother derived from all the data (ignoring the grouping) yielding 
the estimate m(*).
The test statistic proposed to compare these regression curve estimates is:
E ?=i -  MX*) ) 2
<72
where Xij is the value of the j th  covariate value in the ?th group and a2 is an 
estimate of the error variance which is assumed to be constant across groups. 
When linear smoothers are used the test statistic can be shown to be a ratio 
in quadratic forms. Furthermore, the attractive design adaptive property of the 
local linear smooth ensures that the asymptotic biases in estimation of the p + 1 
curves are identical when the null hypothesis that regression function is the same 
across the groups, provided the same smoothing parameter is used for each fit.
With these properties noted, the test statistic reduces to a quadratic form 
in approximately standard normal variates. This is an approximation because 
although asymptotic bias cancels in the numerator, bias remains in the estimate
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of a2. Noting the relatively small size of this bias component, Young and Bowman 
go on to describe the assessment of an observed value of the test statistic. Because 
of the similar forms of the test statistics, this assessment is identical to that used 
for the PLRT statistic described in Azzalini and Bowman (1993). For cases 
where there is evidence of differences between the groups5 regression functions, 
Young and Bowman (1995) describe a modification of the test to compare groups5 
smooths for evidence that their regression functions are parallel.
This approach is not only of value in the analysis of covariance setting but 
suggests ways in which comparisons can be made amongst nonparametric models 
with more than one nonparametric term. These methods are developed, applied 
and assessed in Chapters 3, 4 and 5 in the context of nonparametric models which 
admit more than one predictor variable.
1.3 M ultivariate N onparam etric R egression
1.3.1 G eneralisations to  a m ultid im ensional se ttin g
The material above has focused on the univariate predictor case. Rarely, in 
practice, though, is only one predictor variable available. This raises the question 
of smoothing techniques in multivariate settings. We introduce the notation 
(X I;, X2; , . . .  ,Xpi,Yi)  for i = 1. .  .n  to represent n realisations of a response 
variable Y  and p predictor variables (covariates) X I , . . . ,  Xp. Let (xi? x2, . . . ,  xp) 
be the set of observations, i.e. p n-vectors containing the observed predictor 
values. There are several ways in which nonparametric models can relate the 
expectation of Y  to more than one X  covariate. This section describes some of 
these models and some of the issues surrounding them.
M ultivariate smoothers
A natural extension is to assume that the response and predictors are related by:
i?(Y |X l — x l ,X 2  = x2 , . . .  , Xp =  xp) — m (x l ,x 2 , . . .  ,xp)
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where m(- • ■) is a p dimensional smooth function. To estimate this ‘surface’ 
generalisations of many of the univariate smoothers exist, which will be referred 
to as surface smoothers. When applied to the responses these methods yield an 
estimate, m (xl, x2 , . . . ,  xp), of the regression surface.
The same principles of local smoothing described in the univariate setting 
can be applied in this setting although complications related to the increase in 
dimensions do arise. One such complication is the question of defining a local 
neighbourhood using p dimensional kernel functions. Consideration must be given 
to the possibility that the predictors are defined on different scales or that they are 
correlated. Approaches such as standardisation or defining local neighbourhoods 
using the predictor covariance matrix have been suggested to address these issues.
A more profound issue is the curse of dimensionality which states that as the 
dimensions of the design space increase neighbourhoods with a fixed number of 
points become less local (Bellman, 1961). One result of this ‘curse’ is that non­
parametric surface estimators decrease in efficiency very quickly as the dimensions 
of the design space grow. To combat the curse requires that (linear) increases in 
dimensionality be accompanied by (exponential) increase in the data available in 
order to maintain the stability of the smooth surface estimates. This, clearly, is a 
real challenge and limits the application of such models to two or possibly three 
covariates at the most.
Another limitation of a multivariate smoothing approach is the difficulty in 
interpreting the estimate. Beyond two dimensions visualisation becomes increas­
ingly limited in aiding the presentation and interpretation of the estimate. In 
addition, because no constraints are imposed on the form of the surface (apart 
from its smoothness) the potentially complex structure makes it difficult to sep­
arate out the effects of different covariates which is often the aim of multivariate 
modelling.
These factors give impetus to the search for techniques which incorporate 
the flexibility of smooths within a modelling framework which can summarise 
the main features and ideally facilitate inference. Such approaches are known as 
dimensionality reduction techniques, an important class of which is introduced in 
the following section.
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A dditive m odels
One way around the curse of dimensionality is to restrict the form of the smooth. 
One approach which has gained in popularity over the last ten years is the restric­
tion that the nonparametric effects of the predictors combine in an additive fash­
ion rather than an arbitrary way. This gives rise to additive models which estimate 
regression functions by fitting models of the form:
m ( X l , . . . ,  Xp) = a  +  777,!(A 1) +  . . .  +  m p{Xp). (1.1)
where a  is an estimate of the overall mean response and each of the m,j are 
univariate smooths on the respective predictor 2.
This type of model avoids the difficulties associated with higher dimensions 
since it uses univariate smooths to estimate the components rnj(-), thereby avoid­
ing the curse of dimensionality. The other attractive feature is its ease of inter- 
pretability. The effect of any single predictor, conditional on the other smooth 
functions in the model, is captured by a univariate smooth and can hence be 
plotted and examined with ease. Techniques for examining these ‘components’ 
of the additive model are the focus of the bulk of this thesis.
Of course, for the additive model fit to provide a meaningful description of 
the data, the additivity restraint must apply also to the true regression function, 
that is:
£ ( y |X l , . . . ,  X p )  =  m ( X l , X 2 , . .  . , X p )  =  a T m 1( X l ) T m 2{ X 2 ) T .. .R m p{Xp)
This means that the model is nearly always an approximation to the true regres­
sion function. This has not been a barrier to its development or use however, since 
it has the potential to uncover important predictors and the way they influence 
the true function. Care must be taken when interpreting the fitted components 
however. For instance the additivity assumption must be checked and covariates 
examined for their effect on the response. Again, a large part of this thesis is
2The definition of additive models is, in fact, much broader than this, i.e. components are 
not required to be univariate or nonparametric, however this description will serve the purposes 
of introduction.
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devoted to the description of techniques for these purposes.
Other generalisations
A further generalisation of additive models is given by a class known as Gen­
eralized Additive Models (GAMs). GAMs are the nonparametric equivalents of 
Generalized Linear Models (GLMs, McCullagh and Nelder 1989). As such they 
allow for a variety of error distributions, not just the normal errors considered 
above. Indeed any distributions belonging to the exponential family are admissi­
ble. Furthermore, the relationship between the response and the predictors may 
be through a (known) link function. This introduces methods such as logistic 
and Poisson regression with smooth covariate effects.
However, a consequence of the greater versatility is that estimation requires 
iterative schemes. This introduces extra complexity into the analyses of the fitted 
values including methods of inference described above. As such, these models will 
not be considered in the current work. This is one instance where crude analo­
gies with the parametric setting or bootstrap techniques offer the only inferential 
guidance available (see Hastie and Tibshirani (1990) for a comprehensive descrip­
tion) .
Of course, this section has not attempted an exhaustive or comprehensive 
description of nonparametric models which tackle the ‘curse of dimensionality5. 
Other approaches include projection pursuit regression (Friedman and Stuetzle, 
1981), single index models (Hardle et al., 1993), quasilikelihood semiparametric 
models (Severini and Staniswalis, 1994) and Generalized Partially Linear Single 
Index Models (Carroll et al., 1997). Each of these differ in the way they achieve 
dimensionality reduction, the flexibility of the regression function and the error 
distributions and links admissible. Reference will be made to these where neces­
sary in the following chapters, although they are not the principal focus of the 
work.
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1.3.2 E stim ation  
M ultivariate smoothers
Local polynomials generalise easily, at least conceptually, to the task of estimat­
ing multivariate regression functions. For instance, a local linear approach in a 
bivariate setting proceeds by fitting locally weighted planes through the responses. 
Of course, this requires a bivariate nonnegative kernel function and specifications 
of the bandwidths in each direction to define the local weights. A common choice, 
and the one used throughout this thesis, is to define the kernel as the product 
of standard (univariate) normal kernels, one for each dimension, i.e. a bivariate 
normal density with p =  0, together with two bandwidths which scale the respec­
tive predictors. Although more general forms of the kernel function are possible, 
the simpler product kernel is generally sufficient and has the advantage that the 
resulting properties of the estimate resemble those in the univariate setting. A 
detailed description of the local linear bivariate smoother and its properties is 
given in Section 3.2.7.
Extensions of the univariate smoothing spline technique to two or more dimen­
sions is less straight forward, however. Approaches such as the thin plate spline, 
discussed in detail in Green and Silverman (1994), and the multivariate tensor- 
product spline, studied by for example Friedman (1991), have been proposed. 
Given the nature of the models to be considered the generalisations offered by 
local polynomial models are far more appropriate and are used exclusively in the 
following chapters.
A dditive m odels
As the form of Equation 1.1 implies, the method of estimating an additive model 
involves estimating several univariate smooth functions simultaneously. This, 
indeed, is the key to its ‘dimensionality reduction’ effect. This raises the issue of 
fitting additive models. Buja et al. (1989) describe an iterative technique called
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backfitting3. To introduce this, consider the conditional expectation 
E (Y  - a -  Y ^rn j{X j) \X k )  = m k(Xk)
which gives rise to the following algorithm4:
1. Initialise: a  =  y, xhj = m j, j  =  1
2. Cycle: j  =  1, . . .  , p,  1, . . .  , p , . . .
=  m*|x,-)
3. Continue (ii) until the fitted functions don’t change.
This introduces the notation Sj(y\xj)  to represent a univariate smoother 
applied to responses y against the predictor xy, thus producing an estimate of 
rrij(-) at the n observed values in Xj, i.e. rhy. Since we shall always use lin­
ear smoothers, the operation can be expressed using a suitable n  x n smoothing 
matrix S7. At each step ihj is updated by removing the effects of all the other 
variables (k ^  j)  and then smoothing these partial residuals against x^. Since 
the smooth functions are each being estimated simultaneously, the iteration is 
necessary to achieve the correct partial residuals (and thus fitted components) 
eventually. A necessary constraint to ensure the identifiability and uniqueness 
of the final fit is that each smoother S7- return fitted values with mean 0. Such 
smoothers are called centred and will be defined more precisely in Section 3.2.4.
As with the subjects of previous sections, there is much detail which could 
be described. Issues such as the set of equations which the backfitting algorithm 
is solving, the existence and uniqueness of a solution to these equations and the 
convergence properties of the algorithm have been the subject of much research 
(see Hastie and Tibshirani (1986), Buja et al. (1989)).
A special case, which is the focus of Chapters 3 to 5, is an additive model with 
two nonparametric components. It can be shown (Hastie and Tibshirani (1990)
3The idea of the algorithm was introduced in the context of projection pursuit regression by 
Friedman and Stuetzle (1981).
4Source: Hastie and Tibshirani (1990), Section 4.4
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§5.3.4) that the estimating equations derived from the backfitting algorithm have 
explicit solutions in terms of the two component univariate smoothing matrices. 
This not only simplifies the conditions for the existence of solutions, but allows the 
properties of the fit to be investigated and these suggest ways in which inference 
using such a model may proceed.
Another special case of an additive model which is considered later is a semi- 
parametric model. These models contain a mixture of both nonparametric and 
linear components. Provided they do not have more than two covariates appear­
ing in nonparametric terms, these too have explicit definitions of the fits which 
again pave the way to inference.
1.3.3 S m ooth in g  param eter selection
Many of the ‘classical’ bandwidth selection techniques in the univariate setting, 
e.g. cross-validation and other techniques based on penalising ideas, can be 
extended to the multivariate setting. Herrmann et al (1995) developed an iter­
ative plug-in approach for use with bivariate kernel regression estimators. There 
has also been some recent activity in bandwidth selection methods for additive 
and semiparametric models with more than one nonparametric term. See, for 
instance, Opsomer and Ruppert (1999) and Simonoff and Tsai (1999).
Although methods are emerging in the multivariate context, these are not 
considered in detail in this current work for the same reasons as were given 
in Section 1.2.2 in the univariate setting. Instead, significance traces and size 
traces will be used to cover a range of smoothing parameters for the purposes of 
inference, thereby avoiding the delicate question of smoothing parameter selection 
which arises in the context of estimation.
1.3 .4  M eth o d s of inference
In a multivariate setting methods of inference are even more fundamental to their 
effective use. Because there is a number of potential covariates, a vital task is to 
identify those variables which contribute significantly to the observed responses 
and the form in which they combine. Taking the special case of two covariates 
(the focuses of Chapters 3 and 4) regression functions ranging from a constant
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(no-effect in either covariate) model to a general bivariate smooth surface are 
possible. Therefore when we speak of model inference in the multivariate context 
we mean methods of determining the most appropriate form of the model to fit 
to the data.
The standard approach is to perform techniques analogous to those in the mul­
tivariate parametric setting, for instance techniques used in multiple regression 
and GLM settings. Additive models, with their obvious parallels with multiple 
regression, lend themselves particularly to this approach. Cleveland and Devlin
(1988) pioneered the use of an approximation of the familiar F-test in the con­
text of multidimensional additive models. The difficulty is that distributional 
results do not hold in the additive model context and therefore these ‘approxi­
m ate’ methods (even with corrections) can only be used to provide vague guides 
to variable selection and other questions of inference (see Hastie and Tibshirani
(1990) §6.8).
Bootstrap techniques have also been used to make comparisons amongst mul­
tivariate nonparametric models (Hastie and Tibshirani 1990, pp. 293). These 
approaches employ test statistics analogous to parametric settings and are usu­
ally in the ‘generalized5 setting where there is little or no distributional theory to 
work with. Once again, however, biased estimators will undermine the approaches 
and therefore we will focus attention on developing methods in simpler settings 
which attempt to address the bias problem directly.
Given the importance of this area, it is perhaps surprising that more atten­
tion has not focused on issues of inference. In order for nonparametric regression 
approaches to attain their full potential, inferential techniques must be devel­
oped alongside those of estimation. The major aim of this thesis is to develop 
and examine methods of inference via model comparisons in this context. The 
approach taken will be to adapt some of the methods in the univariate setting 
(Section 1.3.2) which compared different nonparametric fits to the same data for 
use in the multivariate setting.
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1.4 Software
The previous sections have set the scene for the following chapters by introduc­
ing the concepts and methods of certain nonparametric models. This introduc­
tion, however, wouldn’t be complete without a description of the software used 
throughout this work. This is indeed a fundamental aspect of nonparametric 
modelling in its own right, since the power and usefulness of these approaches 
have emerged with the rapid increase in the availability and speed of computing.
All of the code used throughout this thesis has been programmed in the S-Plus 
statistical software language. Although S-Plus possess nonparametric modelling 
capabilities, a library of S-Plus functions called ‘sm1, made available with Bowman 
and Azzalini (1997), has been used extensively. This was partly to gain a greater 
understanding and transparency in the computational methods used but also 
because S-Plus does not contain a local linear smoother with a fixed bandwidth 
(only a ‘nearest neighbour’ version). In addition to the ‘sm’ library, extensive use 
was made of the facilities in S-Plus to write specialised functions to implement the 
methods described herein. Indeed, behind every result presented in the following 
pages stands many tailored functions, the design and implementation of which 
are not acknowledged directly in the text. A summary and brief description of 
some of the main functions constructed are given in Appendix A.
1.5 O verview  of Thesis
The chapters which follow divide into two sections. The first comprises Chapters 
2 through 5 which explore several issues surrounding inference via nonparamet­
ric model comparisons. Chapter 2 starts by considering the estimation of the 
error variance in the nonparametric setting, considering particularly the case of 
two predictors. Chapter 3 extends methods of model comparisons beyond the 
univariate setting to the bivariate setting. Chapter 4 investigates the methods 
of Chapter 3 via a series of simulation studies. Chapter 5 then extends these 
results still further to the semiparametric setting with an unlimited number of 
linear terms and at most two terms appearing nonparametrically.
Chapters 6 and 7 are different in that they are motivated by applied problems.
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Chapter 6 explores a set of environmental data. In the course of this investigation 
nonparametric models are used to explore covariate and seasonal effects. Chapter 
7 describes a retrospective analysis of data from a medical context. Here again, 
nonparametric techniques are found to be useful in capturing features of data 
and form a key part of the analysis. Chapter 8 ends with a review and summary 
of the findings together with a discussion of the potential for further work.
C hapter 2
Error Variance E stim ation  in 
B ivariate N onparam etric  
R egression
2.1 T he R ole of th e Error Variance
The last chapter gave an overview of the methods and issues related to estimation 
of an unknown regression function ra(-). As Dette et al (1998) put it, ‘without 
any doubt, the estimation of the regression function has been one of the most 
challenging fields during the past’. Thus, as the last chapter showed, the topic 
has received much attention in the research literature. However, for inference to 
proceed we clearly need more than just a point estimate, we also need a measure 
of the variability of the estimate.
Consider again the underlying univariate model which relates two variables 
X  and Yj n  realisations of which are observed and stored in x  and y:
y ~ m ( x ) + e  (2.1)
where e is an n-vector of zero mean random variables with constant variance a2. 
Recall that a linear smoother yields fitted values of the form m  =  Sy, where m  
is an 71-vector of fitted values and S is an n x n smoothing matrix. The n x n
28
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variance-covariance matrix of the fitted values can be written as 
var(m) — var(Sy) =  Svar(y)ST =  <r2SST,
where var(y) is a21„ (I„ is the n x n identity matrix).
This clearly illustrates the key role estimates of a2 have in methods of infer­
ence. In fact, '...the estimation of the variance o2 is nearly as important as the 
estimation of [the regression function] itself ...! (Dette et al. (1998)), further­
more Buckley and Eagleson echoed similar sentiments back in 1988: 'A great 
deal of effort has gone into developing estimators of the underlying regression 
m(-) while the estimation of a2 has been relatively ignored1. The estimation of 
a 2, particularly in the bivariate case, is the focus of this chapter.
Before we consider this, however, one generalisation of the model described in 
Equation 2.1 should be noted. Heteroscedastic nonparametric models allow for 
the variance of the error terms to be a function of the independent variable(s). 
Ruppert et al (1997) summarise the suggested approaches to variance-function 
estimation as:
1. Estimate the regression function
2. Initially, estimate the variability at design points X,; by the residual from 
the fit or alternatively define pseudoresiduals using a weighted average of a 
fixed number of the ITs (eg. difference-based methods)
3. Smooth the squared residuals or pseudoresiduals using kernel or local linear 
methods
4. Choose the bandwidths for smoothing the residuals or pseudoresiduals either 
subjectively or by a data based method.
They list Carroll (1982), Hall and Carroll (1989), Silverman (1985), Gasser 
et al. (1986) and Muller and Stadtmuller (1987) as the 'sparse1 literature on this 
topic.
This topic is interesting in its own right and will surely develop into an impor­
tant aspect ol the approach to modelling. However, for the purposes of this the­
sis and specifically the issues of inference considered, it is sufficient to note this
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approach and consider the homoscedastic model in detail.
2.2 U nivariate Estim ators
A useful starting point is to review existing approaches to error variance estima­
tion in univariate nonparametric model settings. Two types of estimators have 
emerged in this setting. They both are functions of residuals but differ in how the 
residuals are obtained. The first class, RSS based estimators, define residuals in 
the familiar way as distances between a fitted regression curve and the observed 
responses. The second class defines the residuals by differencing the observed 
responses, i.e. no overall fit to the data is necessary. The term ‘pseudoresiduals5 
was coined by Muller and Stadtmiiller (1987) in the context of heteroscedas- 
tic models to describe the second type of residuals and has since been adopted 
(Ruppert et al. (1997)) and will be used in this thesis together with the term 
‘difference based’ estimators to identify estimators based on them.
2.2.1 R esidu al sum  o f squares estim ators
At the heart of the first class of variance estimators is the residual sum of squares 
(RSS) from a fitted nonparametric model, i.e. R S S  =  y T(I — S)T(I — S)y. By  
analogy with linear regression models, an obvious approach to the estimation of 
(j2 is to adjust RSS by a measure of the error degrees of freedom, that is:
This raises the question of what degrees of freedom correspond to a non­
parametric fit to the data. The degrees of freedom of a fit reflect the degree 
of smoothing or, equivalently, the effective number of parameters used. This is 
an interesting quantity in its own right, as it defines a scale on which different 
smoothers can be calibrated with respect to the amount of smoothing they per­
form. In the context of variance estimation, however, its primary use is to define 
the error degrees of freedom of a fitted model. As in linear parametric models, 
this is defined to be the difference of the sample size n and the degrees of freedom 
of the smoother.
R S S
d fe r r o rerro r
(2 .2)
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Hastie and Tibshirani (1990, pp 54) suggest dferror = n — tr(2S — STS) as the 
error degrees of freedom to be used in Equation 2,2. This expression comes from 
the expectation of the residual sum of squares, namely:
E ( R S S )  -  E ( y T (I ~  S f ( I  -  S)y)
=  E ( ( m  +  e  )T (I — S )T (I — S ) ( m  +  £ ))
=  E ( m T (I -  S )r (I -  S)m +  e  T(I -  S )T (I -  S)e +  2m r (I -  S )T (I -  S)e )
=  b Ts h s +  E { e T ( I - S ) T { I - S ) e )
=  b jb s +  E( e  t I e — £ TSTe  — £ r Ser + e TSTS£  )
=  b^bs +  a 2n — a 22 t r { S }  +  a 2t r { S TS }
— b j b ^  +  a 2(n — t r { 2S ~  S TS } )  (2 .3 )
the design points) was negligible then djlss using dferror defined above would be a
been suggested (Hastie and Tibshirani, 1990 pp 52-55), namely tr{S} and ir{STS} 
The first is motivated by analogy with linear models and the relationship between 
the hat matrix and the number of parameters in the fitted model. If s* is the ith 
row of the smoothing matrix S then it follows that the summed variances of the 
fitted values are given by:
Clearly, if b^bs =  m T(I -  S)T(I — S)m (the sum of the squared biases over
sensible estimator of a2. However, we have already noted that all nonparametric 
models contain bias and therefore b jb s  > 0. This property that ajigs overesti­
mates cr2 in nonparametric regression is what motivates the work in the rest of 
this chapter.
It should be noted that two alternate definitions of degrees of freedom have
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=  tr{SST}a2 
=  tr{Sr S}o’2.
Although all three expressions are intuitive measures of the amount of smooth­
ing performed, for the purposes of scaling R S S  to define an estimator of a 2, 
n  — tr(2S — Sr S) is clearly the most appropriate.
Estimators of this type employing kernel smoothers to obtain the fitted values 
have been suggested and investigated by a number of authors (see Hall and Carroll
(1989) and Neumann (1994)). Cleveland and Devlin (1988) used this approach 
in the context of locally weighted regression, drawing largely on the analogy with 
the linear parametric model. Hall and Marron (1990) define an estimator based 
on RSS which they show to be asymptotically first and second order optimal. 
Authors such as Wahba (1978, 1983) and Carter and Eagleson (1992) derived 
conceptually similar estimators using a roughness penalty (smoothing spline) 
approach to model fitting.
The performance of these estimators in the univariate case has been well 
researched, and they have been found to possess some attractive properties. One 
complication to their use is their direct dependence on the fit to the data which 
introduces an unavoidable degree of bias into the estimator. Another concern is 
the choice of smoothing parameter used to estimate the regression function. This 
introduces a level of arbitrariness: what is an appropriate choice of the smoothing 
parameter for the purposes of estimating <j 2?
Despite these drawbacks, this approach has also received widespread accep­
tance, perhaps because of its familiarity from the linear model setting. In their 
comprehensive text, Hastie and Tibshirani (1990) only define estimators of a 2 
in terms of the residual sum of squares. For this reason, we shall consider RSS 
based estimators of cr2 throughout this thesis.
2.2 .2  D ifference based estim ators
There exists a class of estimators of a2 which do not require the regression function 
to be estimated explicitly. These estimators work by removing the trend in the
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data by differencing the response values via various schemes, and hence are known 
as difference based estimators. Different forms of these exist in the univariate case, 
three of which are briefly described here: namely those of Rice (1984), Gasser et 
al. (1986) and Hall et al. (1990).
Rice (1984) considered first order differences via the estimator
(Yji] is the response associated with the zth largest predictor value X^j). Gasser 
et al (1986) suggested a second order estimator
Hall et al. (1990) introduced an asymptotically optimal difference-based esti­
mator of variance using a difference sequence with
where oLmi, dm2 ^  0, mi, m2 are non-negative integers and r =  mi +  ???,2 denotes 
the order of the variance estimator
Each of these estimators can be written as y TD r D y/£r{D TD} where D is an 
n x n matrix which depends only on the design space. For Rice’s and Gasser’s 
estimators, respectively, these are:
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0 0 0 0 ••• 0 0 
-1 1 0 0 • 0  0
0 - 1  1 0 0 0
0 0 0 0 - 1  1
and
0
0
0
0
0 0 
0 0
T4 a —  — = = = = =  
\/3 (n  — 2)
- 1 /2 -1  1/2 0 0
- 1/2  - 1  1/2  00
0 0 - 1 / 2  - 1  1 /2
When applied to the response vector yg, the ordered (by X )  vector of responses, 
then D yields a vector of pseudoresiduals, Dyg, and hence the terminology. The 
advantage of these approaches is that they do not require an explicit fit, and 
no smoothing parameter is needed1 nor a specific type of smoother. Further­
more, they often have a small bias for small sample sizes (Dette et al (1998), pp 
754-755) and are computationally very simple.
However, these methods aren’t without their challenges. These estimators 
do not achieve the asymptotic optimal rate of some ‘residual based’ estimators 
(see Eagleson (1989), Hall and Marron (1990)), although their performance can 
be comparable. For this reason, some authors have focused attention on their 
finite sample properties (Seifert et al. (1993)). Furthermore, the choice of the 
method and order of differencing which minimises the (finite sample) MSE of the 
estimator is not straightforward.
Ruppert et al (1997) argue that since pseudoresiduals are based on a fixed
1Dette et al. (1998) show that the order of the differences has an influence which is compa­
rable with the smoothing parameter
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(independent of n) number of design points they are correlated, even asymptoti­
cally, which complicates their analysis. This is true in the univariate setting but, 
as we shall see in Section 2.5, this is not true in the bivariate setting. We shall 
see that the pseudoresiduals are not defined using a fixed number of points, and 
therefore this argument against pseudoresiduals does not apply in this context. 
Furthermore, their focus was on heteroscedastic models, involving smooths of the 
pseudoresiduals, unlike here where we seek to estimate a constant variance.
Within the class of difference based estimators, finite sample and asymptotic 
properties have to be balanced. The estimators of Gasser et al. (1986) and 
Hall et al (1990) have come to represent these two ‘approaches’ (finite sample 
and asymptotic respectively, e.g. Seifert et al (1993), Dette et al. (1998)). 
Through a detailed simulation study, Dette et al (1999) developed guidelines 
for the choice of an estimator of cr2. They considered three classes of estimators 
which corresponded to the difference based estimators of Gasser et al (1986), 
those of Hall et al (1990) and the kernel type (RSS based) estimator of Hall 
and Marron (1990). Although factors such as the sample size, the magnitude 
of the residual variance and the order of differencing employed influence the 
performance of the different estimators, the regression function itself was found 
to be the most influential property. The Hall et al (1990) estimator was found 
to perform poorly with regression functions with high oscillations, and thus in 
the absence of information concerning the magnitude of the oscillations of the 
regression function, or faced with extremely noisy data, the estimator of Gasser 
et al (1986) is preferable.
2.3 Variance E stim ation in Higher D im ensions
The discussion of variance estimators in the previous section focused on the prob­
lem in the univariate case. Extensions to the bivariate and higher-dimension 
settings have been considered by several authors, although these are confined to 
special cases and have not received the depth of treatment which the univariate 
estimators have received.
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2.3.1 R SS based  approaches
Several authors have noted that techniques based on residual sums of squares 
in the univariate setting may be applied in higher dimensions. Cleveland and 
Devlin (1988) appty their RSS based approach in the context of one, two and 
three independent variables. Buckley et aL (1988) comment ‘our theorems on 
the form of the optimal estimator [of a2] apply equally to any ... multivariate 
nonparametric regression where a quadratic roughness penalty is used’. Likewise, 
Ruppert et al. (1997) state that ‘in principle’ their theory on a general class of 
variance estimators based on local polynomial smoothing can be extended to 
multivariate predictor variables.
In contrast to the majority of treatments which deal with the higher dimen­
sional setting with a passing comment, however, an early work by Breiman & 
Meisel (1976) considers estimating ‘intrinsic variability’ solely in a multivariate 
setting. Their approach, also based on RSS, is a somewhat primitive version 
of local linear modelling whereby the design space is progressively divided into 
subspaces. This continues until there is evidence that a linear model applied to 
each subregion is satisfactory. Their estimator of a2 is then the sum of the RSS’s 
corresponding to the linear fits within the subregions divided by the number of 
design points.
As was the case in one dimension, these estimators all require an estimate of 
the regression function, and thus are explicitly linked to the choice of smoothing 
parameter(s). It was noted in the one dimensional case that the choice of the 
smoothing parameter presents a challenge to their routine use. In higher dimen­
sions this problem is more acute, since there are a number of dimensions each of 
which require some statement of the level of smoothing.
A related problem in the multi-dimensional setting is the curse of dimension­
ality which states that as the dimensions increase the amount of data required 
to obtain valid estimates of the regression surface increases exponentially. The 
impact on smoothing parameter selection is to force parameters of sufficient size 
to guarantee that a sensible number of responses is used to estimate the surface 
at each point. This has a lmock-on effect in that the RSS estimator based on 
such a fit could potentially contain considerable bias.
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This may suggest that variable bandwidth regression estimators, such as Cleve­
land’s (1979) LOWESS and Cleveland & Devlin’s (1988) loess  estimators, may be 
of particular use in helping regulate the degree of smoothing throughout the 
design space. These procedures work by taking a fixed number of the design 
points around each evaluation point. That is, the smoothing parameter is the 
span of the kernel function in terms of the proportion of data covered, rather than 
a fixed bandwidth as is often used in local polynomial and kernel methods. These 
approaches are sometimes referred to as ^-nearest-neighbour methods where k is 
the fixed number of design points used to calculate the regression estimator at 
each evaluation point.
RSS estimators based on smooth fits achieved via this approach do suffer a 
major drawback, which perhaps explains why they are not considered in the liter­
ature on univariate RSS based estimators. As Gasser & Seifert (1994) comment, 
there is a lack of mathematical underpinning of these methods. The}' also state 
that ’a design-adaptive bandwidth implies a more complex and potentially larger 
bias, compared to a fixed bandwidth’. We have stressed the importance of min­
imising bias in the fit to achieve an accurate estimator of a2 and therefore it is 
natural to avoid an approach which potentially may yield more biased estimators.
A third reason for not considering RSS estimators using these smoothers, is 
the context of model inference in which we seek to use the estimators of a2. As we 
shall see in Chapter 3, a fixed bandwidth local linear approach to model fitting 
yields attractive asymptotic bias results which motivate the approaches to model 
comparisons considered later. As such, we will confine ourselves to RSS based 
estimators of a2 using fits of the same form.
2.3 .2  D ifference based approaches
Approaches using pseudoresiduals, defined by differencing responses, have the 
appeal that they do not require an explicit estimate of the regression surface, and 
therefore do not require the specification of a smoothing parameter. Furthermore, 
they incorporate the ‘nearest-neighbour’ idea and therefore adjust to the scarcity 
of the points in a region. Extensions to the higher dimensional settings are 
not straightforward though. Several approaches in the bivariate setting will be
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described in the remainder of this section and developed further in the next.
A difference based approach in the bivariate setting is discussed by Hall et al.
(1991) where they estimate the residual variance in the context of two-dimensional 
signal processing. They propose an estimator along the lines of that presented 
in Hall et al. (1990) extended to two dimensions. The authors note, ‘a major 
dissimilarity between the one- and two-dimensional cases is the very rich variety 
of different configurations [of design points] available in two dimensions’ (Hall et 
al. (1991), pp 477). As such, the paper focuses on the selection of optimal con­
figurations, and of optimal difference weights for given configurations. Because 
of its context, the major restriction of the approach is the requirement that the 
design points form a lattice. Within the class of lattice designs, however, the 
results are in fact very general, holding without change for different lattice types. 
Extensions to higher-dimension lattices are also possible. The limitation to lat­
tice designs, however, is not realistic in the context we seek to use them, i.e. 
inference using nonparametric model fits.
Seifert et al. (1993), at the end of their treatment of univariate estimators, 
comment that ‘difference-based methods can easily be generalised to multidimen­
sional designs.’ They, too, highlight the very rich class of configurations and also 
the increasing portion of the boundary for growing dimension as issues partic­
ular to the higher dimension setting. An example of extending the univariate 
approach advocated in Gasser et al. (1986) to the bivariate case, was sketched 
by Herrmann et al (1995). In a univariate setting, the variance estimator is a 
function of pseudoresiduals defined as the distance from a response yi to the line 
connecting the responses at the design points either side of the X{. In the bivariate 
case, pseudoresiduals are defined as the mean difference between ^  and planes 
through configurations of three ‘neighbouring’ design points and the variance 
estimator is defined as a weighted average of the squared pseudoresiduals.
This raises the important question of the idea of ‘nearest neighbours’ in higher 
dimensions. In one dimension it is obvious which two points to interpolate to 
define a pseudoresidual. In two dimensions, however, it is not so straight forward 
since there may be more than one triplet of design points which could be used 
to define a pseudoresidual at each design point. The questions of how to identify 
suitable triplets and then how to derive a single pseudoresidual from all these
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points, therefore, arise in the bivariate context.
Herrmann et al. (1995) define an estimator for the special case of a rectangu­
lar grid design, where the symmetry and orthogonality makes it clear which way 
to proceed. They indicate that their approach applies to non-equidistant/non- 
orthogonal designs but do not describe this in any detail. Clearly, in a non- 
equidistant/orthogonal design space expressions for the pseudoresiduals are design 
dependent and thus ‘general’ results do not exist. A literature search has failed 
to reveal any treatment of non-equidistant/orthogonal designs in connection with 
the estimation of a2. Herrmann et al. (1995) offer some suggestions on the way 
to proceed in these settings, which we shall return to in Section 2.5 where a 
difference based estimator in the bivariate setting is defined and studied.
Finally, in an as yet unpublished work, Dette et al (1999) extend the treat­
ment of variance estimators to the multivariate setting. Their approach is to 
consider the response as multivariate (d dimensional, say) regressed on one pre­
dictor. Thus, the aim is the estimation of a d x d variance-covariance matrix £  , 
rather than the scalar a2. Our focus is on the reverse, i.e. one response variable 
with multiple (especially two) predictors. Therefore, unless the results of Dette et 
al. (1999) can be adapted, they are of little relevance to the focus of this chapter.
2.4 Im proved RSS Based E stim ator o f a 2
Equation 2.3 showed that the inherent bias in nonparametric fits affects the 
accuracy of the RSS based estimator of a2. This highlights how necessary it is to 
minimise the bias of the fitted model in order to obtain accurate estimates of a2. 
In this Section we shall investigate several adjustments to cr%ss  which attempt 
to reduce the influence of the bias term. Although they are not restricted to the 
bivariate case, they will be investigated in this context via a simulation study in 
Section 2.7.
2.4.1 U n d ersm ooth in g
Chapter 1 showed how the asymptotic bias of a univariate local linear smoother 
increases as the smoothing parameter increases. In Chapter 3, where a bivariate
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class of models is considered in detail, it will be shown that this property holds for 
the bivariate local linear smoother as well. This suggests that an improved esti­
mator of a2 can be obtained by using R S S  from a model fit with a smaller value 
of the smoothing parameter than that appropriate for estimating the underlying 
regression function. We shall refer to this modification as undersmoothing since 
a smaller smoothing parameter yields a more variable (i.e. less smooth) estimate 
of the regression function.
This approach highlights an aspect of smoothing parameter selection which 
has been noted by several authors. For instance Bowman and Azzalini (1997 
pp 93) note that the importance of the choice of smoothing parameter varies 
depending on whether the smooth is to be used for the purposes of estimation or 
inference. In estimating the regression function, the trade off between bias and 
variance drives the choice of the smoothing parameter whereas for inference this 
trade off is less crucial. The consequence is that a range of smoothing parameter 
values will often return consistent results when used for the purpose of inference 
via the comparison of the fitted models, as the size traces presented in Chapter 
4 will show.
The question of what degree of reduction to employ and its effect on the 
accurac}'- on the estimator of a2 remain. It was noted in Chapter 1 that as 
the smoothing parameter decreases the local linear fit to the data approaches 
an interpolation of the observations. There therefore exists a lower bound of 
the smoothing parameter, beyond which the R S S  becomes zero. Nevertheless, 
the use of residuals obtained by undersmoothing the data to estimate the error 
variance has been suggested by several authors (e.g. Hastie and Tibshirani (1990) 
pp. 48). The results from a simulation study, presented in Section 2.7, attempt to 
illustrate and quantify the improvements achieved by decreasing the smoothing 
parameter.
2.4.2 D ou b le  sm ooth in g
Recall from Chapter 1 that the asymptotic bias of a local linear fit is a function of 
the second derivative of the (unknown) regression function. This feature suggests 
the use of a smooth of the residuals as the source of an estimate of a. If most
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of the curvature of the true underlying model is reflected in the fitted model, 
the residuals from this fit ((I — S)y) should be relatively free from dramatic 
curvature. In other words, the residuals themselves can be thought of as random 
fluctuations around a surface of less curvature than the original surface, but with 
approximately the same variability.
Consider applying the smoother to the residuals, i.e. S(I — S)y, (i.e. double 
smoothing the original data). Provided less bias is contained in the smooth of the 
residuals than in the smooth of the original data, the residuals from the second 
smooth potentially have better properties to estimate a2. To see this recall that 
the bias term in the standard RSS is bTb =  ((I — S)m)T(I — S)m whereas, using 
the double smooth approach, the corresponding term is bT(I — S)r (I — S)b which 
it is reasonable to expect will be less than the first term.
This idea leads to the following definitions.
yT(I — S)T(I — S)T(I — S)(I — S)y
^  (2-4)
_  y TB DSy  
dfos
Methods using residuals from an initial smooth, i.e. (I — S)y, appear in other 
areas of the smoothing literature. One instance is where a semiparametric fit to 
the data is required. Speckman (1988) derived an estimator of the parametric part 
which uses partial residuals obtained via smoothing both the responses and the 
linear covariates and using these to estimate the linear component. Its advantage 
in that setting was to improve the asymptotic convergence and the asymptotic 
bias of the estimator of the parametric component. This is discussed at length 
in Chapter 5.
Of course, the previous action of using a smaller smoothing parameter can 
also be applied in conjunction with the double smoothing idea. These approaches 
are investigated in Section 2.7.
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2.5 D efining a D ifference B ased E stim ator in  
Tw o D im ensions
In this section we shall consider the difference based approach to estimating the 
error variance in a bivariate setting. Extensions of the univariate estimators of 
Gasser et al. (1986) sketched by Herrmann et al (1995) are used as a starting 
point, developed and investigated in the context of design points which are a 
realisation of a random configuration of points in the (X , Z) plane. Special cases, 
such as the rectangular grid design, will be presented as illustrations.
The first step is to define pseudoresiduals at each design point. At a particular 
point, (Xi, Zi) say, the pseudoresidual is defined as follows:
1. determine the set of n* neighbouring triplets of points
2. for each triplet, calculate the distance between the plane which interpo­
lates the triplet’s responses and h*, thereby defining rii triplet distances 
(eR , . . . , £ini )
3. define the pseudoresidual at the design point to be the average of these 
triplet distances, i.e. ^- Y^jLi £ij
Neighbouring triplets are defined in terms of the Delaunay triangulation of the 
design space (Ripley 1981). Delaunay triangulations are created by joining design 
points who share an edge defined by Dirichlet tesselations. These tesselations 
partition the entire design space and consist of polygons constructed around each 
point to define regions that are closer to that point than any other. Thus, by 
joining points with neighbouring Dirichlet cells, neighbouring points are identified 
in a sensible way.
Having defined the neighbouring points for a given design point (X i,Z i), 
neighbouring triplets of design points are three neighbours such that there is a 
path of two Delaunay edges connecting the three design points forming a triplet 
In other words, the points in the triplet must be ‘neighbours’ themselves. One 
other requirement of the triplet points is that they don’t lie on a straight line, for 
obvious reasons of the identifiability of the plane through the triplet responses.
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In summary, each triplet of points associated with design point (X*, Zi) sat­
isfies the following criteria:
o each point is connected with (X;, Z{) by a single edge (as defined by the 
Delaunay triangulations)
o there is a path of two edges (of the Delaunay triangulation) connecting the 
three design points forming a triplet
o the three design points are not located on a straight line.
As an illustration, Figure 2.1 shows the four triplets (four ‘corners’) corre­
sponding to the interior point of a rectangular design2. The pseudoresidual at 
this interior point, defined above as the average of the distances from the response 
to the four planes, has an explicit formula given by
= ^  j  — 2  ^^  -i,iTYi+1 j + lb, j _ i+ X: j +1)+ -  (FA i j  _ i T Yi - 1, j+1 -I- Fbi-1 y - i+ Yi+i, j+i ) ■
where Y^j is the response at the design point defined by coordinates (i,j)  in 
Figure 2.1.
It can be shown that different expressions apply at the boundary points of 
the rectangular design grid. For example, at the (i =  1, j  =  1) corner point, the 
pseudoresidual is defined as
1^,1 =  Fl,l ~ (Ih.,2 +  2^,1 — Y%2)
and at a point (i = 1, j)  on the edge the pseudoresidual is
S ij =  U j  -  y v  -  I ( y 1J+l +  y u _, -  y w  -  Y t j - d .
Similar results can be derived for other corner and boundary points. Note 
that these expressions do not involve the spacing between points and thus hold 
for any rectangular grid, regular or irregular, regardless of spacing.
technically, the Delaunay triangulation is not defined for a rectangular grid, but the con­
figurations shown here are natural ones and in the spirit of the Delaunay triangulation idea
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Figure 2.1. Representation of a segment of a rectangular grid showing an interior 
point (□) with 8 neighbouring points (x). The four triplets, used to define a 
pseudoresidual at the interior point, are shown using different line styles.
Figure 2.2 illustrates the definition of the neighbouring triplets with a real­
isation of a random design. The broken lines define the Dirichlet cells and the 
solid lines define the Delaunay triangulation. For the realisation shown, the pseu­
doresidual at design point 1 is defined using the set of triplets: (2,3,4), (3,4,5), 
(4,5,6), (5,6,2), (6,2,3), namely the average distance between the response at ‘1’ 
and the planes interpolating the triplets’ responses.
Having defined the pseudoresiduals for each point as the average distance 
between the response and the ‘triplet planes’, the error variance estimator is 
defined as a linear combination of squared pseudoresiduals. Herrmann et al. 
(1995) suggest a straight average:
D I F F
where a* = var( i i )  *
a The reasoning of such an estimator can be seen by noting that
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Figure 2.2. Realisation of a random design showing the Delaunay triangulation 
which define neighbouring triplets.
if E (ii) = 0, since then var(£i) = E{el). That is, for the difference based 
estimator to be unbiased the pseudoresiduals need to have expectations of zero.
Recall that = d- J2j=i ^ij■> average of the distances between the zth 
response and the planes through responses at neighbouring triplets. Clearly, the 
positioning of these ‘neighbouring responses’ with respect to the zth response, will 
determine properties such as the expectation of According to the nonparamet­
ric model, the neighbouring responses are random deviations from some under­
lying regression surface and therefore it is the local curvature of this unknown 
surface which will determine the accuracy of the estimator.
If the regression surface in the region defined bv the neighbouring triplets 
around the zth point can be approximated linearly, then the expectation of et
.2
D I F F
G.2
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will be approximately zero. Conversely, if there is substantial local curvature in 
the regression surface (relative to the spacing between neighbouring points) then 
the interpolated planes are crude estimates of the regression function and there is 
potential for considerable bias to be present in the estimator. This estimator can 
be expected to perform best, then, when the underlying function is approximately 
linear in the space defined by the neighbouring triplets.
Hence, there are similarities with the performance of the RSS based estimator 
using a local linear smoother. The second derivative of the regression function in 
the asymptotic bias of the local linear fit show that it too is approximately unbi­
ased if the regression function is locally linear. This suggests that the behaviour 
of the two estimators may therefore be similar. The simulations in Section 2.7 
will explore this.
Returning to the definition of the estimator, however, to calculate a* we note 
that £i is an average of linear combinations of the Y/s. Since the model states that 
var(Ti) =  cr2, calculation of a* requires a record of the constants used to define 
£i in terms of the TVs. For instance, from the definitions of the pseudoresiduals 
defined above for the rectangular grid design it follows that =  4/9 for interior 
points, a* =  1/4 for corner points and a* =  1/3 for edge points.
It is possible that design points in certain realisations of random designs may 
not have three points satisfying the above criteria. As such, they do not yield 
pseudoresiduals and thus a* is undefined. These points are analogous to the two 
end points Xp] and A[„] in the univariate case. However, the number of such 
points is not fixed and may in fact be zero. At these points the pseudoresidual 
and the tn are set to zero and the n  in Equation 2.5 is replaced with the number 
of points at which pseudoresiduals exist, ng say.
Since the pseudoresiduals are linear combinations of the responses, there exists 
a ) iE- x n  matrix, D say, such that the ne- x l  vector of pseudoresiduals is given by
e = Dy.
Let A n i  be the diagonal matrix with a . i / n §  as the ith diagonal element, that is
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— m diag(DDT) ’ ^ en
® d i f f  =  y Tl& rr ' A i i e & y  •
It is significant that this estimator can be written as a quadratic form since, as 
we shall see in Chapter 3, this assists in the derivation of reference distributions 
when cr2DIFF is used to define a test statistic.
Let us consider one modification of crFIFF which attempts to improve its per­
formance. Recall that at the zth design point there are rii triplet distances which 
combine to define the pseudoresidual £{. Herrmann et al (1995) suggest that an 
(unweighted) average of these distances be used. This implies that each triplet 
distance is equally valuable in providing information about the true unknown 
residual at this point. This is clearly not so. Consider, once again, Figure 2.2 
where only one of the neighbouring triplets surround design point 1, namely 
triplet (6,2,3). The plane through the responses of triplet (6,2,3) is therefore 
more likely to approximate the regression function over point 1 than, say, the 
plane through the responses at (4,5,6), since clearly an extrapolation bej'ond the 
domain defined by the triple is required. Other factors such as the distances from 
the triplets to the design points and even the areas enclosed by the triplets will 
be related to the amount of information contained in each triplet distance.
For this reason, we propose defining the pseudoresiduals as weighted averages 
of triplet distances, that is,
lC j-l wij£ijp  . ~  --- -------------
Xvj-l wij
where the Wij reflect the precision of information contained in e -^. Although there 
are many weighting schemes which could be derived, a natural one, in the spirit 
of the weighted average of squared pseudoresiduals which defines the estimator, 
is to use
=  a 2/ v a r ( £ i j ) .
This weighting scheme has the effect of down-weighting those triplet distances 
which contain a high amount of variability and vice versa.
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To appreciate the nature of such a weighting scheme in terms of the observed 
data, recall how the iij are defined. Let ( ^ 1, ^ 1), ( ^ 2, ^ 2), ( ^ 3, Zij3) be 
the design points comprising the j th triplet around the zth design point. Let 
be the first row of
then
><11—1
t-H Zj, j  l Zi
II 1  X i j 2  — X i Z i j ' l  ~ Zi
1 X i j s  — X i z i jS ^  .
£-ij Vi A i j \ ,
V i j l
Vi j2
VijS
syII
Vi
V i j l
Vi j2
y*j3
where WT = [1 | — Aiji]. Given this notation, the definition of weights follows 
directly as
wi:j =  a2/var{A3) = {W ^W i;jy l .
Figure 2.3 shows the weights of each triplet around point 1 of Figure 2.2. The 
weights are shown alongside the middle point of each triplet. They show that 
weights proportionate to the variance of the triplet distances yield consistent 
values in the sense that triplets which are closer to point 1 and which surround 
point 1 receive the greater weighting.
In matrix notation, this definition of the pseudoresiduals leads to
i  =  Djyry,
where matrix D ^ t has the same dimensions as D above and whose constants 
reflect the weighting scheme. These pseudoresiduals, squared and averaged (weighted), 
yield the estimator
o2 -  y Tn TW T  — W T ng diag(DH/7’D ^ r)
'Dw tY-
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Figure 2.3. Realisation of design points shown in Figure 2.2 with the weights 
applied to the five triplet distances used to define the pseudoresidual at the centre 
point (weight is shown alongside the middle point of each triplet).
Hence the two estimators, (J2diff and &lVT differ in the wav they define the 
pseudoresiduals. Both can be expressed in the quadratic form y ; Ay, however, 
which allows their respective properties to be derived and compared. This is the 
topic of the next section.
2.6 P roperties o f Estim ators
Having defined a number of estimators of the error variance in the bivariate 
setting, attention now turns to investigating their properties. Initially we shall 
focus on exact results which explicitly define the bias and variance of the estima­
tors. Secondly, the results of a simulation study will be used to further highlight 
properties of the estimators.
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2.6.1 F in ite  sam ple bias and variance
Each of the estimators introduced is of the form a2 =  y TA y where A is an 
n x n estimating matrix. This common form is particularly useful since it allows 
comparisons of estimators to reduce to comparisons of their respective estimating 
matrices. Furthermore, the distributional properties of a quadratic form  random 
variable are accessible (see Chapter 29 of Johnson and Kotz 1972).
In the context of univariate modelling, Seifert et al (1993) showed that an 
estimator of this form has the property,
E (a2) = <r2tr(A) +  m TAm.
If the regression function is known and the design points are fixed, this expres­
sion allows for the direct comparison of different estimators based on finite sam­
ples without simulations. When interest lies in random designs the design depen­
dent A ’s can be calculated over a number of simulated realisations of the design 
and their corresponding expectations averaged. We shall employ these results 
in Section 2.7 where the performances of a number of estimators under different 
conditions are investigated through a simulation study. The expectations of the 
estimators are presented together with the estimates from each simulated data 
set.
2.6.2 A sy m p to tic  properties
Attempts have been made to consider the asymptotic properties of difference 
based estimators in the bivariate setting. Most notably, Hall et al. (1991) discuss 
a bivariate estimator analogous to an estimator they propose for the univariate 
setting (see Hall et al. (1990)) described briefly in Section 2.2.2 . The definition of 
the estimator is driven by finding configurations of points and difference weights 
which minimise the asymptotic MSE of the estimator.
At first glance, this suggests that a consideration of the asymptotic properties 
may be useful in deciding between estimators. However, the expressions for 
asymptotic MSE employed by Hall et al. (1991) are based on the result that 
squared bias is asymptotically negligible relative to error about the mean, i.e.
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(.E(cr2) — cr2)2/var(<r2) —> 0 as n —> oo. They use the signal processing context in 
which they propose this estimator to support this assumption. They stress that
‘since images are typically large, with many finely spaced pixels, 
then the asymptotic theory [of negligible bias] is certainly relevant in 
practical problems where noise variance is estimated from parts of the 
image which are relatively smooth5.
This highlights two assumptions which cannot be guaranteed to hold in the 
model inference context in which we seek to use these estimators. Certainly we 
cannot assume that the number of design points observed will be sufficiently 
large or finely separated to allow for the asymptotic result to hold. Furthermore, 
although we too assume a degree of smoothness in the underlying function, this 
is not guaranteed over random designs which we wish to consider which differ 
from the regular grids of pixels available in signal processing.
We therefore note the existence of asymptotic results in the special case of 
finely spaced grids of design points, but conclude that the small sample properties 
of the previous section are more relevant to the context considered here.
2.7 Sim ulation Study
The previous sections have described a number of estimators of cr2, including 
their small sample properties. This section will investigate the performance of 
these estimators under varying conditions via a simulation study, the results of 
which were summarised in Bock (1999).
2.7.1 E stim ators under investigation
Five estimators of cr2 will be considered:
1. a]iss: RSS based estimator using a model fit of the same form as the true 
regression function
2. ^%SS2D: based estimator using a model fit of the most general form of
the regression function (two dimensional smooth surface)
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3. apS: RSS based estimator using double smoothing and a model fit of the 
same form as the true function
4. <j|jxff: difference based estimator
5. crfVT: difference based estimator using weighted triplets to define pseu­
doresiduals
Each of the RSS based estimators are calculated using three levels of the 
smoothing parameters which highlight the dependency between the performance 
of the estimator and the smoothing parameter used and therefore the effect of 
undersmoothing. The RSS type estimators using a fitted model of the same form 
as the true regression function can be thought of as ‘best case scenarios’ in the 
sense of their being parsimonious fits to the data. In the methods of inference 
via model comparisons discussed in Chapter 3, however, the RSS from a more 
general model fit are often used. Therefore, we include d-RSS2D assess the effect 
of using the most general model fit in this context, namely bivariate smoothing, 
on the RSS based estimator of a2.
In total, therefore, 11 estimates of the error variance will be calculated from 
each data set: 3x3 RSS based and 2 difference based. Data sets will be simulated 
over a range of conditions which will be used again in Chapter 4 so the next 
section will describe them in some detail. Section 2.7.3 summarises the results of 
simulation study.
2.7 .2  S im ulated  conditions
Each estimator will be applied to data generated by adding random 77(0, a2) 
noise to a regression function evaluated at n design points from a particular 
design space. The following conditions will be considered:
o different regression functions
1. univariate model: m u(X i ,X 2) =  m ipC )
2. semiparametric model: m s(X !,X 2) =  m,i(Xi) +  X 2
3. additive model: m a(X i , X 2) =  rrii(Xi) -1- m2(X2)
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4. bivariate smooth model: m ^ X i^ X 2) =  — X[+4/(Xl, X 2, 0.3,0.3,0.1, 0.1, 0) 
+ X 2 — 4/(^ i, X 2, 0.7, 0.7, 0.1, 0.1,0)
where, yTixpib) =  1 +  X i — 0.75 exp(—0.5(Xi — 0.5)2/0.01), m 2 (X 2) = 1 +  X 2 +
0.75 exp(—0.5(X2 — 0.5)2/0.01) and X 2l /^i, p2, oq, <t2, p) denotes the prob­
ability density function of a bivariate normal distribution. Each regression func­
tion is scaled such that the range of values over [0, l]2 is 1 before random noise 
is added.
o different design spaces
1. regular square grid over [0, l]2
2. random (uniform) over [0, l]2
3. random (bivariate normal, pi =  p2 — 0.5, cy =  o2 — 0.15, p =  0)
4. random (bivariate normal, pi =  p2 =  0.5, cq =  a2 = 0.15, p =
0.5)
o different sample sizes
1. 49 (suits a 7 x 7 grid)3
2. 100 (suits a 10 x 10 grid)
o different error variance, o2
1 . 0.01
2. 0.04
The choice of sample size and error variance represent low and moderate 
values encountered in practice. The regression functions were chosen such that 
they each exhibited departures from linear models. They are shown in Figure 2.4 
evaluated over the regular grid.
3 Only for regular grid
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Univariate Smooth Function Semiparametric Function
Bivariate Additive Function Bivariate Smooth Function
Figure 2.4. True underlying functions used to simulate data.
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2.7.3 S im ulation  resu lts
Under each of the settings described above, data sets were simulated and esti­
mates of a2 obtained using the 11 estimators listed in Section 2.7.1. The results 
from the simulations are presented in two forms:
o boxplots showing the distribution of the estimated values of a2
o graphical summaries of the true bias of the estimators, calculated using the 
true regression surface
R egu lar grids
In a regularly spaced grid all the triplets surrounding a point are the same ‘dis­
tance’ from that point. Therefore the ‘weighted-triplets’ difference based esti­
mator will be the same as the standard differenced based estimator and thus 
is omitted from the results for the regular designs. Also, when the underlying 
regression function is a general two dimensional surface, the ‘true’ and ‘general5 
forms of the model are the same and thus the results are only presented once.
Figures 2.5 and 2.6 show the distribution of estimates over a regular grid 
for the two sample sizes (49 and 100) respectively. Each boxplot represents 500 
simulations. Together with the bias properties of the estimators, summarised in 
Figure 2.7, these results exhibit the following properties:
differenced based  es tim ato rs  exhibits favourable bias properties. In terms of 
bias, it is comparable with the best RSS based estimator. The price it 
pays for its accuracy is its variance which is amongst the highest of the 
estimators considered.
s ta n d a rd  RSS based  estim ates  show clearly the effect of the choice of smooth­
ing parameter on the performance of the estimator. As the smoothing 
parameter increases, the bias in the estimates increases markedly. A com­
parison of cr]iSS and o \SS2D shows the effect of misspecifying the form of 
the underlying function. Even for small smoothing parameters, 6-%SS2D can 
contain a noticeable degree of bias.
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double sm oothed estim ates offer some improvement over the standard RSS 
estimator. The degree of improvement increases as the smoothing parame­
ter increases, thus acting as a buffer against increasing bias.
Random  designs
Figures 2.8 - 2.10 show the distribution of estimates over three random designs 
using a sample size of 100 points. Figure 2.8 is based on uniform-random design 
configuration whereas Figures 2.9 - 2.10 simulates over bivariate normal designs 
with correlation coefficients 0 and 0.5 respectively. In each case 500 simulations 
are represented.
The bias properties of the estimators, conditional on the realisations of the 
designs, are summarised in Figure 2.11. Since there was considerable agreement 
between the biases of the standard and bivariate smooth RSS estimators, only 
the former are presented.
In summary, the results over the random designs exhibit the following prop­
erties:
differenced based estim ates exhibit favourable bias properties. This is true 
for both the weighted and unweighted triplet versions, where there is little 
to separate them in terms of their bias performance. They are both com­
parable with the best RSS based estimator. One noticeable consequence of 
the random designs is that the variance of the difference based estimators 
are now comparable to the double smoothed RSS estimators.
standard RSS based estim ates show clearly the effect of the choice of smooth­
ing parameter on the performance of the estimator. As the smoothing 
parameter increases, the bias in the estimates increases markedly. A com­
parison of d-RSS and d-2RSS2D results shows that there is little ill-effect due 
to using a model fit of a more general underlying function. That is, the 
random distribution of design points results in the good performance of the 
bivariate smooth fits for the purposes of estimating a2.
double sm oothed estim ates show that these offer some improvement over the 
standard RSS estimator.
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F igure  2.5. Boxplots showing the distribution of estimates of a2 (solid horizontal
line) from different estimators. 500 simulations of data generated over a regular
grid were used.
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F igure  2.6. Boxplots showing the distribution of estimates of a2 from differ­
ent estimators under different simulation conditions. 500 simulations of data
generated over a regular grid were used in each boxplot.
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F igure 2.7. Plots showing the finite sample biases of different estimators of o2 
under different regression functions and sample sizes over a regular grid.
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form  of th e  ran d o m  designs does not appear to affect the performance of the 
estimators. Similar results are observed for each of the random designs 
considered.
2.8 D iscussion
This chapter has focused on the task of estimating a2 in a bivariate regression 
setting. It was motivated by the challenges of inference using nonparametric 
model fits, particularly in the two dimensional setting, which will be considered 
in detail in the following three chapters. Several approaches to the estimation of 
a2 have been discussed at length. Standard residual based estimators have been 
described and potential improvements investigated. As an alternative, difference 
based estimators have been developed and their performances investigated.
The results have clearly illustrated the role that the choice of smoothing 
parameter plays in the performance of the residual based estimators. Although 
improvements in accuracy are possible through the use of techniques such as dou­
ble smoothing, the most critical factor remains the choice of smoothing parame­
ter. This was highlighted in the results for the undersmoothed RSS based esti­
mator which showed clearly that the finite sample biases were proportional to 
the smoothing parameter(s) used to define the explicit model fit.
When using RSS based estimators of a2 the question of which smoothing 
parameter to use always arises. Even the observation that undersmoothing yields 
an improved <r2 (in terms of bias) carries with it the open question of what 
degree of undersmoothing to use. Here lies an advantage of a difference based 
estimator, i.e. this question doesn’t arise. In terms of accuracy relative to the 
best residual based estimators, difference based estimators were demonstrated to 
be comparable over random designs and slightly less efficient over regular grids, 
although in some settings a high price was paid in terms of precision.
Several modifications of the basic RSS and difference based estimators were 
also considered. The effect of misspecifying the form of the underlying regression 
function on the RSS based estimator was investigated by using residuals from
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F igure 2.8. Boxplots showing the distribution of estimates of a2 (solid horizontal
line) from different estimators. 500 simulations of data generated over uniform-
random designs were used.
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F igure  2.9. Boxplots showing the distribution of estimates of cr2 (solid horizontal
line) from different estimators. 500 simulations of data generated over binorm-
random (p = 0) designs were used.
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F igure  2.10. Boxplots showing the distribution of estimates of a2 (solid hor­
izontal line) from different estimators. 500 simulations of data generated over
binorm-random (p =  0.5) designs were used.
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F igure  2.11. Plots showing the finite sample biases of different estimators of a2 
under different regression functions over random designs.
CHAPTER 2. ERROR VARIANCE ESTIMATION 65
bivariate smooths of the data, regardless of the tm e form of the regression func­
tion. This reflects the practice of using estimates of ‘full5 model fits to estimate a2 
when nested models are compared (detailed discussion in Chapter 3). The more 
general model fit yielded results consistent with the true model fit, suggesting 
that this type of misspecification will not have a major impact on methods of 
model comparison.
In a random design setting, a modification of the difference based estimator 
was considered which used weighted triplets of design points to define the pseu­
doresiduals. This modification did not result in a significant improvement over 
the bias property of the basic difference based estimator, however. This suggests 
that the weighting scheme employed in the basic version adapts to different design 
configurations in an appropriate way.
Having defined and investigated two different approaches to the estimation 
of cr2, both of which perform well under certain conditions, it is informative 
to summarise the ways in which they differ, which in turn suggests alternative 
estimators. The RSS based and difference based estimators differ with respect 
to three key concepts: their definitions of neighbouring points, their definitions of 
residuals and the function of the residuals.
D efining th e  neighbours
Perhaps the most striking difference between the RSS approach and the dif­
ference based method is the way in which the neighbouring points used to define 
the ‘residual’ at each design point are selected.
o D elaunay trian g u la tio n s  were used in the difference based approach as 
a means of incorporating both the distance and direction of points relative 
to one another into the selection of neighbourhoods. Since this approach 
is a generalisation of univariate difference based techniques, it is natural to 
carry over the idea of using surrounding points to define the pseudoresidual.
This does, however, raise the possibility of incorporating far off points in 
certain directions. In a univariate context it is easy to imagine the second 
closest of two points either side of a design point not being the second 
closest of all the points. This is a price of incorporating direction into 
the definition of neighbours. The weights employed in the calculation of
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a2 from the pseudoresiduals take this into account, however, and effectively 
down-weight the influence of far off points. This was confirmed with the use 
of weighted triplets which again sought to down-weight triplets far from the 
point of interest. The result that these two methods yielded similar values 
demonstrates the effectiveness of the simpler weighting scheme.
<o B an d w id th  specification is at the heart of the RSS based estimator and 
it is through this and the kernel function used that neighbourhoods are 
defined. A fixed bandwidth selects neighbours which lie within a fixed 
region surrounding the design point. As such it does not take into account 
the direction of neighbours relative to the design points nor does it adapt 
to changes in the density of the design points.
Alternate approaches, familiar from the nonparametric regression litera­
ture, are to use variable bandwidths. For instance a bandwidth at a certain 
design point is defined to be the distance to the kill nearest point, or to 
define nearest neighbourhoods to include a fixed number of the closest design 
points. These methods scale the neighbourhoods used to define the residu­
als, but they still don’t explicitly take direction into account.
D efining th e  residual
The two approaches differ significantly with respect to the way in which ‘resid­
uals’ at individual design points are defined.
o In te rp o la tio n  is used in the difference based method to define pseudoresid­
uals using the planes through surrounding triplets’ responses. Again, this 
is a generalisation of the familiar univariate technique. However, unlike the 
univariate case, there is more than one interpolation to consider for each 
design point and thus the question of how to combine the ‘triplet distances’ 
into a single pseudoresidual arises. Both a straight and a weighted average 
of these distances yielded estimators with similar properties.
o Local linear regression  produced the fitted surface, and hence the resid­
uals, used in the RSS based estimator. In this approach there is only one 
distance to consider since all the information supplied by the neighbouring
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points is combined automatically in the locally weighted regression. There 
is consequently less control over the residuals used and the way they use 
the local responses compared to the pseudoresidual used in the difference 
based estimator.
A further contrast with the difference based approach is the role of the 
observation at the design point itself. The RSS approach includes this 
observation in its estimation of the local surface and thus it appears in 
both terms whose difference defines the residual at this point. An alternate 
approach, familiar from the smoothing parameter selection literature, is the 
use of cross-validation which involves leaving the design point out of the 
estimation of the surface at that point. This is closer to how the differ­
ence based estimator uses the response at the design point to calculate the 
pseudoresidual.
Form  of th e  es tim a to r
The final difference between the two estimators noted here is the form of the 
estimator itself, i.e. the way in which the ‘residuals’ are combined to estimate 
a 2.
o In d iv id u al w eights are applied to each (squared) pseudoresidual in the 
difference based estimator. It was shown that if the pseudoresiduals had 
approximately zero means, then the weighting employed made each an unbi­
ased estimate of a2 and thus their average defines a suitable estimator.
o A n overall ad ju stm en t applied to the sum of the squared residuals is the 
approach used by the RSS based estimator. The adjustment comes from 
the expected value of RSS, and seeks to define an estimator with minimum 
bias. It therefore assigns an equal weight to each residual.
From these comparisons of the two forms of cr2, it is clear that they differ in 
the way they use individual observations. The difference based estimator takes a 
very ‘micro’ approach: defining the neighbouring points in a very local manner 
(taking into account direction etc.), likewise the pseudoresiduals (interpolating 
each set of neighbouring triplets individually) and finally weighting individual
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pseudoresiduals to define the estimator. In contrast the RSS based approach is 
a very ‘macro’ approach: neighbourhoods are fixed by the kernel and applied 
globally, residuals are defined from an estimate of the global surface (albeit fitted 
locally) and residuals have equal influence on the final estimate. Combining 
these ‘macro5 and ‘micro5 approaches suggests several alternate approaches to 
the estimation of cr2.
The first is to retain the RSS approach but to adjust the estimate of the 
regression surface used so that it takes into account local features such as the 
density of design points. One approach is to use a variable bandwidth to obtain 
the estimate of the regression function and hence the residuals. The hope is that 
the fitted surface, by taking into account local variation in the design points, 
would reduce the influence of the global bandwidth which was seen to play such 
a crucial role in determining the bias of the RSS based estimator.
However, the issue of bandwidth selection, including the variable versus fixed 
bandwidth question, is hotly debated in the context of estimating univariate 
regression functions (see Gasser and Seifert (1994) vs. Cleveland and Loader 
(1996)). Therefore, to propose an extension to the bivariate setting, with a num.- 
ber of smoothers with different forms of smoothing parameters to choose from, is 
inviting complexity with little except intuitive justification of an improvement.
For this reason, it seems more profitable to pursue a modification of the dif­
ference based approach which will attempt to improve its performance. The 
idea of incorporating both direction and distance into the .definition of a local 
neighbourhood is an appealing one, especially for the purposes of a2 estima­
tion, since it mimics most closely the univariate difference based methods. A 
modification of this method could be to use these ‘triangulated5 neighbourhoods 
(i.e. defined by the Delaunay triangulations) but to define a pseudoresidual as 
the distance between the response and the locally weighted linear fit through the 
‘triangulated’ neighbourhood. This bypasses the question of how best to combine 
the information in this neighbourhood into a single pseudoresidual since locally 
weighted regression does this automatically and in a way which transparently 
down-weights far away points.
Talk of a locally weighted linear fit, however, once again raises the question 
of what weights and therefore what type of kernel and bandwidth to use. Hence,
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we are faced with the same choices and absence of guiding theory as noted above. 
It requires an extensive and systematic simulation exercise to ascertain which of 
these local weighting schemes is best suited to error variance estimation. Once the 
pseudoresiduals are defined, however, estimation of a2 could proceed as before,
i.e. by individually scaling the squared pseudoresiduals and then averaging across 
all design points.
Although these approaches hold some potential for improving the estimation 
of er2 in the bivariate setting, it should be remembered that this task is not a 
trivial one. Indeed, in the univariate setting there is still considerable uncertainty 
as to which approach - RSS or difference based - is superior. Indeed, within each 
of these two established approaches the best methodology is still an open question 
(see for example Dette et ai (1998) for a recent review of some issues).
The complexity of the task must also be weighed against the usefulness of 
the result. The difference based estimators described here are specific to the 
bivariate setting and do not generalise easily to higher dimensions. We have 
restricted attention to bivariate setting since, as the next chapter will show, 
methods of inference requiring a a2 are suggested by the properties of the model 
fits. Therefore, we are content to have investigated a single difference based 
alternative to the RSS estimator and mention the other potential modifications 
primarily to highlight the issues involved.
The aim of this chapter was not to define an invincible estimator, but rather 
to raise the neglected issue of the estimation of error variance in the bivariate 
nonparametric regression setting. The estimation of a2, however, is not an end 
in itself, but rather a means to the ‘end’ of model inference. The next three 
chapters will consider the topic of inference via model comparisons. Chapters 3 
and 4 will examine the bivariate setting where the material and results of this 
chapter will be of use. Chapter 5 will extend this to a multi-dimensional setting, 
with restrictions only on the number of nonparametric components, in which case 
the only feasible estimator of cr2 is a RSS based one.
C hapter 3
Inference A m ongst a Class of  
B ivariate N onparam etric M odels: 
T heoretical R esu lts
3.1 Introduction
This chapter develops methods of inference amongst a class of nonparametric 
regression models. The methods are an extension of tests in the univariate setting, 
discussed in Section 1.2.3, which compare fits of competing nonparametric models 
to the same data. They extend these approaches by catering for comparisons 
amongst a wider class of models, namely a bivariate class, which includes model 
fits such as a bivariate additive fit and a bivariate smooth.
The bivariate class has several features which make it particularly profitable 
to study. From a methodological viewpoint, explicit definitions of the model fits 
exist as do theoretical properties such as asymptotic bias. The form of these 
biases suggest ways in which model comparisons may be made. On a practical 
level, the span of this class of models is quite broad, capturing a wide variety of 
forms of the underlying regression function. As such they are quite applicable to 
real situations where covariate effects are of interest, but little is known about the 
underlying regression structure. They allow two covariates to appear in various 
forms ranging from strictly linear to general smooth functions. One area of
70
CHAPTER 3. BIVARIATE MODEL INFERENCE: THEORY 71
applicability is environmental contexts, and other areas where spatial variation 
is of interest, an example of which is given at the end of Chapter 4. Furthermore 
these models can be extended through the addition of extra linear terms, as 
Chapter 5 shows, thus enhancing their potential for modelling real data.
In Section 3.2 the seven models defining this class are described with particular 
attention given to defining the smoothing matrix which yields the fitted values of 
each model and an expression for the conditional asymptotic bias of each model. 
A detailed presentation of the properties of a test statistic based on a comparison 
of fitted values follows in Section 3.3, including a look at the behaviour of the test 
statistic under linear models. The distributional properties of the test statistic 
are described in Section 3.4 which leads naturally to a description of a method 
of inference for comparing models in Section 3.5.
Chapter 4 summarise the results of an in depth simulation study designed 
to investigate the properties of the tests developed in this chapter. Two types 
of design spaces, regular and random, are considered separately and, for each of 
these, tests are first performed using the known value of the error variance, a 2, 
which focuses on the comparisons of model fits only. Secondly, several estimators 
of <j2, described in Chapter 2, are employed to define and assess model comparison 
procedures useful in practice.
3.2 M odels U nder Consideration
3.2.1 D efin ing  th e  fitted  values and bias o f each of th e  
m odels
Consider samples of n triplets of variables (X, X, Y), x  =  (X i,. . . ,  Xn)T, z =  
(Zi , . . . ,  Zn)T and y =  (Vi,. . . ,  Yn)T, where x, z and y are related by
y =  771 (x, z) + £
where m(x, z) =  (m (X i, XL) , . . . ,  m(Xn, Zn)} for a smooth bivariate regression 
function m(«, •) and e an n-vector of independent zero mean normal errors 8i 
with var(e ) =  <r2I, , where I is the n x n  identity matrix and a2 is the unknown
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Table 3.1. Seven models defining the bivariate class
M odel A bbrev ia tion  R egression function
no-effect (constant) const.
simple linear st.line n + px
bivariate linear plane F +  Pi X  +  P2 Z
univariate smooth Id.sm li +  rrii(X)
semiparametric semi, par (I +  pX +  TYl 1 (Z)
bivariate additive 2d. am fi +  rrii(X) +  m 2{Z)
bivariate smooth 2d.sm jl +  771* (A, Z)
(constant) error variance.
Table 3.1 lists seven forms of m (X ,Z )  which define the bivariate class of 
models considered in this chapter. The table also introduces the abbreviations 
and notation1 to be used henceforth. Note the defining qualities of models in this 
class:
o at most, the}'' involve two covariates;
o when two terms appear in the model the}'' combine in an additive fashion;
o covariates can appear as either a linear term (with an unknown parameter) 
or as the argument(s) of an (unknown) smooth function.
Figure 3.1 also lists the seven models, this time reflecting the increasing com­
plexity and nested nature of the models. At the top level is the bivariate smooth 
model which is the most general way two covariates can define the underlying 
regression surface. The second row lists the three models which also are in terms 
of two covariates but these appear as separate terms, either both linear (plane) or 
both as arguments to smooth functions (additive) or one of each (semiparamet­
ric). The third row lists the two possible univariate models which assume that 
there is no effect in the direction of the second covariate. Finally the bottom row 
consists of the ‘constant’ model which allows for the possibility of no effect in 
either direction.
1 Although the regression function m(-) is defined generally to have two arguments, we will 
subsequently drop redundant variables.
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2D Smooth
Plane 2D Semiparametric 2D Additive
Straight Line ID Smooth
Constant
F igure 3.1. Diagram showing the hierarchy of models and natural model com­
parisons amongst the bivariate class of models.
The lines in Figure 3.1 link models which differ by either one or two degrees 
of complexity. As such they suggest ways in which inference may proceed by 
comparing model fits of connected types to assess the effect of covariates. Com­
parisons 1 and 2 proceed using standard linear model inference. Comparisons 3 
and 4 can be made using univariate nonparametric model inference techniques 
described in Section 1.2.3. The remaining comparisons have not received specific 
attention in the research literature. The aim of this chapter is to derive methods 
to perform these comparisons. Table 1.7 lists these comparisons2, introducing 
the terminology ‘reduced’ and ‘full’ models used throughout the chapter.
The method of estimation used to obtain the nonparametric fit is local linear 
regression (see Fan & Gijbels (1996)). The local linear method has the benefit of 
several excellent theoretical properties (described in Chapter 1) as well as having 
the intuitive advantage of being a relaxation of the usual linear regression model, 
ft is also a linear smoother (as are splines and kernel smoothers), i.e. a vector of 
fitted values can be defined as m(x, z) =  y =  Sy for a suitable n  x n  smoothing 
matrix S. For each of the models listed in Table 3.1 the fitted values are defined 
in the following sections by specifying the smoothing matrix S which yields the
2 Comparisons 5 and 6 are similar in that they both compare a linear model fit with a 
nonparametric model and therefore only one (comparison 5) is included here.
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Table 3.2. Comparisons amongst the bivariate class of models considered in the 
simulation studies of Chapter 4 ______________________
Comparison Reduced Model Full Model
2d.am vs. 2d.sm 
semi.par.xl vs. 2d.am 
Id.sm vs. 2d.am 
Id.sm vs. semi.par.xl 
st.line vs. semi.par.x2
p  +  m i(X)  +  m 2(Z)
P  X  f3 +  777 (2T ) 
p +  772 (X)
p  4- m(X)
n + xp
ft +  m(X,  Z) 
fi +  777,i C^ Q 777.2 (Z) 
fi +  m\{X)  +  m 2{Z)
fi "b 777.(.?f ) 4 ~  (3Z
fi T  f3X +  777.(2')
fitted values. Expressions for the asymptotic bias of each model fit are also listed, 
the common form of which suggests how the model fits could best be compared.
3.2 .2  C onstan t (no-effect) m odel
For the trivial case,
jB?(y|X — x, 2T =  z) =  m(x) =  p  , 
fj, a constant ?r-vector, the smoothing matrix is defined as
S =  i l l Tn
where 1 is an n —vector of l ’s.
Clearly each element of y =  Sy is an unbiased estimate of the mean p.
3.2 .3  S im ple and b ivariate linear regression  m od el
For the familiar linear parametric models,
jF(y|X =  x, Z  =  z) =  m(x) =  p  4- x/3i
£ (y |X  =  x, Z  =  z) =  m(x, z) =  p  +  x/?i +  zp2i 
linear regression results define the smoothing (hat) matrix as,
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S =  X (X r X ) - 1X T.
In the case of simple linear regression X  =  ( l ,x )  and for bivariate regression 
X  =  ( l ,x ,  z). Standard results show that both of these model fits are unbiased 
estimates of the true (unknown) mean responses.
3.2.4 U nivariate sm ooth  m odel
The univariate nonparametric model has the form,
7?(y|X =  x, Z  = z) =  m(x) =  fi 4- m 1(x),
for some univariate smooth function mi(-). The local linear regression smoother 
was introduced briefly in Section 1.2.1. Here we detail the method using the 
matrix notation introduced above.
To calculate the local linear estimate of the regression function at an arbitrary 
value of X  in the domain of m(-), xq say, first define a design matrix:
1 (X1 -  So) \
1 (X2 -  xo)
A —
\  1 {Xn “  Xo) /
Also define W  to be the n x n diagonal matrix of weights:
W  -  diag{ K ^ X i  -  a*)},
where K h ( z )  = K (z /h ) /h  is the kernel function. Throughout this and subsequent 
chapters we will use the standard normal density function for K(-).
The local linear regression estimate of m(xo) is given by the component /50 of
0  =  (Xr W X )~xX TW y. (3.1)
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To construct an estimate of ra(-) over the design space of X  the above proce­
dure would be repeated for different values of xq. Let xevaj =  (a;oi, £02, . . . ,  %on') 
be n' such evaluation points. Unless otherwise stated, we will use x evaj =  x, the 
vector of observed design points, but the notation emphasises that the estimate 
of m(-) can be calculated at any set of points in the domain.
A consequence of the linear nature of local polynomial regression smoothers 
is that fitted values can always be defined as a linear combination of the observed 
responses. The local linear fit described above can be defined explicitly as 
^ ( ^ 0) =  Wj(xQ)Yj using weights
_  Q2(£o; h) -  SiQ0; h)(Aj -  x0))K((Xj  -  x0)/h)
Wj X° n(s2(x0; h)s0(xQ\ h) -  si(To; h)2)
where sr(xo‘, h) =  ~  xo)rK((X j  — x 0) /h ) /n  (see Bowman and Azzalini,
1997, pp. 50).
It follows that the local linear smoothing matrix S which will yield estimates 
of m(-) at the observed X  values, has an (z, j) th  element given by =  Wj(X{).
When applied to the vector of observed responses, this smoothing matrix yields
a ?r-vector of the fitted values at the design points, i.e.
y - m(x) =  Sy.
We shall see in later sections that it is sometimes necessary to add constraints 
to the smoothing technique used. For instance, to ensure the identifiability of 
higher dimensional models the univariate smoother must return fitted values 
having mean zero, i.e. =  0. This is achieved via a centred version
of S,
SC =  (I —l l l T)S.
This yields an estimator of the nonparametric component mi(*), i.e. mi(x) =  
Scy. If we also define the n-vector y =  L llTy } the centred fitted values become,
m c(x) =  y c =  y  +  S cy  =  ( - 1 1 T +  S c) y  =  ( - 1 1 T (I -  S) +  S )y .
n n
CHAPTER 3. BIVARIATE MODEL INFERENCE: THEORY 77
This notation shows that using a centred smoothing matrix ensures that the 
residuals from the fit have zero mean.
It has been shown (e.g. Wand and Jones, 1995) that using the (uncentred) 
local linear smooth, i.e. m(y) — Sy, produces an estimate with asymptotic 
conditional bias at a particular point icq given by:
k2
E(m (x0) -  m(a;o)|x) =  y /z 2(l<Qra"(:Eo) +  oP{h2)
where fJa{K) = f  u2K(u)du , i.e. the variance of the kernel function.
Similarly for the centred fit, mc(y) =  ( J l l T—Sc)y, the asymptotic conditional 
bias can be approximated as follows,
E(rhc(x0) -  m (z0)|x)
-j I I  .j 71
E ( - Y i  + rh(xo) m ( X i )  -  m (x0) |x)n  ^ n JL-J2=1 2=1
n
E(m (x0) |x) -  m(x0) —  V V £ (m ( X i)  |x) -  m { X i ) )
un centred bias i=1 uncentred bias
h2
3.2.5 Sem iparam etric m odel
The semiparametric model with a single linear covariate X  and a single nonpara­
metric component in Z  has the form:
E (y  |X =  x, Z  =  z) =  m(x, z) — X/3 +  mi (z), 
where the design matrix and the parameter vector are respectively:
X
(  1 X i - X \
1 x2- x  
V 1 AT — X  J
and P Po
Pi
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Although we are focusing on the bivariate class of models, extensions to more 
than one covariate appearing linearly are possible. We shall consider this exten­
sion in Chapter 5. Also, the inclusion of an intercept term in the parametric
component is intended to aid comparisons with other models which require that
the overall mean is estimated separately, i.e. not included in the nonparametric 
component.
Within the semiparametric model there are two components, one linear and 
one nonparametric, which need to be estimated. One set of solutions, derived 
by analogy with the backfitting algorithm (see Hastie and Tibshirani (1990) pp. 
118) uses least squares to estimate the parameters and a smoother to estimate 
the nonparametric component. Let Sz be the centred smoothing matrix3 derived 
using local linear regression based on the observed values z, then the backfitting 
algorithm has explicit solutions:
$ = (XT(I -  s ^ x ^ x q i  -  s*)y (3.2)
m.i(z) =  Sz(y —X /3). (3.3)
Substituting these definitions into the model gives a smoothing matrix which 
yields the fitted values 7 7 i ( x ,  z )  =  Sy where
S =  X (X r (I -  SZ)X)~1XT(I -  SB) +  SB(I -  X (X T(I -  Sz)X )~1X r (I -  Sa))
The conditional asymptotic bias of the semiparametric model fit (when the 
true regression function has the semiparametric form) is given by:
i?(m(x, z) — m(x, z)|x) =  E(X.{3 +  m(z)) — X/3 — m(z)
=  E(X.0 4- Sz(y — X/3 )) — X/3 -  m(z)
=  X £(/3 ) + Sz(X/3 +  m ( z )  -  X £ (/3 )) -  X/3 -  m(z)
3It has been noted (Opsomer and Ruppert, 1999 p4) that the use of centred smoothers is 
one solution to the often overlooked fact that the estimators are not well-defined when one of 
the parametric terms is taken to be an estimate of the overall mean.
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= ( I -  SZ)XE({3 ) -  (I -  Sz)X/3 +  Szm(z) -  m(z)
=  (I — SZ)X  (E(0 ) — /3 ) +  Szm(z) — m (z ) .
1 2
The two components marked 1 and 2 are the biases of the parameter estimates 
and the nonparametric component estimate respectively.
The parametric bias component (1) has been the focus of considerable atten­
tion over the years. Rice (1986) showed that the bias of the estimator (3 can 
asymptotically dominate the variance when the covariates X  and Z are corre­
lated. This prompted Speckman (1988) to suggest replacing (I — S z) in the defi­
nition of (3 with (I — S z)r (I — S z) although this treatment was in the context of 
kernel (local constant) regression. We shall consider this estimator further in Sec­
tion 5.2.1. Speckman’s estimates are not solutions to the backfitting algorithm,
however, nor do they generalise easily to models with more than one nonpara­
metric component (subject of Chapter 5). Therefore we will restrict attention 
here to the backfitting estimates defined above.
Opsomer and Ruppert (1999) recently considered this model and these back- 
fitting solutions in the context of local linear regression. They show that under 
suitable assumptions, the asymptotic conditional bias4 of the parameter estimates 
is given by:
E(0 -  13 |x, z) =  - ^ ^ / i 2E ( v a r ( A ' m"(Z<)) +  op(h2) (3.4)
Note that the bias of the parameter estimate is a function of the joint dis­
tribution of X i  and Z i  through the terms c o a n d  ^ (v arfX ^^)). 
When the covariates are independent these terms are zero and the estimate of 
the parametric component is unbiased. One immediate implication of this is that 
the estimate of the intercept (overall mean) is unbiased since the first column of 
X  consists of l ’s and thus has no association with the Z \  s.
4They also use these results to define a smoothing parameter selection method which ensures 
that the backfitting estimator of j3 has convergence properties equivalent to Speckman’s esti­
mator based on cross validation.
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The second component is the familiar bias of a centred univariate smooth, 
defined in Section 3.2.4. Since there is nothing in this second component involving 
0  or X, its behaviour (including bias) is identical to the univariate case.
Therefore, the conditional asymptotic bias of the semiparametric model fit 
defined by Equations 3.2 is
IP fp
E(m(x0,zo) -  m (s0,«b)|x,z) as —■n2{ K ) m " ( z a ) - — fj,2{K )E(m "(- ) ) -
and when X  and Z  are independent this reduces to:
h2E(m (x0iZo) -  m(a:o,2:o)|x,z) ss ~
The use of a centred smoothing matrix in the definition of the fitted values 
is evident by the presence of the expectation of the second derivative over the 
design space.
3.2 .6  A d d itive  m odel
The additive model with two covariates X  and Z  has the form:
£?(y|X =  x, Z  =  z) =  m(x, z) =  /i -|- mi(x) +  rriqiz).
Opsomer and Ruppert (1997) study the estimators of mi(-) and m 2(-) when the 
bivariate additive model is fit using local polynomial (and thus linear) regression.
As noted earlier (Section 1.3.2) the iterative backfitting algorithm, which is 
the usual method of fitting additive models of any dimension, yields explicit 
solutions in the bivariate case. The smoothing matrix which yields the fitted 
bivariate additive model can be defined as
S =  h l T + 21 -  (I -  SXSZ)-1{I -  Sx) -  (I -  SxSa) - l (I -  sz)
where Sx and Sz are the centred univariate smoothing matrices associated with
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x  and z respectively, based on kernels K\  and K 2 and smoothing parameters 
hi and h2 respectively. In this setting, as in the semiparametric model, it is 
necessary to employ centred smoothers to ensure the uniqueness of the solutions. 
In other words, employing centred smoothers ensures the existence of the matrix 
(I — S A ) - 1 in the definition of S.
Often it is of interest to estimate the two components of the additive model, 
m i(•) and 777.2('), separately. These fits are given given by
7h 1(x) =  { I - ( I ~ S xSz) - 1( I - S x)}y and
m2(z) =  {I — (I — S ^ x )" 1^  -  Sz)}y.
The expression for the conditional asymptotic bias of a fitted additive model is 
also derived and discussed by Opsomer and Ruppert (1997). Different expressions 
apply depending on the location in the design space, namely for interior and 
boundary points. The joint and marginal distributions of the covariates, f ( X , Z ) 1 
f x ( X )  and f z (Z ) ,  also enter the expression in several places. Information can 
be summarised for the observed design points in the form of the n x n  matrix T  
whose element is
_ 1  f { X u Zj )  1
1J n f x {Xi)fz (Zj) n
Let the zth row and the j th column of (I ~ T ) ” 1 be denoted by t j  and Vj 
respectively. If the observed point (X{, Zi) lies in the interior of supp(jf), the bias 
of m(Xj, Zi) is given by
E (m (X i iZi) -  m ( X i jZi)\xy z) =  ^h\ii2(Ki) (tfD 2mx -  v f  E(m"(Xi) |z)) +
^hlii2(K2) ( y f  D 2m 2 -  t?E{m!l{Zi)\z) 
Pop(hl +  hi),
where
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D 2rxii =
d2m i ( X i )  
dx2
rf2mi(Xn)
dx2
and
E  K ( X i |z ) )  =
and analogously for D 2m 2 and E
If however we assume that the covariates are statistically independent (i.e. 
that their joint distribution is the product of the marginal distributions), then 
the expression simplifies considerably to:
E{m{Xi,Zi) -  m (X h Zi) |x, z) =  -  E(m'l(-))) +
-  S W ( ') ) )
+Op(/i2 +  h2)
Once again, the presence of centred smoothing matrices in the definition yield 
the expectation terms in the expression for bias. Note also the allowance for 
different kernel and smoothing parameters in the two covariates.
3 .2 .7  B ivariate sm ooth  m odel
The bivariate smooth model has the form:
i?(y |X  = Z  — z) =  ??r(x, z) =  fj, +  ?n*(x, z).
The fitted values of a local linear bivariate smooth are obtained by a simple 
extension of the univariate local linear smooth. In this setting a local plane 
is estimated at each evaluation point, and its fit at that point is used as the 
bivariate smooth estimate of the regression function. At a point in the design
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space, (£0, 2:0) say, this fit is given by
m (s0, 2o) =  [l,0,0](X TW X )-1XTW y
where X is an n x 3 design matrix whose ith row is (l,Ah — x 0,Zj — z q )  and 
W  contains the normal product kernels, i.e. an n x n matrix with K 2(xq  ^^0) =  
K({Xi  — £0) /h i)K((Zi  — z0) /h2) on the diagonal and zeroes elsewhere5. This 
indicates how the complete smoothing matrix S would be constructed to yield 
m(x, z) =  Sy.
The conditional asymptotic bias of this fit was shown by Ruppert and Wand 
(1994) to be:
E (m (X h Zi) - m { X h Zi) |x, z) =  - f i2(K) hi d2m
dX +  h i 2
d2m
d Z 2 XiZi.
Because the kernel function K 2('r)  is a bivariate function, a slightly different 
definition of fi2{K) to that given in Section 3.2.4 is needed. An assumption 
underlying this asymptotic result is that there exists a scalar, (i2{K) which sat­
isfies:
,2
xz  z
x xz  
2 K 2(X) z)dxdz —
M # )  0
0 ^ { K )
The normal product kernel satisfies this condition in a straight forward manner.
As in the univariate case, a centred version of the bivariate smooth model can 
easily be constructed as
1S* =  ( I  11 )S
n
which would return an estimate m*(x, z) =  S*y of ra*(x, z). Combining this with 
the estimate of the overall mean, y, yields the centred fit
mc(x, z) =  ( i l l T 4 - S*)y = ( i l l T(I -  S) +  S)y
n n
sThis ‘product kernel’ is a natural choice for a bivariate kernel function.
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Using this estimator an expression for the bias can be derived as follows,
E(mc(Xi, Zi) -  m(Xi.Zi) |x, z) =  E(Y  + m(Xu Zi) -  -  Y"m(Xi,  Zt
71 ~—J
i =  1
m{Xi,Zi) |x,z)
E{m{Xi,Zi) ) - m { X u Zi) -
'  v  -
uncentred bias
- Y ' i B i m l X ^ Z i ) )  - m ( X i , Z i ) )  n L—J '■_________ v---------------'
uncentred bias 
d2m
i=  l
h2
2 j <92777,
£Z2 dZ2
+
3.2 .8  Sum m ary
The asymptotic bias results for the centred model fits discussed in this section 
are summarised here. Note the similar form of these expressions.
1: Constant: unbiased
2 : Simple linear: unbiased
3: Planar: unbiased
4: Univariate nonparametric:
| f t ( if )W (IO) - £ K ( - ) ) }
5: Semiparametric (independent covariates):
yM-FOWl'OEo) -  SKlO))}
6 : Additive model (independent covariates):
-  S K 0 ) }  + -  £ « ( • ) ) }
CHAPTER 3. BIVARIATE MODEL INFERENCE: THEORY 85
Table 3.3. Asymptotic bias expressions of ‘full’ model fits when the regression 
function is of a ‘reduced’ form________________________________________
Regression Function Model Fit Bias of Model Fit
stdine semi.par
ld.sm: f,LJr m 1(X)  semi.par
ld.sm: p P m ^ X )  2d.am
semi.par ji +  X/3 +  mi(Z)  2d.am
2d.am: /i +  m i(X )  +  m 2(Z) 2d.sm
unbiased 
^H2{K){m'({x0) -
-  E(m ”(-))} 
Y ^ i l O l ^ ' l i z o )  -  E(m"(-))} 
-  E(m'l(-))}+ 
I4^2{I<2){m,j(z()) -  E(m%(-))}
7: Bivariate nonparametric:
h l M K )  1 d 2 m2 —v / g X 2
. d2m  \  I /i2 d2m
E  a7 5  +  V f t W, 5vY2 / 2 ^  ' ' d Z 2a:o ,^ o
^  , 52m E
z 2Xq,Zq
The rest of this chapter develops tests based on the comparisons of model fits 
to perform model inference. Since bias plays a dominant role in these methods, 
it is instructive to outline here the bias expressions listed above in this context.
Table 3.2 listed the comparisons of model fits which define a systematic 
approach to assessing covariate effects. Of particular interest for each compari­
son is the form of the bias expression of the more general (full) model when the 
regression function has the simpler (reduced) form. These asymptotic biases are 
listed in Table 3.3 and show that in each case, when the covariates are indepen­
dently distributed, the asymptotic bias of the full and reduced (true) model fits 
are identical provided that equivalent smoothing ‘parameters and kernel functions 
are employed in the two fits.
If the covariates are not independent then extra terms appear in the expres­
sions for the bias of the semiparametric and additive fits. If the true regression 
function has the form fi +  m(X)  (univariate smooth) then semiparametric and 
additive fits have approximate conditional asymptotic bias shown in Table 3.4. 
This same expression for the bias of the additive model also applies when the 
regression function has a semiparametric form, since the second derivative of the
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Table 3.4. Asymptotic bias expressions of semiparametric and additive model 
fits when the regression function is a univariate function over dependent covari­
ates.
Model Fit Bias of Fit for Univariate Reg. Fn.
semi.par %ii2(K){m'’(Xi) -
2d.am______ \h\[i2{Ki) ( tfD 2m i — V f |z))
linear term is zero.
The results of this section will be employed in the remainder of this chapter 
to motivate and justify approaches to inference based on comparisons of model 
fits.
3.3 Com paring M odels via F itted  Values
Section 3.2 defined seven models and gave expressions for the fitted values and 
their asymptotic biases under each model. Having described the estimation stage 
of the modelling process, questions of model inference now arise, i.e. how can 
comparisons be made which will enable us to select from these seven models the 
most appropriate one for a given set of data?
This section describes methods of inference via tests comparing two different 
model fits. 2 comparisons are considered: the difference in the residual sums 
of squares and a direct comparison of the fitted values. In a linear parametric 
setting these two approaches are equivalent as Section 3.3.1 shows. Section 3.3.2 
describes these approaches in the context of nonparametric models, highlighting 
why the direct comparison of fitted values is preferable to the residual sums of 
squares approach.
3.3.1 C om paring linear fits
Consider a linear model y =  X/3 , where y is an n vector of responses, X
is an 7i x p design matrix, j3 is a p x 1 parameter matrix and e 
A common test proceeds by defining some restriction on the values that the
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(unknown) parameters can take, i.e. Hr : A/3 = c, where A  is a specified 
q x p matrix and c is a specified q-vector (q < p). For example A =  Ip and 
c =  [0 , 0 , . . . ,  0]T is equivalent to testing whether all the components of /? are 
zero. We shall refer to the model with p parameters as the full model and the 
one with q variables as the reduced model.
The residual sum of squares of the full model is defined as
R S S f =  { y -X /3 F)T(y -X /3 F)
where /3p is the parameter estimate from the full model. It can be shown (Seber 
(1977) pp,85) that the parameter estimate of the reduced model can be defined 
as
0R = j3F + (Xt X)~1A t [A(Xt X )-1At ] -1(c -  A 0F)
and thus the difference in residual sum of squares of the two models can be written 
as
R S S D  = R.SSr - R S S f
=  (y -  X/3ft)T(y -  XftO -  (y -  X/3F)T(y -  Xft,) 
= (A/3j7 — c)T[A(XTX)_1AT]_1(A/3p — c).
This difference in residual sum of squares forms the backbone of methods of 
inference such as the F test for model comparisons.
Consider now a comparison based not on residuals but on a direct comparison 
of fitted values.
C F V  =  (Xft, -  X fe)T(X/3F -  Xft;)
= ~  A 0TXt X(/3f  -  fe)
= [(XrX)“1Ar [A(XTX )-1A:r]-1(A/3P -  c)]T 
XTX[(XTX)“1 Ar [A(XTX ) A t ]_ 1 (A/3P -  c)] 
= (Aft, -  c)T[A(Xr X) - 1 Ar]~1A(XTX) “1 XT’X(XTX)_ 1 
AT[A(XrX )-1AT]-1(Ap F -  c)
CHAPTER 3. BIVARIATE MODEL INFERENCE: THEORY 88
= (Aft, -  c)t[A(XtX )“1At]~1(A/3j? -  c)
=  RSSD.
This demonstrates that the two approaches to model comparison, one based 
on residuals the other on fitted values, are equivalent when two linear model fits 
are related by a linear parameter constraint.
3.3 .2  N onparam etric case
Consider a nonparametric additive model, Y{ = a  +  T,p=1fj(Xij)  +  where a- 
is a constant and the f j  are arbitrary smooth univariate functions, one for each 
predictor X . j  and £i ~  iV(0,cr2).
As previously, we label this model with p terms the full model and consider 
a second reduced model, involving the first q (q <p)  predictors of the full model, 
i.e. Yi = a  +  ^ j - i f j (X i j )  +  £*. To simplify notation let
— a  +  f i {Xn)  +  f2(Xi2) +  ■ • • +  T■ f q(Xiq) +  * • ■ +  fp(XiP)
and
— a  +  f f  {Xu) +  f f (Xi2) H K +  f f  (.Xiq) + ' "  + fp (Xip)
where f f  is an estimate of f j  when the full model is fitted. Similarly, let
/ r ( x i-) — a  +  f i(Xii)  +  f 2(Xi2) +  • • ■ +  f q(Xiq)
and
/*(xi.) =  6l +  f f i X a )  +  f * ( X i2) +  ■ ■ ■ +  f qR( X iq)
where f f  is an estimate of f j  when the reduced model is fitted.
Under the assumption that the reduced model is in fact correct, i.e. Yi =  
/r(x*.) + £ ;, we can define the bias of the two estimators /^(x^.) and as
bR(jti.) = eR(Xi.) -  f R{xi.)
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and
bF{-Ki.) = ejF(xi.) -  /i?(xi.)
where eia(xi.) and eF (x*.) are the expectations with respect to the reduced model 
of the estimators and / F(xj.) respectively. Also note that the estimators
/ r(x$.) and /jr(xi.) can be written in terms of their expectations and a residual 
term. That is
/^(xi.) =  eJ2(xi.) +  /£(xi.)
and
/ F(x?:.) =  eF(x;.) +  / F(xv).
Using these decompositions the difference in residual sum of squares of the 
two models can be written as
R S S D  =  E"=1 ( M m . )  + S R , -  eR(Xi.) -  M m ) ) 2 -
S?=i(/k(x<-) +  SRi -  e F ( x i . )  -  /p (x i .) )2
=  ■ZtMm-fk(Xi. ) - b R(m.))2-
E"=1 (eRi -  f p ( m )  ~ b p ( m ) )2
Using the same notation we can define a comparison of the fitted values as
C F V  =  -  I f M )2
= S?=1(eH(xi.) + /fl(xi.) -  eF(xj.) -  / F(xi.))2
=  £?=i(M xi.) -  M *i-) 4- /S(x,;.) -  / F (Xi. ))2
Comparing these expressions for RSSD and CFV we see that if the bias terms 
bF and bF were equal they would cancel directly in CFV since they do not appear 
combined with other terms as in the cross-product term of RSSD.
Returning to the bivariate class of models, Section 3.2.8 showed that bias
is present in the fitted values of models involving nonparametric components. 
Table 3.3 also demonstrated that under certain conditions the asymptotic bias
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of the ‘reduced5 and ‘full’ models were equivalent when the reduced model was 
in fact true. These results suggest that the use of model comparisons based on 
CFV may be more suited to handling the bias inherent in nonparametric fits. The 
next section examines how the CFV statistic could be used to define a method 
of inference.
3.4 D istributional Properties o f C FV
The last section demonstrated how the properties of the CFV statistic suggest 
its use for model comparisons using nonparametric model fits. The next step in 
defining methods of inference using CFV is to gain some insight into its distri­
butional properties. Matrix notation, like that introduced in Section 3.2 once 
again will prove useful. In this discussion it is assumed that the covariates X  
and Z  are independent. The case of dependence is considered via simulations in 
Section 4.3.3.
Consider one of the comparison of model fits listed in Table 3.2, where the 
model fits are given by:
raF(x,z) =  SFy
and
mjj(x,z) =  SRy
where SF and S# are smoothing matrices which return the full and reduced model 
fits respectively.
Using this notation,
C F V  =
= yr (S« -  SFf(S fi -  SF)y
=  y TA y  (3.5)
where A =  (SR -  SF)r (SR -  SF).
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Assuming that the reduced model is a true reflection of the form of the regres­
sion function, i.e. y  =  ttir ( x } z) -f e ,
C F V  =  (mR(x,z) +  e )T(SR -  Sf )t (Sr ~  SF)(mR(x,z) +  e )
=  m R(x, z)r (SR -  SF)r (SR -  SF)mR(x, z) +  e r (SR -  SF)r (SR -  SF)e .
When a linear smoother is applied to the true underlying function’s values at 
the design points it returns the expected values of the fitted model. Combining 
this with the property that the bias of the two estimates is equal when the reduced 
model is true gives:
m R(x, z)T(SR -  SF)T(SR -  SF)mR(x} z) =  0
and therefore
C F V  =  £ t (Sr - S f)t (Sr - S f )£ = £ TA s .  (3.6)
This demonstrates that a comparison of fitted values for each of the com­
parisons listed in Table 3.2 reduces to a quadratic form in zero mean random 
variables (e ) when the reduced form of the regression function is true and the 
biases of the two fitted models (reduced and full) are equal. This result is attrac­
tive from an inferential viewpoint since the distributions of quadratic forms are 
well understood.
Chapter 29 of Johnson & Kotz (1972) gives a detailed description of the 
distributional properties of a quadratic form in normal variates. For the case 
here of centred (zero mean) random variables e , the key result is the expression 
for the cumulants, namely
ks =  2s_1(s — l)!tr{(VA)3'}. (3.7)
where tr{-} denotes the trace operator, and V  is the covariance matrix of the 
normal variate. Since our quadratic form has reduced to s  t A e , V  =  <j2I.
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Through these expressions for the cumulants we have instant access to prop­
erties such as the mean (k,i) and variance (^2) of the distribution. Thus these 
quantities (and higher order cumulants) can be matched with a more accessible 
distribution in order to provide convenient calculations of p-values of observed 
test statistics. A shifted and scaled y 2 distribution is suggested by authors such 
as Bowman and Azzalini (1997) (see Section 3.5.3).
3.5 Tests Under Investigation
Having outlined several comparisons of fitted models the next step is to devise 
methods of assessing the significance of observed differences. Both the RSSD and 
CFV statistics can be expressed in matrix notation as yTAy, and the last Section 
showed that CFV reduces to £ TA e  under certain conditions. Since s  comprises 
i.i.d. normal random variable with constant variance a2, clearly this unknown 
quantity affects the distributional properties of both comparisons of model fits.
Chapter 2 described a number of estimators of a2. These ranged from an 
adjusted residual sum of squares (analogous to linear regression) to estimators 
which use pseudoresiduals defined by ‘differencing’ the response. Each of these 
estimators, however, could be written in the matrix form yTB y where B is an 
n x n  matrix of constants depending on the design space. The obvious test statistic 
which attempts to scale out the unknown variance from the model comparison 
statistic is therefore of the form
comparison of model fit statistic yTAy 
(j2 yTB y
A number of reference distributions have been proposed for tests of this type. 
An approximate F-test has been suggested by analogy with the linear parametric 
setting. A two-moment correction which attempts to address the inaccuracy 
of the F-approximation has also been suggested (Hastie and Tibshirani 1990). 
Thirdly, distributional results are available directly from the theory of quadratic 
forms of normal random variables. Sections 3.5.1-3.5.3 consider each of these 
approaches, defining the reference distributions to be used in each case to assess 
observed values of the test statistics.
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3.5.1 A pproxim ate F -test
One approach to model comparisons analogous to the F test of linear modelling 
has been suggested by authors such as Hastie and Tibshirani (1990). It requires 
a test statistic of the form,
whose denominator reflects the RSS based estimators of error variance employed 
frequently in linear regression6.
Under the assumption that the reduced model is true, a natural reference 
distribution for 3.8 is
This approach can be understood mostly clearly in the context of RSS com­
parisons, although it applies equally when A represents a CFV comparisons. Let
y T{SR -  Sf)t (Sr -  S f )y  y r  (I -  SFf ( I  -  S F)y 
RSS t r d S n - S ^ i S R - S p ) ) 1 t r ( ( l - S  „ ) ? ( ! - SF)) [ ’
R S S a -  R S S f  R S S f
dfrt — dfp dfF
where R S S r and RSSp  are the residual sum of squares under the reduced and 
full model respectively (as defined earlier) and dfp and dfp are approximated 
error degrees of freedom of the two fits (defined in Section 2.2). The observed 
value is then compared with the FdfR^ dfF,dfF distribution to obtain a p-value for 
the test that the reduced model is adequate.
This approach naturally employs tr((I  — S)T (I — S)) — n — ir(2S — Sr S) as 
the definition of the error degrees of freedom. In Section 2.2 we saw that
f  R S S p \  1 . rp
E \ ^ L ) «  - ^ E ( s TB Fs )a * j oi
6The notation F for the observed value reflects its reference distribution
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—  £r{B^}
=  t r { ( I - S Ff ( I - S F)} 
=  (n -  t r{2SF -  S jS F }) 
=  d}F.
and similarly
*  „  1 B ( F ( B„
=  t r { Br -  B f } 
-  t r{2SF -  S jS F} -  t r{2SR -  STRSR}
— dfR — dfF.
It is clear from these expressions where the approximations 
R S S f 2 , R S S r -  R S S f 2
a 2 ~  X t r { B f } a n d  a 2 ~  X t r { B R - B F ]
come from. These approximations account for the use of Etr{BR~BF},tr{BR} to 
assess the observed values of FRs s ■ They also suggest distributions that can be 
used to assess model differences when a2 is known.
When using difference based estimators of u2, however, this reference distri­
bution is not appropriate. Recall Section 2.5 defined a difference based estimator 
in the form, y TBy, where estimating matrix B is such that tr{B} =  1 . Although 
this form doesn’t affect the calculation of an observed value according to Equa­
tion 3.8, the corresponding F  reference distribution cannot be calculated since its 
second parameter will always be 1. That is, different difference based estimators 
(eg. a weighted and an unweighted version) will each yield different observed val­
ues but the same reference distribution (since £r{B} =  1 in both cases). Therefore 
the approximate F  test is only applicable when R S S  based estimators of a2 are 
employed.
It should be stressed, however, that despite the frequent adoption and avail­
ability of this method, these results are not based on theoretical distributional
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results, but rather on an analogy with approaches in linear regression. As such, 
their performance can be improved upon (see Section 3.5.2) and the performance 
will be scrutinised in Chapter 4.
3.5 .2  T w o-m om ent corrected F -test
A two-moment corrected F distribution can be used to improve the approximation 
of the F distribution to the true distribution of the test statistic (3.8). The 
corrected F distribution is
This approach was originally motivated by the RSS approach (Cleveland and 
Devlin, 1989). Although the residual sum of squares will always contain bias 
in a nonparametric setting (a consequence of which is that exact distributional 
results are not available), the approximate F  test above can be improved upon 
by applying a two moment correction to both the denominator and numerator of 
Fr s s■ Consider the denominator where the second moment correction proceeds 
by finding a multiple of R S S f , say k, such that the mean and variance of k.RSSp  
matches that of a reference x 2 distribution. One property of the x 2 distribution 
is that its mean and variance are in the ratio 2:1. Therefore, k must satisfy the 
following:
F  ~  FA (A) 2 f,7'(B)- -
tr (A2) ’ £r(B2)
(3.11)
Since
k is found by solving
2k2t r {B 2F} = 2ktr{BF}
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to yield the two moment correcting factor
=  tr{ B f }
2 } ‘
The two moment approximation can therefore be written 7 as
t r { B F} R S S f  2 
M B |}  a 2 ~  X^ f f -
Similarly, the two moment approximation for the numerator of FRRs can be 
shown to be
t r { B R - B F} R S S r - R S S f 2
tr{(B * -  B „)a} ^  ~
Using these two distributional approximations, a two-moment corrected F 
statistic is defined with a numerator given by
t r { B R -  B f ) R S S r  -  R S S f  , t r { B R -  B F}2 _  R S S r  -  R S S F
tr{ (B R -  B F)2} a 2 t r{ (BR -  B F)2} ~  aH r{BR -  B F}
and a denominator similarly defined as
t r {B F} R S S f  t r {B F}2 _  R S S F 
t?'{B|,} <72 irfBp.} cr2tr{ B F}'
Clearly the ratio of these two quantities will yield a test statistic identical 
to F r s s - The difference here is that we use F  (HBr.b p}2 trfBnu2 as the reference
M(Br- tr{Bj.}
distribution. These results also show that a x?,.{bp>2 distribution could be used
MBJ.}
if a2 was known.
It was noted above, in the context of the approximate F  test, that difference 
based estimators of a2 are not of a form which naturally fits with a reference 
F  distribution. In the case of a two moment correction, however, this is not
7Note: this differs from an equivalent expression in Equation 3.30 of Hastie and Tibshirani 
(1990) since the degrees of freedom of the reference distribution are incorrect in Hastie and 
Tibshirani (1990)
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a difficulty. Consider two different estimating matrices, B and B', such that 
B =  B '/tr(B ')  (tr(B) =  1 and tr (B f) ^  1), yielding the same estimate a2 =
yTB y =  yTB 'y /(ir(B ')  . The corrected F  test assumes that the estimate of
<r2 is of the form yTB 'y /tr(B ')  although the difference based estimator is of the 
form y r By. But consider the degrees of freedom employed in the corrected F  
distribution,
tr(B ')2 _  tr(B')2/tr(B')2 tr(B )2
tr-(B/2) ir(B /2)/£r(B ')2 tr(B 2) ’
Therefore, we can calculate the degrees of freedom, defined in terms of B', 
from the matrix B which is available for the difference based estimator of a2. 
Therefore, the corrected F  distribution is applicable to both forms of the com­
parisons of model fits and both forms of the estimator of cr2. Its performance will 
be investigated via a simulation study in Sections 4.2-4.3.
3.5 .3  Q uadratic form  approach
The third and final approach to assessing the significance of observed differences 
uses the observed value of:
The reference distribution is derived from the theory of quadratic forms in 
standard normal random variables, introduced in Section 3.4. As such, model 
comparisons using CFV are the motivation for such an approach, although the 
distributional calculations can be performed on differences of RSS’s and with any 
a2 under consideration.
To aid the derivation of the reference distribution, rearrange Equation 3.12 
to become
yr Cy =  0 where C =  A — QB
If the bias terms in yTA y cancel and the denominator itself is an unbiased 
estimator of a2, then we can write
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yTCy e r Ce where e ^77(0,1),
that is, the test statistic is approximately a quadratic form in zero mean, unit 
variance normal random variables.
We can, therefore, calculate a p-value based on an observed value Q using 
the properties of a quadratic form e TCe . Rather than calculate an exact p- 
value however, for the purposes of hypothesis testing, p-values can be calculated 
by assigning the first three or four moments of the distribution of y r Cy to a 
more convenient distribution. In particular Bowman & Azzalini (1997, pp. 103) 
describe the use of a shifted and scaled y2 distribution, ay2 -I- c say, for this 
purpose.
Equation 3.7 defines the cumulants of a centred (zero mean) quadratic form. 
In particular the first three (approximate) cumulants of Q are given by
K i =  tr( C)
K2 =  2tr(C 2)
« 3 =  8tr(C 3)
Using these expressions and the fact that for this test statistic V  =  I (inde­
pendent error with unit variance) we can match the first three moments of the 
two distributions by setting
a —  | / C 3 | / ( 4 k 2 ) )  b =  (8k,1)kI, c — /c j  — ab.
The p-value of the observed test statistic, Q, can then be approximated as 
1 — q, where q is the probability lying below the point ~c/a  in a y 2 distribution 
with b degrees of freedom.
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Table 3.5. Components of tests to compare model fits
CMF Ref. Dist. a2
RSS based
approx. F RSS based - undersmoothed
RSS based
RSS corr. F RSS based - undersmoothed
difference based
RSS based
Quadratic Form RSS based - undersmoothed
difference based
RSS based
approx. F RSS based - undersmoothed
RSS based
CFV corr. F RSS based - undersmoothed
difference based
RSS based
Quadratic Form RSS based - undersmoothed
difference based
3.5 .4  Sum m ary
In summary then, there are three stages in the process of model inference via the 
comparisons of model fits:
1. calculate a statistic which compares the two model fits (CMF)
2. divide by an estimate of the error variance (<f2)
3. assess the resulting test statistic via a reference distribution (Ref. Dist.)
At each stage there are a number of options available, as this chapter has 
described. Table 3.5 summarises the combinations of choices within these three 
stages each of which defines a different approach to model inference. These 
methods are investigated in Chapter 4 via a simulation study.
C hapter 4
Inference A m ongst a Class o f  
B ivariate N onparam etric M odels: 
Sim ulation R esults
4,1 Introduction
The simulation studies described in this chapter consider each of the model com­
parisons listed in Table 3.2. Section 2.7.2 defined the regression functions under­
lying simulated data used to investigate estimators of a2. These same regression 
functions will be used here to simulate data to assess both the size and the power 
performance of each test. Appendix A describes the principal S-Plus functions 
created and used throughout the simulation studies.
The size of each test is assessed by generating sets of data from the reduced 
model and comparing the fit of this true model class with a model fit belonging 
to the full model class. Power simulations are performed by generating data from 
the full model and comparing a fit of this true form with one corresponding to 
the reduced model class. The true reference distribution of the test statistics 
will yield p-values distributed U(0,1) under the null hypothesis. More relevant 
to hypothesis testing is the lower tail of the distribution of the test statistic. 
Therefore, the proportion of the simulated p-values less than 0.05, the empirical 
size, are used to assess the performance of the different tests over a range of
100
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conditions.
As an illustration, Figure 4.1 displays histograms of p-values from one of the 
simulations described later1. Each panel represent a different test, i.e. a different 
combination of a comparison of model fits, an estimator of a2 and a reference 
distribution. The top left panel shows results obtained using the standard F  test 
approach. Clearly there is substantial skewness resulting in a conservative test. 
The top right panel shows that a two-moment corrected F distribution does not 
offer a significant improvement. The bottom panels, however, show the marked 
effect of using a difference based estimator of a2 and the effect of using the CFV 
test statistic. To assess the empirical size of each test for substantial departures 
from the specified a = 0.05 level, a 99% confidence interval based on a binomial 
distribution with n =  (number of simulations) and p = 0.05 is used. The limits 
of these intervals are shown by the horizontal lines in Figure 4.1 and clearly 
demonstrate that the tests of the top two panels are inconsistent at the a  =  0.05 
level whereas the bottom two test approaches return consistent results.
In the following sections, each test will be considered over a range of settings 
achieved by varying the following ‘settings’:
o design space 
o sample size 
o error variance 
o smoothing parameter.
Furthermore, the two scenarios of a2 known and a2 estimated are considered 
separately. Although the former is rarely encountered in practice, it is useful to 
consider this case since it highlights the behaviour of the comparison of model 
fits statistics. The two broad classes of fixed-regular and random designs are 
considered separately in Sections 4.2 & 4.3 respectively.
1These results are ‘size’ results for a ld.sm vs. 2d.am model comparison using a regular
grid, n — 100, a 2 =  0.0025 and h — 0.1,taken from Section 4.2.2. They are presented only for 
illustrative purposes only. A detailed exploration of the different approaches under different 
conditions is the aim of the simulation studies.
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>- O
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p-value p-value
RSSD / Diff / F.cor CFV / Diff / F.cor
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0.4 0.6
p-value
Figure 4.1. P-values obtained from the simulation study described in Sec­
tion 4.2.2 showing the effect of the different choices of Comparison of Model 
Fits/Estim ator of a2/Reference Distribution on the p-values generated over 500 
simulations. The horizontal lines indicate a 99% confidence interval for the fre­
quencies if the distribution of p-values was Uniform
4.2 M odel Com parisons Sim ulation Study: R eg­
ular Grid D esign
4.2.1 R egular grid: a 2 known
This section will investigate model comparisons using the known value of cr2, 
thereby focusing on the finite sample behaviour of RSSD and CFV statistics to 
assess the differences in the fits.
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Table 4.1. Summary of the settings and the test procedures used in the simula­
tions of Section 4.2.1.________________________________________
D ata conditions
design space regular grid over [0,1]2
sample size 49 design points
100 design points
error distribution Normal (zero mean)
error variance 0.01
0.04
number of simulations 1000
Test approaches
model comparisons 2d.am vs. 2d.sm
ld.sm vs. 2d.am
ld.sm vs. semi.par.xl
semi.par.xl vs. 2d.am
st.line vs. semi.par.x2
smoothing parameter 0.05 & 0.15
variance estimator (a2) NONE (true value used)
comparisons of model fits RSSD & CFV
reference distribution QF, x2) corrected x 2
Investigating size
The empirical sizes based on 1000 simulations, using the tests and conditions 
of Table 4.1, are listed in Table B.l (see Appendix B) and summarised graphi­
cally in Figure 4.2. If the test statistic and the reference distribution were well 
matched then under the null hypothesis (reduced model) the empirical sizes (x 
1000) would be distributed Bin(1000,0.05). Figure 4.2 indicates the correspond­
ing 99% confidence interval, (0.035,0.067), by horizontal solid lines. This aids 
in the assessment of the difference between the observed sizes and the expected 
sizes of 0.05.
Using Figure 4.2, the following properties are observed in the regular grid 
setting with knowledge of a2:
R SSD  vs. CFV : this comparison, at the heart of the simulation study, shows
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that there is little to distinguish between the performance of the CFV statis­
tics and the RSSD statistics.
reference d istrib u tio n s: both the corrected x 2 distribution and that derived 
from the quadratic form formulation return consistent results. The standard 
X2 distribution fails to describe both test statistics for the model compar­
isons when the underlying model has effects in both X  and Z.
sm ooth ing  p a ra m e te r  the two levels of smoothing parameter do not return 
markedly different results.
Investiga ting  pow er
Section 4.2.1 examined the performance of the size of the six combinations of two 
test statistics (RSSD and CFV) and three reference distributions (F, F.corr and 
QF) using the true value of a2 and data simulated over a regular grid. This section 
completes the investigation for this case by considering the power performance, 
i.e. the ability of the tests to detect departures from the null model.
The power of these tests is related, amongst other things2, to the nature of the 
regression function’s departure from the null model. Extreme cases are when the 
true regression function is only a slight deviation from the null model, in which 
case any test is unlikely to detect the difference (power=0), and, conversely, when 
the regression function is substantially different from the null model the tests will 
always detect a difference (power=l). It is necessary, therefore, to simulate data 
which will return empirical power away from these two extremes. The following 
regression functions were found to yield such results when they were used to 
define the full models listed in Table 3.2.
se m i.p a r .x l m(X, Z) =  1 +  X  — 0.75 exp(-0.5((V  -  0.5)2)/0.01) +  \ Z
sem i.par.x2  m ( X i Z)  =  1(1 +  X  — 0.75 exp(-0.5((V  — 0.5)2)/0.01)) +  Z
2d .am  m{X, Z) = l  + X -  0.75 exp(-0.5((AT -  0.5)2)/0.01)+
3.5cm |(1  +  Z +  0 .75exp(-0 .5 ((Z - 0.5)2)/0.01))
2 Another important factor is the error variance of the model.
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'to d
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E d
0.01/0.25 0.04/0.25 0.04/0.15 0.04/0.250.01/0.15 0.01/0.25
error variance/sm oothing param eter
ld .sm  vs. sem i.par.xl n = 49 
a- - - - - - - - - - - - - - - - - - - - - - - - - - - -
error variance/sm oothing param eter
ld .sm  vs. sem i.par.xl n = 100
R SSD .Q F
R SSD .chl
R SSD .chi.corr
CFV.QF
CFV.chi
CFV.cht.corr
8-
0.01/0.25 0.04/0.15
error variance/sm oothing parameter
sem i.par.xl vs. 2d.am n = 49
0.01/0.25 0.04/0.15
error variance/sm oothing param eter
semi.par.x1 vs. 2d .am n = 100
o
o
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oo
0.01/0.15 0.01/0,25 0.04/0.25
error variance/sm oothing parameter
2d .am vs. 2d.sm  n = 49
0.01/0,25 0.04/0.15
error variance/sm oothing param eter
2d.am vs. 2d.sm  n = 100
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:e °
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0.01/0.15 0.01/0.25 0,04/0.15 0.01/0.15 0.04/0.15 0.04/0.250.04/0.25
error variance/sm oothing parameter error variance/sm oothing param eter
F igure 4.2. Empirical sizes of tests of model comparisons using known a2. 
Design points form a regular square grid. The results listed are the proportion of 
1000 simulated p-values less than 0.05 under the reduced model. The solid hori­
zontal lines (when shown) indicate a 99% confidence interval from Bin(1000,0,05).
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2d.sm  m(X, Z) = + '$r(X,Z, 0.3,0.3, 0.1, 0.1,0) +  X -
3.5cm T(X, Z, 0.7,0.7,0.1,0.1,0))
where T(-) is the probability density function of a bivariate normal distribution,
g  2 ( 1  — V  a l ° \  CT2 ^ a '2 W
^ ( X , X , ^ i , / i 2,f7i,cr2,p) =  -----------------------------7= = = ------------- -
27T(7iCr2 Y  1 -
The results listed in Table B.2 are summarised in Figure 4.3 and are based 
on 500 sets of data simulated over regular grids. The values themselves are quite 
arbitrary, since they mostly reflect the degree of departure from the null model. 
In summary, the results reveal the following:
RSSD  vs. CFV : there is very little to distinguish between the different tests’ 
power performances. This shows that the test statistics based on compar­
isons of fitted values do not suffer poorer power than their residual sum of 
squares based counterparts.
reference d istrib u tio n s: there is little to distinguish between the corrected x 2 
test and the quadratic form related distribution. In some cases, the x 2 
reference distribution yields lower values of power.
sm ooth ing  p a ram e te r: there is little evidence of an effect of increasing the 
smoothing parameter level with the exception being when the underlying 
regression surface is a bivariate smooth. In this case the effect of increasing 
h is to decrease the empirical power.
4.2 .2  R egular grid: cr2 estim ated
When cr2 is unknown, as is the case nearly always in practice, an estimator of a2 
must also be incorporated into the test procedure. Hence there are three (four 
with smoothing parameter) choices concerning the comparison of different model 
fits, as described in Section 3.5.4 and summarised in Table 3.5.
Table 4.2 summarises the simulated data conditions and the test approaches 
reported in this section.
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1 d.sm  vs. semi.par.x1 n = 49
a- - - - - - - - - - - - - - - - - - - - - - - - - - a
1 —  rss.qf
2  —  rss.chi
3  —  rss.chl.o
4  —  ctv.qf
5  —  cfv.chi
6  —  clv.chi.c
H---------------------------------------------- H
0 ,0 1 /0 .1 5  0 .0 4 /0 ,0 5
error variance/sm oothing param eter
Id .sm  vs. sem i.par.xl n = 100
0 .0 1 /0 .1 5  0 .04 /0 .05
error variance/sm ootliing param eter
semi.par.x1 vs. 2d.am n = 49
0 .0 1 /0 .1 5  0 .0 4 /0 .0 5
error variance/sm oothing param eter
semi.par.x1 vs. 2d .am n = 100
0 .0 4 /0 .1 5
5-----
0 .0 1 /0 .0 5 0 .0 1 /0 .1 5 0 .04 /0 .05 0 .0 4 /0 .1 5 0 .0 4 /0 .1 50 ,01 /0 .05 0 .0 1 /0 ,1 5 0 .0 4 /0 .0 5
error variance/sm oothing parameter
2d.am  vs. 2d.sm  n = 49
error variance/sm oothing param eter
2d.am vs. 2d.sm  n = 100
0 .0 1 /0 .0 5 0 .0 1 /0 .1 5 0 .04 /0 .05 0 .0 4 /0 .1 5
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0 .01 /0 .05 0 .0 1 /0 .1 5 0 .0 4 /0 .0 5
error variance/sm oothing param eter error variance/sm oothing param eter
F igure  4.3. Power results of tests for model comparisons using known a2. Design 
points form a regular square grid. The results listed are the proportion of 500 
simulated p-values less than 0.05 under the full model.
CHAPTER 4. BIVARIATE MODEL INFERENCE: SIMULATIONS 108
Table 4.2. Summary of the settings and the test procedures used in the simula­
tions of Section 4.2.2. _______________
D a ta  conditions
design space 
sample size
error distribution 
error variance
number of simulations
regular grid over [0, l]2 
49 design points 
100 design points 
Normal (zero mean) 
0.0025 
0.01 
500
Test approaches
model comparisons
smoothing parameter
variance estimator (a2) 
comparisons of model fits 
reference distribution
2d.am vs. 2d.sm 
Id.sm vs. 2d.am 
Id.sm vs. semi.par.xl 
semi.par.xl vs. 2d.am 
st.line vs. semi.par.x2 
0.15 k  0.25 when n = 49 
0.1 k  0.2 when n  =  100 
Diff. k  RSS (x3) 
RSSD k  CFV 
QF, jF, corrected F
Investiga ting  size
Empirical sizes corresponding to the settings in Table B.3 are listed in Tables B.4 
- B.6 for each of the 24 combinations of test statistic (2), reference distribution (3) 
and estimate of a2 (4). These results are summarised graphically in Figures 4.4- 
4.8, giving an indication of the performance of the size of each test under different 
settings. A 99% confidence from Bin(500,0.05) is shown on each plot to aid in 
the assessment of the empirical sizes.
Figures 4.4-4.8 show that the combination of a CFV test statistics, scaled by 
the difference based estimator of o2 and assessed using the two-moment corrected 
F distribution yield consistent results for all settings summarised in Table 4.2.
The results also highlight the importance of the choice of the smoothing 
parameter when the cr\ss is used to estimate a2. They show that tests using
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F igure  4.4. Size results of tests for model comparisons using 4 estimates of cr2. 
500 sets of observations from a st.line model were generated over a regular square 
grid. This (true) model fit was compared with a semi.par fit (linear in X) using 
2 test statistics, and p-values calculated using 3 reference distributions, yielding 
the empirical sizes plotted.
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Figure 4.5. Size results of tests for model comparisons using 4 estimates of 
cr2. 500 sets of observations from a Id.sm model were generated over a regular 
square grid. This (true) model fit was compared with a 2d.am fit using 2 test 
statistics, and p-values calculated using 3 reference distributions, yielding the 
empirical sizes plotted.
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F igure 4.6. Size results of tests for model comparisons using 4 estimates of a2. 
500 sets of observations from a Id.sm model were generated over a regular square 
grid. This (true) model fit was compared with a semi.par fit (linear in Z) using 
2 test statistics, and p-values calculated using 3 reference distributions, yielding 
the empirical sizes plotted.
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F igu re  4.7. Size results of tests for model comparisons using 4 estimates of a2. 
500 sets of observations from a semi.par model were generated over a regular 
square grid. This (true) model fit was compared with a 2d. am fit using 2 test 
statistics, and p-values calculated using 3 reference distributions, yielding the 
empirical sizes plotted.
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F igure 4.8. Size results of tests for model comparisons using 4 estimates of 
a2. 500 sets of observations from a 2d.am model were generated over a regular 
square grid. This (true) model fit was compared with a 2d.sm fit using 2 test 
statistics, and p-values calculated using 3 reference distributions, yielding the 
empirical sizes plotted.
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<5-%ss based on the same full model fit used in the model comparison statistic are 
conservative. That is, they are reluctant to suggest the full model provides a sig­
nificant improvement to the fit of the reduced model. This is consistent with the 
earlier treatment of R S S  based estimators of a2 which showed that the effect of 
bias is to inflate the estimate which decreases the test statistic, thereby increas­
ing its p-value and thus decreasing the empirical size observed over a number of 
simulations. This explains the observed effect of undersmoothing the full model 
(decreasing the smoothing parameter) for the purposes of estimating a2 by &%ss 
which is to increase the empirical sizes of the methods of inference so that they 
return values closer to the specified a  =  0.05 significance level.
This property suggests that there is much sense in employing differenced based 
estimators of a2 to perform model inference, at least in the case of a grid of design 
points (random designs will be considered in Section 4.3).
Interesting, too, is the role of the reference distribution. Despite its favourable 
performance when the known value of a2 was used, the distribution derived from 
the distribution of quadratic forms does not capture the null distribution of the 
test statistic as well as the corrected F distribution. Similarly, and of greater 
consequence, is the poor performance of the standard F distribution. Given that 
this is the default distribution employed in practice and in statistical software such 
as S-Plus, these results highlight the care that should be taken in interpreting the 
results of standard analyses.
Investiga ting  pow er
Section 4.2.2 examined the performance of the size of the 24 combinations of two 
model fit comparisons, three reference distributions and four estimators of a2. 
This section completes the investigation for this case by considering the tests’ 
power performances.
Using the same set of reduced and full models defined in Table 3.2, the fol­
lowing full models were found to deviate from the reduced model by a sufficient 
amount to provide informative results.
se m i.p a r .x l m(X, Z) — 1 +  X  — 0.75 exp(—0.5((X — 0.5)2)/0.01) +  \ Z  
sem i.par.x2  m(X, Z) — T(1 +  X  — 0.75 exp(—0.5((X — 0.5)2)/0.01)) +  Z
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2d.am  m (X ,Z )  = 1-hV—0.75 exp(—0.5((X—0.5)2) /0 .0 1 )+ |( l+ ^ r+0.75 exp(—0.5((Z— 
0.5)2)/0.01))
2d.sm  X ( - X  +  W(X, Z, 0.3,0.3,0.1,0.1,0) + Z  -  T(X, Z , 0.7, 0.7, 0.1,0.1, 0))
where T(-) is, as before, the probability density function of a bivariate normal 
distribution.
Each empirical power listed in Table 4.3 is based on 500 sets of data simulated 
over regular grids. Only those approaches which were found to yield appropriate 
size results are included here. As such, only results based on two-moment cor­
rected F distributions and a2 estimators using differences or an undersmoothed 
(h/4) RSS are included.
The results show that there is little to distinguish between the power results of 
the CFV and RSSD comparisons of model fits. Likewise there is only a marginal 
difference between the power results for difference based and undersmoothed RSS 
based estimators of o2. The former estimator does return higher powers for the 
2d.am vs. 2d.sm comparison, a reflection of its ability to adapt to quite general 
(non-additive) regression surfaces. The two values of the smoothing parameter 
considered also returned similar empirical powers. Increasing the sample size had 
the expected effected of increasing the power of each test approach and setting 
considered.
4.3 M odel Com parison Sim ulation Study: Ran­
dom  D esign
The previous sections have examined the behaviour of the model comparison tests 
using data generated over regular grids of design points. We shall complete this 
study by considering the situation when design points do not comprise a grid 
of points, but rather when they are distributed randomly in the (X, Z) plane. . 
Clearly, this type of design is closer to designs encountered in practice. However, 
differences in the designs lead to differences in the tests’ performances. Therefore, 
before the simulation studies are described, properties of the model comparison 
tests over random designs are considered.
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Table 4.3. Table listing power results from a simulation study over regular 
designs using estimated cr2. Each result is with reference to a two moment cor- 
rected F distribution._________________________________________________
Diff. RSS - h .n u m /4
Red. Model Full Model n h CFV RSSD CFV RSSD
st.line semi.par.x2 100 0.1 0.748 0.716 0.820 0.782
st.line semi.par.x2 100 0.2 0.794 0.764 0.850 0.830
st.line semi.par.x2 49 0.15 0.394 0.328 0.486 0.450
st.line semi.par.x2 49 0.25 0.470 0.382 0.544 0.508
Id.sm 2d. am 100 0.1 0.944 0.910 0.964 0.948
Id.sm 2d. am 100 0.2 0.962 0.956 0.970 0.970
Id.sm 2d. am 49 0.15 0.612 0.562 0.694 0.676
Id.sm 2d. am 49 0.25 0.678 0.606 0.730 0.684
Id.sm semi.par.xl 100 0.1 0.756 0.756 0.810 0.810
Id.sm semi.par.xl 100 0.2 0.756 0.756 0.806 0.806
Id.sm semi.par.xl 49 0.15 0.458 0.458 0.500 0.500
Id.sm semi.par.xl 49 0.25 0.458 0.458 0.496 0.496
semi, par .xl 2d. am 100 0.1 0.492 0.492 0.546 0.564
semi. par. x l 2d. am 100 0.2 0.490 0.520 0.530 0.564
semi.par.xl 2d. am 49 0.15 0.196 0.212 0.232 0.270
semi.par.xl 2d. am 49 0.25 0.234 0.226 0.266 0.250
2d. am 2d.sm 100 0.1 0.728 0.694 0.716 0.726
2d. am 2d.sm 100 0.2 0.536 0.594 0.472 0.554
2d. am 2d.sm 49 0.15 0.140 0.110 0.062 0.030
2d. am 2d.sm 49 0.25 0.106 0.112 0.042 0.056
Section 3.2 highlighted the design adaptation property of local linear smooths, 
that is their asymptotic bias is independent of the distribution of the design 
points. Indeed, the performance of local linear regression over random designs is 
what recommends it over kernel (local constant) smoothers3. Although reassur­
ing, the asymptotic behaviour can only act as a guide to the performance of model 
comparison tests. This is particularly so when models of different forms, each 
of which uses smoothers in different ways, are compared. Therefore, the finite
3Miiller (1997) and Kneip & Engel (1996) have proposed modifications of the Nadaraya- 
Watson and Gasser-Miiller kernel estimators which improve their properties under random 
designs.
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sample properties of the model fit need to be investigated since these determine 
the performance of methods of inference.
It will be shown in this section that the symmetry of grid designs ensures the 
realisation of asymptotic properties in finite sample behaviour. This is why we 
have only mentioned the finite sample properties in passing up until this point. 
In the random design case, however, we will see that the finite and asymptotic 
bias properties differ. The results of the simulations over random designs need 
to be viewed with an understanding of these differences.
Another aspect which random designs introduce is the possibility of corre­
lation amongst the covariates. It was noted in Section 3.2 that the asymptotic 
biases of semiparametric and additive model fits contain terms involving the joint 
distribution of the covariates. We therefore need to assess the effect of correlation 
amongst the covariates on the performance of the methods of inference.
Consider the simulated surface, m(X, Z) = 1 +  X  — 0.75 exp(-0.5((X  — 
0.5)2)/0.01), first introduced in Section 2.7.2. Clearly this function produces 
a surface which is constant in the Z  direction and a smooth curve in the X  
direction. This section addresses how the biases of three fitted models from the 
bivariate class (Section 3.2) applied to this simulated model, depend on the design 
points over which the model is simulated.
The expected fit of the models can be written as E (m (x ) z)) =  Sm(x,z), 
where S is the smoothing matrix which yields the fitted model and (x, z) are 
vectors containing the coordinates of the design points. Since the bias of the 
fitted model follows simply, it is therefore not necessary to add random errors to 
the regression function in order to investigate the finite sample bias properties of 
the different fits.
Three design spaces will be considered: a regular grid, an irregular grid and 
a random design as illustrated in Figure 4.9. The first panel shows a regular 
n x n  grid consisting of n2 =  100 equally spaced points over the plane. The 
second panel represents an irregular grid which is produced by crossing two sets 
of 10 (n) random variables generated from a uniform distribution. The random 
design is produced by pairing two independent sets of n — 100 uniformly dis­
tributed random variables, one realisation of which is shown in the third panel 
of Figure 4.9.
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F igure 4.9. Three covariate design spaces.
Using the three designs displayed in Figure 4.9, data were generated from 
the regression function m(-, •) above. For each of the three designs, the expected 
values of a univariate local linear smooth, a bivariate local linear smooth and a 
two dimensional additive model were calculated.
The left and right panels of Figure 4.10 display, for the regular and irregular 
grid respectively, the true curve (solid line), the true values at the design points 
(•), the expected value of the univariate fit (dotted line), the expected value 
of the bivariate fit (x) at the design points and the expected value of the two 
dimensional additive fit at the design points (+) . Figure 4.11 shows the results 
using a random design. The true curve and the expected values of the univariate, 
additive and bivariate fit are shown as in Figure 4.10. In Figure 4.11, however, 
the expected values of the bivariate fit (x) and the expected values of the two 
dimensional additive fit (+) are shown in separate panels. Because there is no 
effect in the Z  direction, the two dimensional surfaces are projected onto the 
(X, Y) plane.
Figure 4.10 shows that the expected values (and therefore the finite sample 
bias) of the three fitted models are equivalent under both the regular grid and 
the irregular grid, whereas Figure 4.11 shows that this is not the case for the 
random design. The discrepancy between the biases of the fits over the random 
design is of particular interest as it shows that the bias of the two fits will not 
‘cancel’ in the CFV statistic when the design space is a random design.
These numerical results for the grid designs can be expressed as:
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F igure 4.10. Expectations of fitted values under different nonparametric models 
for the regular grid (first panel) and the irregular grid (second panel). In each 
panel the true model is displayed as a solid line and the expectation of the uni­
variate smooth is displayed as a dotted line. The expected values of the bivariate 
smooth are shown as x and the expected values of a two dimensional additive 
model are shown as +.
S^m(x) =  S^m(x) =  S§77i(x)} (4.1)
where S§, S j  and are the n2 x n2 smoothing matrices evaluated over the 
grid design and which generate the univariate, the additive and the bivariate fits 
respectively. Expression 4.1 shows that the smoothing matrices inherit properties 
from the grid design which yield the equivalent finite sample biases observed 
here. In particular, it is the constant distribution of points in the Z  direction 
which ensures that the weights of the smoothing matrices behave in this way, i.e. 
combine to return an expected surface with a no-effect in the Z  direction. Note 
that these properties can also be shown algebraically using the definitions of the 
smoothing weights given in Section 3.2.
Conversely, the results of Figure 4.11 show that smoothing matrices calculated 
over random designs do not share these properties. In other words, the lack of 
constancy in the distribution of design points in the plane results in smoothing
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F igure  4.11. Expectations of fitted values under different nonparametric models 
for the random design. In each panel the true model is displayed as a solid line 
and the expectation of the univariate smooth is displayed as a dotted line. The 
expected values of the bivariate smooth are shown in the first panel as x and 
the expected values of a two dim.ensional additive model are shown in the second 
panel as +.
weights for the additive and bivariate smooth fits which return non-constant 
expected surfaces in the Z  direction, even though there is no effect in this direction 
in the regression surface. The result is that the finite sample biases of these fits 
will not cancel with each other or with that from the univariate smooth.
These numerical results can be understood more fully by using several prop­
erties of the local linear regression smoother together with Taylor's theorem to 
derive expressions for the exact finite sample biases of the fits. First consider a 
univariate smoother with a smoothing matrix whose (i , j )th element is the weight 
Wj(Xi). Assuming that the regression function m(-) which underlies the data is a 
univariate function with a continuous second derivative, Taylor’s theorem states:
n
E(rh()sT^x) =  Y ^ wi(x i)E (Yi \X  = Xj)
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3=1
n  n
=  m ( X i )  +  ™ \ X i )  E & i  -  V K ( V )  +
3=1 3= 1
n  
3= 1
where ( 9 j  —  X f ) ( 9 j  —  X j )  <  0. Noting that local linear regression has the property 
that it preserves linear functions, i.e. J2j=i wj(^ i)  =  1 and ]T^=i wj{Xi)Xj  = X,;, 
an exact expression for the bias is therefore
E ( m ( X i ) |x) -  m(Xi)  =  ^ ^ ( X ,-  -  X i )2wj ( X i)m "(9 j ). (4.2)
j - 1
Similar results can be derived for an additive model fit with smoothing matrix 
weights given by wAj(Xi, Zi). That is, when the underlying regression function 
is a bivariate additive surface the finite sample bias is given by:
1 "
E(m (X u Z j ) |x, z) -  m(Xi, Zf) =  -  ~ Xi)2wAj(Xh Zi)m"(0ij) +
3= 1
\  -  Z i f w ^ i X i ,  Z J m ' W y ) .
3=1
where (9y — Xi)(9ij — Xj)  < 0 and (02j -  Zf)(92j -  Zj) < 0.
Of interest to the present discussion is how these finite sample biases com­
pare when applied to the same data. If the underlying regression function is 
univariate then mjf*) is clearly zero and the bias of the additive fit reduces to 
\  ~ Xi)2wAj (X i , Zi)m'{{6ij). The form is very similar to Equation 4.2
with the notation suggesting that differences lie in the weights of the smoothing 
matrices and the unknown 0’s.
Another form of Taylor’s theorem, however, states that 9j in Equation 4.2
A'
satisfies I m ”(9j)(Xj — Xf)2 =  f  m"(t)(Xj — t)dt. Incorporating this definition
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into Equation 4.2 yields
and, similarly, the additive fit’s bias when the regression function is univariate 
reduces to:
Hence, the finite sample biases of these two fits to the same data differ only with 
respect to the weights in their respective smoothing matrices.
Corresponding expressions can be derived for the semiparametric and bivari­
ate smooth fits. Comparisons amongst these finite sample bias expressions reveal 
that they are also equivalent except for the weights of the smoothing matrices 
when the regression function is of the same form as the ‘reduced’ model fit. The 
properties of smoothing matrices over regular grids of design points noted above 
lead to identical finite sample biases, as seen in Figure 4.10.
Given, therefore, that the differences in model biases over random designs seen 
in Figure 4.11 are a symptom of the finite sample realisations, these discrepancies 
in expected fits should decrease as the sample size increases. Figure 4.12 was 
produced under identical conditions to Figure 4.11 yet with 625 simulated design 
points as opposed to 100. It shows that the discrepancies between the biases 
of the univariate fit and both the additive and the bivariate smooth are less for 
this larger sample size. Of course, asymptotically the expectation of the fitted 
additive and bivariate surface will be constant in the Z  direction and equivalent 
to the univariate expectation, however these finite sample properties are clearly 
relevant to methods of inference.
Given that the biases of the two models no longer cancel when design points 
form a random configuration, we need to consider the impact on the test proce­
dures described previously. Recall that model comparisons were based on either 
direct comparisons of the fitted values (CFV) or differences in the RSS of the two
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F igure 4.12. Expectations of fitted values under different nonparametric models 
for the random design using 625 simulated points. In each panel the true model is 
displayed as a solid line and the expectation of the univariate smooth is displayed 
as a dotted line. The expected values of the bivariate smooth are shown in the 
first panel as x and the expected values of a two dimensional additive model are 
shown in the second panel as +.
models. Given that the two model fits to be compared are given by the smooth­
ing matrices S R and S F , representing reduced and full models respectively, and 
that the observed data are of the form y = m(x, z) +  e , then the CFV model 
comparison statistic was shown in Section 3.4 to be:
C F V  =  y T ( SR - S F)T( SR - S F) y
=  m(x, z ) t ( Sr  -  S Fy  ( SR -  SF)m(x, z) + e T(SR -  S F)T(SR -  S F )er 
— (bF — b F)T ( b R> — bF) +  e  t ( S r  — S f )t ( S f . — S F)e  (4-3)
This expression shows that the effect of the discrepancies in bias between 
the reduced and the full model is to inflate the value of CFV. Therefore, test 
procedures which assume that the biases cancel will return an artificially low 
p-value which will lead to the rejection of the null hypothesis (when it is true)
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more frequently than the specified significance level. Therefore, we expect our 
simulation results under the null (reduced) model to return empirical p-values 
significantly greater than the conventional 0.05 level used.
A similar expression can be derived for the RSSD based test:
R S S D  = y r [ ( I - S * ) T( I - S fi) - ( I - S Pf ( I - S P)]y
=  m (x)T[(I -  SRf ( I  -  S*) -  (I -  SFf ( I  -  SF)]m(x) + 
e T[(I -  SRf ( I  -  Sr)  -  (I -  SFf  (I -  SF)]e -  
2e T[(I -  SR)r (I -  SR) -  (I -  Sf )t (I -  SF)]m(x)
=  b £ b fi -  b J b F +  £ T[(I -  Sr )t (I -  S r ) -  (I -  SFf ( I  -  SF)]e -  
2e T[(I -  SR)r b R -  (I -  SF)r b F], (4.4)
Since the full model allows more flexibility in the fit, the expected values of the 
reduced model will lie further away from the true model than the full model’s 
expected fit . Hence b^b#  > b ^ b p. Of course, the cross product term remains, 
but it’s expectation is zero and therefore on average its influence will cancel out.
In the case of the two dimensional semiparametric and additive model, we 
saw in Section 3.2 how the joint distribution of the covariates appears in the 
expression for asymptotic biases of the fits when the two covariates were not 
independent. This property suggests that even for large samples, discrepancies 
between the biases may affect the performance of model comparisons involving 
additive and semiparametric fits.
To explore the impact of dependency between the covariates on the bias prop­
erties, 500 sets of covariates were simulated from the bivariate normal distribu­
tions (fix =  /i2 =  0.5, (Ji ~  a2 = 0.15, n ~  100) with correlation coefficients 
p  — 0,0.2,0.4, 0.6, 0.8. For each of these simulated designs smoothing matrices 
were calculated for four model fits at a range of smoothing parameters.. Amongst 
these models the following comparisons were made:
o additive vs. bivariate
o semiparametric vs. additive
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o univariate vs, additive 
o univariate vs. semiparametric
In each case a comparison of model biases, C M B  — (b^ — b^)T(b^ — b^), 
which appears in the CFV expression above, is calculated using the true regression 
function corresponding to ‘reduced’ model. Figure 4.13 displays the average 
C M B  (over the 500 simulated designs) for each each combination of p and h.
These results demonstrate how the joint distribution of the design points 
impacts the CFV statistic through the bias term. The effect is most noticeable 
when the additive model is compared with a univariate and a bivariate smooth 
fit. This is consistent with the asymptotic bias results. There is also some 
evidence that the correlation effect which appears in both the additive and the 
semiparametric model biases cancels when these fits are compared. Although 
asymptotically there is an extra term in the semiparametric bias, even when the 
regression function is univariate, these results indicate that this is not related to 
the correlation coefficient of the bivariate normal.
This section has illustrated and explored some of the bias properties of the 
nonparametric model fits when the designs are random configurations. These 
properties have obvious consequences for model comparisons although there are 
other factors at work, such as the reference distributions employed and the esti­
mation of a 2. Sections 4.3.1 and 4.3.2 explore methods of inference for indepen­
dent random designs while Section 4.3.3 investigates the effect of correlation on 
the best test procedure for random designs identified by the simulation study of 
Section 4.3.2.
4.3 .1  R andom  design: cr2 known
We start our investigation of the performance of the tests comparing model fits 
over random designs by focusing on the CFV and RSSD statistics through using 
the known value of a 2 in the test procedures. The tests and conditions considered 
in this section are summarised in Table 4.4 and listed in full in Table B.7. Note 
the introduction of three random configurations of design points. That is, in 
addition to the random errors about the true regression function, each simulated
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Figure 4.13. Comparisons of Model Biases (CMB) averaged over 500 simulated 
designs (n =  100) from bivariate normal distributions with varying levels of 
correlation.
data set differs with respect to the design points over which it is calculated. To 
aid in the evaluation of factors affecting the performance of the test methods, the 
same set of simulated designs was used for each combination of models compared 
and sample size. That is, each block of four rows in Table B.7 uses the same 
set of 500 simulated designs. Indeed each pair of rows in Table B.7 used the 
same simulated data, since the settings differ only in the value of the smoothing 
parameter used.
Tables B .8 - B .10 list the empirical sizes of each setting for the three types 
of random design respectively (under the conditions listed in Table B.7). Fig­
ures 4.14-4.16 present these results graphically, the results in each plot being 
based on the same set of 500 simulated designs.
A comparison of each of Figures 4.14-4.16 with Figure 4.2 reveals the dramatic 
effect of using random designs rather than fixed regular grids. There are now
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Table 4.4. Summary of the settings and the test procedures used in the simula­
tions of Section 4.3.1.
D a ta  conditions
design space uniform-random over [0 , l ]2
bivariate normal (p =  0) pi =  p,2 — 0-5, = cr2 =  0.15
bivariate normal (p = 0.5) p,i =  p 2 = 0.5, — cr2 — 0.15
sample size 49 design points
100 design points
error distribution Normal (zero mean)
error variance 0.01
0.04
number of simulations 500
Test approaches
model comparisons 2d.am vs. 2d.sm
Id.sm vs. 2d.am
Id.sm vs. semi.par.xl
semi.par.xl vs. 2d.am
st.line vs. semi.par.x2
smoothing parameter 0.05, 0.15
variance estimator (a2) NONE (true value used)
comparisons of model fits RSSD & CFV
reference distribution QF, Xj corrected x 2
far more instances of the tests returning sizes outwith values consistent with a 
a  =  0.05 significance level. Care must therefore be taken to determine the correct 
approach to model inference when a random design is present.
A striking feature of these results is the difference between the model com­
parisons. It is therefore helpful to summarise each of these cases separately.
st.line  vs. sem i.p ar.x 2 : in this ‘bias-free’ case it is not surprising to see most 
tests returning acceptable values. Problems are noted when RSSD com­
parisons are employed with a smaller number of design points distributed 
uniformly, especially at the smaller smoothing parameter.
Id .sm  vs. 2 d.am : this case poses severe challenges to the methods of inference. 
Across the three design configurations, a CFV comparison with reference
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to an unadjusted x2 distribution returns sensible results, but only at the 
higher level of error variance. All the other tests and approaches reject the 
null hypothesis far too readily.
Id .sm  vs. sem i.p a r.x l: here problems arise with all test procedures at the 
lower error variance using the higher smoothing parameter. At other set­
tings all of the test procedures return consistent results.
sem i.p a r.x l vs. 2d .am: there is clear evidence in this comparison to favour a 
CFV comparison with reference to a x 2 distribution over other approaches. 
This is the only approach which yields consistent results in nearly all set­
tings.
2 d .am  vs. 2 d.sm : this comparison also presents major challenges. The only 
approach which returns acceptable sizes is, once again, a CFV compari­
son with reference to a x 2 distribution, but only at the higher smoothing 
parameter and the higher error variance (except in the uncorrelated bivari­
ate design where it is consistent at both values of error variance).
One propert}^ worth noting here is a comparison of the additive vs. bivariate 
smooth results for the two bivariate normal designs: one with zero correlation, the 
other with correlation coefficient of 0.5. We noted earlier the effects of correlated 
covariates on the bias properties of additive model fits. Here the introduction of 
correlation into the design dramatically increased the empirical sizes of each of 
the tests, especially at the smaller value of a2. This property will be investigated 
further in Section 4.3.3 where estimates of a2 are used and several correlation 
coefficients are used to generate the random designs.
This section has highlighted clearly the complications caused by the finite 
sample bias properties of smoothers generated over random designs. By using 
the known value of a2 these simulations have isolated the effect on the comparison 
of model fits statistics CFV and RSSD. However, the estimators of <r2, which are 
in practice necessary, will also be influenced by the finite sample bias properties 
and therefore the next section will incorporate the estimation of a2 into the test 
procedures.
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F igure 4.14. Empirical sizes of tests of model comparisons using known cr2. 
Design points are realisations of uniform random designs. The results listed are 
the proportion of 500 simulated p-values less than 0.05 under the reduced model. 
The solid horizontal lines (when shown) indicate a 99% confidence interval from 
Bin(500,0,05).
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F igure  4.15. Empirical sizes of tests of model comparisons using known a 2. 
Design points are realisations of bivariate normal designs with (p = 0). The 
results listed are the proportion of 500 simulated p-values less than 0.05 under 
the reduced model. The solid horizontal lines (when shown) indicate a 99% 
confidence interval from Bin(500,0,05).
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Figure 4.16. Empirical sizes of tests of model comparisons using known a 2. 
Design points are realisations of bivariate normal designs with (p =  0.5). The 
results listed are the proportion of 500 simulated p-values less than 0.05 under 
the reduced model. The solid horizontal lines (when shown) indicate a 99% 
confidence interval from Bin(500,0,05).
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4.3 .2  R and om  design: er2 estim ated  
Investigating size
The final scenario to consider within this simulation study, is that of a random 
design where a2 is not known and therefore needs to be estimated from the 
observed data. This scenario is most likely to be encountered in applied settings 
since rarely, if ever, is the variance of observations around an underlying model 
known nor are observations usually recorded at design points neatly positioned 
at regular intervals in the design space. Previous sections have highlighted the 
complexities associated with random configurations of design points and Chapter 
2 considered in detail the estimation of a2. Here we encounter these two issues 
simultaneously.
Given both the importance and the complexities of this setting the simulations 
will be extended to incorporate a range of smoothing parameters. This allows the 
construction of ‘size traces’, introduced in Section 1.2 .2 , which show the empirical 
sizes of different tests over a range of values for the smoothing parameter. This 
removes the subjective choice of smoothing parameter from the procedures and 
gives a more comprehensive description of the tests’ performances.
Table 4.5 lists the conditions and approaches employed in the simulations. 
Note that only one type of random configuration is listed, namely a uniform 
distribution on the [0,1] plane. Bivariate normal designs, with varying degrees 
of correlation, will be investigated in Section 4.3.3.
Some of the results of this simulation exercise are shown graphically in Fig­
ures 4.17 and 4.18 for sample sizes of 100 and 49 respectively and all are listed 
in Tables B.12 - B.17 where Table B .ll provides the legend for the different 
settings. Although the p-values from a CFV comparison of model fits using an 
uncorrected F distribution are listed in Tables B.16 and B.13, they are omit­
ted from the graphs since they do not offer any improvement over the standard 
approach. Similarly, the results when the underlying model is linear are also omit­
ted from Figure 4.17 since they always perform well, since the nonparametric fits 
contain zero bias. Note also, that the approaches incorporating undersmoothed 
(/i/2 , h j4) RSS based estimators of a2 are not available for all of the values of h 
considered. Clearly the fits will deteriorate to interpolations if h j 2 or h/ 4 is too
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Table 4.5. Summary of the settings and the test procedures used in the simula­
tions ofSection 4.3.2.
D a ta  conditions
design space uniform-random configuration over [0 , 1]2
sample size 49 & 100 design points
error distribution Normal (zero mean)
error variance 0.01
number of simulations 500
Test approaches
model comparisons 2d.am vs. 2d.sm
ld.sm vs. 2d.am
ld.sm vs. semi.par.xl
semi.par.xl vs. 2d.am
st.line vs. semi.par.x2
smoothing parameter 0.05, 0.1, 0.15, 0.2, 0.25
variance estimator (a2) RSS (h, h /2 , h /4)
Difference based (unweighted, weighted)
comparisons of model fits RSSD & CFV
reference distribution QF, F, corrected F
small.
The behaviour of the tests are best summarised in two groups, reflecting the 
underlying models:
U nderly ing  add itive  m odel: this situation poses challenges to all of the test 
procedures considered. There are no approaches which yield consistent 
empirical sizes over the range of smoothing parameters considered. Whilst 
CFV comparisons yield empirical sizes closest to a = 0.05 level, these 
are very much dependent on the choice of smoothing parameter and the 
degree of undersmoothing. The most consistent results are obtained via a 
combination of CFV comparison with a difference based estimator of a 2, 
but only at a smoothing parameter of 0.1. There is little to distinguish 
between a QF and corrected F reference distribution. Interestingly, the 
standard F test which uses an undersmoothed bandwidth of h/2  does not 
perform too badly. However, this again emphasises the role the degree of
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undersmoothing plays.
O th er m odel com parisons : we note the very favourable behaviour of the 
CFV statistic with a RSS (not undersmoothed) based estimator of a2 at all 
values of smoothing parameter for the remainder of the model comparisons. 
Although there are values of the smoothing parameter at which other test 
approaches yield results in line with the specified significance level, these 
are not consistent across all values of the smoothing parameter considered 
here. Undersmoothing the fits to obtain djlss can bee seen to inflate the 
size of the tests. Difference based estimators do yield consistent values for 
lower smoothing parameters, but deteriorate as these increase, reflecting 
the rising dominance of bias in the CFV and RSSD statistics.
In summary, the results have shown that an approach based on CFV with no 
undersmoothing to generate returns well calibrated sizes for a range of p- 
values. The clear advantage over RSSD comparisons is that undersmoothing does 
not appear to be necessary, thereby removing an unknown ‘parameter’ from the 
procedure. The exception to this result is the additive vs. bivariate comparison, 
where no single test approach yielded consistent empirical sizes.
In vestiga ting  pow er
Here we investigate the power performance of the tests considered above which 
worked well. Given the consistency of the results in all model comparisons except 
the additive vs. bivariate comparison, the focus is on tests involving a RSS based 
estimator of a2 with no undersmoothing over a range of smoothing parameter 
values. In the case of an additive vs. a bivariate comparison one value of h is 
used together with a difference based estimator of a2. In both cases a two-moment 
corrected F reference distribution is used.
The results are listed in Tables B.18 and plotted in Figure 4.19. Once again, 
the power results do not indicate major differences between test approaches, 
with a noticeable difference only appearing at very small values of the smoothing 
parameter. The reduced power of the smaller sample size is very clearly shown.
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the same conditions as listed in Table 4.5
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4.3 .3  R andom  design: correlated covariates
In Sections 3.2.5& 3.2.6it was noted that the asymptotic biases of semiparametric 
and additive model fits contain terms which reflect the joint distribution of the 
two covariates when they are not independent. In Section 4.3 a finite sample effect 
of correlation amongst the covariates was also observed. This present section 
investigates this finite sample behaviour further, attempting to establish at what 
degree of correlation its effect on the tests’ performances is noticeable and what 
are the best test approaches to guard against the deterioration in the methods of 
inference.
Although the effect of the dependency amongst covariates is most pronounced 
when the underlying regression function is of the same form as the model fit, 
an examination of the expression shows that these dependency terms do not 
disappear when the true underlying function is of a reduced form. Therefore it 
is informative and necessary to examine a range of model comparisons under the 
influence of correlated covariates.
Table 4.6 lists the settings used in the simulations to investigate the size 
performance of different tests. The settings were chosen in light of the results of 
Section 4.3.2, reflecting the settings and approaches which were shown to perform 
well under an uncorrelated random design. Although there was strong evidence 
that a CFV comparison with a corrected F distribution was the best approach, we 
retain both the RSSD and (uncorrected) F distribution in the simulation study 
because this combination tends to be used in practice.
Figure 4.20 displays the results of these simulations. The plots show the effect 
of increasing the correlation coefficient of the distribution used to generate the 
covariates. Each panel labels the ten combinations of five smoothing parameters 
and two comparisons of model fits. The left and right columns correspond to the 
(uncorrected) F and two-moment corrected F reference distribution respectively.
These plots show clearly how correlation amongst the covariates affects the 
tests’ size performances. As p increases the empirical size of all of the tests 
increase, with the exception of the univariate vs. semiparametric comparison. 
This behaviour is expected from the asymptotic bias properties which motivated
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Table 4.6. Summary of the settings and the test procedures used in the simula­
tions of Section 4.3.3.__________________________________________
D a ta  conditions
design space bivariate normal configuration 
Ml = M2 =  0.5, 01 =  (72 =  0.15 
p =  0, 0.2, 0.4, 0.6, 0.8
sample size 100 design points
error distribution Normal (zero mean)
error variance 0.01
number of simulations 500
Test approaches
model comparisons 2d.am vs. 2d.sm 
semi.par.xl vs. 2d.am 
ld.sm vs. 2d.am 
ld.sm vs. semi.par.xl
smoothing parameter 0.05, 0.1, 0.15, 0.2, 0.25
variance estimator (a2) RSS (h)
comparisons of model fits RSSD k  CFV
reference distribution F k  two-moment corrected F
this section. As the correlation increases, more bias is introduced to the numera­
tor of the test statistic, thus inflating the observed values. This in turn decreases 
the corresponding p-value thereby inflating the empirical sizes. Changes in the 
smoothing parameter interact with the correlation effect, yielding a positive effect 
at the high correlations whilst showing no effect at the low correlations.
The degree to which covariate dependency affects the tests’ performance also 
depends on the model comparison. The most pronounced affect is on the compar­
ison of an additive and bivariate fit, followed by semiparametric vs. additive fits. 
Both these results are finite sample realisations of the asymptotic results which 
showed that dependency terms enter these model fits. Although only noticeable 
at high values of correlation, the comparison of univariate and additive models 
also shows that these dependency terms remain even when the underlying model 
is of a univariate form, although the magnitude of the effect of correlation is much 
less than in the case of an underlying additive regression.
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Although deterioration in the performance of the tests is evident, it is also 
interesting to note under what conditions the tests return results consistent with 
the a = 0.05 level. Consider the results for additive vs. bivariate comparisons as 
an illustration. The F reference distribution is clearly conservative relative to its 
two-moment corrected cousin. It therefore has an advantage over the corrected 
version when p is in the range 0.3-0.6 . In a similar fashion, lower smoothing 
parameters yield more conservative test results and therefore they are preferable 
particularly at high levels of correlation. Finally, a comparison of the sizes associ­
ated with RSSD and CFV model comparisons reveals that there is much benefit 
in employing the latter, especially in the presence of moderate covariate correla­
tion. Based on these results, it would seem that inference using a small smoothing 
parameter, the F reference distribution and a direct CFV model comparison is a 
sensible approach when moderate to high correlation is present.
Similar guidance can be drawn from the other model comparison results. Note 
though that the level of correlation at which the test performances deteriorate is 
approximately 0.4 for semiparametric vs. additive fits and 0.6 for univariate vs. 
additive.
In summary, these simulations have shown that the presence of correlation 
amongst the covariates introduces further bias into the small sample properties 
of test procedures. This property is related to that of ‘concurvity’, noted by 
Hastie and Tibshirani (1990) which has an effect, not just on inference but on 
fundamental issues such as the existence and convergence of solutions to the back- 
fitting estimator. As such, it is only advisable to use nonparametric modelling 
when there is little correlation amongst the covariates, in which case the results 
show that the CFV comparisons with a corrected F distribution work well.
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F igure 4.20. Results of simulations described in Table 4.6. The left and right 
panels correspond to the (uncorrected) F and two-moment corrected F reference 
distribution respectively.
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4.4 M odel Com parisons Applied to  th e  R eef D ata
This section presents the results of applying the different approaches to model 
comparison to a set of real data. The example uses data on the abundance of 
marine life in the sea bed of the Great Barrier Reef, off the coast of Northern 
Queensland, Australia. These data were provided by the CSIRO Division of 
Marine Research, through Dr. Charis Burridge, and are discussed in Bowman & 
Azzalini (1997). A selection of the key results of this section are included in Bock 
(1999).
Figure 4.21 displays data from the CSIRO study for one year only. The 
survey sampling positions are shown in the top-left panel. The response variable, 
a catch score, on a log scale, which measures abundance across all species, is 
shown against the spatial covariates in the remaining plots. The geography of 
the region allows longitude to be interpreted effectively as distance from the 
shore, which runs in an approximately North-South direction. Hence, the plots 
are based on a transformation of the longitude scores, subtracting 143 to simplify 
the axis labelling, and multiplying by -1 to obtain a west to east perspective.
We will use the tests developed in this chapter to explore the possible covariate 
effects of latitude and longitude. As a preliminary guide, the univariate plots in 
the bottom row of Figure 4.21 with superimposed local linear smoothes of the 
points, a strong effect of longitude is apparent, but there is no immediate evidence 
of a latitude effect. Since there is clearly an effect of longitude, the question of 
interest is how does this interact with the latitude direction to determine the mean 
response of the log of catch score. As such, four models are worth considering:
o Univariate: log(Score) =  fi +  mi (longitude) + e  
o Semiparametric: log(Score) =  fi +  mi (longitude) 4- /?2.latitude +  e 
o Additive: log(Score) =  /i -t- mi (longitude) 4* m2 (latitude) -1- e 
o Bivariate: log(Score) =  fi +  m i2 (longitude, latitude) + e
Consider, first, a test to see if there is evidence of a nonlinear effect in lat­
itude. Figure 4.22 displays significance traces for a variety of test approaches
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Figure 4.21. Plots showing the location of sampling points and the spatial 
distributions of catch scores from one year of the reef data.
each based on a comparison of an additive fit and a univariate fit to the data 
shown in Figure 4.21. These results show that different conclusions could be 
reached depending on the test approach taken. For instance a standard F test, 
as represented by line ‘5’ in the lower-middle panel of Figure 4.22, consistently 
returns a nonsignificant p-value at the a = 0.05 level. In contrast, tests using 
improved estimators of a2 and corrected reference distributions, return consis­
tently significant results. This highlights the importance of choosing with care a 
test procedure.
Clearly the sampling locations do not form a regular grid nor do we have 
knowledge of the magnitude of the error variance of the responses around the 
hypothesised regression functions. Also, the lack of association between latitude 
and longitude and the weak correlation of 0.14 observed in the design points, sug­
gest that the covariates are distributed approximately independently. Therefore 
the results of Section 4.3.2 are a useful guide to which test approach to use. These 
simulations identified the approach based on a CFV test statistic with an RSS
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Figure 4.22. Significance traces testing a univariate smooth fit in longitude 
against an additive fit for each combinations of model comparison, variance esti­
mator and reference distribution.
based estimator of a 2 and a corrected F distribution as the most appropriate test 
procedure. This corresponds to line ‘5’ in the upper right panel of Figure 4.22. 
As such, we conclude that there is insufficient evidence that the extra variability 
captured by the smooth latitude term reflects a nonlinear effect in latitude in the 
underlying regression surface. Note that this is true over the range of smoothing 
parameters considered.
This conclusion leads to the consideration of other possible model fits, firstly 
a univariate smooth versus a semiparametric fit, as shown in the first panel of 
Figure 4.23. Only 1 test procedure, that using a CFV statistic and a corrected F 
reference distribution, is presented since it was shown to be most favourable in 
the simulation study. In this case the results using all five estimators of cr2 are 
conclusive: there is evidence of a linear effect in latitude. The remaining panels of 
Figure 4.23 confirm this result by considering, once again, more general fits, i.e. 
additive and semiparametric. In these cases the conclusions are also unanimous 
across the different estimators of a2. Therefore, at the a = 0.05 level we clearly 
conclude that there is evidence of a nonparametric effect in longitude and a linear
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F igure  4.23. Significance traces of tests based on CFV and corrected F distri­
bution for comparisons amongst semiparametric, additive and bivariate smooth 
fits to the reef data.
effect in latitude.
Bootstrap techniques are often proposed as ‘solutions’ to problems of inference 
where standard assumptions no longer hold. In the present case, however, there is 
more than a question of a suitable reference distribution to answer. The choice of 
CFV and RSSD model comparisons remain as does the question of what estimate 
of cr2 to use. However, the bootstrap approach has been suggested by several 
referees and colleagues and therefore it will be presented here as an illustration.
Given that most uncertainty surrounds the comparison of a univariate smooth 
fit and an additive fit, this comparison will be the focus of the bootstrap simula­
tions. They proceed as follows:
1. Fit the univariate smooth model to the data
2. Fit the additive model to the data
3. Estimate cr2
4. Calculate the test statistic
5. Generate n simulated ‘errors’ from N(0 ,d2)
6. Add the simulated errors to the fitted model in 1.
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Figure 4.24. Bootstrap p-values for the ld.sm vs. 2d.am model comparison 
applied to the reef data.
7. Fit a univariate smooth and an additive model to the simulated data in 6 .
8 . Calculate test statistic from fits in 7.
9. Repeat steps 5.- 8 . 1000 times
10. Calculate the bootstrap p-value as the proportion of the 1000 simulated 
test statistics exceeding the original test statistic calculated in 4. from the 
original data.
Clearly, there are a number of open questions remaining in the procedure 
above: smoothing parameters are required in Steps 1,2 and 7; different estimators 
of o 1 could be used in Step 3; test statistics in Steps 4. and 8 . could use 
either CFV or RSSD comparisons of model fits. As in the simulation exercises, 
combinations of these settings were investigated using the bootstrap approach.
The results of these bootstrap simulations are shown in Figure 4.24. These 
correspond to jagged versions of the last column of Figure 4.22 which confirms 
that the corrected F reference is a good approximation to the unknown reference 
distribution. Apart from confirming this aspect of the test procedure, however, 
the bootstrap approach fails to guide us to which test approach leads to the 
‘correct’ conclusion.
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Before leaving the reef data it is instructive to compare the results of our 
methods with those obtained via standard S-Plus functions which fit and compare 
nonparametric models. The gam() function includes, in its scope of model fits, the 
bivariate class of models. It permits the specification of two types of smoothers, 
splines via the s() argument and nearest neighbour local linear smoothers via lo() 
(short for Cleveland and Devlin’s (1988) loess). Because of the similarities with 
the local linear approach, loess smoothers were used to fit and compare different 
nonparametric models relating longitude and latitude to the response variable.4
Figure 4.25 shows significance traces for three gam() model fits to the reef 
data. The first panel shows a comparison between a univariate nonparametric 
model in longitude and an additive model in both latitude and longitude. The 
p-values are inconclusive falling, as they do, both beneath and above the a' =  0.05 
significance level over the range of smoothing parameters considered. The second 
panel compares the same univariate fit with a semiparametric model permitting 
latitude to appear linearly. Here the conclusion is as before, i.e. there is evidence 
of an effect in latitude. The third panel compares this semiparametric fit with an 
additive fit, thereby confirming the conclusions previously reached, i.e. a linear 
effect in latitude appears sufficient.
Although the conclusions of the two approaches are the same, a comparison 
of Figures 4.22, 4.23 and 4.25 reveals some interesting differences. Firstly, the 
comparison of a univariate and an additive fit using the S-Plus functions was 
inconclusive whereas the test suggested by the simulation results clearly failed 
to reject the univariate fit. This is (in part) due to the different approaches to 
model comparisons, since the S-Pius p-values are derived from approximate F 
tests. A suitable comparison, therefore, is between the first panel of Figure 4.25 
and line ‘5’ of the lower-middle panel of Figure 4.22. Even here there are marked 
differences between the two approaches.
These differences are because the approaches differ not only with respect to 
the way they compare model fits but also in the way they construct the fits. 
For instance, the significance traces of Figure 4.25 highlight the different form of 
the smoothing parameter used in the lo() fit. The nearest neighbour definition
4The smoothing spline fits were also explored and the results (not shown here) are very 
similar to those presented here.
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F igure  4.25. Significance traces of tests using the gam() and lo() functions in 
S-Plus for comparisons amongst univariate, semiparametric and additive model 
fits to the reef data,
of ‘local’ specifies a certain proportion (‘span’) of the data to be included in the 
local model fit. A consequence is that significance traces no longer vary smoothly 
as the smoothing parameter changes but rather are prone to sudden changes as 
seen in each panel of Figure 4.25. This is an undesirable quality since ideally the 
choice of smoothing parameter should play a minor role in matters of inference. 
Sudden changes in p-values relative to changes in the smoothing parameter do 
not comply with this ideal.
Another serious consequence of this form of the smoothing parameter is that 
the nested properties of competing models are no longer guaranteed. In this cur­
rent example, for instance, when S-Plus fitted both an additive and a bivariate 
smooth model to the data using the same smoothing parameter (‘span’) in both, 
the RSS of the bivariate model were in fact greater than that of the additive fit. 
This clearly makes comparisons based on RSSD nonsensical since the F distribu­
tion is strictly nonnegative. The situation is made even more absurd by S-Plus’ 
‘solution’ to this difficulty, that is using the absolute value of RSSD in the test 
statistic, which renders the subsequent p-value misleading as well as meaningless. 
This observation is an argument against the use of nearest neighbour definitions 
of local-ness and indeed favours the use of the same smoothing parameter in the 
local linear regression comparisons. This and other advantages of the approaches
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developed in Chapter 3 and implemented in this chapter are discussed in the 
following sections.
4.5 D iscussion
Chapters 3 and 4 have described and investigated several approaches to non­
parametric model inference via comparisons of model fits. These approaches 
have included standard tests analogous to the linear parametric setting and new 
approaches inspired by the properties of the local linear regression estimates of 
the regression function.
Before considering the different approaches investigated in the simulations, 
i t ’s worthwhile highlighting several characteristics which differ from the standard 
practice. Two aspects of all of the approaches considered have been the use of 
centred smoothers and the same smoothing parameters in the model fits. Both 
of these were motivated by the asymptotic bias results which indicated that the 
biases were more likely to cancel, especially in the CFV statistic, under these 
conditions.
To illustrate the improvement offered by these approaches in a finite sample 
setting, several simulations were conducted. In each case 500 data sets were simu­
lated over uniform-random designs with 100 points using the univariate regression 
function used throughout the simulations and an error variance of 0.01. To this 
simulated data were fitted two models: a univariate smooth model and a bivari­
ate additive model. Given the results of Section 4.3.2 tests using a RSS based 
estimator of a2 with no undersmoothing and a corrected F reference distribution 
were used. Both the CFV and RSSD comparison of model fits were kept to high­
light their differences. In each case, the empirical size at the a  — 0.05 level is 
recorded at several values of the smoothing parameter values.
In the first instance, size results from a comparison involving a univariate 
smooth fit using a centred smoother were compared with equivalent results using 
an uncentred univariate smoother. A review of the asymptotic bias expressions in 
Section 3.2.4 reveals that this will introduce a difference in the asymptotic biases 
of ii2 {K)E{m"(■)). Figure 4.26 shows that the finite sample behaviour reflects 
this asymptotic result. For small values of h there is little to distinguish between
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F igure  4.26. Size traces of four tests to compare a univariate smooth and a 
bivariate additive fit. Tests ‘3’ and c4’ use centred smoothers throughout, tests 
‘1’ and ‘2 ’ use uncentred smoothers in the univariate smooth fit.
the two approaches and the empirical sizes are equivalent to the corresponding 
simulations in Section 4.3.2. As h increases beyond 0.15, however, the sizes 
of both CFV and RSSD model comparisons deteriorate rapidly, returning an 
increasing proportion of type I errors.
In practice, however, it would be most unlikely for a centred univariate 
smoother to be employed since this requires modifying the standard output of 
functions such as those in S-Plus. Indeed, the results presented in Figure 4.25 
are not based on centred smoothers but rather the default fits given by S-Plus. 
Therefore it is worth emphasising this aspect of our approaches to model com­
parisons.
The second consideration is the effect of using a different smoothing parameter 
in each of the model fits. Since the bias of the fits is a function of the smoothing 
parameter, differences in the smoothing parameters will yield differences in the 
biases which in turn will impact the performances of the tests. Figure 4.27 shows 
results obtained when the smoothing parameter used to fit the univariate smooth 
fit is held at 0.15 but the smoothing parameters used in the two dimensional
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Figure 4.27. Size traces of four tests to compare a univariate smooth and a 
bivariate additive fit. Tests ‘3’ and ‘4’ use equivalent smoothing parameters in 
the two fits. Tests ‘T and ‘2’ use a range of smoothing parameters in the additive 
fit but keep the smoothing parameters in the univariate smooth fit constant at 
0.15.
additive fit vary between 0.11 and 0.19.
In both the CFV and RSSD model comparisons there is a very marked effect 
of using different smoothing parameters, although the pattern in each is quite 
different. This difference can be understood by considering the expressions for 
the CFV and RSSD statistics presented in Equations 4.3 and 4.4 respectively.
In the CFV statistic the biases of the two fits appear in the form (b^ — 
t>F)T(b/? — b /?). Hence any difference in the model biases will always appear 
as a positive term in the CFV statistic, thereby inflating its value, and hence 
reducing the associated p-value. This is why departures either side of the null 
model smoothing parameter induce increased sizes.
For the RSSD statistic the bias terms appear as b7Rb R — b£b/r and therefore 
the relative size of the bias terms determines the direction of the impact on the 
value of the test statistic. Smaller values of smoothing parameters in the full 
model, relative to those used to fit the null model, will cause an increase in the 
RSSD statistic and vice versa. This explains the shape of the RSSD test lines in 
Figure 4.27.
In practice, the use of automatic smoothing parameter selection methods may
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lead to the use of different smoothing parameters. These choices may indeed opti­
mise certain properties of the fits for the purposes of estimation but this illus­
tration has demonstrated that, for purposes of inference, equivalent smoothing 
parameters are preferable.
An interesting consequence of this behaviour is that it calls into question 
methods of smoothing parameter selection based on model comparisons. Authors 
such as Cleveland & Devlin (1988) and Hastie & Tibshirani (1990) suggest the 
use of model comparisons of the type considered here but between two model fits 
of the same class (eg. both univariate smooths) each using a different value of 
the smoothing parameter(s). The result of the test is used to determine whether 
the increased complexity of the model with the smaller smoothing parameter is 
warranted by its improvement to the fit of the data. However, this illustration 
has shown that care must be taken in this setting since the properties of the tests 
may be corrupted by the differences in the biases of the model fits.
The importance of using centred smoothers and equivalent smoothing param­
eters has therefore been illustrated. These approaches were used throughout the 
simulations, although there is nothing in the research literature which emphasises 
this approach to model comparisons.
The simulations themselves have brought many important factors regarding 
the merits of different approaches to model comparisons to light. There is evi­
dence, for instance, that a CFV test statistic is a sensible approach to model 
comparison, offering substantial improvements in the consistency of the empiri­
cal sizes in some settings and never returning significantly worse results in others. 
The two-moment corrected F distribution was also observed to work well, signif­
icantly better than the uncorrected F and at least as well as the distribution 
derived from the properties of a quadratic form. The appropriateness of this dis­
tribution was further confirmed by the bootstrap simulations applied to the reef 
data.
One of the most significant insights these results have provided is into the 
consequences of different designs on the test procedures. In the case of regular 
grids, it was noted that the asymptotic results concerning the bias of local linear 
fits hold for small samples. This accounts for the simulation results which showed 
that the use of an accurate estimate of a2 was of supreme importance. This was
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borne out by both the results using the exact (true) value of a 2 (Section 4.2.1) 
and the results using a number of different estimators of a2 (Section 4.2.2). In 
the former case as long as a ‘corrected’ reference distribution was consulted the 
size results were consistent. In the latter case, the difference based estimator of 
a2 was the preferred approach, followed closely by an undersmoothed RSS based 
estimator. Therefore the recommended approach to model comparisons when the 
data is observed over a regular grid is to use a CFV test statistic with a difference 
based estimator of a2 and a two moment corrected F reference distribution.
In the case of the random design, marked differences were observed from the 
regular grid setting, due to the extra presence of finite sample bias in the test 
statistics. The key factor remained the estimation of a2, however the use of the 
most accurate estimator did not guarantee a good test performance. Indeed, in 
the simulations where the true value was used (Section 4.3.1) the empirical sizes 
were inconsistent for most of the settings used and indeed were inappropriate at 
all settings for certain model comparisons.
Fortunately, in the more realistic scenario of using an estimate of o2 in the 
model comparisons, some approaches returned consistent results. Most inter­
estingly the ‘small bias’, i.e. difference based and undersmoothed RSS based, 
estimators of a2 did not yield the best results. Indeed the best approach in 
nearly all comparisons was a CFV test statistic using an RSS based estimator 
of a 2 from the full model fit used to define CFV and a corrected F distribution. 
This was true over a range of smoothing parameters.
This can be understood, once again, by considering the finite sample bias 
which enters the test statistic. It was noted in Section 4.3 that over random 
designs, the finite sample biases of the model fits do not cancel exactly. Therefore 
bias is present in the numerator and this increases with the smoothing parameter. 
Minimising the bias in the denominator by estimating a2 (using difference based 
methods or using the RSS from undersmoothing the full model fit) does not 
therefore enhance the test statistics’ distributional properties. Rather, the results 
indicate that there is a ‘balancing’ effect between the bias of the CFV statistic and 
the bias of the standard RSS a2 estimator which yields a test with an accessible 
reference distribution when the null hypothesis is true.
Lastly, the simulations have shown that in the presence of low to moderate
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correlation amongst the covariates, the results from the independent covariate 
setting can be used to guide the approach to model inference. The exception 
to this is a comparison of the most general models: a bivariate additive and a 
bivariate smooth. Comparisons amongst such fits are very sensitive to a lack of 
independence amongst the covariates. Even so, tests using an undersmoothed 
estimate of a2 returned consistent results even at a reasonably high level of cor­
relation.
In summary, the simulations reported in this chapter have shown the use­
fulness of tests based on a statistic which compares and measures discrepancies 
of model fits directly. It has also been seen that the appropriate choice of an 
estimator of a2 is dependent on the distribution of the design space. Minimum 
bias estimators are favoured in the regular grid setting, whereas estimators based 
on the fit used in the model comparison perform better with random designs. A 
two-moment corrected F distribution was found to perform well and owing to its 
accessibility it is the recommended reference distribution. Chapter 5 will build on 
these findings by extending these methods to models with an unlimited number 
of covariates.
C hapter 5
Inference B eyond Two 
Covariates: Sem iparam etric  
A dditive M odels
5.1 Introduction: M odels Under C onsideration
The previous chapter focused on methods of inference amongst a restricted class 
of models. These involved at most two covariates, appearing either as linear or 
smooth terms. In this chapter we shall examine inference amongst a class of 
models which is a natural extension beyond two covariates.
All of the models considered in this chapter are semiparametric in that they 
comprise two components: one linear the other nonparametric. The linear com­
ponent of the models may involve any number of terms. The smooth component, 
however, is limited to a maximum of two dimensions, appearing either additively 
or in a single bivariate smooth function. In this way, they extend the models of 
the previous chapter by allowing for any number of linear terms.
The terminology ‘Semiparametric Additive Models’ (SAMs) was introduced 
by Opsomer and Ruppert (1999) to describe models with an unlimited number of 
linear and univariate smooth terms combining additivety. This terminology is also 
used here, although with the important distinction that at most two predictors 
appear nonparametrically. Models which belong to our SAM class have one of
155
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the following forms:
L inear
y =  Z/3 +  e (5.1)
U nivariate-S A M
y =  m !(xl) -f Z/3 + £  (5.2)
A dditive-SA M
y =  m i(x l) +  m2(x2) +  Z/3 £ (5.3)
B ivariate-SA M
y =  m (x l,x2 ) +  Z/3 -fie (5,4)
where y is an n-vector of responses, x l  & x2 are n-vectors of covariates, Z is an
n x (p +  1) matrix consisting of one column of I ’s and p columns of covariate n-
vectors ( z l , . . . ,  zp), j3 is a (p +  l)-vector of unknown constants /30, A , • • •, Pp, £ 
is an n-vector of N(0,<r2) error terms. The functions m  represent nonparametric 
components, where ?7ii(') and m2(-) are smooth functions in one dimension and 
?Ti(-,-) defines a two dimensional smooth surface. Note that the ‘prefix’ in the 
terminology refers to the nonparametric component1.
The motivation for considering such models is that they offer extra versatility 
yet retain attractive properties useful for inference. The unlimited number of lin­
ear terms is an attractive feature which extends the scope of their applicability to 
many practical problems. For instance, multiple regression may concentrate on 
a set of covariates in the presence of one or two ‘nuisance’ variables, the form of 
whose influence on the response is not directly relevant. These models allow for 
the inclusion of such variables as nonparametric components in three forms (uni­
variate, additive, bivariate), which progressively admit greater flexibility, thereby 
potentially yielding a parsimonious model.
In addition to their applicability, these models have the attractive property 
that explicit definitions of the model fits exist in each case. As in Chapter 3,
1The ‘Univariate SAM1 is more commonly known as a partial linear model in the literature, 
however, the ‘SAM’ terminology highlights the differences between the forms considered here.
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the backfitting algorithm can be used to estimate the unknown parameters and 
functions using simple least squares and local linear smoothers. Hence, expres­
sions for the asymptotic bias of these fits can be derived. The forms of these 
expressions suggest ways in which methods of inference can proceed.
It is possible to derive recursive expressions for the estimates from the general 
class of SAMs (unlimited number of nonparametric components), as described 
by Opsomer (1999). However, direct computation of the model fits using these 
expressions is much less efficient than via the iterative scheme of the backfitting 
algorithm. Furthermore, asymptotic bias expressions could be derived from these, 
but since these too would be recursive and indeed quite complicated, we shall 
restrict attention to the class defined above.
Before proceeding, however, it is worth noting other generalisations which 
combine both linear and nonparametric terms. Single index models combine these 
two components by fitting a nonparametric curve using a linear combination of 
all the covariates. That is, the dimensionality problem is overcome by reducing 
the p covariates to a single predictor. This requires the estimation of p coeffi­
cients to perform the linear transformation and an estimate of the nonparametric 
curve. Hardle, Hall and Ichimura (1993) consider the use of the Nadaraya-Watson 
estimator (see Section 1.2.1) but any smoother could be used.
An extension of this model is the partially linear single index model which 
allows covariates to also enter linearly outside the nonparametric term. Carroll 
et al. (1997) generalized this model by allowing for non-normal error distribu­
tions and non-identity link functions. Hence, 'Generalized Partially Linear Single 
Index Models’ (GPLSIMS) relate the response variable Y  and multidimensional 
covariates X  and Z  by
^{^(y|JL =  x, Z  =  z)} =  m{ct r x) 4- (3 Tz
where g is the known link function, m(-) is an unknown smooth univariate func­
tion, and a. and (3 are unknown parameter vectors. The distribution of the 
responses (with conditional means defined by the model above) can be any belong­
ing to the exponential family of distributions. The authors use maximum quasi­
likelihood (McCullagh and Nelder, 1989) together with local linear regression to
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estimate the unknown quantities.
Severini & Staniswalis (1994) describe the properties of fits from a class of 
semiparametric models which includes the bivariate-SAM. The class is similar in 
form and generality to GPLSIMs the difference being that the single nonpara­
metric term is a surface smoother. Their approach is based on the concept of 
‘generalized profile likelihood’ (Severini and Wong (1992)) and they employ ker­
nel (local constant) regression to estimate the nonparametric component. They 
note the undesirable boundary bias properties of this method and suggest local 
linear regression as a solution, but instead choose a trimming algorithm which 
essentially only uses interior design points to fit the model.
Essentially, SAMs differ from each of these in that they allow more than 
one nonparametric term to enter the model. In terms of their ‘coverage’ they 
lie between GPLSIMs and Quasi-likelihood Semiparametric Models of Severini 
and Staniswalis (1994). We do not consider ‘generalisations’ (in the GLM sense) 
here since, as noted earlier, this requires iterative fitting which complicates the 
properties of the estimates. SAMs are favoured here because they occupy a 
‘middle ground’ and because their properties are conducive to inference, as the 
following section will show.
5.2 D efining th e F itted  Values and Bias
Chapter 3 showed that each of the models in the bivariate class considered there 
had explicit solutions to the backfitting algorithm and therefore did not require 
iterative methods for estimation. In this chapter we shall extend this result by 
defining explicitly the fitted values of each form of the the SAMs introduced in 
Section 5.1. These results exist for any number of linear terms included in the 
model.
In order to define the fits of each model explicitly, consider a general form of 
the models under investigation in this chapter:
y =  M (x l, x2) -1- Z/3 +  e ,
where M (x l,x 2 ) is an n-vector of one of the three nonparametric components
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described earlier, evaluated at the design points. That is,
U nivariate-S A M  M  (x l, x2) =  mi  (xl)
A dditive-SA M  M (x l,x 2 ) =  m i(x l) +  ?n2(x:2)
B ivariate-SA M  M (x l,x 2 ) =  m (x l,x2)
Consider, first, the task of obtaining estimates of the linear parameters con­
tained in (3 . If the nonparametric component was not present, the least squares 
fit to the data would return fitted values y — Z/3 =  H y =  Z(Z:rZ)_1Zr y. 
Thus, the linear component has associated with it a projection matrix, H  =  
Z(ZTZ)~1ZT, which is just a special type of a smoothing matrix.
A more familiar type of smoothing matrix, S say, is associated with the non­
parametric component. Section 3.2 defined the smoothing matrices corresponding 
to a local linear fit for each of the nonparametric components described here. If 
the linear component was not present, then the fitted values of the nonparametric 
component using a linear smoother would be given by M (x l, x2) =  Sy. Although 
we will continue to employ local linear smoothing the following expressions for 
model fits hold for any linear smoother.
Clearly though, both components are present and need to be estimated simul­
taneously. Several estimators have been proposed in the setting of a single univari­
ate nonparametric term, sometimes called partial linear models in the literature. 
Initial approaches, see Engle et al. (1986) and Shiau et al. (1986), used penalised 
least squares to estimate both components. The term ‘partial smoothing spline’, 
introduced bj^  Wahba (1984) to describe the estimate of the nonparametric com­
ponent, reflects the cubic smoothing spline solution to one form of this approach. 
Green et al (1985) suggest replacing the smoothing matrix equivalent to spline 
smoothing in Wahba’s treatment with an arbitrary linear scatterplot smoother, 
our S introduced above.
It can be shown, through a parameterisation of the nonparametric component 
(Speckman 1988, Section 3), that one set of defining equations is
0  = ( Z T( I - S ) Z ) - 1ZT( I - S ) y  (5.5)
m  =  S(y -  Z0 ). (5.6)
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Combining these two estimators, it is clear that the smoothing matrix Ss p  which 
yields the fitted values of the entire model (not just its components), i.e. y — 
S s p y  is
SSP =  S(I -  Z(ZT(I -  S )Z ) -1Zr (I -  S)) +  (ZT(I -  S)Z)“ 1Zr (I -  S). (5.7)
It turns out that these estimators correspond to solutions to the backfitting 
algorithm. To see this, recall that in the semiparametric context, backfitting 
proceeds by iteratively smoothing and updating the partial residuals relative to 
the two components, in the following way:
initialise 0  =  (y, fi[°\  • • •, /^0))T
estimate the nonparametric component M (xl,x2)  =  S(y — Z/3 )
estimate the parametric component/3 =  H (y—M (xl,x2))  =  Z ( Z T Z ) ~ 1Z T ( y — 
M (xl, x2))
repeat steps 2. and 3. until the estimates don’t change
Since there are only two steps which are repeated, explicit solutions for 
M (x l,x 2 ) and (3 exist, namely 5.5 and 5.6 above. These estimators taken 
together will henceforth be known as the backfitting estimator.
Often when these results are presented, as in Hastie & Tibshirani (1990, pp. 
118), it is assumed implicitly that matrix S, and therefore the nonparametric 
component, consists of a single univariate nonparametric term. However, as 
Hastie & Tibshirani (1990, pp. 115) note and Speckman’s (1988) notation makes 
clear, the result is general, allowing for different types of smoothers (although they 
must be linear) and indeed smoothers based on any number of covariates. Since 
the three forms of M(-, •) each have an explicit fit, they also have an associated 
smoothing matrix. Substituting these matrices into Equation 5.7 yields explicit 
fits for each of the models under investigation in this chapter.
It is worth noting here that alternate forms of estimators for partial linear 
models have been suggested. Prompted by results of Rice (1986) highlighting
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an unattractive bias property of 0  above when correlated covariates are used, 
Speclcman (1988) proposed an alternate method motivated by partial regression 
plots. The approach is to form partial residual vectors adjusting for x l ,  say, by 
defining y =  (I — S)y and Z =  (I — S)Z. By analogy with ordinary least squares, 
the estimators become:
P s p k  =  ( Z ‘r Z ) - 1 2 ^ ' y  =  (Zr (I -  S)T(I -  S)Z)“ 1Zr (I -  S)r (I -  S)y (5.8)
m SPK = S ( Y SPK). (5.9)
Speckman (1988) identifies two instances where the estimators 5.8 and 5.9 
perform better (in terms of asymptotic bias of (3 ) than estimators 5.5 and 5.6. 
The first is where the nonparametric covariates X  and the parametric covariates 
Z  are correlated. The second is when the smoothing parameter is chosen via 
cross-validation.
In defence of the use of Equations 5.5 and 5.6, however, Opsomer and Ruppert 
(1999) considered the backfitting estimator in the specific context of local linear 
regression. They proposed an alternate method of smoothing parameter selec­
tion which yielded parameter estimates with properties equivalent to those via 
Speckman’s methods. Given this result together with the property that the back- 
fitting paradigm extends easily to more than one nonparametric term, leads us to 
only consider the backfitting estimator in this chapter. The effect of correlated 
covariates is reflected clearly in the expressions for asymptotic bias presented in 
Sections 5.2.1- 5.2.3.
Given explicit definitions, properties such as the finite sample bias and covari­
ance matrix of the estimators follow directly, namely
Bias(y) =  SspM (xl,x2) — M (xl,x2)
cov(y) =  a 2S SPS^P.
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From these definitions, the bias can be expressed in terms of the two compo­
nent biases, labelled (1) and (2) here:
E { y  -  y) =  E(Z/3  +  M (xl, x2 ))  — Z/3 — M (xl,x2)
=  E(Z0  + S(y — Z/3 )) — Z/3 — M (xl,x2)
-  ZE{0  ) +  S(Z(3 +  M (xl, x2) -  ZE{0 )) -  Z/3 -  M(x 1, x2)
=  (I — S)Z (E(/3 ) — /3 ) 4- S M (x l, x2) -  M (x l,  x 2 ) . (5.10)
  y v v" ^
1 2
Asymptotic expressions for these component biases will be presented for each of 
the models in Sections 5.2.1-5.2.3 below.
5.2.1 U nivariate SA M
Recall the results of Section 3.2.5 for the semiparametric model with a single 
smooth covariate and a single linear covariate. The difference between this model 
and the models under consideration here is that the number of linear terms is 
no longer restricted. Changing the notation of Section 3.2.5 slightly, the model 
becomes Equation 5.2. Similarly altering the notation of Equation 3.4 yields an 
expression for the asymptotic bias of /3 in this setting:
E(J3 -  P |x l,Z )  =  - f P F l h^E{vav{Zi \X l i) ) -1cov(7,i ,m " { X l i)) + ov(h2).
Since there is only one nonparametric term, the smoothing matrix associated 
with this term is the centred version of a univariate local linear smoothing matrix 
as described in Section 3.2.4. The use of a centred version reflects the inclusion 
of an ‘intercept’ term in the parametric component. This form is adopted to 
aid model comparison amongst the class of SAMs. The asymptotic bias of this 
component is presented in Section 3.2.4. Combining the two component biases 
yields the following expression for the asymptotic bias of a univariate-SAM fit 
using local linear regression:
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E ( Y ( X l i , Z i) - Y ( X l i , Z i)) «  h2^ K ) {m"(jyi.) -  E ( m " ( X  1;))
~ Je(var(Zi|X l^))_1cov(Zi)m//(X li))} .
It follows that the asymptotic bias of this model fit when the covariates are 
independent is given by:
E ( Y ( X 1 U Zi) -  Y ( X l t , Zi)) =  ( m"( XU)  -  E ( m " { X  1)))
Note especially the property that the asymptotic bias of the nonparametric 
component is as if the linear component was known. This property applies to 
any number of linear terms.
5.2 .2  A d d itive  SA M
In the case of the model E(y) =  ?rq(xl) +  m2(x2) +  Z/3 the method of fitting
proceeds as above (Equations 5.5 & 5.6) using the explicit definition of a bivari-
ate additive model smoothing matrix defined in Section 3.2.6, Sa m  say. The 
two components of the additive model, m i(x l) and 77i2(x2), can be estimated 
separately as:
m i(x l) = {I -  (I -  SlS2) - 1(I -  S 0}(y  -  Z/3 )
m2(x2) =  {I -  (I -  SjSO-^I -  S2)}(y -  Z/8 ).
where Si & S2 are the centred univariate smoothing matrices with respect to x l  
and x2 respectively.
Opsomer & Ruppert (1999) is the only known treatment of the asymptotic 
properties of such a model fit and fortunately they use local linear regression. 
They point out that the approaches of Speckman (1988) and Carroll et al. (1997) 
do not generalise easily to the case where there is more than one nonparametric 
term entering additively. This supports their use (and indeed our own) of the 
backfitting paradigm to fit the model.
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Opsomer & Ruppert (1999) only present the leading terms of the conditional 
bias and variance of the parameter estimates. In justifying the decision not 
to present explicit expressions of asymptotic bias they explain (pp. 7) ‘these 
expressions would be recursive as well as very complicated’. Although this is 
indeed true when there are more than two nonparametric additive terms, the 
case of two does lead to explicit expressions, as indeed the authors themselves 
imply in the previous paragraph where they acknowledge Hastie and Tibshirani 
(1990) as a source of explicit expressions for the fits.
Here we derive explicit definitions of the conditional asymptotic bias of the 
Additive-SAM, using arguments appearing in the proof of Opsomer and Rup- 
pert’s (1999) expressions for the Univariate-SAM. Recall that Equation 5.10 
showed that the overall bias of these semiparametric fits is the sum of biases 
of the parametric and nonparametric component individually.
Consider first the semiparametric component’s bias, i.e.
E(0  |Z ,x l , x 2 ) - / 3  =  (ZT( I - S AM)Z)-'Z'r ( I - S XM) £ : ( y |Z .x l ,x 2 ) - ;8
= (ZT(I -  Sam)Z)"1Zt (I -  Sam)(M(x1 ,x2) +  Z/3 ) -  /3 
=  (ZT(I -  Saw)Z)-1Zt (I -  SAM)(m!(xl) +  m2(x2))
I - - , .  _Zr (I -  S AM)Z  - Z T(I -  S AM) { m i (xl) +  m2(x2)).
Consider first,
—Z T (I -  S AM)Z =  - Z TZ -  ~ z t s a m z .n n n
By analog}^ with the proof of Theorem of 2.1 in Ruppert and Wand (1994),
\ z t s a m z  =  t y ^ z ^ x i ^ L -
?;=i j = i
«  E ( Z , E ( Z f \ X l i , X 2 i)) (5.11)
where Zi is the ith row of Z and [5xiilx2i]j is the j th  element of the ith row of
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S a m , the notation indicating that the smoothing matrix returns fitted values at 
the n observed design points. Hence,
H z t (I -  S^M) z i  =  (J5(Zi(Zi -  E ( Z i \ X l i ,  X 2 i ) ) T) )~l +  ov (h2)
=  var(Z i|X li,X 2i)_1 +  ov{h2).
The second component, ^ZT(I — Sam)(wh(x1) +  m2(x2)), involves the bias 
of an additive model fit, described at length in Section 3.2.6. If the covariates 
X I and X2 are independent then
h2
(I -  SAM)(m i(x l) +  m2(x2)) «  y ^ 2(^ i)(m "(x l) -  E(m'{{-)))  +
^ 2( I f2)(m "(x 2 ) -  £ K ( - ) ) ) -
Hence,
i z T(I -  S/4M)(m 1(x l) +  m2(x2)) «  ^ p 2{K1)E{7JiiiT[{Xli) -  ZiE(m"(-)) )  +
77/ / j
^ / J2(/<2)£;(Zim"(X2i) -  ZiE(m"(- ) ) )
Noting that E (Z im l (X li})  — = cov(Zi, m ^X l*)) and combining
the two components yields:
E ( 0  |Z ,x l,x 2 )  -  f3 rs var(Zi |X li,X 2i)_1 ^ h .jtl2( /f1)c0v(z iim" (x i i))+
^M2(^2)cov(Zilm ''(X2i))^
If we further assume that independence extends to all the covariates, i.e. 
Z 1, . . . ,  Zp, XI ,  X2, then the bias of the parametric component disappears leav­
ing only the bias associated with the nonparametric term (Equation 5.10), i.e.
E( y \ Z ,  x l ,  x2) =  E(mi(x,X)  +  m2(x2)|Z ,xl,x2) — m i(xl) — m2(x2).
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which is the bias of an additive model fit, familiar from Section 3.2.6.
5.2 .3  B ivariate SA M
Fitting the model E(y)  =  m (x l,x 2 ) +  Z/3 requires the smoothing matrix, Sbs 
say, of a local linear bivariate smooth described in Section 3.2.7. The fitted values 
of the bivariate-SAM are then calculated using Equation 5.7.
Expressions for the asymptotic bias of this model fit are derived using the 
same strategy as in Section 5.2.2. For this model, clearly S AM is replaced by 
Sbs and consequently in Equation 5.11 is the j th element of the i th
row of Sbs. The properties of the local linear bivariate smoother, as described 
in Ruppert and Wand (1994) and summarised in Section 3.2.7, lead to
( l z r ( I - S s s )Z) - 1 «  (E(Zi(Zi - E { Z i\X l i ,X 2 i) f ) ) - 1
77/
=  var(Zi|Xl;, X2i)~1
and
(I -  SjB5)(?ri(xl,x2)) «  ■
Hence,
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Combining these results give an asymptotic approximation for the bias of the 
parameter estimate as:
As before, independence amongst the covariates leads to the bias of the para­
metric component disappearing leaving only the bias associated with the non­
parametric term (Equation 5.10), i.e.
jS(y|Z, x l ,  x2) =  £ ’(?A (xl,x2)|Z ,xl,x2) — m (x l,x 2 ).
els. For each model, the bias comprised two components, the bias of the param­
eter estimates and the bias of the nonparametric component fit. In each case 
the former term involved the covariance of the linear covariates with the second 
derivative of the underlying regression function and the conditional variance of 
the linear covariates conditional on the nonparametric covariates observed values. 
Hence, dependency between the covariates impacts on the asymptotic bias of the 
parameter estimates and thus the entire model fit.
If, however, the covariates were independent, then in each case it was observed 
that the asymptotic bias of the model fit reduced to the bias associated with the 
nonparametric term only. The three forms of the nonparametric term were well 
documented in Chapter 3 and we therefore propose to use the attractive ‘can­
celling’ properties of these biases to propose and investigate methods of inference
h 22cov I Z.
which is the bias of a bivariate smooth model fit, familiar from Section 3.2.7.
5.2 .4  Sum m ary
This section has presented the asymptotic bias results for the SAM class of mod-
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amongst this extended class when the covariates are independent in the next 
section.
5.3 M odel Com parisons
The previous section has highlighted similarities between the class of models 
described in this chapter and the class considered extensively in Chapter 3, 
namely:
o explicit fits using smoothing matrices exist and are computationally feasi­
ble;
o under certain conditions, asymptotic bias results indicate the potential for 
biases to cancel.
These properties suggest that the methods of inference described in Chapter 
3 may be appropriate for use in this setting. The extension of the methodology 
described in Section 3.5 is straightforward since all the information necessary 
to compare models is contained within the smoothing matrices which yield the 
model fits to be compared.
One difference between methods of inference for the bivariate class of Chapter 
3 and the extended class here is that RSS based estimators of error variance must 
be used rather than difference based methods. Chapter 2 described extensions 
of difference based estimators of a2 from the univariate setting to the bivariate 
setting. In the current setting though, the number of covariates is limitless and 
therefore to generalise these results for use here would require difference based 
techniques that accommodate an unlimited number of covariates. This is not a 
feasible approach since we have already seen how quickly concepts such as local 
neighbourhood and neighbouring points become complicated as the dimensions 
increase. Fortunately the advantage of RSS based estimators is that they do gen­
eralise easily. This decision is also supported by the results of the simulations in 
Chapter 4 which showed that, when used with an appropriate level of smoothing, 
RSS based estimators performed well in all settings.
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Another difference between this setting and that of Chapter 3 also relates 
to the increased number of potential covariates. As more covariates enter the 
models, more data are required to make sensible estimates of the underlying 
regression function. Furthermore, since the methods of estimation and inference 
rely heavily on matrix manipulations the number of observations to be processed 
is a serious consideration. For instance, a sample size of 100 in a bivariate set­
ting corresponds to a sample size of 1000 with three covariates, 10000 with four 
and so on. This is a consequence of the ‘curse of dimensionality’ and although 
SAMs partially counter this via their additive nature, more data is required the 
greater the number of parameters that are included in the model. This raises 
serious questions concerning the computational costs of performing model infer­
ence, especially when simulation studies are the prime vehicle by which methods 
are assessed.
Methods of inference via model comparisons based on RSSD and CFV com­
parisons of fitted values are explored in the next section. Three model compar­
isons are investigated, namely:
1. linear vs. univariate SAM
2. univariate SAM vs. additive SAM
3. additive SAM vs. bivariate SAM
In each case three covariates enter the model and the comparisons define a 
natural progression from the most restrictive to the most complex model. Exten­
sions beyond three covariates involve extra linear terms and therefore will show 
similar behaviour to those considered here.
Simulated data over both regular grid and uniform-random designs are used 
to examine the tests’ performances. In the case of the regular grid designs the 
smoothing matrices (and associated terms) need only be calculated once for each 
model comparison and therefore a variety of settings and scenarios is considered. 
Since the random designs require substantially more computational resources the 
simulations focus on a selection of settings which highlight the properties of the 
different test approaches in this context.
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5.4 Sim ulation Study
The regression functions M (X  1, X2) +  Z/3 corresponding to each of these models 
and used to simulate data, are:
linear: X 1 +  X 2  +  Z/2
univariate SAM: 1 +  A l — 0.75 exp(-0.5(X l — 0.5)2/ 0.01) +  Z/2
additive SAM: 2 + X1  + X 2 -  0.75 exp(-0 .5(X l -  0.5)70.01)+
0.75 exp(—0.5(X2 -  0.5)70.01) +  Z/2 
bivariate SAM: X 2  — A l  + ^ (A l,  X 2 ,0.3,0.3,0.1, 0.1,0) —
T(A1, X2> 0.7,0.7,0.1,0.1, 0) +  Z/2
where T(a;i, x 2, /+, ^ 2, cy, <72, p) denotes the probability density function of a bivari­
ate normal distribution. Each regression function is scaled such that the range 
of values over [0, l]2 is 1 before random noise is added.
As with previous simulation studies, a variety of data conditions and test 
approaches will be considered. These are listed in Table 5.1. Note that in addition 
to considering the sample size and error variance effects, tests proceed using 
a range of smoothing parameters. In some instances the true value of a2 is 
used in the test procedure. This examines the behaviour of the comparison of 
model fit statistics apart from the effect of estimating a2. The inclusion of RSS 
estimators of tx2, using both the full model fit used in the model comparisons and 
an undersmoothed {h/2) version, examine the realistic scenario of an unknown 
a2.
5.4.1 R egular grid designs  
Size results
Empirical sizes at the a = 0.05 level for each test and setup are presented in Fig­
ures 5.1-5.2. The data were simulated from the regression function corresponding 
to the reduced model in each case. As previously, a 99% confidence interval based 
on the Bi(500,0.05) distribution is shown to help assess how consistent the empir­
ical sizes are with the specified significance level.
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F igure  5.1. Empirical sizes, each based on 500 simulated data sets over regular 
grid designs. Model comparison tests use the known value of a2. Legend (Model 
comparison/Ref. Distn.): 1-CFV/QF; 2-CFV/x2; 3-CFV/x2.corr; 4-RSSD/QF; 
5-RSSD/x2; 6-RSSD/x2.corr.
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F igu re  5.2. Empirical sizes, each based on 500 simulated data sets over regular 
grid designs. Legend for test approaches (Model comparison/Ref. Distn./cr2): 
1-CFV/F/RSS; 2-RSSD/F/RSS; 3-CFV/F/RSS(us); 4-RSSD/F/RSS(us); 
5-CFV/F.cor/RSS; 6-RSSD/F.cor/RSS; 7-CFV/F.cor/RSS(us); 8- 
RSSD/F.cor/RSS(us).
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Table 5.1. Settings and test approaches investigated via a simulation study the 
results of which are shown in Figures 5.1 & 5.2
Data conditions
design space regular grid over [0, l]3
design space uniform-random over [0,1]3
sample size 343 (73) design points
512 (83) design points (grid only)
error distribution Normal (zero mean)
error variance 0.01
0.04
number of simulations 500 - regular
250 - random
Test approaches
model comparisons Linear vs. Uni. SAM
Uni. SAM vs. Add. SAM
Add. SAM vs. Biv. SAM
smoothing parameter 0.1, 0.14, 0.18, 0.22, 0.26 (n=343)
0.05, 0.1, 0.15, 0.2, 0.25 (n=512)
variance estimator NONE (true value used)
RSS based (inch undersmoothing)
comparisons of model fits RSSD and CFV
reference distribution F1, corrected F
Figure 5.1 shows results when the true value of a2 is used in the test proce­
dures. In most cases both the RSSD and the CFV tests return consistent results. 
The only exception is when an (uncorrected) x 2 distribution is used to calculate 
the p-value, in which case the sizes are two low, i.e. conservative tests.
Figure 5.2 shows the results when a2 is estimated from the full model fit. From 
these results there is clear evidence that undersmoothing the full model fit to esti­
mate a2 and using a corrected F reference distribution is the best way to proceed, 
since this is the approach which returns the most consistent results. Problems do 
arise, however, with this approach when too big a smoothing parameter is used 
(especially at the smaller sample size) since the bias related deterioration in the 
methods is proportional to the smoothing parameter used. Despite this inevitable 
deterioration, the approach is consistent over a range of smoothing parameters,
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indeed nearly all of the values considered here with sample size of 512.
The next best approach of undersmoothed a1 with an uncorrected F reference 
distribution reveals that the estimation of a2 is the crucial factor in this setting. 
Other comparisons reveal that the CFV approach is more able to minimise the 
effect of the increasing bias at higher values of h than the RSSD comparison 
which is consistent with the asymptotic results for these fits.
Power results
Power results for the CFV h  RSSD comparisons with an undersmoothed RSS 
based estimator of a2 using a corrected F reference distribution are shown in 
Table 5.2. These approaches were investigated for power since they returned 
the most consistent size results. In each model comparison the same regression 
functions as those used above were employed but the level of error variance was 
adjusted to return informative powers, i.e. away from the two extremes of zero 
and one.
The power results show that there is a tendency for the RSSD comparisons to 
have slightly higher power than the equivalent CFV comparisons with a maximum 
difference of 15%. The trend as the smoothing parameter increases is that the 
power of tests decrease with the exception of the ‘linear vs. univariate SAM’ 
comparison. This reflects the lack of bias in the fits when the regression function 
is linear.
5.4.2 R and om  designs
Given the computational effort required to simulate test results over random 
designs, 250 data sets of sample size n=343 are considered here. The other 
settings, as listed in 5.1, are used here.
Size results
Figure 5.3 shows the results of 250 simulations which explore the size of the tests 
over random designs. The plots show that the best approaches use either CFV 
or RSSD comparisons with an RSS based estimator of o2 (not undersmoothed)
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Table 5.2. Power results for the CFV & RSSD comparisons with an under­
smoothed RSS based estimator of a2 using a corrected F reference distribution. 
The data settings are as shown in Table 5.1 with the exception of the error vari- 
ance which are stated here.______
R ed. M odel Full M odel CT h n= 343 n= 512
CFV RSS CFV RSS
Linear Uni. SAM 1.0 0.10 0.410 0.448 0.560 0.594
Linear Uni. SAM 1.0 0.14 0.346 0.432 0.520 0.600
Linear Uni. SAM 1.0 0.18 0.340 0.418 0.514 0.600
Linear Uni. SAM 1.0 0.22 0.366 0.398 0.548 0.578
Linear Uni. SAM 1.0 0.26 0.398 0.376 0.576 0.568
Uni. SAM Add. SAM 0.1 0.10 0.746 0.816 0.890 0.920
Uni. SAM Add. SAM 0.1 0.14 0.640 0.794 0.832 0.910
Uni. SAM Add. SAM 0.1 0.18 0.594 0.708 0.788 0.880
Uni. SAM Add. SAM 0.1 0.22 0.584 0.618 0.794 0.844
Uni. SAM Add. SAM 0.1 0.26 0.584 0.564 0.806 0.788
Add. SAM Biv. SAM 0.2 0.10 0.498 0.580 0.680 0.784
Add. SAM Biv. SAM 0.2 0.14 0.362 0.500 0.558 0.704
Add. SAM Biv. SAM 0.2 0.18 0.276 0.378 0.434 0.588
Add. SAM Biv. SAM 0.2 0.22 0.198 0.308 0.336 0.476
Add. SAM Biv. SAM 0.2 0.26 0.170 0.260 0.246 0.424
and referenced to a corrected F distribution. The trends are reminiscent of com­
parable plots in Figure 4.17, which investigated model comparisons amongst the 
bivariate class over random designs. In the case of a linear regression function, 
the performance is consistently good over the range of smoothing parameters 
for both the corrected and uncorrected F distribution. The Uni. SAM versus 
Add. SAM comparison is consistent throughout the range of smoothing param­
eters when the corrected distribution is employed. The comparison of an Add. 
SAM fit versus a Biv. SAM fit proves also to be the most challenging, returning 
consistent results only at the smallest smoothing parameter values.
Of particular interest, however, is the effect of undersmoothing the full model 
fit to obtain a2. In all of the previous results it has been noted that the effect of 
undersmoothing is to reduce the bias in a2 which therefore inflates the value of 
the model comparison test statistic which in turn increases its empirical sizes in
em
pi
ri
ca
l 
si
ze
CHAPTER 5. INFERENCE & SEMIPARAMETRIC MODELS 176
linear vs. uni.sp uni.sp vs. add.sp add.sp vs. bi.sp
o
o
o
o
o
o
sm oothing param eter
d
o
o
coo
o
o
o
Qd
o
o
o
1 —  RSSD-F-RSS
2 RSSD-Fc*RSS
3 -  -  CFV-F-RSS  
A —  CFV-Fc-RSS
5 —  RSSD-F-RSSus
6 R S S D -F o R S S u s
7 —  CFV-F-RSSus
8 ■ CFV -Fc-R SSus
o
COO
d
d
q
d
O
sm oothing parameter
F igure  5.3. Empirical sizes, each based on 250 simulated data sets over uniform- 
random designs.
the simulations. In this instance, however, the effect is in the opposite direction,
i.e. the use of an ‘ undersmoothed ’ estimate of cr2 decreases the empirical size of 
the tests.
To understand this behaviour, recall the expectation of the RSS estimator of 
a2 based on the full model fit, derived from Equation 2.3:
/  R S S  \  _  2 b g b F
\  dferror )  +  u -  £r{2SF -  S jS F} '
From this expression it is easy to see why it is of potential benefit to reduce 
the bias of the fitted values of the full model. However, reducing the 6F6F term 
by decreasing the smoothing parameter also impacts on the denominator n — 
t r {2Sf  — Sf Sf }. To understand this recall that the approximate error degrees 
of freedom is an analogue of n minus the number of parameters estimated in a 
parametric model, i.e. it is a measure of model complexity. Since reducing the 
smoothing parameter allows increased flexibility in the fitted model its effect is 
to reduce the error degrees of freedom available to estimate a2.
The final impact of undersmoothing on the accuracy of the RSS estimator
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of a2 is therefore dependent on its effect on both numerator and denominator 
of b ^ b jp /(n  — tr{2Sf? — S jSp}). Providing the relative reduction in b^bj? is 
greater than the relative reduction in the approximate degrees of freedom, then 
the ultimate effect is to increase the size of the test. If, however, the converse is 
true then the result would be as witnessed in Figure 5.3, a reduction in the size 
of the tests.
The reason this has occurred in this setting and not before is because of the 
sample size and distribution of the design points. The design space is defined 
by generating 343 random numbers from a {7(0,1) distribution along each of the 
three axes and combining them to define the coordinates of the observed design 
point. Hence the marginal distributions, 343 points between zero and one, are 
very dense and therefore the effect of altering the smoothing parameter, in this 
case halving it, has a more pronounced effect than if there were n = 100 points 
(i.e. the largest random design sample size considered previously).
In the case of the regular designs of Section 5.4.1 even though a comparable, 
and greater, number of design points were considered, the marginal distributions 
were equivalent to those considered previously, i.e. 7 x 7 x 7  and 8 x 8 x 8  
grids respectively. There a reduction in smoothing parameter dominated the bias 
rather than the error degrees of freedom as it did in Chapter 4.
Power results
To complete this investigation of the tests’ performances with data generated from 
random designs, a small simulation study investigating the power of certain tests 
was performed. Because of its favourable ‘size’ performance, an approach using 
h=0.15 and with no undersmoothing to obtain the RSS based estimator of a 2 is 
used with reference to a corrected F  distribution. The simulated data corresponds 
to the full model in each case and the regression function and error variance used 
were the same as in the regular grid power simulations of Section 5.4.1.
Table 5.3 lists the power results for the three model comparisons and two 
methods of comparing fitted values. The absolute magnitude of these results is 
a reflection of the functions and error variances used to generate the true (full) 
models, and therefore is not of intrinsic interest. Of interest is a comparison of
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R ed. M odel Full M odel
M odel C om parison
CFV RSSD
Linear Uni. SAM 
Uni. SAM Add. SAM 
Add. SAM Biv. SAM
0.060 0.076 
0.252 0.264 
0.264 0.320
Table 5.3. Power results: random designs.
the two approaches to model comparisons. As seen previously, there is little to 
distinguish the two, with perhaps some evidence of slightly higher power using the 
RSSD approach which corresponds to its conservative size properties highlighted 
above.
5.5 D iscussion
This chapter has demonstrated how the methods of inference in Chapters 3 and 
4 can be used amongst a much more general class of models. Restrictions remain 
with regard to the number of nonparametric terms, but the unlimited number of 
linear terms makes the class of models widely applicable.
Several consequences associated with the inclusion of an unlimited number 
of linear terms were noted. Firstly, bias properties of the model fits had to be 
derived. This required adapting recent work in the local linear semiparametric 
model context to the class of interest. This highlighted the effect of correla­
tion amongst the covariates which enters the asymptotic bias expressions, an 
inevitable consequence of the additive form of the models. Computational con­
sequences were also noted, since the increasing dimension of the models requires 
more and more data to yield reliable fits, which in turn increases the computa­
tional effort required to fit the models. Techniques involving ‘binning’ the data 
have been suggested in the context of model fitting (Hardle and Scott, 1992) and 
therefore a natural extension of this work is to incorporate binning into the meth­
ods of inference. Bowman and Azzalini (1997) are currently supplementing their 
£sm.regression’ library of S-Plus functions to permit binning in the comparisons 
involving univariate smooths. This suggests that the methods for multivariate
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model inference developed here could also be modified using binning to cater for 
large number of observations.
The behaviour of the different approaches to model inference was reminiscent 
of the equivalent comparisons in Chapter 4. As such there is evidence to suggest 
that, in the case of a regular grid design, the combination of an undersmoothed 
RSS estimator of a2 with a two moment corrected F distribution and a CFV 
model comparison is the best way to proceed. In the case of random designs, 
once again there is evidence that undersmoothing to obtain an estimate of a1 is 
not preferable.
This has raised yet another reason to question the use of undersmoothing to 
estimate a 2 in the context of model comparisons when the designs are random. 
In Chapter 4 it was noted that undersmoothing increased the empirical sizes of 
the tests. In this chapter, however, it was observed that undersmoothing led to 
decreases in empirical sizes, i.e. away from the specified significance level.
This highlights the connection between the sample size and the properties of 
estimates derived from fits to the data. Since undersmoothing’s effect on a2 is a 
result of its relative effect on both the bias and the error degrees of freedom of 
the model fit, of which the former is never known in practice, it is advisable not 
to employ undersmoothing when the design is of a random nature. Fortunately, 
the results also show that not undersmoothing yields consistent sizes when (the 
same) small smoothing parameter is used to compare the model fits and estimate 
<t2 using the residuals of the full model fit. This would appear to be the best 
strategy for minimising the effect of bias, whilst retaining a test statistic whose 
distribution can be well approximated.
Lastly, no attempt has been made to quantify the effect of introducing cor­
relation amongst the covariates. A detailed study of these effects would require 
considerable computational resources, beyond the reach of this present work. For 
this serious consideration, guidance can be taken from the results of Section 4.3.3 
with regard to the effect of correlation amongst the nonparametric terms. The 
asymptotic results show, however, that SAMs should be avoided when there is 
considerable dependency between linear and nonparametric covariates as this 
introduces bias into the parameter estimates. Note, however, that to achieve 
stable fits of models with an additive form requires a design space which has a
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sufficient spread of observations and therefore severe dependency amongst the 
covariates inhibits estimation as well as inference with nonparametric models.
C hapter 6
A ssessm ent o f E utrophication in 
th e F irth  of Clyde
6.1 Introduction  & Background
This chapter describes an analysis of environmental data describing estuarine 
water quality in the west of Scotland. The analysis forms part of a collaborative 
project with Dr. Brian Miller of the Scottish Environment Protection Agency 
(SEPA) West Region. The research findings of particular interest to marine 
scientists are presented in Bock et al. (1999).
Although the overall quality of most of the estuarine and coastal waters in 
Scotland is good or excellent, areas still exist where water quality is unsatisfac­
tory, mainly in estuaries and inshore coastal waters. This is due to the effects of 
discharges of domestic and industrial wastes, and historically polluted sediments. 
One important indicator of the quality of the marine environment is the potential 
and occurrence of eutrophication, defined as:
the enrichment of water by nutrients, especially compounds of nitro­
gen and/or phosphorus, causing an accelerated growth of algae and 
higher forms of plant life to produce an undesirable disturbance to 
the balance of organisms present in the water and to the quality 
of the water concerned (Urban Waste Water Treatment Directive 
(UWWTD) 1991).
181
CHAPTER 6. FIRTH OF CLYDE ANALYSIS 182
Nutrients are mineral substances required for the nutrition of plants (specifically 
phytoplankton in marine waters); hypernutrification is the build-up of nutrients.
This chapter investigates the potential for eutrophication in the coastal waters 
of the Firth of Clyde, Scotland. Data collected over a 14 year period at a single 
sampling station (coded ‘CMT7’ and shown in Figure 6.1) are analysed. The aim 
of the analysis is to investigate changes in the trophic status and the potential 
for eutrophication at this site over this period.
Section 6.2 describes the data, including the sampling scheme and the primary 
variables of interest. Section 6.3 describes different analyses together with results 
which investigate a variety of aspects of the system. Throughout these analyses, 
nonparametric techniques are employed since many of the assumptions of para­
metric models do not hold for these data. Section 6.4 discusses several aspects of 
the analyses and Section 6.5 ends with a summary of the main conclusions drawn 
from the results.
6.2 T he D ata
6.2.1 T he variables
The CMT7 sampling station is one of 40 profile (multiple-depth) sampling sta­
tions and 79 surface waters sampling stations in the Firth of Clyde. These sites 
are monitored to assess the impact of discharges of sewage and industrial wastes 
on marine water quality. As can be seen in Figure 6.1, the CMT7 station is in an 
area of dynamic water movement where estuarine waters mix with more saline 
waters from the Firth of Clyde. These conditions promote good plankton growth 
so the patterns observed at the station are prone to the consequences of eutroph­
ication. Since, primaril}'-, interest lies in understanding changes across time and 
depth, it is sufficient to focus attention on this single key site. Not only is its 
geography key but it also has the most data of any single site.
At the CMT7 station samples are collected from 1, 4, 7, 10, 20, 30, 50, 70 
and 90 metre depths. Table 6.1 lists the variables measured on the water samples 
collected at each depth, the information noted at the time of sampling, and the 
variables calculated from those measured. Although each of these variables was
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Figure 6.1. Map showing the location of the CMT7 sampling station
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included, in the analysis, this chapter will focus on the relationships between the 
nutrient compounds, nitrate and phosphate, and the measures of plankton levels, 
chlorophyll a and % Dissolved Oxygen (% D.O.).
T able 6.1. List of variables available for each water sample
Information Noted Variables Measured Variables Calculated
Date 
Time of Sampling 
Water Depth 
Time of Low Water 
Time of High Water 
Tidal Range
Temperature (°C) 
Conductivity (ratio) 
Dissolved Oxygen (mg/I) 
Nitrate (mmol/m3) 
Nitrite (?7imol/m3) 
Ammonia (mmol/m3) 
Phosphate (mmol/m3) 
Silicate (?77,mol/m3) 
Chlorophyll a (m g/m s)
Salinity (psu) 
Total Dissolved 
Nitrogen (mmol/m3) 
% Dissolved Oxygen
6.2 .2  Sam pling frequency
SEPA West Region carries out routine water quality surveys in the Clyde Estuary, 
in the Firth of Clyde and in the adjacent sea lochs. The frequency of sampling 
at the CMT7 station during the period from March 1982 to April 1996 is shown 
in Table 6.2. The combination of bad weather and other operational constraints 
has led to an irregular sampling pattern, with the number of surveys ranging 
from 5 in the months of December to 22 in the Aprils. There is also an absence 
of data for much of 1985 when the survey vessel was temporarily out of service. 
The irregular distribution of sampling dates has added complexity to the data, so 
that standard time series methods cannot be used to investigate changes across 
time. For this reason exploratory data analysis using nonparametric techniques 
will be applied.
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Table 6.2. Frequency of sampling at the ‘CMT7; station
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total
1982 *** ** * * ** 10
1983 * *** ** * *** * Hi ** 14
1984 * ** * ** * * * *** * 13
1985 ** ** *** 7
1986 ** * ** * ** * 9
1987 * ** * ** * ** 11
1988 * ** ** * * * * 12
1989 ** * * * * * * * ** 13
1990 ** ** * ** * + * * 11
1991 ** * * ** ** * ** * 15
1992 * ** * * ** * * * * ** * 14
1993 * ** * ** * * * ** * 15
1994 * * * ** ** 10
1995 ** *** *** * * * ** *** * ** * 20
1996 * *** ** 6
Total 11 16 14 22 15 8 19 13 18 18 21 5 180
6.3 A nalyses & R esults
The analyses and results are presented in five subsections, each investigating 
a different aspect of the data. Sections 6.3.1-6.3.5, respectively, consider: the 
distributions of measured variables; changes in the concentrations of variables 
with depth; evidence for the presence of long term trends; seasonal patterns; and 
important aspects of the dynamics of the water system.
6.3.1 T he d istributions of m easured variables
As a first step, the distributions of each of the variables listed in Table 6.1 were 
considered individually. As an illustration, the first column of Figure 6.2 shows 
estimates of the density function of the chlorophyll a and phosphate variables 
(tick marks indicate individual values upon which the estimates were based). 
These density estimates use Gaussian kernels and a smoothing parameter which 
minimise the Mean Integrated Squared Error (a measure of the difference between 
the estimated and true density) under the assumption that the underlying density 
is a normal distribution. Superimposed on each plot is a reference band indicating 
the likely position of density when the data are normal (Bowman and Azzalini, 
1997 pp. 41). If the data are not normal, as is almost certainly the case here, 
the smoothing parameter will induce oversmoothing. Therefore, departures from
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F igure 6.2. Density estimates of selected variables both before and after log 
transformations. Also shown are normal reference bands and tick marks indicat­
ing individual values.
the reference bands in Figure 6.2 are conservative in that they will tend to mask 
more marked departures of the ‘true5 density. The following departures from 
normality are therefore highlighted in Figure 6.2: the chlorophyll a values exhibit 
extreme positive skewness and the phosphate values less so. Positive skewness was 
observed in a high proportion of variables, which is common for environmental 
variables, which cannot take on negative values.
Logarithmic transformations were used to provide a more manageable scale 
for the values of the variables. The second column of Figure 6.2 displays the 
density estimates and normal reference bands for transformed chlorophyll a and 
phosphate values. Although there is still evidence of departures from normality, 
particularly in the body of the distributions, this is less than on the original 
scale, significantly so for chlorophyll a, and in both cases the tails are far more 
consistent with a normal distribution. Since no techniques requiring strictly
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normal variables are used, the logarithmic transformations succeed in re-scaling 
the data for the purposes of these analyses. Similar transformations were made 
on the nitrogen compounds and silicate.
6.3.2 C hanges in th e  concentrations o f variables w ith  d ep th
Figure 6.3 shows boxplots summarising the distributions of selected transformed 
variables at each of the nine depths separately. Several features are worth noting: 
firstly the range of concentrations observed for each variable is greatest in surface 
waters, with the ranges decreasing with depth; and secondly there is a relatively 
small change (relative to the spread of the values) in the median concentrations 
of the variables, especially across depths of 20-90m.
The observation that the largest spread in concentrations occurs in the surface 
waters is expected given the major influence of freshwater inputs on the composi­
tion of the surface layers in the water column. Other factors which contribute to 
this greater variability are the dynamic nature of the hydrographic and ecological 
processes taking place, in terms of inputs of organic and inorganic substances, 
vertical and horizontal migration of water bodies, uptake of nutrients by plank­
ton, removal of dissolved species on particulates, etc. Much of the variation in 
surface waters is therefore attributable to seasonal effects (as demonstrated in 
Section 6.3.4).
The changes in the median concentrations of some variables, especially over 
the depth range from 20-90m, were smaller than expected. This has two main 
implications. Firstly, it suggests that overall the water column at depths greater 
than 20m is vertically well mixed. This suggests that samples at one depth, 
say 30m, may be taken as representative of the whole water column from 20 to 
90m depth. Care must be taken, however, to discern whether this property is 
seasonally dependent. This is explored in Section 6.3.4.
Secondly, this information enables a data-based approach to be taken to the 
specification of a lower boundary for the depth at which a moored or towed 
constant monitoring device should be deployed. Figure 6.3 suggests that the most 
dynamic changes in water structure occur in the top 20m and therefore attention 
is best focused on observing the behaviour in this layer. This information is of
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Figure 6.3. Distributions of selected variables with depth.
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particular interest to scientists at SEPA West Region who have recently deployed 
a towed multi-variable monitoring device to measure coastal water quality.
6.3 .3  E vidence for th e  presence of long term  trends
When examining the changes in the variables5 concentrations across time, care 
must be taken to differentiate between short term ‘seasonal5 variation (which is 
known to be present) and long term ‘trends5 in the values which may or may 
not be present. This section focuses on long term trend, Section 6.3.4 considers 
seasonal effects.
It was noted earlier that the irregular nature of the time series excludes the use 
of formal time series analyses. For this reason use will be made of nonparametric 
models to perform a descriptive analysis of the data. Although these models 
don5t take into account the potentially correlated error structure in the data, 
they can be used to smooth out the ‘noise5 and therefore give some indication of 
underlying trends.
In the case of long term trends, it is reasonable to employ a smoothing tech­
nique which combines information across several years to estimate the mean level 
at a particular observation. By using a bandwidth of, say, 180 days with a nor­
mal kernel, data from approximately 1 year either side of each point is used to 
derive the local-linear kernel regression estimate. Hence, the seasonal effect is 
minimised by averaging over approximately two years of observations.
Figure 6.4 shows observations recorded during the 14-year period for dissolved 
oxygen and transformed nitrate and chlorophyll a concentrations in waters col­
lected at 4, 20 and 70m depths. A local linear regression smoother has been 
applied to these observations using a bandwidth of 180 days. Superimposed on 
each plot is a reference band under the assumption of a constant trend. The ref­
erence band is centred around the mean value of the variable over the period and 
indicates the region where the nonparametric fit would likely lie if the underlying 
function was constant (see Bowman and Azzalini, 1997, pp.90).
Three features are worth noting. Firstly, the spread in the values of each 
variable decreases with depth, thus reflecting the features of Figure 6.3. Secondly 
there is no clear evidence of a long term trend with time for any variable. This
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conclusion is supported by comparisons of the smooths with the horizontal ‘no- 
trend’ bands. Although there are departures from the bands, the nature of these 
indicate that there is no long term shift in the mean value. Thirdly, the departures 
from the reference bands in different years where the sampled dates (and therefore 
seasons) differ suggests there is a seasonal pattern, especially in surface waters. 
This aspect of the data is explored further in the following section.
6.3 .4  Seasonal patterns
The irregular distribution of observations across time also complicates the assess­
ment of the seasonal variation in the variables. This is compounded by the rel­
atively small number of surveys for each season in each year; on average there 
were 12 surveys annually. One approach to obtaining a crude estimate of seasonal 
effect is to pool the data from the 14 years into one year. This is accomplished 
by using the day-of-year value (1,2,...,365) as the ‘time’ variable. This reflects 
the assumptions that there is no substantial long-term trend across time for the 
covariate and that the seasonal fluctuations in variable values are similar within 
each year. Clearly, each of these assumptions cannot be justified formally but 
they do allow an ad hoc estimate of seasonality to be constructed.
Figure 6.5 shows estimates of the seasonal patterns derived from the collapsed 
data for three variables: chlorophyll a, nitrate and phosphate (values at the nine 
depths are shown separately). The estimated trends are generated by a local 
linear regression applied to subsets of the data consisting of the concentrations 
of the variables at each of the nine depths. A smoothing parameter of 10 days 
was used which constructs estimate on each day by ‘averaging’ observations from 
the preceding and subsequent 3 weeks. The seasonal (and thus cyclical) nature 
of the estimated effect was ensured by ‘wrapping’ the data, i.e. duplicating 
the observations from January and December to follow and precede the pooled 
data respectively. This ensures that estimates at the start of the year include 
‘averaging’ values at the end of the year and vice versa. This ensures that the 
estimated seasonal patterns at the start and the end of the year are continuous.
The upper portion of the plots in Figure 6.5 show a density estimate applied 
to the ‘day-of-year’ variable. This gives an indication of the number of values
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selected parameters.
averaged to produce the estimates at each day of the year. Thus it can be seen, 
for instance, that during April and May more values are available for averaging 
than in, say, December and June when there is a scarcity of observations. This 
density estimate therefore reflects the survey frequency information contained 
in Table 6.2. It is important to view the estimated trend in the light of this 
information since it reflects a level of confidence in the accuracy of the estimated 
trend (i.e. the more data available the greater the potential accuracy of the 
estimate).
The pooling and smoothing process used to produce Figure 6.5 has achieved 
its aim, i.e. the seasonal patterns for chlorophyll a, nitrate and phosphate imme­
diately become obvious. For chlorophyll a, four peaks are observed in April, 
June, August and September for surface waters concentrations. Care must be 
taken when interpreting these features however, since the trends are based on a 
pooled year rather than an actual year. It is possible, for instance, that the peaks
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in April and June represent the same seasonal events occurring at different times 
in different years.
However, these results highlight features in the data which are consistent with 
observations that Boney (1986) made on the seasonal patterns of chlorophyll a in 
the Firth of Clyde. Boney reported that plankton ‘blooms’ usually occur in spring 
and autumn. The smoothed lines also suggest that chlorophyll a concentrations 
rarely reach significant levels at water depths below 10m. This is a reasonable 
depth for the euphotic zone.
6.3.5 Im portant asp ects o f th e  dynam ics of th e  w ater sys­
tem
Uptake of nutrients by plankton
Given the interest in eutrophication, it is of interest to consider the relationships 
between the nutrients and plankton growth directly via scatterplots. Figure 6.6 
plots six pairs of variables and applies to each a local linear regression to estimate 
the underlying relationship between the variables. In addition a reference band 
for a linear relationship is shown.
Plots (a) and (b) in Figure 6.6 display the association between chlorophyll 
a and phosphate and nitrate. There is some evidence of negative correlation 
between chlorophyll a and both phosphate and nitrate. This is most pronounced 
in the mid range of phosphate values and mid to high range of nitrate values. 
A similar negative association is shown in the scatterplots of dissolved oxygen 
(as percent saturation) against phosphate and nitrate (plots (c) and (d) of Fig­
ure 6.6). Dissolved oxygen and phosphate show the strongest evidence of a linear 
relationship whereas dissolved oxygen appears to level off at higher values of 
nitrate.
Plots (e) and (f) of Figure 6.6 show positive associations between the nutrient 
compounds and between chlorophyll a and dissolved oxygen respectively. In 
each case there is evidence that at the extremes of the variables the underlying 
relationship differs from that expected under a linear model.
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Stratification
Figure 6.7 shows seasonal plots for temperature and salinity, produced in an 
identical way to those in Figure 6.5 (see Section 6.3.4). Each of these variables 
are natural indicators of the degree of stratification in the water column. The 
estimated seasonal trends show that stratification is more strongly influenced 
by temperature during the summer months and by salinity during the winter 
months.
As a means of assessing the seasonal (time) effect at different depths, bivariate 
nonparametric models were fitted to the data and compared using the methods 
of Chapter 3. Clearly, if the seasonal effect is consistent across depths then an 
additive model relating salinity/temperature to the two covariates (day-of-year 
and depth) would provide a sufficient fit. Alternatively a general bivariate smooth 
fit would have to be employed. These two model fits were compared using a CFV 
statistic and a RSS based estimator of a2. Given that the two covariates define 
an irregular grid of points, an undersmoothed version of the bivariate smooth 
fit was used to estimate a2. In both cases (salinity and temperature) the tests 
conclusively rejected the ‘reduced’ model (p-values<0.001). This confirms the 
patterns shown in Figure 6.7, which indicate that an additive model is not an 
appropriate description of the observed behaviour. This is a result of the seasonal 
effect being most pronounced in the surface waters (depth<10m).
6.4 D iscussion  Points
6.4.1 R elation sh ips betw een  variables
It is traditionally assumed that nitrate is limiting in marine waters, although 
Glibert (1988) states that: ‘it is difficult to pinpoint precisely the origin of the 
concept that coastal and oceanic phytoplankton are nitrogen-limited’. Figure 6.5 
can be used to investigate the prevailing assumption that nitrate is limiting in 
marine waters by comparing the seasonal plots for chlorophyll a, nitrate and 
phosphate concentrations. Nitrate may be the limiting nutrient for spring phy­
toplankton growth, since the ratio of nitrate:phosphate is well below 16 (the 
so-called ‘Redfield ratio’ (Redfield et a i , 1963) which describes the conditions for
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F igure 6.7. Estimates of seasonal patterns, derived from pooled data, for salinity 
and temperature.
maximum chlorophyll a production). Later in the year, however, phosphate con­
centrations fall almost to zero, so this may become the limiting factor for autumn 
plankton growth. The June trough in phosphate closely mirrors the June peak in 
chlorophyll a, suggesting a stronger relationship between these two variables, for 
surface waters, than between chlorophyll a and nitrate. This observation indi­
cates that phosphate may play a more important role in limiting plankton growth 
in marine waters than is currently assumed.
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6.4.2 P o ten tia l for eu trophication
Furthermore, the Comprehensive Studies Task Team (CSTT, 1994) report indi­
cated that the assessment of whether waters were affected by eutrophication 
should be based on two criterion. Firstly, whether waters are hypernutrified, 
with high winter nutrient concentrations of dissolved available inorganic nitrogen 
(DAIN) significantly above 12 mmol/m3, in the presence of at least 0.2 mmol/m3 
dissolved available inorganic phosphate (DAIP). Secondly, where this is the case, 
chlorophyll a concentrations in excess of 10 m g/m 3 should persist throughout the 
summer months. Figure 6.5 allows this assessment to be made for the data for 
the whole 14-year period, ‘collapsed’ into one typical year.
Winter nitrate concentrations appear to peak in January at about 25 mmol/m3 
in surface waters, although average concentrations during the winter months 
of December to February inclusive are lower, at about 15 m m ol/m3 in surface 
waters. Corresponding winter phosphate concentrations are about 1.5 mmol/m3 
in surface waters. Hence, it is concluded that the waters at this site show no 
evidence of hypernutrification. Secondly, chlorophyll a concentrations do not 
typically reach 10 mg/m 3, so the criteria for algal growth is not met and thus it 
is furthermore inferred that waters at this site are not subject to eutrophication.
6.4 .3  D ynam ics o f th e  w ater system
The scatterplots in Figure 6.6 also reflect the relationships amongst the pat­
terns of seasonal trends observed in Figure 6.5. These, it was noted, had peaks 
in plankton levels coinciding with troughs in the nutrient levels and vice versa. 
Since %D.O. is also a reflection of the amount of algal activity, it is not surprising 
that this exhibits a similar relationship with the nutrients as chlorophyll a does. 
Figure 6.6 shows, though, that the nature of these relationships is not straight for­
ward. Global tests comparing the smooth fits with simple linear fits (as described 
in Section 1.2.3) each return significant results at the o:=0.05 level with the excep­
tion of phosphate vs. %D.O., thus confirming the conclusions drawn from the 
reference bands in Figure 6.6. Keeping in mind that these models are in terms 
of the transformed variables, the underlying relationships between nutrients and 
plankton growth are indeed complex.
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6.4 .4  E ffects o f stratification
Stratification of the water column is an important feature which determines the 
degree and extent to which mixing occurs in coastal waters. The degree of stratifi­
cation is determined by the balance between buoyancy forces which cause stability 
and stirring effects which cause mixing (Simpson and Rippeth, 1993). Buoyancy 
forces are generated by freshwater inputs or surface warming, which may lead 
to stratification if these forces dominate over mixing effects. Mixing forces may 
be generated by wind stress, internal waves, tides and deep-water replacement 
(e.g. in sea lochs). Figure 6.7 indicates that temperature effects are the dominant 
cause of stratification in summer, due to surface water warming. In winter, the 
dominant effect on stratification is likely to be caused by increased freshwater 
run-off leading to decreased salinities in surface waters.
6.5 C onclusions
This analysis of water quality data collected over a 14-year period at one sampling 
station in the Firth of Clyde has examined relationships between the variables 
and changes in the distributions of the variables with depth and through time.
It has been established that median concentrations of most of the measured 
variables change little in deeper waters at 20-90m depth. The information from 
one sample collected at, say, 30m depth may therefore be taken as representative 
of the water column at depth, under conditions of good vertical mixing. A conse­
quent reduction in the number of discrete water samples collected at each ‘profile’ 
water sampling station would lead to less time spent at each sampling station. 
This in turn would allow more stations to be sampled over a wider geographi­
cal area in a single survey day, thereby maximising the water quality information 
gathered using the same resources. This information will also be used in selecting 
the water depths at which a towed constant monitoring system will be deployed.
The exploratory data analysis did not produce any evidence which suggests 
long term trends with time for any of the measured variables. This allowed two 
important conclusions to be drawn: firstly that the two different analytical tech­
niques used during the survey period from 1982 to 1996 produced comparable
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results for nutrient concentrations; secondly that the trophic status of the Firth 
of Clyde waters does not appear to be changing. Comparison of the observed 
nutrient concentrations with guidelines for the assessment of eutrophication indi­
cates that Firth of Clyde waters are not subject to eutrophication.
The nonparametric modelling tools used produced estimates of seasonal trends 
for a number of variables which proved consistent with understood biological pat­
terns. The complicated correlation structure of the recorded measurements meant 
that formal statistical inference was not undertaken, but the exploratory tech­
niques have shed light on the behaviour of different elements of this complicated 
ecological system.
Lastly, although in environmental terms the data set is one of the most com­
prehensive available for any coastal water body around the UK, it was necessary 
to pool the data across the different years in order to assess seasonal variation 
effectively. This highlights the need for the greater involvement of statisticians 
at the survey planning stage, so that sample collection can be planned with data 
analysis in mind.
However, in settings such as environmental modelling, the limitations in 
resources and a reliance on factors outwith the control of researchers will always 
be a barrier to the translation of a statistically robust sampling plan into a prac­
tical monitoring programme. Hence the methods used in this analysis, particu­
larly those involving nonparametric modelling, offer some measure of a solution 
by extracting from the data information which can be used to better plan and 
assess the monitoring of this complex system.
C hapter 7
A ssessing long term  C yclosporin  
treatm ent effects in kidney  
transplantation  outcom es.
7.1 Introduction  and Background
This chapter presents the results of a retrospective analysis of data describing 
the long term outcomes of a group of kidney transplant patients. Of particular 
interest is the relationship between the condition of the transplanted kidney, and 
the pattern of early treatment with the immunosuppressive drug cyclosporin.
Cyclosporin is widely and routinely prescribed to patients following kidney 
transplantation. The short term effects of the drug are well understood, namely 
it prevents acute rejection of the new kidney by interfering with the normal acti­
vation of the immune system. Unfortunately these improvements do not carry 
over to long term graft survival when compared with previous immunosuppresive 
treatments (see Morris et al. 1987). Furthermore, in addition to the consider­
able cost of treatment, prolonged exposure to the drug may result in infections 
and tumours and, in addition, cyclosporin itself may cause kidney damage, i.e. 
nephrotoxicity (Myers et al 1991).
In light of these factors, the usual clinical practice is for large doses pro­
portional to the patient’s weight to be administered soon after transplantation.
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These doses are gradually reduced over a period of about one year, after which 
the dose of cyclosporin may remain constant or be subject to small alterations 
according to the presence or absence of side effects and the absorption of the drug 
as revealed in trough blood levels of cyclosporin.
With regard to the long term outcome, even kidney transplants which are 
functioning well at one year are unlikely to continue to do so indefinitely, and 
ultimately most will deteriorate slowly and eventually fail. This process, known 
as progressive graft dysfunction (PGD), is usually due to a slow form of rejection 
(chronic rejection) but may be contributed to by other factors such as cyclosporin 
nephrotoxicity.
Published studies have investigated the long term effects of cyclosporin by 
making comparisons between randomly allocated groups which differ in that 
cyclosporin is withdrawn from one and replaced by an alternative treatment at 
periods ranging from 1-12 months following transplantation. See, for example, 
Hollander et al. (1995), Hall et al. (1988) & Rowe et al. (1994). In general these 
studies found an increased incidence of acute rejection in the few months follow­
ing conversion but this seldom led to a difference in long term outcome when 
compared to the group with continued treatment. This suggests that prevention 
of chronic rejection by cyclosporin is to some extent nullified by its nephrotoxic­
ity. As a result of this there is some uncertainty about the optimum long term 
cyclosporin dose following kidney transplant.
This analysis aims to contribute to the understanding of the long term effects 
of cyclosporin. The study involves a retrospective analysis of data from patients 
who have received a prolonged treatment with cyclosporin. It differs from the 
studies mentioned above, firstly on the grounds that it is not a randomised con­
trolled trial and secondly in that it is investigating the effect of different intensities 
and patterns of cyclosporin treatment. This requires measures reflecting charac­
teristics of cyclosporin treatment over a period of time and it is here we employ 
nonparametric modelling techniques to aid in the analysis.
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7.2 P revious and Current W ork
This work builds on the results of earlier collaborative work between Eileen 
Wright, previously of the Department of Statistics at the University of Glas­
gow, and Drs. Peter Rowe and Maureen Lafferty of the Renal Unit at Glasgow’s 
Western Infirmary (Wright, 1995). The data amassed in the course of that work 
have been revisited as part of this analysis, and their results provided a very 
useful starting point.
This earlier work focused on the identification of, and characteristics associ­
ated with, the onset of Progressive Graft Dysfunction (PGD). The commence­
ment of PGD was detected via an algorithm which applied simple local linear 
methods to traces of serum creatinine levels in order to detect steady increases. 
Linear increases in the transformed (negative reciprocal), body-weight-adjusted 
serum creatinine levels are well recognised as indicating deterioration of the kid­
ney. The algorithm was applied to 446 individual grafts resulting in a classifica­
tion of the outcome to date as one of the four categories:
o stable, functioning well; 
o stable, functioning poorly; 
o progressive graft dysfunction (PGD), and 
o acute graft loss (AGL).
Defining a PGD classification as an ‘event’ and the remaining classifications 
as ‘censored’ observations, survival analysis was used to assess the effect of a 
range of clinical covariates, including cyclosporin dosage and blood levels, on 
kidnej' outcome. Of these, the occurrence of rejection episodes, the source of 
the kidney (live donor or cadaver) and the history of blood pressure appeared 
as significant variables in proportional hazard models applied to the data. In 
contrast to previous studies by Mickey et al. (1990), Gjertson (1991) and Salomon 
(1992), however, factors such as the age of the donor and recipient, the degree 
of graft match and, most importantly, the levels of cyclosporin dosage were not 
found to be significant influences on the onset of PGD.
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The analysis presented in this chapter, conducted in collaboration with Dr 
Stuart Rodger of the Western Infirmary’s Renal Unit, differs in a number of 
important respects from this earlier work.
D efinition of O utcom e. The outcome of interest in this current work is the 
long term status of the transplanted kidney. Unlike earlier work where an 
‘event’ was defined as a specific form of deterioration (PGD) this present 
work defines all departures from stability as ‘events’. Furthermore, this 
present work doesn’t employ an algorithm to determine outcome, but rather 
uses expert judgement to assign patients to the outcome categories.
P o p u la tio n  of In te re s t. Whereas all transplants were considered in the ear- 
lier analysis, the current analysis is confined to those patients who had a 
positive short term outcome, defined as a stable kidney at two years post­
transplantation. Thus, by considering this cohort, the outcome of interest 
becomes long term outcome.
M odelling of cyclosporin. A consequence of the changed outcome focus is 
that cyclosporin must be modelled differently. Since it is the treatment 
pattern during the initial period post transplant which is of interest, sum­
mary measures of cyclosporin dosage and blood levels are derived from the 
first two years post-transplantation and modelled as covariates (not time 
dependent).
R ole of o th e r covariates. Whereas a range of covariates were considered pre­
viously in their own right, the current study includes a baseline set of covari­
ates, which attempt to account for known and suspected influential factors 
identified in previous studies. Although a greater understanding of the role 
of these variables will be gleaned this is of secondary importance.
In summary, the primary aim of the current analysis is to provide some evi­
dence toward answering the question: In those patients whose short term expe­
rience is favourable, is the cyclosporin treatment over the initial period post­
transplantation a significant factor in determining the condition of the kidney in 
future years?
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7.3 S tudy D esign
7.3.1 S electin g  a cohort o f patients
One of the key aspects of this analysis is the cohort of patients whose records 
were analysed. Patients were included in the analysis according to the following 
criteria:
1. Patient received a kidney transplant through the Renal Unit at Glasgow’s 
Western Infirmary during the period January 1984 to December 1990.
2. Two years after the transplant date the patient had a stable, functioning 
kidney.
3. The patient’s cyclosporin treatment was not terminated after one year as 
part of the Cyclosporin Conversion Study.
The period in which the transplants occurred (1984-1990) is suited to this 
study since it is sufficiently removed from the present to ensure that long term 
effects can be observed. This criterion also coincides with the work of Wright 
(1995) where data describing the post-transplantation treatment and condition 
of kidney transplant patients seen at the Western Infirmary Renal Unit1 between 
January 1984 and December 1990 formed the basis of Wright’s study.
The second criterion is also related to the objective of examining long term 
effects. By only selecting patients whose kidneys perform well at the two year 
mark, time is allowed for the patient’s condition to stabilise and hence short term, 
temporary deterioration is overlooked. Both patients who experience kidney fail­
ure and those who die (any cause) during the two years following the transplant 
are not included in this study. The second criterion does not, however, exclude 
patients who experienced a complication shortly after the transplant but regained 
kidney function within two years of the transplant. This situation may indeed 
be a contributing factor to the long term condition of the kidney, but it was not 
a basis for excluding patients from the analysis in the first instance.
1Patients were referred from a number of sources, namely GRI, STOB, WIG, RAIGMORE, 
DUMFRIES, RHSC
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Of the 370 patients satisfying the first criterion, Wright’s classifications iden­
tified 255 transplants as not experiencing failure in the first two years. A further 
69 transplants were classified as ‘stable’ using data spanning less than two years 
since transplantation. Each of these 324 patients’ records at the two year mark 
was reviewed and a clinical rule was used to verify that they met the second 
criterion for inclusion in the study. Namely, a patient’s kidney was classified as 
stable at the two year mark if:
o their creatinine level at the two year mark was less than 150 fj,mo\/l or
o the increase in creatinine from 1 year to 2 year post-transplantation was 
less than 30%.
Using these criteria together with the results of Wright’s algorithm, 292 
patients were identified as being suitable for inclusion in the analysis.
The final requirement for inclusion ensures that the patient’s cyclosporin 
experience was not interrupted artificially. The Cyclosporin Conversion Study 
was a randomised trial to assess the effectiveness of alternative treatments to 
cyclosporin. As such, a randomly selected group of patients stopped receiving 
cyclosporin approximately one year after transplantation. Indeed, it may be of 
interest to compare the long term outcome of these patients with those who con­
tinued with their cyclosporin treatment, but the focus will be on the group who 
received a standard cyclosporin treatment.
There were 217 patients who satisfied all three criteria.
7.3.2 D efin ing  and determ in ing outcom e
In addition to Wright’s data and results, data describing the outcome of interest 
and the cyclosporin treatment during the first two years post-transplantation are 
required. The former data are described here, cyclosporin measures are discussed 
in Section 7.4.
Recall that the outcome of interest is the condition (stable/unstable) of the 
transplanted kidney at the most recent observation. In addition to this classifi­
cation, the time to event is also required. The following diagram illustrates three 
different meanings of time to event depending on the observed behaviour of the
CHAPTER 7. CYCLOSPORIN TREATM ENT ANALYSIS 206
kidney. In each case ‘Tx5 represents the transplantation and ‘i0’ is the date two 
years post-transplantation,
Scenario 2:
Scenario 3:
Tx
Scenario 1: i
2 years-
Tx
to
2 years-
tGD
to
GD Present
j i  2 years J°
tc2'
t c i
O
Scenario 1 represents a patient who was observed to experience graft dys­
function (GD) leading to failure, the commencement of which is marked by • .  
Associated with this ‘event’ is the time since t0, namely too- Scenario 2 shows a 
patient whose kidney function is observed as stable through to the most recent 
observation (‘Present’). Note that the associated time to event, tc i, is censored. 
That is, tci is a lower bound for the time to GD although we are not to know if 
it ever would occur. Scenario 3 also describes a patient who was not observed to 
experience GD but for some reason, e.g. death unrelated to kidney function, left 
the study (this event is represented by O). The time to this event, tc 2, is also a 
censored time since we did not observe the long term outcome of the kidney.
Two variables are therefore necessary to convey the two features of the out­
come. The first is whether or not the kidney was last observed as stable (binary 
variable). The second is an associated time (continuous variable), recording either 
time to commencement of graft dysfunction or time to censoring.
These data were obtained via an expert review of individual patients’ records. 
In the first instance, patients were classified into one of six categories which 
describe the outcome in considerable detail, namely
1. Functioning well;
2. Functioning at time of death (unrelated to kidney performance);
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3. Functioning yet experiencing PGD;
4. Functioning yet experiencing PGD at time of death;
5. Failed after a PGD;
6. Failed after an Acute Graft Dysfunction2.
Relating these classifications to the binary outcome necessary for the analysis, 
the first two categories define the censored (i.e. stable) observations and the 
remainder are the observed ‘events5 (i.e. deteriorating or failed). Note that 
patients lost to follow up pre-deterioration are included in the first category.
A similar criterion to that used at the two year mark was employed to define 
if and when a patient’s kidney began to deteriorate, namely creatinine greater 
than 150/nnol// and greater than a 30% increase on the second year creatinine 
level.
Table 7.1 shows the breakdown of outcome3 for the 217 patients suitable for 
analysis. It shows that 64% of patients had stable functioning kidneys at the last 
observation. Of the 36% whose kidney function had deteriorated 92% experienced 
progressive graft dysfunction rather than acute graft dysfunction.
Outcome 1 2 3 4 5 6 missing
Frequency 118 21 27 3 39 6 3
Table 7.1. Number of patients corresponding to each level of the outcome vari­
able
7.3 .3  D em ographic and clinical variables
A number of variables describing the patients’ demographic and clinical factors 
at the time of transplant were available. Although not all of these are considered 
in the present analysis, they are listed here for completeness:
2An Acute Graft Dysfunction is defined as a deterioration in renal function leading to graft 
failure within a 6 month period.
3The detailed code for three patients was not available, but their binary outcomes were: 1 
stable, 2 unstable
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o sex of patient
o age of patient at time of transplant 
o diabetes mellitus (yes, no) 
o diagnosis edta code
o hospital source (GRI, STOB, WIG, RAIGMORE, DUMFRIES, RHSC) 
o donor’s age at time of transplant 
o donor’s sex
o source of donated kidney (local, import) 
o type of dialysis (haemo, capd, mixed) 
o type of transplant (cadaver, live) 
o information on types A, B, DR of mismatches 
o panel reactive antibodies pre-transplant 
o peak panel reactive antibodies
o number of transplants prior to the transplant recorded in the data 
o commencement dates of rejection episodes (up to three) 
o number of rejection episodes treated with steroids
o number of rejection episodes treated with OKT3
o number of rejection episodes treated with ATG
o time on dialysis until transplant
o time between transplant and kidney’s first functioning 
o creatinine level at 3 months post-transplantation
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Of these variables, sea;, patient’s age, donor’s age, type of transplant, transplant 
number, 3 month creatinine level and EDTA code4 are to be considered in the 
analysis. In addition, the number of rejection episodes in the first two years 
post-transplantation and a mismatch category were calculated for inclusion in the 
analysis. Three mismatch categories were defined as follows:
1. No mismatches of any type
2. o 1 mismatch of type A, none of B, none of DR 
o 0 mismatches of type A, 1 of B, none of DR
o 1 mismatch of type A, 1 of B, none of DR
3. At least two mismatches of type A or B, non-zero number of type DR
7.4 C yclosporin Variables
In this section descriptive and nonparametric modelling methods are used to 
derive measurements which describe each patient’s cyclosporin treatment over 
the two years immediately post-transplantation. These measures are then used 
to model the long term outcome using proportional hazard models in Section 7.5. 
Hence the present task of deriving cyclosporin measures involves a somewhat 
novel use of nonparametric modelling techniques since they are not here used to 
capture the features of a response variable, but rather used to define covariate 
measures. To accomplish this, several of the nonparametric techniques introduced 
and discussed in previous chapters are employed.
Data describing the cyclosporin treatment over the first two years after trans­
plantation were obtained directly from hospital records. This information was 
available in two forms; the doses prescribed (mg) and the trough blood levels. 
In addition, weight data were also available which allowed the ‘raw’ doses pre­
scribed to be converted to dose per kilo weight which reflect the clinical practice 
of prescribing weight adjusted doses.
The measures derived from these data seek to convey three intuitive features:
4EDTA code has been collapsed to two categories: “80”/  “81” (diabetes) and “others”
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o the magnitude of treatment; 
o the variation in the treatment and 
o the pattern of the treatment.
The magnitude of cyclosporin exposure is of interest because of the connection 
between deterioration in the kidney function (PGD) and cyclosporin nephrotoxi- 
cdy which was highlighted in the introduction. The variability within the values 
may also be an important factor influencing subsequent kidney performance since 
a highly variable exposure may induce instability in the kidney performance. 
Finally, the general pattern or trend in the treatment over the two years is classi­
fied by noting whether the cyclosporin treatment followed a decreasing trend or 
whether there were substantial increases in the cyclosporin exposure during the 
two years.
Of the 217 patients, 206 had adequate dose history data, 205 had adequate 
weight information to adjust the dose histories and 140 patients had blood lev­
els data. Figures 7.1 and 7.2 show weight adjusted doses and blood levels 
of cyclosporin for the same six patients. These plots highlight the differences 
between dose data and the levels data. The doses are prescribed and maintained 
at constant levels until the next change (as indicated by the ‘step’ nature of 
the plot) and as such are free of inherent variability. The blood level readings, 
in contrast, are irregularly spaced samples over time and have inbuilt variation 
reflecting biochemical rhythms in blood composition. While the dosage data is a 
precise record of the cyclosporin prescribed, the levels contain within them vari­
ability which masks the true underlying trend. Given these differences, the two 
forms will be analysed differently to derive measures of interest.
7.4.1 D osage data
The dosage measures are calculated from both the raw and weight adjusted data 
over two periods of time: the full two years post-transplantation and the second 
year post-transplantation. The reason for considering the second year on its own 
is that it ignores the initial very high doses which are prescribed immediately 
after the transplant.
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F igu re  7.1. Traces of the cyclosporin weight adjusted dose data for six patients. 
Also shown are the measures of magnitude and variation over the two years and 
the second year only.
The following measures, corresponding to the magnitude, variability and pat­
tern of exposure have been calculated:
o Time weighted average of both the raw and the weight adjusted cyclosporin 
doses. This corresponds to the area under the step curves in the dosage 
plots of Figure 7.1 divided by the duration of interest (365 or 730 days).
o Standard deviation of the raw and adjusted doses around the time weighted 
average.
o Binary variable signalling if a patient’s cyclosporin doses followed an approx­
imately monotonically decreasing pattern. This is coded 1 (‘YES’) if no con­
secutive doses increase by more than 2hmg jO.Sbmglkg)-1 for the raw/weight 
adjusted doses. These thresholds represent clinically significant changes in 
treatment.
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Blood levels trace: Example \ Blood lovols trace: Example 2 Blood levels trace: Example 3
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F igu re  7.2. Traces of the cyclosporin levels data for six patients with an estimate 
of the underlying trend using local linear regression (smoothing parameter of 60 
days). An estimate of the average level over the second year is shown together 
with ±  the estimate of the standard deviation of the levels around the underlying 
trend.
Figure 7.1 displays the weighted average (solid line) minus one standard devi­
ation (dotted line) over the second year post-transplantation and the weighted 
average (solid line) plus one standard deviation (dotted line) over the full two 
years post-transplantation for these weight adjusted dose data.
7.4 .2  B lo o d  levels d ata
Unlike the doses, the levels data do not provide a complete description of the 
patients’ level histories. As mentioned above, the levels are available for a sam­
ple of days throughout the two year period. These usually correspond to visits to 
an outpatient’s clinic and therefore exhibit irregular intervals between observa­
tions and varying frequencies throughout the period. This is reminiscent of the
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challenges encountered with the environmental time series considered in Chapter 
Six.
Another complication in the levels data concerns the values themselves. The 
levels of cyclosporin recorded in the blood samples is related to a number of 
unknown factors such as the time of day, time of last meal, time of last intake 
of cyclosporin etc. Although guidelines are in place which attempt to introduce 
uniformity to the level readings the inherent measurement error must be taken 
into account when variables are derived.
Although these complexities are associated with the blood levels data, there 
are also reasons for preferring measures of cyclosporin exposure derived from 
the levels rather than the doses. The blood levels of cyclosporin are a direct 
measure of the patient’s intake of cyclosporin. Different absorption rates are 
therefore reflected in the levels data whereas these are missed by the dose data. 
Also, patients self-administer the prescribe doses for most of this two year period, 
therefore the question of compliance arises.
For these reasons the blood level traces do not share a common trend. For 
instance, in Figure 7.2 the first row of patients’ levels show a marked decrease in 
the early months and then settle down to a modest, fairly constant level in the 
second year. The second row of patients’ levels shows a similar decrease in the 
first year, but the second year’s pattern is characterised by an increase in levels 
followed by another decrease.
Given these properties of the blood levels data a nonparametric modelling 
approach has been used to derive measures of exposure. This has taken the form 
of direct estimation of the underlying trend and its first derivative by local linear 
regression and also the estimation of the variation of the recorded levels around 
the unknown trend using difference based estimators (Gasser et al (1986)). Both 
of these techniques have been described in detail in previous chapters. The first 
derivative of the underlying curve is estimated simply by the slope parameter 
estimate /A of the locally weighted linear fit defined by Equation 3.1.
The use of local linear regression requires the specification of a bandwidth to 
govern the amount of smoothing. Since the same scale (days) applies in each case 
it is attractive to use the same smoothing parameter for each patient, regardless 
of the distribution of days at which levels are available. This ensures that the
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same degree of smoothing is employed, in the sense that data from identical time 
spans are used to estimate the underlying trend for each patient. A range of 
smoothing parameters were considered and h = 60 days was found to pick up 
sufficient detail without being too ‘bumpy5.
Because of the inbuilt variability and the added instability immediately after 
the transplantation, only measures from the second year post-transplantation are 
derived. Furthermore, only patients whose levels approximately span the second 
year are included. This reduces the number of patients with sufficient blood levels 
from 140 to 120. For each of these patients the following measures were derived:
o Average of the estimates of the underlying levels5 trend at ‘evaluation dates5 
selected to span the available data at regular (7 day) intervals. This is an 
estimate of the area under the smooths over the second year divided by the 
exact span (in days) of the levels data over this second year.
o Square root of the difference based estimate of the variation in the blood 
levels around the underlying trend using the levels falling in the second year 
only. This is the estimator which was extended in Chapter Two for use in 
a bivariate setting. There it was shown that a difference based estimator 
demonstrated attractive bias properties by estimating the underlying trend 
locally but without requiring the specification of a smoothing parameter.
o Average of the estimates of the rate of change of the underlying trend at the 
evaluation dates. This measure of the general pattern of the cyclosporin 
levels is chosen rather than a binary variable reflecting monotonicity (as 
used for the doses) since the complexities of the data make it unwise to 
place toO much emphasis on a single estimate of the underlying trends 
properties. This measure can be interpreted to be the overall ‘direction5 of 
the trend in the levels over the second year.
The levels plots in Figure 7.2 display the estimated underlying trend and the 
average estimated underlying trend ±  one estimated standard deviation of the 
responses around the estimated trend in the second year.
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Variable Period N Median Mean Min. Max.
Avg. Wtd. Dose Both Years 205 3.548 3.66 0.907 8.84
Avg. Wtd. Dose 2nd Year 205 2.776 2.79 0.000 5.29
St. Dev. Wtd. Dose Both Years 205 4.781 4.80 1.473 9.68
St. Dev. Wtd. Dose 2nd Year 205 0.410 0.51 0.000 3.21
Avg. Raw Dose Both Years 206 239.5 247.2 86.2 701.9
Avg. Raw Dose 2nd Year 206 200.0 193.1 0.00 428.5
St. Dev. Raw Dose Both Years 206 306.0 311.1 93.7 687.6
St. Dev. Raw Dose 2nd Year 206 25.3 34.64 0.00 436.1
Avg. Lev. Trend 2nd Year 120 95.97 97.62 44.71 195.10
Avg. Lev. Rate of Chg. 2nd Year 120 -0.044 -0.035 -0.481 0.477
St. Dev. Lev. 2nd Year 120 20.76 31.38 5.01 223.50
Table 7.2. Continuous cyclosporin covariates together with their descriptive 
statistics.
Variable Period N Yes No
Mono. Wtd. Dose 
Mono. Wtd. Dose 
Mono. Raw Dose 
Mono. Raw Dose
Both Years 
2nd Year 
Both Years 
2nd Year
205
205
206 
206
64
170
60
160
141
35
146
46
Table 7.3. Binary cyclosporin covariates indicating the monotonicity of doses.
7.4.3 Sum m ary of cyclosporin  variables
In this section, nine variables have been defined, each of which reflects some 
aspect of the cyclosporin experience of each patient. Table 7.2 lists the continuous 
variables along with some descriptive statistics. Table 7.3 shows the distribution 
of the binary variables which indicate whether both forms of the dose data are 
constantly decreasing over both the two year period and the second year only.
7.5 A nalysis and R esults
Having defined the variables of interest in the preceding sections, we are now in 
a position to analyse the data. Given the occurrence of censoring in the response
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variable, the methods used are taken from the survival analysis literature (see Cox 
and Oakes (1984)). Particular use will be made of the proportional hazards model 
(Cox, 1972) which is by far the most commonly used approach. The advantage 
of such an approach is that it has a structure which can incorporate continuous 
explanatory variables while retaining a flexibility which permits an undefined 
(nonparametric) underlying hazard function for the data.
Section 7.5.1 considers the covariates of interest individually and Section 7.5.2 
considers their effects in the presence of other covariates.
7.5.1 U nivariate analysis
Although interest ultimately lies in the combined effect of the variables of inter­
est, it is informative to consider the apparent effects on kidney outcome of each 
covariate individually. Figure 7.3 shows Kaplan-Meier estimates of the survival 
function estimate at the different levels of the categorical factors using the 206 
patients with sufficient raw dose information.
Table 7.4 lists the categorical covariates and the p-value from a Mantel- 
Haenszel (log-rank) test under the null hypothesis that the survival functions 
associated with different levels of the individual variables are equivalent. Since 
this current analysis does not involve cyclosporin, clearly we use all the data 
available (i.e. n = 206). To aid comparisons and the interpretation of later 
analyses involving the cyclosporin levels variables, results based on the subset of 
patients with sufficient blood levels (n =  120) are presented alongside the results 
based on all the data.
The results of Table 7.4 indicate that transplant number is a key factor in 
determining the long term outcome of the transplanted kidney. Variables for 
which there is some evidence of an association with long term outcome include 
number of rejection episodes, mismatch group, type of kidney and monotone dose 
patterns in the second year. The sex based covariates and the EDTA grouping 
show no sign of an association. Given the reduced sample size of the ‘levels’ 
data, and thus the reduced power of these tests, it is not surprising that with 
the exception of transplant number none of the other variables showed signs of 
differences between the variable levels.
CHAPTER  7. CYCLOSPORIN 217
Kaplan-Meier estimate by Transplant number Kaplan-Meier estimate by Sex of Patient Kaplan-Meier estimate by Type of Kidney
o
00
d
d
•+ —o
OJ
o
o
o
0 2 4 6 8 10 12
o
o
d
o
F e m a f  3o
o
o
0 2 4 6 8 10 12
o
co
o
q
d
d
Live
o
o
o
6 8 10 122 40
Time in Years (since transplant) 
Kaplan-Meier estimate by EDTA
Time in Years (since transplant) 
Kaplan-Meier estimate by ft Rej. Episodes
Tim e in Y ears (since transplant) 
Kaplan-Meier estimate by Mismatch Info.
o
o
d
d
80,81
q
o
0 2 64 8 10 12
o
o
d
o
d
q
o
0 2 4 6 8 10 12
o
d
o
o
d
o
o
8 10 122 4 60
Time in Years (since transplant) Time in Years (since transplant) Time in Years (since transplant)
Kaplan-Meier estimate by Matched Sexes (Donor and Patient) Kaplan-Meier estimate by Doses only decreasing over two years Kaplan-Meier estimate by Doses only decreasing over second yea
o
co
o
o
o
Y es
Nocvd
o
o
0 2 4 6 8 10 12
o
o
q
o
o
Y es
No
o
o
d
0 2 4 6 8 10 12
o
CO
o
d
o
No
o
d
126 8 102 40
Time in Years (since transplant) Time in Years (since transplant) Time in Y ears (since transplant)
Figure 7.3. Kaplan-Meier estimates of the survival function estimate at the 
different levels of the categorical factors based on the 206 ‘raw dose’ data.
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Covariate P values from log-rank tests
Raw Doses 
n=206
Blood Levels 
n=120
Transplant number 0.021 0.007
Sex of Patient 0.165 0.309
Type of Kidney 0.094 0.387
EDTA Group 0.661 0.800
No. Rej. Episodes 0.099 0.642
Mismatch Group 0.069 0.435
Matched Sexes 0.553 0.842
Monotone Dose (Both years) 0.36 -
Monotone Dose (2nd only) 0.07 -
Table 7.4. Results of log-rank tests examining the effects of categorical covari­
ates on long term kidney outcome
Interest now turns to the continuous variables and the effect these have on 
the outcomes of patients. This requires a modelling approach which incorporates 
and examines the effects of one or more covariates on the survival times. Here 
we employ the proportional hazards model which models the hazard function at 
time t of patient V as:
hi(t) = h0(t) exp(/3Tx;),
where ho(t) is an (unknown) baseline hazard function, x* is the vector of covariate 
values associated with the ffh patient and (3 is a vector of unknown parameter 
values. Interest lies primarily in the estimation of these parameter values and 
using them to perform inference on the covariate effects.
Table 7.5 lists the continuous covariates of interest and the key results when 
each covariate is included solely in a proportional hazards model. These results 
indicate that the age of the donor, the creatinine levels three months after the 
transplant and the number of rejection episodes may each have an influence on 
kidney outcome, although the magnitude of this effect may be quite small. Of 
the cyclosporin measures considered individually, the standard deviation in the 
unadjusted doses over the two years, standard deviation of the levels around the 
underlying trend over the second year and the approximate monotonicity of the
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Raw Dose Adj. Dose Bid Lev.
Covariates P-val e? P-val P-val
Age of Patient 0.99 0.47 0.99 0.47 0.99 0.38
Age of Donor 1.02 0.03 1.02 0.03 1.01 0.14
Creatinine at 3 mth 1.00 0.04 1.00 0.04 1.00 0.06
No. of rejection episodes 1.46 0.02 1.46 0.02 1.20 0.46
Magnitude (two years) 0.998 0.26 0.994 0.95 - -
Magnitude (2nd year) 0.999 0.78 1.060 0.58 1.00 0.50
Variability (two years) 0.997 0.04 0.824 0.09 - -
Variability (2nd year) 0.997 0.32 0.817 0.30 1.01 0.02
Pattern (two years) 0.636 0.10 0.791 0.36 - -
Pattern (2nd year) 0.576 0.03 0.605 0.07 0.86 0.90
Table 7.5. Continuous covariate results from univariate proportional hazard 
model fits
raw doses in the second year show the most evidence of statistical significance in 
the models.
7.5.2 M ultivariate analysis
Although the results of the previous subsection are useful in assessing the influ­
ence of individual variables, real interest lies in the way these variables combine to 
influence the patients’ outcomes. This leads us to consider proportional hazards 
models with several covariates.
The main aim is to assess the significance of the effect of variables reflecting 
the cyclosporin history on each patient’s long term outcome. It is important, 
however, to ensure that other factors known to affect long term outcome are taken 
into account. Based on expert knowledge and results of previous studies (Morris 
(1994) and Woo et al. (1999)), nine variables were identified (see Section 7.3.3) as 
of sufficient importance to be included in the model regardless of their statistical 
significance.
The proportional hazards model with these nine variables will be referred 
to as the baseline model. The details of the fitted baseline model are shown 
in Table 7.6, fitted to different subsets of patients associated with each of the
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cyclosporin history measures used5. When these variables are modelled together, 
we see that the transplant number and donor age show signs of significance in 
both the n =  205 and n =  120 sets.
Covariates Adj Doses Blood Levels
P-value P-value
patient’s sex 1.45 0.14 1.93 0.07
transplant number 2.35 0.00 3.56 0.00
transplant type 0.33 0.03 0.37 0.14
EDTA group 1.35 0.57 2.71 0.22
No. of rejection episodes 1.14 0.49 1.02 0.96
Mismatch grouping (contrast 1) 1.28 0.35 0.86 0.62
Mismatch grouping (contrast 2) 1.34 0.01 1.20 0.19
Age of patient 0.99 0.71 0.99 0.35
Age of donor 1.02 0.00 1.03 0.01
Creatinine level at 3 month 1.00 0.37 1.00 0.13
Table 7.6. Details of the ‘baseline’ fit
In determining whether the addition of the cyclosporin variables to the base­
line model significantly improve the fit, care must be taken. The estimates of 
the covariate effects from these multivariate models are not strictly independent 
of other covariates present in the baseline. Tests of significance based on these 
estimates and their standard errors (Wald tests) are consequently prone to misin­
terpretation. A safer approach is to compare nested models via the log likelihood 
ratio test and assess the contribution of covariates by reference to a x 2 distribu­
tion.
Table 7.7 shows the results of fitting a number of models constructed by 
adding the cyclosporin variables to the baseline model. In each instance, the 
log likelihood ratio of the model with the cyclosporin measure(s) to the baseline 
model is shown together with its associated p-value. In addition to adding the 
individual measures of cyclosporin, the interaction between the magnitude and
5Although there is one extra patient in unadjusted doses subset than the weight adjusted 
doses subset, only results pertaining to the latter are listed since the model fits are approxi­
mately equivalent
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variability measures is explored by including the product term in a model with 
the individual terms and comparing this to the baseline.
The results show that the strongest relationship is associated with the variabil­
ity measures and this is true across the three types of cyclosporin data considered. 
However, these model comparisons indicate that none of the cyclosporin related 
measures appear to make a significant contribution to the baseline model.
Model Unadj . Doses W t Adj. Doses Blood Levels
LLRT P-value LLRT P-value LLRT P-value
Baseline 32.2 - 32.2 - 23.4 -
-1-Magnitude (two years) 33.0 0.37 32.6 0.53 - -
+Magnitude (2nd year) 32.2 1.00 32.3 0.75 23.6 0.65
+ Variability (two years) 34.7 0.11 34.8 0.11 - -
+ Variability (2nd year) 33.9 0.19 34.7 0.11 26.0 0.11
-hPattern (two years) 32.6 0.53 32.2 1.00 - -
-f-Pattern (2nd year) 34.2 0.16 33.0 0.37 24.6 0.27
Tlnter. (M&V) (two years) - - 36.0 0.28 - -
Tlnter. (M&V) (2nd year) 38.6 0.09 36.9 0.20 26.8 0.18
Table 7.7. Assessing the effect of cyclosporin measures after allowing for baseline 
influences
7.6 D iscussion
This chapter has described a collaborative project undertaken with clinicians at 
the Renal Unit at Glasgow’s Western Infirmary. The work comprises part of an 
ongoing investigation into the effects of cyclosporin. There is still considerable 
debate about which treatment maximises the positive short term effects while 
guarding against side effects which may affect long term outcome. This decision 
is not only clouded by the complex nature of the data available but also by 
other pressures, not the least of which are the interests of the manufacturer of 
cyclosporin.
This current analysis has used standard survival data analysis but has employed 
nonparametric modelling to define covariates of interest. Given the nature of
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the cyclosporin blood levels data it is hard to imagine how these data could be 
summarised without the use of some nonparametric modelling. Once again the 
flexibility and interpretability of smoothing methods have been shown to be well 
suited to capturing the essence of the relationships between variables.
The results showed that when the cyclosporin variables were considered indi­
vidually the variability in the data values was statistically significant in a pro­
portional hazards model. Furthermore, the pattern in the doses in the second 
year as captured in the monotonicity variables was also found to be significant. 
The latter result is at least partly a reflection of the clinical response to a deteri­
orating condition, since an increase in dosage may be prompted by a worsening 
condition. The former result is harder to interpret, especially since the direction 
of the effect differs depending on the cyclosporin measure considered. For doses 
the effect is negative, i.e. increasing the variability measure decreases the hazard 
function, and vice versa for the levels variability measure. Recall, however, that 
these two measures are quite different in how they are calculated and what they 
represent.
When the cyclosporin variables are assessed in the presence of other confound­
ing variables, however, there is no longer any evidence of association between 
these and the long term outcome. Given the very strong effects of variables such 
as the transplant number and the age of the donor these results are perhaps not 
surprising.
So what are the clinical conclusions to be drawn from such an analysis? To a 
large degree these results have confirmed pre-existing beliefs regarding the role of 
cyclosporin dosage. One example is the lack of a significant cyclosporin magnitude 
effect. This non-significant result works both ways in that it suggests there are 
neither significant positive nor significant negative effects associated with the 
dosage level prescribed throughout the two years post-transplantation.
Of course, the analysis presented here is clearly not a definitive answer to 
the ‘cyclosporin question’ nor was it intended to be. The randomised controlled 
trials described in the introduction are far better placed to indicate the answer. 
This study is really a response to the lack of adoption of the recommendations 
of these randomised studies, since there is a reluctance to remove patients from 
cyclosporin despite the favourable results of such actions published in previous
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studies (MacPhee et al 1998). Given that cyclosporin treatment remains the 
norm, this analysis has examined if there is evidence of differences in the outcome 
depending on the degree of exposure to cyclosporin.
The considerable limitation imposed by a non-randomised retrospective study 
can not be ignored, however. The data itself is limiting in that it is open to 
potential unknowable influences. Still, it is hoped that this analysis will con­
tribute some insight to the clinical view of post-transplantation treatment as well 
as illustrate further uses of a nonparametric modelling approach to data analysis.
C hapter 8 
C onclusions
8.1 Introduction
This thesis has considered the task of using fitted nonparametric models to detect 
and describe the relationships between response and predictor variables in a 
regression setting. It has built on results from over ten years of focused research 
into methods of estimation for nonparametric models. Comparisons of model 
fits have been its focus and methods for these have been proposed in a number 
of contexts. The aim was to contribute to the understanding of the issues of 
inference amongst nonparametric models.
Although each chapter has contained within it discussions of the issues raised 
and the conclusions drawn, it is helpful to summarise the key findings and reflect 
on the potential for further work. The remaining sections consider three themes 
of the thesis, respectively: error variance estimation for nonparametric regression 
models; methods of model comparisons amongst a bivariate class; and extensions 
and generalisations beyond these special cases. Within each of these areas a brief 
summary of the main findings is given, followed by a discussion of some of the 
issues raised and the potential for further work in the area.
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8.2 E stim ation  o f Error Variance
8.2.1 Sum m ary and d iscussion
Consideration of estimators of a2 in the nonparametric regression context was 
prompted by their fundamental role in methods of inference. Although a number 
of approaches were available in the univariate setting, extensions to the bivari­
ate setting were rare. A strategy of ‘borrowing’ approaches from the parametric 
regression settings was noted, however the challenges of the nonparametric con­
text deemed it necessary to consider this task afresh with the goal of developing 
estimators suitable for use in a comparison of bivariate nonparametric model fits.
Two general approaches were adapted and investigated in the bivariate set­
ting. The first were the familiar estimators of a2 based on RSS of a suitable model 
fit. The consequences of the unavoidable presence of bias in nonparametric fits 
was noted and methods were proposed to reduce this effect, namely undersmooth­
ing and double-smoothing. Both of these methods required the specification of 
a smoothing parameter directly which prompted the search for an estimator of 
a2 with low bias which didn’t require an explicit fit to the data. Difference 
based methods were extended beyond the univariate to the bivariate setting. 
The estimates were based on interpolating planes using Delaunay triangulations 
to partition the design space to identify neighbouring points.
The different estimators were investigated over both regular and random 
designs via simulation studies. These showed that both the undersmoothed RSS 
based and difference based estimators had small finite sample bias properties. It 
was observed that the more complicated approaches of the double-smoothed RSS 
estimator and the ‘weighted triplets’ difference based estimator yielded marginally 
smaller bias results. Misspecifying the model in the RSS based estimator was 
shown to increase the bias marginally. The main conclusion was that the differ­
ence based estimator offered a viable alternative to the RSS based estimator with 
the advantage that it didn’t require an explicit model fit and therefore was free 
of a smoothing parameter.
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8.2 .2  F uture work
In terms of further developments, there is scope to consider different configura­
tions and weightings of local points in the difference based estimator. Some work 
has been done for grid designs (Hall et al. 1991) but this idea of ‘optimal con­
figurations and weights’ have not been extended to random designs. There are 
obvious challenges to accommodate the limitless potential configurations, how­
ever, and it may be that the intuitive definition and scaling of neighbouring points 
given here is close to optimal. Further work is needed to ascertain this.
A natural extension of this work would be to develop difference based esti­
mators for settings beyond two covariates. It is clear, however, from the issues 
concerning the definition of neighbouring points in the bivariate context, how 
complicated the methodology becomes in higher dimensions. This is the ulti­
mate advantage of RSS based estimators since they effortlessly and intuitively 
yield statistics which can be used to estimate a2 in the context of multiple pre­
dictors.
Within the RSS based approach there is room for exploring different approaches 
to model fitting for the express purpose of a2 estimation. Some of the potential 
improvements flagged in Chapter 2 were the use of cross-validation and different 
types of smoothers to define the fitted surface. Indeed, since there is still much 
interest in the estimation of nonparametric surfaces it would be beneficial if new 
(and existing) methods could keep both of the unknown ‘quantities’ in view, that 
is the regression surface and the error variance. This would highlight the necessity 
that both estimation and inference develop in order for nonparametric regression 
models to achieve their full potential.
8.3 Inference A m ongst Bivariate M odels
8.3 .1  Sum m ary and d iscussion
The development of hypothesis tests for comparing models belonging to a class 
of bivariate nonparametric regression models is at the heart of this thesis. A 
review of recent results on the asymptotic bias properties of models fitted by 
local linear regression lead to the suggestion of a direct comparison of the fitted
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values (CFV) of competing models as an alternative to the standard comparisons 
of residual sums of squares. In addition to these comparison of the model fit 
statistics, the role of the estimator of a2 and the reference distribution used to 
assess the observed values of the test statistic were also investigated in a range 
of settings.
The principle findings of the simulation studies were that there was much to 
recommend the use of CFV statistics. In the regular grid setting the equiva­
lent asymptotic biases of different model fits were realised in the finite sample 
properties and therefore the CFV statistic circumvented the bias problems by 
permitting them to cancel in the comparisons of the model fits. A consequence of 
this property was that a low-bias estimator of a2 was of supreme importance. It 
is in this setting that difference based estimators of a 2 are strongly recommended 
since they are independent of the model fits (and thus of smoothing parame­
ters) and ensure small bias comparable to that of the best RSS based estimators. 
When a CFV model comparison statistic and a difference based estimator of a2 
are combined a corrected F reference distribution captures the distribution of the 
test statistic well.
In the random design setting a different optimal approach was observed. 
Because the finite sample biases of competing model fits do not cancel exactly in 
the context of random designs, a minimum bias estimator of a2 did not return 
the most consistent results. Rather, the combination of a CFV statistic with an 
RSS based estimator of a2 using the full model fit used in the definition of CFV 
(i.e. no undersmoothing) was found to return consistent results when referred to 
a corrected F distribution. This was true over a range of smoothing parameters 
and different settings. The exceptions to this were comparisons between bivariate 
additive and bivariate smooth models. Here the most consistent results were once 
again using a CFV statistic and a corrected F distribution but restricted to mod­
erate smoothing parameter levels and using either difference based or moderately 
undersmoothed RSS based estimators of a2.
An underlying assumption of all of the simulations performed was that model 
comparisons should be made between fits built on centred smoothers and that cor­
responding smoothing parameters in the two fits should be the same. Although
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these approaches were initially motivated by the asymptotic bias results, sim­
ulations exploring this underlying philosophy showed that not following these 
guidelines could result in marked deteriorations in the finite sample behaviour 
of the test methods. Recently Opsomer and Ruppert (1999) commented on an 
‘often overlooked fact’ in the fitting of semiparametric models which required the 
use of centred smoothers. Since the role of centred smoothers in the task of esti­
mation is ‘overlooked’, it is felt necessary to stress its importance here, together 
with that of equivalent smoothing parameters, in the context of inference via 
model comparisons.
Although not a major focus of this current work, the bootstrap approach 
to model inference in this setting is worth a comment. Several times when this 
work has been presented in talks and papers it has been suggested that bootstrap 
methods can be used rather than develop modifications of ‘classical’ approaches 
to model inference. As one referee put it ‘.. how important is it to derive test 
statistics that can be compared to prespecified (e.g. F) distributions? Why not 
just simulate the tail probability for the test for a given data set?’. This sugges­
tion, however, overlooks the difficulties associated with deriving an appropriate 
test statistic. As was noted in Chapter 1, the presence of bias in the nonpara­
metric fits complicates matters, even when bootstrap procedures are used.
This current work’s focus has been the derivation of test statistics which 
address the problem of bias when nonparametric models are used to assess covari­
ate effects. When using bootstrap techniques the same challenges arise since the 
fitted values and residuals are distorted by bias. Davison and Hinkley (1997) 
describe a strategy which involves both undersmoothing and oversmoothing the 
original fit, but as they note ‘asymptotic theory shows that something along these 
lines is necessary to make resampling work, but there is no clear guidance as to 
precise relative values for the tuning constants [degrees of over/under smoothing]’.
The point to stress is that bootstrap approaches do n o t solve the problems 
bias cause with methods of inference based on nonparametric models. Clearly, 
however, the power of resampling should not be ignored in future developments in 
this area but they will almost certainly complement, rather than compete with, 
methods such as those developed here. For example, the bootstrap methods used 
with the reef data in Section 4.4 confirmed the use of a corrected F reference
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distribution.
8.3.2 Future work
There remain many options available in the task of comparing nonparametric 
model fits. The following sections describe several ways in which the results 
could be extended in future work.
Extending the scope of the settings investigated
As with any simulation study, only a relatively small number of settings and 
conditions could be investigated in this current work. Future work in this area 
primarily lies in extending the simulations to investigate the performance of these 
tests under a wider range of conditions. A major consideration is the perfor­
mance of the tests with different forms of underlying regression functions. Varying 
types and degrees of departures from simple linear models could be investigated, 
although any investigation of this type is over-shadowed by the limitless forms of 
the regression function which are possible.
It would also be useful for further simulations to explore different types of 
dependency amongst the covariates. The properties of nonparametric model fits 
in the presence of dependent covariates have not been studied in great depth 
and therefore further developments in inference would need to parallel a greater 
understanding of the consequences of dependent covariates on the estimation of 
nonparametric models.
Local fits of polynomials w ith degree > 1
Based on the asymptotic bias results which are available, the same methods for 
model comparisons described here could be used amongst fits produced by local 
polynomial smoothing with polynomials of degree greater than one. These would 
have the advantage that the fits are asymptotically unbiased when the underlying 
true regression function is a polynomial of degree equal to that of the polynomial 
fitted locally. Furthermore, higher order local fits result in a smaller order of 
asymptotic bias (Fan, 1992), which is potentially to the advantage of methods of 
inference.
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The flip side, however, is that in general higher order local polynomial fits 
contain extra variability. The exception to this is an even (2q) degree polynomial 
fit compared to the next odd (2q +  1) degree polynomial fit, in which case there 
is no difference in asymptotic variance (Ruppert and Wand 1994). On these 
grounds, local cubic regression would be the next order polynomial fit (beyond 
local linear fits) to use. However, the asymptotic theory of local cubic fits is not 
as well developed as that for the local linear approach and thus further work on 
estimation using higher order polynomials is necessary to facilitate methods of 
inference.
These guidelines, however, are given on the grounds of optimising the fits from 
the perspective of estimation not inference. There may therefore be benefits from 
exploring the use of higher order local polynomials for the purposes of model 
comparisons. Furthermore, authors such as Cleveland and Loader (1996) make 
a strong defence of even degree polynomials on the grounds of finite sample 
properties and therefore their use should not be entirely excluded.
Adapting the m ethods for use w ith other smoothers
Note that the methods developed for comparing model fits are all in terms of 
the smoothing matrices used to generate the fitted models. This suggests that 
the test can potentially be employed for use with any linear smoother. Given 
that prejudices do exist in the smoothing community there may be interest in 
such extensions. However, the performance of the methods was grounded in the 
asymptotic and finite sample properties of the smooths and therefore these would 
need to be checked and the methods adapted to alternate smoothers.
It should also be noted, however, that considerable computational effort and 
storage is required to generate the n x n matrices which drive the tests. Fur­
thermore, the smoothing matrices are not always directly available, since often 
more computationally efficient methods used to fit the models (see Chambers and 
Hastie (1993) for a detailed description of how nonparametric models are fit in 
S). In the case of smoothing splines (an obvious alternative to local polynomial 
fits) this is particularly so since the method is based on an optimisation problem 
and not local averaging. Therefore, these approaches may not be suited for use
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with such smoothers. This may be an argument in favour of local polynomials 
over splines since to our knowledge no comparable methods have been proposed 
for comparing smoothing spline model fits.
The methods considered in this current work are also based on explicit solu­
tions to the backfitting algorithm. Recently, estimators based on ‘marginal inte­
gration’ have been proposed, e.g. by Linton and Nielsen (1995) and Fan et al. 
(1998). These estimators can be calculated explicitly, unlike backfitting which 
only yields explicit fits in low dimensional cases. A comparison of backfitting 
with marginal integration is necessary from purely an estimation perspective but 
this may lead to further developments in the area of inference. Backfitting, how­
ever, is currently by far the most widely adopted method of estimating additive 
models and therefore this current work is of immediate relevance.
8.4 Inference w ith  Broader Classes o f M odels
8.4.1 Sum m ary and d iscussion
Although the methods of inference were developed in the context of a bivariate 
class of nonparametric models, extensions beyond these models were considered 
in Chapter 5. There it was shown that the presence of additional linear terms 
did not pose a major obstacle to the application of the tests to compare models. 
Indeed, although the scope of the simulations was scaled down in this context, 
a consequence of the larger sample size required for models of higher dimension, 
similar behaviours to those observed in the bivariate case were observed. Over 
regular grids, a test using the CFV comparison with an undersmoothed RSS 
based estimator of c r2 and a corrected F reference distribution was found to 
balance optimally. Similarly, this approach was the best over random designs 
with the important difference that undersmoothing was not of benefit to the 
test’s performance.
An important consideration when more covariates are admitted is the relative 
size of the boundary region of the design points. As the dimensions increase the 
proportion of points lying near the boundary increases. This has an impact on 
the properties of the model fits and therefore on methods of inference based on
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them. For instance, asymptotic biases at interior and boundary points differ. The 
methods developed in Chapters 3-5 were motivated largely by the properties of 
interior points. This reflects the implicit assumption that the majoritjr of points 
lie in the interior of the design. If the relative size of this region was to decrease 
(as the dimension of the design space increases) then more attention should focus 
on the boundary properties which could lead to amendments to the comparison 
methodology.
The methods of inference developed herein require that certain assumptions 
hold, e.g. approximate normality of errors and constant variance, in order to 
yield meaningful results. This reminds us that diagnostic checks need to be made 
in the course of any analysis based on fitted models. Graphical methods have 
established themselves as the main approach to model diagnostics and should be 
used with the methods of model comparisons developed here. As more covari- 
ates are admitted to the model space, however, the task of visualising the data 
becomes increasingly complex. Cleveland (1993) presents an excellent case for 
the use of visualisation tools in the exploration of the relationships between vari­
ables in a regression setting. He discusses the challenges of graphically exploring 
the relationships amongst four or more variables (so called hypervariate data). 
These challenges, however, must be faced if these methods of inference are to be 
employed in practice.
8.4 .2  Future work
When considering areas of future work in methods of inference amongst extended 
classes of nonparametric models each of the topics listed in Section 8.3.2 apply. 
Consideration of the broader class of models, however, does suggest other areas 
where further developments are necessary.
Incorporating binning techniques
Issues related to the size of the data sets and the computational resources required 
to process this much data become increasingly relevant as the number of covari- 
ates increase. Binning was mentioned as a way to tackle this problem since it has 
been successfully incorporated into estimation techniques. Extending binning to
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methods of inference is clearly an area of future work. These are currently under 
development in the univariate context as part of the ‘sm5 library S-Plus code 
described in Bowman and Azzalini (1997).
Extensions beyond two nonparametric components
In the research literature on the estimation of semiparametric and additive models 
the restriction to two covariates is rarely made. Instead models are usually defined 
as having any number of nonparametric components, although properties are only 
listed in detail for the special cases of one or two nonparametric terms (see, for 
instance, Opsomer and Ruppert 1997 and 1999). This partly accounts for why 
the current work on inference has been restricted to two nonparametric terms. 
However, developing model inference methods for use with an unlimited number 
of nonparametric terms is highly desirable. Indeed, there may be scope for this by 
considering the recursive definitions which define fits in higher (nonparametric) 
dimensions, although such definitions potentially obscure the properties of the 
fits noted and used in the course of this work.
Generalizations in the GLM sense
An exciting class of models which is emerging more and more in the applied 
setting are nonparametric equivalents to Generalized Linear Models (GLMs), 
namely the Generalised Additive Model (GAM) class introduced comprehensively 
in Hastie and Tibshirani (1990). These extend additive nonparametric models 
by introducing a link function other than the identity between the response and 
the predictors and, most importantly, admit responses with any distribution from 
the exponential family, i.e. not just normal errors.
The methods of inference proposed for use with GAMs are by analogy with 
analysis of deviance in the GLM setting. There is, therefore, an obvious need to 
develop methods of inference which expressly take into account the bias which is 
present in the smooth versions of covariate effects. This setting does, however, 
have the extra complication that iterative estimation is inevitable and therefore 
the properties of estimators are more difficult to derive. This challenge may 
indeed be the ultimate hindrance to the widespread adoption of GAMs and is
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therefore worthy of future research activity.
A ppendix  A
Software
Listed below is a summary of the S-Plus functions created in the course of this 
work. They build on the functions available in the ‘sm’ library of Bowman and 
Azzalini (1997). Each function is listed together with its principal arguments and 
a brief description.
simdata(s.size,model,grid,var, ...) This function generates s.size data points in the 
plane, either as a regularly spaced rectangular design of points or one of a 
number of random designs as specified by the grid parameter. Over these 
design points one of the regression functions listed in Section 2.7.2 is gener­
ated according to the model parameter. As well as this regression surface, 
the function also returns simulated responses, i.e. these values with random 
iV(0,var) errors added.
sm.matrices(data, model, h i, h2=NA, ...) This function takes bivariate design points 
contained in data and generates a smoothing matrix corresponding to a 
nonparametric model from the bivariate class defined in Section 3.2. The 
smoothing parameter(s) used in the fit are defined by h i  and h2.
sp.sm.matrices(data, model, ncovar, h, ,,.) This function calculates the smoothing 
matrix which returns the semiparametric additive model fit specified by 
model using the ncovar covariates’ values in data and smoothing parameter 
h for each of the nonparametric components. NB. The covariates in data 
must be ordered such that the ‘nonparametric’ covariates are listed first.
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pvalcompl(data, S.O, S.l, var, ...) This function compares the model fits defined 
by smoothing matrices S.O and S.l applied to the responses in data. It 
returns p-values for the six tests corresponding to the combinations of two 
comparisons of model fit statistics (CFV and RSSD) and three reference 
distributions (QF, F, F.cor) using the true value of the error variance} var.
cmf.matrices(S.O, S.l, ...) This function takes the smoothing matrices S.O and S.l 
which define competing fits and returns a list of two matrices which define 
the comparison of model fits statistics CFV and RSSD.
sigma.matrix(data,modei1h l,h 2 ,h 3 1 ...) This function returns a list of matrices which 
define estimators of the error variance around the regression surface under­
lying data. The list consists of difference based estimators and RSS based 
estimators from the fitted bivariate model using various degrees of smooth­
ing (h i,  h2, h3).
pvalcomp2(data, A, j, B, k, ...) This function returns three p-values for compar­
ison of model fit tests (applied to data) corresponding to three reference 
distributions (QF, F, F.cor). The comparison of model fits statistic used is 
defined by the jth  matrix contained in A, corresponding to either CFV or 
RSSD. The matrices held in B define different estimators of a2 (Difference 
of RSS based) with k identifying which of these to use.
A ppendix  B
Sim ulation R esults Sum m arised  
in C hapter 4
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Table B .l .  Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV when <r2 is known. Design points form a 
regular square grid. The results listed are the proportion of 1000 simulated p- 
values less than 0.05 under the reduced mode.
red.model full.model n sig.sq h.num rss.qf rss.chi rss.chi.corr cfv.qf cfv.chi cfv.chi.corr
st.line semi. par. x2 49 0.01 0.15 0.049 0.040 0.051 0.055 0.045 0.057
st.line semi.par.x2 49 0.01 0.25 0.058 0.044 0.058 0.051 0.041 0.054
st.line semi.par.x2 49 0.04 0.15 0.050 0.037 0.050 0.047 0.034 0.047
st.line semi.par.x2 49 0.04 0.25 0.051 0.036 0.052 0.048 0.036 0.048
st.line semi.par.x2 100 0.01 0.15 0.051 0.046 0.052 0.050 0.043 0.052
st.line semi.par.x2 100 0.01 0.25 0.057 0.044 0.058 0.050 0.043 0.050
st.line semi.par.x2 100 0.04 0.15 0.044 0.036 0.045 0.045 0.032 0.046
st.line semi.par.x2 100 0.04 0.25 0.044 0.030 0.045 0.049 0.037 0.050
ld.sm 2d.am 49 0.01 0.15 0.049 0.042 0.051 0.053 0.040 0.056
Id.sm 2d. am 49 0.01 0.25 0.050 0.038 0.050 0.054 0.041 0.054
ld.sm 2d.am 49 0.04 0.15 0.047 0.038 0.048 0.049 0.035 0.050
ld.sm 2d.am 49 0.04 0.25 0.052 0.040 0.052 0.050 0.043 0.050
ld.sm 2d.am 100 0.01 0.15 0.054 0.041 0.055 0.057 0.042 0.057
ld.sm 2d. am 100 0.01 0.25 0.061 0.047 0.062 0.055 0.043 0.056
ld.sm 2d.am 100 0.04 0.15 0.047 0.036 0.047 0.050 0.039 0.051
ld.sm 2d. am 100 0.04 0.25 0.049 0.041 0.049 0.054 0.039 0.056
ld.sm sem i.par.xl 49 0.01 0.15 0.063 0.063 0.063 0.063 0.063 0.063
ld.sm sem i.par.xl 49 0.01 0.25 0.063 0.063 0.063 0.063 0.063 0.063
ld.sm sem i.par.xl 49 0.04 0.15 0.056 0.056 0.056 0.056 0.056 0.056
ld.sm sem i.par.xl 49 0.04 0.25 0.056 0.056 0.056 0.056 0.056 0.056
ld.sm sem i.par.xl 100 0.01 0.15 0.053 0.053 0.053 0.053 0.053 0.053
ld.sm sem i.par.xl 100 0.01 0.25 0.053 0.053 0.053 0.053 0.053 0.053
ld.sm sem i.par.xl 100 0.04 0.15 0.040 0.040 0.040 0.040 0.040 0.040
ld.sm sem i.par.xl 100 0.04 0.25 0.040 0.040 0.040 0.040 0.040 0.040
sem i.par.xl 2d. am 49 0.01 0.15 0.045 0.031 0.047 0.050 0.027 0.050
semi. par. x l 2d. am 49 0.01 0.25 0.045 0.031 0.046 0.050 0.022 0.050
semi. par.xl 2d. am 49 0.04 0.15 0.034 0.027 0.035 0.041 0.020 0.041
sem i.par.xl 2d. am 49 0.04 0.25 0.040 0.028 0.042 0.048 0.017 0.048
sem i.par.xl 2d. am 100 0.01 0.15 0.056 0.035 0.056 0.056 0.034 0.057
sem i.par.xl 2d.am 100 0.01 0.25 0.059 0.040 0.060 0.065 0.024 0.065
sem i.par.xl 2d. am 100 0.04 0.15 0.039 0.024 0.042 0.046 0.026 0.046
sem i.par.xl 2d. am 100 0.04 0.25 0.041 0.026 0.041 0.045 0.018 0.046
2d.am 2d.sm 49 0.01 0.15 0.059 0.028 0.059 0.037 0.020 0.040
2d. am 2d.sm 49 0.01 0.25 0.041 0.020 0.045 0.037 0.016 0.040
2d.am 2d.sm 49 0.04 0.15 0.039 0.022 0.040 0.042 0.022 0.045
2d. am 2d.sm 49 0.04 0.25 0.042 0.020 0.047 0.033 0.021 0.033
2d. am 2d.sm 100 0.01 0.15 0.054 0.029 0.055 0.051 0.024 0.056
2d.am 2d.sm 100 0.01 0.25 0.056 0.026 0.058 0.051 0.020 0.051
2d. am 2d.sm 100 0.04 0.15 0.056 0.024 0.061 0.055 0.027 0.058
2d. am 2d.sm 100 0.04 0.25 0.051 0.026 0.055 0.056 0.024 0.057
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Table B.2. Results of simulation study to investigate the power of tests for 
model comparisons when a2 is known. Design points form a regular square grid. 
The results listed are the proportion of 500 simulated p-values less than 0.05 
under the full model.
r e d .m o d e l fu ll .m o d e l n s ig .sq li.n u m rss.q f rss.c iii r ss.ch i.co rr c fv .q f c fv .c h i cfv .c lli.c o r r
1 s t . l in e s e m i.p a r .x 2 49 0.01 0 .1 5 0 .9 2 4 0 .9 0 6 0 .9 2 6 0 .9 1 8 0 .9 0 2 0 .9 2 0
2 s t . l in e s e m i.p a r .x 2 49 0.01 0 ,2 5 0 .9 2 2 0 ,9 0 4 0 .9 2 4 0 .9 1 8 0 .9 1 0 0 .9 1 8
3 s t . l in e s e m i.p a r .x 2 49 0 .0 4 0.15 0.32G 0 .2 9 2 0 .3 2 6 0 .3 5 2 0 .2 9 4 0 .3 5 4
4 s t . l in e s e m i.p a r .x 2 49 0 .0 4 0.25 0.352 0 .3 2 2 0 .3 5 2 0 ,3 8 4 0 .3 6 0 0 .3 9 0
5 s t . l in e s e m i.p a r ,x 2 100 0.01 0 .1 5 1.000 0 .9 9 8 1.000 1.000 0.9 9 6 1.000
6 s t . l in e s e m i.p a r .x 2 100 0.01 0 .2 5 1.000 1.000 1.000 0 .9 9 8 0 .9 9 8 0 .9 9 8r S t.lin e s e m i.p a r ,x 2 100 0 .0 4 0 .1 5 0 .5 8 0 0 .5 4 2 0 .5 8 4 0 .6 1 6 0 .5 5 4 0 .6 2 0
8 s t . l in e se m i, par, x2 100 0 .0 4 0 .2 5 0 .6 2 6 0 .5 7 2 0 .6 3 2 0 .6 5 6 0 .6 0 8 0 .6 5 8
9 ld .s m 2 d .am 49 0.01 0 .1 5 0 .7 2 0 0 .7 0 0 0 .7 3 0 0 .7 5 0 0.7 1 4 0 .7 5 2
10 ld .s m 2 d .am 49 0.01 0 .2 5 0.752 0.722 0 .7 5 2 0 .7 7 2 0 .7 4 0 0 .7 7 4
11 ld .s m 2 d .am 49 0.0 4 0 .1 5 0 .2 6 2 0 .2 2 6 0 .2 6 4 0 .2 5 0 0 .2 1 0 0 .2 5 2
12 ld .s m 2d . am 49 0 .0 4 0 .2 5 0 .2 5 2 0 .2 2 0 0.252 0 .2 7 0 0 .2 4 0 0 .2 7 0
13 ld .s m 2 d .am 100 0.01 0 .1 5 0 .9 9 0 0 .9 7 6 0 .9 9 0 0 .9 8 4 0 .9 8 0 0 .9 8 6
14 ld .s m 2 d ,am 100 0.01 0 .2 5 Q.986 0 .9 8 0 0 .9 8 6 0 .9 8 6 0 .9 7 6 0 ,9 8 6
15 ld .s m 2 d .am 100 0.0 4 0 .1 5 0.424 0 .3 8 4 0 .4 2 6 0 .4 2 2 0 .3 8 2 0 ,4 2 6
16 ld .s m 2 d .am 100 0 .0 4 0 .2 5 0.424 0 .3 9 2 0 .4 2 8 0 .4 6 0 0 .4 1 4 0 .4 6 2
17 ld .s m s e m i.p a r .x l 49 0.01 0 .1 5 0.966 0 .9 6 6 0 .9 6 6 0 .9 6 6 0 .9 6 6 0 .9 6 6
18 ld .s m s e m i .p a r .x l 49 0.01 0 .2 5 0.966 0 .9 6 6 0 .9 6 6 0 .9 6 6 0 .9 6 6 0 .9 6 6
19 ld .s m s e m i.p a r .x l 49 0 .0 4 0 .1 5 0.476 0 .4 7 6 0 .4 7 6 0.4 7 6 0 .4 7 6 0 .4 7 6
20 ld .s m s e m i.p a r .x l 49 0 .0 4 0.25 0.476 0 .4 7 6 0 .4 7 6 0 .4 7 6 0 .4 7 6 0 ,4 7 6
21 ld .s m s e m i.p a r .x l 100 0.01 0.15 0 .9 9 8 0 .9 9 8 0 .9 9 8 0 .9 9 8 0 .9 9 8 0 .9 9 8
22 ld .s m s e m i.p a r .x l 100 0.01 0.25 0 .9 9 8 0 .9 9 8 0 .9 9 8 0 .9 9 8 0 .9 9 8 0 .9 9 8
23 ld .s m s e m i.p a r .x l 100 0 ,0 4 0.15 0.734 0 .7 3 4 0 ,7 3 4 0 .7 3 4 0 .7 3 4 0 .7 3 4
24 ld .s m s e m i.p a r .x l 100 0 .0 4 0.25 0 .7 3 4 0 .7 3 4 0 .7 3 4 0 ,7 3 4 0 .7 3 4 0 .7 3 4
25 s e m i.p a r .x l 2 d .am 49 0.01 0.15 0 .3 3 6 0 .2 7 8 0 .3 3 8 0 .2 6 0 0 .1 9 2 0 .2 6 0
26 s e m i.p a r .x l 2 d .am 49 0.01 0.25 0 .3 0 8 0 .2 3 8 0 .3 0 8 0 .3 1 4 0 .1 8 4 0 .3 1 4
27 s e m i.p a r .x l 2 d .am 49 0 ,0 4 0.15 0 .1 1 0 0 .0 7 8 0 .1 1 2 0 .0 8 4 0 .0 5 2 0 .0 8 4
28 s e m i.p a r .x l 2d. am 49 0 .0 4 0.25 0 ,0 9 6 0 .0 7 2 0 .0 9 6 0 .0 9 6 0 .0 5 6 0 .0 9 6
29 s e m i.p a r .x l 2 d .am 100 0.01 0.15 0 .5 5 8 0 .5 1 2 0 ,5 6 4 0 .4 6 8 0 .3 7 2 0 .4 7 4
30 s e m i.p a r .x l 2d . am 100 0.01 0.25 0.532 0 .4 5 8 0 .5 3 4 0 .5 4 2 0 .3 8 2 0 .5 4 2
31 s e m i.p a r .x l 2d. am 100 0.0 4 0.15 0.168 0 .1 2 6 0 .1 7 4 0 .1 5 0 0 .1 0 4 0 .1 5 4
32 s e m i.p a r .x l 2d. am 100 0.0 4 0.25 0.1G8 0 .1 3 6 0 .1 6 8 0 .1 7 4 0 .1 0 2 0 .1 7 6
33 2 d .am 2 d .sm 49 0.01 0.15 0.628 0 .5 2 4 0 .6 3 6 0 .4 3 8 0 .3 3 8 0 .4 4 6
34 2 d .am 2 d .sm 49 0.01 0.25 0 .3 7 0 0 .2 8 2 0 .3 7 8 0 .2 6 2 0 .1 5 4 0 .2 6 6
35 2 d .am 2 d .sm 49 0 .0 4 0.15 0 .1 8 0 0 .1 1 0 0 .1 8 2 0 .1 0 6 0 .0 7 0 0 .1 2 0
36 2 d .am 2 d .sm 49 0 .0 4 0.25 0 ,1 1 6 0 .0 7 0 0 .1 1 8 0 .0 8 0 0 .0 5 4 0 .0 8 2
37 2 d .am 2 d .sm 100 0.01 0.15 0 .9 4 6 0 .9 1 6 0 .9 4 6 0 .8 7 4 0 .7 6 2 0 .8 8 0
38 2 d .am 2 d .sm 100 0.01 0.25 0 .7 4 4 0 .6 3 6 0 .7 5 4 0 .4 9 2 0 .3 1 6 0 .5 1 0
39 2 d .am 2 d .sm 100 0 .0 4 0.15 0 .2 4 6 0 .1 5 8 0 .2 6 0 0 .1 8 8 0 .1 1 6 0.1 9 6
40 2 d .am 2 d .sm 100 0 .0 4 0.25 0 .1 7 0 0 .0 9 4 0 .1 7 4 0 .1 1 6 0 .0 5 8 0 .1 2 0
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Tab e B .3 .  Definition of ‘Setups’ summarised in Tables B.4 - B.6
Setup Reduced Model Full Model n a2 h
1 stdine semi.par.x2 100 0.01 0.1
2 st.line semi.par.x2 100 0.01 0.2
3 st.line semi.par.x2 100 0.0025 0.1
4 st.line semi.par.x2 100 0.0025 0.2
5 st.line semi.par.x2 49 0.01 0.15
6 st.line semi.par.x2 49 0.01 0.25
7 st.line semi,par.x2 49 0.0025 0.15
8 st.line semi.par.x2 49 0.0025 0.25
9 ld.sm 2d. am 100 0.01 0.1
10 ld.sm 2d.am 100 0.01 0.2
11 ld.sm 2d.am 100 0.0025 0.1
12 ld.sm 2d.am 100 0.0025 0.2
13 ld.sm 2d.am 49 0.01 0.15
14 ld.sm 2d.am 49 0.01 0.25
15 ld.sm 2d. am 49 0.0025 0.15
16 ld.sm 2d. am 49 0.0025 0.25
17 ld.sm semi.par.xl 100 0.01 0.1
18 ld.sm semi.par.xl 100 0.01 0.2
19 ld.sm semi.par.xl 100 0.0025 0.1
20 ld.sm semi.par.xl 100 0.0025 0.2
21 ld.sm semi.par.xl 49 0.01 0.15
22 ld.sm semi.par.xl 49 0.01 0.25
23 ld.sm semi.par.xl 49 0.0025 0.15
24 ld.sm semi.par.xl 49 0.0025 0.25
25 semi.par.xl 2d. am 100 0.01 0.1
26 semi.par.xl 2d. am 100 0.01 0.2
27 semi.par.xl 2d.am 100 0.0025 0.1
28 semi.par.xl 2d. am 100 0.0025 0.2
29 semi.par.xl 2d.am 49 0.01 0.15
30 semi.par.xl 2d. am 49 0.01 0.25
31 semi.par.xl 2d. am 49 0.0025 0.15
32 semi.par.xl 2d. am 49 0.0025 0.25
33 2d. am 2d.sm 100 0.01 0.1
34 2d.am 2d.sm 100 0.01 0.2
35 2d. am 2d.sm 100 0.0025 0.1
36 2d. am 2d.sm 100 0.0025 0.2
37 2d.am 2d.sm 49 0.01 0.15
38 2d.am 2d.sm 49 0.01 0.25
39 2d.am 2d.sm 49 0.0025 0.15
40 2d.am 2d.sm 49 0.0025 0.25
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Table B.4. Empirical sizes of 8 model comparison tests, each using the corrected 
F reference distribution. 500 simulated data sets over regular grids were used, 
generated under the conditions listed in Table B.3
C F V R S S D
Setup Diff h .num /4 h. num /2 h.num Diff h.num /4 h.num /2 h.num
1 0.062 0.054 0.054 0.056 0.052 0.056 0.052 0.048
2 0.060 0.056 0.054 0.054 0.052 0.050 0.052 0.050
3 0.044 0.034 0.034 0.034 0.050 0.048 0.046 0.042
4 0.032 0.034 0.034 0.032 0.048 0.044 0.046 0.042
5 0.036 0.044 0.046 0.046 0.048 0.052 0.050 0.042
6 0.028 0.046 0.044 0.044 0.042 0.048 0.048 0.046
7 0.054 0.056 0.056 0.056 0.046 0.064 0.064 0.062
8 0.052 0.052 0,052 0.048 0.048 0.058 0.066 0.054
9 0.056 0.038 0.028 0.008 0.056 0.048 0.038 0.006
10 0.058 0.036 0.010 0.002 0.050 0.032 0.006 0.000
11 0.060 0.072 0.046 0.000 0.068 0.068 0.046 0.000
12 0.062 0.048 0.000 0.000 0.058 0.046 0.000 0.000
13 0.044 0.054 0.036 0.002 0.048 0.050 0.032 0.000
14 0.054 0.046 0.004 0.002 0.044 0.048 0.004 0.000
15 0.028 0.036 0.010 0.000 0.038 0.044 0.008 0.000
16 0.032 0.022 0.000 0.000 0.040 0.028 0.000 0.000
17 0.044 0.054 0.050 0.014 0.044 0.054 0.050 0.014
18 0.044 0.050 0.014 0.002 0.044 0.050 0.014 0.002
19 0.056 0.062 0.044 0.002 0.056 0.062 0.044 0.002
20 0.056 0.044 0.002 0.000 0.056 0.044 0.002 0.000
21 0.054 0.052 0.044 0.002 0.054 0.052 0.044 0.002
22 0.054 0.050 0.006 0.000 0.054 0.050 0.006 0.000
23 0.038 0.048 0.016 0.000 0.038 0.048 0.016 0.000
24 0.038 0.042 0.000 0.000 0.038 0.042 0.000 0.000
25 0.030 0.036 0.036 0.024 0.036 0.042 0.040 0.020
26 0.034 0.034 0.024 0.012 0.028 0.038 0.026 0.006
27 0.052 0.038 0.034 0.006 0.042 0.040 0.038 0.004
28 0.044 0.030 0.006 0.002 0.048 0.034 0.006 0.000
29 0.062 0.060 0.052 0.020 0.054 0.070 0.056 0.014
30 0.060 0.060 0.034 0.016 0.064 0.058 0.028 0.012
31 0.028 0.034 0.014 0.000 0.034 0.038 0.018 0.000
32 0.040 0.034 0.000 0.000 0.026 0.028 0,000 0.000
33 0.034 0.016 0.010 0.002 0.022 0.002 0.000 0.000
34 0.044 0.030 0.020 0.000 0.028 0.014 0.000 0.000
35 0.046 0.000 0.000 0.000 0.042 0.000 0.000 0.000
36 0.042 0.004 0.000 0.000 0.048 0.000 0.000 0.000
37 0.034 0.006 0.004 0.002 0.028 0.000 0.000 0.000
38 0.034 0.006 0.004 0.000 0.032 0.006 0.002 0.000
39 0.038 0.000 0.000 0.000 0.026 0.000 0.000 0.000
40 0.042 0.000 0.000 0.000 0.044 0.000 0.000 0.000
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Table B.5. Empirical sizes of 8 model comparison tests, each using the CQ F} 
reference distribution. 500 simulated data sets over regular grids were used, 
generated under the conditions listed in Table B.3
CFV RSSD
Setup Diff h.num/4 h.num/2 h.num Diff h.num/4 h.num/2 h.num
1 0.058 0.052 0.052 0.050 0.050 0.048 0.048 0.048
2 0.048 0.056 0.054 0.052 0.048 0.048 0.048 0.050
3 0.042 0.034 0.034 0.034 0.048 0.046 0.046 0.044
4 0.028 0.030 0.028 0.028 0.046 0.044 0.044 0.042
5 0.010 0.040 0.040 0.044 0.008 0.050 0.050 0.048
6 0.018 0.044 0.042 0.042 0.014 0.046 0.046 0.046
7 0.024 0.054 0.054 0.054 0.012 0.062 0.064 0.064
8 0.028 0.048 0.046 0.042 0.022 0.054 0.056 0.054
9 0.056 0.034 0.026 0.008 0.048 0.046 0.038 0.006
10 0.046 0.032 0.010 0.002 0.050 0.032 0.006 0.000
11 0.058 0.068 0.046 0.000 0.066 0.068 0.046 0.000
12 0.056 0.046 0.000 0.000 0.058 0.046 0.000 0.000
13 0.022 0.046 0.036 0.002 0.008 0.050 0.032 0.002
14 0.024 0.042 0.004 0.002 0.016 0.048 0.004 0.000
15 0.006 0.028 0.010 0.000 0.002 0.040 0.008 0.000
16 0.012 0.020 0.000 0.000 0.004 0.028 0.000 0.000
17 0.030 0.050 0.046 0.010 0.030 0.050 0.046 0.010
18 0.030 0.046 0.010 0.002 0.030 0.046 0.010 0.002
19 0.050 0.056 0.042 0.002 0.050 0.056 0.042 0.002
20 0.050 0.042 0.002 0.000 0.050 0.042 0.002 0.000
21 0.042 0.046 0.036 0.002 0.042 0.046 0.036 0.002
22 0.042 0.044 0.006 0.000 0.042 0.044 0.006 0.000
23 0.026 0.040 0.014 0.000 0.026 0.040 0.014 0.000
24 0.026 0.034 0.000 0.000 0.026 0.034 0.000 0.000
25 0.030 0.034 0.034 0.024 0.034 0.036 0.034 0.020
26 0.032 0.034 0.022 0.012 0.022 0.034 0.022 0.006
27 0.048 0.034 0.032 0.006 0.042 0.040 0.038 0.004
28 0.040 0.026 0.006 0.000 0.046 0.032 0.006 0.000
29 0.018 0.056 0.048 0.020 0.022 0.060 0.054 0.016
30 0.040 0.056 0.030 0.016 0.020 0.054 0.026 0.012
31 0.010 0.020 0.014 0.000 0.006 0.034 0.016 0.000
32 0.016 0.030 0.000 0.000 0.010 0.022 0.000 0.000
33 0.014 0.016 0.010 0.002 0.014 0.004 0.000 0.000
34 0.044 0.030 0.016 0.000 0.020 0.014 0.000 0.000
35 0.022 0.000 0.000 0.000 0.014 0.000 0.000 0.000
36 0.038 0.004 0.000 0.000 0.030 0.000 0.000 0.000
37 0.008 0.004 0.004 0.002 0.002 0.000 0.000 0.000
38 0.008 0.006 0.002 0.000 0.006 0.004 0.002 0.000
39 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000
40 0.018 0.000 0.000 0.000 0.004 0.000 0.000 0.000
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Table B.6. Empirical sizes of 8 model comparison tests, each using the (unad­
justed) F reference distribution. 500 simulated data sets over regular grids were 
used, generated under the conditions listed in Table B.3
CFV RSSD
Setup Diff h.num/4 h.num/2 h.num Diff h.num/4 h.num/2 h.num
1 0 0.034 0.034 0.032 0 0.042 0.042 0.038
2 0 0.040 0.038 0.038 0 0.034 0.030 0.032
3 0 0.030 0.030 0.028 0 0.032 0.032 0.032
4 0 0.022 0.020 0.020 0 0.032 0.032 0.028
5 0 0.038 0.038 0.036 0 0.040 0.040 0.036
6 0 0.036 0.038 0.038 0 0.042 0.042 0.038
7 0 0.048 0.048 0.046 0 0.052 0.052 0.042
8 0 0.044 0.042 0.038 0 0.050 0.044 0.046
9 0 0.026 0.024 0.008 0 0.036 0.024 0.006
10 0 0.032 0.010 0.000 0 0.024 0.006 0.000
11 0 0.052 0.042 0.000 0 0.058 0.038 0.000
12 0 0.038 0.000 0.000 0 0.040 0.000 0.000
13 0 0.046 0.032 0.002 0 0.044 0.030 0.000
14 0 0.042 0.004 0.002 0 0.048 0.004 0.000
15 0 0.022 0.008 0.000 0 0.036 0.006 0.000
16 0 0.020 0.000 0.000 0 0.024 0.000 0.000
17 0 0.054 0.050 0.014 0 0.054 0.050 0.014
18 0 0.050 0.014 0.002 0 0.050 0.014 0.002
19 0 0.062 0.044 0.002 0 0.062 0.044 0.002
20 0 0.044 0.002 0.000 0 0.044 0.002 0.000
21 0 0.052 0.044 0.002 0 0.052 0.044 0.002
22 0 0.050 0.006 0.000 0 0.050 0.006 0.000
23 0 0.048 0.016 0.000 0 0.048 0.016 0.000
24 0 0.042 0.000 0.000 0 0.042 0.000 0.000
25 0 0.026 0.026 0.014 0 0.026 0.026 0.012
26 0 0.020 0.012 0.000 0 0.024 0.016 0.000
27 0 0.020 0.018 0.004 0 0.034 0.030 0.004
28 0 0.016 0.004 0.000 0 0.022 0.004 0.000
29 0 0.034 0.032 0.010 0 0.050 0.040 0.010
30 0 0.030 0.014 0.006 0 0.044 0.020 0.008
31 0 0.014 0.008 0.000 0 0.026 0.012 0.000
32 0 0.010 0.000 0.000 0 0.014 0.000 0.000
33 0 0.000 0.000 0.000 0 0.000 0.000 0.000
34 0 0.000 0.004 0.000 0 0.000 0.000 0.000
35 0 0.000 0.000 0.000 0 0.000 0.000 0.000
36 0 0.000 0.000 0.000 0 0.000 0.000 0.000
37 0 0.000 0.000 0.000 0 0.000 0.000 0.000
38 0 0.000 0.000 0.000 0 0.000 0.000 0.000
39 0 0.000 0.000 0.000 0 0.000 0.000 0.000
40 0 0.000 0.000 0.000 0 0.000 0.000 0.000
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Table B .7. Settings used in the simulation study over random designs using 
known a2 (results reported in Section 4.3.1)
nsim red. mo del full, mo del n sig.sq h.num
1 500 st.line semi.par.x2 49 0.01 0.05
2 500 st.line semi.par.x2 49 0.01 0.15
3 500 st.line semi.par.x2 49 0.04 0.05
4 500 st.line semi. par.x2 49 0.04 0.15
5 500 st.line semi.par,x2 100 0.01 0.05
6 500 st.line semi.par.x2 100 0.01 0.15
7 500 st.line semi.par.x2 100 0.04 0.05
8 500 st.line semi.par.x2 100 0.04 0.15
9 500 ld.sm 2d. am 49 0.01 0.05
10 500 ld.sm 2d. am 49 0.01 0.15
11 500 ld.sm 2d. am 49 0.04 0.05
12 500 ld.sm 2d. am 49 0.04 0.15
13 500 ld.sm 2d. am 100 0.01 0.05
14 500 ld.sm 2d. am 100 0.01 0.15
15 500 ld.sm 2d. am 100 0.04 0.05
16 500 ld.sm 2d. am 100 0.04 0.15
17 500 ld.sm semi.par.xl 49 0.01 0.05
18 500 ld.sm semi.par.xl 49 0.01 0.15
19 500 ld.sm semi.par.xl 49 0.04 0.05
20 500 ld.sm semi.par.xl 49 0.04 0.15
21 500 ld.sm semi.par.xl 100 0.01 0.05
22 500 ld.sm semi.par.xl 100 0.01 0.15
23 500 ld.sm semi.par.xl 100 0.04 0.05
24 500 ld.sm semi.par.xl 100 0.04 0.15
25 500 semi.par.xl 2d. am 49 0.01 0.05
26 500 semi.par.xl 2d. am 49 0.01 0.15
27 500 semi.par.xl 2d. am 49 0.04 0.05
28 500 semi.par.xl 2d.am 49 0.04 0.15
29 500 semi.par.xl 2d. am 100 0.01 0.05
30 500 semi.par.xl 2d. am 100 0.01 0.15
31 500 semi.par.xl 2d. am 100 0.04 0.05
32 500 semi.par.xl 2d. am 100 0.04 0.15
33 500 2d. am 2d.sm 49 0.01 0.05
34 500 2d. am 2d.sm 49 0.01 0.15
35 500 2d. am 2d.sm 49 0.04 0.05
36 500 2d. am 2d.sm 49 0.04 0.15
37 500 2d. am 2d.sm 100 0.01 0.05
38 500 2d. am 2d.sm 100 0.01 0.15
39 500 2d. am 2d.sm 100 0.04 0.05
40 500 2d. am 2d.sm 100 0.04 0.15
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Table B.8. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV when <r2 is known. Design points are samples 
from a uniform distribution over [0, l]2. The results listed are the proportion of 
500 simulated p-values less than 0.05.
re d .m o d e l fu ll .m o d e l n s ig .sq li. nu m rss.q f rss.ch i r ss.ch i.co rr c fv .q f c fv .c h i c fv .c lii.c o r r
1 s t . l in e se m i.p a r .x 2 49 0.01 0 .0 5 0 .0 9 0 0 .0 7 2 0 .0 9 0 0 .0 7 8 0 .0 6 2 0 .0 7 8
2 s t . l in e S em i.p a r ,x 2 49 0.01 0 .1 5 0 .0 7 0 0 .0 6 4 0 .0 7 0 0 .0 5 8 0 .0 4 6 0 .0 6 0
3 s t . l in e se m i.p a r .x 2 49 0 .0 4 0 .0 5 0 .1 0 0 0 .0 8 0 0 .1 0 0 0 .0 6 8 0 .0 5 8 0 .0 6 8
4 s t . l in e se m i.p a r .x 2 49 0 .0 4 0 .1 5 0 .0 6 8 0 .0 5 6 0 .0 6 8 0 .0 4 6 0 .0 4 0 0 .0 4 8
5 s t . l in e se m i.p a r .x 2 100 0.01 0 .0 5 0 .0 9 6 0 .0 8 6 0 .0 9 6 0 .0 6 2 0 .0 5 0 0 .0 6 4
6 s t . l in e se m i.p a r ,x 2 100 0.01 0 .1 5 0 .0 4 8 0 .0 4 0 0 .0 4 8 0 .0 4 0 0 ,0 3 0 0 .0 4 0
7 s t . l in e se m i.p a r .x 2 100 0 .0 4 0 .0 5 0 .0 6 4 0 .0 6 2 0 .0 6 4 0 .0 4 2 0 .0 3 8 0 .0 4 4
8 s t . l in e se m i.p a r .x 2 100 0 .0 4 0.1 5 0 .0 3 6 0 .0 3 6 0 .0 3 6 0 .0 5 0 0 .0 3 8 0 .0 5 0
9 ld .s m 2 d .am 49 0.01 0 .0 5 0 .1 3 0 0 .1 0 8 0 .1 3 2 0 .1 1 4 0 .0 9 2 0 .1 1 4
10 ld .s m 2 d .am 49 0.01 0 .1 5 0 .2 2 6 0 .1 9 6 0 .2 2 6 0 .2 2 4 0 .1 9 4 0 .2 2 4
11 ld .s m 2 d . am 49 0 .0 4 0 .0 5 0 .1 3 2 0 .1 0 0 0 .1 3 4 0 .0 8 6 0 .0 7 2 0 .0 8 6
12 ld .s m 2 d .am 49 0 .0 4 0 .1 5 0 .0 8 8 0 .0 8 0 0 .0 8 8 0 .0 6 6 0 .0 5 8 0 .0 7 0
13 ld .s m 2 d .am 100 0.01 0 .0 5 0 .1 1 6 0 .1 0 2 0 .1 1 6 0 .1 0 0 0 .0 8 0 0 .1 0 0
14 ld .s m 2 d . am 100 0.01 0 .1 5 0 .2 2 4 0 .2 0 0 0 .2 2 8 0 .2 6 6 0 ,2 3 2 0 .2 6 8
15 ld .s m 2 d .am 100 0 .0 4 0.0 5 0 .0 9 8 0.068 0 .0 9 8 0 .0 9 2 0 .0 6 2 0 .0 9 2
16 ld .s m 2 d .am 100 0 .0 4 0 .1 5 0 .0 9 8 0 .0 7 6 0 .1 0 0 0 .0 9 4 0 .0 8 0 0 .0 9 4
17 ld .s m s e m i.p a r .x l 49 0.01 0.05 0 .0 5 6 0 .0 5 6 0 .0 5 6 0 .0 6 2 0 .0 6 0 0 .0 6 2
18 ld .s m s e m i.p a r .x l 49 0.01 0 .1 5 0.122 0.122 0 .1 2 2 0 .1 6 4 0 .1 6 4 0 .1 6 4
19 ld .s m s e m i.p a r .x l 49 0 .0 4 0.05 0 .0 4 0 0 .0 4 0 0 .0 4 0 0 .0 4 2 0 .0 3 8 0 .0 4 2
20 ld .s m s e m i.p a r .x l 49 0 .0 4 0.1 5 0 .0 5 6 0 .0 5 4 0 .0 5 6 0 .0 6 2 0 .0 6 0 0 .0 6 2
21 ld .s m s e m i.p a r .x l 100 0.01 0 .0 5 0.062 0 .0 6 0 0 .0 6 2 0 .0 6 0 0 .0 5 8 0 .0 6 0
22 ld .s m s e m i.p a r .x l 100 0.01 0 .1 5 0 .0 9 2 0 .0 9 2 0 .0 9 2 0 .1 3 6 0 .1 3 6 0 .1 3 6
23 ld .s m s e m i.p a r .x l 100 0 .0 4 0 .05 0.076 0 .0 7 6 0 .0 7 6 0 .0 7 6 0 .0 7 0 0 .0 7 6
24 ld .s m s e m i.p a r .x l 100 0 .0 4 0.15 0 .078 0.074 0 .0 7 8 0 .0 8 4 0 .0 8 2 0 .0 8 4
25 s e m i.p a r .x l 2 d .am 49 0.01 0 .0 5 0 .126 0 .0 9 0 0 .1 2 6 0 .1 0 0 0 .0 6 8 0 .1 0 0
26 s e m i.p a r .x l 2 d . am 49 0.01 0 .1 5 0 .0 8 8 0 .0 6 6 0 .0 8 8 0 .0 9 8 0 .0 5 6 0 .0 9 8
27 s e m i.p a r .x l 2 d .am 49 0 .0 4 0 .0 5 0.134 0.112 0 .1 3 8 0 .1 1 4 0 .0 9 4 0 .1 1 6
28 s e m i.p a r .x l 2 d .am 49 0 .0 4 0 .1 5 0 .0 8 4 0.062 0 .0 8 4 0 .0 7 2 0 .0 4 0 0 .0 7 4
29 s e m i.p a r .x l 2 d .am 100 0,01 0 .0 5 0.100 0 .0 8 2 0 .1 0 4 0 .1 0 6 0 .0 6 0 0 .1 0 6
30 s e m i.p a r .x l 2 d . am 100 0.01 0 .1 5 0 .1 0 6 O.OS2 0 .1 1 0 0 .1 0 0 0 .0 6 8 0 .1 0 2
31 s e m i.p a r .x l 2 d .am 100 0 .0 4 0 .0 5 0 .110 0.092 0 .1 1 2 0 .1 0 0 0 .0 6 2 0 .1 0 4
32 s e m i.p a r .x l 2 d .am 100 0 .0 4 0.1 5 0.070 0.0 5 6 0 .0 7 4 0 .0 6 8 0 .0 5 0 0 .0 7 0
33 2 d .am 2 d .sm 49 0 .0 1 0.05 NA NA NA NA NA NA
34 2 d .am 2 d .sn i 49 0,01 0.15 0 .2 3 8 0 .1 6 8 0 .2 5 0 0 .1 4 8 0 .0 9 0 0 .1 5 4
35 2 d . am 2 d .sm 49 0 .0 4 0 .0 5 NA NA NA NA NA NA
36 2 d .am 2 d .sm 49 0 .0 4 0 .1 5 0.1 5 6 0 .1 1 0 0 .1 5 6 0 .1 2 0 0 .0 6 0 0 .1 2 8
37 2 d .am 2 d .sm 100 0.01 0 .0 5 0 .2 6 4 0 .2 4 4 0 .2 6 4 0 .2 4 0 0 .2 0 0 0 .2 4 0
38 2 d .am 2 d .sm 100 0.01 0 .1 5 0.3 0 0 0 .2 3 6 0 ,3 1 2 0 .1 6 4 0 .1 0 3 0 .1 7 0
39 2 d .am 2 d .sm 100 0 .0 4 0 .0 5 0 .2 5 8 0 .2 1 8 0 .2 6 2 0 .2 1 2 0 .1 8 4 0 .2 1 6
40 2 d .am 2 d .sm 100 0 .0 4 0 .1 5 0 .1 4 2 0.1 0 0 0 .1 4 4 0 .0 8 0 0 .0 4 8 0 .0 8 2
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Table B.9. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV when a2 is known. Design points are samples 
from a bivariate normal distribution with jii — (i2 = 0.5 and a\ — a 2 =  0.15 and 
p = 0. The results listed are the proportion of 500 simulated p-values less than 
0.05.
r e d .m o d e l fu ll .m o d e l n s ig .s q h .n u m rss.q f rss.ch i r ss.c lii.co rr c fv .q f c fv .ch i c fv .c h i.c o r r
1 s t . l in e s e m i.p a r .x 2 49 0 .0 1 0 .0 5 0 .074 0 .0 6 8 0 .0 7 4 0 .0 7 0 0.064 0 .0 7 2
2 s t . l in e se m i.p a r .x 2 49 0 .0 1 0 .1 5 0.054 0 .0 5 0 0 .0 5 6 0 .0 5 6 0 .0 4 8 0 .0 5 6
3 s t . l in e s e m i.p a r .x 2 49 0 .0 4 0 .0 5 0.064 0 .0 5 8 0 .0 6 4 0 .0 6 0 0 .0 4 6 0 .0 6 0
4 s t . l in e s e m i.p a r .x 2 49 0 ,0 4 0 .1 5 0 .0 5 0 0 .0 4 2 0 .0 5 0 0 .0 5 0 0 .0 3 8 0 .0 5 0
5 s t . l in e s e m i.p a r .x 2 100 0 .01 0.05 0 .062 0 .0 5 6 0 .0 6 2 0 .0 5 4 0 .0 4 8 0 .0 5 4
6 s t . l in e se m i. p a r .x 2 100 0 .0 1 0.15 0 .0 6 0 0 .0 5 2 0 ,0 6 0 0 .0 5 8 0 .0 4 6 0 .0 5 8
7 s t . l in e s e m i.p a r .x 2 100 0 .0 4 0 .0 5 0 .0 7 0 0 .0 5 8 0 .0 7 0 0 .0 5 8 0 .0 4 8 0 .0 6 2
8 s t . l in e s e m i.p a r ,x 2 100 0 ,0 4 0 .1 5 0 .048 0 .0 3 4 0 .0 4 8 0 .0 4 2 0 .0 3 6 0 .0 4 4
9 ld .s m 2 d .am 49 0 .0 1 0 .0 5 0 .114 0 .0 9 4 0.114 0 .0 9 4 0 .0 7 6 0 .0 9 6
10 ld .s m 2d . am 49 0.01 0 ,1 5 0 .166 0.142 0 .1 6 6 0 ,1 9 2 0 .1 6 8 0 .1 9 4
11 ld .s m 2d . am 49 0 .0 4 0 .0 5 0 .0 8 6 0 .0 7 0 0 .0 8 6 0 .0 8 6 0 .0 6 0 0 .0 8 6
12 ld .s m 2d . am 49 0 .0 4 0.15 0 .0 8 0 0 .0 7 0 0 .0 8 0 0 .0 9 4 0 .0 7 6 0 .0 9 6
13 ld .s m 2d . am 100 0.01 0.05 0 .0 9 4 0 .0 8 4 0 .0 9 6 0 .0 9 4 0 .0 8 2 0 .0 9 4
14 ld .s m 2d . am 100 0.01 0 .1 5 0 .1 7 0 0 .1 3 0 0 .1 7 2 0 ,1 9 6 0 .1 6 6 0 .1 9 8
15 ld .s m 2d . am 100 0 .0 4 0 .0 5 0.092 0 .0 7 2 0 .0 9 4 0 ,0 7 0 0 .0 5 0 0 .0 7 4
1G ld .s m 2 d . am 100 0 .0 4 0 .1 5 0.080 0 .0 5 6 0 .0 8 0 0 .0 7 0 0 .0 6 8 0 .0 7 0
17 ld .s m s e m i.p a r .x l 49 0.01 0 .0 5 0 .042 0 .0 4 0 0 .0 4 2 0 .0 4 8 0 .0 4 8 0 .0 4 8
18 ld .s m s e m i.p a r .x l 49 0.01 0 .1 5 0 .086 0 .0 8 6 0 .0 8 6 0 .1 3 8 0 .1 3 4 0 .1 3 8
19 ld .s m s e m i.p a r .x l 49 0 .0 4 0 .0 5 0 .0 5 0 0 .0 5 0 0 .0 5 0 0 .0 5 2 0 .0 5 2 0 .0 5 2
20 ld .s m s e m i.p a r .x l 49 0 .0 4 0 .1 5 0 .0 5 8 0 .0 5 8 0 .0 5 8 0 .0 6 6 0 .0 6 4 0 .0 6 6
21 ld .s m s e m i.p a r .x l 100 0.01 0 .0 5 0 .044 0 .0 4 4 0 .0 4 4 0 .0 6 0 0 .0 5 8 0 .0 6 0
22 ld .s m s e m i.p a r .x l 100 0.01 0.15 0 .0 8 6 0 .0 8 6 0 .0 8 6 0 .1 5 6 0 .1 5 6 0 .1 5 6
23 ld .s m s e m i .p a r .x l 100 0 .0 4 0 .0 5 0 ,0 4 0 0 .0 4 0 0 .0 4 0 0 .0 4 2 0 .0 4 2 0 .0 4 2
24 ld .s m s e m i.p a r .x l 100 0 .0 4 0 .1 5 0 .0 4 4 0 .0 4 2 0 .0 4 4 0 .0 5 0 0 ,0 4 8 0 .0 5 0
25 s e m i.p a r .x l 2d . am 49 0.01 0.05 0 .0 9 8 0 ,0 8 4 0 .0 9 8 0 .0 7 8 0 .0 5 4 0 .0 8 0
26 s e m i.p a r .x l 2 d .am 49 0 .0 1 0 .1 5 0 ,0 7 2 0 ,0 5 2 0 .0 7 4 0 .0 8 6 0 .0 3 6 0 .0 8 6
27 s e m i .p a r .x l 2 d . am 49 0 .0 4 0.05 0.088 0 .0 5 8 0 .0 8 8 0 .0 5 6 0 .0 4 2 0 .0 6 0
28 s e m i.p a r .x l 2 d . am 49 0 .0 4 0 .1 5 0 .0 5 0 0 .0 3 6 0 .0 5 0 0 .0 4 6 0 .0 3 0 0 .0 4 6
29 s e m i .p a r .x l 2 d . am 100 0 .0 1 0 .0 5 0.080 0 .0 6 0 0 .0 8 2 0 .0 6 4 0 .0 4 8 0 .0 6 8
30 s e m i.p a r .x l 2 d . am 100 0 .0 1 0 .1 5 0.066 0 .0 6 2 0 .0 6 8 0 .0 8 6 0 .0 3 8 0 .0 8 8
31 s e m i .p a r .x l 2 d . am 100 0 .0 4 0 .0 5 0 .1 0 0 0 .0 8 0 0 .1 0 2 0 .0 7 4 0 .0 4 6 0 .0 7 4
32 s e m i.p a r .x l 2 d . am 100 0 .0 4 0 .1 5 0.056 0 ,0 3 6 0 .0 5 6 0 .0 5 6 0 .0 2 6 0 .0 5 6
33 2d . am 2 d .sin 49 0 .0 1 0 .0 5 0.182 0 .1 4 4 0 .1 8 4 0 .1 3 8 0 .0 9 0 0 .1 3 8
34 2 d . am 2 d .sin 49 0 .0 1 0 .1 5 0.182 0 .1 1 6 0 .1 9 0 0 .1 3 8 0 .0 4 4 0 .1 4 0
35 2 d .am 2 d .sin 49 0 .0 4 0 .0 5 0 .1 6 2 0 .1 3 6 0 .1 6 2 0 .1 4 0 0 .1 0 2 0 .1 4 0
36 2 d -am 2 d .sm 49 0 .0 4 0 .1 5 0 .0 8 2 0 .0 5 0 0 .0 9 2 0 .0 7 0 0 .0 2 4 0 .0 7 0
37 2 d . am 2 d .sm 100 0.01 0 .0 5 0 .1 8 8 0 .1 4 0 0 .1 8 8 0 .1 4 0 0 .0 8 6 0 .1 4 4
38 2 d . am 2 d .sin 100 0.01 0.15 0 .2 2 6 0 .1 4 2 0 .2 2 6 0 .1 6 0 0 .0 5 8 0 .1 6 0
39 2 d . am 2 d .sm 100 0 .0 4 0.05 0 .1 9 8 0 .1 6 0 0 .1 9 8 0 .1 4 6 0 .0 8 8 0 .1 4 8
40 2d . am 2 d .sm 100 0 .0 4 0,15 0 .0 9 0 0 .0 5 4 0 .0 9 2 0 .0 6 2 0 .0 2 8 0 .0 6 6
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Table B.10. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV when a2 is known. Design points are samples 
from a bivariate normal distribution with pi ~  p2 = 0.5 and cr2 = cf\ =  0.15 and 
p =  0.5. The results listed are the proportion of 500 simulated p-values less than 
0.05.
re d ,m o d e l fu ll ,m o d e l n s ig .s q h .n u m rss.q f rss.ch i rss.ch i.co rr c fv .q f c fv .c lii cfv.clii.COrr
1 s t . l in e s e m i.p a r .x 2 49 0.01 0 .0 5 0.070 0 .0 5 8 0 .0 7 0 0 .0 6 0 0 .0 5 2 0 .0 6 0
2 s t . l in e s e m i,p a r .x 2 49 0.01 0 .1 5 0.060 0.0 4 8 0 .0 6 0 0 .0 5 0 0 .0 4 0 0 .0 5 2
3 s t . l in e se m i.p a r .x 2 49 0 .0 4 0.0 5 0.076 0.0 6 2 0 .0 7 8 0 .0 6 2 0 .0 4 6 0 .0 6 4
4 s t . l in e s e m i.p a r .x 2 49 0 .0 4 0 .1 5 0 .0 6 6 0 .0 5 4 0 .0 6 8 0 .0 6 8 0 .0 5 8 0 .0 6 8
5 s t . l in e se m i.p a r .x 2 100 0.01 0.05 0.074 0 .0 6 6 0 .0 7 4 0 .0 5 0 0.0 4 6 0 .0 5 6
6 s t .l in e s e m i.p a r .x 2 100 0.01 0 .1 5 0.042 0 .0 3 2 0 .0 4 2 0 .0 3 8 0.0 3 2 0 .0 4 0
7 s t .l in e se m i.p a r .x 2 100 0 .0 4 0 .0 5 0 .0 8 0 0 .0 7 0 0 .0 8 2 0 .0 6 4 0 .0 5 2 0 .0 6 4
S s t .l in e se m i. par. x2 100 0 .0 4 0 .1 5 0.062 0 .0 4 0 0 .0 6 2 0 .0 5 4 0.0 4 6 0 .0 5 4
9 ld .s m 2 d .am 49 0.01 0 .0 5 0 .0 8 0 0 .0 6 8 0 .0 8 0 0 .1 0 2 0 .0 8 4 0 .1 0 4
10 ld .s m 2 d .am 49 0.01 0 .1 5 0 .1 4 4 0 .1 2 4 0 .1 4 4 0 .2 2 0 0.1 9 6 0 .2 2 4
11 ld .s m 2d . am 49 0 .0 4 0 .0 5 0 .0 8 8 0.0 7 2 0 .0 8 8 0 .0 8 2 0 .0 6 8 0 .0 8 2
12 ld .s m 2 d ,am 49 0 .0 4 0 ,1 5 0 ,0 6 8 0 .0 5 0 0 .0 7 0 0 .0 6 4 0 .0 4 8 0 .0 6 4
13 ld .s m 2 d .am 100 0.01 0 .0 5 0 .0 8 8 0.072 0 .0 8 8 0 .1 0 4 0 .0 9 6 0 ,1 0 4
14 ld .s m 2d . am 100 0.01 0 .1 5 0.174 0.142 0 .1 8 2 0 .2 6 8 0 .2 2 2 0 .2 6 8
15 ld .s m 2d . am 100 0 .0 4 0.0 5 0 .0 8 0 0 .0 6 6 0 .0 8 0 0 .0 8 2 0.0 6 4 0 .0 8 2
16 ld .s m 2 d .am 100 0 .0 4 0.1 5 0 .0 7 6 0.062 0 .0 7 6 0 .0 7 4 0 .0 7 0 0 ,0 7 4
17 ld .s m s e m i.p a r .x l 49 0.01 0 .0 5 0 .0 5 8 0 .0 5 8 0 .0 5 8 0 .0 7 4 0 .0 6 8 0 .0 7 4
18 ld .s m s e m i.p a r .x l 49 0.01 0 .1 5 0 .0 9 6 0.094 0.0 9 6 0 .1 4 4 0 .1 4 4 0 .1 4 4
19 ld .s m s e m i.p a r .x l 49 0 .0 4 0 .0 5 0 .0 6 8 0 .0 6 8 0 .0 6 8 0 .0 6 4 0 .0 6 4 0 .0 6 4
20 ld .s m s e m i.p a r .x l 49 0 .0 4 0 .1 5 0 .0 5 8 0 .0 5 8 0 .0 5 8 0 .0 8 2 0 .0 7 8 0 .0 8 2
21 ld .s m s e m i.p a r .x l 100 0.01 0 .0 5 0 .0 5 4 0 .0 5 4 0.054 0 .0 6 0 0.0 5 8 0 .0 6 0
22 ld .s m s e m i.p a r .x l 100 0.01 0 .1 5 0 .1 0 4 0 .1 0 4 0.104 0 .1 6 8 0 .1 6 6 0 .1 6 8
23 ld .s m s e m i.p a r .x l 100 0.0 4 0 .0 5 0 .0 3 0 0 .0 3 0 0.0 3 0 0 .0 3 4 0 .0 3 0 0 .0 3 4
24 ld .s m s e m i.p a r .x l 100 0.0 4 0 .1 5 0 .0 3 4 0 .0 3 4 0.034 0 .0 4 2 0.0 4 2 0 .0 4 2
25 s e m i.p a r .x l 2 d .am 49 0.01 0 .0 5 0 .1 0 8 0 .0 8 0 0.1 0 8 0 .0 7 4 0.0 6 2 0 .0 7 4
26 s e m i.p a r .x l 2 d .am 49 0.01 0.15 0 .0 9 8 0 .0 7 0 0.0 9 8 0 .1 0 4 0.0 5 4 0 .1 0 4
27 s e m i.p a r .x l 2 d .am 49 0 .0 4 0.05 0 .0 6 8 0 .0 5 8 0 .0 6 8 0 .0 6 6 0.0 3 4 0 .0 6 8
28 s e m i.p a r .x l 2 d .am 49 0 .0 4 0 .1 5 0 .0 6 6 0 .0 4 2 0 .0 6 6 0 .0 7 6 0.0 3 4 0 .0 7 8
29 s e m i.p a r .x l 2 d .am 100 0.01 0 .0 5 0 .0 8 6 0 .0 7 2 0 .0 8 6 0 .0 7 6 0.0 5 4 0 .0 7 8
30 s e m i.p a r .x l 2 d . am 100 0.01 0.15 0 .1 0 0 0 ,0 6 6 0.1 0 0 0 .1 3 6 0.0 9 2 0 .1 3 8
31 s e m i.p a r .x l 2 d .am 100 0.0 4 0 .0 5 0 .0 8 8 0 .0 6 8 0.0 8 8 0 .0 7 2 0 .0 4 4 0 .0 7 4
32 s e m i.p a r .x l 2 d . am 100 0.0 4 0 .1 5 0 .0 7 0 0 .0 4 0 0 .0 7 0 0 .0 8 0 0 .0 2 6 0 .0 8 0
33 2 d . am 2 d .sm 49 0.01 0 .0 5 0 .1 5 2 0 .1 1 8 0 .1 5 0 0 .1 3 6 0 .0 8 8 0 .1 4 6
34 2 d .am 2 d .sm 49 0.01 0 .1 5 0 .6 1 4 0 .4 2 4 0.6 2 2 0 .4 4 8 0 .1 4 8 0 .4 6 0
35 2 d , am 2 d .sm 49 0 .0 4 0 .0 5 0 .1 4 4 0 .1 1 6 0 .1 4 6 0 .1 1 6 0 .0 8 4 0 .1 1 8
36 2 d .am 2 d .sm 49 0.0 4 0 .1 5 0 .1 0 4 0 .0 4 2 0 .1 0 8 0 .0 8 0 0 .0 1 2 0 .0 8 6
37 2d . am 2 d .sm 100 0.01 0 .0 5 0 .1 8 8 0 .1 4 6 0 .1 9 0 0 .1 4 4 0 .1 0 4 0 .1 4 6
38 2d . am 2 d .sm 100 0.01 0 .1 5 0 .8 6 6 0 .7 3 4 0 .8 6 8 0 .5 7 0 0 .2 0 2 0 .5 7 2
39 2 d .am 2 d .sm 100 0 .0 4 0 .0 5 0 .1 6 2 0 .1 3 2 0.162 0 .1 2 2 0 .0 8 4 0 .1 2 2
40 2 d .am 2 d .sm 100 0 .0 4 0 .1 5 0 .1 6 2 0 .0 8 8 0.1 6 8 0 .1 0 0 0 .0 2 0 0 .1 0 2
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Table B . l l .. Definildons of ‘Setups’ summarised in Tables
Setup Reduced Model Full Model h
1 2d. am 2d.sm 0.05
2 2d. am 2d.sm 0.1
3 2d. am 2d.sm 0.15
4 2d.am 2d.sm 0.2
5 2d. am 2d.sm 0.25
6 ld.sm 2d. am 0.05
7 ld.sm 2d. am 0.1
8 ld.sm 2d. am 0.15
9 ld.sm 2d. am 0.2
10 ld.sm 2d. am 0.25
11 ld.sm semi.par.xl 0.05
12 ld.sm semi.par.xl 0.1
13 ld.sm semi.par.xl 0.15
14 ld.sm semi.par.xl 0.2
15 ld.sm semi.par.xl 0.25
16 semi.par.xl 2d. am 0.05
17 semi.par.xl 2d. am 0.1
18 semi.par.xl 2d. am 0.15
19 semi.par.xl 2d. am 0.2
20 semi.par.xl 2d. am 0.25
21 st.line semi.par .x2 0.05
22 st.line semi, par .x2 0.1
23 st.line semi.par.x2 0.15
24 st.line semi.par.x2 0.2
25 st.line semi.par.x2 0.25
B.17
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Table B.12. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV and 5 estimators of a2. Design points are 
configurations of 100 points from a uniform random design. The results listed 
are the proportion of 500 simulated p-values less than 0.05 using a Quadratic 
Form reference distribution. ‘Setup’ defined in Table B .ll
C F V R S S D
Setup Diff W gtd h.num /4 h.num /2 h.num Diff Wgtd h.num /4 h. num /2 h.num
1 0.020 0.014 0.036 0.014 0.012 0.032
2 0.064 0,044 0.084 0.030 0,068 0.074 0.096 0.036
3 0.102 0.074 0.084 0.082 0.018 0,138 0.126 0.096 0.134 0.012
4 0.094 0.082 0.102 0.052 0.016 0.154 0.138 0.198 0.092 0.008
5 0.086 0.072 0.082 0.030 0.008 0.170 0.144 0.172 0.058 0.006
6 0.016 0.014 0.074 0.066 0.044 0.004 0.004 0.058 0.050 0.034
7 0.092 0.078 0.162 0.148 0.042 0.040 0.034 0.090 0.072 0.016
8 0.196 0.186 0.254 0.192 0.054 0.134 0.128 0.218 0.128 0.020
9 0.248 0.230 0.324 0.186 0.056 0.230 0.222 0.296 0.142 0.028
10 0.280 0.264 0.316 0.160 0.052 0.280 0.270 0.324 0.138 0.040
11 0.024 0.022 0.040 0.044 0.034 0.030 0.036 0.046 0.046 0.040
12 0.064 0.062 0.078 0.080 0.050 0.038 0.038 0.066 0.064 0.024
13 0.092 0.094 0.124 0.104 0.058 0,072 0.074 0.096 0.084 0.032
14 0.112 0.120 0.134 0.098 0.056 0.106 0.112 0.136 0.086 0.038
'15 0.112 0.116 0.134 0.106 0.062 0.126 0.134 0.144 0.080 0.034
16 0.038 0.032 0.058 0.058 0.056 0.034 0.026 0.050 0.052 0.050
17 0.080 0.080 0.120 0.108 0.056 0.054 0.044 0.074 0.070 0.030
18 0.134 0.126 0.166 0.140 0.056 0.096 0.092 0.128 0.090 0.026
19 0.176 0.170 0.220 0.130 0.052 0.146 0.130 0.180 0.104 0.034
20 0.214 0.204 0.236 0.120 0.052 0.174 0.168 0.204 0.094 0.030
21 0.054 0.054 0.054 0.052 0.058 0.054 0.054 0.044 0.050 0,046
22 0.042 0.048 0.056 0.054 0.054 0.048 0.058 0.052 0.050 0.054
23 0.046 0.048 0.050 0.046 0.048 0.050 0.058 0.052 0.056 0.056
24 0.044 0.046 0.050 0.044 0.042 0.052 0.056 0.052 0.054 0.058
25 0.044 0.042 0.046 0.048 0.046 0.052 0.048 0.050 0.044 0.044
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Table B.13. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV and 3 estimators of cr2. Design points are 
configurations of 100 points from a uniform random design. The results listed 
are the proportion of 500 simulated p-values less than 0.05 using a F reference 
distribution. ‘Setup’ defined in Table B .ll ______
C FV RSSD
Setup h.num/4 h.num/2 h.num h.num/4 h.num/2 h.num
1 0.020 0.010
2 0.030 0.012 0.056 0.016
3 0.040 0.036 0.006 0.058 0.064 0.006
4 0.050 0.026 0.000 0.110 0.040 0.004
5 0.036 0.016 0.000 0.114 0.028 0.002
6 0.050 0.046 0.034 0.030 0.026 0.016
7 0.132 0.120 0.032 0.070 0.056 0.010
8 0.228 0.174 0.046 0.174 0.106 0.014
9 0.290 0.174 0.040 0.256 0.124 0.020
10 0.298 0.140 0.046 0.290 0.122 0.024
11 0.028 0.024 0.020 0.032 0.036 0.028
12 0.050 0.046 0.028 0.042 0.038 0.020
13 0.072 0.058 0.028 0.074 0.060 0.014
14 0.074 0.052 0.024 0.098 0.060 0.022
15 0.070 0.040 0.020 0.110 0.064 0.024
16 0.058 0.060 0.056 0.058 0.056 0.052
17 0.124 0.116 0.058 0.078 0.070 0.030
18 0.184 0.148 0.056 0.136 0.094 0.026
19 0.232 0.136 0.054 0.182 0.118 0.038
20 0.240 0.126 0.056 0.208 0.102 0.034
21 0.044 0.038 0.038 0.036 0.032 0.030
22 0.044 0.048 0.046 0.036 0.044 0.040
23 0.036 0.038 0.038 0.042 0.042 0.042
24 0.038 0.038 0.040 0.046 0.044 0.040
25 0.044 0.040 j 0.040 0.040 0.040 0.040
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Table B.14. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV and 5 estimators of ex2. Design points are 
configurations of 100 points from a uniform random design. The results listed 
are the proportion of 500 simulated p-values less than 0.05 using a two moment 
corrected F reference distribution. ‘Setup’ defined in Table B .ll
C F V R S S D
Setup Diff W gtd h.num /4 h.num /2 h.num Diff Wgtd h.num /4 h.num /2 h.num
1 0.018 0.008 0.042 0.004 0.002 0.030
2 0.062 0.042 0.086 0.026 0.070 0.060 0.106 0.022
3 0.102 0.078 0.102 0.084 0.018 0.128 0.118 0.152 0,132 0.012
4 0.106 0.086 0.112 0.058 0.016 0.156 0.142 0.200 0.092 0.008
5 0.090 0.074 0.092 0.036 0.008 0.174 0.154 0.184 0.060 0.006
6 0.014 0.014 0.076 0.066 0.046 0.004 0.004 0.060 0.052 0.024
7 0.102 0.084 0.172 0.154 0.042 0.040 0.034 0.092 0.076 0.016
8 0.200 0.190 0.264 0.196 0.062 0.140 0.130 0.222 0.128 0.020
9 0.262 0.248 0.336 0.194 0.058 0.232 0.234 0.300 0.150 0.028
10 0.290 0.288 0.328 0.168 0.056 0.284 0.274 0.336 0.140 0.040
11 0.024 0.022 0.044 0.046 0.036 0.022 0.030 0.048 0.046 0.040
12 0.070 0.066 0.082 0.080 0.050 0.040 0.038 0.070 0.066 0.024
13 0.098 0.104 0.130 0.110 0.058 0.076 0.086 0.100 0.088 0.034
14 0.122 0.126 0.142 0.112 0.060 0.120 0.112 0.138 0.090 0.038
15 0.122 0.124 0.144 0.106 0.064 0.132 0.134 0.148 0.096 0.034
16 0.044 0.036 0.062 0.062 0.060 0.040 0.034 0.058 0.058 0.052
17 0.102 0.088 0.124 0.116 0.058 0.062 0.052 0.080 0.072 0.030
18 0.152 0.136 0.188 0.148 0.058 0.110 0.100 0.136 0.094 0.026
19 0.194 0.186 0.232 0.13S 0.054 0.156 0.144 0.182 0.118 0.038
20 0.226 0.220 0.240 0.126 0.056 0.190 0.182 0.208 0.104 0.034
21 0.052 0.052 0.056 0.056 0.058 0.048 0.046 0.048 0.050 0.044
22 0.042 0.054 0.058 0.056 0.056 0.048 0.058 0.052 0.054 0.052
23 0.048 0.050 0.050 0.050 0.048 0.052 0.058 0.052 0.056 0.056
24 0.048 0.052 0.050 0.050 0.048 0.056 0.056 0.052 0.056 0.058
25 0,050 0.052 0.048 0.048 0.048 0.054 0.050 0.050 0.048 0.044
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Table B.15. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV and 5 estimators of a2. Design points are 
configurations of 49 points from a uniform random design. The results listed are 
the proportion of 500 simulated p-values less than 0.05 using a Quadratic Form 
reference distribution. ‘Setup’ defined in Table B .ll
C F V R S S D
Diff W gtd h.num /4 h.num /2 h.num Diff Wgtd h.num /4 h.num /2 h.num
1 0.002 0.006 0.000 0.002 0.006 0.000
2 0.032 0.026 0.002 0.028 0.022 0.026 0.002 0.020
3 0.050 0.056 0.066 0.028 0.046 0.050 0.058 0.030
4 0.074 0.070 0.012 0.084 0.030 0.072 0.076 0.006 O.'IO 0 0.028
5 0.082 0.090 0.096 0.064 0.026 0.108 0.112 0.088 0.086 0.032
6 0.002 0.002 0.002 0.040 0.040 0.000 0.002 0.002 0.014 0.024
7 0.036 0.034 0.114 0.102 0.036 0.012 0.020 0.060 0.062 0.016
8 0.100 0.086 0.204 0.140 0.032 0.058 0.058 0.156 0.104 0.012
9 0.126 0.110 0.246 0.154 0.034 0.104 0.098 0.228 0.114 0.018
10 0.148 0.144 0.248 0.128 0.040 0.150 0.136 0.276 0.104 0.020
11 0.018 0.020 0.000 0.050 0.046 0.004 0.014 0.000 0.028 0.040
12 0.048 0.052 0.076 0.074 0.054 0.034 0.040 0.054 0.058 0.036
13 0.080 0.090 0.106 0.090 0.058 0.062 0.066 0.108 0.092 0.046
14 0.100 0.096 0,128 0.096 0.064 0.088 0.094 0.126 0.100 0.054
15 0.108 0.112 0.138 0.100 0.070 0.100 0.104 0.140 0.090 0,054
16 0.022 0.018 0.042 0.044 0.046 0.018 0.012 0.042 0.050 0.046
17 0.036 0.034 0.108 0.106 0.030 0.020 0.016 0.064 0.058 0.020
18 0.068 0.060 0.156 0.118 0.036 0.048 0.040 0.108 0.084 0.016
19 0.098 0.100 0.182 0.122 0.030 0.074 0.062 0.148 0.092 0.018
20 0.124 0.120 0.196 0.106 0.032 0.084 0.090 0.162 0.084 0.020
21 0.036 0.058 0.034 0.072 0.064 0.024 0.048 0.034 0.062 0.068
22 0.036 0.044 0.044 0.040 0.038 0.036 0.064 0.058 0.054 0.050
23 0.038 0.038 0.038 0.032 0.030 0.042 0.050 0,044 0.038 0.036
24 0.036 0.040 0.032 0.028 0.028 0.038 0.044 0.036 0.036 0.032
25 0.042 0.050 0.034 0.034 0.032 0.040 0.052 0.034 0.036 0.036
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Table B.16. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV and 3 estimators of a2. Design points are 
configurations of 49 points from a uniform random design. The results listed 
are the proportion of 500 simulated p-values less than 0.05 using a F  reference 
distribution. ‘Setup* defined in Table B .ll _________
C FV RSSD
h.num/4 h.num/2 h.num h.num/4 h.num/2 h.num
1 0.000 0.000
2 0.010 0.010 0.010 0.004
3 0.038 0.022 0.044 0.010
4 0.038 0.044 0.012 0.032 0.048 0.014
5 0.058 0.034 0.010 0.084 0.050 0.010
6 0.012 0.020 0.018 0.010 0.014 0.014
7 0.088 0.088 0.028 0.048 0.058 0.006
8 0.182 0.112 0.026 0.134 0.088 0.006
9 0.220 0.136 0.024 0.210 0.104 0.012
10 0.224 0.106 0.036 0.246 0.086 0.012
11 0.008 0.036 0.024 0.006 0.028 0.016
12 0.046 0.050 0.036 0.044 0.042 0.022
13 0.080 0.070 0.038 0.082 0.066 0.024
14 0.082 0.064 0.034 0.102 0.076 0.036
15 0.078 0.056 0.032 0.106 0.078 0.036
16 0.048 0.046 0.050 0.044 0.054 0.048
17 0.114 0.110 0.044 0.070 0.064 0.020
18 0.166 0.126 0.044 0.112 0.090 0.016
19 0.194 0.132 0.042 0.156 0.094 0.020
20 0.208 0.110 0.042 0.172 0.090 0.020
21 0.034 0.038 0.044 0.050 0.046 0.038
22 0.034 0.032 0.026 0.048 0.040 0.036
23 0.030 0.030 0.028 0.034 0.030 0.026
24 0.030 0.026 0.024 0.028 0.026 0.026
25 0.030 0.028 0.024 0.028 0.028 0.026
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Table B.17. Results of simulation study to investigate the size of tests of model 
comparisons using RSSD and CFV and 5 estimators of a2. Design points are 
configurations of 49 points from a uniform random design. The results listed 
are the proportion of 500 simulated p-values less than 0.05 using a two moment
corrected F  reference distribution. ‘Setup’ defined in Table B .ll
C F V R S S D
Diff W gtd h.num /4 h.num /2 h.num Diff Wgtd h.num /4 h.num /2 h.num
1 0.002 0.002 0.022 0.000 0.000 0.016
2 0.038 0.026 0.052 0.028 0.022 0.024 0.062 0.016
3 0.054 0.054 0.076 0.028 0.056 0.050 0.100 0.018
4 0.084 0.072 0.110 0.088 0.030 0.096 0.076 0.130 0.100 0.024
5 0.092 0.096 0.126 0.076 0.026 0.120 0.112 0.176 0.086 0.028
6 0.004 0.002 0.040 0.050 0.038 0.002 0.002 0.030 0.036 0.020
7 0.038 0.034 0.120 0.108 0.036 0.014 0.018 0.072 0.062 0.010
S 0.102 0.088 0.218 0.156 0.034 0.064 0.058 0.164 0.108 0.008
9 0.138 0.120 0.268 0.160 0.038 0.104 0.102 0.242 0.116 0.018
10 0.164 0.154 0.264 0.134 0.048 0.158 0.144 0.282 0.110 0.020
11 0.01S 0.012 0.046 0.058 0.046 0.004 0.012 0.030 0.046 0.028
12 0.048 0.056 0.084 0.086 0.058 0.040 0.036 0.062 0.058 0.032
13 0.088 0.094 0.114 0.098 0.066 0.062 0.066 0.116 0.094 0.044
14 0.118 0.112 0.140 0.112 0.068 0.094 0.098 0.136 0.106 0.054
15 0.120 0.122 0.146 0.106 0.072 0.106 0.108 0.146 0.100 0.054
16 0.026 0.024 0.056 0.056 0.052 0.028 0.020 0.050 0.058 0.050
17 0.050 0.038 0.120 0.112 0.052 0.026 0.022 0.072 0.066 0.022
18 0.080 0.072 0.170 0.130 0.044 0.054 0.044 0.112 0.090 0.016
19 0.110 0.112 0.194 0.134 0.042 0.078 0.076 0.156 0.096 0.020
20 0.136 0,132 0.212 0.112 0.042 0.102 0.102 0.174 0.090 0.020
21 0.052 0.054 0.066 0.076 0.064 0.036 0.040 0.072 0.066 0.054
22 0.036 0.046 0,046 0.040 0.042 0.046 0.054 0.058 0.054 0.046
23 0.042 0,038 0.038 0.036 0.032 0.044 0.048 0.046 0.040 0.034
24 0.038 0.040 0.032 0.034 0.032 0.040 0.048 0.040 0.038 0.032
25 0.046 0.054 0.042 0.038 0.036 0.042 0.052 0.036 0.038 0.036
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Table B.18. Results of simulation study to investigate the power of tests of 
model comparisons using RSSD and CFV. The first row’s results are based on a 
difference based estimator of a2 and the remaining rows are based on a RSS based 
estimator of a2 (no undersmoothing). Design points are configurations from a 
uniform random design. The results listed are the proportion of 500 simulated
p-values less t ran 0.05 using a two moment corrected F  reference distribution.
R e d . M o d e l Full M o d e l n Sm . P ar. C F V R S S D
2d. am 2d.sm 100 0.1 0.740 0.798
ld.sm 2d. am 100 0.05 0.868 0.780
ld.sm 2d. am 100 0.1 0.802 0.770
ld.sm 2d. am 100 0.15 0.694 0.680
ld.sm 2d. am 100 0.2 0.634 0.622
ld.sm 2d. am 100 0.25 0.590 0.576
sem i.par.xl 2d. am 100 0.05 0.508 0.386
sem i.par.xl 2d.am 100 0.1 0.408 0.388
sem i.par.xl 2d.am 100 0.15 0.318 0.318
sem i.par.xl 2d.am 100 0.2 0.312 0.276
sem i.par.xl 2d. am 100 0.25 0.300 0.260
ld.sm sem i.par.xl 100 0.05 0.672 0.672
ld.sm sem i.par.xl 100 0.1 0.562 0.558
ld.sm sem i.par.xl 100 0.15 0.448 0.446
ld.sm sem i.par.xl 100 0.2 0.372 0.372
ld.sm sem i.par.xl 100 0.25 0.344 0.336
st.line semi.par.x2 100 0.05 0.672 0.672
st.line semi.par.x2 100 0.1 0.562 0.558
st.line semi. par.x2 100 0.15 0.448 0.446
st.line semi.par.x2 100 0.2 0.372 0.372
st.line semi.par.x2 100 0.25 0.344 0.336
2d.am 2d,sm 49 0.1 0.222 0.210
ld.sm 2d.am 49 0.05 0.430 0.274
ld.sm 2d.am 49 0.1 0,408 0.304
ld .sm 2d.am 49 0.15 0.328 0.276
ld.sm 2d-am 49 0.2 0.306 0.256
ld.sm 2d.am 49 0.25 0.268 0.236
sem i.par.xl 2d,am 49 0.05 0.164 0.100
sem i.par.xl 2d.am 49 0.1 0.170 0.112
sem i.par.xl 2d.am 49 0.15 0.140 0.102
sem i.par.xl 2d.am 49 0.2 0.134 0.108
sem i.par.xl 2d.am 49 0.25 0.140 0.106
ld .sm sem i.par.xl 49 0.05 0.368 0.348
ld.sm sem i.par.xl 49 0.1 0.312 0.282
ld.sm sem i.par.xl 49 0.15 0.226 0.202
ld.sm sem i.par.xl 49 0.2 0,198 0.172
ld.sm semi.par.xl 49 0.25 0.186 0.166
st.line semi. par. x2 49 0.05 0.368 0.348
st.line semi. par.x2 49 0.1 0.312 0.282
st.line semi. par. x2 49 0.15 0.226 0.202
st.line semi.par.x2 49 0.2 0.198 0.172
st.line semi. par. x2 49 0.25 0.186 0.166
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