ABSTRACT
INTRODUCTION
Trapped, laser-cooled ion qubits is a very promising technology that has already demonstrated many of the requirements for quantum information processing, a step on the way toward implementation of quantum computations. [1] [2] [3] In this scheme, ions trapped above a surface by RF potential fields are laser cooled to the ground state. Transitions are induced by optical excitation at resonant wavelengths and sensed by collecting ion fluorescence. To develop fault-tolerant quantum computing, readout fidelities >99.9% are required that necessitate the collection of the maximum amount of ion fluorescence. 4 To accomplish this, high numerical aperture micro-optics can be closely integrated with the ion traps. This would both decrease the computation time (more collected photons in a given time) and secondarily, accomplish a miniaturization of system, a critical component of future quantum computation. 5 Miniaturizing both the ion trap as well as the associated optics is a key component toward this milestone. 6 Trapped ions which are stored in surface electrode traps provide a promising platform for quantum computing. 7, 8 One particular computational function, qubit readout, is achieved by driving a resonant transition which involves only one qubit state, and measuring the presence or absence of fluorescence from the ion. In our case, a trapped Ca + ion is excited by 397 nm light from the ground S 1/2 to an excited P 1/2 level to detect its quantum state. Since the trapped ions are inherently sensitive to the excitation wavelength, unintentionally scattered 397nm light is a particular concern for implementing dense arrays of trapped ions. This imposes very low scattering levels to avoid decoherence of neighboring trapped ions.
Recently, an integrated array of diffractive lenses in dielectric coupled to an optical fiber array was realized to collect light emitted from a trapped ion at a distance of only 165 μm which greatly increased the numerical aperture of the collecting optical system. 9 While diffractive elements offer an elegant solution for high efficiency light collection, illumination/excitation of the ion with diffractive optics offers different challenges. In the excitation case efficiency isn't the primary concern; instead, the concern is maximum delivery of excitation light only to the desired ion. There is concern that light diffracted into other modes will negatively affect performance of more densely packed trapped ions. To address the issue of diffractively scattered light, this work discusses the development of an equivalent refractive lens created by grayscale processing. Such a refractive lens would not have diffractive scattering issues and could theoretically be the most efficient way to focus light on a trapped ion while maintaining the advantages of micro-optics integration.
*dscrymg@sandia.gov Our refractive micro-lenses were created by grayscale lithography. In this technique, a spatially variable optical density mask is used to impart variable illumination to a thick photoresist (PR). 10, 11 After a single exposure and developing step, the thickness of the developed photoresist is related to the exposure dose the PR received in each location, which allows for the creation of 3D surface features. The PR pattern is then transferred to the substrate material through an anisotropic etch process. The process is shown schematically in Figure 1 . Grayscale processing has the advantage of being able to create arbitrary surface profiles, such as aspherical and off-axis arrayed lenses, that are not possible with other techniques such as polymer reflow. 12 Moreover, these lenses can be arrayed with 100% fill factor and are not limited by diffusion processes. However, while conceptually a simple process, much effort must be put into properly determining the non-linear relationship between exposure dose and resulting developed photoresist thickness. This nonlinearity can be reduced but not completely eliminated by a combination of optimizing exposure, developing, and etching processes. As a result, the design process for creating grayscale features is iterative, with extremely good characterization of the resulting photoresist thickness as a function of: exposure dose, development conditions, and etching processes necessary to replicate the desired features well. 
DESIGN
This optic is designed to fully integrate with a microfabricated linear surface-electrode ion trap. 2, 9 A schematic of the operation of the lens is shown in Figure 2 . The purpose of the excitation lens is to take the 397 nm output of a single mode fiber that is 732 μm from the backside of the lens substrate and deliver it to the trapped Ca + ion near the surface ion trap. The input light passes through a lithographically defined gold aperture on the backside of the fused silica substrate on its way to the grayscale refractive lens on the front side of the substrate. This backside aperture causes the lens to be slightly underfilled so that only the middle 64 μm diameter of the lens will be filled. This underfilling relaxes the targeted illuminating tolerances with respect to ion trapping location. The lens focuses the 397 nm excitation wavelength onto an ion that is held 149 μm from the plane of the lens. The grayscale lenses were designed to have comparable performance to an equivalently configured diffractive optical element (DOE) with respect to wafer thickness, imaging distances, and aperture. The same optical configuration layout was implemented in a fluorescence collection function (also utilizing an arrayed DOE). The grayscale lens was designed as an aspherical (conic) microlens with zero on-axis spherical aberration described by where r is the radial coordinate, κ is the conic constant, and c is given by 1/R where R is the radius of curvature. A cross section and associated grayscale fracture level of the ideal lens profile are shown in Figure 3 
FABRICATION
Once the design was finalized, the calibration of the photoresist (PR) thickness to mask optical density (OD) was begun.
We used an I85-B high energy beam sensitive (HEBS) glass calibration plate from Canyon Materials. The main portion of this mask is dedicated to a series of 200 uniform gray levels that correspond to an OD from 0.152 and 2.0. On exposure, the developed pattern will have 3 200 x 800 μm rectangles of each grayscale level 1 through 200. Profilometry measurements of these features then calibrate the photoresist exposure time, develop conditions, and final photoresist thicknesses to optical density. The exposure and development process was optimized to allow for the greatest access to grayscale levels/optical densities.
Simultaneous to this work, an etching process was developed to transfer the thick patterns to the underlying substrate through an inductively coupled plasma reactive-ion etching (ICP-RIE) tool. Thick cylindrical pillboxes and reflowed lenses with approximate packing density to the final part were transferred into the fused silica substrate. These conditions were finely tuned to achieve selectivity of etching rate of PR to silica of close to 1. Because our ultimate etch selectivity was so close to one, we did not have to significantly modify the exposure and develop step to achieve proper lens profiles.
The final layout in the grayscale lens began once the relationship between mask optical density and resulting PR thicknesses were experimentally determined. The optimal lens profile, as determined by Equation (1), is discretized into a finite number of of steps using constant horizontal step widths as illustrated in Figure 3(b) . The height of each step is determined by the height in the middle of the horizontal zone. A lens of diameter, D, is broken up into N zones where the height of the nth zone is given by 
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An example of fracturing to a constant zone width of 0.5 μm is shown in Figure 3 (b). Scripts were written to discretize the lens layouts into individual pixels 0.5 μm on a side in the DW-2000 mask creation tool. The mask optical density was designed to range from 0.152 to 1.845 in 88 steps. The mask data was exported to the common GDSII file format for fabrication by both Canyon Materials and the University of Delaware.
Substrates of 3 inch diameter, 635 μm thick fused silica procured from Valley Design were coated with the PR and exposed and developed according to the described process to give 3D profiles of the lenses. The patterns were then transferred to the substrate via the ICP-RIE process. The optimal etching conditions in the inductively coupled plasma reactive-ion etcher was using a chemistry of CHF 3 , CF 4 , and Ar in ratios of 3:4:4 for a total time of 90 min for the 14.2 μm sag. A critical issue for the etching was adequate thermal control of the wafers. Localized heating caused nonuniformity and run away etching. An example of a badly etched lens is shown in Figure 4(b) . Improper etching was avoided with proper wafer submounting using Crystal Bond to the silicon carrier wafer.
To complete the device, a top metal layer was deposited on the surface to define device packages and the 88 μm lens apertures as shown in Figure 4(a) . This layer was a film of 1 μm thick gold to prevent light transmission. Backside apertures of 40 μm were deposited on the fused silica substrate to align with the individual lenses on the front side of the device. An individual lens realized in silica is shown in Figure 4(c) . 
CHARACTERIZATION AND TESTING
The finished lenses were characterized by stylus profilometry and a WYKO NT9800 white-light optical profiler. A sample cross section obtained by light profilometry is shown in Figure 5 . Due to the large sag (>14 μm) there was data dropout at depths between ~10 and 14 μm due to the collection aperture of the profilometer optics. The lens overall has a smooth profile and agrees well with a least-squares-fit to the optimal designed profile. As seen in Figure 5 , the fabricated lens has a shorter sag than the design, with a height of 13.7 μm compared to the 14.2 μm of the design. Initially it was thought that discolored regions evident in the SEM pictures -faintly visible in Figure 4 (c) -were regions of roughness. However both stylus and white light profilometry indicated the lenses were fairly smooth. The root mean square (RMS) roughness calculated from the middle 25 μm square region at the top of the lens of the white light profilometry data gave a surface roughness of ~36 nm. Detailed radial variation of the surface roughness was obtained by noncontact AFM (Digital Instruments Dimension 3100) using an NSC15 tip fabricated by Mikromask. A representative AFM image near the edge of the lens l is shown in Figure 6 (a). Small 5 x 5 μm sections of the lens were examined as a function of radial distance from the middle. These images were flattened to a second order before the RMS values were calculated. The RMS roughness as a function of radial distance is shown in Figure 6 (b). Note that the lens surface becomes rougher moving away from the center of the lens, which corresponds to the material near the edges of the lens being exposed to the etch for longer times. Even thought this data is not as reliable due to tip convolution effects and measures much lower than the interferometry data, is shows that the roughness of the lens increases in a radial direction as expected since the edges of the lenses were exposed to etch conditions for a longer time The beam waist and focal length of the lens was determined by scanning knife edge experiments as shown in Figure 7 .
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A Mikron laser tuned to 397 nm at 120 mW power is used as the source which was split and 50% of signal sent to reference photodetector. The other beam is coupled into Nufern single mode fiber with an NA of 0.12. Both beams are modulated with a chopper at 300 Hz to improve signal to noise. The lens assembly was held in place on a XY translation/rotation stage. The fiber output was aligned to the back aperture of the lens assembly with a XYZ translation/tip/tilt chuck. A silicon v-grove edge serves as the razor edge that is translated by computer control perpendicular to the optical axis. A Si photodiode is used to capture the transmitted signal. Transmitted and reference signals were collected simultaneously by computer. The beam diameter was determined by finding the 1/e 2 values of the collected intensity. 
RESULTS AND DISCUSSION
Knife edge measurements of the spot size moving through the focus of three different lenses on the same wafer found the focal size to be 2.6 μm diameter at a focal length of 149 μm which was the desired focal length. A plot of the through-focus beam waist of a lens is shown in Figure 8 . The lens efficiency was calculated by measuring the total incident power passing through a backside aperture and through the front surface of the glass (no lens or front side aperture) taking into account Fresnel losses. The power found in the beam waist at the focus of the lens was then divided by the total input power from the bare aperture to yield the efficiency. The measured efficiencies for the 3 lenses were 0.67, 0.76, and 0.79. The maximum measured efficiency of the grayscale lens was 79%, which is 86% of the theoretical maximum of 92% considering Fresnel losses. These efficiency values are slightly complicated by the fact the entire front side of the glass was also etched uniformly during the pattern transfer step. This means that the top surface of the glass on the same side as the lenses had a roughness on the order of ~60 nm. Since the clear aperture used to measure total power were defined on this surface, the open aperture measurement also contained scattering losses from the roughened surface. This would complicate the measurement of the input power since scattering losses may send power away from the detector. Since the bare apertures are the roughest regions of the wafer, the scattering losses could be higher in the bare apertures than in the smoother lenses.
We can use the roughness values to estimate the transmitted rays affected by scattering and that effect on efficiency. The total diffuse transmittance resulting from surface scatter is given by
where σ is the surface RMS roughness, Δn is the difference between the two media (0.47), and λ is the wavelength of light (397 nm). 14, 15 The calculated diffuse scatter for the middle portion of the lenses using the interferometry measured RMS of 37 nm corresponds to a diffuse scatter decrease of 7.3%. The open aperture, with an RMS roughness of ~60 nm, corresponds to a decrease of ~20%. Since the forward scatter from a surface is most likely Lambertian, it could be that the effect of the diffuse scattering losses for the lenses has greater impact than the same effect from the open aperture. The measurement of total power into the lens from the open aperture is collected using the entire field of the detector; therefore, more of the diffusely scattered light could be collected. In the lens, the power measured at the focus is less likely to contain diffusely scattered light. It is not clear, so far, which surface's scattering effect dominates the efficiency measurements.
The roughness of the lens surface is an important aspect of fabrication of low noise and low scatter optical components for use in quantum applications. Optical finish on lenses is desired to be < λ/100. The required use of 397 nm light makes scatter from these optical surfaces worse, as scattering losses increase as the wavelength gets shorter. To make low-scatter micro-optics smoother surfaces must be created. Subsequent refinement of the etch step yielded very smooth lens profiles with RMS roughness < 5 nm and open apertures with roughness < 3 nm, but these refined etch parameters have not been used to create fully apertured and integrated lenses. The scattering losses from such smooth surfaces at 397 nm are <0.005%, which would dramatically reduce the scattered light in the system. Finally, simulations of the full test setup as shown in Figure 2 , using the actual numerical aperture of the Nufern illumination fiber were performed with Zemax. A simple conic fit to the lens surface from the middle 60 μm diameter of the interferometry data yielded a ROC = 69.8 μm and a conic constant of -3.082, which is shown in Figure 9 overlaid on the actual lens profile. This prescription and simulated illumination conditions gave the focal plane at 183 μm, which was longer than the 149 μm we measured. The spot size was diffraction limited over a propagation range of z = 6 μm with a beam waist of < 3 μm. Figure 9 . A cross section of the middle 60 μm of the lens obtained from white light interferometry with the best fit overlaid.
CONCLUSIONS
We have designed and fabricated a grayscale aspheric micro-lens in fused silica to be integrated with ion trapping fixtures. The lens was first formed in thick photoresist using grayscale lithography, and then transferred to the silica substrate through reactive ion etching. The fabricated lens matched the lens profile well, and the measured focal length and spot size of 149 μm and 2.6 μm agreed exactly with the intended design. The maximum measured efficiency was ~80%, which compares favorably with the theoretical limit of 92% due to Fresnel losses. Surface roughness of the lenses must be lowered to reduce diffuse scatter from the lens surface, especially for the demanding noise requirements of quantum manipulation of trapped ions. Further refinement of the process to exactly reproduce the desired lens profile is also necessary. Despite these limitations, the grayscale refractive micro-optic demonstrates a clear path forward for the creation of low loss, low scatter optics necessary in the creation of addressable trapped ion arrays.
