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Automatic diagnosis is one of the most important parts in the expert system of traditional Chinese med-
icine (TCM), and in recent years, it has been studied widely. Most of the previous researches are based on
well-structured datasets which are manually collected, structured and normalized by TCM experts. How-
ever, the obtained results of the former work could not be directly and effectively applied to clinical prac-
tice, because the raw free-text clinical records differ a lot from the well-structured datasets. They are
unstructured and are denoted by TCM doctors without the support of authoritative editorial board in
their routine diagnostic work. Therefore, in this paper, a novel framework of automatic diagnosis of
TCM utilizing raw free-text clinical records for clinical practice is proposed and investigated for the first
time. A series of appropriate methods are attempted to tackle several challenges in the framework, and
the Naïve Bayes classifier and the Support Vector Machine classifier are employed for TCM automatic
diagnosis. The framework is analyzed carefully. Its feasibility is validated through evaluating the perfor-
mance of each module of the framework and its effectiveness is demonstrated based on the precision,
recall and F-Measure of automatic diagnosis results.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Traditional Chinese medicine (TCM) is becoming a complemen-
tary medical theory to western medicine, and it has been gradually
accepted and used all around the world [1–3]. Moreover, Data Min-
ing and Machine Learning methods have been applied more than
ever before in the field of TCM in recent years to capture regulari-
ties from the experience accumulated in the past thousands of
years [4–6] to support the TCM experts in clinical research and
decision-making.
Most existing work focused on establishing a TCM diagnosis ex-
pert system based on manually collected, structured and/or nor-
malized datasets (known as well-structured datasets or
experimental datasets) [7–9]. However, the existing work of auto-
matic diagnosis systems, or rather the established TCM expert sys-
tems, utilizing the well-structured datasets could not be directly
and effectively applied to clinical practice, due to the big difference
between the well-structured datasets and the raw free-text clinical
records (FCRs). As the basis and the most important reference re-ll rights reserved.
(Y. Wang), yuzhonghua@scu.
hotmail.com (Y. Liu), cl@scu.sources for clinical diagnosis, raw TCM FCRs are unstructured
and they are denoted by TCM doctors without the support of
authoritative editorial board in their routine diagnostic work. The
same concept in raw TCM FCRs may be described in several terms
(e.g. the phenomena of ‘‘one symptom with different names” [10])
owing to different experience and background of TCM doctors.
Structuring and normalizing these raw TCM FCRs manually are
tedious, time consuming, and costly, and at the same time, it would
also result in error-prone. Therefore, a huge volume of TCM FCRs,
which contains a larger amount of information than well-struc-
tured datasets, could not be efficiently and effectively utilized
[6]. Consequently, a new framework of automatic diagnosis of
TCM utilizing raw FCRs directly demands to be developed for clin-
ical practice. The framework would not only offer a referable way
to automatically process the raw TCM FCRs for TCM researchers,
but also automatically and effectively guide the TCM practitioners
in clinical diagnosis processes.
Four main challenges in such a framework have to be tackled in
advance:
(1) How to automatically structure the raw TCM FCRs, e.g. rec-
ognizing symptom names from the raw TCM FCRs.
(2) How to process and use the other information contained in
raw TCM FCRs, i.e. the fragments except the symptom names
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attack time of the symptoms, western medical metrics, envi-
ronment conditions of the symptoms caused, etc. and could
support the clinical diagnosis.
(3) How to obtain high quality and valuable clinical evidence for
clinical diagnosis, i.e. normalizing recognized symptom
names, processing the fragments except the symptom
names in the transcripts into segments which could contain
semantic unit, and selecting features (i.e. the normalized
symptom names and the other information).
(4) How to use the selected (or filtered) features to automatic
diagnosis.
There has been no researcher attempting to solve these prob-
lems systematically [6]. Hence, in this paper, focusing our attention
on the characteristics of the raw TCM FCRs (introduced in Section
2), a novel framework of automatic diagnosis of TCM utilizing
raw FCRs for clinical practice is proposed (in Section 3) and inves-
tigated (in Section 4). Counting on Natural Language Processing,
Data Mining and Machine Learning methods, a series of methods
are tried in order to tackle the challenges existing in the framework
and investigate the feasibility and effectiveness of the framework.2. The characteristics of raw TCM free-text clinical records
The transcripts of patients’ symptoms in raw TCM FCRs are dif-
ferent a lot from the common texts which are noted by normal Chi-
nese language. The transcripts are denoted by TCM doctors
according to the descriptions of physical conditions dictated by pa-
tients and the results after the four basic diagnosis procedures (i.e.
inspection, olfaction and auscultation, interrogation and palpation)
[11], and they have their own noting styles. The contents of the
transcripts in raw TCM FCRs are narrative, classical-Chinese-like,
and often nonstandard. Getting a clear understand of these charac-
teristics of the transcripts in raw TCM FCRs is very helpful in find-
ing appropriate ways to solve the challenges existing in the
framework of automatic diagnosis of TCM utilizing raw FCRs.
Therefore, they are summarized and described as follows.
2.1. Narrative form
Most of the transcripts in raw TCM FCRs are written by TCM
doctors in narrative form, i.e. several event descriptions of symp-
toms are represented in-between the sentences of the transcripts.
Taking an example, the transcript ‘‘昨日肠鸣,失气多,心中不适,早晨
大便提早,头昏,苔薄,足转筋,脉细.” (Yesterday, the patient had bor-
borygmus and more farting, and his/her heart was uncomfortable.
In this morning, the patient had a bowel movement earlier than
before and felt dizziness. The patient is coated tongue thin, feet
going into spasms and pulse fine.), in which ‘‘昨日肠鸣, 失气多, 心
中不适” (Yesterday, the patient had borborygmus and more farting,
and his/her heart was uncomfortable.) and ‘‘早晨大便提早,头昏” (In
this morning, the patient had a bowel movement earlier than be-
fore and felt dizziness.) are two event descriptions of symptoms
denoted by the TCM doctor according to the physical conditions
dictated by the patient.
2.2. Concise and classical-Chinese-like style
The basic theory of TCM has been founded thousands years.
Some traditional and specific habits to describe and record the
descriptions of symptoms of patients in clinical diagnosis process
are handed down. Thus the transcripts often have the concise and
classical-Chinese-like style [12], i.e. the words or phrases used in
the transcripts are often short and abbreviate – in otherwords, somecharacters in a word or some words in a phrase in the transcripts
might be dropped or replaced by brief forms, when their brief forms
have been clearly understood by TCM doctors. For example, in the
transcript ‘‘胃脘胀满, 引两胁胀, 早晨4–5点尤甚” (The patient had a
sense of gastric cavity distension, this sense caused his/her two
flank distended, and it was especially serious between 4 and 5
o’clock in the morning), ‘‘引” (cause) and ‘‘尤甚” (especially serious)
are, respectively, two brief forms of ‘‘引起” (cause) and ‘‘尤其严重”
(especially serious) which might be used normally.2.3. Nonstandard description
Because different TCM doctors have their own experience and
background and the raw TCM FCRs are denoted by TCM doctors
on a day to day basis without any unified standard, one concept,
especially symptoms, in the transcripts might be represented by
TCM doctors in various terms [10]. For instance, ‘‘引胸痛” (lead to
stethalgia) can be replaced with ‘‘引胸疼痛” (lead to stethalgia) as
well as ‘‘引胸部痛” (lead to stethalgia) by different TCM doctors.
In addition, various kinds of punctuations are used in the tran-
scripts by TCM doctors also without any restrictions. The same
punctuation used in different positions in the transcriptsmight have
types of usages, such as the period ‘‘.” which could be used as amark
of the end of a sentence, a short form of a word or a decimal point.3. The framework of automatic diagnosis utilizing raw TCM
FCRs for clinical practice
The workflow of automatic diagnosis of TCM using well-struc-
tured datasets usually consists of two main processes [5]: (1)
selecting features (or variables), which is used to discover more
valuable clinical evidence from the features contained in the
well-structured datasets; (2) training or constructing a classifier
(such as Naïve Bayes classifier, Bayesian Network classifier [7],
Support Vector Machine [13], etc.) based on the selected features,
and then classifying a new inputted well-structured data into syn-
dromes by the trained classifier.
Referring to the workflow of automatic diagnosis of TCM using
well-structured datasets and considering the characteristics of raw
TCM FCRs, a novel framework of automatic diagnosis of TCM utiliz-
ing raw FCRs for clinical practice is designed. It not only includes
the two processes mentioned above, but also, more importantly,
takes TCM symptom name recognition and normalization pro-
cesses and other information usage modes into account. Its archi-
tecture (see Fig. 1) is primarily composed of four components that:
(1) FCRs analysis module, which is mainly used to recognize the
TCM symptom names and handle the problem how other
information to be used.
(2) Normalization module, which would provide normalized
symptom names for the following modules.
(3) Feature selection module, which is used to evaluate the
worth of the extracted features (i.e. recognized symptom
names and processed other information) for automatic diag-
nosis and then filter out the features which have less diagno-
sis information to improve the performance of automatic
diagnosis.
(4) Training and diagnosing module, which involves the training
of a diagnosis model based on the filtered features and then
using the trained model to predict an appropriate diagnosis
result for a new inputted clinical record.
The detailed roles and necessity of these modules in the frame-
work are introduced as follows, and at the same time, several rea-
sonable methods for each module are introduced.
Fig. 1. The architecture of automatic diagnosis utilizing raw TCM FCRs for clinical practice. The workflow①?②?③ is the process of training a model utilizing raw TCM
FCRs, and (1)? (2)? (3)? (4)? (5) describes the process of using the trained model to predict a syndrome for a new clinical disease description inputted by a TCM doctor.
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The basic evidence for TCM diagnosing is symptoms of disease,
and its descriptions are contained in-between the sentences of the
transcripts. And except the symptom names, there is also some
other information in the transcripts (i.e. the segments except the
symptom names in the transcripts of raw TCM FCRs which may in-
clude the information about attack time of the symptoms, western
medical metrics, and environment conditions, etc. and could sup-
port the clinical diagnosis), and it is used as additional information
to further depict the symptoms. Consequently, a FCRs analysis
module should be included in the framework. It would perform
the tasks that recognizing the TCM symptom names and process-
ing the other information in raw TCM FCRs.
In this paper, the processes of FCRs analysis module are that: (1)
segmenting the transcripts in raw TCM FCRs into sub-sentences;
(2) recognizing symptom names from the sub-sentences (two
types of symptom name recognition method are investigated and
introduced below) and processing other information segments
based on the characteristics of raw TCM FCRs.3.1.1. Sub-sentence segmentation
Several methods for sub-sentence segmentation have been pro-
posed in the field of Natural Language Processing, and the problem
of sub-sentence segmentation is often treated as recognizing punc-
tuations from sentences (i.e. discovering which punctuations in the
sentences are used to mark the end of sub-sentences and which are
not). For example, distinguishing what the usage of a period ‘‘.” in a
sentence – is it used to mark the end of a sentence, be the short
form of a word, or be a decimal point symbol?
However, there is a slight difference between the ordinary tasks
and segmenting the transcripts in that full and half width letter
mode punctuations (i.e. Chinese and English punctuations) are
used freely in the transcripts of raw TCM FCRs. Therefore, in this
paper, they are unified firstly. The Chinese punctuations are chan-
ged into their corresponding English mode. Then the GENIA tagger
[14–16], which is a widely used tagger for biomedical text, is em-
ployed to detect the English punctuations which are used to mark
the end of the sub-sentences in the transcripts.3.1.2. Dictionary-based method
Referring to a symptom name dictionary, the symptom names
would be exactly matched from the segmented sub-sentences
based on a maximum match algorithm. The procedure of the algo-
rithm is that:
Given a sub-sentence SubSent = ‘‘c1c2 . . .cn’’, where cj is the jth
character in SubSent, j e [1,n] and n is the number of characters
in SubSent, the symptom name(s) in SubSent would be recognized
through the procedure:
(1) For m = 1–n, do:
(2) For k = 1–n, do:
(3) If the sub-string ‘‘cmcm+1 . . .ck’’ of SubSent is contained in the
symptom name dictionary (in this paper, the symptom name
dictionary is manually constructed by TCM experts), then
‘‘cmcm+1 . . .ck’’ is treated as a potential symptom name. And
if ‘‘cmcm+1 . . .ck+1’’ could be matched by a symptom name in
the symptom name dictionary, ‘‘cmcm+1 . . .ck’’ would be aban-
doned, else ‘‘cmcm+1 . . .ck’’ would be recognized as a symptom
name contained in SubSent and m would be set to k + 1.
(4) End For.
(5) End For.
Taking an example, through scanning the sub-sentence ‘‘腹中有
肠鸣音” (a borborygmus in the abdomen), two potential symptom
names ‘‘肠鸣” (borborygmus) and ‘‘肠鸣音” (borborygmus) could be
matched according to the symptom name dictionary, but based on
the maximummatching algorithm, the longer one ‘‘肠鸣音” (borbo-
rygmus) (i.e. a maximum matched symptom name in ‘‘腹中有肠鸣
音”) would be regarded as the recognized symptom name in this
sub-sentence.
Because the contents of the transcripts are concise, after recog-
nizing the symptom names, most of the segments except the rec-
ognized symptom names of the sub-sentences have been
individual words, phrases, or semantic fragments. For instance, in
a sub-sentence ‘‘腹中有肠鸣音” (a borborygmus in the abdomen),
after recognizing the symptom name ‘‘肠鸣音” (borborygmus) the
rest segment ‘‘腹中有” (in the abdomen) is already a semantic frag-
ment to indicate an additional diagnosis information. Therefore,
the fragments except the recognized symptom names of the sub-
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directly.
3.1.3. Bigram-based method
Dictionary-based method could accurately recognized most
symptom names which have been included in the symptom name
dictionary. However, in clinical practice, a large amount of new
symptom names would appear during routine diagnostic work of
TCM doctors due to the nonstandard characteristic of symptom
names. Thus manually maintaining such a symptom name dictio-
nary is also time-consuming, tedious, and costly.
In addition, some fragments taken as other information in the
dictionary-based method could be broken into more detailed addi-
tional diagnosis information. In other words, long fragments ex-
cept the recognized symptom names in the transcripts may
cause information loss. For example, the fragment ‘‘早晨4–5点尤
甚” (especially serious between 4 and 5 o’clock in the morning)
could be broken into three kinds of detailed additional diagnosis
information that ‘‘早晨” (in the morning, which indicate the attack
time of the symptom), ‘‘4–5点” (between 4 and 5 o’clock, which
indicate more accurate attack time of the symptom), and ‘‘尤甚”
(especially serious, which indicate the incidence degree of the
symptom). The best way to cope with this problem is to recognize
the detailed information from these fragments or segment these
fragments into words. However, due to the classical-Chinese-like
characteristic of raw TCM FCRs, automatically segmenting the
transcripts into words is dramatically difficult not to mention rec-
ognize the detailed information from these fragments. Thus a bi-
gram-based method is investigated, which is a popular method
of Natural Language Processing for Chinese [17]. It divides the
sub-sentences of a transcript into a list of Chinese character bi-
grams. Consequently the symptom names or their bigrams are
mixed with the bigrams of other information in the bigram list.
The hidden symptom names would be recognized as soon as they
are normalized in the normalization module based on an investi-
gated method introduced in Section 3.2.2, and the other bigrams
except the recognized symptom names would be treated as other
information.
3.2. Normalization module
Owing to the nonstandard characteristic of symptom names in
raw TCM FCRs, a normalization module is essential to be included
in the framework of automatic diagnosis of TCM utilizing raw FCRs.
After the processes of this module, the recognized symptom names
are normalized, and this refined diagnosis information would im-
prove accuracy of the automatic diagnosis results.
Although symptoms may be described by TCM doctors in sev-
eral different names due to the different experience and back-
ground each TCM doctor has, symptom names which represent
the same symptom usually have literal similarity. According to this
attribute, several TCM symptom name normalization methods
have been proposed in [10], and the literal similarity metric intro-
duced in [10] is more suitable to be used in the framework of auto-
matic diagnosis of TCM utilizing raw FCRs for clinical practice.
Therefore, based on the ideas of literal similarity metric de-
scribed in [10] and focusing on the two types of outputs generated
by dictionary-based and bigram-based method which are intro-
duced in Section 3.1, two types of symptom name normalization
methods for clinical practice are designed in this paper. Smith-
Waterman distance literal similarity metric (SWD) is used in our
experiments. This metric could achieve the best normalization re-
sults among literal similarity metrics, and its threshold is set to 0.7
in this paper (because according to the results reported in [10],
when the threshold is assigned to 0.7, relatively better precision,
recall, and F-Measure would be obtained by SWD). The details ofthe investigated symptom name normalization methods are de-
scribed as follows.
3.2.1. Normalizing symptom names generated by dictionary-based
method
After the process of dictionary-based FCRs analysismethod, each
transcript would be converted to a symptom name and other infor-
mation segment list denoted as SNOISegList = {SympSeg1, . . ., Symp-
Segn, OthInfSeg1, . . ., OthInfSegm}, where SympSegi is the ith
recognized symptom name in the list, i e [0, n], n is the number of
recognized symptom names in the transcript, and OthInfSegj is the
jth other information segment detected by dictionary-based meth-
od, j e [0,m] and m is the number of other information segments
detected from the transcript. Based on a standard symptom name
dictionary (StdSympDic = {StdSympk, where k e [1, K] and K is the
number of standard symptom names in StdSympDic}) (in this paper,
the standard symptom name dictionary is manually constructed by
TCM experts), the recognized symptom names in each SNOISegList
would be normalized after the processes introduced below.
(1) For each SympSegi in SNOISegList and each StdSympk in Std-
SympDic, if SWD(SympSegi, StdSympk) P0.7, then StdSympk
is a potential standard form of SympSegi, and it would added
into a potential normalized symptom name set PotNorm-
SympNSeti corresponding to SympSegi.
(2) For each PotNormSympNSeti, if PotNormSympNSeti = null, then
SympSegi would be added into PotNormSympNSeti and be
regarded as the standard form of itself.
(3) Selecting one normalized symptom name from each gener-
ated potential normalized symptom name set, then P poten-
tial normalized symptom name combinations could be
generated, and the pth potential normalized symptom name
combination is denoted as PotNormSympNCombp, where
P ¼Qni¼1SizeOfPotNormSympNSeti, p e [1, P] and SizeOfPot-
NormSympNSeti is the size of PotNormSympNSeti.
(4) According to the intuition that ‘‘if the symptom names have
a great possibility to appear simultaneously, they would
have a greater chance to appear in the same clinical record
in the future”, in this paper, the potential normalized symp-
tom name combination which had the greatest possibility to
appear simultaneously are chosen as the normalized result.
The possibility of each PotNormSympNCombp is measured
by the combination value CombValuep, and
CombValuep ¼ argmax
q
jPotNormSympNCombp \ StdCombqj
jPotNormSympNCombp [ StdCombqj
ð3:1Þ
where StdCombq is the qth standard symptom name combination in
a standard symptom name combination dataset (in this paper, the
standard symptom name combination dataset is extracted from a
standard prescription dataset). If there is a tie, one of the potential
normalized symptom name combinations having the highest com-
bination value would be chosen randomly as the normalized result.
3.2.2. Normalizing symptom names hidden in the bigram lists
generated by bigram-based method
Each transcript in raw TCM FCRswould be converted to a bigram
list by bigram-based method, and the generated bigram lists would
include the symptom names or their bigrams which are mixedwith
the bigrams of other information. In order to recognize the symp-
tom names and distinguish them from the bigrams of other infor-
mation, a particular and feasible symptom name normalization
method is investigated in this paper. The normalization method
would automatically recognize the symptom names which are hid-
den in the bigram lists as soon as normalize these hidden symptom
names. The processes of this method are presented below.
214 Y. Wang et al. / Journal of Biomedical Informatics 45 (2012) 210–223Given a transcript Transcript = {SubSenti, i e [1, n]}, where Sub-
Senti is the ith sub-sentence in Transcript and n is the number of
sub-sentence in Transcript. After the process of bigram-based FCRs
analysis method, each sub-sentence in Transcript would be seg-
mented into bigrams, denoted as SubSentBigrami = {bigrami,j, j e
[1,m]}, where bigrami,j is the jth bigram generated from SubSenti
and m is the number of bigrams in SubSentBigrami.
Then, for SubSentBigrami, neighboring bigrams in it could be
combined and merged into one string, thus several possible bigram
combination lists would be generated. For example, based on the
bigram list ‘‘肌肤, 肤甲, 甲错”, four possible bigram combination
lists would be got (‘‘肌肤, 肤甲, 甲错”, ‘‘肌肤甲, 甲错”, ‘‘肌肤, 肤甲
错”, and ‘‘肌肤甲错”). The possible bigram combination lists of Sub-
Senti are maintained by a set denoted as BigramCombListSeti.
Consequently, through selecting one possible bigram combina-
tion list from each combination list set, P candidate splitting forms
of Transcript would be generated, and the pth candidate splitting
form is denoted as CandSplitFormp = {candsplitformi, i e [1, n]},
where candsplitformi is a possible bigram combination list
chosen from BigramCombListSeti of SubSenti, p e [1, P],
P ¼Qni¼1SizeOfBigramCombListSeti, and SizeOfBigramCombListSeti is
the size of BigramCombListSeti.
For each element segt in CandSplitFormCombp and each StdSympk
in StdSympDic which is a standard symptom name dictionary and
mentioned in Section 3.2.1, if SWD(segt, StdSympk) P0.7, then segt
would be treated as a potential symptom name denoted as Pot-
SympSegu (because when the similarity is greater than 0.7, the ele-
ment has a greater possibility to be normalized by the standard
symptom name, in other words, it is more like a symptom name),
where t e [1, T], T is the number of elements in CandSplitForm-
Combp, u e [0, U] and U is the number of potential symptom names
detected in CandSplitFormCombp. And StdSympk would be regard as
a potential standard form of PotSympSegu and added into a poten-
tial normalized symptom name set PotNormSympSegSetu corre-
sponding to PotSympSegu.
Through selecting one potential normalized symptom names
from each potential normalized symptom name sets of CandSplit-
FormCombp and based on the P candidate splitting forms, Q poten-
tial normalized symptom name combinations could be generated,
and the qth potential normalized symptom name combination is
denoted as PotNormSympNCombq, where q e [1,Q],
Q ¼ PQUu¼1SizeOfPotNormSympNSetu, SizeOfPotNormSympNSetu is
the size of PotNormSympSegSetu.
According to the intuition ‘‘if the symptom names have a great
possibility appearing in the same record, they would have a greater
possibility to appear in the same record in the future” which has
been mentioned before, the potential normalized symptom name
combination which had the greatest possibility to appear simulta-
neously would be chosen as the normalized result. And the possi-
bility of each PotNormSympNCombq is measured by the
combination value CombValueq, and CombValueq could be also com-
puted by Eq. (3.1). If there is a tie, one of the potential normalized
symptom name combination would be chosen randomly as the
normalized result. The corresponding potential symptom names
of the best potential normalized symptom name combination
would be treated as the recognized symptom names in Transcript.
Referring to the representation described in Section 3.1.2, the
other elements except recognized symptom names in the corre-
sponding possible bigram combination of the best potential nor-
malized symptom name combination would be re-divided into
bigrams. And these bigrams would be treated as other information.
3.3. Feature selection module
After the processes of FCRs analysis module and normalization
module, a large amount of features (i.e. normalized symptomnames and the other information segments) would be obtained.
Feature selection should be follow-onto evaluate the worth of
the extracted features and filter out the features which have less
diagnosis information to improve the performance of automatic
diagnosis. In this paper, three classical feature selection methods
(i.e. Document Frequency method, Mutual Information method,
and Information Gain method) are investigated.
3.3.1. Document Frequency method
Document Frequency (DF) [18] of a unique feature in raw TCM
FCRs is the number of clinical records in which this unique feature
occurs. The intuition of this method is that the features could con-
tain enough diagnosis information when their frequencies in raw
TCM FCRs reach a predefined threshold, and these features would
be more important and informative for diagnosing than the rare
features whose frequencies are under the predefined threshold
[18].
3.3.2. Mutual Information method
Mutual Information (MI) [18] is a more commonly used method
in statistical language modeling for feature selection. Differing
from DF, MI is a quantitative measurement of mutual dependence
(or correlation) between a feature f and a class label ci rather than a
simple measurement of the frequency of f in raw TCM FCRs (in this
paper, ci is a syndrome label, i.e. a diagnosis result). The feature is
more significant if it has stronger correlation with syndrome labels,
in other words, the Mutual Information I(f, ci) between f and ci is
higher. I(f, ci) is defined as follows.
Iðf ; ciÞ ¼ log Pðf jciÞPðf ÞPðciÞ ð3:2Þ
where P(f|ci) is the conditional probability of f given ci, and P(f) and P
(ci) are, respectively, the prior probabilities of f and ci in raw TCM
FCRs. Then the global worth of f in raw TCM FCRs is evaluated by
the following formula.
Iðf Þ ¼
Xm
i¼1
PðciÞIðf ; ciÞ ð3:3Þ
wherem is the number of unique syndrome labels in raw TCM FCRs.
3.3.3. Information Gain method
Differing a lot from DF and MI, Information Gain (IG) [18] is
used to measure the quantity of the diagnosis information that a
feature contains, and it is often employed as a criterion for evalu-
ating the effectiveness of a feature in the field of Machine Learning
[18]. If a feature has stronger predictive role to one particular diag-
nosis result, then its IG value will be higher, i.e. it contains more
diagnosis information and has higher distinguishability. In other
words, the TCM doctor could give the diagnosis result as quick
and confident as possible when this feature appears. The IG value
of a feature f in raw TCM FCRs is defined below.
IGðf Þ ¼ 
Xm
i¼1
PðciÞ log PðciÞ
þ Pðf Þ
Xm
i¼1
Pðcijf Þ log Pðcijf Þ
þ Pðf Þ
Xm
i¼1
Pðcijf Þ log Pðcijf Þ ð3:4Þ
wherem is the number of unique syndrome labels in raw TCM FCRs,
P(ci) is the prior probabilities of ci in raw TCM FCRs, P(f) is the prob-
ability of f occurring in raw TCM FCRs and Pðf Þ is the probability
that f does not occur in raw TCM FCRs. P(ci|f) is the probability of
ci given f and Pðcijf Þ is the probability that ci occurs without f.
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As the main part in the framework of automatic diagnosis of
TCM utilizing raw FCRs, training and diagnosing module will
accomplish the missions that, firstly, it trains a diagnosis model
based on the processed raw TCM FCRs, and then when a TCM prac-
titioner inputs a new transcript, the module will predict an appro-
priate diagnosis result according to the trained model.
Based on manually well-structured datasets, several approaches
have been employed in TCM automatic diagnosis research, such as
Naïve Bayes classifier and Bayesian Network classifier [7], Support
Vector Machine (SVM) [13], etc. In this paper, Naïve Bayesian clas-
sifier (NB) and Support Vector Machine classifier (SVM) are re-em-
ployed for TCM automatic diagnosis to investigate the availability
of the features extracted, normalized and filtered after previous
modules and study specialties of the classifiers in automatic diag-
nosis utilizing raw FCRs. For convenience, in this paper, the tran-
scripts would be converted to a feature vector that each feature
in the vector would be directly and uniformly assigned to binary
weight (i.e. 1 (if the feature appears in the transcript) or 0 (if the
feature does not appear in the transcript)).3.4.1. Naïve Bayes classifier for TCM diagnosing
Naïve Bayes classifier (NB) is a typical generative model, which
emphasizes the importance of prior knowledge and assumes that
all features are independent given the class variables, and it has
been applied widely in automatic diagnosis [7,19,20]. For TCMFig. 2. Examples of expautomatic diagnosis, NB focuses on finding the diagnosis principles
which are contained in raw TCM FCRs, or rather discovering the
quantitative relationships between a diagnosis feature vector and
one of the syndrome labels.
NB for TCM automatic diagnosis uses the Bayes rule to compute
the posterior probability of a syndrome label given a new clinical
record, and it will output one syndrome label with highest poster-
ior probability as the diagnosis result, i.e. given a new free-text
clinical record fcr which could be featured in a vector F = (f1,
f2, ..., fn), where n is the number of features in fcr. F would be ob-
tained after the processes of FCRs analysis module and normaliza-
tion module and the features in F would also be filtered based on
the results of feature selection module. The posterior probability
of each syndrome label si given fcr can be calculated by
PðsijfcrÞ ¼ PðsijFÞ ¼ Pðsijf1; f2; . . . ; fnÞ ¼ Pðf1; f2; . . . ; fnjsiÞPðsiÞPðf1; f2; . . . ; fnÞ ð3:5Þ
where i e [1, N] and N is the number of syndrome labels in raw TCM
FCRs for training. Supposing that the features are independent of
each other, then
PðsijfcrÞ ¼
PðsiÞ
Qn
j¼1
PðfjjsiÞ
Qn
j¼1
PðfjÞ
ð3:6Þ
Because
Qn
j¼1PðfjÞ is same for all si, finally the diagnosis result Smax of
fcr is determined byerimental datasets.
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i
ðPðsijfcrÞÞ ¼ argmax
i
ðPðsiÞ
Yn
j¼1
PðfjjsiÞÞ ð3:7Þ
where P(sj) could be directly estimated from raw TCM FCRs for
training, and in order to tackle the issue of data sparsity, i.e. the
problem of unseen features which problem the framework has to
face up to. Therefore, in this paper, P(fj|si) is estimated based on Lid-
stone rule which is a smoothing method and shown as follows:
PðfjjsiÞ ¼
Nfj ;si þ k
Nsi þ kB
ð3:8Þ
where Nfj ;si is the number of clinical records containing both fj and si,
and Nsi is the number of clinical records whose diagnosis results are
si in raw TCM FCRs for training. k and B are two constant and empir-
ical values. k is usually small and B is often a very large value (it is
often set to the vocabulary or feature size). In our experiment, k is
assigned to 0.5 [21], and the number of features generated after
normalizing symptom names hidden in bigram lists in our dataset
is approximately 20,000, and the number of features generated by
dictionary-based method is comparatively small, thus B is set to
20,000.Table 1
Names, purposes and compositions of the five datasets used in the framework. The related
shown in Fig. 3 respectively.
Name of the dataset Purpose
Raw TCM FCRs dataset Training the classifiers for diagnosing
Symptom name
dictionary
Serving as the symptom name dictionary
Standard symptom
name dataset
Treating as the standard symptom name dictionary
Standard symptom
name combination
dataset
Regarding as the standard symptom name combination da
the framework
Inputted test dataset Transcripts in these records are taken as the new clinical t
corresponding syndrome labels used to test the automatic
Fig. 3. Related frequency of each syndrome label in training data and test data.3.4.2. Support Vector Machine classifier for TCM diagnosing
Contrasting with NB, Support Vector Machine (SVM) places
emphasis on modeling the posterior P(si|fcr) directly, i.e. automat-
ically discovering the global diagnosis regularities from raw TCM
FCRs directly.
The task of automatic diagnosis of TCM is a multi-class classifi-
cation. A straightforward approach is to train a SVM for each syn-
drome label (i.e. one-against-rest strategy). However, it is not an
elegant and excellent approach to solving multi-class classification
problem. In our experiment, this problem is made up by LIBSVM
[22] which is a well-known SVM tool for multi-class classification.
The radial basis function is used as the kernel function of LIBSVM
and the other parameters used in LIBSVM are assigned to default
values.
3.5. Evaluation metrics
According to the characteristics of raw TCM FCRs (described in
Section 2), a novel framework of automatic diagnosis of TCM utiliz-
ing raw FCRs has been designed, and several appropriate methods
are investigated for each module of the framework. For evaluating
the feasibility and effectiveness of the proposed framework, three
types of evaluation metrics are designed: (1) for appraising the
ability of symptom name recognition, the recognition rate and rec-
ognition error rate are exercised; (2) for assessing the performance
of normalization module, the normalization precision, recall and F-
Measure are tested; (3) the diagnosis precision, recall and F-Mea-
sure are defined for comprehensively judging the feasibility and
capability of the automatic diagnosis framework of TCM utilizing
raw FCRs. These evaluation metrics are described in detail as
follows.
3.5.1. Recognition rate and error rate
The recognition rate metric (RRrec) and error rate metric (ERRrec)
are used for assessing the ability of symptom name recognition in
the framework. Better recognition ability would be obtained, when
higher RRrec and lower ERRrec are achieved. RRrec and ERRrec are for-
mulated as follows.
RRrec ¼ jNSRCjjNSj ð3:9Þ
ERRrec ¼ jSRj  jNSRCjjSRj ð3:10Þ
where |NSRC| is the number of symptom names recognized cor-
rectly, |NS| is the number of clinical symptom names in a raw
TCM free-text clinical record dataset, and |SR| is the number of
symptom names recognized.
In this paper, two ways are trailed for judging the correctness of
the recognized symptom names in the process of normalizing
symptom names hidden in the bigrams lists. One is that: if a recog-frequencies of syndrome labels in raw TCM FCRs dataset and Inputted test dataset are
Composition
5979 Records (75% of CRD), chosen from CRD randomly
Symptom names included in EVALDATA, these symptom
names could cover all clinical symptom names in CRD
The distinct symptom names appearing in SJZSTCMD
taset mentioned in Symptom name combinations which appear in the same
record of prescription table of SJZSTCMD
ranscripts, and their
diagnosis results
1993 Records (25% of CRD), chosen from CRD randomly
Table 2
Evaluation of the ability of symptom name recognition. The second row is the results
under the rough condition that treating the complete or partial matching symptom
names as the correct results. The third row is the results under the condition with
more strict constraint described in Section 3.5.1.
Method |NSRC| |NS| |SR| RRrec (%) ERRrec (%)
DM 39,660 39,660 39,660 100 0
NGBM (roughly) 38,676 39,660 41,756 97.52 7.38
NGBM 27,438 39,660 41,756 69.18 34.29
Table 3
Results of two types of normalization approaches used in normalization module. The
bold values are relatively better normalization results achieved by NGDM or NGBM.
Normalization approach Prenorm (%) Recnorm (%) FMnorm (%)
NGDM 73.18 64.03 68.30
NGBM 53.88 69.18 60.58
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in that position of current clinical record partially, in other words,Fig. 5. Results of Recdiag obtained by NB and SVM when different FCRs analyzing metho
that after feature selection only top N features are used by training and diagnosing mod
Fig. 4. Results of Prediag obtained by NB and SVMwhen different FCRs analyzing methods,
after feature selection only top N features are used by training and diagnosing module.it is a sub-string of the symptom name in that position of current
clinical record, and then the recognized symptom name is deemed
to be correct. Another way is that: a recognized symptom name is
correct, if and only if the recognized symptom name perfectly
match the symptom name which should appear in that position
of current clinical record.
3.5.2. Normalization evaluation metrics
The normalization results are evaluated by normalization preci-
sion (Prenorm), recall (Recnorm) and F-Measure (FMnorm), and they are
defined as follows:
Prenorm ¼ jSNNCjjSNNj ð3:11Þ
Recnorm ¼ jSNNCjjNSNj ð3:12Þ
FMnorm ¼ 2  Prenorm  RecnormPrenorm þ Recnorm ð3:13Þds, normalization methods and feature selection methods are used. TN-Feat means
ule.
normalization methods and feature selection methods are used. TN-Feat means that
Fig. 7. Comparison of precisions obtained by different classifiers (NB and SVM)
when the records which include low frequency syndrome labels (i.e. disease) in CRD
are removed and all features are used by training and diagnosing module. In this
figure, GT-N means the free-text clinical record in CRD would be used in the
experiments when the frequency of its contained syndrome label appearing in raw
FCRs is more than N times, and at the same time, the records containing the same
syndrome labels are also removed from test data.
Fig. 6. Results of FMdiag obtained by NB and SVMwhen different FCRs analyzing methods, normalization methods and feature selection methods are used. TN-Feat means that
after feature selection only top N features are used by training and diagnosing module.
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rectly, |SNN| is the number of symptom names normalized, and |
NSN| is the number of nonstandard symptom names should be nor-
malized in a raw TCM free-text clinical record dataset.
3.5.3. Evaluation metrics for automatic diagnosis performance
The diagnosis precision (Prediag), recall (Recdiag) and F-Measure
(FMdiag) are used not only for assessing the global performance of
the proposed framework but also for evaluating the worth of FCRs
analyzing module and normalization module in the framework,
and they are defined as follows:
Prediag ¼ jCDRjjDRj ð3:14Þ
Recdiag ¼ jDRjjAIRj ð3:15Þ
FMdiag ¼ 2  Prediag  RecdiagPrediag þ Recdiag ð3:16Þ
where |CDR| is the number of raw TCM FCRs correctly diagnosed, |
DR| is the number of raw TCM FCRs diagnosed, and |AIR| is the num-
ber of all inputted raw TCM FCRs.
4. Results
In this section, based on several experimental datasets, the pro-
posed framework is evaluated from several aspects introduced in
Section 3.5, and the results are described below.
4.1. Experimental datasets
In this paper, three datasets are used. The first one is the 2008
SiJunZi Standard TCM Dataset (SJZSTCMD). It is a national standard
dataset including 4950 prescriptions with 947 distinct symptom
names. The second one is a clinical record dataset (CRD) which
contains 7972 free-text clinical records with their corresponding
diagnosis results, and it is collected by TCM doctors during their
routine diagnostic work. There are 4465 distinct clinical symptom
names contained in CRD, and they could be normalized to one of
the 947 standard symptom names. The last one is a clinical-stan-dard symptom name reference dataset, named EVALDATA. It con-
sists of clinical symptom names with their standard forms and is
manually constructed by TCM experts according to CRD and
SJZSTCMD. In this paper, it is used to evaluate the results of symp-
tom name normalization. Examples of these datasets are shown in
Fig. 2.
In order to simulate the diagnosis procedure of clinical practice
to test the performance of the proposed framework, based on
SJZSTCMD, CRD, and EVALDATA, five datasets mentioned in Fig. 1
are built, and the detailed introduction are listed in Table 1. For
convenience, all numbers in CRD, such as integers, decimals and
fractions, are uniformly replaced by the character ‘‘N” automati-
cally in advance.
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The abilities of symptom name recognition in the processes of
dictionary-based FCRs analysis method (DM) and normalizing
symptom names hidden in the bigram lists generated by bigram-
based method (NGBM) are evaluated based on the recognition rate
metric and error rate metric.
The details of the evaluation results are shown in Table 2. Under
the rough measurement, NGBM has a good performance
(RRrec = 97.52% and ERRrec = 7.38) on recognizing symptom names
from the transcripts. It reveals that extracting the symptom names
from raw TCM FCRs without the support of a complementary
symptom name dictionary and, at the same time, just using the
existing standard dada sources is possible and could be achieved.Fig. 8. Results of Prediag obtained by NB classifier under different situations. Where All-Fe
results of different feature selection methods (i.e. DF, MI and IG), and ‘‘N-(BM or DM), (D
appear more than N times in raw TCM FCRs, use bigram- or dictionary-based method to
Information Gain method to select features and utilize Naïve Bayes classifier to diagnos
Fig. 9. Results of Prediag obtained by SVMRRrec of NGBM under the strict condition reduces from 97.52% to
69.18%, and ERRrec of NGBM rises by about 26.91%, the main reason
for these results might be caused by the relatively simple ways to
determine the potential symptom names and select the best nor-
malization result. It indicates that more robust and advanced
methods for recognizing clinical symptom names should be devel-
oped and investigated to improve the recognition performance. For
example, more linguistic features of the symptom names or the
transcripts should be considered to be brought into the recognition
methods. And at the same time, these methods should not too
much depend on the complementary symptom name dictionary.
Thus huge amount of repeated labor to construct a complementary
symptom name dictionary for TCM clinical researchers could be
cut down.at or TN-Feat represents that diagnosing based on all or top N features sorted by the
F, MI, or IG), NB” means the experiments perform on the records whose class labels
segment the raw TCM FCRs, Document Frequency threshold, Mutual Information or
e.
classifier under different situations.
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The normalization results are shown in Table 3, and the intro-
duced two types of normalization approaches (normalizing symp-
tom names generated by dictionary-based method (NGDM) and
normalizing symptom names hidden in the bigram lists generated
by bigram-based method (NGBM)) are compared through Prenorm,
Recnorm and FMnorm.
The F-Measures of NGDM and NGBM are fairly acceptable.
NGDM could obtain higher precision than NGBM due to its more
accurate symptom name recognition ability. Meanwhile, higher re-
call is obtained by NGBM benefiting from its extensive and subtle
coverage of symptom names. Nevertheless, using NGDM would re-
sult in huge amount of repeated labor. Therefore, NGBM is recom-
mended. It does not depend on the complementary symptom
name dictionary; however, its performance needs to be further
improved.Fig. 10. Results of Recdiag obtained by NB
Fig. 11. Results of Recdiag obtained by SVM4.4. Evaluation of automatic diagnosis
The automatic diagnosis results (Prediag, Recdiag and FMdiag) of
the proposed framework are represented in Figs. 4–6 under differ-
ent experimental settings. The highest FMdiag (39.15%) could be ob-
tained by ‘‘DM, DF, SVM”. In these figures, it reveals that SVM could
achieve better results than NB. Moreover, SVM could get much bet-
ter Prediag and FMdiag in most cases when less features are used,
although its Recdiag is slightly lower. It also reflects that global fea-
ture selection is considered unsuitable for NB in automatic diagno-
sis, and different feature selection strategies should be investigated
or constructed when different types of classifiers are used.
In fact, in clinical practice, several types of disease in raw TCM
FCRs only have a small number of referable clinical records and the
diagnosis results of several inputted transcripts may not appear in
raw TCM FCRs. This phenomenon is one of the reasons results in
performance depreciation of automatic diagnosis (see Fig. 7).classifier under different situations.
classifier under different situations.
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diagnosis model should be designed in order to cope with this
problem.
Through evaluating the automatic diagnosis results on diverse
experimental condition, the worth, necessity and significance of
FCRs analysis module, normalization module and feature selection
module in the proposed framework are appraised as follows.
The results of the automatic diagnosis by taking different types
of feature selection methods without the normalization process are
shown in Figs. 8–13. It reveals that the results are significantly im-
proved through using SVM classifier. Only when the number of
appearing times of all syndrome labels in CRD is higher than 40
and an appropriate feature selection method (e.g. DF or IG) is used,
the performance of NB classifier for automatic diagnosis could be-
gin to be improved. It also shows that although the results of Recdiag
dropped slightly in most cases when use less features to diagnose,Fig. 12. Results of FMdiag obtained by NB
Fig. 13. Results of FMdiag obtained by SVMthe results of Prediag and FMdiag by NB classifier have not reduced
too much in most cases, even increased a lot by SVM. The results
mirror that the clinical records with low frequency syndrome la-
bels would affect the performance of automatic diagnosis. In other
words, more knowledge of one disease we have, better perfor-
mance of automatic diagnosis would be achieved.
In order to illustrate the necessity of the normalization module,
the feature sets All-Feat and 100-Feat are normalized by the meth-
ods introduced in Section 3.2 (NB classifier and SVM classifier
could achieve best FMdiag by utilizing these feature sets) and NB
classifier and SVM classifier are re-employed. The automatic diag-
nosis results are listed in Table 4. It is obvious that more than half
of the results after normalizing procedure are better. And most of
the highest FMdiag in each experiment group are achieved by NB
and SVM classifiers when the symptom names are normalized.
Moreover, not only the performance but also the efficiency ofclassifier under different situations.
classifier under different situations.
Table 4
Results of the FMdiag of two types of automatic diagnosis methods using different feature selection methods with and without symptom name normalization procedure. All-Feat-
Norm and 100-Feat-Norm represent the features used to diagnose are normalized by normalization methods (i.e. BM or DM) described before. The bold values are the highest
results in each experiment group.
NB SVM
All-Feat-Norm (%) All-Feat (%) 100-Feat-Norm (%) 100-Feat (%)
All-BM,DF 21.43 22.54 36.08 37.50
All-DM,DF 19.49 21.27 39.14 36.31
All-BM,MI 21.43 22.54 28.14 28.05
All-DM,MI 19.49 21.27 35.24 36.66
All-BM,IG 21.43 22.54 35.01 37.90
All-DM,IG 19.49 21.27 35.07 35.33
10-BM,DF 40.00 37.53 53.83 52.63
10-DM,DF 34.57 35.39 55.45 54.64
10-BM,MI 40.00 37.53 42.77 40.48
10-DM,MI 34.57 35.39 52.34 52.18
10-BM,IG 40.00 37.53 52.82 53.45
10-DM,IG 34.57 35.39 50.21 50.18
20-BM,DF 49.06 44.72 60.39 59.98
20-DM,DF 42.02 42.64 62.44 61.33
20-BM,MI 49.06 44.72 46.37 45.53
20-DM,MI 42.02 42.64 60.20 58.55
20-BM,IG 49.06 44.72 58.64 60.34
20-DM,IG 42.02 42.64 56.28 56.01
30-BM,DF 59.06 51.96 63.57 64.07
30-DM,DF 49.28 50.07 67.91 66.47
30-BM,MI 59.06 51.96 49.17 48.83
30-DM,MI 49.28 50.07 65.73 63.84
30-BM,IG 59.06 51.96 61.52 64.69
30-DM,IG 49.28 50.07 61.02 60.01
40-BM,DF 63.48 59.55 67.10 69.12
40-DM,DF 56.94 58.06 73.32 72.08
40-BM,MI 63.48 59.55 50.74 51.44
40-DM,MI 56.94 58.06 70.86 69.23
40-BM,IG 63.48 59.55 65.18 69.62
40-DM,IG 56.94 58.06 65.12 64.14
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dimension reduction after symptom name normalization (average
feature amount reduction ratio is about 8.52%). In conclusion, it
should be emphasized that the normalization module in the frame-
work of automatic diagnosis of TCM utilizing raw FCRs is necessar-
ily included.5. Discussion
Although Prenorm and FMnorm of NGBM in Table 2 is not high en-
ough, it should be emphasized once more that the processes of seg-
menting the raw TCM FCRs into bigrams and then normalizing the
symptom names hidden in the generated bigram lists do not need
the extra support of a complementary symptom name dictionary.
In other words, it could cut down huge amount of repeated for
TCM practitioners and clinical researchers to construct and main-
tain a complementary symptom name dictionary. NGBM provides
an instructional, valuable, and semi-supervised-like approach to
extract symptom names from raw TCM FCRs. However, it is neces-
sary to find more advanced NGBM-like methods in order to im-
prove the accuracy of symptom name recognition and
normalization results.
The proposed framework is very important and significant for
practical aided diagnosis. It provides not only a feasible approach
to help TCM researchers to automatically and effectively get scien-
tific hypotheses and clinical diagnosis guidance from raw TCM
FCRs directly, but also a referable way for TCM researchers that
how to process and utilize raw TCM FCRs automatically. The auto-
matic diagnosis results of the proposed framework have not com-
peted against the other researchers’; however their results are
achieved based on the manually well-structured datasets. Their
work could not be directly and effectively applied to clinical prac-
tice due to the big difference between the well-structured datasetsand the raw free-text clinical records. The listed results in Section 4
show that if there are sufficient raw TCM FCRs (i.e. each category of
syndrome labels in raw TCM FCRs has sufficient number of clinical
records (e.g. more than 40)), the proposed framework could
achieve reasonable and acceptable performance in clinical practice.
Although the methods investigated in the proposed framework
are traditional, the feasibility and effectiveness of the framework
have been verified. With the rapid development of Natural Lan-
guage Processing, Data Mining and Machine Learning methods, a
volume of state-of-the-art methods have been developed, such as
Chinese word segmentation and named entity recognitionmethods
for structuring free-text and identifying named entities [23], fea-
ture selection method for text classification [24], and multi-class
classification learning methods to automatic diagnosis [25,26],
etc. These existingmethods could be applied in our frameworkwith
minor alteration through taking the characteristics of raw TCM
FCRs into account. At the same time, the study of diagnosis mecha-
nism should be included in the automatic diagnosis procedure
while better performance and higher practical value are aspired.
According to Fig. 3, we could find that there are still a lot of dif-
ficulties exist and should be solved, such as how to diagnose more
accurately when the syndrome labels are little in the knowledge
dataset (i.e. how to take account of the rare disease), how to unin-
terruptedly learn diagnosis knowledge during a long time accumu-
lating new clinical records in TCM clinical practice, etc. These
problems bring not only huge challenges to TCM research but also
opportunities to speed up the pace of traditional Chinese medicine
modernization.6. Conclusions
Automatic diagnosis of TCM utilizing raw free-text clinical re-
cords is an essential and vital task for applying TCM expert systems
Y. Wang et al. / Journal of Biomedical Informatics 45 (2012) 210–223 223in clinical practice. This problem is attempted for the first time by
this paper. A novel framework to tackle this problem is proposed,
and a series of appropriate methods are investigated for each mod-
ule in the framework. At the same time several challenges of the
framework are coped with. At last, the experimental results have
demonstrated the effectiveness and feasibility of the framework.
Through detailed analysis, several remarkable phenomena and
problems are pointed out waiting to be further solved.
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