Abstract-The thermal effect on machine tools has become a well-recognized problem in response to the increasing requirement of product quality. The performance of a thermal error compensation system basically depends on the accuracy and robustness of the thermal error model. This paper presents a thermal error model using two mathematic schemes: GM(1,N) model of the grey system theory and the adaptive network-based fuzzy inference system (ANFIS). First, the measured temperature and deformation results were analyzed via the GM(1,N) model to obtain the influence ranking of temperature ascent on thermal drift of spindle. Then, using the high-ranking temperature ascents as the input of ANFIS and training these data by hybrid learning rule, the thermal compensation model can be quickly built. The GM(1,N) model is used to effectively reduce the number of temperature sensors putting on the machine structure in prediction, and the ANFIS has the advantages of good accuracy and robustness. Eventually, tests of no-load and realcutting operations were conducted and the comparison results show that the modeling schemes of ANFIS coupled with the GM(1,N) has good prediction ability.
INTRODUCTION
Error compensation systems have received wide attention in relation to their ability to cost effectively improve machine accuracy. The effectiveness of an error compensation system relies on the prediction accuracy and robustness of the error model.
Excessive research has been carried out in the past in the area of thermal error modeling [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . There are two main research areas related to thermal error modeling. The first area is numerical analysis techniques such as the finite element method [1] and finite difference method [2] . These techniques are restricted to a qualitative analysis because the boundary conditions and heat transfer characteristics cannot be clearly defined. The second area is empirical modeling based on the measurement of thermal deformation and temperature at discrete representative points on the machine tools. Examples include engineering judgement [3] , regression analysis [5] , neural network [6] [7] [8] , grey system theory [12] , and fuzzy logic [15] . Emperical models have been demonstrated to show satisfactory prediction accuracy in many applications even though each method has its own shortcomings.
Among the empirical models, the fuzzy logic method does not require any detailed information about the characteristic of the plant and has a consequence structure in the format of a linear equation. This linear equation is more robust against measurement noises than an engineering judgement model, which includes higher order terms of variables. However, fuzzy systems lack the ability to learn and cannot adjust themselves to new environment. On the other hand, although neural networks can learn, they are opaque to the user. The merger of a neural network with a fuzzy system into one integrated system therefore offers a promising approach to building intelligent systems. Integrated neuro-fuzzy systems can combine the parallel computation and learning abilities of neural networks with the humanlike knowledge representation and explanation abilities of fuzzy systems. Therefore, this paper adopts the combined schemes of the fuzzy logic and neural network: the adaptive neuro-fuzzy inference system (ANFIS) to establish the thermal error model.
On the other aspect, it is common knowledge that placing a large number of thermal sensors onto a machine structure can improve the accuracy and robustness of the thermal error model. But, it is always an engineering concern to reduce the number of temperature sensors. Some researchers used statistic methods such as correlation analysis [20] , standard stepwise regression [21] , correlation grouping [22] , and dynamic thermal error modeling [23] to determine the temperature variables for the thermal error model. In this study, an efficient but different approach is proposed to overcome this difficulty. First, the GM(1,N) model of the grey system theory is used to evaluate the influence weighting of the temperature ascents at critical points on the machine structure against the thermal drift of spindle. Then, choosing a few numbers of high-ranking temperature ascents, together with the synchronously measured thermal drift data, the 'temperature-error' mapping is carried out by an appropriate thermal error model (ANFIS).
II. METHODOLOGY OF THERMAL ERROR MODEL

A. GM(1,N) Model
In the grey system, the irregular data are transformed into new data sets with strong regularity by using a data generation scheme called the accumulated generating operation (AGO). The more the times of accumulation, the more evidently can the data series be described by the exponential function.
The general format of the grey system model is
where M is the order of the differential equation and N is the number of the types of the data. Equation (1) is called a grey dynamic model, commonly denoted as GM(M,N). The coefficients of the model are estimated by the least-square method. In this research, the GM(1,N) model is used to describe the relationship between the spindle thermal drift and the temperature rise at characteristic monitoring points.
Considering the sequences
is the main factor in the system (spindle thermal drifts) and
represent the influence factors (temperature rises), then the GM(1,N) model can be defined as
Followings are the manipulating procedures for GM(1,N).
Step 1. Build the initial sequences:
Step 2. Generate the new sequences
by AGO method based on the above initial sequences:
where
Step 3. Assume the following first-order differential equation holds true:
Step 4. Solve Equation (6) by difference approximation and combine with Equation (5) to yield
Step 5. Estimate â by using the least-square error method as
(11) Hence, the influence ranking of the major sequences on the target sequences can be found by comparing the norm values of N b b 2 .
B. ANFIS
(a)Architecture For simplicity, assuming that the fuzzy inference system under consideration has two inputs x and y and one output z. For a first-order Sugeno fuzzy model, a common rule set with two fuzzy if-then rules is as following:
Rule 1: If x is 1 A and y is 1 B , then ), Layer 2. Every node in this layer is a fixed node labeled Π , whose output is the product of all the incoming signals:
Each node output represents the firing strength of a rule. Layer 3. Every node in this layer is a fixed node labeled N.
The i th node calculates the ratio of the i th rule's firing strength to the sum of all rules' firing strengths:
For convenience, outputs of this layer are called normalized firing strengths. 
(b) Hybrid learning algorithm The hybrid learning rule combines steepest descent (SD) and the least-squares estimator (LES) for fast identification of parameters. For simplicity, assume that the adaptive network under consideration has only one output represented by
where v is the vector of input variables, S is the set of parameters, and F is the overall function implemented by the adaptive network. More formally, if the parameter set S can be divided into two sets 
which is linear in the elements of 2 S . Now given values of elements of 1 S , we can plug P training data into Equation (20) and obtain a matrix equation:
where θ is an unknown vector whose elements are parameters in 2 S . This is a standard linear least-squares problem, and the best solution for θ , which minimizes
, is the least-squares estimator (LSE) 
where the least-squares estimator * θ is equal to P θ . The initial conditions needed to bootstrap Equation (23) For hybrid learning to be applied in a batch mode, each epoch is composed of a forward pass and backward pass. In the forward pass, after an input vector is presented, we calculate the node outputs in the network layer by layer until a corresponding row in the matrices A and y in Equation (21) is obtained. This process is repreated for all the training data pairs pseudoinverse formula in Equation (22) or the recursive least-square formulas in Equation (23) . After the parameters in 2 S are identified, we can compute the error for each training data pair. In the backward pass, the error signals propagate from the output end toward the input end; the gradient vector is accumulated for each training data entry. At the end of the backward pass for all training data, the parameters in 1 S are updated by steepest descent.
In symbols, the output can be rewritten as 
S set of consequent (linear) parameters (L).
In the forward pass of the hybrid learning algorithm, node outputs go squares method. In the backward pass, the error signals propagate backward and the premise parameters are updated by gradient descent. The training process of hybrid learning algorithm is shown in Fig. 1 .
II. EXPERIMENT DESIGN
The experiment apparatus was composed of a vertical machining center (JohnFord, SV45) and sensing units. The sensing units were thermal sensors and a displacement sensor. The K-type thermocouples were used as the thermal sensors to detect any variation of temperature in the machine structure, and the capacitance sensor was used as the displacement sensor to detect spindle drift errors on the X-, Y-, and Z-axes. Eleven thermocouples were mounted at critical points on the machine to detect the temperature ascent. Sensors T1 and T2 provided the temperature readings on the machine column, sensors T7 and T9 on the nut and leadscrew bearing of the Xaxis, sensors T4 and T8 on the nut and leadscrew bearing of the Z-axis, sensor T3 on the working table, sensors T6 and T5 on the front and rear portions of the spindle mount respectively, sensor T10 on the spindle motor, and sensor T11 on the environment. To investigate the machinery's thermal behavior, experiments were performed under designated conditions. The running conditions were divided into three classes to consider the actual environment in the industrial shop, as shown in Table 1 . 
A. Thermal behavior of machine tool
The temperature ascents at selected critical points on machine and the thermal drifts of spindle nose in the X-, Yand Z-directions are measured synchronously using the experiment apparatus and test conditions described previously. Fig. 2 shows the measurement results of state of ascent in temperature at different attaching characteristic points. On the other hand, Fig. 3 shows the variation of thermal deformation of spindle with time. It is observed that the maximum thermal drift occurs at the spindle nose in Z-direction, which is -100 m µ after 225-minute operation and then approximately keeps at this value when the machine is in a thermally balanced state. , the norm values of influence coefficient matrix â can be obtained from Equation (11) , the low-ranking temperature ascents: T6, T5, T2, T4 and T1 can be relatively neglected, and the high-ranking temperature ascents: T3, T8, T10, T7, T11, and T9 may be used in the following modeling step to map the temperature rise against thermal error.
C. Thermal error modeling
Every temperature ascent uses three membership functions to describe its relationship with thermal drift. In the fuzzy rule libraries, the input variables are T3, T8, T10, T7, T11, and T9, the thermal drift of spindle nose in the Z and Y directions ( Z δ , Y δ ) are used as output variables, and eventually an CONCLUDING REMARKS
The ANFIS strategy and GM(1,N) scheme of the grey system theory were applied to the thermal error modeling of a CNC vertical machining center. Based on this study, the following conclusions were made.
(1) The thermal error methodology ANFIS used in this study combines the advantages of fuzzy logic and artificial neural network. Therefore, good prediction accuracy and robustness can be attained (2) The proposed ANFIS modeling technique uses hybrid learning rule, which is a combination of steepest descent (SD) and the least-squares estimator (LES) methods, to train the measured data. This hybrid learning scheme has the advantage of fast convergence during training. Therefore, it can significantly shorten the modeling time. and quickly obtain the correlation between thermal drift of spindle and temperature ascent, the GM(1,N) model of grey system theory is applied and its effect is promising. (5) The thermal error compensation technique built in this study can be applied to any type of CNC machine tool because the error model parameters are only calculated mathematically.
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