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Abstract—This paper proposes a reinforcement learning ap-
proach for traffic control with the adaptive horizon. To build the
controller for the traffic network, a Q-learning-based strategy
that controls the green light passing time at the network
intersections is applied. The controller includes two components:
the regular Q-learning controller that controls the traffic light
signal, and the adaptive controller that continuously optimizes
the action space for the Q-learning algorithm in order to improve
the efficiency of the Q-learning algorithm. The regular Q-learning
controller uses the control cost function as a reward function to
determine the action to choose. The adaptive controller examines
the control cost and updates the action space of the controller by
determining the subset of actions that are most likely to obtain
optimal results and shrinking the action space to that subset.
Uncertainties in traffic influx and turning rate are introduced
to test the robustness of the controller under a stochastic
environment. Compared with those with model predictive control
(MPC), the results show that the proposed Q-learning-based
controller outperforms the MPC method by reaching a stable
solution in a shorter period and achieves lower control costs. The
proposed Q-learning-based controller is also robust under 30%
traffic demand uncertainty and 15% turning rate uncertainty.
Index Terms—Traffic Control, Reinforcement learning, Adap-
tive horizon, Uncertainty
I. INTRODUCTION
Traffic congestion often occurs due to increased traffic vol-
ume. The normal operation of the whole society and economy
are greatly affected. For instance, in China, the economic
losses caused by traffic congestion in 15 large and medium-
sized cities, including Beijing and Shanghai, are close to 1
billion each day in 2012. Thus, efficient vehicle operation
and management is critical. Advanced Traffic Signal Control
System (ATSCS),[1], [2], an efficient and convenient control
system with artificial intelligence, is given a lot of attention
from researchers.
Generally, there are three mainstream control strategies in
ATSCS: isolated intersection control[3], fixed time coordinated
control[4] and coordinated traffic-responsive control[5]. An
improved adaptive control method consists of a vehicle arrival
estimation model and a signal optimization algorithm.[6] In
this method, a schedule-driven intersection control strategy
is built with the structural information in non-uniformly dis-
tributed traffic flow.[7] However, since the adjacent intersec-
tions are neglected by the isolated intersection control, the
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application of isolated intersection control is greatly limited.
Considering the drawback of the isolated intersection con-
trol, researchers developed an alternative fixed-time coordi-
nated control strategy. In the fixed- time coordinated control
strategy, researchers used a new two-direction green wave
intelligent control strategy to solve the coordination control
problem of urban arterial traffic.[8] Lu et al. also applied
the coordination methodology for arterial traffic signal control
based on a novel two-way bandwidth maximization model.[9]
However, when facing real-time traffic variations, fixed-time
coordinated control strategies is invalid. Due to the advantage
of real-time and flexibility, researchers proposed a coordi-
nated traffic-responsive control strategy. Wang et al. adopted
parallel control and management for intelligent transporta-
tion systems.[10] Aboudolas investigated the rolling-horizon
quadratic-programming approach for real-time network-wide
signal control in large-scale urban traffic networks.[11]. This
paper considers the reinforcement learning for traffic signal
control based on the coordinated traffic-responsive control.
Reinforcement learning (RL) is a machine learning algo-
rithm in which the agent chooses the appropriate action to
maximize the reward in a particular environment. [12]. In
recent years, RL has been applied to traffic management
by many researchers, in order to improve the performance
of coordinated urban traffic control. El-tantawy et al. has
reviewed the application of reinforcement learning on traffic
light control from 1997 to 2010, which includes Q-learning
and SARSA.[13] Li et al. reduce traffic congestion at freeway
bottleneck by applying Q-learning-based speed limit.[14] In
the past two years, researchers start to apply deep rein-
forcement learning to traffic control. Aslani et al. proposed
building the Reinforcement Learning-embedded traffic signal
controllers(RLTSCs) for traffic systems with sensor noise and
disturbance, and tested the system with Q-learning, SARSA
and actor-critic methods.[15] In the traffic signal control
strategy proposed by Mannion, parallel computing is combined
with Q-learning to increase the exploration efficiency and
decrease delay time and queue length.[16] In recent two years,
deep reinforcement learning has been proposed that combines
deep learning and reinforcement learning to save the memories
for storing reward function values. Wei applied deep Q-
learning (DQN) to real-world data obtained from surveillance
cameras.[17] Huang et al. proposed multimedia traffic control
with deep reinforcement learning.[18] However, the previous
works in reinforcement learning-based traffic control fail to
take the change of action space into consideration. As the
training goes on, we want the learning agent to be able to
recognize a subset of action space as the most effective action
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2set. With an adaptive action space, the agent does not have
to explore adopt the actions that are deemed as ineffective
and will save a significant amount of computational resources,
which can make the controller more responsive to the traffic
conditions.
The rest of this paper is organized as follows. In Section 2,
action, state and rewards for the traffic control are defined and
the control problem for the traffic control is investigated. In
Section 3, the Q-learning algorithm combined with adaptive
horizon for traffic control is proposed. Then, the traffic control
with the uncertainty of the traffic demand and turning rate is
discussed. In Section 4, numerical simulation carries out to
verify the advantage of the proposed control strategy compared
to convention model predict control from the perspective of
the cost function. Moreover, the proposed strategy shows
robustness when facing uncertainty for the traffic demand and
turning rate within a certain range of values.
II. Q-LEARNING FOR TRAFFIC CONTROL
In this research the RL agent interacts with the environment
in discrete time steps, following the Markovian Decision
Process (MDP) M =< S,A,P,R, γ >, where S is the state
space that contains all states, A is the action space with all
possible actions, and R is the reward for each state-action
combination at each time step, P is the state transition prob-
ability function and γ is the discount factor. In the interaction
with the MDP, the agent generates a sequence of states, action
and rewards. H =< S1, A1, R1, S2, A2, R2... >, St ∈ S,At ∈
A,Rt ∈ R, P[St+1 = s′|St = s,At = a] = P(s, a, s′) and
E[Rt|St = s,At = a] = R(s, a).
Assuming discounted reward over time, the reward at each
time step Rt is based on the reward at previous time step Rt−1
and the discount factor γ (0 ≤ γ ≤ 1). The cumulative reward
is represented as
G =
∞∑
t=0
γtRt (1)
To avoid traffic congestion, the optimal green light duration
at each intersection should be chosen. The action space of
the agent is to adopt different combinations of green light
duration at each intersection. Each time an action is taken, the
state changes. Given the current state s, the agent determines
which action to take according to a policy piφ(a|s) to maximize
G, which is the probability that the agent choose action given
state s. With P and Pθ being parameters and O(H) being the
MDP objective, the agent achieves its own objective
θ∗ = argmax
θ
E[O(H)|Mθ =< S,A,P,R, γ >,
piφ∗ = argmax
piφ
E[G|piφ,Mθ]]. (2)
A. Q-learning algorithm
The Q-learning algorithm is one of the fundamental RL al-
gorithms. [19] The state set, action space, and reward function
are determined for the Q-learning agent. At each discrete time
step, the agent observes the current state and takes action to
another state that maximizes the reward. To obtain the optimal
result, the agent follows a value function mapping from the
state space to the action space, which is a policy that guides the
agent’s behavior. By looking at the reward of each action, the
agent determines which action should be chosen to obtain the
highest cumulative rewards over time. A Q-table that contains
the Q-values of all state-action combinations is established.
The definition of Q-value can be represented as:
Q : S ×A→ R (3)
The Q-value at each time step is updated with the rule
Qt+1(st, at) = Q
t(st, at)+
[Rt+1 + γ · (maxQt(st+1, at+1)−Qt(st.at))]
(4)
where Qt(st, at) is the Q-value at time t for state st and
action at.  is the learning rate that describes the likelihood
of exploitation in the -greedy algorithm.
The Q-learning algorithm should generate Q-values for all
state-action combinations if all combinations are explored
training under a large number of times training. At each state,
the action with the largest Q-value is chosen as the optimal.
B. Traffic Control with Q-learning
The traffic light control with Q-learning intends to avoid
congestion on each within the network by preventing the
number of vehicles exceeding the capacity of each road.
Assuming the initial number of vehicles on each road, the
volume of influx vehicle and fluctuation of vehicle volume
are given, the most critical issue is to determine the optimal
green light passing time given the traffic flow states within
the network. If the green light passing time is too short,
congestion happens as the influx is larger than the exiting
traffic volume; if the green light passing time is too long, the
connecting road receive excessive traffic flow from the current
road and the congestion is transferred to the connecting road.
In the proposed scheme, the optimal green light passing time is
determined using a Q-learning agent. The agent perceives the
traffic state of the road network and selects the passing time at
each intersect. The selected passing times in the network lead
to the traffic state transition. The Q-learning agent calculates
the reward for the state transition and the corresponding Q-
value for the current state and action. The elements are as
follows:
1) State: It is hard to determine a state function that depicts
the change of traffic flow under different control efforts.
To increase calculation efficiency, the Q-learning agent uses
discrete states without function approximator. The agent uses
a state vector to represent the states of the traffic network,
which are the numbers of the vehicle on each road. A state
table is used to collect the state vectors and assess the traffic
conditions in this control scenario. Because the learning time
increases drastically with the size of the Q-table, we include
only states that represent the traffic conditions on the main
roads in the network.
S = {si|i ∈ N} (5)
si = [si1, si2...sij ], sij ∈ N (6)
si refers to ith state, and sij describes the number of vehicles
(queue length) on the jth road in the ith time step.
32) Action: The agent controls the traffic flow in the traffic
network by adjusting the green light passing time at each
intersection. Therefore, the green light passing time is the
action by the agent. When implemented, the actions are in
seconds of integer values in order to make discrete action
space. Each action is represented with an action vector that
includes green light passing times of all intersection. The size
of the action space equals the multiple of numbers of passing
time of all intersection.
A = {ai|i ∈ N} (7)
ai = [ai1, ai2...aij ], aij ∈ N (8)
ai refers to ith action, and aij controls the jth intersection in
the ith action vector.
3) reward: The objective of the Q-learning traffic control
is to avoid congestion, aiming to minimize the vehicle queue
lengths. When overflow happens, a punishment (negative value
of the reward function) should be given to the agent. With that
in mind, the reward function in this study can be define using
a control cost function. We define the control cost function at
time step k as a model:
fk(s,a) = ||sk||2 + ‖|ak − ak−1||2, (9)
where sk,ak denote the state vector, control vector, demand
vector and disturbance vector at time step k respectively.
In order to reward the smooth ongoing of the traffic and
punish the agent for making the queue length going over the
capacity limit δj on the jth road, we define a punishment
constant P and an overflow vector C = [c1.c2...cj ], where
ckj = skj − δj (10)
With that in mind, the reward function at time step k is
determined as
Rk(s,a) =
{
fk(s,a), ckj ≤ 0 for all k, j ∈ N
−(fk(s,a) +R · ||Ck||), if any ckj ≥ 0
(11)
Eq. (11) suggests that any control measures that lead to
exceeding the road capacity will have a larger impact on
the cumulative reward in Eq. (1) compared to the ones that
successfully manages the network. The value of R describes
the extent to which the overflow traffic affects the value of the
reward.
III. ADAPTIVE HORIZON WITH UNCERTAINTY
A. Traffic Control with Adaptive Horizon
Since the training time for all state-action pairs increases
exponentially as the number of state-action pairs increases,
we would like to determine the action space that yields the
most efficient control outcome. In other words, the goal is
to achieve the lowest control cost without examining a large
action space, i.e.
I = [min{aij},max{aij}] (12)
argmin
I
f(s,a) (13)
where I denotes the interval of the jth intersection of the
ith action (green light passing time). In order to approximate
the global optimal solution, we start the training process by
examining the action space with a larger range of green light
passing time. From the result of the cost function, the interval
of green light passing time in the action space that yields the
minimum cost is selected as the new interval of the green light
passing time, and the range of the actions is truncated. During
this process, the dimension of the action space is kept constant
while the resolution of the action space is increased, i.e. the
number of values of light passing time for each intersection
is constant and the difference between each value gradually
decreases and the interval decreases.
[min{aij},max{aij}](m+ 1) ⊆ [min{aij},max{aij}](m)
(14)
where [min{aij},max{aij}](m) is equivalent to I in Eq. (12)
after the action space is trained m times
As the set of actions converges to a certain interval, the
agent start to experiment with the neighbouring values by
shifting the green light passing time by a small amount, i.e.
[min{aij},max{aij}](n+1) = [min{aij},max{aij}](n)±η
(15)
assuming m < n ∈ N, and η ∈ N is the leeway of adjusting
the interval to obtain the local minimum cost function value.
Fig. 1. Program Flowchart
The process of adapting the action space to the result of
the cost function is iterative, as shown in Figure 1. The
action space is at first a controlled variable when the general
interval green light passing time is uncertain and becomes
the controller of the traffic network once the action space
converges to an interval that yields the minimum of the cost
function.
B. Traffic Control with Uncertainty
The traffic control with uncertainty is presented in this
section. Due to the various traffic patterns, uncertainty widely
exits in traffic control problem. For instance, the traffic influx
may vary due to the daily work hour. As we have come up with
the traffic control strategy shown in previous sections, we wish
4to test whether the traffic controller is effective when traffic
variance occurs. Assume that with historical data collected
in the last few months and stored in the traffic database, the
probability distribution function of traffic disturbance can be
approximated with statistic tools, and the variation pattern can
be determined. With the mean value µ1 and variance σ1, the
traffic demand dj of the jth road at time step k can be defined
with a normal distribution,
di(k) ∼ N(µ1, σ1), k ∈ N (16)
On the other hand, we define the turning rate to be τj,p,i,r to
be the the proportion of vehicle that turns to the rth road of the
ith intersection from the pth road of the jth intersection. The
turning rate is also assumed to follow a normal distribution
with mean value µ2 and variance σ2,
τj,p,i,r(k) ∼ N(µ2, σ2), k ∈ N (17)
We would like to increase the variance gradually and ex-
amine the robustness of the reinforcement learning algorithm
under uncertain environment, by examining whether the agent
can achieve low control cost, assuming that the states follow
the equation
sk+1 = sk +Buk +Ddk + ek (18)
where uk is the control vector and B, D are the control input
matrix and demand matrix, respectively. We wish to identify
the propagation of uncertainties to the control cost effort.
IV. SIMULATION RESULTS
In this paper, we perform simulation on the road network
with four intersections connecting to 8 roads, as shown in Fig.
2. The roads 1,2,5,6 are the paths from which traffic comes
into the network, and others are the exiting paths for the traffic.
The lengths of the input road are 600m, and the lengths of
the rest are 700m. The basic parameters of the simulation are
presented in Table I and the turning rates of the connecting
roads within the network are presented in Table II. All of the
simulations are completed on a computer with 2.2 GHz Intel
Core(TM) i7 Processor, with MATLAB R2015a software.
Each intersection has only STOP and GO phases. Without
loss of generality, we discretize the continuous dynamics into
discrete time steps k, and we define the sampling time as T,
the queue length on road r of the ith intersection within the
kth time step as
xi,r(k+1) = xi,r(k)+T · (qini,r(k)− qouti,r (k))+ ei,r(k) (19)
where qini,r(k), q
out
i,r and ei,r(k) are the entering, exiting traffic
rate and traffic disturbance (stochastic traffic fluctuation) of the
rth road within the simulation interval [(ki − 1) · Ti, ki · Ti].
The average entering and exiting traffic rate qini,r(k) and q
out
i,r
are updated based on the following equations
qini,r(k) =
∑
τj,p,i,r(k) · qoutj,p (k) (20)
assuming that p belongs to the set of incoming roads of road
r, and
qouti,r (k) =
Si,r
C
· ui,w(k) (21)
Parameter Value
Cycle time 120s
control interval length 200s
saturation flow rate 3600 veh/h
average vehicle length 5m
constraint on green time 30 ≤ a ≤ 90s
 0.5
γ 0.9
TABLE I
SIMULATION PARAMETERS
τp,r x3 x4 x7 x8
x1 0.3 - - 0.7
x2 0.8 - - 0.2
x5 - 0.6 0.4 -
x6 - 0.2 - 0.8
TABLE II
NETWORK TURNING RATE
where Si,r is the saturation of road r at intersection i and C
is the cycle time that equals the sum of passing and stopping
time for vehicles on one direction.
In order to verify the effectiveness of the proposed rein-
forcement learning traffic control (abbreviated as Reg-RL) and
the traffic control with reinforcement learning with the adap-
tive horizon (abbreviated as Adaptive-RL), the performance is
compared with an MPC model solved by Sequential Quadratic
Programming (abbreviated as MPC-SQP). [20] Both the so-
lution and cost function values are presented and analyzed.
In order to measure the performance of the algorithms, we
present the average queue length of each road within the
network of all time steps. To compare with the benchmark
method, we present the control costs generated in the whole
simulation. Last but not least, we investigate the fluctuation
of the control costs under different levels of uncertainties and
the impact of uncertainty on the system control costs.
Figure 3 illustrates the queue length of all 8 links, from X1
to X8. Compared with the MPC-SQP method, the Reg-RL
Fig. 2. Simulated Network Diagram
5Fig. 3. Queue Length with Regular RL
Fig. 4. Cost of Regular RL
converges to a steady solution much quicker than the MPC-
SQP method, and there is no traffic outflow (exceeding the
upper bound) happening during the entire simulation period.
This may be due to the positive reward that encourages
the agent to select the action ones it determines the actions
are effective and the emphasized punishment for exceeding
the upper bound within reinforcement learning. Due to the
sequence of the states during the training process, the agent
tends to introduce the vehicle flow to the path for exiting
the network (X7 and X8) while clearing up the body of the
network. On the other hand, the result that the queue length
is steady means the traffic condition is more predictable and
avoids large variation in the traffic network.
From Figure 4, it can be seen that the value of the cost
function gradually decreases throughout the simulation, with
the simulation cost significantly lower than the value of the
cost function of MPC-SQP. Similar to the queue length in
Figure 3, the value of cost function quickly converges to
the steady state value during the simulation and significant
fluctuation does not occur. This trend is quite different from
the one in the MPC-SQP method, in which the control cost
is negligible from the beginning but gradually increases as
Fig. 5. Queue Length with Adaptive Horizon
TABLE III
CONTROL COST UNDER UNCERTAIN INFLUX
Uncertainty step 1 step 2 step 3 step 4 step 5 step 6
5% 1.18 0.86 0.76 0.89 0.79 0.85
10% 1.02 0.89 0.95 0.93 0.87 0.83
20% 1.11 0.82 0.81 0.88 0.84 0.82
30% 1.11 0.80 0.80 0.79 0.74 0.84
40% 1.27 0.99 149.19 279.88 149.92 10.25
control steps increases.
The Adaptive-RL is based on the Reg-RL with the adaptive
horizon method (varying action space). As seen in Figure 5,
the queue length at the network exit (X7 and X8) is smaller
than the one in the Reg-RL method, meaning the exit section
is further optimized compared to the one in the Reg-RL
simulation. On the other hand, the value of the cost function
of the Adaptive-RL method is also lower than the value of cost
function in the Reg-RL method as shown in Figure 6. Both the
queue length and the cost function value of the Adaptive-RL
method follow the same trend as the queue length and the cost
function value of the Reg-RL method.
As training iteration increases, the span of action space
decreases and the action for each intersection converges to
an interval much smaller than initial constraint on green
time presented in Table I. The green passing time interval
of intersection 1 is [55,65], [65,70] seconds for intersection
2, [65, 70] seconds for intersection 3 and [70, 75] seconds
for intersection 4. The difference between green passing time
values within time interval also decreases as the interval
contracts, from 10 to 1. The final training time for 6 time-
steps is approximately the same as the regular reinforcement
learning.
To test the robustness of the RL controller with the adaptive
horizon, we introduced uncertainty in the influx of traffic to
the simulation with increasing variance. The % Uncertainty
in Table III is the percentage of variance relative to the
influx volume. As shown in Table III, when uncertainty is
lower than 30%, the agent is able to achieve low control
cost. As uncertainty increases to 40%, control cost increases
dramatically, which means the traffic network is overcrowded
and the controller fails to control the network. From here it can
6Fig. 6. Cost of Adaptive Horizon
TABLE IV
CONTROL COST UNDER UNCERTAINTY TURNING RATE
Uncertainty step 1 step 2 step 3 step 4 step 5 step 6
5% 0.79 0.46 0.39 0.50 0.52 0.66
10% 0.62 0.28 0.31 0.38 0.42 0.47
15% 0.69 0.38 0.35 0.37 0.31 0.34
20% 0.85 0.62 0.84 0.92 30.55 0.60
30% 408.4 57.69 1.51 94.97 0.75 1.53
be said that the room for tolerating the traffic influx variance
is decent.
On the other hand, we also want to investigate the robustness
of the RL controller with adaptive horizon under uncertain
turning rates. Same as in Table III, the % Uncertainty in Table
IV is the variance relative to the turning rates in Table II.
When uncertainty is under 15%, the agent is able to control
the network with a control cost significantly lower than the
MPC-SQP method. When uncertainty goes above 20%, control
cost increases exponentially, which means that traffic overflow
occurs. A closer investigation suggests that road 3 is mostly
affected and easily leads to traffic overflow. The tolerance of
turning rate to uncertainty is lower than the one of traffic
disturbance.
V. CONCLUSION
This paper investigates a reinforcement learning approach
for traffic control with the adaptive horizon. In order to
reduce the computation time and improve the efficiency of
the controller, the action space of the Q-learning algorithm
gradually converges towards a subset of the original action
space that is most likely to obtain optimal control outcome.
The Q-learning based controller is able to reach a stable
solution in a shorter time with lower control cost. Meanwhile,
the controller is robust under uncertain traffic demand and
turning rate.
In the future, testing with additional sources of uncertainty
should be investigated. Deep Q-learning can also be combined
with the adaptive horizon to expand the research to large
state space. Furthermore, the convergence of the Q-learning
algorithm under uncertainty can also be analyzed.
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