Service-oriented systems facilitate business workflows to span multiple organizations (e.g. by means of Web services). As a side effect, data may be more easily transferred over organizational boundaries. Thus, privacy issues arise. At the same time, there are personal, business and legal requirements for protecting privacy and IPR and allowing customers to request information about how and by whom their data was handled. Managing these requirements constitutes an unsolved technical and organizational problem. We propose to solve the information request problem by attaching meta-knowledge about how data was handled to the data itself. We present our solution, in form of an architecture, a formalization and an implemented prototype for logging and collecting logs in service-oriented and cross-organizational systems.
INTRODUCTION
Service-oriented systems facilitate organizations to offer business capabilities as independent services. As standardized interfaces are used for the communication a loose coupling is supported. The loose coupling eases the integration of external services into internal workflows as well as the provisioning of services to consumers. The resulting flexibility facilitates the combination of services from different organizations into one comprehensive, integrated workflow leading to an agile virtual organization that is able to adapt more quickly to new organizational and business needs.
However, the new flexibility also shows disadvantages. An integrated workflow forwards and distributes data between organizations. The data may be confidential (e.g. personal data or intellectual property) and it may be involved in further processes (e.g. advertising). Thus, the distribution has the potential to violate concerns of privacy and IPR. Under such circumstances of flexible interworking between organizations, accounting for actions performed on data may be legally and/or contractually required.
To control the compliance with laws (e.g. Directive 95/46/EC in the EU), contracts, or policies, a data provider may request information about the processing and whereabout of his data. The answer must contain details defined by the contract or law (e.g. who processed the data as well as why and how the data has been processed). The answer can be generated in different ways, e.g. by modeling and observing the distributed data processing. However, the answer can only be generated, if the model and the observation facilitate a detailed overview of the processing. Most frequently such an overview is lacking, even for internal workflows and data storage.
Hence, we require a model of the distributed processing of data in service-oriented systems in combination with a distributed mechanism for logging in service-oriented systems to collect the needed information and answer the request. Existing logging mechanisms, like the Extended Log File Format (Hallam-Baker et al., 1996) or syslog (Lonvick, 2001) , are not sufficient to gain a full overview of a workflow that is distributed among multiple organizations, because they perform logging only in one execution environment. Because of the diversity of execution environments and because of a lack of standardized interfaces for exchanging logs, aggregating distributed logs remains a challenge.
In the following we present DIALOG (DIstributed Auditing LOGs) and sticky logging. DIALOG is a method for auditing the distributed processing of data in service-oriented systems. Sticky logging monitors the processing of data items (independent of the actual business process) attaching the logs directly to the processed data as metadata. Furthermore, sticky logging allows for the reconstruction of how the data was processed by whom and why following the specification of DIALOG. Thus, sticky logging is a generic middleware for distributed logging. The paper is organized as follows: First, we present a scenario and analyze requirements for collecting information about the processing of private data in service-oriented systems. Following the requirements, we discuss various models for distributed processing of data. Then we introduce DIALOG and define notions of soundness and completeness relevant for the auditing in distributed systems. Based on DIALOG we present the architecture and a prototype 1 implementation of sticky logging. Before we eventually discuss our approach and conclude, we compare it with related work.
BUSINESS CASE
We now present a business case that we use as a running example throughout the paper. The business case comprises a system that includes several services and is distributed over different organizations. To prove the functionality of the sticky logging mechanism this business case has been realized using the sticky logging prototype (see below).
Small-Books Inc.
The Small-Books Inc. is a book-selling company. Main parts of the logistics like storing the books, packaging, and shipping are outsourced to a logistics company named Fast-Shipping Inc. Analogously, the payments are processed by a credit card company. Assume that a customer, Mr. Smith, orders books via the Web site of Small-Books. To place his order, he has to insert his address and credit card number. Having received the order Small-Books possesses three instances of data related to the order: the list of ordered books, Mr. Smith's address and his credit card number. Small-Books uses the payment service of the credit card company. For this purpose, Small-Books passes the credit card number and the invoice value to the payment service. Then, Small-Books invokes the shipment service of Fast-Shipping. To this end, Small-Books passes the address and the list of books to Fast-Shipping. Figure 1 depicts an overview of the data flow. According to national laws realizing EU directives, Mr. Smith is now entitled to ask Small-Books about the processing of his data and Small-Books is legally required to fully answer his request, i.e. to explain to him which of his data items had been passed to which other organization and why. Likewise, contract might entitle the customers of Small-Books to answer to such requests. 
REQUIREMENTS
In the Introduction, we have sketched different reasons leading to the obligation that data providers must be informed in hindsight about the distributed processing of their data, like contracts, laws, or organizational policies. Because contracts and policies depend on the issuing organizations, we focus here on the more general European privacy directive that is also elaborated in the business case. From the EU directive and the business case we derive requirements for an information service attending to the information rights of private customers.
An organization is responsible for its way of handling personal data and it must inform the person concerned about this handling. The legal requirements are defined in the EU Directive 95/46/EC. Especially Article 12 "Right of access" describes the information that must be given to the person concerned by the service provider, if requested:
-confirmation as to whether or not data relating to him [the person concerned] are being processed and information at least as to the purposes of the processing, the categories of data concerned, and the recipients or categories of recipients to whom the data are disclosed, -communication to him in an intelligible form of the data undergoing processing and of any available information as to their source, Requirement 3: The information service must inform about which personal data item is processed.
Requirement 4:
The information service must ensure that beside the service provider only the person concerned has access to information about the processing of his data.
In order to respond to the requirements, we need to, (i), model the processing of (private) data at a level able to respond to the question of who, what and why, we must be able to, (ii), observe the processing of data in the model, and we must (iii) be able to reconstruct the data history based on our observations.
AUDITING THE DISTRIBUTED PROCESSING OF DATA
Fulfilling information requests according to privacy laws requires a global model of how private data has been processed. The overview spans the processing of the data by multiple organizations as well as during multiple business processes. The global model specifies all actions performed on the data during any execution of a workflow. We call the labeled transition system specifying the executions of the global workflows the logical execution (see Figure 2 ). Global models may exist in controlled environments (e.g. within one organization). If the global model is given, the actions performed on the data during the execution are monitored and audited by means of this model (cf. (Aalst et al., 2008) ). However, in a dynamic and distributed environment, it may not be possible to specify a global model. A lot of information about the processing of the data items may be lacking a priori. One reason is that workflows may be combined dynamically. Also, the processing of data items may continue after the actual execution of one workflow has ended (e.g. storing data in a database).
As part of the workflow execution, services call other services. We call this the physical execution of the workflow (see Figure 3) . The physical execution implements the logical execution. Thereby, it will regularly happen that none of the participating organizations and individuals will know neither the complete logical nor the complete physical execution. When the workflow is enacted, only a subsystem of the logical execution may be involved in the actual execution. We call this subsystem the executed subsystem of the logical execution. If the logical execution is unknown, its executed subsystem may still be reconstructed by observing the physical execution. Therefore the physical execution as well as the actions any services perform on the data have to be monitored leading to logs. We call these logs the monitored execution of the workflows (see Figure 4 ). Below we introduce a logging mechanism capable to log the processing of data items in a distributed process. If the mechanism is capable to observe the relevant information, a transition system modeling the executed path of the logical execution can be derived from the logs (see below). We call this transition system the reconstructed execution (see Figure 5 ). The relationship between these different notions is depicted in Figure 6 . 
DIALOG
In this section we introduce DIALOG, a model of the distributed processing of data considering the requirements from above. We first define the structure of processing of data at the atomic level 2 of DIALOG. Then, we describe its dynamics. The reconstructed execution can be used for auditing purposes, if the reconstructed execution is sound and complete with respect to the executed subsystem of the logical execution. Thus, we define the soundness and completeness of reconstructed executions.
In the following we use the terms category, item, and instance to refer to different abstraction levels of data. We use "data category" to refer to the class of data (e.g. address data), the term "data item" to refer to a specific piece of information (e.g. specific person's address), and the term "data instance" as specific realization of a data item. See Table 1 for an overview about the three abstraction levels.
Term Example data category
Customer address data item
Mr. Smith's address ("Example Street 13, Some City") data instance "Example Street 13, Some City"@www.sbinc.com/database 
Modeling Distributed Data Processing
From the requirements we derive actions, actors, and data instances as properties of distributed service-oriented systems that should be modeled:
• Actions: To meet Requirement 1 the processing of data must be logged. We log all actions performed on the data. We distinguish the following six action types: = {create; read; update; copy; transfer; delete} • Actors: Requirement 2 postulates to log information about the service provider as well as about recipients and sources of data. Thus, we model every actor that performs actions on the data, that receives data, or that hands data over (e.g. a Web service, a database, or a natural person).
ActionTypes
• Data Instance: Requirement 3 demands to log which personal data is processed. During the execution of a process, copy actions may occur that lead to multiple data instances of one data item. Thus, the formalization must model each data instance and all instances must be clearly identifiable.
We define DIALOG to model the distributed processing of data instances by means of colored petri nets CPN = (Σ, P, T, A, N, C, G, E, I) 3 . Each net models the processing of one specific data item. The restriction allows for a clear identification of processed data instances. Additionally, the restriction allows for addressing data instances by one-dimensional indexes improving the readability. A model of multiple items can be reached by folding their colored petri nets into one and using two-dimensional indexes.
We represent data instances by tokens. The markings (without the token of the counter) represent the distribution of data instances of the observed data item in the process. The color c ∈ Σ of these tokens is an integer used as identifier. Each data instance receives another, unique value allowing for unique identification of the data instance. We use places p ∈ P to model actors. We do not define a specific granularity for modeling the data processing. Thus, DIALOG allows for modeling in any level of detail (e.g. a web shop may be modeled as one entity or as several entities (web service, DBMS, etc.)).
By using the integer value of a token as unique identifier of the represented data instance, we are able to clearly distinguish the single instances. Due to the statelessness of places, additional information is needed to create new unique identifiers. To this end we use a counter that is modeled as part of the colored petri net. The counter is represented by the place p c , whose initialization function is specified as: I(pc)= {1}
In the following, we present a list building blocks defining how actions are modeled by means of colored petri nets. The building blocks of all types of actions are also shown in Figure 7 . An example model is depicted in Figure 8 .
• Create action: The processing of a data item starts with the creation of its first data instance. Because we represent data instances by tokens, the create action generates a token. As depicted in Figure 7 we define the create action as a transition t with three arcs. One arc a leads from the transition to the place p representing the actor where the data is created. The arc c o is connected with the place p c (the place modeling the counter) and is used to control if the counter is set to 1, which means that no data instance has been created before. The arc c i is used to set the counter to 2, which will be the identifier of the first copy.
• Copy action: During the execution of a workflow, additional data instances may be created through copying. Each copy action generates a new data instance and thus an additional token. As depicted in Figure 7 we define the copy action as a transition t with five arcs. Two arcs a i and a o lead to and from the place p s that represents the actor sufficiently self-contained to explain the core ideas of our approach. The reader may also note that Petri nets have been used for quite a while already to model service behavior (Narayanan et al., 2002) .
performing the copy action. One arc a d leads from the transition to the place p d representing the actor where the new data instance is created. Analogous to the create action, the additional two arcs c i and c o are connected with the place p c used to count the creations of data instances.
• Read action: Reading information from a data instance changes neither its content nor its location. As depicted in Figure 7 we define the read action as a transition t with two arcs a i and a o leading to and from the place p that represents the actor performing the read action.
• Update action: Updating a data instance changes its content. However, performing an update action does not change the location of the data instance. The here presented formalization does not distinguish if a data instance has been changed or not. Analogously to the read action, we define the update action as a transition t with two arcs a i and a o leading to and from the place p that represents the actor performing the update action (see Figure 7 ).
• Transfer action: If a data instance is transferred from one actor to another, the associated token must also be transferred. As depicted in Figure 7 we define the transfer action as a transition t with two arcs a s and a r . The arc a s leads from the place p s to the transition t. The place p s represents the actor sending the data instance. The second arc a r leads from the transition to the place p r , which represents the receiving actor. During the transfer the data instance and thus the value of the token stays unchanged.
• Delete action: The processing of a data instance ends with its deletion. The token representing the data instance is removed, when the data instance is deleted. As depicted in Figure 7 we define the delete action as one arc a leading from the place p (the actor deleting the data instance) to a transition t that has no outgoing arc. Thus, the transition t 'consumes' the token. To model a logical execution the above building blocks are combined. The combination adheres to the following rules:
• Only the above building blocks may be used. No additional elements (e.g. transitions) are allowed.
• The building blocks are connected by means of places that model entities (not the counter place).
• Each model contains only one counter for generating unique data instance. The counter is shared by the create action and all copy actions.
Each colored petri net models the processing of exactly one data item. However, the processing of a data item may interact with the processing of another data item. The interaction may result in a new data item based on the input data items (e.g. by merging these). The processing of the newly created data item is then modeled by means of a new colored petri net.
Example: In the business case Mr. Smith orders a list of books. To this end, Mr. Smith enters his address data into a Web form of Small-Books Inc. In the following we model a snippet of the processing of the address data by means of the introduced formal model (see Figure 8 ).
The first actor SBI:web_form is the web form where Mr. Smith enters his address data. Entering the data creates the first instance of his address data and initializes the processing. We model this action as a create action by means of the transition create entering_address , an arc leading to actor SBI:web_form, and an arc connecting the transition with the place p counter . From the Web form the data instance is transferred (transfer store_db ) to the data base of Small-Books Inc. (SBI:data_base).
To process the order, the data instance is copied (copy process_order ) and the copy is transmitted (transfer invoke_shipment ) to the Web service FSI:shipping offered by Fast-Shipping Inc. After the processing of the shipment (read process_shipment ), the data instance is deleted by Fast-Shipping Inc.
(delete privacy ). 
Representation of Data Processing
In colored petri nets a marking is the distribution of tokens in the net. In DIALOG the markings represent the distribution of the instances of one data item representing one state of the workflow execution. The occurrence of a transition (also defined as step (Jensen, 1992) ) leads from one state of the colored petri net to another. We define the processing of the workflow as the occurrence of steps Y* in the colored petri net. The whole processing is a partially ordered set of steps due to parallel paths of the workflow. We define such a partial order of steps as a trace.
Definition 1 -Processing Trace: Be W a (distributed) workflow modeled by means of a colored petri net, we define a trace t of the processing of a data item as a partial order of occurring steps Y*.
The monitored execution is a processing trace of the logical execution.
Qualities of Reconstructed Executions
A reconstructed execution can be used for auditing purposes if the reconstructed execution is complete and sound with respect to the actually executed subsystem of the logical execution (see above). The logical execution and the reconstructed execution are labeled transition systems. We define a labeled transition system as common:
Definition 2 -Labeled Transition Systems: A labeled transition system is a triple (P, Δ, →) where P is the set of places, Δ is the set of labels, and →⊆ P × Δ × P is the transition relation.
We define a subsystem of a labeled transition system as follows: We define soundness of a reconstructed execution to express that the behavior of the reconstructed execution matches the behavior of the logical execution. The behavior of the reconstructed execution matches if a simulation relation between the reconstructed execution and the logical execution exists.
A simulation is a binary relation defining matching behavior of transition systems (cf. (Kucera et al, 1999) ). A first transition system simulates a second transition system if the first system can match all of the state changes of the second system.
Definition 4 -Soundness of Reconstructed Executions: Given a logical execution L and a monitored execution M, a reconstructed execution E generated from M is sound with respect to L,
if there exists a simulation R such that for all elements e ∈ E there exists an element l ∈ L so that (e, l) ∈ R.
The reconstructed execution will model the complete behavior of an executed subsystem if a simulation relation between the executed subsystem of the logical execution and the reconstructed execution exists. 
STICKY LOGGING
Before we have discussed that the monitored execution serves as input for building the transition system of the reconstructed execution. Thus, a monitoring mechanism is required, which allows for observing the execution of the workflow. The sticky logging mechanism provides means to log the processing of data items and to reconstruct executions of the processing. We also prove that sticky logging can be used for the generation of sound and complete reconstructed executions. The basic idea of sticky logging is to attach the log directly to the data as metadata. Thereby, the log is transferred (with the data) along the processing path whenever the data is passed (e.g. as part of a service call). The log is returned to the service consumer after the processing. Thus, the log is made accessible to the person concerned. If data remains in the system of the service after a service call ends (e.g. in a data base), the log is not returned automatically. In such cases the log is only returned by request (see below).
The Data Structure of Sticky Logs
Fundamental for the sticky logging is that a log Λ is attached to the corresponding data instance d. A log is a partially ordered set of log entries λ that are used to record the performed actions on d and thus the occurrence of the transitions representing the actions. The data about an action consists of the category χ of the action, the performing actor α (i.e. the corresponding place), the receiving actor β of a transfer action (β = ε, if it is not a transfer action), and the purposes Ψ (see (Ringelstein et al., 2007) ) of the action. To achieve the partial order of the actions, a unique identifier is assigned to each action id and the preceding action is linked by its identifier pid. Thus, we define a sticky log using the following data structure:
Definition 6 -Data Structure of Sticky Logs: A sticky log m is a tuple (d, Λ) where: • d is a data instance and • Λ is the set of all log entries that are related to d, where a log entry λ is a n-tuple (χ, α, β, Ψ, id, pid) where: o χ is the category of the action, o α is the actor performing the action, o β is the actor receiving a transfered data instance, if the action is a transfer action, or the actor where a copy is created, if the action is a copy action, o Ψ is a set of purposes of performing the action, o id is the unique identifier of the action, and o pid is the unique identifier of the preceding action.

Logging the Execution
To log the processing, the logging mechanism needs to perform certain operations whenever a transition occurs. If the transition represents a create or copy action, a new log needs to be created. If the transition models a transfer action, the log will also need to be transferred. As the token is transferred to another place, the log must also be transferred to the actor that is represented by the place. The processing of an instance ends with its deletion. The deletion does not cause the deletion of the sticky log. Instead the log is returned to the actor possessing the source data instance. The actor and the source data instance are identified by references specified during the copying of the data. The returned log is merged with the log of the source instance. After merging the logs, all references contained in logs of copies of the deleted data instance have to be updated to refer to the merged sticky log. If the deleted instance is the last instance of a specific data item, the log will be directly returned to the person or organization that initially created the first instance of the data. This person or organization is responsible for answering information requests by the person concerned.
Logging Operation
The occurrence of all actions requires the extension of the log by a log entry monitoring the action.In this section we present a mathematical operation defining the updates to the set of all sticky logs when an action occurs. The set of all sticky logs contains the logs associated with all actual existing instances of the observed data item. Listing 1 depicts the logging operation describing the capability of the sticky logging mechanism.
The input of the operation is the set of all sticky logs M associated with the observed data item, the occurred transition t, the arc expressions E(a i ) of the input arc, and the places involved in the action p, p s , p d , and/or p r (depending on the category of action). If the action is a copy action, the arc expression E(a o ) of the output arc leading to p d is also required. The output is set of all sticky logs, which is updated by the log entry λ that is added to the sticky log m of the associated data instance d.
DIALOG does not define a specific level of detail for observing the processing. Thus, the sticky logging mechanism also does not define a specific level of detail. The specific level must be chosen whenever the sticky logging implementation is used by a service. 
Listing 1: Logging actions.
The input is the set of sticky logs and the elements of the logical execution modeling the performed action.
The logical execution models data instances as tokens. When a transition occurs the value of the token is assigned to the variable n by the arc expression E(a i ) of the input arc. The value of a token identifies the data instance uniquely. If the identifier in the monitored execution is based on this value, the data instance will also be uniquely identifiable in the monitored execution.
data_instance d = getDataInstance(E(a i ).evaluateExpression());
The logical execution models the category as label (without index) of the transition.
category χ = t.getCategory();
The copy action is special, because two data instances are involved; the source instance and the newly created data instance. Thus, we need to identify the newly created data instance, too.
Analogously to the arc expression E(a i ), the arc expression E(a o ) is used to identify the newly created instance.
04 if (χ == "copy") 05 data_instance created_d = getDataInstance(E(a o ).evaluateExpression()); The purpose is encoded as index of the label of the occurring transition t.
The logical execution models actors as labels of places p. Depending of the category of an action two actors may be involved. The transfer action involves two actors p s (the sender) and p r (the receiver). The copy action involves two actors p s (the source) and p d (the destination
action_purpose Ψ = t.getLabel().getIndex();
An identifier of the action as well as an identifier of the preceding action needs to be logged to achieve an order of actions. Actions are modeled by transitions t, which are clearly identifiable. Thus, a unique identifier can be created from t.
action_identifier id = createId(t); 18 action_identifier pid = getIdOfLastLogEntryOf(d);
After retrieving the information about the processing the log entry is created. If the action is a copy action, a second log entry for the newly created data instance will be created, too.
19 log_entry λ 1 = (χ, α, β, Ψ, id, pid); 20 if (χ == "copy") 21 log_entry λ 2 = (χ, α, β, Ψ, id, null); If the person concerned requests information before the processing ends or if data remains in the systems of some of the involved organizations, the current log needs to be received. The current log can be received by forwarding a request to all actors that received copies of the data item. The forwarding can be done following the same paths as the copied data instances. Then the logs are returned and merged.
Example: In the snippet of our business case depicted in Figure To log the action t 0 the Small-Books creates a log entry describing the action by its category χ = transfer, the involved actors α and β, as well as the purpose Ψ of invoking a shipment service. The log entry is then added to the log Λ. Finally, the Small-Books connects Λ with the data instance d, which contains Mr. Smith address data:
(X, {('transfer', SBI, FSI, 'invoke shipment', t 0 , t -1 )})
Reconstructing the Execution
Based on the information logged by the sticky logging mechanism, a transition system modeling the processing of one data item can be reconstructed. The reconstruction of the transition system can be done by using the information contained in the above introduced data structure. Listing 2 depicts the reconstruction mechanism for a log entry as mathematical operation.
Reconstruct operation
The reconstruction takes the set of all sticky logs M of one data item as input and creates a colored petri net, which models the actors involved in the processing and actions performed on the data. The reconstruction processes one sticky log at a time and log entry by log entry. To this end, each sticky log m of the set of all sticky logs M is selected and the corresponding places, transitions, arcs, and node functions are defined.
Listing 2 depicts an algorithm implementing the mathematical operation describing the reconstruction of one log entry. The input of the operation is the log entry in combination with the already reconstructed parts of the colored petri net modeling the reconstructed execution.
However not the complete colored petri net, but only the required sets and function are passed. The required sets are the sets of places, transitions, and arcs and the required function is the node function. The output is the extended colored petri net, which now models also the actual processed log entry. Analogously only the extended parts of the colored petri net are returned.
Listing 2: Reconstructing actions. 
The Input is the log entry and the sets of already reconstructed places P, transitions T, arcs
Then a transition t modeling the logged action is reconstructed and added to the set of transitions T. For actions which occur multiple times only one transition is created. The action is identified in the log entry by the value of id, which uniquely identifies the transition.
11 get id from λ; 12 transition t = createTransitionModeling(id); 13 T ∪ {id};
Then for the transition the input and output arcs a i and a o are created and added to the set of arcs A. In the same step, the node functions of these arcs N(a i ) and N(a o ) are defined as N(a i ) = (p i , t) and N(a o ) = (t, p o ). If β = ε, α specifies p i and p o of the transition.
Finally, the updated sets and node function are returned.
OUTPUT: P, T, A, N
PROOF OF SOUNDNESS AND COMPLETENESS
A sound and complete reconstructed execution can be used for auditing purposes. Thus, we prove that the sticky logging mechanism can create reconstructed executions with these qualities. The following proof consists only of the first case proving soundness and completeness of create actions. The complete proof is presented in (Ringelstein et al., 2009) .
Proposition: A reconstructed execution created by means of the sticky logging mechanism is sound and complete (as defined above) regarding the executed subsystem of the logical execution. □
Proof by induction:
We prove the proposition by induction over the structural length of the colored petri net modeling the logical execution. The basis of the induction is a logical execution consisting only of a create action. We prove that the proposition holds for this minimal (not empty) logical execution. As induction step, we extend a given logical execution, which fulfills the proposition, by one action. Thereby, we prove the proposition by extending the workflow by each category of action.
Basis of Induction:
Each processing of a data item starts with the creation of the first data instance. Thus, the basis of the induction is a workflow consisting only of a create action creating the first data instance.
The logical execution L consists of the following elements: one transition t with the label create, one place p, and an arc a leading from t to p (N(a)=(t,p)) with the arc expression n (see Figure 9 . In addition, the logical execution consists of two arcs and the place p c modeling the counter for creating unique ids. The execution consists of the occurrence of the create transition. This step creates a new token with a new, unique value (=x) and adds this token to p. The monitoring of the logical execution leads to the following monitored execution M: ('create', p, ε, 'none', t, ε) 
)}
The reconstruction based on the monitored execution leads to the following reconstructed execution E. The set of log entries consists of one log entry. Reconstructing a colored petri net leads to the following sets: the set of places P = {p'}, the set of transitions T = {t'}, and the set of arcs A = {a'} with the node function N (a') = (t', p'). Thus, the reconstructed execution is sound with respect to the logical execution.
Completeness: The parts of the colored petri net used to model the counter are not part of the actual executed subsystem S of the logical execution. Thus, the following relation R 2 = {(t, t'), (p, p') , (a, a') } is a simulation between E and S. Because R 2 can be specified, the reconstructed execution is complete with respect to the executed subsystem of the logical execution.
Induction
Step: Given a sound and complete reconstructed execution E n of a logical execution L n . We show that a reconstructed execution E n+1 is also sound and complete with respect to associated logical execution L n+1 . Whereas, L n+1 extends the logical execution L n by one additional action. In detail we have to prove the soundness and completeness for adding an action of each category.
• Read actions: We start with adding a read action. Before we add the action we choose one existing place p out of P as actor. Adding a read action to L n adds one transition t n+1 with the label read and two arcs a m+1 and a m+2 leading from t n+1 to p. The node function for a m+1 and a m+2 is defined as N(a m+1 ) = (p, t n+1 ) and N(a m+2 ) = (t n+1 , p). The arc expression of both arcs is n. See Figure 10 . Monitoring the occurrence of t n+1 , which reads a data instance represented by a token with the value X at p, creates the log entry m n+1 : X, ('read', p', ε, 'none', t' n+1 , t' n 
))
The log entry m n+1 is then added to the monitored execution M n leading to M n+1 :
The reconstruction is an iterative process. E n+1 is reconstructed by processing M n first. Afterwards, the last iteration step processes the newly added log entry m n+1 . Because E n was reconstructed from M n , it consists of the set of places P' n , the set of transitions T' n , and the set of arcs A' n with the node function N' n . E n+1 extends these sets. The set of places stays unchanged P' n+1 = P' n , because the log entry contains only the actor modeled by p, which is already element of P'. However, the new transition t' n+1 is added to T'n (T' n+1 = T' n ∪ {t n+1 }). Also the arcs are added to A'n leading to A' n+1 = A' n ∪ {a m+1 , a m+2 }).
Soundness: Be R 1,n the simulation between L n and E n . The following relation (a' m+2 , a m+2 )} is a simulation between L n+1 and E n+1 . Thus, the reconstructed execution is sound with respect to the logical execution L n+1 .
Completeness: Be R 2,n the simulation between E n and executed subsystem S n of the logical execution. Because the action modeled by t n+1 is performed, the executed subsystem of (a m+2 , a' m+2 )} is a simulation between E n+1 and S n+1 . Because R 2,n can be specified, the reconstructed execution is complete with respect to the executed subsystem of the logical execution L n+1 .
• Other actions: The soundness and completeness proofs for copy, update, transfer, and delete actions are shown in (Ringelstein et al, 2009 ). ■
Informing the Customer and Auditing a Service-oriented System
Different organizations are involved in the distributed processing of the data. Each of these organizations monitors its parts of the processing by means of the sticky logging mechanism. If the processing ends or if information is requested 4 , the log is transferred to the customer. The customer is able to generate the transition system of the reconstructed execution from the logs representing the monitored execution. The reconstructed execution represents the parts of the workflow involved in the processing of the customer's data. Finally, the customer is able to control if contractual or legal agreements have been violated.
Security and Privacy
To guarantee that an organization is not able to deny a made log entry, the sticky logging mechanism makes use of signatures. In addition, the signatures are used to assure that the log is not modified by another organization on its way. For both purposes each logging actor has to sign its log entries by means of a digital signature mechanism, e.g. the approach presented in (Carroll, 2003) .
The sticky log is attached to the data instance and moved along the execution path. To restrict the access of third parties to the log, an access control mechanism is required (see Requirement 4). We propose that each actor encrypts the information it logs. If a public key infrastructure is utilized, the logging actors can use the public key of the person concerned to encrypt the logs. The person concerned can access the logs by means of its private key.
Prototype Implementation
To observe the data processing and to manage the passing of logs, the sticky logging mechanism is a layer between the execution environment (i.e. JBoss) and business software (i.e. Web services), as depicted in Figure 11 . The prototype attaches the logs by including them into the SOAP messages (Gudgin et al. 2007 ) that are used to call services. After the execution of the service, the log is returned by the SOAP answer. Then the returned logs are merged with the log of the calling service. To handle and manage the logs, the prototype provides an API. The API can be integrated on server and client side and is designed to be used together with the message handler chain of the JBoss runtime environment. The API of the prototype provides an interface to create log entries, to attach log entries to logs and to merge logs. The logs make use of the RDF formalism we presented in (Ringelstein et al, 2007) . Jena 5 is used to handle the RDF statements.
To show the functionality of the sticky logging, the business case has been implemented by means of the prototype. The implementation provides a client application to order products of a Web shop. To this end, the client application uses operations of a Web service provided by the Web shop. The Web shop itself uses a parcel service for delivery. The pick-up of the order is requested by means of a Web service provided by the parcel service. At the end of the order processing the customer is informed about the complete processing of his private data (including the passing of his address to the parcel service).
Related Work
5 Jena -A Semantic Web Framework for Java: http://jena.sourceforge.net/ Other work identifying the need for logging of data usage in distributed environments is presented by Weitzner et al. (2008) . The authors analyze that access restrictions are not sufficient to achieve policy goals, because in many environments it can not be guaranteed that a specific agent has no access to a certain piece of information. Therefore, the authors demand transparency of information usage to enable accountability. Our contribution tackles the problem that they have analyzed, but for which they have not presented a solution.
Hallam-Baker introduced in (Hallam-Baker et al., 1996) the Extended Log File Format, which allows for logging the communication actions between Web applications. In addition, Barth et al. presented in (Barth et al., 2007 ) a logic to specify and verify privacy and utility goals of business processes in non-distributed environments. However both approaches do not observe the processing of specific data items in distributed environments.
Other models to represent workflows by Petri nets are analyzed in (Aalst, 1998) and (Aalst, 2004) .
The first approach models processes as activity flows. The second approach additionally models the control flow including data dependencies. However, both approaches do not allow for modeling the distributed processing of specific data items.
In (Aalst et al., 2004 ) the authors present an approach to use message logs and BPEL specifications for conformance checking of service behavior. In difference to our work they assume that a global model of the observed services is given by the BPEL specification. The authors of (Aldeco-Perez et al., 2008) present an architecture for auditing private data in ITSystems by collecting provenance information. Their architecture is also based on requirements specified by privacy laws. In difference to our paper, they do not present a formal model of the processing of private data.
The authors of (Cederquiest et al., 2005) propose to use an auditing mechanism to achieve accountability in distributed environments. The auditing is done based on policies and logged actions, conditions and obligations. The logs are located at the agents performing the actions. No mechanism is provided to make the logs accessible to the service customer. In addition, they do not provide a formal model of the data processing.
In the field of policy mechanisms various approaches for sticky policies exist (Karjoth et al., 2002 , Wenningen et al., 2006 . On the level of service calls they have a similar solution by attaching additional information to the transferred data. However, they aim to communicate polices and not to audit the data processing in distributed environments.
CONCLUSION
This paper introduces DIALOG and sticky logging and extends our previous work presented in (Ringelstein et al., 2007) . In our previous paper we have introduced a semantic formalism and ontology to express sticky logs as well as a general description of the sticky logging mechanism. We now have extended this work by a formal model of distributed logging, i.e. DIALOG, the data structure of sticky logs, a method to reconstruct the model from a log, and a description how these can be used together. Based on the formal model of DIALOG we have defined the soundness and completeness of reconstructed executions.
In addition, we have presented an architecture and a prototype of the sticky logging mechanism, which implements DIALOG. The mechanism is designed to log the processing of personal data, but can also be used to observe contractual obligations or organization internal policies. The architecture consists of a data structure to store the information and of a set of operations describing how to log and how to manage the logs. Beside this, the architecture describes how to reconstruct a model from a log. The prototype provides an API to realize sticky logging as a generic extension of JBoss.
