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Distribution of loal Lyapunov exponents in spin-glass dynamis
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We investigate the statistial properties of loal Lyapunov exponents whih haraterize magnon
loalization in the one-dimensional Heisenberg-Mattis spin glass (HMSG) at zero temperature, by
means of a onnetion to a suitable version of the Fokker-Plank (F-P) equation. We onsider
the loal Lyapunov exponents (LLE), in partiular the ase of instantaneous LLE. We establish a
onnetion between the transfer-matrix reursion relation for the problem, and an F-P equation
governing the evolution of the probability distribution of the instantaneous LLE. The losed-form
(stationary) solutions to the F-P equation are in exellent aord with numerial simulations, for
both the unmagnetized and magnetized versions of the HMSG. Saling properties for non-stationary
onditions are derived from the F-P equation in a speial limit (in whih diusive eets tend to
vanish), and also shown to provide a lose desription to the orresponding numerial-simulation
data.
PACS numbers: 05.10.Gg, 75.10.Nr, 63.20.Pw
I. INTRODUCTION
The analyti treatment of quenhed disordered sys-
tems in Condensed Matter Physis invokes many on-
epts from statistial theory. Among these, we shall be
onerned in this paper with the onnetion between the
probability distribution of Lyapunov harateristi expo-
nents for the (equilibrium) problem of low-lying magneti
exitations in spin glasses, and the Fokker-Plank (F-P)
equation [1℄, whih is a key element in the desription of
non-equilibrium stohasti proesses.
Links between an F-P equation and stationary distri-
butions of physial quantities in a transfer-matrix (TM)
desription have been established, usually in the on-
text of alulating the probability distribution funtions
(PDF) of eletroni ondutane, in one-dimensional (1d)
or quasi-1d noninterating eletroni systems with disor-
der (Anderson loalization) [2, 3, 4, 5, 6, 7, 8, 9℄. Speif-
ially, one onsiders the distribution of the TM itself (or,
equivalently, its transmission eigenvalues), between the
left and right extremes of a wire of length L ≫ 1 lat-
tie spaings. The F-P equation is set up to aount for
the innitesimal hanges in the TM, aused by a small
length variation δL. The quantities whose PDF is al-
ulated are, therefore, aggregate in the sense that they
expliitly inorporate all ontributions for the TM, say,
from x = 0 to L, i.e., they represent global Lyapunov ex-
ponents. This is in ontrast with the approah we take
here; as shown below, we shall onentrate on the PDF
of loal Lyapunov exponents, whih appear not to have
∗
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been as thoroughly exploited as their global ounterparts
(at least in the Condensed-Matter ontext of loalization
and similar problems).
As a model system to apply the ideas developed here,
we onsider spin waves (magnons) in a simplied spin
glass model, the so-alled Heisenberg-Mattis spin glass
(HMSG) [10℄. In 1d, the dynamis of HMSGs turns out
to exhibit many non-trivial features [11, 12, 13, 14, 15, 16,
17, 18℄, inluding dynami exponents [15, 16, 18℄ dierent
from the standard hydrodynami preditions [19℄.
In 1d, all eigenstates are loalized for any amount of
disorder, though as energy ω → 0, the loalization length
λ(ω) diverges ontinuously. This, in turn, suggests the
appliability of saling onepts in the low-frequeny,
long-wavelength limit.
Operationally, one an obtain λ(ω) in one-dimensional
systems by using a TM approah, and extrating the
smallest Lyapunov exponent (whose inverse orresponds
to the largest loalization length) whih arises from re-
peated iteration of the TM. This has been done for
HMSG hains [20, 21, 22℄, and an be extended to HMSG
in d = 2 and 3 [18℄.
Lyapunov exponents are well dened quantities in the
sense that, for N ≫ 1 iterations of the TM, the width of
the distribution of their orresponding estimates shrinks
to zero [23℄ (as N−1/2 in many ases of interest, as a
onsequene of the entral limit theorem). However, it
has been shown [24, 25, 26, 27, 28℄ that the so-alled loal
Lyapunov exponents (LLE, to be dened more aurately
below) exhibit non-trivial distributions whose width re-
mains nite even as N beomes fairly large (ompared,
e.g., with the loalization length). Furthermore, LLEs
may provide a wealth of information spei to the dy-
namis of the assoiated physial system, whih does not
manifest itself in the aggregated, δ-funtion like behavior
2of their global ounterparts.
In this paper, we investigate the statistial properties
of loal Lyapunov exponents in the 1d HMSG at zero
temperature, by means of a onnetion to a suitable ver-
sion of the F-P equation.
In Setion II we reall pertinent aspets of the HMSG,
speializing to 1d. In Setion III, we rst onsider the
aggregate eets whih haraterize the (global) Lya-
punov exponents for the system under study; then we
investigate loal exponents (LLE), in partiular the ase
of instantaneous LLE. We establish a onnetion be-
tween the TM-iterated reursion relation for the prob-
lem, and a suitable F-P equation governing the evolution
of the probability distribution of the instantaneous LLE.
We show that the losed-form (stationary) solutions to
the F-P equation are in exellent aord with numerial
simulations, for both the unmagnetized and magnetized
versions of the 1d HMSG. Saling properties for non-
stationary onditions are derived from the F-P equation
in a speial limit (in whih diusive eets tend to van-
ish), and also shown to provide a lose desription to
the orresponding numerial-simulation data. Finally, in
setion IV, onluding remarks are made.
II. HEISENBERG-MATTIS SPIN GLASSES:
SCALING IN 1D
We onsider Heisenberg spins on sites of a hyperubi
lattie, with nearest-neighbor ouplings:
H = −
∑
〈i,j〉
Jij Si · Sj (1)
The bonds are randomly taken from a quenhed, binary
probability distribution,
P (Jij) = p δ(Jij − J0) + (1− p) δ(Jij + J0) ; (2)
here we shall mainly onsider p = 1/2 (unmagnetized
spin glass).
The Mattis model asribes disorder to sites rather than
bonds (Jij → J0 ζi ζj), so that the Hamiltonian reads:
HM = −J0
∑
〈i,j〉
ζi ζj Si · Sj , (3)
where ζi = +1, −1 with probability p, (1−p). Then p =
1/2 is the Mattis spin glass while p 6= 1/2 orresponds to
a magnetized Mattis model. This way, the overall energy
is minimized by making Szi = ζi S, whih onstitutes
a (lassial) ground state of the Hamiltonian Eq. (3).
Consideration of the spin-wave equations of motion (see,
e.g., Refs. 15, 16, 18) gives, with ~ = 1:
i ζi dui/dt =
∑
j
J0 (ui − uj) . (4)
where the ui are Mattis-transformed loal (on-site) spin-
wave amplitudes, and the sum is over sites j whih are
nearest neighbors of i. For the eigenmodes with fre-
queny ω (in units of the exhange onstant J0), Eq. (4)
leads to
ω ζi ui =
∑
j
(ui − uj) . (5)
The relationship of frequeny to wave number, k (in the
ontext of loalization, this orresponds to λ−1), at low
energies is haraterized by the dynami exponent z:
ω ∝ kz . (6)
For p = 1/2 in 1d, it was predited analytially [15, 16℄,
and veried by numerial alulations [20, 21, 22℄, that
z = 3/2. Still in 1d, but at general p, Eq. (5) beomes
(2 − ζi ω)ui = ui−1 + ui+1 . (7)
A TM approah[29, 30℄ an be formulated, giving [15, 16,
20, 21℄:(
ui+1
ui
)
=
(
2− ζi ω −1
1 0
)(
ui
ui−1
)
≡ Ti(ω)
(
ui
ui−1
)
.
(8)
The proedure for alulating Lyapunov exponents in
this ase is the same as that used for Anderson loal-
ization problems [29℄. Indeed, in both ases the TM
is sympleti, and one an use Oselede's theorem and
dynami ltration [23℄ to extrat the smallest Lyapunov
exponent, whose inverse is the largest loalization length.
III. LYAPUNOV EXPONENTS
A. Aggregate eets: the N →∞ limit
The Lyapunov exponent emerging from iteration of
Eq. (8) is given by
γ(ω) = lim
N→∞
1
N
ln
∥∥∥∥∥
(
N∏
i=1
Ti(ω)
)
|v0〉
∥∥∥∥∥ , (9)
where |v0〉 ≡
(
u1
u0
)
is an arbitrary initial vetor of unit
modulus.
The LLE, γ(N,ω), is dened [24, 25, 26, 27, 28℄ as
the nite-N version of Eq. (9). For the sake of om-
pleteness, before going further we exhibit the evolution
of the statistis of γ(N,ω) (hereafter referred to as γN for
short) against inreasing N . We onsider the TM given
in Eq. (8), with p = 1/2 and ω = 0.015 (xed), for whih
ase existing numerial results [18, 20, 21℄ give λ ≈ 57
lattie spaings, i.e., γ ≈ 0.0175.
In Fig. 1, one sees that the probability distribution
funtion (PDF), P (γN ), of γN takes on an approximately
Gaussian shape only for N & λ . Fig. 2 (a) provides
a quantitative hek on the inreasing narrowness of
the PDF for N ≫ λ, and on the onvergene proess
3Figure 1: (Color online) Normalized histograms of ourrene
of LLE γN for p = 1/2 (spin glass), for several values of N .
For eah histogram, Ns = 10
5
samples were taken. Here,
ω = 0.015.
Figure 2: (Color online) Estimates from the statistis of LLE
γN data, for N = 2
k × 100, k = 1, · · · , 9, against N−1/2.
For eah N , Ns = 10
5
samples were taken. Here, p = 1/2,
ω = 0.015. (a) Mean values 〈γN〉 and rms deviations ∆N .
Arrow on vertial axis indiates estimate from a single sample,
with N = 107. Full lines are, respetively, quadrati (〈γN〉)
and linear (∆N) ts of data, the latter taking only N ≥ 800
into aount. (b) Skewness SN . Error bars orrespond to
inompletely-sampled Gaussian distributions with Ns = 10
5
(see text).
〈γN 〉 → γ. One an infer the auray of the single-
sample estimate orresponding to N = 107 (denoted by
an arrow pointing to the vertial axis in Fig. 2 (a)), by
extrapolating the N -dependene of the width ∆N of the
PDF against N ≤ 51200 (shown in the main diagram).
The result is γ = 0.01752(4), hene the assoiated error
bar would be invisible on the sale of the Figure.
The simplest quantitative indiator of whether the
PDF atually turns Gaussian with inreasing N [in the
proess of beoming a δ− funtion, harateristi of the
self-averaging property just demonstrated℄ is its skew-
ness [31℄, SN ≡ 〈((γN − 〈γN 〉)/∆N )
3〉. One must bear
in mind that, beause the number of samples Ns is -
nite (inomplete sampling), SN itself will have a distri-
bution. While this is true also for 〈γN 〉 and ∆N , the
eets on SN are muh more prominent sine it is the ra-
tio of two quantities whih, in the present ase, both van-
ish as N,Ns →∞. Indeed, we have heked that, for the
data shown in Fig. 2 (a), orresponding toNs = 10
5
, esti-
mates of 〈γN 〉 and ∆N from distint sequenes of pseudo-
random numbers usually dier only by a few parts in
104. On the other hand, it is known [31℄ that, for an in-
ompletely sampled Gaussian distribution, the width of
its own skewness distribution is approximately
√
6/Ns
(≈ 0.0078 here). Sine our own large-N PDFs are, to
zeroth-order, Gaussian, we shall use this value as a lower
bound to the unertainty of our estimates for SN . The
results are displayed in Fig. 2 (b). Given the trend ex-
hibited by the alulated SN for the three largest values
of N used (espeially in ontrast with the smaller-N re-
gion), it appears safe to onlude that the skewness is
in fat approahing zero, within the pertinent error bars.
Thus, the overall evidene is ompatible with a limiting
Gaussian form for the PDF of the LLEs as N →∞.
B. Loal eets and the Fokker-Plank equation
We now turn to the opposite limit, whih is our main
onern here. Instead of onsidering the aggregate eet
of ontributions to γN , we shall analyse the PDFs of suh
ontributions separately.
The ase N = 1 of Eq. (9) is often denoted as instan-
taneous LLE [28℄. Here, we shall use the term in the
following way. The instantaneous LLE at i = M , to be
denoted by s(M), is the loal ontribution to the LLE,
given at i = M , of the multiplying proess denoted in
Eq. (9). One then has:
γN =
1
N
N∑
M=1
s(M) . (10)
For a one-dimensional mapping, the instantaneous LLE,
as dened above, would be simply the loal streth fa-
tor [28℄. In the present ase, where even in 1d the TM
is 2 × 2, it is known that the eigenvetors (Lyapunov
basis) of a produt of random matries are only loal
properties, as opposed to the orresponding eigenvalues
4(i.e., the Lyapunov spetrum) whih are global ones [23℄.
Thus, one has a rotation of the loal Lyapunov basis as
the TM is repeatedly iterated. As the TM is symple-
ti, in 1d this means that the (two) loal eigenvalues are
inverse of eah other, so s(M) an be extrated by suit-
able analysis of the growth fator assoiated to a given
member of the Lyapunov basis.
The onnetion with the F-P equation proeeds as fol-
lows. One gets, by taking the ontinuum limit of Eq. (7):
ω ζ(ℓ)u(ℓ) =
∂2u(ℓ)
∂ℓ2
, (11)
where ℓ stands for position along the axis. One sees that
u(ℓ) is the result of aumulated ontributions from the
instantaneous Lyapunov exponent s(ℓ ′), 0 ≤ ℓ ′ ≤ ℓ:
u(ℓ) = exp
(∫ ℓ
0
s(ℓ ′) dℓ ′
)
. (12)
Therefore, the right-hand side of Eq. (11) turns into:
∂2u(ℓ)
∂ℓ2
=
(
s2(ℓ) +
∂s(ℓ)
∂ℓ
)
u(ℓ) . (13)
Eq. (11) then yields the following equation for the
stohasti variable s(ℓ):
s2(ℓ) +
∂s(ℓ)
∂ℓ
= ω ζ(ℓ) . (14)
In the general ase ζ is a binary-distributed variable with
mean M1 = 2p − 1 and variane M2 = 4p(1 − p). The
F-P equation orresponding to the evolution of the prob-
ability distribution of s is, with ℓ naturally assuming the
role of time-like variable [1℄:
∂P (s, ℓ)
∂ℓ
=
∂
∂s
(
(s2 + ωM1)P (s, ℓ)
)
+
+
1
2
∂2
∂s2
(
M2 ω
2 P (s, ℓ)
)
. (15)
C. The unmagnetized HMSG
In this subsetion we take the speial ase of an un-
magnetized HMSG (p = 1/2). Eq. (15) then beomes:
∂P (s, ℓ)
∂ℓ
=
∂
∂s
(
s2 P (s, ℓ)
)
+
1
2
∂2
∂s2
(
ω2 P (s, ℓ)
)
. (16)
Assuming stationarity, P (s, ℓ) → P (s) (whih orre-
sponds to the regime ℓ & λ), the equation to solve is:
∂
∂s
(
s2 P (s)
)
+
1
2
∂2
∂s2
(
ω2 P (s)
)
= 0 . (17)
Thus, one gets:
P (s) = C˜ exp
(
−2s3/3ω2
) ∫ s
−∞
exp
(
2y3/3ω2
)
dy .
(18)
Figure 3: (Color online) Normalized histograms of ourrene
of instantaneous LLE s(N) for several values of N . For eah
histogram, Ns = 10
6
samples were taken. Here, p = 1/2,
ω = 0.015.
It is immediate to see that the 3/2 power, referred to
in onnetion with Eq. (6), arises in the saling variable.
Furthermore, it is lear from the derivation of the present
results that they apply only in the saling regime, i.e.,
ω → 0, small |s|, ℓ & λ.
With
∫∞
−∞ dy
∫ y
−∞ dx exp(x
3 − y3) ≡ C0 ≈ 4.8, the
normalization of Eq. (18) implies
C˜ = C˜(ω) =
1
(3ω2/2)1/3C0
. (19)
The numerial veriation of the ideas just presented
begins by heking the behavior of the PDFs for s(N),
against varying N . Seleted data are shown in Fig. 3.
One an see that, for the ranges of N onsidered in the
Figure, the overall shape of the PDFs remains roughly
onstant, though a slight narrowing and shifting of the
entral peak take plae asN inreases. This is in ontrast
with the LLEs exhibited in Fig. 1, for whih variation of
N in the same range was aompanied by a pronouned
hange in shape and width of the respetive PDFs. For
1 ≤ N . 13 [not shown in the Figure℄, the PDF for
s(N) starts nearly at at N = 1, and gradually devel-
ops both the entral peak, and the small wings at the
ends (whose relevane in Fig. 3 is overemphasized by the
logarithmi sale on the vertial axis). The very good
superposition of the N = 50 and 200 data in the Fig-
ure indiates the predited trend towards a xed, N -
independent form, whih orresponds to stationarity of
the F-P equation [see Eq. (17)℄. This has been onrmed
by examination of numerial PDFs for 100 ≤ N ≤ 600.
Realling that the loalization length for ω = 0.015, as
5Figure 4: (Color online) Squares: normalized histogram of
ourrene of instantaneous LLE s, from Ns = 10
6
samples,
for N = 200, p = 1/2, ω = 0.015. Continuous line is the
analytial form, Eq. (18), normalized and with appropriate
saling of variables [see also Eq. (19)℄.
is the ase of Fig. 3, is λ ≈ 57 lattie spaings, we see
that the ondition for an N -independent PDF is indeed
N & λ.
We now test whether the form given in Eq. (18) de-
sribes our numerial data. Figure 4 shows that the
agreement is exellent, in the region −0.5 . s . 0.5,
whih is where saling is expeted to hold. Note that
there are no adjustable parameters in the t, all sale
fators being provided by normalization and saling on-
siderations.
In Fig. 5 we test for onsisteny of saling among nu-
merial data for dierent energies ω, as suggested by
Eq. (18). Again, the agreement with preditions is exel-
lent, provided that the onditions upon whih Eq. (18)
was derived are obeyed.
D. The magnetized HMSG (p 6= 1
2
)
For the magnetized ase p 6= 1/2 we return to the gen-
eral form of the F-P equation, Eq. (15), whose stationary
solution is given by:
P (s) = C˜ ′ exp (−f(s))
∫ s
−∞
exp (f(y)) dy , (20)
where
f(y) = f(y, ω, p) =
1
ω2M2
(
2y3
3
+ 2ωM1 y
)
. (21)
Figure 5: (Color online) Saling plots of normalized his-
tograms of ourrene of instantaneous LLE , as suggested
by Eq. (18), for assorted energies. In all ases, p = 1/2,
Ns = 10
6
samples, N = 200 (so the ondition N & λ(ω) is
always obeyed).
In analogy with Se. III C, we rst hek whether Eq. (20)
gives a faithful desription of simulational data, for given
p and ω. In Figure 6, alulated data for p = 0.8,
ω = 0.015 are shown, together with the analytial re-
sult from Eq. (20) for the same values of p and ω. Apart
from an overall normalization fator whih aets only
the vertial sale, there are no adjustable parameters.
Again, the agreement is very good.
In order to emphasize the degree to whih the shape
and range of the PDFs are aeted by variations in the
physial parameters, Figure 6 also shows the PDF for
the unmagnetized ase, at the same energy ω = 0.015.
As p inreases from 1/2, the general trend is towards
redution of the skewness (whih is ≈ −0.32 at p = 1/2,
−0.02 at p = 0.80, and [in absolute value℄ < 0.01 at
p = 0.95). The peak of the distribution, whih is about
one standard deviation away from the origin at p = 1/2,
approahes s = 0 as p approahes unity. This proess is
aompanied by a broadening of the PDF.
We now proeed to framing the preeding observations
within a rossover desription. One sees that, beause
f(y) in Eq. (21) is a polynomial in y, for p 6= 1/2 it
is not possible to develop saling arguments (over the
whole range of the variable s) similar to those invoked
for p = 1/2, and graphially depited in Fig. 5. Nev-
ertheless, analysis of Eq. (21) shows that the rossover
away from unbiased (p = 1/2) behavior is governed
by the dimensionless ratio z ≡ (ωM1)
1/2/(ω2M2)
1/3
(≈ [(p − 1/2)/ω1/3]1/2 away from p → 1). This way, s
sales with ω2/3 for z ≪ 1, and with ω/(p − 1/2) for
6Figure 6: (Color online) Hexagons: normalized histogram of
ourrene of instantaneous LLE s, from Ns = 10
6
samples,
for ω = 0.015, p = 0.80 (here we used N = 600, as the loal-
ization length is λ ≈ 498). Continuous line is the analytial
form, Eq. (20), normalized. The dashed line is the analytial
result for p = 1/2, from Eq. (18).
z ≫ 1. Analysis of the asymptoti behavior of P (s), as
given by Eqs. (20) and (21), shows that, with z dened
as above and v ≡ s ω−2/3, one has for the tails of the
distribution:
R(v) ∼
C
v2 + z2
|v| ≫ 1 , (22)
where R(v) ≡ ω2/3 P (s), and (for z ≫ 1) the normaliza-
tion onstant C ∝ z.
Numerial heks of Eq. (22) against simulational data
must be arried out for suitable ranges of p, ω, s (equiv-
alently, z, v), suh that (i) asymptoti behavior has al-
ready set in (i.e. large |s|, |v|), and (ii) one is still within
the saling regime (whih implies small |s|). Thus one
expets Eq. (22) to hold only within windows of varying
width, whih may or may not be easy to identify against
statistial noise.
In Figure 7 we show that it is indeed possible to nd
intervals of v along whih a plot of (v2 + z2)R(v) is
rather at, as suggested by Eq. (22). While the evidene
is somewhat smeared for the upper set of data (orre-
sponding to p = 0.95, ω = 0.015, i.e. z1 ≈ 3.32), it is
lear for the lower one (for whih p = 0.80, ω = 0.0075,
i.e. z2 ≈ 2.03). Furthermore, the ratio of the averages
of (v2 + z2)R(v) (eah denoted by a horizontal line in
the Figure) along the respetive at setions [these lat-
ter dened with an inevitable degree of arbitrariness℄ is
≈ 1.4(1). This ompares reasonably well with the pre-
dited value z1/z2 = 1.64, see Eq. (22) and the omments
Figure 7: (Color online) Symbols are data from normalized
histograms of ourrene of instantaneous LLE s, from Ns =
106 samples, plotted as suggested by Eq. (22). See text for
denitions of z, v, R(v). Hexagons: p = 0.8, ω = 0.0075 (z ≈
2.03); squares: p = 0.95, ω = 0.015 (z ≈ 3.32). Horizontal
lines mark entral estimates of averages of (v2 + z2)R(v),
respetively along −9 < v < −3 (lower) and −8 < v < −4
(upper).
immediately below it. Given that the latter result is ex-
peted to hold for z ≫ 1, one may infer that the small
disrepany found is due to z1, z2 not being large enough.
Finally we remark that the pure-ferromagnet limit is
somewhat subtle, beause in order to reah the station-
ary regime of the F-P equation where the N -independent
PDF forms hold, the ondition N & λ must be obeyed.
However, as p→ 1, and for the low energies where saling
is valid, λ diverges as one approahes the pure-system
magnon band (loated at 0 ≤ ω < 2, in the urrent
units). For example, at p = 0.95 and ω = 0.015, one gets
λ ≈ 2500.
E. Non-stationary regime for p 6= 1
2
Still for the magnetized ase p 6= 1/2, one an
learn more by onsidering seleted aspets of the non-
stationary regime. Going bak to Eq. (15), one sees that,
in the limit p−1/2≫ ω1/3, i.e., z ≫ 1, the diusive term
beomes small and this regime is assoiated with just
streaming in leading order. The non-stationary equation
to be solved is thus:
∂P (s, ℓ)
∂ℓ
=
∂
∂s
(
(s2 + ωM1)P (s, ℓ)
)
. (23)
7Figure 8: (Color online) Central setions of normalized his-
tograms of ourrene of instantaneous LLE s, from Ns = 10
7
samples, for ω = 10−6, p = 0.60 and N as indiated.
With β ≡ [ω (p− 1/2)]1/2, t˜ ≡ ℓβ, y˜ ≡ s/β, and dening
Q(t˜, y˜) suh that Q(t˜, y˜) dy˜ = P (s, ℓ) ds, Eq. (23) turns
into:
∂Q
∂t˜
=
∂
∂y˜
(
y˜2 + 1
)
Q , (24)
whose general solution is:
Q(t˜, y˜) =
1
1 + y˜2
f
(
t˜+ tan−1 y˜
)
. (25)
In order to have the ondition p− 1/2≫ ω1/3 fullled to
a good extent, so that the saling behavior predited by
Eq. (25) ould be unequivoally demonstrated, we used
p = 0.6, ω = 10−6. For suh a hoie, the loalization
length is λ & 4 × 104. This allowed us to take values of
N equal to several hundred lattie spaings, whih are
both muh larger than unity (so disrete-lattie eets
are negligible), and still muh shorter than λ (thus guar-
anteeing non-stationarity by a broad margin). Figure 8
shows the region lose to the entral peaks of the PDFs
(where saling is expeted to hold), for N = 150, 250,
500 and 750. In Fig. 9 the same data are shown in a
saling plot, as suggested by Eq. (25). Note that the
number of samples Ns is one order of magnitude larger
than, e.g., that used in earlier setions of this work. This
was neessary, in view of the relatively wide satter of the
PDFs: typially, they displayed almost at tails running
out to |s| & 0.07, so the relevant data as far as saling is
onerned were a small subset of the total gathered (om-
pare the horizontal sale in Fig. 8). Even so, one an see,
lose to the bottom of the saling urve in Fig. 9, that a
Figure 9: (Color online) Saling plot of data displayed in
Figure 8, as suggested by Eq. (25).
non-negligible degree of utuation-indued spread still
remains. Nevertheless, overall agreement with the saling
preditions of Eq. (25) is remarkable.
IV. DISCUSSION AND CONCLUSIONS
We have investigated saling properties of the probabil-
ity distribution funtions (PDF) of Lyapunov exponents
for the one-dimensional Heisenberg-Mattis spin glass.
In Setion IIIA we showed that, for a given energy ω
(small enough, suh that the loalization length λ(ω) is
suiently large for saling onepts to apply), the PDF
of the loal Lyapunov exponent (LLE) γ(N,ω), takes on
a shape whih, for N & λ(ω), is inreasingly lose to
a Gaussian. In the limit N → ∞, the PDFs turn into
δ funtions, in onformity with the entral limit theo-
rem. Thus, suh aggregate eets reet only general sta-
tistial properties of utuations in systems with many
(almost-) independent degrees of freedom. The onne-
tion with the underlying physial problem is traed ex-
lusively through the dependene of the numerial value
of the (asymptoti) Lyapunov exponent with energy (and
ferromagneti bond onentration; though this latter as-
pet was not exploited here, it has been investigated be-
fore [20, 21, 22℄).
On the other hand, the PDFs for the instantaneous
Lyapunov exponents, as dened via Eq. (10), display
the following properties of interest, exhibited in Se-
tions III B, III C, and IIID: (i) for N & λ(ω) they
approah a xed, non-trivial shape with nonvanishing
width; (ii) suh spei shape an be predited through a
8onnetion with the stationary state of a Fokker-Plank
(F-P) equation; and (iii) the shape is a ngerprint"
shared by all the systems in the universality lass in whih
the statistial properties of the system lie . Furthermore,
the F-P equation providing the link an be set up diretly
from, and losely reets, the physial features of the sys-
tem under investigation [ see espeially Eqs. (11)(16)℄.
The appliability of a desription via an F-P equa-
tion goes beyond the stationary state, as shown in Se-
tion III E. There, it is shown that the saling of non-
stationary PDFs in a spei regime (in whih diusion
eets are expeted to be negligible) losely follows pre-
ditions drawn from the orresponding form of the F-P
equation.
In the present work we have demonstrated that an F-
P approah an be suessively applied to both station-
ary and non-stationary properties of the PDF of instan-
taneous Lyapunov exponents for Heisenberg-Mattis spin
glasses.
As a nal remark, we believe that the saling proper-
ties of the PDF of Lyapunov exponents desribed here
are idential to those pertinent to the zero-temperature
random-bond (±1) lassial Heisenberg hain. This
omes via the identiation of the saling properties of
the low-energy exitations of the HSMG hain with those
of the lassial Heisenberg model in 1d [15, 16, 20, 21℄,
plus the general appliability of the F-P equation in the
ontinuum [1℄.
It is expeted that treatments along these lines an be
devised, with similar degree of suess, for other physial
systems in whose desription Lyapunov exponents play a
prominent role.
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