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Abstract

specific situations. Each such example is called an
instance, and usually consists of a vector of input values
(the inputs) representing certain features of the
environment, as well as the value or values that the
system should output (the output) in response to these
input values. A collection of such instances is called a
training set.
Much research has been done to come up with
systems which learn by example. Given a training set
of instances, these systems can often “learn” the
relationship between the inputs and outputs well enough
to be able to receive an input and produce the correct
output with a high probability, even if that input was
not one of the examples. This ability is called
generalization.
There have been many styles of generalization
employed in the areas of Neural networks [1,2,3] and
machine learning, and each style has success on at least
some applications.
The research presented in this paper makes use of
several generalization styles in order to see if it is true
that a collection of such styles will be able to generalize
more accurately than any one style alone. These styles
of generalization are presented in section 11.
Section I11 presents empirical results of simulations
run on a variety of applications using each of these
generalization styles, and gives a preliminary analysis of
these results. Section IV provides conclusions and
future research areas.

There are many ways for a learning system to generalize
from training set data. There is likely no one style of
generalization which will solve all problems better than
any other style, for digerent styles will work better on
some applications than others. This paper presents
several styles ofgeneralization and uses them to suggest
that a collection of such styles can provide more accurate
generalization than any one style by itsee Empirical
results of generalizing on several real-world applications
are given, and comparisons are made on the
generalization accuracy of each style of generalization.
The empirical results support the hypothesis that using
multiple generalization styles can improve generalization
accuracy.

1. Introduction
There are many ways for a computer to learn by
example, and there are many styles of generalization to
accomplish this task. There is likely no one style of
generalization which will solve all problems, for
different styles will work better on some applications
than others. Eventually it should be possible to
construct a system which can discover on its own which
style or styles of generalization will work best on any
given application. This paper presents several styles of
generalization and suggests that a collection of such
styles can provide more accurate generalization that any
one by itself.
Traditional computer programming requires the
programmer to explicitly define what the computer
should do given any particular input. Even expert
systems depend on the knowledge of experts in the field
and their ability to explain how they make their
decisions. When a solid knowledge of the application
domain is available, this process has often worked quite
well. In some applications, however, there is not
enough known about the subject to derive a formula or
write a program to solve the problem.
In such cases, it is often possible to collect a set of
examples of what the output of the system should be in

2. Prototype Styles of Generalization
The research presented in this paper makes use of
several styles of generalization, among which were
several distance metrics, some critical variable detection
algorithms, and voting schemes to enhance each of
these. It is hypothesized that a collection of such styles
will be able to provide more accurate generalization than
any one style by itself.
These styles make use of prototypes and are simple
enough that in many cases all of the styles can be tested
against some or all of the instances in the training set to
determine which style to use during generalization.
Prototypes are similar to instances in the training set,
but may represent several instances with the same
output, and can have additional features. In this research
prototypes consist of:

* This research was supported in part by grants from Novell, Inc.,
and Wordperfect Corporation.
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A vector of input values representing features in the
environment (inputs) and one or more output
values, repsenting the supposedly correct response
of the system to the input values (outpur).
A count of how many instances the prototype
represents,
A count of how many instances with the same
inputs had differentoutputs (called the conflict),
A ratio of count to total, where total = count +
conflict. This gives a probability that the inputs of
the prototype should map to its output(s), and is
called the integrity.
When prototypes are used, they are created during
learning, and then compared with new inputs to
determine what the output should be during execution.
Figure 1 illustrates the information contained in a
typical instance and prototype, respectively.

In multi-state variables where the states represent a
linear value, a sum of the (absolute) differences of the
inputs of the prototype and the new inputs can be used
as a measure of closeness.
An extension of the State Distance scheme is to
normalize the distances by dividing the state difference
for each variable by the number of states that that
variable can have. For example, a difference of 1 for a
boolean variable would be I n , while a difference of 1 for
a 10-state variable would be 1/10. Similarly, the
Hamming distance itself can be divided by the number of
states, since being mismatched on a 10-state variable
might be considered less “wrong” than being mismatched
on a boolean one.
Euclidean distance is similar to the State Difference
scheme, except that the individual distances are squared
before they are summed. The State Difference and
Euclidean Distance measures have been called the
Minkowskian metric with r=l and r=2,respectively [4].
Regardless of the distance metric used, there will
often be several prototypes which are the same “distance”
from the new input. Instead of arbitrarily choosing one
of the several equally close prototypes to be the winner,
the prototypes can vote for their output. One way to do
this is to allow each prototype to cast a number of votes
equal to its count, since each prototype may represent
several instances.
Example 1. Consider a training set with four
input variables, the fust three of which are Boolean, and
the last of which is a 10-state variable (with values 0
through 9). If a prototype with input values 0, 0, 1, and
5, respectively, was compared to the input 0, 1, 1, 1, the
distance merrics mentioned above would be computed as
shown in figure 3.

Prototype

Instance

Figure 1. Instance vs. Prototype

An overview of the specific styles of prototype
generalization used in this research is given in figure 2,
and the individual styles are discussed below.

Variable

I

Bkt=highest count
Best for each variable vote< Best=highest ratio

(AU

Highest count wins
features ‘Ote<Highest ratio wins

Variable Name:
Number of States:
Prototype:
New input to be classified:

I

I

Figure 2. Generalization styles used.

2.2 Distance Metrics

Distance metrics are used to find out which prototype
or prototypes are “closest” to the new input in question.
The output value of the closest prototype or group of
prototypes is used for the output value in response to the
new input. There are several ways of determining how
“close” an input is to one of the prototypes.
Hamming distance is an intuitive metric, and is
simply the number of input variables which do not
match the prototype. The prototype with the least
number of mismatched variables wins using this metric.

Distance Me&
1.HammingDistance:
2. Hamming/N~.of States:
3. State Difference:
4.StateDiff/NumSrates:
5. Euclidean Distance:

B B C D

m

2 2 2 1 0

2
->1
-> ?

0 0 1 5
0 1 1 1

Distance
0+1 +0+1

= 2

0+1/2+0+1/10= 0.6
0+1 +0+4 = 5
0+1/2+0+4/10= 0 . 9
0 + 1 + 0 + 1 6 = 17

Figure 3. Resutts of various distance metrics
(from example 1 ).

2.3 Critical Features

One way to determine which variables are most
important is to find those which tend to have a strong
correlation with an output value. In order to discover
critical variables, a new kind of prototype, called afirsz-
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order feature is created for each input variable of each
instance. Each feature has only the output and one input
variable asserted, and the rest of the input variables are
“don’t care” variables (denoted by an asterisk,‘‘*’*). Such
features are similar to rule-based instances with only one
variable asserted 151.
It is possible to use combinations of variables instead
of only one variable at a time and thus create higherorder features, but such methods run into exponential
factors in both storage and computation time, and are
thus not pursued in this research. The termfeature will
therefole be used to mean first-order feature.
Example 2. For the instance “0 0 1 5->1”, the
.
following four features would be g e n e m a

0 * * * -> 1
* 0 * * -> 1
* * 1 * -> 1
* * * 5 -> 1

I1

Count: 1
Count: 1
Count: 1
Count: 1

Conflict: 0
Conflict: 0
Conflict: 0
conflict: o

Integrity: 1.0
Integrity: 1.0
Integrity: 1.0
Integrity: 1.0

in the test set, using a “leave-one-out” method. This
was accomplished by building prototypes from the entire
set of instances, and then temporarily “unlearning” each
instance, one at a time. At that point it is as though the
system had never seen the “unlearned” instance, so it can
use the remaining prototypes to guess the output using
each of the various generalization styles. Then each of
the guessed output values is compared against the
instance’s real output to determine whether each style
was correct. Finally, the instance is relearned, the next
one is unlearned, and the process is repeated n times.
An overview of the results are given in Figure 5 ,
which shows the accuracy of each generalization style for
each aoulication.

I

I

Figure 4. Features created from the instance ”0 0 1 5->1”.

If any of these features already existed in the system,
the new one would be discarded, and the old one’s
“count” would be incremented and its integrity
recomputed. If any f e a t a s existed which had the same
input but a different output (e.g., 0 * * * -> O), then
both features would increment their “conflict” and
recompute their integrity. The first few instances in the
training set will probably add quite a few features to the
system, but later features will usually find matches for
most of the features they try to add.
During generalization,a feature is said to match the
input if the variable which is asserted matches the
corresponding variable in the input. The other “don’t
care” variables ~IEalways considered to match.
There are several ways to use these prototypes for
generalization. One is to select the one very best feature
that matches the input and use its output. The “best”
feature can be either the one with the highest count
(meaning it occurred most often), or the one with the
highest integrity (meaning it was relatively undisputed).
Another method is to select the best feature for each
input variable, and let tbese vote on the output. A final
method used in this research is to allow all matching
features to vote for the output they want. In each case, a
feature’s voting power equals its count, which is the
number of instances it represents.

Figure 5. Overview of results.

The actual percentages are given in Table 6, below,
along with a column labeled “Max” which gives the
maximum generalization accuracy of any style for each
database.
The results are encouraging, for they support the
hypothesis that no one style will generalize best on all
applications, and that it is useful to have a collection of
generalization styles to choose from. Note, for example,
that in the Hepatitis database (second from front in
Figure 5 ) the distance metrics did not do as well as some
of the feature methods. However, on others, such as the
Zoo database, the distance metria did much better.
In some applications there is at least one variable
with a high correlation to the output value, allowing
first-order feature methods to perform well. When there
are also some very uncorrelated variables, distance
metrics get thrown off, causing them to do less well. In
other applications, on the other hand, first-order features
have trouble because there are groups of variables which
together determine the output. Among the distance

3. Empirical Results
Each of the generalization styles described above was
implemented and tested on several well-known training
sets from the collection of Machine Learning Databases
at University of Califomia b i n e [61.
Out of n instances in each database, n-1 instances
were used in the training set, and n instances were used
56
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Distance Metrlcs

I

rirst*der
Ff?atures

I

Table 6. Percentages of Accurate Generalization

in a massively parallel architecture?
The final goal of this research is to construct systems
which automatically determine the generalization style or
styles that work best with any given application, and
thus provide fast, accurate solutions to applications for
which automated solutions were previously intractable or
unknown.

metrics themselves, voting generally helps accuracy
except when the system happens to get lucky. State and
Euclidean distance mehics work well on linear variables,
but make little sense on nominal-valued variables.
Regardless of the specific reasons for the variations
of accuracy among generalization styles, using several
styles of generalization and picking the one which
generalizes most accurcuely on each application provides
greater overall generalization accuracy than any one style
alone.
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