We examine the statistical assumptions underlying different techniques of estimating the age-at-death of a skeleton from one or more age indicators. The preferred method depends on which property of the distribution of the data in the reference sample is preserved in the skeleton to be aged. In cases where the conditional distribution of age given indicator is preserved, we provide 'look-up' tables giving essentially unbiased age estimates and prediction intervals, using a large reference sample and the auricular surface and pubic symphysis age indicators. Where this assumption is violated, but the conditional distribution of indicator given age is preserved, we find that an alternative model which attempts to capture the biological process of development of an individual has some attractive features, which may make it suitable for further study.
Introduction
The most appropriate method for estimating age-at-death from human skeletal remains has been a source of vigorous debate among anthropologists over the last two decades. See, for instance, Masset (1982, 1996) ; Frankenberg (1992, 1994) ; Lucy et al. (1996) ; Konigsberg et al. (1997) ; Aykroyd et al. (1997 Aykroyd et al. ( , 1999 ; Hoppa and Vaupel (2002b) . Several authors have suggested that regression techniques result in systematic under-or over-aging of skeletons (Konigsberg and Frankenberg, 1994; Konigsberg et al., 1997; Aykroyd et al., 1997 Aykroyd et al., , 1999 . Consequently, a variety of other statistical methods have been explored with the aim of eliminating this apparent bias (e.g. Konigsberg and Frankenberg (1992 , 1994 ; BouquetAppel and Masset (1996) ; Lucy et al. (1996) ; Konigsberg et al. (1997) ; Aykroyd et al. (1997 Aykroyd et al. ( , 1999 ; Boldsen et al. (2002) ; Konigsberg and Herrman (2002) ). This research has culminated in the book 'Paleodemography', edited by Hoppa and Vaupel (2002b) , in which the authors conclude that aging of skeletal remains should utilise methods based on an application of Bayes' theorem in order to obtain age-at-death estimates.
In this article, we re-examine the statistical assumptions on which the different proposed methods are based, and address some misconceptions which have arisen during the course of the debate. We use a large sample of known-age skeletal material to illustrate our discussion and to derive easy-to-use 'look-up' tables for estimating age-at-death from the auricular surface and pubic symphysis, singly and in combination.
Materials and methods
The known-age data were recorded from two skeletal collections: the 18th century sample from Spitalfields, London and a sample of the early 20th century skeletons from the Coimbra Identified Skeletal Collection (CISC), Portugal. The combination of two temporally and geographically diverse skeletal samples will go some way towards encompassing the range of variation observed between different skeletal populations (cf. Murray and Murray (1991) ; Hoppa (2000) ). The auricular surfaces from 448 individuals and pubic symphyses from 376 individuals were scored according to the eight phase system of Lovejoy et al. (1985) and the six phase system of Brooks and Suchey (1990) respectively. A single observer (the second author) recorded all of the data in order to eliminate inter-observer error. Since, in the majority of cases, the ages-at-death cited in the reference sample will have been rounded down to the nearest whole number of years, we added 0.5 years to all of the ages.
Statistical assumptions in age-at-death estimation
The statistical methods used to produce skeletal ageing techniques from known-age skeletal data have been a source of considerable debate and contention. Different techniques of age estimation make different assumptions; it is important to be precise about their nature, and this is most easily done in mathematical notation. We may assume that our reference sample consists of pairs (X 1 , Y 1 ), . . . , (X n , Y n ), where X i represents the indicator measurement for the ith individual and Y i represents the age-at-death of that individual. For simplicity, we assume for the moment that there is a single indicator available; it may be recorded as a continuous variable, as is the case for the transparency of dentin in teeth, or discrete, as for the auricular surface and pubic symphysis measurements studied below. It is natural to assume that the different pairs are independent (the indicator-age pair for one individual says nothing about the corresponding pair for another individual). To specify a model for the data, then, it suffices to prescribe the joint distribution of each pair (X i , Y i ). In situations where it is the relationship between the variables which is of primary interest, as is the case in age estimation, this is usually done by proposing a model for the conditional distribution of one variable given the other. (The marginal distribution of the second variable, which is required to complete the specification of the joint distribution, is rarely of interest and mention of it is often suppressed.) One very simple model, which we do not propose as realistic (for reasons discussed in Section (4.1) below, is that
where i is independent of X i and has a normal distribution with mean 0 and variance σ 2 . We write i ∼ N(0, σ 2 ). This model specifies that the conditional distribution
. For completeness, we may say that the marginal distribution of X i is f X (x). Using the data in our reference sample, we are able find estimatesα,β andσ 2 for the unknown parameters in the model. We now suppose that a new individual (which we refer to as a target case, though it could be one individual from a target sample) has indicator-age pair (X * , Y * ). We observe X * , but not Y * , of course. If, as in (3.1) above, we have specified the conditional distribution of Y i
given X i , it is because we believe that the relationship between the variables for the target case is the same as for the reference sample, i.e. that
where * is independent of X * and has a N(0, σ 2 ) distribution. We may then estimate Y * byŶ =α +βX * . Thus the fundamental assumption in the use of regression of age on indicator for age estimation is that the conditional distribution of age given indicator is the same for the target case as for the reference sample. Notice, however, that there is no assumption that the marginal distribution f X * (x) of X * is the same as f X (x). In general, altering the marginal distribution of the indicator while preserving the conditional distribution of age given indicator will mean that the marginal distribution f Y (y) of ages in the reference sample is not the same as the corresponding marginal distribution f Y * (y) for the target case. Hence regression of age on indicator does not require the assumption that the target case comes from the same marginal age-at-death distribution as does the reference sample. Incidentally, this last statement is in conflict with the argument in Box 1 of Konigsberg and Frankenberg (1994: 95) . In their application of Bayes' theorem in their Equation (1), however, the first term in the numerator should refer to the target case rather than the reference sample. See Equation (11.1) of Davison (2003: 566) for the appropriate version of Bayes' theorem in this context. We also note that the argument in the second paragraph of the same Box 1 is circular: an assumption is made that f Y (y) is equal to f Y * (y), and the conclusion is that the regression of age on indicator makes this assumption.
The alternative way of specifying the joint distribution of a generic pair (
is to propose a model for the conditional distribution of indicator given age. (Mention of the marginal distribution f Y (y) of age will usually be suppressed.) In this instance, the fundamental assumption is that the conditional distribution of indicator given age is preserved in the target case.
But which is the more reasonable assumption to make? In practice, of course, each assumption will only be an approximation to the truth. In cases where assuming that the conditional distribution of age given indicator is preserved is an adequate approximation, we will see in Section 4 that making this assumption has several advantages. As well as the ease of modelling this distribution and the desirable features of the estimates and prediction intervals, we find that the methods of Section 4 adapt well to the multiple indicator setting, and do not require any assumption about the form of the marginal distribution f Y * (y) of age in the target case.
However, there may also be situations where making the assumption that the On the other hand, censoring according to the age-at-death does not change the conditional distribution of indicator given age. This fact is demonstrated graphically in Figure 4 of Aykroyd et al. (1997) ; see also Davison (2003: 203-6) for an excellent discussion of the effect of different types of censoring. In such circumstances, then, it would be more reasonable to assume that the conditional distribution of indicator given age is the same for the reference sample and target case. We discuss approaches to modelling this distribution in Section 5, as well as presenting a new model which attempts to capture the biological process of development of an individual.
After modelling the conditional distribution of indicator given age, however, there remains the issue of how to use this distribution to derive age estimates. There have been several proposals, which proceed via an application of Bayes' theorem, if one is willing to assume a form for the marginal age-at-death distribution in the target case -indeed much of the edited volume of Hoppa and Vaupel (2002b) is devoted to such methods. Where prior information on the marginal age-at-death distribution is available, which may be the case for certain burial sites, this may not be a problem.
However, in the absence of such information, as may well be the case if we have a single skeleton to age, for example, it would seem prudent not to rely on such a model. We should mention in this regard that it has been suggested (e.g. Konigsberg and Frankenberg (1994: 95-6 4 Age estimation when the conditional distribution of age given indicator is preserved
Throughout this section, we make the assumption that the conditional distribution of age given indicator is the same for the reference sample and the target case. Based on our reference sample mentioned in Section 1, we construct age estimates and prediction intervals where either an auricular surface measurement or a pubic symphysis measurement (or both) are available. In the Appendix we show that our estimates are essentially unbiased.
Auricular surface present
Figure 1(a) gives a box and whisker plot of the ages at death of the individuals in the reference sample for which an auricular surface measurement was available.
The numbers of individuals in stages 1 to 8 were 42, 45, 38, 74, 77, 75, 67 and 30. We assume that the data consist of independent and identically distributed pairs It is therefore convenient to seek a model which relates log(Y i ) and X i , as this transformation ensures that the conditional variance of log(Y i ) given X i is approximately constant (cf. Brown (1993: 35) ). This transformation is also common practice when the response (i.e. the y-variable) is necessarily positive, as is the case for age.
The next decision to be made is whether to regard the x-variable as an unordered factor or taking values on a true continuous scale. In the former case, the x-values are thought of as class labels, which could equally well be eight different colours, or eight different types of fruit. Our prediction for Y * would then depend only on the data in the class to which X * belongs. While this may at first sight seem attractive, it has the drawback that there is no guarantee that the predictions will increase as the age indicator increases. This is undesirable in view of the fact that the auricular surface measurement can only have reached a given stage after having passed through the previous ones. It could also lead to highly variable estimates when there are too few data in a particular class, which becomes a more significant problem when the observations are further subdivided according to the pubic symphysis measurement.
For these reasons, we prefer to regard the auricular surface measurement as taking values on a true continuous scale, though we should note that this requires the implicit assumption that the age indicator stages are equally spaced (though see also the discussion in the last paragraph of this subsection). As a very basic model, we first consider the relationship
where α and β are unknown parameters to be estimated from the reference sample,
. Thus in this model, the conditional distribution of log(Y i ) given
In particular, in this model the conditional expectation of log(Y i ) given X i is assumed to increase linearly with X i , and the conditional variance of log(Y i ) given X i is assumed to be constant.
The parameters α and β may be estimated by the method of least squares, which is equivalent in this instance (i.e. with normally distributed errors) to maximum likelihood estimation. In other words, we seek the values of α and β which minimise the residual sum of squares, given by
Writing Z i = log Y i , it is well-known (e.g. Montgomery and Peck (1992: 8-9) ) that the least squares estimates of α and β are given bỹ
where
Applying these formulae to our reference sample, we obtain the estimates Under our fundamental assumption on the property of the reference sample which is preserved in the target case, we have that
where * ∼ N(0, σ 2 ) and is independent of X * . We therefore estimate Y * byŶ = exp{α +βX * +γ(X * ) 2 }. We may also derive an expression for a 90% prediction interval for Y * , though since this requires some familiarity with properties of the multivariate normal distribution, we defer this derivation to the Appendix. Table 1 gives our results.
[ Table 1 to go here]
For comparison, we did also examine the predictions from the model in which the auricular surface is regarded as an unordered factor (cf. the discussion above).
In this model, we would estimate log Y * by the arithmetic mean of logarithm of the ages in the class to which X * belongs, and this corresponds to estimating Y * by the geometric mean of the ages in the appropriate class. The predictions from this model were similar to those presented in Table 1 , in that all but two of the corresponding estimates from the two different models were within two years of each other, and the biggest discrepancy was an estimate of 52.6 years for Class 6 under the unordered factor model. This suggests that the predictions from our model are fairly robust to our assumption regarding the indicator being measured on a true continuous scale.
A further ANOVA test confirmed the preference for the model (4.3).
Pubic symphysis present
Our analysis of the data for which only the pubic symphysis measurement was available was very similar to that in the previous subsection. The numbers of individuals in each of the six stages were 35, 28, 39, 94, 81 and 99. Again, we are led to make a logarithmic transformation of the ages, and the model
(where now X i represents the pubic symphysis stage) was found to be most successful. Our parameter estimates wereα = 2.725,β = 0.332 andγ = −0.0159, giving estimates for log Y * which lie on the line in Figure 3 . The predictions for Y * are given in Table 2 .
[ Figure 3 to go here]
[ Table 2 to go here]
Both indicators present
In this subsection, we write X A i and X P i respectively for the auricular surface and pubic symphysis measurements of the ith individual. The presence of both indicators greatly increases the number of plausible models to be considered, particularly due to possible interaction effects between the two predictors, as in the fifth and sixth terms on the right-hand side of (4.5) below. ANOVA tests were used as a basis for comparison of different models, and suggested that the model
was the most plausible. The presence of a quadratic term in the auricular surface but not in the pubic symphysis is perhaps a little surprising at first, though the quadratic component does appear to be more significant in Table 3 .
Certain predicted ages and associated intervals in the top-right of Table 3 have been left blank, as there is insufficient data in these categories to justify a prediction via this model. Of course, since these pairs of age indicator measurements are very rare, this is unlikely to be a problem when using the table in practice.
[ Table 3 to go here] Table 2 . However, from the combined model (4.5), we obtain a predicted age of 50.7 with an interval of width 41.4 years.
Another important point to note is that it is not necessarily the case that the predicted ages from the combined model lie between the two predictions from the separate models. For instance, an auricular surface measurement of 8 gives an estimated age of 62.8, while a pubic symphysis measurement of 6 gives an estimated age of 62.9. However, the combined prediction is 74.2. In fact we regard this as a desirable characteristic: the second piece of evidence strengthens the argument that the individual died in old age. Interestingly, the mean age-at-death of the 13 individuals having the age indicator pair (8, 6) was 70.0, but this may be considered a little lower than might be expected, as the mean of the 28 individuals having the indicator pair (7, 6) was 71.3. Thus the predicted age from the combined model (4.5) seems entirely reasonable.
5 Age estimation when the conditional distribution of indicator given age is preserved
The techniques of Section 4 give very satisfactory answers to the problem of age estimation when the conditional distribution of age given indicator is the same in the reference sample as for the target case. It was argued in Section 3, though, that there may be circumstances where this assumption would be a poor approximation, and it would be more reasonable to assume that the conditional distribution of indicator given age is preserved. But how should one model the conditional distribution of indicator given age? And how should one use this model to estimate the age-atdeath of a target skeleton? The first obvious possibility is to use a similar regression technique to that employed in Section 4. This has several drawbacks: an examination of Figure 1 (a) suggests that the conditional variance of indicator given age is certainly not constant (it appears to increase up to ages around 50 before decreasing again)
and there does not appear to be an obvious transformation to correct this. Moreover, when using the method of least squares in a prediction problem, it is natural to place the unobserved variable to be predicted (age) on the y-axis. The variable (indicator) which is on the x-axis is (by assumption) observed without error, and the error in the prediction is in the y-direction. Regression of y on x then minimises the errors in the direction in which they occur, but this is not the case for the regression of x on y. Additional practical problems are mentioned in Aykroyd et al. (1997) : the variance of the predicted ages is larger for the regression of x on y than y on x, and the confidence intervals are of a more complicated form.
We also argued in Section 3 that there may well be situations where prior information on the marginal age-at-death distribution of the target case is not available.
In the remainder of this section, therefore, we investigate a new model for the conditional distribution of indicator given age and with the aim of producing age estimates which do not rely on a model for the marginal age-at-death distribution in the target case.
The idea of this model is to try to capture the underlying biological process by which an individual moves between stages over time. In order to describe this model, it is convenient to alter our notation from what we have used previously.
We can consider that at time t after the birth of an individual, its indicator (either auricular surface or pubic symphysis) is in stage X t . Although the aging process is continuous, the pubic symphysis and auricular surface measurements are recorded as whole numbers. We can therefore think of the individual 'jumping' up a stage at particular times. As an initial model, then, we may say that the individual spends an exponential length of time in stage 1, before jumping to stage 2, where the individual spends another exponential length of time (independent of the time spent in the first stage, and possibly with a different parameter for the exponential distribution) before jumping to stage 3, and so on. The exponential family of distributions provides a natural model for the waiting time before jumping up a stage, because it has a memoryless property. That is, the probability that an exponential random variable is greater than s + t, given that it is greater than s, is equal to the (unconditional) probability that it is greater than t. In fact, no other family of continuous distributions has this property, so it is often used to model failure times for components (e.g. light bulbs), waiting times for calls at a telephone exchange etc..
At some random time T (with marginal distribution f T (t), say), the individual dies, and we observe X T , the indicator stage at that time. In mathematical notation, then, we may consider the data to be independent pairs (T 1 , X T 1 ), . . . , (T n , X Tn ), where T i represents the age-at-death of the ith individual, and X T i represents its indicator stage at that time. Given the age-at-death T i for the ith individual, we have
where M is the maximum possible indicator stage and E i 1 , . . . , E i M are independent random variables with E i j having an exponential distribution with parameter λ j (that is, mean 1/λ j ). Thus, observing that the ith individual was in stage 3 at death means that X T i = 3. It follows that having started in stage 1, the individual lived long enough to jump two further stages, but not long enough to reach stage 4. We set λ M = 0 to ensure that X T cannot be greater than M. In fact, we found that the slight modification of the model obtained by preventing a jump to the second stage before a years resulted in a much better fit to the data. Thus we now have
The parameter a must be estimated from the data in the reference sample, in addition to λ 1 , . . . , λ M −1 , though since one individual died aged 20.5 years in auricular surface stage 2, we constrained a to lie between 0 and 20 years. The parameters may be estimated by the method of maximum likelihood. This is done by first constructing the log-likelihood for the parameters. The log-likelihood compares the relative plausibilities of different parameter values, and may be expressed as
It may be proved that
so the log-likelihood is
This function may be maximised numerically to yield maximum likelihood estimateŝ a,λ 1 , . . . ,λ M −1 of the parameters, for example, using the 'optim' function in the statistical programming language 'R'. Given X T * , the age indicator measurement of a new individual at its time of death, we propose to estimate T * bŷ
In other words, after the initial period ofâ years, we estimate the time spent in each of the earlier indicator stages by their estimated means, and add on one half of the estimated mean length of time spent in the final stage. The rationale for the factor of one half here is that if death had not occurred and we were to observe that the next jump happened at time E after the final jump which did occur, it would be natural to estimate that the death occurred at time E/2 after this final jump. As we do not observe E, we estimate it by estimating its mean. Table 1 . Estimates for later stages were unreliably high. There appear to be two problems: firstly, while each data point gives information about the parameter λ 1 , only individuals who died in stages 7 and 8 yield any information about λ 7 , so the parameter estimates will be more variable for later parameters. It also appears, however, that the assumption of the exponential distribution may be too restrictive in later stages. The exponential distribution has its standard deviation equal to its mean, and the small parameter estimates for λ 6 and λ 7 may be more a reflection of the increased standard deviation for the waiting time for a jump (a fact noted by Boldsen et al. (2002: 83) ) rather than the increased mean. Ideally, we would like to be able to use a more flexible family (such as the Weibull family, of which the exponential distribution is a special case). In order to apply this in practice, we would need to be able to compute the analogue of (5.1) for a Weibull family -in other words, to compute the distribution function of a sum of independent Weibull random variables having different parameters. This does not appear to be straightforward, though Monte-Carlo methods may help in this regard.
For the pubic symphysis data, the maximum likelihood estimates wereâ = 20, indicator stage before death. It could also be argued that the method is not as easily adapted to the multiple indicator setting. Assuming that the processes X A t and X P t , representing the auricular surface and pubic symphysis measurements at time t, evolved independently, we would estimate the age-at-death by the average of the individual estimates. Thus the combined prediction would always lie between the two separate predictions, which may not always be desirable (cf. the discussion at the end of Section 4.3). Lastly, while the model does have a theoretical, biological basis, ideally we would also like to be able to verify the model empirically.
To obtain prediction intervals for the age-at-death in each indicator stage, we do have to assume a form for the marginal age-at-death distribution for the target case. The following bootstrap algorithm could then be applied:
1. Generate T * from the assumed marginal age-at-death distribution f T * (t) for the target case 2. Generate independent exponential random variables E 1 , . . . , E M where
4. Repeat steps 1-3 a total of 100,000 times, recording each value of T * and X T * 5. Sort into ascending order the values of T * for which the corresponding value of X T * was equal to 1. If there are n 1 such values of T * , the (0.05n 1 )th and (0.95n 1 )th values in the sorted list give lower and upper endpoints for a 90% prediction interval (round 0.05n 1 and 0.95n 1 to the nearest whole number if necessary). Repeat for the other possible values of X T * .
To illustrate this method, we applied it to our reference sample with two different marginal age-at-death distributions for the target case. In the first, we took f T * (t)
to be the empirical distribution of the ages in the reference sample (so step 1 of the algorithm above corresponded to sampling T * uniformly at random from the ages in the reference sample). Thus, in this example, the marginal age-at-death distributions were virtually identical in the reference sample and the target case. For the auricular surface indicator, the lower and upper endpoint pairs in the first five stages were (16.5, 27.5), (22.5, 46.5), (24.5, 53.5), (27.5, 65.5) and (32.5, 72.5) respectively, while for the pubic symphysis, the corresponding pairs in the first four indicator stages were 
Conclusions
In the last twenty years, a wide variety of different techniques have been proposed for the aging of adult skeletons. We have found that different methods rely on different assumptions, and the question of which is the most appropriate procedure depends on the assumptions that the investigator is prepared to make. In particular, one must decide which property of the distribution of the data in the reference sample is preserved in the target sample.
In situations where the assumption that the conditional distribution of age given indicator is preserved is adequate, we recommend the methodology of Section 4. We have applied our methodology to a large reference sample and produced look-up tables which give anthropologists straightforward estimates, together with prediction intervals, in cases where an auricular surface or pubic symphysis measurement (or both) are available.
However, we have also seen that there may be other situations in which it may be more reasonable to assume that the conditional distribution of indicator given age is 
A Appendix
A.1 Least squares regression and unbiasedness
In this subsection, we discuss the statistical theory underlying the predictions in Section 4. This is important because of the current criticism levelled at the use of regression in skeletal age estimation. For simplicity, we will again treat the case where only a single age indicator is available, though the argument easily extends to the multiple predictor setting. Recall that the data in the reference sample consists of pairs (X 1 , Y 1 ), . . . , (X n , Y n ), where X i denotes the age indicator measurement of the ith individual and Y i denotes the age-at-death of that individual. We assume that the pairs are independent and identically distributed and attempt to model the conditional distribution of age given indicator under the assumption that this distribution is preserved in the target case.
Assume for the moment that it is through the raw ages themselves, rather than their logarithms, that we model this distribution. One simple possibility is that
where i is independent of X i and has a N(0, σ 2 ) distribution. Notice that if we write
T , then we can write the model in vector form as
where X is the n × 2 matrix whose first column consists entirely of ones, and whose second column has entries X 1 , . . . , X n . Similarly, the model
can be written in the same form (A.2), where now θ = (α, β, γ) T , and X has the same first two columns as before, as well as an additional third column with entries
n . In general, we let p denote the number of columns of X. Apart from the fact that we are now discussing raw ages rather than logarithms of ages, all of the models considered in Section 4 are of the form (A.3). The least squares estimatorθ
where (Xθ) i denotes the ith component of the vector Xθ. The famous formula (Brown (1993) , p. 40) for the least squares estimator iŝ
and it is well-known thatθ has a multivariate normal distribution with mean vector θ and covariance matrix σ 2 (X T X) −1 . For the model (4.1), it may be verified that (A.4) yields the same estimates of the parameters as does (4.2), once Y has been replaced by log Y in (A.4). Now suppose that the age indicator and age-at-death of a new individual are given by the pair (X * , Y * ). By assumption, we may write
where X * is equal to the first row of X, but with X 1 replaced with X * , and * has a N(0, σ 2 ) distribution and is independent of X * . Notice that we make no assumption that the marginal distribution f X * (x) of X * is equal to f X (x).
In this situation, we would estimate Y * byŶ = X * θ . Thus, in the model (A.3),
we would have
follows from a standard property of the multivariate normal distribution that
The crucial point is this: the expected value ofŶ is X * θ, which is equal to the expected value of Y * . In this natural sense, then, our predicted age is unbiased. (As is conventional in regression problems, we have treated X 1 , . . . , X n and X * as fixed at their observed values; in mathematical terminology, the expectations are taken conditional on these values.)
The unbiasedness described above is in contrast with the argument of Aykroyd is: given that we observe the age indicator measurement X * for an individual not in the reference sample, do we on average over-or under-predict their age? This is the question addressed in the previous paragraph.
A minor complication arises when we first take a logarithmic transformation of the y-values, as in Section 4. In this case, our model is log Y = Xθ + , and we estimate Y * byŶ = exp(X * θ ). NowŶ has a lognormal distribution, and it may be shown that the expected value ofŶ is exp(X * θ + σ 2 τ 2 /2). On the other hand, the expected value of Y * is exp(X * θ + σ 2 /2). The value of τ 2 depends on X * , but for each of the data sets in Section 4 and each possible value of X * , it is less than 1. If we define the multiplicative bias of our estimate to be the ratio of these expected values, then the multiplicative bias is exp{σ 2 (τ 2 − 1)/2}. To gain an idea of its magnitude, we estimate the multiplicative bias by exp{σ 2 (τ 2 − 1)/2}, wherê
is an unbiased estimate of σ 2 . For each of the data sets in Section 4 and each possible value of X * , our estimate of the multiplicative bias ofŶ was between 1 and 4 per cent.
The bias is therefore relatively small, though we could modify our estimate of Y * as Y = exp{X * θ +σ 2 (1 − τ 2 )/2} to obtain a virtually unbiased estimate. This has the drawback that the variance ofỸ is greater than that ofŶ , so we did not implement this in Section 4. It should be emphasised that this small bias arises purely as a result of the logarithmic transformation, and is not related to the points raised in, for example, Aykroyd et al. (1997) , Konigsberg et al. (1997) , Aykroyd et al. (1999) and Konigsberg and Frankenberg (1994) .
The next problem is to derive a 100(1 − α)% prediction interval for Y * , where 0 < α < 1. Now logŶ − log Y * = X * (θ − θ) − * , which has a normal distribution with mean 0 and variance σ 2 (τ 2 + 1). It follows from an elementary property of the family of t-distributions (cf. Casella and Berger (1990: 225-6) ), that logŶ − log Y * σ √ τ 2 + 1 has a t-distribution with n − p degrees of freedom. If we denote the upper α-point of this symmetric distribution by t n−p (α), then 1 − α = P −t n−p (α/2) ≤ logŶ − log Y * σ √ τ 2 + 1 ≤ t n−p (α/2) = P Ŷ exp −σ √ τ 2 + 1 t n−p (α/2) ≤ Y * ≤Ŷ exp σ √ τ 2 + 1 t n−p (α/2) , so a 100(1 − α)% interval for Y * has endpoints atŶ exp{−σ √ τ 2 + 1 t n−p (α/2)} and Y exp{σ √ τ 2 + 1 t n−p (α/2)}. These were the expressions which were used for the construction of prediction intervals throughout Section 4. 
