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ABSTRACT
A measurement of the Drell-Yan transverse momentum (pµµT ) distribution above the Z-
boson mass region (116GeV < Mµ+µ−) in proton-proton collisions at a center-of-mass energy
of 7 TeV is presented. Results are obtained using Z/γ∗ → µ+µ− decays in a data sample
collected with the ATLAS detector at the LHC, corresponding to an integrated luminosity
of 36 pb−1. The normalized differential cross-section is measured up to pµµT of 180 GeV. We
measure the ratio of the pµµT distribution in the high mass region to that in the Z-boson mass
region and multiply it with the high-statistics pµµT distribution in the Z-mass region. Both
experimental and theoretical uncertainties cancel largely in the cross-section ratio. The results
are compared with predictions of perturbative QCD and event generators and are found to
agree with the prediction of resummed QCD combined with fixed-order perturbative QCD
over the full pµµT range.
1CHAPTER 1. THEORY
The Standard Model is a powerful theoretical framework that describes the phenomena
observed in particle physics experiments. We use natural units in this analysis: c = h¯ = 1,
where c is the speed of light and h¯ is the reduced Planck constant. Energy, momentum, and
mass are expressed in the same unit, electron volt (eV), under the natural units. After a brief
overview of the Standard Model, we discuss in more detail the Drell-Yan process, including
higher-order QCD corrections and the Drell-Yan pµµT distributions.
1.1 Standard Model
The Standard Model describes the fundamental interactions (strong, electromagnetic, and
weak) except gravity [1–3]. Since gravity is much weaker than the other three forces, it does
not affect particle physics. Hence, it will not be considered here. In the Standard Model, all
known matter is made from three kinds of elementary particles — quarks, leptons, and force-
carrying gauge bosons. An overview of the Standard Model particles is shown in Figure 1.1.
There are six different kinds of quarks called ‘flavors’ — up (u), down (d), charm (c), strange
(s), bottom (b), and top (t). There are also six corresponding antiquarks with an opposite
electrical charge. For instance, the up antiquark (u¯, pronounced u-bar) carries a charge of
−23e. Similarly, there are six leptons — electron (e), electron neutrino (νe), muon (µ), muon
neutrino (νµ), tau (τ), and tau neutrino (ντ ), and also six corresponding antileptons. Quarks
and leptons are classified according to their mass, electrical charge, and their quantum numbers,
such as flavors and lepton number, and are divided into three groups, so-called generations.
The first generation consists of u and d quarks and e and νe leptons. Figure 1.1 shows the
first, second, and third generations as columns. Particles in the second and third generations
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Figure 1.1 An overview of the properties of the elementary particles of the Standard Model.
Above each particle its mass is shown [4, 5].
have similar properties to those in the first generation but heavier masses. Each fundamental
force is transmitted through force-carrying bosons — gluon (g) for the strong force, Z-boson
and W±-bosons for the weak force, and photon (γ) for the electromagnetic force.
A particle with half-integer spin is called a fermion and a particle with integer-spin is called
a boson. Quarks and leptons are fermions because they have a spin of 12 , while the force-carrying
bosons are spin-1 particles. Bound states composed of three quarks or three antiquarks are
called baryons. For example, the constituents of all atomic nuclei, protons, and neutrons, are
baryons. A combination of a quark and an antiquark constitutes a meson, such as the pion.
Baryons are fermions, while mesons are bosons. Together, they are called hadrons.
The Standard Model is mathematically expressed using group theory. The Lagrangian for
each fundamental interaction in the Standard Model is invariant under the symmetry group
3SU(3)⊗ SU(2)⊗ U(1). SU(n) is the collection of all unitary n× n matrices (U †U = I, where
U † is the transpose conjugate) with determinant 1. U(1) describes Quantum Electrodynamics
(QED). SU(2)⊗U(1) describes the Electroweak (EW) interaction, a unified description of the
weak and electromagnetic interactions. SU(3) describes Quantum Chromodynamics (QCD) as
discussed in Section 1.1.1.
The electroweak symmetry is broken by the Higgs mechanism. The Higgs mechanism
explains the existence of massive vector bosons (W - and Z-bosons) and predicts at least one
Higgs boson (H) that provides mass to the fundamental particles. However, no Higgs bosons
have been discovered, yet. Two experiments, ATLAS (A Toroidal LHC ApparatuS) [6] and
CMS (Compact Muon Solenoid) [7], at CERN (Conseil Europe´en pour la Recherche Nucle´aire)
are making significant progress in the search for the Higgs boson. Both experiments announced
the observation of an intriguing excess of events in the same Higgs boson mass range around
126 GeV in December 2011 [8]. Although no conclusions can be made at that stage, a definitive
statement about the existence or non-existence of the Standard Model Higgs boson is expected
by the end of 2012.
1.1.1 Quantum Chromodynamics (QCD)
Quantum Chromodynamics is the theory of the strong interaction among quarks and gluons,
collectively called partons. QCD is very important in hadron collisions because the constituents
of protons are partons. After introducing color charge in the strong interactions, we discuss
properties of the strong force inside the proton and the structure of partons inside the proton.
1.1.1.1 Color charge
The concept of color charge is at the heart of QCD. It was introduced to resolve a dilemma
of inconsistency of the Pauli exclusion principle to three identical quarks in the same state in a
baryon, such as Ω− baryon, consisting of three identical s quarks [1, 2]. The exclusion principle
states that identical quarks are not allowed to exist in the same quantum state. Each of the
identical quarks is given one of three possible color charges (red, green, or blue). The dilemma
was solved by defining the three quarks as no longer identical. A quark can carry one of three
4colors and its antiquark carries the corresponding anticolor [9]. The term color is just a name
for the internal degrees of freedom, but the color terminology has one nice feature to describe a
characterization of particles in nature; all naturally occurring particles are color singlets (white
color) [2, 9]. The possible colorless combinations are mesons, q(color)q¯(anticolor), and baryons,
q(red)q(blue)q(green). The colorless rule explains why a particle made of two quarks or four
quarks is not found in nature. The three-color quark model agrees with the experimental data
on the ratio R of the total hadronic cross-section to that for muon pair production in e+e−
collisions, which is proportional to the number of quark colors [1, 2]. A gluon carries one unit
of color and one anticolor. There are eight possible color combinations — 3-color × 3-anticolor
− 1-color-singlet = 8-gluon-color [2, 9]. Since gluons carry color charge, gluons can interact
with themselves.
1.1.1.2 Asymptotic freedom and confinement
The partons inside hadrons have two main characteristics — asymptotic freedom and con-
finement. When partons come closer together (larger energy), the strong force between them
becomes weaker and partons behave as essentially free particles. This phenomenon is called
asymptotic freedom. On the other hand, when partons are forced to separate, the strong force
between them becomes greater. Partons are thus confined inside a hadron.
The strong coupling constant, αS , characterizes the strength of the strong force and depends
on the energy scale, Q2. The strong coupling constant is, actually, not constant and is called
the running strong coupling constant and can be written as [1, 2]:
αS(Q2) =
12pi
(33− 2nf )ln Q2Λ2QCD
for Q2  Λ2QCD , (1.1)
where ΛQCD is an experimentally-determined parameter (ΛQCD ∼ 200 MeV) and nf is the
number of flavors, which is 6 in the Standard Model. The property of asymptotic freedom,
αS(Q2) → 0 as Q2 → ∞, allows perturbative expansions in powers of αS at high energy
[1, 10]. The property of confinement, αS(Q2) → ∞ as Q2 → Λ2QCD, explains why isolated
quarks and gluons are not observed [1].
5Figure 1.2 A symbolic representation of the DGLAP evolution equation for quark [3].
When energetic partons reach a separation distance of the diameter of a hadron (∼ 10−15 m),
the strong interaction is so large that dozens of new quark-antiquark pairs are produced [2].
These quarks and antiquarks form mesons and baryons measured together as “jets” inside a
particle detector. For instance, for a Z-boson decaying to a quark-antiquark pair, we expect
two jets to be recorded in a detector.
1.1.1.3 Parton distribution functions
The proton consists of partons; three valence quarks (uud), an infinite sea of light quark-
antiquark pairs (sea quarks), and gluons [1]. The number densities of the partons in the proton
depend on the probing energy scale, Q2, and parton momentum fraction, x, with respect to
the momentum of the proton, expressed by a parton distribution function (PDF), fi(x,Q2),
for each parton i. PDFs are extracted from fits to the deep inelastic lepton-hadron scattering
experimental data using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution
equations [11]. Figure 1.2 represents the DGLAP equation for a quark and expresses that
the momentum fraction of a quark, x in q(x,Q2), could have come from a parent quark or
gluon with a larger momentum fraction, y in q(y,Q2) or g(y,Q2) [3]. The splitting function,
Pqq(x/y), represents the probability of a quark emitting a gluon and so becoming a quark with
momentum reduced by a fraction, x/y [3]. Similarly, Pgq(x/y) provides the probability of a
gluon decaying to qq¯ pair. In the DGLAP equation, the PDF, in terms of the probing energy
scale, q(x,Q2), is obtained by the sum over all possible momentum fractions y (> x) of the
parent multiplied by the split functions and the strong coupling constant.
CTEQ [12] and MSTW [13] are typical PDF sets, and PDFs with higher-order QCD cor-
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Figure 1.3 The MSTW 2008 NLO PDFs for quarks and gluons inside a proton at
Q2 = 10 GeV2 (left) and Q2 = 104 GeV2 (right) [13].
rections are also available. Figure 1.3 shows the MSTW 2008 NLO (next-to-leading order)
PDF [13] of a proton at two different momentum scales, Q2. The right figure is similar to the
PDF for the Drell-Yan production because Q2 ∼M2Z , where MZ is the Z-boson mass. We can
see that valence quarks dominate at low Q2 (left figure), the contributions of the sea quarks
are large at high Q2 (right figure), and many gluons exist at small x.
1.2 Drell-Yan Production
The production of a massive lepton pair via an intermediate Z-boson or virtual photon,
γ∗, by the annihilation of a quark-antiquark pair, qq¯ → Z/γ∗ → l+l−, is called the Drell-Yan
process. It was predicted in 1970 by Drell and Yan [14]. Here, γ∗ is an off-mass-shell photon.
It behaves as if it has mass and decays immediately after production. In this analysis, the
quark and antiquark pair are components of the proton-proton collision. We will study events
in which the lepton pair in the final state consists of two muons (Z/γ∗ → µ+µ−).
The measurement of the transverse momentum of the Drell-Yan muon pair, pµµT , is a unique
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Figure 1.4 Drell-Yan muon pair in the transverse plane of a detector before and after collision
for leading order (LO) and next-to-leading order (NLO) Drell-Yan production.
way to study QCD. The Drell-Yan pµµT is a measure of the momentum of Z/γ
∗ boson in the
transverse plane perpendicular to the proton beam axis and is computed from the momenta of
the two muons as
pµµT = |~pµ1T + ~pµ2T | . (1.2)
Figure 1.4 shows a sketch of the Drell-Yan process in the transverse plane of a detector be-
fore and after the proton-proton collision. If only a quark and an antiquark contribute to
the production of the Z/γ∗, as shown in the upper figure, pµµT would be zero because of mo-
mentum conservation in the transverse plane. In actual proton-proton collisions, an energetic
quark often radiates a gluon and a non-zero pµµT balanced by the radiated gluon is observed
(lower illustration in Figure 1.4). Therefore, we can test QCD ideally by measuring of the
pµµT distribution. Regions of the Drell-Yan p
µµ
T spectrum can be described with different theo-
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Figure 1.5 The Drell-Yan production in a proton-proton collision [1]. The p1, p2, pµ+ , and
pµ− are the four-momenta of the q, q¯, µ+, and µ−, respectively.
retical calculations. Contributions from non-perturbative QCD are non-negligible at very low
pµµT ; whereas, perturbative QCD dominates at high p
µµ
T . With information from the full p
µµ
T
spectrum both perturbative QCD and non-perturbative QCD can be studied.
After reviewing the lowest-order Drell-Yan cross-section, we extend it to include pertur-
bative higher-order QCD corrections. The Drell-Yan transverse momentum pµµT distributions,
including non-perturbative QCD contributions, are discussed later.
1.2.1 Cross-section
Drell-Yan production cross-section in proton-proton collisions is calculated by weighting
the partonic cross-section σˆ for qq¯ → Z/γ∗ → µ+µ− with the PDFs fq(x1) and fq¯(x2), and
summing over all quark-antiquark combinations [1]:
σpp =
∑
q
∫
dx1dx2fq(x1)fq¯(x2)σˆqq¯→Z/γ∗→µ+µ− , (1.3)
9Table 1.1 Couplings of fermions to the Z-boson. Here, θW is the electroweak mixing angle
(sin2θW ' 0.231) [1, 5].
Fermions Qf Vf Af
u c t +23 +
1
2 − 43sin2θW ' +0.192 +12
d s b −13 −12 + 23sin2θW ' −0.346 −12
νe νµ ντ 0 12 +
1
2
e µ τ -1 −12 + 2sin2θW ' −0.038 −12
where x1 and x2 are the parton momentum fractions with respect to the proton as shown in
Figure 1.5.
The lowest-order (leading order; LO) partonic differential cross-section σˆ for the Drell-Yan
production is calculated using the matrix element of the virtual photon,Mγ∗ , and that of the
Z-boson,MZ , using the Feynman rules [1, 3, 15, 16]:
dσˆqq¯→Z/γ∗→µ+µ−
dcosθ
=
1
32pisˆ
(
1
Nc
)2 (1
2
)2 ∑
color
∑
spin
|Mγ∗ +MZ |2
=
piα2
2sˆNc
[
C0
(
1 + cos2θ
)
+ C1cosθ
]
, (1.4)
where
C0 = Q2q − 2QqVµVqχ1(sˆ) +
(
A2µ + V
2
µ
) (
A2q + V
2
q
)
χ2(sˆ) ,
C1 = −4QqAµAqχ1(sˆ) + 8AµVµAqVqχ2(sˆ) ,
χ1(sˆ) = κ
sˆ(sˆ−M2Z)
(sˆ−M2Z)2 + Γ2ZM2Z
, (1.5)
χ2(sˆ) = κ2
sˆ2
(sˆ−M2Z)2 + Γ2ZM2Z
,
κ =
√
2GFM2Z
4piα
.
Here, θ is the center-of-mass scattering angle of the muon, sˆ = (p1+p2)2 =M2µµ is the partonic
center-of-mass energy, which is equal to square of the dimuon invariant mass (see Figure 1.5),
Nc is the number of quark colors (Nc = 3), Qq is the electrical charge of quark q, GF is the
Fermi constant (GF = 1.16637 × 10−5 GeV−2), α is the electromagnetic coupling constant
(α−1 = 137.035), MZ is the invariant mass of the Z-boson (MZ = 91.1876 GeV), and ΓZ is the
total decay width of the Z-boson (ΓZ = 2.4952 GeV). The above given numerical values are
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Figure 1.6 The difference of the width between muon rapidity y(µ−) and antimuon rapidity
y(µ+) distributions as a function of the Drell-Yan mass Mµµ at
√
s = 10 TeV in
proton-proton collisions, produced by the PYTHIA generator [17]. The asymmetry
is explained by the interference of the γ∗-Z contributions.
obtained experimentally and are taken from the Particle Data Group 2010 [5]. The χ1 term
comes from γ∗-Z interference and the χ2 term comes from Z-boson exchange. The vector Vµ,q
and axial Aµ,q electroweak couplings for muon, µ, and quark, q, are listed in Table 1.1. The
Drell-Yan cross-section is obtained by integrating over θ in Eq. (1.4):
σˆqq¯→Z/γ∗→µ+µ− =
4piα2
3sˆNc
C0 . (1.6)
At Drell-Yan invariant masses far below the Z-boson mass peak (
√
sˆ = Mµµ  MZ), the
virtual photon γ∗ exchange (the electromagnetic interaction, QED) dominates. In the low
mass region, the χ1 and χ2 in Eq. (1.4) are small and can be neglected [1, 3]. The contribution
from the Z-boson exchange (the weak interaction) is significant at the Z-boson mass pole
(
√
sˆ =Mµµ ∼MZ) and the χ2 term in Eq. (1.4) dominates [1, 3].
The interference of the γ∗-Z contributions can be seen by comparing the muon and antimuon
rapidity distributions and the rapidity is defined by
y =
1
2
ln
(
E + pZ
E − pZ
)
, (1.7)
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where E is the energy, and pz is the longitudinal momentum. The width of the rapidity
distribution is defined by the Root Mean Square (RMS) of the distribution. The difference
between the width of the muon rapidity y(µ−) distribution and that of antimuon rapidity
y(µ+) distribution is measured as shown in Figure 1.6. The rapidity distributions as a function
of the Drell-Yan mass Mµµ are generated by the PYTHIA generator [17] at a center-of-mass
energy of 10 TeV in proton-proton collisions. The designed center-of-mass energy at the LHC
(Large Hadron Collider) is 14 TeV. Before the LHC starts in 2007, the initial center-of-mass
energy at the LHC was expected to be 10 TeV, and it was supposed to be raised until 14 TeV
later. The LHC is described in Section 2.1. The rapidity is related to the polar angle, θ, because
pZ = pcosθ. Eq. (1.4) implies that asymmetry in the polar angle arises from C1 term, linear in
cosθ [18]. In the electromagnetic interaction dominated region (Mµµ < 60 GeV), the differential
cross-section result (C1 = 0 in Eq. (1.4)) provides a distribution symmetric in the polar angle
θ. The weak interaction causes an asymmetric angular distribution because C1 is not zero in
Eq. (1.4). At the Z-boson mass pole, the asymmetry is of the order of VµVq/AµAq << 1. Thus,
the asymmetry occurs where the γ∗-Z interference dominates, above and directly below the
Z-boson mass pole as shown in Figure 1.6.
1.2.2 Perturbative QCD corrections
The Drell-Yan cross-section in high-energy hadron collisions needs perturbative QCD cor-
rections to account for the emission of partons (quarks or gluons) in the Drell-Yan process. At
the LO, only quark-antiquark annihilation channels occur, while at the NLO the (anti)quark-
gluon scattering channels (Figure 1.7(d)) are also considered [19]. The LO and typical NLO
diagrams are shown in Figure 1.7. In general, Eq. (1.3) is expressed as a perturbative expansion
in powers of the strong coupling, αS , at the Drell-Yan mass (Mµµ) scale [1, 19, 20]:
σpp =
∑
q
∫
dx1dx2fq(x1,M2µµ)fq¯(x2,M
2
µµ)
×
σˆLO + αS(M2µµ)2pi σˆNLO +
(
αS(M2µµ)
2pi
)2
σˆNNLO +O(α3S)

qq¯→Z/γ∗→µ+µ−
. (1.8)
The evaluation of higher-order QCD corrections is very complicated due to the presence
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(a) LO Drell-Yan process, qq¯ → Z/γ∗. (b) NLO virtual gluon correction, qq¯ → Z/γ∗ with
one loop.
(c) NLO real gluon correction, the so-called initial-
state gluon radiation, qq¯ → Z/γ∗ + g
(d) NLO process with (anti)quark-gluon scattering
(Compton-like scattering), qg → Z/γ∗ + q.
Figure 1.7 The diagrams for the Drell-Yan process [1, 20].
of divergences. The NLO cross-section calculation of the Drell-Yan process is divergent when
the emitted gluon is very close to the parent quark (collinear divergences) or when the emitted
gluon is soft, meaning that the gluon has low energy (infrared divergences). These divergences
occur mathematically and are nonphysical effects. The collinear divergences are generally ab-
sorbed into universal parton distribution functions whose scale dependence is determined by the
DGLAP evolution equation [1]. The infrared divergences cancel using a dimensional regular-
ization procedure [1]. In the dimensional regularization, the number of space-time dimensions
changes from 4 to 4 − 2 with a regulator  < 0. The regulator is checked to determine if it
can be removed at the end of the calculation to obtain a finite result in the limit → 0. When
all diagrams, including real and virtual gluon corrections, are added together to get the total
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Figure 1.8 The rapidity distributions of a Z-boson at LO, NLO, and NNLO with the
MSTW2008 PDF set (left panel) and with the MRST2004 PDF set (right
panel) [21].
NLO cross-section, the infrared divergences are removed.
The total cross-section for the Drell-Yan process has been calculated to next-to-next-to-
leading order (NNLO) [16]. The “fully differential” cross-section with NNLO QCD corrections
has also been completed more recently and can be obtained using the DYNNLO [21] and
FEWZ [19, 22] generators. The generators allow for the application of arbitrary kinematic cuts
on the final-state leptons and compute the corresponding differential distributions. At NNLO,
additional contributions of the gluon-gluon fusion and (anti)quark-(anti)quark scattering chan-
nels are included and three types of corrections are considered: 1) double real contributions,
2) real-virtual corrections, 3) two-loop virtual corrections [19, 21]. The NNLO calculation is
obviously more complicated. The subtraction formalism is often used to handle and cancel
singularities appearing in the fully exclusive NNLO calculation implemented in the DYNNLO
generator [21] and we briefly describe it below. The DYNNLO generator computes the NNLO
calculations as follows. The Drell-Yan transverse momentum pµµT is zero at LO as discussed in
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Section 1.2. If pµµT 6= 0, the NNLO contributions to the Drell-Yan (Z/γ∗) production would be
given by the NLO contributions to Z/γ∗ + jet(s) already calculated. The remaining singulari-
ties of the NNLO contributions in the limit pµµT → 0 are canceled by introducing an additional
subtraction term. Figure 1.8 shows the rapidity distribution of the e+e− pair at LO, NLO,
and NNLO computed by the DYNNLO generator [21]. The corresponding cross-sections at a
center-of-mass energy of
√
s = 14 TeV, the designed energy at the LHC, with the MSTW2008
PDFs [13] are σLO = 1.761 ± 0.001 nb, σNLO = 2.030 ± 0.001 nb, and σNNLO = 2.089 ± 0.003
nb [21]. The NNLO cross-section is increased by approximately 3 % as compared to the NLO
cross-section.
The K-factor is also used to obtain a higher-order cross-section by multiplying it by the
LO cross-section. The K-factor is defined by K = σhigher−orderσLO , where σhigher−order is computed
with some typical higher-order diagrams; it does not includes all higher-order contributions.
While the K-factor is easy to use, it provides only a rough estimation of the higher-order cross-
sections, compared with the fully differential generators, DYNNLO [21] and FEWZ [19, 22].
1.2.3 Transverse momentum (pµµT ) distributions
The full Drell-Yan pµµT distribution includes different theoretical regions [1]. In a region with
large pµµT (∼ Mµµ), the pµµT distribution follows perturbative QCD corrections, as discussed in
the previous section, that can be computed only to a certain fixed-order [23]. In a region
with small pµµT (<< Mµµ), resummed higher-order contributions dominate, due to emission of
multiple soft gluons [1, 23–25].
The DYNNLO [21] and FEWZ [19, 22] generators provide the production rate of the Drell-
Yan events with NNLO accuracy, but they cannot precisely predict the shape of the Drell-Yan
pµµT distribution in the small p
µµ
T region, where the fixed-order perturbation theory does not
work. Since the Drell-Yan pµµT distribution (the differential cross-section as a function of p
µµ
T )
diverges as pµµT → 0, a resummation of large contributions through all orders of perturbative
QCD is needed in this region. Resummation reorganizes an infinite series of soft gluon emissions.
After resummation, the differential pµµT cross-section vanishes at p
µµ
T = 0, which is too strong
of a suppression. For a more complete analysis of the small pµµT region, a proper treatment
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of momentum conservation for pµµT in the multiple gluon emission mode is required and the
two-dimensional impact parameter vector ~b is introduced.
The small pµµT distribution cannot test the resummed QCD perturbation series due to
the large non-perturbative QCD contributions [1]. The non-perturbative QCD contribution
arises from the intrinsic transverse momenta (kT ) of the quarks and gluons inside the colliding
protons that cannot be neglected at very small pµµT . Since the intrinsic kT is parameterized by
a Gaussian distribution, the differential pµµT cross-section also obeys the Gaussian distribution
in very small pµµT regions.
1.2.3.1 Non-perturbative correction with the CSS formalism
The non-perturbative (NP) correction was developed by Collins Soper and Sterman origi-
nally — the CSS formalism [23–26]. In the CSS resummation formalism, the cross-section for
the Drell-Yan production in the collision of two hadrons (A and B), AB → Z/γ∗ X, where X
represents any particle, is calculated as [23, 26]:
dσAB
dM2dp2Tdy
≈
∫
d2b
(2pi)2
ei ~pT ·~bW˜AB(b, · · ·)︸ ︷︷ ︸
Resummed W˜ -term
+ Y︸︷︷︸
Y -term
(1.9)
Y =
(
dσAB
dM2dp2Tdy
)
fixed−order
−
(
dσAB
dM2dp2Tdy
)
asymptotic
, (1.10)
where Mµµ is the invariant mass, y is the rapidity, b is the two-dimensional impact parameter,
W˜AB(b) is the resummed cross-section in the small p
µµ
T region, and the Y term is obtained by
subtracting the singular terms from the exact fixed-order result. The non-perturbative (NP)
contributions to W˜AB(b) in Eq. (1.9) are introduced as an additional factor W˜NPAB (b) [26]:
W˜AB(b) = W˜
pert
AB (b∗)W˜
NP
AB (b) , (1.11)
where W˜ pertAB (b∗) is the perturbative component of W˜AB(b), b∗ is a function of b, and b∗ does not
exceed ∼ 1 GeV because W pertAB (b) is no longer reliable when b is greater than ∼ 1 GeV. One
of the functional forms for W˜NPAB (b) is written by the 3-parameter pure Gaussian form — the
Brock-Landry-Nadolsky-Yuan (BLNY) form [26]. The CSS resummation formalism with the
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Figure 1.9 Drell-Yan pµµT distribution with the CSS resummation formalism [23, 24].
Gaussian BLNY form simultaneously describes the complete set of low energy Drell-Yan data
[27–29] and the Z-boson data at the Tevatron collider [30, 31] very well. The non-perturbative
parameters in the Gaussian BLNY form were calculated using the above set of data. The
parameters are used in the RESBOS (RESummation for BOSons) generator [32], which applies
the CSS resummation formalism for the prediction of the fully differential pµµT cross-section
calculation. We use RESBOS for comparison with our analysis results in Chapter 6.
Figure 1.9 shows the full Drell-Yan pµµT spectrum with the CSS resummation formalism [24].
The total differential cross-section is defined in the figure, which is basically the same as
Eq. (1.9). The resummed cross-section includes both the perturbatively calculable part and
the non-perturbative correction part. The asymptotic cross-section is the most singular part
of the fixed-order cross-section in the limit pµµT → 0, and removes overlap between the re-
summed cross-section and the fixed-order cross-section. At small pµµT (∼ 0), the fixed-order
cross-section and the asymptotic cross-section cancel, and the Y term, defined in Eq. (1.10),
goes to zero [23, 24]. The total differential cross-section is determined by the resummed cross-
section in the small pµµT region. The p
µµ
T distribution has a peak at small p
µµ
T (> 0). This
peak comes from non-collinear parton collisions because the colliding partons have transverse
motion, kT , inside the protons. The total transverse momentum before the non-collinear parton
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collisions is addition of kT of the colliding two partons, which is not zero even at LO. Thus, p
µµ
T
has a non-zero value at LO in the non-collinear parton collisions. The Gaussian BLNY form
in the resummed CSS cross-section describes the peak position well. At large pµµT (∼ Mµµ),
the resummed cross-section is subtracted from the asymptotic cross-section. The differential
cross-section is determined only by the fixed-order cross-section in the high pµµT region.
1.2.3.2 Parton Shower Model
An alternative approach to simulate the Drell-Yan pµµT distribution is the Parton Shower
Model implemented in Monte Carlo computer simulations, such as PYTHIA [17]. The Parton
Shower Approach seeks an approximate result instead of aiming for an exact prediction to
some fixed order in perturbation theory [1]. The process of 2 → n (two particles interacting
and producing many particles) is approximated by a hard scattering (2 → 2) in an on-shell
with many initial- and final-state parton radiations [33]. The leading contribution of soft gluon
emissions or collinear parton emissions in the Parton Shower Model can be identified and
summed to all orders to avoid the infrared and collinear divergences [1].
Monte Carlo simulations are widely used in high energy physics experiments to model
hadron collisions and they can predict the a full range of the Drell-Yan pµµT distribution. Monte
Carlo programs have many parameters for parton interactions, including the initial- and final-
state gluon radiations [17], and these parameters are tuned to match experimental data. Parton
Shower Model with NLO accuracy, such as the MC@NLO Monte Carlo program [34], are
available. The Monte Carlo simulations are used to predict the properties of the Drell-Yan
signal and their corresponding backgrounds in this thesis.
1.2.3.3 pµµT in the high-mass region
High mass Drell-Yan events are produced by high energy quark-antiquark pairs and the
energetic quarks radiate more gluons (higher order contributions) balanced by the Drell-Yan
pµµT in the transverse plane as illustrated in Figure 1.4. Thus, if the Drell-Yan events have
larger Mµµ, they would have higher p
µµ
T as shown in Figure 1.10, which is generated by the
PYTHIA generator [17], using different Drell-Yan invariant mass ranges at
√
s = 10 TeV. For
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Figure 1.10 The Drell-Yan transverse momentum distributions with different Drell-Yan invari-
ant mass (Mµµ) ranges at
√
s = 10 TeV. The black color shows the pµµT spectrum
without the Drell-Yan mass requirements.
each mass region, 10,000 events are generated independently.
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CHAPTER 2. EXPERIMENTAL APPARATUS
The ATLAS experiment is located at the European Organization for Nuclear Research
CERN near Geneva, Switzerland. Its purpose is the study of proton on proton and heavy
nucleus on heavy nucleus collisions at the highest achievable energies. These particles are
accelerated in a huge circular accelerator, the Large Hadron Collider (LHC), and brought
to collisions in four main detectors, including the ATLAS detector. The ATLAS detector was
built and is operated and maintained by the international ATLAS collaboration, which consists
of about 3,000 people, including scientists and graduate students, world-wide. In total, 38
countries contribute to the ATLAS experiment.
2.1 Large Hadron Collider (LHC)
Completed in 2008, the LHC was designed to collide proton beams with a center-of-mass en-
ergy (
√
s) of 14 TeV and to collide heavy (lead) ions with an energy of 2.8 TeV per nucleon [35].
It was built at CERN by reusing the Large Electron-Positron Collider (LEP) tunnel, which has
a 26.7 km circumference and is located underground between 45 m and 170 m as illustrated
in Figure 2.1. The LHC has two beam rings with separate magnet structures to allow for two
proton beams to circulate in opposite directions. While the LEP tunnel and its injection chain
were reused for cost saving, the beam pipes and magnets in the LEP tunnel were completely re-
placed in 2007 for the LHC, and the upstream accelerators in the injection chain were upgraded
in 2000 to meet the LHC requirements [35].
While physicists would prefer proton-antiproton collisions over proton-proton collisions, it
is easier with the latter to reach high luminosities because antiproton production at a high rate
is difficult [36]. Compared to electron-positron colliders, high-energy protons can be readily
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Figure 2.1 Overall view of the LHC [37].
produced in a circular accelerator, since protons lose very little energy when traveling on
a curved trajectory. Charged particles lose a fraction of their energy through synchrotron
radiation. This energy loss is inversely proportional to the fourth power of the mass of the
circulating particle. Protons are less affected by synchrotron radiation because their mass is
around 2000 times larger than that of the electron.
The protons used in the LHC come from hydrogen atoms with their electrons stripped. The
protons are accelerated to the nominal LHC energy of 7 TeV in several steps. Initially, they are
injected into a linear accelerator (LINAC2) until they reach an energy of 50 MeV. The protons
are accelerated with electric radio frequency (RF) fields created by electromagnetic waves. As
a result, instead of forming a continuous beam, the protons form bunches. After leaving the
LINAC2, the protons are injected into the Proton Synchrotron (PS) Booster and subsequently
into the PS, where they are accelerated to energies of 1.4 GeV and 25 GeV, respectively. The
final stage before the LHC is the Super Proton Synchrotron (SPS), which brings the protons
to the LHC injection energy of 450 GeV [38] as shown in Figure 2.1. The circumferences of the
PS Booster, PS, and SPS are 157 m, 630 m, and 6.9 km, respectively. The 450-GeV protons
are finally injected into the two beam pipes of the LHC. It then takes about 20 minutes to
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ramp the proton energy from 450 GeV to 7 TeV at the LHC.
To make the two proton beams counter-rotate in the LHC, opposite magnetic dipole fields
are required. The large dipole magnetic field (8.33 T for the 7 TeV proton beams) is created by
superconducting magnets at an operating temperature of 1.9 K using superfluid helium [35].
Each proton beam has 2,808 bunches of protons each containing 1.15×1011 proton. The stored
beam energy is approximately 362 MJ. The nominal separation between bunches is 25 ns,
corresponding to a bunch-crossing frequency of 40 MHz.
The two proton beams are brought to collision at four points in the LHC, where the ex-
perimental detectors are located. Around the interaction regions, the two beams share a long
common straight beam pipe [35]. The two beams are crossed vertically at the interaction region,
that is the center of the ATLAS detector. The proton beams are squeezed to a cross-sectional
radius of 16 µm by quadrupole magnets at the interaction regions [36].
There are four main experiments at the LHC as shown in Figure 2.1. The ATLAS [6] and
CMS [7] experiments are so-called general-purpose detectors designed to study a wide range
of particles and phenomena produced in high-energy collisions. They are located diametrically
opposite each other in straight sections of the LHC. The ATLAS detector is described in detail
in the next section. The LHCb experiment [39] focuses on the physics of b hadrons, including
precise measurements of differences between particles and antiparticles (CP violation), and rare
decays. The ALICE experiment [40] is a dedicated heavy ion experiment to study the physics
of strongly interacting matter at extreme energy densities.
The number of events per second generated in the LHC is given by Nevent = σeventLint,
where σevent is the total cross-section for proton-proton collisions and the integrated luminosity
is defined by Lint =
∫ Ldt and L is the machine luminosity [35]. The inclusive pp → X cross-
section is order of 10−25 cm2 = 0.1 b (1 b ≡ 10−24 cm2). The machine luminosity depends on
the frequency of the bunch crossings, the number of particles per bunch, and the cross-sectional
area. The design peak luminosity at the LHC is L = 1034 cm−2s−1. At the peak luminosity,
there are on average approximately 23 proton-proton interactions per bunch crossing — called
pile-up. There is also interference from previous and future bunch crossings, generally known
as “out of time pile-up.” The number of protons in each beam decreases with time, due to
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beam collisions and beam self-interactions resulting in a beam luminosity lifetime of about 15
hours [35].
The LHC started proton-proton collisions in September 2008, but nine days later a magnet
quench in a number of LHC dipoles and subsequent evaporation of several tonnes of liquid
helium caused major damage to the accelerator [41]. After repairing the LHC, operations
resumed in November 2009. The LHC achieved the highest center-of-mass energy in the world
(
√
s = 7 TeV) in March 2010. Since then the LHC has been operating at the center-of-mass
energy of 7 TeV instead of 14 TeV, because not all LHC dipole magnets can safely be ramped
to 8.33 T [42]. The dipole magnets will be fixed during a shut down in 2013-2014. Afterwards,
the LHC is expected to operate at the full
√
s = 14 TeV energy starting in 2015 [43].
2.2 ATLAS Detector
The ATLAS detector requires high granularity for particle identification using fast, radiation-
hard electronics and sensor elements because of the LHC conditions as described in Sec-
tion 2.1 [6]. In an aim to cover the full solid angle, the ATLAS detector has a cylindrical
shape as shown in Figure 2.2. The ATLAS detector is the largest of the four LHC detectors
with a diameter of 25 m and a length of 44 m. Its overall weight is 7000 tons. The coordinate
system in the ATLAS detector is defined as (xˆ, yˆ, zˆ) = (pointing to the center of the LHC
ring, pointing upward, the counter-clockwise beam direction) and its origin is the nominal in-
teraction point. The azimuthal angle, φ, is measured as usual in the x-y plane, and the polar
angle, θ, is the angle from the z-axis. The rapidity defined in Eq. (1.7) is often replaced by the
pseudorapidity η, which is convenient to measure in the detector and is related to the polar
angle of the particle. The pseudorapidity is obtained by the rapidity as mass goes to zero,
η = −ln
(
tan
θ
2
)
. (2.1)
For example, η = 0 for θ = 90◦, η = 0.88 for θ = 45◦, and η = ∞ for θ = 0◦. The detector is
symmetric about η = 0. The positive z side of the detector is called side-A and the negative
z side is called side-C. The detector components are described as barrel (central region of
pseudorapidity) or end-caps (forward/backward regions), due to the cylindrical geometry.
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Figure 2.3 The event cross-section in a computer-generated image of the ATLAS detector.
Figure 2.3 shows how to identify particles in the ATLAS detector. Charged particles bend
in the inner detector (ID) immersed in a 2 T solenoidal magnet and they leave tracks. The
transverse momentum (pT ) of a charged particle is calculated by measuring the radius (R) of
its bent track in the magnetic field (B) and by applying this to an equation derived by the
Lorentz force formula, pT [GeV] = 0.3B[T]R[m]. Neutral charged particles, such as photons
and neutrons, do not leave tracks in the inner detector. To measure the energy of these
particles, two kinds of calorimeters are located outside of the inner detector. Electrons and
photons are measured and absorbed in an electromagnetic (EM) calorimeter by interacting with
atoms in the materials of the calorimeter and producing many secondary particles — called a
shower. Hadrons, such as protons and neutrons will deposit and leave showers in the hadronic
calorimeter. Muons pass through the calorimeters and are measured in the muon spectrometer
(MS), located outside of the hadron calorimeter. Muons are bent by toroid magnets in the
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(a) The schematic view. (b) The Barrel Toroid.
Figure 2.4 The ATLAS magnet system [6].
muon spectrometer and the track curvature is measured. Neutrinos do not leave any tracks in
the detector. Since the vector sum of all particle momenta in the transverse plane should be
zero, the missing component is considered as the magnitude of the vector sum of the pT of all
neutrinos in the events often called the missing transverse momentum (pmissT ) or missing energy
(EmissT ).
The following sections describe the main components of the ATLAS detector: the magnet
system, the inner detector tracker, the two calorimeters, the muon system, and the trigger
system.
2.2.1 Magnet system
The ATLAS detector has four large superconducting magnets — one central solenoid and
three air-core toroids (one barrel and two end-caps) as shown Figure 2.4. The thin central
solenoid has a length of 5.3 m with a diameter of 2.4 m and surrounds the inner detector. It
is aligned on the beam axis and provides a 2 T axial magnetic field in the beam direction for
the inner detector. Each of the three toroids consists of an eight-fold azimuthal coil assembled
radially and symmetrically around the beam axis. The toroidal magnetic field is not uniform
in the muon spectrometer. The large barrel toroid provides a magnetic field integral (bending
power) of 1.5 - 5.5 Tm in the range |η| < 1.4 and the two smaller end-cap toroids produce 1 - 7.5
Tm in 1.6 < |η| < 2.7 [6]. The bending power is lower in the transition region 1.4 < |η| < 1.6.
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Figure 2.5 Overview of the ATLAS inner detector [6].
2.2.2 Inner detector
The ATLAS inner detector (ID) requires excellent charged-particle momentum resolution,
reconstruction efficiency, and both primary vertex (collision point) and secondary vertex (decay
point of a long lived particle such as b-quark or τ -lepton) measurements [6]. To achieve high
precision measurements in high density and high rate collisions at the LHC, the ID consists
of three sub-detectors — pixel, semiconductor tracker (SCT), and transition radiation tracker
(TRT) as illustrated in Figure 2.5. They all have barrel and end-cap components located within
the solenoidal magnetic field of 2 T. The combination of precision trackers at small radii in the
pixel and SCT with a larger radius in the TRT provides a very robust pattern recognition and
high precision in both the R-φ and z coordinates up to |η| = 2.5.
The pixel and SCT are fine-granularity detectors using semiconductor sensors made of
silicon. The semiconductor sensors are based on the reverse-biased diode principle creating a
zone depleted of charge carriers [36, 44]. When a charged particle passes through the depletion
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Table 2.1 Main parameters of the inner detector [6].
Sub-
Location
Radius Length Readout Resolution
Coverage
detector [mm] [mm] channels R-φ z
Pixel
Barrel 50.5 < R < 122.5 0 < |z| < 400.5
80.4×106 10 µm 115 µm |η| < 2.5
End-cap 88.8 < R < 149.6 495 < |z| < 650
SCT
Barrel 299 < R < 514 0 < |z| < 749
6.3×106 17 µm 580 µm |η| < 2.5
End-cap 275 < R < 560 839 < |z| < 2735
TRT
Barrel 563 < R < 1066 0 < |z| < 712
351×103 130 µm - |η| < 2.0
End-cap 644 < R < 1004 848 < |z| < 2710
zone it generates free electron-hole pairs along its trajectory. The free charge carriers are pulled
towards the electrodes by the electric force and create an electric current. The electrical signal
is read out with individual tiny sensor elements, providing information about the particle’s
trajectory. The silicon pixel detectors achieve the highest granularity. All pixel modules are
identical and have a 16.4 × 60.8 mm2 wafer of silicon with 47,232 pixels, 50 × 400 µm2 (R-
φ × z) each [6]. A total of 1,744 pixel modules are used in the barrel and end-caps. In the
barrel region, the three cylindrical pixel layers are arranged concentrically around the beam
axis. The innermost pixel layer is called B-layer and has a radius of 5 cm. The three pixel
disks are located perpendicular to the beam axis on each side of the barrel region in what is
known as end-cap regions. For the SCT, each silicon-micro-strip sensor has a size of 6.36 ×
6.40 cm2 with 768 readout strips of 80 µm pitch [6]. In the barrel, four cylindrical double layers
(one axial and one with a stereo angle of 40 mrad) of the SCT strip sensors surround the pixel
sub-detector. The SCT module consists of four SCT strip sensors, and a total of 2,112 SCT
modules are placed in the barrel region. In the end-cap region, four of the disks with double
layers (one radial and one with a stereo angle of 40 mrad) of the SCT strip sensors of pitch ∼
80 µm are arranged. Each track typically crosses three pixel layers and eight SCT strip layers.
The intrinsic accuracy and main parameters for each sub-detector are summarized in Table 2.1.
The TRT is a straw tube tracking detector with the capability to generate and detect
transition radiation in the outer part of the ID [6]. Transition radiation is electromagnetic ra-
diation (photons) emitted by high-energy electrons by passing through materials with different
dielectric constants [45]. The radiated photon is used to distinguish electrons from pions be-
cause electrons radiate far more photons than pions in the TRT. The radiated photons produce
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Table 2.2 Main parameters of the calorimeters [6]. LAr stands for liquid argon.
Sub-
Location Material
Readout
Coverage
detector channels
EM Barrel/ Lead-LAr
173×103 |η| < 3.2
calorimeter End-cap (Lead absorber)
Barrel
Scintillator tile
9800 |η| < 1.7
Hadron (Steel absorber)
calorimeter End-cap Copper-LAr 5600 1.5 < |η| < 3.2
Forward Copper/tungsten-LAr 3500 3.1 < |η| < 4.9
electrons and positrons. The TRT is composed of several layers of gas-filled (xenon-base gas
mixture) 4 mm diameter straw tube elements interleaved with transition radiation material
and an anode wire arranged concentrically in the center of each straw tube. Charged parti-
cles passing through the straw ionize the gas, and create electron and ion pairs. The created
electrons are accelerated in the electric filed inside the tube and ionize gas themselves. This
process is repeated and an electron avalanche is produced. The electron avalanche from the
ionization and the electrons from the transition radiation both are collected by the anode wire.
The barrel contains approximately 52,544 axial straws of 144 cm long, and the end-caps contain
a total of 319,488 radial straws of 37 cm long [6]. Each track typically crosses 36 straw tubes
and the large number of hits provide R-φ information.
The high-radiation environment, due to the proximity to proton-proton collision point, will
damage the ID sensors, including on-detector electronics [6]. The pixel inner barrel layer must
be replaced after approximately three years of operation. The pixel and SCT sensors must
be kept at a low temperature around −7◦C to maintain sufficiently low electronic noise after
radiation damage, while the TRT is allowed to operate at room temperature.
2.2.3 Calorimeter
The ATLAS calorimeters consist of an electromagnetic (EM) calorimeter, for electron and
photon identification and measurements, and a full-coverage hadronic calorimeter, for accurate
jet and missing transverse energy measurements, as shown in Figure 2.6. Table 2.2 lists the
main parameters of the calorimeters.
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Figure 2.6 Overview of the ATLAS calorimeters [6].
In general, a calorimeter has a structure of alternating layers of sensors and absorbers. A
particle passing through the calorimeter interacts with atoms in each layer of the absorber and
produces showers measured in each layer of the sensors.
The EM calorimeter is a lead-liquid-argon (LAr) detector with accordion-shaped electrodes
and lead absorber plates over the full coverage [6]. An accordion geometry was chosen for
the lead absorber and the electrodes because it provides naturally a full coverage without any
cracks, and a fast extraction of the signal at the rear or front of the electrodes [6, 46]. The
accordion waves are axial and run in φ in the barrel, and the waves are parallel to the radial
direction and run axially in the end-caps. The LAr is used because it provides response stability
over time and has an intrinsic radiation-hardness. The LAr is kept at 90 K, and is also used
in the end-cap and forward region of the hadron calorimeter. In the lead absorber, electrons
radiate photons (Bremsstrahlung; breaking radiation), and photons decay to electron-positron
pairs (pair production). This way, electrons and photons lose energy by producing an EM
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shower. The generated electrons and positrons in the shower ionize the LAr and the electrons
created in the ionization are collected in the electrodes as an electrical signal. The number of
electrons in an EM shower is proportional to the energy of the original particle.
The hadron calorimeter has three parts: 1) the tile calorimeter in the barrel region, 2) LAr
hadronic end-cap calorimeter, and 3) LAr forward calorimeter [6]. The hadron calorimeters
use radiation-hard and high mass number materials such that all particles, except muons and
neutrinos, are stopped and do not penetrate the muon system. In the barrel region, hadrons
produce pions via strong interactions in the steel absorbers and the produced pions radiate
light in the scintillator tiles [47]. The light signal is read out by photomultiplier tubes. With
respect to orientation, the scintillating tiles are placed in planes perpendicular to the colliding
beams.
2.2.4 Muon spectrometer
The muon spectrometer (MS) is surrounds all other ATLAS subdetectors and measures
charged particle (primarily muon) momenta in the pseudorapidity range |η| < 2.7 as shown
in Figure 2.7(a). The MS provides muon identification and high momentum resolution over a
wide range of momenta [6]. The charge of muons is determined by the bending direction in
the magnetic field, but high pT muons leave almost straight tracks. The toroidal magnet field
is mostly orthogonal to the muon trajectories. The general performance goal for the MS is
a stand-alone muon transverse momentum resolution of approximately 10% for 1 TeV tracks.
Stand-alone muon reconstruction means the muon trajectory is only reconstructed in the MS
and also extrapolated in the MS track to the beam line with consideration of the energy loss of
the muon in the calorimeters [48]. The stand-alone muon momenta may be measured from ∼ 3
GeV to ∼ 3 TeV. The MS has four different chamber technologies for two major tasks — high
precision tracking and the triggering of muons. Monitor drift tubes (MDT) and cathode strip
chambers (CSC) make precision measurements. Resistive plate chambers (PRC) and thin gap
chambers (TGC) provide the trigger for interesting events as described in Section 2.2.5. The
main parameters for each chamber type are listed in Table 2.3 (the quoted resolution does not
include chamber alignment uncertainties).
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(a)
(b)
Figure 2.7 The schematic view (a) and the side view (b) of the ATLAS muon spectrometer.
The first letter (B and E) of the MDT naming scheme refers to barrel and end-cap
chambers, respectively. The second and third letters refer to layer (inner, middle,
outer or extra) and sector (large and small) types, respectively [6].
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Table 2.3 Main parameters of the muon spectrometer [6].
Sub-
Function
Readout Resolution Measurements/
Coverage
detector channels z/R φ time tracks
MDT
Tracking
354 ×103 35 µm - - 20 (barrel/end-cap) |η| < 2.7
CSC 31 ×103 40 µm 5 mm 7 ns 4 (end-cap) 2.0 < |η| < 2.7
RPC
Trigger
373 ×103 10 mm 10 mm 1.5 ns 6 (barrel) |η| < 1.05
TGC 318 ×103 2-6 mm 3-7 mm 4 ns 9 (end-cap) 1.05 < |η| < 2.7
To measure muon tracks precisely over most of the η range, the MDT has three cylindrical
layers around the beam axis in the barrel region and three large wheel layers perpendicular
to the beam axis in the end-cap region, as shown in Figure 2.7(b) [6]. In the end-cap, the
innermost layer of the MDT at 2 < |η| < 2.7 is replaced by the CSC, due to its higher rate
capability and time resolution. Each MDT chamber consists of three to eight layers of drift
tubes with a tube diameter of 29.970 mm, operated with a gas mixture of Ar/CO2 (93/7) at
an absolute pressure of 3 bar, to achieve the required detector resolution [6]. Muons ionize the
gas along their paths in the drift tubes. The electrons produced in the ionization are collected
at the central anode wire. The CSC is a multi-wire chamber with cathode planes segmented
into strips in orthogonal directions with higher granularity. Reconstruction of muon tracks
in the CSC is discussed in detail in Chapter 3. The precision-tracking chambers (MDT and
CSC) are symmetrically aligned in φ with eight octants because of the symmetrical structure
of the eight coils of the toroids. Each octant consists of a large and small chamber in the
barrel and the end-caps. The barrel chambers have a rectangular shape, and the two lower
barrel sectors have a special shape to accommodate the calorimeter and feet on the ATLAS
detector. The end-cap chambers have trapezoidal shape to make one circular layer. There
is a gap in the MS at η ≈ 0 to allow for the cable passage for the ID, central solenoid, and
calorimeters. Locations of the precision-tracking chambers must be known to a precision of
30 µm to achieve the required momentum resolution [6]. The alignment systems, based on
the optical monitoring of deviations from straight lines, are used both within and between the
precision-tracking chambers to reach this precision goal. Also, the magnetic field is monitored
to allow for a reconstruction of the magnetic field.
The triggering chambers (RPC and TGC) cover |η| < 2.4. The RPC has three stations
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placed next to the MDT in the barrel. Each RPC chamber consists of two resistive plates (i.e.,
no wire) parallel to each other at a distance of 2 mm [6]. The electrons resulting from the ion-
ization are pulled into the anode by the electric field between the plates. The signal is read by
strips mounted on the outer faces of the plates. The TGC has three stations near the end-cap
of the middle MDT. The TGC is a multi-wire (anode) detector. The wire-to-cathode distance
of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm. The electrons created in the
ionization are attracted toward the anode wires. The trigger chambers provide fast informa-
tion on muon tracks traversing the detector, allowing bunch-crossing identification, muon pµT
thresholds, and second coordinate measurements to complement the MDT [6]. Events with a
high muon pµT in the final state at the LHC are evidence for a potentially interesting underlying
electroweak process and their identification depends crucially on to the muon triggers.
2.2.5 Trigger
The proton-proton interaction rate at the design luminosity is approximately 1 GHz (40
MHz for bunch collision rate × ∼23 proton-proton interactions per bunch crossing), while the
event data recording is limited to about 200 Hz due to technology and resource limitations [6].
This requires sufficient background rejection against uninteresting proton-proton interactions,
while maintaining high efficiency for most physics processes of interest. The ATLAS trigger
consists of three levels of event selection—Level-1 (L1), Level-2 (L2), and event filter (EF). The
L1 trigger is initiated using original ATLAS custom-made electronics, while the two high-level
triggers (HLT), L2 and EF, are almost entirely based on commercially available computers and
networking hardware. A schematic of the ATLAS trigger system is shown in Figure 2.8.
The L1 trigger uses a subset of detector information to make a decision on whether an
event should be processed and the data rate is reduced to approximately 75 kHz, limited by
the bandwidth of the detector readout system [6]. For muons, reduced-granularity information
from the RPC and TGC in the muon system is used to search for a signature from high pT
muons. The L1 decision must reach the front-end electronics within 2.5 µs after the bunch
crossing.
The HLT algorithm accesses the full granularity and precision of detector information to
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Figure 2.8 Schematic of the ATLAS trigger system [49].
perform a more refine trigger selection [6]. The L2 trigger uses information from region-of-
interests (RoI’s), regions of the detector identified by possible trigger objects in the event with
the L1 trigger, to limit the amount of data. The L2 trigger reduces the data rate to below
3.5 kHz and takes approximately 40 ms on average for event processing. The EF uses oﬄine
analysis procedures on fully built events to further select events. The EF reduces the final event
rate to approximately 200 Hz with an event size of approximately 1.3 Mbyte. Four seconds is
the average event processing time.
The data acquisition (DAQ) system receives the event data, accepted by the L1 trigger,
from the detector specific readout electronics, and temporarily stores them in local buffers [6].
For the data that satisfy the L2 trigger selection criteria, event-building is performed and the
assembled events are moved to the EF by the DAQ system. The events selected by the EF are
moved to permanent event storage for subsequent oﬄine analysis.
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CHAPTER 3. CATHODE STRIP CHAMBERS RECONSTRUCTION
The Cathode Strip Chamber system (CSC) covers the highest muon-track density region
(2 < |η| < 2.7) in the innermost layer of the Muon Spectrometer in the end-caps as shown in
Figure 2.7. The CSC provides precise measurements for more than one track, using two planes
of orthogonal strips (η and φ directions) with four consecutive layers. It is very important to
measure the position of muons accurately in the forward and backward η regions because many
high momentum muons pass through there.
In this chapter, the geometry and readout of the CSC are described. Then, we discuss the
validation of the CSC reconstruction, in Monte Carlo simulation and in data, and evaluate the
CSC alignment using muon momentum.
3.1 Geometry and Readout
The CSC system consists of two small wheels with eight small and eight large chambers
for each disk (Figure 3.1(a)), and is located in each end-cap, the side-A (z > 0) and side-C
(z < 0) [6]. The CSC chambers are tilted toward the interaction point so that straight tracks
from the collision point are normal at the center of the chamber to minimize the effect of
Table 3.1 Modularity of the CSC system and readout [6]. “N” denotes number.
Chamber
Anode Cathode (φ: along wire) Cathode (η: across wire)
Wires Strips
Readout
Strips
Readout
channels channels
N N
Width
N
Pitch
N
Width
N
Pitch
[mm] [mm] [mm] [mm]
Small 250 48 12.9 48 12.9 574 1.52 192 5.31
Large 402 48 21.0 48 21.0 574 1.60 192 5.57
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(a) (b)
Figure 3.1 Layout of the CSC end-cap in the side-A with eight small and eight large chambers
(a). Each chamber has a sector identification number. The segmentation of the
CSC cathodes (b) [6].
inclined tracks, which leads to a slight reduction in resolution. The entire CSC system has 32
chambers, 16 chambers in each end-cap. A chamber is identified by specifying the wheel, phi
sector (1-16), and side (A or C) (see Figure 3.1(a)). Each chamber consists of four CSC layers
(total 128 CSC layers in the whole CSC system), and each layer contains anode wires and two
types of cathode strips oriented for independent η and φ measurements. The anode wire pitch
is equal to the anode-cathode spacing, 2.5 mm, and the anode wire signals are not read out. A
readout plane is identified by the layer number (1-4) for each orientation (η or φ), and strips
are numbered consecutively in each plane — 192 strips in the η planes and 48 strips in the φ
planes. The individual cathode strip widths and readout pitches for η and φ depend on the
small or large chamber as listed in Table 3.1. The gap between the cathode strips is 0.25 mm.
The η strips are relatively narrow and every three η strips are connected to readout electron-
ics. The relative measurement of charges induced on adjacent η strips, three or more strips as
shown in Figure 3.1(b), makes it possible to distinguish isolated tracks (unspoiled) from those
overlapping with other tracks (spoiled). In the spoiled case, typically a charge peak position is
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inconsistent with that estimated by adjacent strips or the charge distribution is too wide. In
the unspoiled case (80 − 90% of the time), the distribution of charges on the adjacent strips
is used to determine the track position for high precision to better than 100 µm [50]. Thus, η
is called the precision coordinate. The φ strips are much wider and each φ strip has readout
electronics. Signals are typically induced on one or two φ strips, which yields φ measurements
with a coarse resolution of about 5 mm. All φ measurements are identified as spoiled.
The readout for each strip is accessed at regular time intervals. The number of CSC clusters
as a function of timeis used to determine the time at which the particle interacted with the
detector and to correct the tagging of the beam crossing, especially for the EF trigger.
The CSC position measurement is essential to measure muon momentum. The CSC position
for a straight track is predicted by using the muon drift tubes (MDT) following the forward
toroid. The deviation, x, from the prediction can be obtained. The relationship between the
position deviation and momentum is written approximately by x = H ×
(
1
p
)
, where H is a
magnetic field integral of the toroid, H ∼ 3.6 TeV-mm, and p is the muon momentum. At a
muon momentum of 3.6 TeV (its transverse momentum pT = 1.0− 0.5 TeV for η = 2.0− 2.7),
the deviation from a straight trajectory would be 1.0 mm [50]. To achieve the required muon
momentum resolution of 10% at pT = 1 TeV, the combined position resolution and misalignment
must be kept under 100 µm. The CSC is aligned with alignment bars in the MDT and optical
sensors [6].
3.2 Validation
The CSC reconstruction is validated in Monte Carlo simulation and in data, using the
CSC software and general muon software created by the ATLAS Muon Combined Performance
(MCP) group.
Simulated Monte Carlo (MC) samples for the CSC are produced as follows. An interaction
point (hit) of a charged particle with the CSC detector is simulated by the ATLAS detector
simulation using GEANT4 [51]. CSC software digitizes the simulated hits [50]. Digitization is
the process in which the hits are subjected to the response of a single strip to produce digits,
such as times and charges. A cluster is generated, using the digit information, and provides a
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measurement of the coordinate where the charged particle crossed an anode wire plane. A 2D
segment is formed by combining the cluster from each of the planes in a chamber, and provides
a measurement of position and direction for one orientation (η or φ) within the chamber, where
D is not dimensions but the number of parameters. A 4D segment is also available to completely
measure both coordinates (η and φ) and directions at a specified plane.
Clusters and segments are validated by examining their contents (validation package) and
by comparing these contents with the truth information in Monte Carlo samples (performance
package) [50]. There are four CSC software packages for the cluster and segment validations.
Validation packages (for both measured data and MC simulation):
• Cluster validation package: extrapolates between the points at which each track enters
and exits the gas volume of each layer to obtain the true positions of clusters for that
layer and the expected coordinate in the associated η and φ cathode strip planes.
• Segment validation package: predicts the true segment in a similar way, using the
entrance and exit points for the chamber.
Performance packages (only for MC):
• Cluster performance package: accesses the simulated hits (truth) files to obtain the
prediction and the reconstructed cluster files to obtain the measurements, and then com-
pares them event by event.
• Segment performance package: reads segment prediction and measurement in a sim-
ilar way.
3.2.1 Cluster validation with Monte Carlo
Cluster residual and pull distributions in η (measured by the CSC η strips) are produced
using the cluster performance packages with a muon-enriched Monte Carlo sample as shown in
Figure 3.2. A residual is the deviation of the cluster position from the true hit position, and
the pull is obtained by dividing the residual by the width of the residual distribution (standard
deviation, σ, of the Gaussian function fit). The width (σ) of the cluster residual distribution
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(a) Cluster residual in η. (b) Cluster pull in η.
Figure 3.2 The cluster residual (a) and pull (b) distributions in η with Gaussian function fits
from a Monte Carlo sample, using the CSC cluster performance packages. Blue
color includes all clusters, and red color shows clusters tagged as spoiled.
defines the position resolution (see Figure 3.2(a)). It is around 50 µm, which satisfies the design
requirements for the CSC resolution. The spoiled cluster pull (red color) in Figure 3.2(b) has
a wider distribution — a larger error as expected.
3.2.2 Segment validation with data
Segment residuals in η for each layer for each chamber (sector) are measured in data using
the segment validation packages. Figure 3.3 shows the segment residual distributions in η for
each layer in one of the CSC’s. The segment residual is calculated as the difference between
the cluster position and that predicted by the segment. The mean and width of the segment
residual distributions for each layer in the data differ widely. There are several reasons for this
coarse result, including the CSC misalignment. The mean deviates within ± 300 µm, and the
width (Gaussian sigma) differs between 300 and 800 µm, which are much worse than in the
MC validation.
3.2.3 Track validation with data
We also look at the CSC hit residuals with regard to tracks in η. Data samples were provided
by the ATLAS MCP group in 2010 and the tracks were reconstructed by combining the CSC
and MDT hits. The data include the CSC hits associated with muon charge.We observe a lack
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Figure 3.3 The segment residuals in η for each layer of sector-1 in the side-C with Gaussian
function fits from data, using the CSC segment validation packages.
of the number of µ+ events at z > 0 and µ− at z < 0 as expected because of the bending of the
magnetic field. The number of µ− events are approximately ten times larger than µ+ events
in side-A, and vice versa. Hit position errors from tracks are required to be less than 0.5 mm
to eliminate spoiled clusters. The mean of the hit residual distribution from tracks in the data
differs significantly from zero, depending on the chambers. For example, the extreme mean is
approximately -8 mm at sector-10 in side-C. The significant deviation of the CSC hit residuals
on tracks comes from the ATLAS muon geometry model software created by the ATLAS MCP
group to reconstruct muon tracks. The software provides wrong CSC positions because it has
not applied the corrections of the muon spectrometer (MS) geometry alignment. The ATLAS
MCP group corrects for this.
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(a) Before correcting alignment (b) After correcting alignment
Figure 3.4 The mean of the momentum difference distributions for each CSC chamber (sector)
in the side-C before (a) and after (b) improving the MS geometry alignment in
the ATLAS muon software. The blue circles show the momentum difference of
muons (negatively charged muon) and the red triangles show that of anti-muons
(positively charged muon).
3.3 Alignment Evaluation
We measure the momentum difference, ∆p = pin − pout, for each muon charge (µ− and
µ+) for each CSC chamber to evaluate alignment. Here, pin is the momentum measured in the
inner detector (ID) and pout is the momentum measured in the MS with regard to the beam
spot (BS). Muon and antimuon are bent to different directions in the magnetic field and their
momenta are proportional to the radii of their tracks. If a chamber is misaligned, the radius
of the muon track (∝ pµ−out) would get larger and the radius of the antimuon track (∝ pµ
+
out)
would become smaller and vice versa. Thus, deviations between µ− and µ+ in the momentum
difference among chambers can indicate misalignment.
To measure the momentum difference in data, the following muon selection criteria are
applied. The number of the CSC η strip hits should be greater than three to choose muons
that pass through the CSC properly. The error on the charge over muon momentum, σ(q/p),
should be less than 10% of the q/p for both the ID and MS to eliminate spoiled clusters.
The muon momentum in the ID requires pin > 10 GeV to select muons measured in both
the ID and MS because muons with lower momenta cannot reach the MS. The mean of the
momentum difference for each chamber plot shows deviations between µ− and µ+ from sector-8
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to sector-15 in side-C as shown in Figure 3.4(a). The same behavior is also observed in the
MDT reconstruction. The ATLAS MCP group updated the muon software to include this MS
geometry alignment. Then, the momentum difference plot with the improved muon software
in Figure 3.4(b) no longer shows an anomalous deviation on the bottom side of the chambers
in side-C.
We continue to improve the CSC reconstruction to meet the required resolution for data
measurement, including position resolution and misalignment. The curvature difference, ∆κ =
1/pin− 1/pout, will be of interest in future measurements because, in the case of misalignment,
it should not vary with momentum; whereas, the momentum difference is directly proportional
to the size of the momentum.
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CHAPTER 4. DRELL-YAN SIGNAL AND BACKGROUNDS
We measure the Drell-Yan pµµT spectrum above the Z-boson mass region, 116GeV < Mµ+µ− ,
and test the Standard Model by comparing its theoretical prediction to the measured pµµT
spectrum. The Drell-Yan pµµT is computed using Eq. (1.2) for those dimuon events that have
passed our Drell-Yan selection described in Section 4.2. Due to the large Drell-Yan production
rate and the very clean signature of two highly energetic leptons in the final state, Drell-Yan
candidate events are easily found in the ATLAS data taken in 2010.
The Drell-Yan pµµT distribution around the Z-boson mass peak has been measured in proton-
antiproton collisions at the Tevatron collider at
√
s = 1.80 and 1.96 TeV [30, 31, 52–54] and in
proton-proton collisions at the LHC at
√
s = 7 TeV [55, 56]. However, the high mass Drell-Yan
pT distribution has not been well studied. In high energy hadron collisions at the LHC, the
Drell-Yan pµµT distribution at high masses might expose unexpected phenomena that would
indicate physics beyond the Standard Model, such as a Z ′-boson (heavier gauge boson) [57].
Therefore, the high-mass Drell-Yan pµµT measurement at the LHC energy scale is an important
test of the Standard Model.
We describe the data and Monte-Carlo simulated samples used for this Drell-Yan analysis
in Section 4.1, and continue to discuss how to select Drell-Yan signal events in Section 4.2. We
discuss the corrections that are applied to the Monte Carlo events to model the data well in
Section 4.3. We estimate the level of background in our signal candidate sample from the data
and the Monte Carlo simulations in Section 4.4.
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Table 4.1 Integrated luminosity and triggers used in this analysis for the data in run periods
E4 to I2 [58].
Data Period Trigger Lint [pb−1 ] Lint(%)
E4 - G1 EF mu10 MG 3.0 8.2
G2 - I1 EF mu13 MG 15.3 42.9
I1 - I2 EF mu13 MG tight 17.3 48.8
Total Lint = (35.5± 1.2) pb−1
4.1 Data and Simulations
4.1.1 Data
The data collected by the ATLAS detector in 2010, corresponding to the data taking pe-
riods E4–I2 (August 6 through October 29, 2010), are used in this analysis. Each period is a
set of runs of the LHC accelerator with a coherent configuration of the beam, detector, and
trigger [59]. Any significant changes to the configuration bring a new period. In 2010, the
LHC operated with a low, instantaneous luminosity of up to 2.1 × 1032cm−2s−1 and a long
separation of 150 ns between proton bunches to provide low rates of pile-up compared with
the designed LHC condition [60] as described in Section 2.1. The trigger conditions changed
rapidly in the early data and the data periods before E4, which correspond to only 0.2% of the
total luminosity, were discarded [58]. The data are required to be taken during the LHC stable
beams and full operation of the necessary parts of the ATLAS detector for muon measurements
(the inner detector, the muon spectrometer, the solenoid, and the toroid magnet). Each run
of the LHC beams is separated in short intervals (1-2 minutes) called luminosity blocks (LB).
The data quality criteria are applied to each LB through the standard good runs lists (GRL)
provided by the ATLAS Data Quality group.
The integrated luminosity after passing the GRL is (35.5± 1.2) pb−1, shown in Table 4.1,
where 1 pb−1 = 1036 cm−2. The luminosity uncertainty is 3.4% [61].
4.1.2 Monte Carlo samples
The simulated ATLAS Monte Carlo (MC) samples listed in Table 4.2 are used to model the
properties of the signal and background events in this analysis. The samples are generated as
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Table 4.2 Monte Carlo samples used in this analysis. The cross-sections quoted are used to
normalize estimates of expected number of events [64, 65]. The cross-sections for
tt¯ and diboson samples are multiplied by filter efficiency because the samples run
with generator-level filters to increase statistics in interesting regions of phase space.
Process Generator Cross-sec[pb] Nevt [106] Note
Signal
Z/γ∗ → µµ (Mµµ > 60GeV) PYTHIA 989 5
Z/γ∗ → µµ (Mµµ > 60GeV) MC@NLO 989 5 For unfolding
Z/γ∗ → µµ (15 <Mµµ < 60GeV) PYTHIA 1460 1 For bkg estimation
Z ′ → µµ (M ′Z=250GeV) PYTHIA 41.9 0.020 For beyond SM
Backgrounds
Z/γ∗ → ττ (Mττ > 60GeV) PYTHIA 989 2
tt¯ MC@NLO 161×0.555 1
W → µν PYTHIA 10454 7
bb¯ (pˆT > 18GeV, pT(µ) >15GeV) PYTHIA 73.9× 103 4.4
cc¯ ( pˆT > 18GeV, pT(µ) >15GeV) PYTHIA 28.4× 103 1.4
WW HERWIG 44.9 × 0.389 0.25
WZ HERWIG 18.5 × 0.310 0.25
ZZ HERWIG 6.02 × 0.212 0.25
proton-proton collisions with a center-of-mass energy of 7 TeV using the PYTHIA [17], HER-
WIG [62], and MC@NLO [34] generators. PYTHIA and HERWIG are Parton Shower-based
LO event generators. MC@NLO is a NLO event generator used together with HERWIG [34].
Version 6.4 of PYTHIA with the MRST2007LO* [63] PDFs is used for tuning the simulation
of the ATLAS minimum bias events to describe the properties of underlying events (UE) in
data, including multiple parton interactions (several pairs of partons in the incoming protons
can undergo separate, but simultaneous scatterings) and interactions between beam proton
remnants [17, 66]. Minimum bias events show a minimum activity in the detector, i.e., not
triggered by a high pT lepton or jet [67]. To cross-check the unfolding method described in
Section 5.2, a signal MC sample, based on MC@NLO with CTEQ6.6 [12] PDFs, is used with
UE parameters tuned to ATLAS data [68]. We use a low-mass Drell-Yan sample (15 <Mµµ
< 60GeV) for the QCD background estimation in Section 4.4 and a sequential standard model
(SSM) Z ′ sample with a Z ′ mass of 250 GeV to explore the effects of beyond the Standard
Model physics (Appendix). Additionally, all generators are interfaced to PHOTOS [69] to
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simulate the effect of final state photon radiation (QED FSR).
The generated events are passed through a model of the ATLAS detector using GEANT4 [51].
The effect of multiple proton-proton interactions in the same and previous bunch crossings (pile-
up) is modeled by adding simulated minimum bias events, using different separations of the
bunch crossing, to the original hard-scattering event [64]. Since the pile-up results in addi-
tional reconstructed primary vertices (collision points), the vertex distribution in the MC is
re-weighted to match the data (Section 4.3).
The cross-sections quoted in Table 4.2 are used to normalize each sample to the expected
number of events in Lint = 36pb−1. The cross-sections for W - and Z-boson production are
calculated using the cross-section integrator FEWZ [22], which can produce fully differential
distributions with NNLO precision. The cross-sections for the QCD samples, bottom pair
production (bb¯) and charm pair production (cc¯) are directly taken from PYTHIA, but the
QCD background as a function of pµµT is estimated from the data instead of the QCD MC
samples (Section 4.4). The cross-section for top pair production (tt¯) in approximate NNLO
precision is taken from [70, 71] with Mtop = 172.5 GeV. The cross-section for each diboson
sample (WW -, WZ-, or ZZ-diboson) is calculated to NLO QCD [72].
4.2 Event Selection
The event selection is based on that used in the ATLAS pZT distribution measurement [55].
Additional muon quality criteria are applied based on proposals made by the ATLAS Muon
Combined Performance (MCP) group after the paper [55] was written.
4.2.1 Pre-selection
The good runs lists (GRL) is applied to select good luminosity blocks in a run. Events are
required to possess at least one primary vertex associated with more than three inner detector
tracks. In addition, the position of the primary vertex along the beam axis (zPV ) must be less
than 200 mm from its nominal position to suppress the background from cosmic radiation.
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4.2.2 Muon selection
To select events associated with two good muons as Drell-Yan candidates, the following
muon selections are applied.
4.2.2.1 Muon trigger
A combination of three single muon high-level triggers (listed in Table 4.1) is used to se-
lect high pT muon events. With an increasing interaction rate, low threshold triggers are only
allowed to fire on a certain fraction of all observed muons (prescale) and a larger fraction
of higher-threshold triggered events are stored. The three selected triggers were the low-
est threshold unprescaled triggers at the time the data was collected. EF mu10 MG cor-
responds to a threshold of pT = 10 GeV in the event filter (EF) level trigger with the
MuonGirl (MG) algorithm, which requires a track in the inner detector matching a track
segment in the internal muon trigger chambers [64]. Similarly, the threshold for EF mu13 MG
and EF mu13 MG tight is pT = 13 GeV in the EF level trigger with the MG algorithm.
EF mu10 MG and EF mu13 MG are seeded by L1 MU0, the Level 1 (L1) trigger with thresh-
old pT = 0 GeV, and EF mu13 MG tight is seeded by the L1 MU10 trigger which has thresh-
old pT = 10 GeV. The combination of the three triggers is also applied to the MC with
the same fraction of the collected data, i.e., EF mu10 MG trigger is applied for 8.2% of MC,
EF mu13 MG for 42.9% of MC, and EF mu13 MG tight for 48.8% of MC.
4.2.2.2 Combined muon
Combined (CB) muons are reconstructed using a combination of an inner detector (ID) track
and a muon spectrometer (MS) track with a statistical combination of their track parameters.
The track parameters include charge over momentum magnitude, transverse and longitudinal
impact parameters, and azimuth and polar angles at the point of the closest approach of the
track to the beam axis. Combined muons are used in this analysis because they guarantee
an optimum muon reconstruction with high reconstruction efficiency (greater than 99% in
MC) [64]. The limit of the combined muon acceptance is at |ηµ| = 2.5, due to the geometrical
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acceptance of the ID. The efficiency of the CB muon reconstruction decreases at two regions in
|ηµ| because of the reduced ability to reconstruct the MS tracks [48]. At |ηµ| ∼ 0, the MS has
a crack for services for the ID, the central solenoid, and the calorimeters. There is a transition
region between the barrel and the end caps at |ηµ| ∼ 1.2 and muons traverse only one MS
chamber there.
To suppress poor track-matched combined muons between the ID and MS, the muon trans-
verse momentum extrapolated from the MS, pµT (MS), is required to be greater than 10 GeV.
Muons from light mesons (kaon or pion) decays in flights have high pT (> 20 GeV) in the ID,
while their MS tracks have low pT (< 10 GeV) [73]. These muons are removed by the p
µ
T (MS)
cut.
4.2.2.3 Muon quality
Since the combined muons are associated with inner detector (ID) tracks, the ID conditions
for the pixel detector, semiconductor tracker (SCT), and transition radiation tracker (TRT)
are taken into account as a muon quality requirement recommended by the ATLAS MCP
group [74]. The requirements on the ID conditions are:
• (Number of B-layer hits in pixel) > 0.
However, if no hits are expected in the B-layer, the number of B-layer hits is not checked.
• (Number of pixel hits) + (Number of crossed dead pixel sensors) > 1.
• (Number of SCT hits) + (Number of crossed dead SCT sensors) ≥ 6.
• (Number of pixel holes) + (Number of SCT holes) < 2,
where the number of pixel holes is the number of pixel layers on a track with an absence
of hits.
The coverage of the TRT does not extend beyond |η| = 2.0 [6]. Therefore, a track with
|η| > 2.0 has no TRT hits. However, having no TRT hits associated is distinguished from a set
of TRT hits associated as outliers. The outliers are hits on track extensions causing bad fits
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for the ID track [6]. The outliers are not included in the fit, but are kept as part of the track.
nhitsTRT denotes the number of TRT hits on the muon track and n
outliers
TRT denotes the number of
TRT outliers on the muon track. We define nTRT as: nTRT = nhitsTRT + n
outliers
TRT .
• For |ηµ| < 1.9: both nTRT > 5 and noutlierTRT < 0.9nTRT are required.
• For |ηµ| ≥ 1.9: if nTRT > 5, noutliersTRT < 0.9nTRT are required.
However, if nTRT ≤ 5, no noutliersTRT requirement is applied.
4.2.2.4 Muon impact parameters
The transverse (d0) and longitudinal (z0) impact parameters of extrapolated muon tracks
at the point of closest approach to the primary vertex are required to be small to suppress the
cosmic ray background. We apply |z0| < 5 mm and |d0| < 1 mm in this analysis.
4.2.2.5 Fiducial volume
The muon pµT must be greater than the threshold of the triggers and the muon direction
should be inside the muon trigger system coverage. Thus, a muon is required to have pµT >
20GeV and |ηµ| < 2.4 in this analysis, which defines the acceptance for the combined muons.
The parameter space under these pµT and |ηµ| requirements is called “fiducial volume.”
4.2.2.6 Muon isolation
An isolation parameter is computed by the summation of the transverse momenta of tracks
around a muon inside a geometrical cone of radius ∆R. The cone radius ∆R is defined in the η
and φ plane, ∆R =
√
(∆η)2 + (∆φ)2. Muons from the signal are expected to be isolated, but
muons originating in a jet are surrounded by many other tracks in the jet. To reduce muons
from the QCD background, muon isolation is required. However, the isolation depends on the
Drell-Yan transverse momentum (pµµT ) because p
µµ
T is balanced by a recoiling hadronic system,
mainly from QCD initial state radiation. Therefore, choice of isolation selection criteria should
be that which is least dependent on pµµT . The ratio of isolation efficiency between data and MC
as a function of pµµT for different isolation criteria has been studied [75]. The efficiency ratio
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Table 4.3 List of cuts applied for the Drell-Yan selection.
Cut Abbreviation Description
1 Good Run Lists GRL Data quality
2 Trigger TRIG See Table 4.1
3 Primary Vertex VPX Nvtx ≥ 1 with Ntracks ≥ 3 and |zPV| < 200mm
Muon quality cuts, and at least combined muon with
4 High pµT HPT p
µ
T > 20GeV, p
µ
T (MS)> 10GeV, |ηµ| < 2.4,
|z0| < 5 mm, and |d0| < 1mm
5 Drell-Yan candidate ZCNDPT 2 high pT muons
6 Opposite charge ZCNDCH c1 · c2 < 0
7 Isolation ZCNDISO Irel < 0.2 in Eq. (4.1) for each muon
8 Drell-Yan mass
ZCNDM25 66GeV < Mµ+µ− < 116GeV (Z-mass)
- 116GeV < Mµ+µ− (high-mass)
Table 4.4 The number of events passing each step of the Drell-Yan selection for the data,
signal (PYTHIA), and combined backgrounds, with statistical uncertainties. The
signal and background MC samples are scaled to Lint = 36pb−1. Absolute efficiency
(abs) is cumulative and related to the total number of events. Relative efficiency
(rel) is related to the number of events in the previous cut.
Cut Data Signal Background
Nevt abs (%) rel (%) Nevt abs (%) rel (%) Nevt abs (%) rel (%)
GRL (113.4± 0.0) · 106 100.00 ± 0.00 100.0 ± 0.0 35110 ± 16 100.0 ± 0.0 100.0 ± 0.0 (3.404± 0.001) · 106 100.0 ± 0.0 100.0 ± 0.0
TRIG (6.443± 0.003) · 106 5.68 ± 0.00 5.7 ± 0.0 28177 ± 14 80.3 ± 0.2 80.3 ± 0.2 (2.484± 0.001) · 106 73.0 ± 0.0 73.0 ± 0.0
VTX (6.439± 0.003) · 106 5.68 ± 0.00 99.9 ± 0.0 28107 ± 14 80.1 ± 0.2 99.8 ± 0.0 (2.479± 0.001) · 106 72.8 ± 0.0 99.8 ± 0.0
HPT (0.832± 0.001) · 106 0.73 ± 0.00 12.9 ± 0.0 25299 ± 13 72.1 ± 0.2 90.0 ± 0.2 (0.870± 0.001) · 106 25.5 ± 0.0 35.1 ± 0.0
ZCNDPT 15840 ± 126 0.014 ± 0.000 1.9 ± 0.0 13775 ± 10 39.2 ± 0.3 54.4 ± 0.3 2090 ± 31 0.061 ± 0.001 0.2 ± 0.0
ZCNDCH 15444 ± 124 0.014 ± 0.000 97.5 ± 0.1 13774 ± 10 39.2 ± 0.3 100.0 ± 0.0 1771 ± 29 0.052 ± 0.001 84.7 ± 0.8
ZCNDISO 14223 ± 119 0.013 ± 0.000 92.1 ± 0.2 13694 ± 10 39.0 ± 0.3 99.4 ± 0.1 288 ± 10 0.008 ± 0.000 16.3 ± 0.9
ZCNDM25 12891 ± 114 0.011 ± 0.000 90.6 ± 0.2 13291 ± 10 37.9 ± 0.3 97.1 ± 0.1 59 ± 3 0.002 ± 0.000 20.4 ± 2.4
ZCNDMSF 12891 ± 114 0.011 ± 0.000 100.0 ± 0.0 13101 ± 10 37.3 ± 0.3 98.6 ± 0.1 59 ± 3 0.002 ± 0.000 100.5 ± 0.0
between data and MC instead of the isolation efficiency in data has been used to avoid the data
and MC inconsistencies in the isolation efficiency, which causes systematic uncertainties. The
following isolation cut related to muon pµT is chosen because it provides the flattest efficiency
ratio over the full pµµT range [73].
Irel =
∑
tracks p
tracks
T (∆R < 0.2)
pµT
< 0.2. (4.1)
4.2.3 Drell-Yan selection
To select Drell-Yan candidates, at least two oppositely charged good muons, that pass the
muon selection criteria described above, are required. The Drell-Yan invariant mass is required
to be either in the Z-mass range, 66GeV < Mµ+µ− < 116GeV, or in the high-mass range,
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116GeV < Mµ+µ− . The event selection is summarized in Table 4.3. The event selection is
applied to both the data and Monte Carlo samples, and Table 4.4 shows the number of events
and efficiencies after each step of the selection. The efficiencies for the data is set to 100 % after
the GRL cut to compare the data with the MC samples, while many data events are lost with
that cut. The uncertainties on the efficiencies in Table 4.4 are computed as binomial errors [76].
“ZCNDMSF” refers to the application of Monte Carlo corrections (see Section 4.3). While we
count the number of events which have more than two Drell-Yan candidates, the duplication
effect is less than 0.03% and negligible. The data and MC after MC corrections (ZCNDMSF)
show a maximum discrepancy of 2%, well within the luminosity uncertainty (3.4%) [61].
4.3 Monte Carlo Corrections
Several corrections are applied to the simulated events so that they are in better agreement
with the data events. These corrections include adjustments to the pile-up effect, momentum
resolution, reconstruction efficiency of muons, and normalization of the QCD background.
Muons in the MC are corrected following the ATLAS MCP group’s guidelines for analysis [74].
Each correction is described in more detail below.
4.3.1 Pile-up re-weighting
The pile-up effect is included in the MC-simulated data. However, the number of proton-
proton collisions in a bunch crossing depends on the instantaneous luminosity. Since this is
unknown at the time the MC events are generated, a wide distribution in the number of pile-up
collisions per event is used to generate MC events. Therefore, the distribution of the number of
reconstructed vertices in an event (Nvtx) in MC is different from the one in the data and the MC
needs to be re-weighted to match the data. The Nvtx distribution varies between data taking
periods, depending on the instantaneous luminosity, and at each stage of the event selection.
We studied the distribution for each of the trigger periods of the data and for three different
stages of the event selection: 1) after applying the vertex cut in the pre-selection, 2) after
applying the high pµT cut, and 3) after the Drell-Yan selection. The fraction of the number
of events after the vertex cut for each trigger period is different from the luminosity fraction.
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(a) Before re-weighting (b) After re-weighting
Figure 4.1 Distribution of the number of reconstructed vertices in the selected bunch crossing
in data and for each MC sample before (a) and after (b) re-weighting.
The trigger with the lower threshold muon pµT used in early periods contains more events than
the higher threshold triggers used in later periods because the number of events is decreased
as increasing muon pµT . Since the background MC samples have very low statistics after the
Drell-Yan selection, the Nvtx distribution for each MC sample shows statistical fluctuations.
Therefore, the Nvtx distributions after the high p
µ
T cut between the data and MC samples are
compared. The high pµT cut is higher than that of all the trigger threshold p
µ
T cuts and each
MC sample has sufficient events. All MC samples show the same distributions as shown in
Figure 4.1(a). Vertex re-weighting factors (w) are computed for each Nvtx and for each trigger
period of the data, w = N
data in period j
vtx i
NMCvtx i
for the number of vertices i and period j, and then
averaged over all trigger periods. Figure 4.1(b) shows the Nvtx distributions after applying the
vertex re-weighting factors and the distributions for all MC samples agree well with the data.
4.3.2 Muon momentum resolution
The muon momentum resolution in the experimental data and MC simulation are measured
by the ATLAS MCP group using the width of the dimuon invariant mass in Z → µµ decays
with inner detector (ID) and muon spectrometer (MS) tracks [77]. The momentum resolution
is related to multiple scattering but also possess an intrinsic contribution (from uncertainties
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Figure 4.2 The dimuon mass resolution for combined muons in Z → µµ decays requiring both
decay muons to be in the same |ηµ| region. The simulation assumes a perfectly
aligned ATLAS detector and statistical error bars are not shown [48].
in the magnetic field, the hit resolution of the detector components, and possible detector
misalignment) from both the ID and MS. Additionally, there is some uncertainty in the muon
energy lost in the calorimeters before the muon is measured in the MS. The muon measured
in the MS is not corrected for by adding in the calorimeter energy associated with the muon
track. There are four pseudo-rapidity regions of the detector with different muon momentum
resolutions: 1) barrel for 0 < |ηµ| < 1.05, 2) transition region for 1.05 < |ηµ| < 1.7, 3) end-caps
for 1.7 < |ηµ| < 2.0, and 4) CSC/no-TRT for 2.0 < |ηµ| < 2.5, for each ηµ > 0 and ηµ < 0.
The resolution also depends on the azimuthal angle φµ. Due to limited statistics, the resolution
is averaged over φµ. The resolution of the muon momentum measurement is evaluated as a
function of pµT and η
µ for both the ID and MS. The momentum resolutions for the combined
(CB) muons are determined by the relative weights of the ID and MS resolutions. The ATLAS
MCP group computes the dimuon mass resolution of the CB muons shown in Figure 4.2. The
experimentally-measured muon momentum resolutions were about 10% worse than predicted
in 2010 data, due to residual misalignment of the ID and MS [48].
The CB muon transverse momenta, pµT , in all MC samples listed in Table 4.2 are smeared
using a tool provided by the ATLAS MCP group. Figure 4.3 shows the dimuon invariant mass
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(a) Before smearing (b) After smearing
Figure 4.3 The dimuon invariant mass distribution for the data overlaid with the distributions
(a) before and (b) after smearing CB muon pµT in all MC samples.
distribution (Mµµ) in data overlaid the expected distributions of the MC samples before and
after smearing of the CB muons. The width of Mµµ is wider after smearing and closely models
to the data.
4.3.3 Muon efficiency scale factors
Three muon efficiency corrections are considered here — muon reconstruction, isolation, and
trigger efficiencies. The efficiencies are measured using a tag-and-probe method in Z → µµ
events. One of the two muons requires tight criteria as a tag and the second muon applies
loose criteria as a probe. Then, the tag and probe muons are required to have opposite charge
and their dimuon mass must be close to the Z-boson mass. Due to a pure selection and a
very small background, the fraction of the probes reconstructed as muons provides the muon
reconstruction efficiency [78]. Similarly, the fraction of the probes passed a muon isolation cut
provides the muon isolation efficiency and the fraction of the probes matched to a muon trigger
provides the muon trigger efficiency. Efficiencies as a function of pµT and in different detector
regions are determined from data and are compared to the efficiencies from the MC simulation.
The scale factor (SF) is derived from the efficiency in the data divided by that for MC, and
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Figure 4.4 The combined muon efficiencies for reconstruction as a function of muon ηµ (a)
and for isolation as a function of pµT (b). The Monte Carlo predictions include Z
signal and background processes [48].
each event in the MC is weighted with the SF to match the data.
The ATLAS MCP group calculates the reconstruction efficiency for CB muons as a function
of pµT , the detector region, and η
µ (Figure 4.4(a)) for data and simulation. The mean value of
the ηµ-dependent SF curve is 0.989 ± 0.003 [48]. The efficiency for CB muons drops in the
crack region (|ηµ| ∼ 0) and in the transition region (|ηµ| ∼ 1.2). Since the accuracy of the
magnetic field map used in the reconstruction of the data is limited in the transition region,
the efficiency SF deviates by 6% from 1. The muon reconstruction efficiency SF provided by
the ATLAS MCP group [74] is used in this analysis.
The muon isolation efficiencies for different isolation requirements (track and calorimeter
isolation with different cone sizes) are compared by the ATLAS MCP group [48]. The measured
isolation efficiencies and the corresponding MC predictions for all different isolation require-
ments are consistent. Figure 4.4(b) shows the track isolation efficiency using a cone size of
∆R = 0.40. The muon isolation efficiency SF can be negligible because experimental and
simulated data agree within errors.
The muon trigger efficiency is different for each trigger period. We use the same trigger
efficiency maps, in terms of ηµ and φµ, as the ATLAS W/Z-boson inclusive cross-section anal-
ysis [64]. The average trigger efficiency is above 83% for all trigger periods. The mean value of
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(a) In the Z-mass region (b) In the high-mass region
Figure 4.5 The normalized differential dimuon transverse momentum distributions for back-
ground-subtracted data overlaid with signal Monte Carlo before (blue) and after
(red) applying the efficiency scale factor, SFµµ. The lower part of the plots show
the ratio of the signal MC distributions before and after applying the SFµµ.
the trigger efficiency scale factor is 1.008 ± 0.011(stat) for EF mu10 MG, 1.028 ± 0.005(stat)
for EF mu13 MG, and 1.013 ± 0.005(stat) for EF mu13 MG tight [64, 79]. Since the trigger
efficiency scale factor in terms of pµT is flat above 20 GeV [64], we take the trigger efficiency to
be independent of pµT in this analysis.
The efficiency scale factor for dimuons (SFµµ) is calculated by comparing the data and MC
dimuon efficiencies (µµ):
SFµµ =
µµ(data)
µµ(MC)
with
µµ = [reco(µ1) · reco(µ2)]× [1− (1− trig(µ1)) · (1− trig (µ2))] , (4.2)
where reco is the muon reconstruction efficiency, and trig is the muon trigger efficiency. The
normalized differential dimuon transverse momentum distributions before and after weighting
each event with the scale factor in the Z mass and high-mass regions are shown in Figures 4.5(a)
and 4.5(b), respectively. The differences between the “before” and “after” applying the SFµµ
correction factor are very small.
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4.3.4 QCD scale factor
The Monte Carlo simulation of the QCD background does not reproduce well the back-
ground processes affecting this analysis; neither the normalization or shape from the QCD MC
reproduce them well. The dominant QCD processes occur with low transverse momentum.
An adequate simulation of the background to Drell-Yan lepton pairs from rare high-pT leptons
from charm and bottom hadron decays requires higher-order calculations. We correct only the
normalization to make the Drell-Yan invariant mass Mµµ histograms, assuming the shape of
Mµµ agrees with the data. The normalization is not used to produce the Drell-Yan transverse
momentum pµµT distributions (the main results in this thesis) because the normalized QCD MC
is still insufficient to model the data. The QCD background, in terms of pµµT , is more precisely
estimated in Section 4.4.
After the high pµT cut in the Drell-Yan selection, the dominant Drell-Yan candidates are from
the QCD background (see Tables 4.3 and 4.4). We compare the muon transverse momentum
pµT distributions after this cut between the data and the QCD MC to obtain the QCD scale
factor (SFQCD). The cross-section of the QCD MC samples (bb¯ and cc¯) listed in Table 4.2 are
multiplied by the calculated SFQCD = 0.824. The SFQCD factor is applied to the QCD MC
samples to make the Drell-Yan Mµµ histograms, such as Figure 4.7.
4.4 Background Estimation
The background as a function of the dimuon transverse momentum pµµT is estimated in this
section. The QCD background is estimated from the experimental data, and the electroweak
(EW; Z/γ∗ → ττ , W → µν, and diboson) and tt¯ backgrounds are predicted by using Monte
Carlo simulations.
4.4.1 Data-driven QCD background estimation
The main backgrounds from hard QCD processes for Z/γ∗ → µ+µ− come from semileptonic
decays of charm and bottom hadrons. The predictions of these backgrounds using the QCD
Monte Carlo samples have large uncertainties because many difficult to calculate QCD inter-
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Figure 4.6 Schematic representation of the ABCD method. The plane displays the Drell-Yan
mass (x-axis) and isolation criteria for both muons (y-axis).
actions occur in high energy hadron collisions. Therefore, the QCD background is estimated
directly from the data.
4.4.1.1 QCD background estimation from two-dimensional side-bands (ABCD
method)
The QCD background is determined with the ABCD method, which is also used in the
ATLAS Z-boson cross section measurement [80]. The two-dimensional distributions of isolation
versus invariant dimuon mass for opposite-charge muon pairs are separated into four regions as
shown in Figure 4.6. Both muons pass the isolation cuts in regions A and B, and both muons
fail the isolation cut in regions C and D. We do not consider events where one muon passes the
isolation cut and the other fails because such events contain both QCD and other backgrounds
in regions C and D. Assuming isolation and dimuon mass are uncorrelated and there are only
QCD events in regions B, C, and D, the QCD background in the signal region A is estimated
by :
NQCDA =N
QCD
B
NQCDC
NQCDD
. (4.3)
Figures 4.7(a) and 4.7(b) show the invariant dimuon mass distributions for isolated muons
(regions A and B) and for non-isolated muons (regions C and D), respectively. The QCD
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(a) Isolated muon pairs (b) Non-isolated muon pairs
Figure 4.7 The dimuon invariant mass distributions using isolated muon pairs (a) and non-iso-
lated muon pairs (b) for data and Monte Carlo, normalized to the integrated lu-
minosity 36 pb−1. The ABCD regions are labeled.
background dominates in regions C and D, but in region B the signal with the electroweak
(EW) contamination is non-negligible, which leads to an overestimate of the QCD background
in the signal region A (NQCDA in Eq. (4.3)). To take into account the signal and the backgrounds
of EW and tt¯ contaminations in each region, Eq. (4.3) is modified as follows [81]:
ci =
NMC sigi +N
MC EW+tt¯
i
NMC sigA +N
MC EW+tt¯
A
, i = B, C, or D
NQCDA =
(
NB − cB
(
NA −NQCDA
)) NC − cC (NA −NQCDA )
ND − cD
(
NA −NQCDA
) , (4.4)
where we assume Nnon−QCDA = N
MC sig
A + N
MC EW+tt¯
A = NA − NQCDA , and NQCDi = Ni −
Nnon−QCDi = Ni − ci(Nnon−QCDA ) for i = B, C, or D. Table 4.5 for the Z-mass region and
Table 4.6 for the high-mass region list the number of events in each region and the coefficients,
ci, used to compute the signal and the backgrounds of EW and tt¯ contributions in region i from
the number of non-QCD events in region A.
The QCD background is needed as a function of pµµT , but the statistics are too low to
compute the QCD background directly in bins of pµµT . Assuming the QCD background p
µµ
T
shape is the same regardless of whether the leptons are isolated or not, the QCD background
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Table 4.5 The number of events for each region in the ABCD method for the Z-mass region,
the Monte Carlo predictions for signal (Z/γ∗ → µ+µ−), and EW (Z/γ∗ → ττ ,
W → µν, and diboson) and tt¯ backgrounds, and the resulting coefficients, ci. Only
the statistical error is shown.
Region A (signal) B C D
µ isolation isolated isolated non-isolated non-isolated
Mµµ range Z-mass low-mass Z-mass low-mass
Data 12892±114 336±18 177±13 138±12
Z/γ∗ → µ+µ− 13101±10 301±4 0.07±0.02 0.05±0.02
EW + tt¯ 46±1 23±1 0.44±0.05 0.29±0.04
ci — 0.0246±0.0003 (3.9± 0.4) · 10−5 (2.6± 0.4) · 10−5
Table 4.6 The number of events for each region in the ABCD method for the high-mass region.
Region A (signal) B C D
µ isolation isolated isolated non-isolated non-isolated
Mµµ range high-mass low-mass high-mass low-mass
Data 221±15 336±18 34±6 138±12
Z/γ∗ → µ+µ− 202±1 301±4 0.00±0.00 0.05±0.02
EW + tt¯ 19.1±0.4 23±1 0.05±0.02 0.29±0.04
ci — 1.46±0.02 (2.5± 0.1) · 10−4 (1.5± 0.2) · 10−3
shape in the signal region is taken from the data in the QCD-dominant region, region C, and
normalized to NQCDA as computed using Eq. (4.4). This yields:
NQCDA = 24
+25
−24 (for the Z-mass region) , and
NQCDA = 5
+11
−5 (for the high-mass region) .
4.4.1.2 QCD background estimation from template fits
A cross-check of the number of QCD-background events in the Z-mass region is determined
from template fits to the dimuon invariant mass, Mµµ, distribution with the RooFit fitting
package [82]. For the signal template, the following function, a simplified lowest-order Drell-
Yan cross-section in Eq. (1.6), is used [83, 84]:
g(x; a, b)=
a
x2 + 1
+
b× (x2 −M2Z)
(x2 −M2Z)2 + Γ2ZM2Z
+
x2
(x2 −M2Z)2 + Γ2ZM2Z
, (4.5)
where MZ is the mass of the Z-boson, 91.1876 GeV, ΓZ is its width, 2.4952 GeV [5], x is the
variableMµµ, and a and b are parameters determined by fitting the signal. The mass resolution
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and final state photon radiation (QED FSR) are taken into account by folding Eq. (4.5) with
the Crystal-Ball function [82]. The Crystal-Ball function is a Gaussian distribution with a
tail on the low side that models QED FSR. A template for the diboson backgrounds is the
convolution of the Breit-Wigner function and the Crystal-Ball functions. A template for a
combined background (Z/γ∗ → ττ , W → µν, and tt¯), conveniently called EW’ background
in the template fit method, is a second-order polynomial function. A templates for the QCD
background is also a second-order polynomial function. In summary, the templates are defined
as:
Fsig = g(x; a, b)⊗ Crystal-Ball(x;α1, n1, µ1, σ1) ,
Fdiboson = Breit-Wigner(x;m2,Γ2)⊗ Crystal-Ball(x;α2, n2, µ2, σ2) ,
FEW′ = Polynomial(x; d1, d2) , and
FQCD = Polynomial(x; c1, c2) . (4.6)
The full fitting function for the dimuon invariant mass, Mµµ, just before applying the isolation
cut is given by:
f(x;Rsig, Rdiboson, REW′ , RQCD) = RsigFsig +RdibosonFdiboson +REW′FEW′ +RQCDFQCD,(4.7)
where x is the variable Mµµ, R is the fraction of signal, QCD background, and other back-
grounds with Rsig +Rdiboson +REW′ +RQCD ≡ 1.
The parameters of the fit function are determined in multiple steps:
1. The data events with two non-isolated muons are selected. The QCD background domi-
nates as shown in Figure 4.7(b). A second-order polynomial is fit to the dimuon invariant
massMµµ distribution to determine the parameters, c1 and c2, as shown in Figure 4.8(a).
In the following steps these parameters are fixed.
2. The parameters d1 and d2 are determined by fitting a second-order polynomial to the
simulated Mµµ distribution of the sum of the Z/γ∗ → ττ , W → µν, and tt¯ (EW’) MC
samples without the isolation requirement (Figure 4.8(b)). The factor REW′ is the sum
of the EW’ MC background events, NEW′ = 39.0 ± 1.3, divided by the total number of
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observed events Ndata = 13229 ± 115. REW′ = NEW′/Ndata = 0.00295 ± 0.00010, where
the uncertainty is dominated by that from the luminosity [61].
3. In a similar way, the parameters of the convolution of the Breit-Wigner function and
the Crystal-Ball function are determined by fitting the simulated Mµµ distribution of the
diboson MC samples without the isolation requirement (Figure 4.8(c)). The number of
estimated diboson background events from the MC is Ndiboson = 21.3 ± 0.7. Rdiboson =
Ndiboson/Ndata = 0.00161± 0.00006.
4. Parameters a and b are determined by fitting Eq. (4.5) to the truth Mµµ distribution in
fiducial volume of the signal MC sample (Figure 4.8(d)). The truth muons are described
in Section 5.2.1.
5. The parameters of the Crystal-Ball function are determined by fitting the convolution of
Eq. (4.5) with fixed parameters and the Crystal-Ball function to the dataMµµ distribution
after the full Drell-Yan selection. It is assumed the background is very small and can be
ignored with negligible impact on the fit parameters (Figure 4.8(e)).
6. Finally, the QCD background fraction RQCD is determined by fitting Eq. (4.7) to the
data Mµµ distribution before the isolation cut, as shown in Figure 4.8(f). In this final fit,
Rsig and RQCD are free parameters.
The obtained QCD background fraction is RQCD = 0.025±0.004, as shown in Figure 4.8(f).
Thus, the number of QCD background events before applying the isolation cut is given by:
Nbefore isolationQCD = Ndata ×RQCD = 327± 59 (for the Z-mass region).
To obtain the number of QCD background events after the isolation cut (Nafter isolationQCD ),
Nbefore isolationQCD is multiplied by (iso)
2, where iso is the efficiency of the isolation cut for a
single muon. The isolation efficiency is determined with a data driven method. First, QCD
enriched events are selected by demanding exactly one muon and only a small amount of missing
transverse energy (EmissT < 15GeV) [85]. Most EW events are removed by this selection.
Z/γ∗ → µ+µ− events have two muons, and Z/γ∗ → ττ or W → µν events include high missing
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(a) From the data in the QCD background dominant
region (opposite charged, non-isolated muon pairs).
Fitting with the second-order polynomial function.
(b) From the MC simulation of EW’ backgrounds
(Z/γ∗ → ττ , W → µν, and tt¯) before isolation cut.
Fitting with the second-order polynomial function.
(c) From the MC simulation of diboson backgrounds
before isolation cut. Fitting with the convolution
of the Breit-Wigner function and the Crystal-Ball
function.
(d) From the MC simulation of the signal at gener-
ator level. Fitting with Eq. (4.5).
(e) From the data in the signal dominant region (af-
ter isolation cut). Fitting with the convolution of
Eq. (4.5) and the Crystal-Ball function.
(f) From the data before the isolation cut. Fit-
ting with Eq. (4.7). The QCD background (violet),
the EW’ background (green), and the diboson back-
ground (light blue) are shown.
Figure 4.8 The invariant dimuon mass distribution with fitting functions.
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(a) OS before isolation cut (b) SS before isolation cut (c) SS after isolation cut
Figure 4.9 The dimuon invariant mass distribution for opposite-sign (OS) or same-sign
(SS) muon pairs before/after isolation cut from data and Monte Carlo with
Lint = 36pb−1.
energy, where τ leptons decay to muons and neutrinos. We investigate how often the muons
in these QCD enriched events pass the isolation cut. The isolation efficiency depends on the
muon transverse momentum. The average value is 0.40 ± 0.05. Therefore, the number of QCD
background events after the isolation cut, that is after the full Drell-Yan selection in the Z-mass
region, is:
Nafter isolationQCD = N
before isolation
QCD × (iso)2 = 52± 13 (for the Z-mass region) ,
consistent with the results of the ABCD method. The QCD background shape for pµµT is
estimated from events with two “loosely” non-isolated muons, that is two muons that fail the
tight isolation requirement (Irel > 0.1), with both the same and opposite charges. These events
are dominated by QCD events and the contamination from electroweak production is negligible.
The distributions is normalized to Nafter isolationQCD .
4.4.1.3 QCD background estimation from same-charge dimuon events
The estimated number of QCD background events is also verified using opposite-sign muons
(OS; µ+µ−) and same-sign muons (SS; µ+µ+ or µ−µ−). The QCD background dominates
in SS events as shown in Figures 4.9(b) and 4.9(c). The ratio of OS over SS QCD events,
RMC QCD(OS/SS), is taken from QCD Monte Carlo samples (bb¯ and cc¯). The QCD Monte
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Carlo samples provide too few events to compute RMC QCD(OS/SS) after the isolation cut with
reasonable precision (Figure 4.9(c)), because most QCD events are removed by the isolation
cut. Therefore, the ratio is calculated before the isolation cut (Figures 4.9(a) and 4.9(b)). It
is found to be RMC QCD(OS/SS) = NMC QCD(OS)/NMC QCD(SS) = 3.16± 0.26 for the Z-mass
region, and RMC QCD(OS/SS) = 2.60± 0.50 for the high-mass region. Assuming the ratios are
the same before and after the isolation cut, the number of QCD background events after the
Drell-Yan selection, that is after the isolation cut, is calculated from the number of SS events
in the data (Figure 4.9(c); 9± 3 for the Z-mass region and 2± 1 for the high-mass region):
NQCD(OS) = Ndata(SS)× RMC QCD(OS/SS) = 28± 10 (for the Z-mass region),
NQCD(OS) = 5± 5 (for the high-mass region) ,
consistent with both the ABCD method and the template fit method results.
4.4.2 Electroweak and tt¯ backgrounds
For Z/γ∗ → µ+µ− events, there are several sources of electroweak (EW) backgrounds and
background from tt¯, which is not EW. These backgrounds contain two high-pT muons due to
the following processes:
• Z/γ∗ → ττ : both τ leptons decay to muons.
• W → µν: W -boson produces one muon and another high-pT muon originates from a jet.
• WW , WZ, and ZZ: dibosons decay leptonically and produce two or more muons.
• tt¯: either the dimuon channel or the µ + jets channel where one muon originates from a
b-hadron decay.
There are other EW backgrounds, such asW → τν, but those contributions are negligible. The
EW and tt¯ backgrounds are estimated from Monte Carlo-simulated events. The uncertainties in
the theoretical calculation of the cross-sections arise from the choice of the parton distribution
functions (3%), from factorization and renormalization scale dependence, and from the size of
the higher-order QCD corrections [64]. The total cross-section uncertainties are estimated to
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(a) In the Z-mass region (b) In the high-mass region
Figure 4.10 The dimuon transverse momentum distributions from the data and Monte Carlo.
The QCD background is estimated from the data, while the other backgrounds are
estimated using theoretical cross-section calculations and Monte Carlo simulation.
be 5% for Z/γ∗ → ττ , W → µν, WW and ZZ, and 6.7% for tt¯, and 7% for WZ [64, 71, 72].
In addition, we apply 3.4% error on the integrated luminosity [61].
4.4.3 Summary of the backgrounds
Table 4.7 shows the data-driven QCD background, MC EW backgrounds, and MC tt¯ back-
ground. For the estimate of the QCD background, the ABCD method is used for the central
value and the maximum difference with respect to one of the other two methods is taken as
the systematic uncertainty. The statistical uncertainty from the ABCD method is added in
quadrature to the systematic to obtain the total uncertainty. The background has a small effect
on the shape of the pµµT measurements in the Z-mass region, but 11% of the total number of
events are estimated to be background in the high-mass region. The differential pµµT distribu-
tions for both mass regions are shown in Figure 4.10. Also shown are the various backgrounds
estimated as described above.
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Table 4.7 Summary of QCD, Z/γ∗ → ττ , tt¯, W → µν, WW , WZ, and ZZ backgrounds
as a function of pµµT in the Z-mass region and in the high-mass region for the
Z/γ∗ → µ+µ− process. The QCD background is estimated using the data-driven
ABCD method and the uncertainty includes both statistical and systematic un-
certainties. Other backgrounds are estimated from Monte Carlo simulation and
their uncertainty is the quadrature sum of Monte Carlo statistical uncertainty and
systematic uncertainties.
pµµT [GeV] QCD Z/γ
∗ → ττ tt¯ W → µν WW WZ ZZ Total Background
Z-mass region
0 - 3 1.376 ± 1.696 0.656 ± 0.119 0.057 ± 0.019 0.000 ± 0.000 0.017 ± 0.006 0.012 ± 0.003 0.006 ± 0.001 2.125 ± 1.700
3 - 6 2.064 ± 4.104 1.419 ± 0.192 0.056 ± 0.018 0.000 ± 0.000 0.058 ± 0.013 0.040 ± 0.007 0.026 ± 0.003 3.663 ± 4.108
6 - 9 3.991 ± 5.553 1.244 ± 0.174 0.155 ± 0.033 0.046 ± 0.046 0.096 ± 0.018 0.102 ± 0.013 0.061 ± 0.005 5.695 ± 5.556
9 - 12 3.165 ± 4.484 1.003 ± 0.157 0.253 ± 0.044 0.000 ± 0.000 0.124 ± 0.020 0.175 ± 0.019 0.126 ± 0.009 4.847 ± 4.487
12 - 15 2.477 ± 4.406 0.952 ± 0.152 0.259 ± 0.047 0.037 ± 0.037 0.132 ± 0.020 0.270 ± 0.026 0.185 ± 0.013 4.312 ± 4.409
15 - 18 1.927 ± 2.946 0.732 ± 0.128 0.322 ± 0.051 0.000 ± 0.000 0.153 ± 0.023 0.342 ± 0.032 0.225 ± 0.015 3.701 ± 2.950
18 - 21 2.064 ± 2.734 0.490 ± 0.104 0.343 ± 0.055 0.094 ± 0.067 0.170 ± 0.024 0.369 ± 0.034 0.261 ± 0.017 3.792 ± 2.738
21 - 24 1.376 ± 1.789 0.452 ± 0.092 0.440 ± 0.061 0.133 ± 0.095 0.198 ± 0.027 0.383 ± 0.035 0.292 ± 0.019 3.275 ± 1.796
24 - 27 1.652 ± 2.359 0.255 ± 0.070 0.443 ± 0.062 0.000 ± 0.000 0.160 ± 0.023 0.426 ± 0.039 0.296 ± 0.020 3.232 ± 2.361
27 - 30 1.239 ± 1.886 0.362 ± 0.096 0.425 ± 0.061 0.000 ± 0.000 0.161 ± 0.024 0.430 ± 0.039 0.295 ± 0.019 2.912 ± 1.890
30 - 36 1.652 ± 3.117 0.284 ± 0.075 0.897 ± 0.101 0.128 ± 0.091 0.318 ± 0.036 0.884 ± 0.074 0.621 ± 0.039 4.785 ± 3.122
36 - 42 0.413 ± 0.994 0.249 ± 0.074 1.085 ± 0.116 0.122 ± 0.071 0.362 ± 0.039 0.804 ± 0.068 0.589 ± 0.037 3.626 ± 1.009
42 - 48 0.413 ± 0.712 0.073 ± 0.037 1.174 ± 0.121 0.098 ± 0.075 0.316 ± 0.036 0.779 ± 0.066 0.563 ± 0.036 3.415 ± 0.732
48 - 54 0.275 ± 0.762 0.043 ± 0.027 1.091 ± 0.114 0.030 ± 0.030 0.255 ± 0.031 0.720 ± 0.062 0.495 ± 0.032 2.909 ± 0.776
54 - 60 0.000 ± 0.164 0.071 ± 0.041 1.070 ± 0.114 0.170 ± 0.102 0.234 ± 0.030 0.651 ± 0.056 0.447 ± 0.029 2.643 ± 0.238
60 - 80 0.275 ± 0.475 0.220 ± 0.067 3.256 ± 0.284 0.179 ± 0.113 0.389 ± 0.041 1.588 ± 0.130 1.049 ± 0.065 6.956 ± 0.588
80 - 100 0.000 ± 0.000 0.055 ± 0.028 2.117 ± 0.197 0.000 ± 0.000 0.123 ± 0.020 0.900 ± 0.076 0.616 ± 0.039 3.812 ± 0.217
100 - 180 0.000 ± 0.000 0.012 ± 0.012 1.894 ± 0.178 0.000 ± 0.000 0.055 ± 0.013 1.098 ± 0.091 0.758 ± 0.048 3.817 ± 0.206
180 - 350 0.000 ± 0.000 0.000 ± 0.000 0.099 ± 0.024 0.000 ± 0.000 0.000 ± 0.000 0.229 ± 0.023 0.149 ± 0.011 0.477 ± 0.035
Total 24.36 ± 11.43 8.57 ± 0.45 15.44 ± 0.49 1.04 ± 0.25 3.32 ± 0.11 10.20 ± 0.25 7.06 ± 0.13 69.99 11.45
high-mass region
0 - 3 0.424 ± 0.988 0.022 ± 0.022 0.001 ± 0.009 0.000 ± 0.000 0.015 ± 0.006 0.002 ± 0.001 0.001 ± 0.000 0.464 ± 0.989
3 - 6 0.424 ± 0.988 0.000 ± 0.000 0.065 ± 0.020 0.000 ± 0.000 0.048 ± 0.012 0.006 ± 0.002 0.001 ± 0.000 0.545 ± 0.989
6 - 9 0.283 ± 0.659 0.010 ± 0.010 0.052 ± 0.022 0.000 ± 0.000 0.082 ± 0.015 0.011 ± 0.004 0.002 ± 0.001 0.440 ± 0.660
9 - 12 0.424 ± 0.988 0.039 ± 0.023 0.146 ± 0.030 0.000 ± 0.000 0.085 ± 0.016 0.024 ± 0.005 0.003 ± 0.001 0.721 ± 0.989
12 - 15 0.707 ± 1.647 0.000 ± 0.000 0.191 ± 0.036 0.000 ± 0.000 0.080 ± 0.015 0.019 ± 0.004 0.005 ± 0.001 1.001 ± 1.648
15 - 18 0.141 ± 0.329 0.015 ± 0.015 0.150 ± 0.032 0.000 ± 0.000 0.142 ± 0.022 0.014 ± 0.004 0.008 ± 0.001 0.471 ± 0.332
18 - 21 0.424 ± 0.988 0.000 ± 0.000 0.197 ± 0.038 0.000 ± 0.000 0.111 ± 0.018 0.021 ± 0.005 0.006 ± 0.001 0.760 ± 0.989
21 - 24 0.141 ± 0.329 0.000 ± 0.000 0.333 ± 0.052 0.062 ± 0.062 0.117 ± 0.020 0.024 ± 0.005 0.008 ± 0.001 0.686 ± 0.340
24 - 27 0.283 ± 0.659 0.012 ± 0.012 0.355 ± 0.053 0.065 ± 0.065 0.141 ± 0.022 0.018 ± 0.004 0.012 ± 0.002 0.886 ± 0.665
27 - 30 0.141 ± 0.329 0.000 ± 0.000 0.403 ± 0.058 0.000 ± 0.000 0.152 ± 0.024 0.031 ± 0.006 0.009 ± 0.002 0.736 ± 0.335
30 - 36 0.141 ± 0.329 0.022 ± 0.022 0.823 ± 0.091 0.000 ± 0.000 0.267 ± 0.032 0.047 ± 0.007 0.019 ± 0.002 1.319 ± 0.344
36 - 42 0.283 ± 0.659 0.016 ± 0.016 0.936 ± 0.101 0.000 ± 0.000 0.367 ± 0.040 0.060 ± 0.009 0.020 ± 0.002 1.682 ± 0.668
42 - 48 0.424 ± 0.988 0.000 ± 0.000 0.706 ± 0.086 0.000 ± 0.000 0.284 ± 0.033 0.058 ± 0.009 0.014 ± 0.002 1.485 ± 0.993
48 - 54 0.141 ± 0.329 0.000 ± 0.000 0.865 ± 0.094 0.000 ± 0.000 0.251 ± 0.030 0.054 ± 0.008 0.020 ± 0.002 1.331 ± 0.344
54 - 60 0.141 ± 0.329 0.000 ± 0.000 0.911 ± 0.097 0.000 ± 0.000 0.236 ± 0.029 0.050 ± 0.008 0.015 ± 0.002 1.354 ± 0.345
60 - 80 0.141 ± 0.329 0.043 ± 0.031 2.852 ± 0.249 0.000 ± 0.000 0.486 ± 0.048 0.132 ± 0.015 0.054 ± 0.005 3.709 ± 0.417
80 - 100 0.141 ± 0.329 0.015 ± 0.015 2.316 ± 0.208 0.000 ± 0.000 0.234 ± 0.030 0.077 ± 0.010 0.031 ± 0.003 2.814 ± 0.391
100 - 180 0.000 ± 0.000 0.022 ± 0.022 2.769 ± 0.243 0.000 ± 0.000 0.153 ± 0.023 0.140 ± 0.016 0.048 ± 0.004 3.132 ± 0.245
180 - 350 0.000 ± 0.000 0.000 ± 0.000 0.277 ± 0.046 0.000 ± 0.000 0.020 ± 0.008 0.036 ± 0.006 0.011 ± 0.002 0.343 ± 0.047
Total 4.807 ± 3.13 0.22 ± 0.06 14.35 ± 0.47 0.13 ± 0.09 3.27 ± 0.11 0.82 ± 0.03 0.29 ± 0.01 23.88 ± 3.17
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CHAPTER 5. DRELL-YAN TRANSVERSE MOMENTUM RATIO (R)
The ratio (R) of the normalized differential cross-sections of two different invariant mass
ranges, 116GeV < Mµ+µ− (high-mass) to 66GeV < Mµ+µ− < 116GeV (Z-mass) as a function
of the Drell-Yan pµµT , is measured. Since the Drell-Yan p
µµ
T distribution is harder in the higher
Drell-Yan mass region as discussed in Section 1.2.3.3, the R distribution will show a steady
increase with pµµT . R has the advantage that most uncertainties, such as luminosity, and in part
muon scale, trigger, unfolding and theory, etc., cancel. The normalized differential cross-section
in the i-th bin of pµµT is given by
1
σ
dσ
dpµµT
=
1
Σj
(
Nobsj −Nbkgj
)
/Cj
(
Nobsi −Nbkgi
)
/Ci
∆pµµTi
, (5.1)
where σ is the inclusive cross-section, Nobsi is the number of observed events in the i-th p
µµ
T
bin, Nbkgi is the corresponding number of expected background events, Ci is a correction factor
to unfold detector effects, and ∆pµµTi is the bin width [73]. The cross-section is differentiated
by pµµT because we use different bin width for each p
µµ
T bin. The differential cross-section is
normalized by the total number of events, Σj
(
Nobsj −Nbkgj
)
/Cj , to compare the shape of
Drell-Yan pµµT distribution with no dependence on the luminosity. After measuring the ratio
of the cross-sections, R, it is multiplied by the Drell-Yan pµµT spectrum in the Z-mass range
measured in [55] to obtain the pµµT distribution in the high-mass region. The p
µµ
T distribution in
the high-mass region from the measurement of R is more accurate because many experimental
and theoretical uncertainties have already been canceled in the R measurement.
In this chapter, after measuring the ratio of the number of events in the high-mass region
to that in the Z-mass region as a function of pµµT with the background-subtracted data in
Section 5.1, we correct for detector effects in the ratio measurement to obtain the ratio of the
cross-sections, R, using the two different signal Monte Carlo samples in Section 5.2. Then, the
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(a) In the Z-mass region (b) In the high-mass region
Figure 5.1 The normalized dimuon transverse momentum pµµT distributions for the data after
background subtraction and for the signal MC. The number of events for each bin
is shown in Table 5.1. The ratio of the data to the signal MC is fitted with a
first-order polynomial function (blue) in the plots at the bottom.
systematic uncertainties for the R measurement are discussed in Section 5.3.
5.1 Measured R Distribution
We choose the same binning for the transverse momentum (pµµT ) distribution of the Drell-
Yan sample as in the ATLAS pZT measurement [55]. The bins are listed in Table 5.1. The
bin widths are chosen so that they correspond to roughly three times the pµµT resolution. The
binning ensures a signal purity above 60% in each bin and sufficient statistics in the high-pµµT
bins [73]. Bin purity is defined as the fraction of the Monte Carlo events where the pµµT values
reconstructed in a given pµµT bin have a generated value of p
µµ
T in the same bin (see Eq. (5.2)
and Section 5.2 for further discussion).
Before we measure the ratio of the pµµT spectrum between the high-mass region and the
Z-mass region, the estimated background as a function of pµµT (Table 4.7) is subtracted from
the data. Comparing the shapes of the pµµT spectra for background-subtracted data with the
Drell-Yan signal Monte Carlo in Figure 5.1, we observe good agreement in both mass ranges.
Figure 5.1 also shows the ratio of the background-subtracted data to the signal MC fitted with
a first-order polynomial function. The fitted functions for each mass region are used in the
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Table 5.1 The number of events for each pµµT bin for the data after subtracting the background
(Bkg) and for the signal (Z/γ∗ → µ+µ−) Monte Carlo. For pµµT > 350 GeV, there
are only two Drell-Yan candidates in the Z-mass region and zero candidates in
the high-mass region. Statistical uncertainties are shown, including the luminosity
uncertainty for the MC.
Z-mass high-mass
pµµT [GeV] Data – Bkg Z/γ
∗ → µ+µ− Data – Bkg Z/γ∗ → µ+µ−
0 – 3 1253 ± 35 1180 ± 40 13 ± 4 12 ± 1
3 – 6 2194 ± 47 2179 ± 74 21 ± 5 25 ± 1
6 – 9 1853 ± 43 1904 ± 65 28 ± 5 25 ± 1
9 – 12 1437 ± 38 1483 ± 51 17 ± 4 21 ± 1
12 – 15 1073 ± 33 1136 ± 39 17 ± 5 17 ± 1
15 – 18 860 ± 30 892 ± 30 13 ± 4 13 ± 1
18 – 21 685 ± 26 699 ± 24 10 ± 3 11 ± 0
21 – 24 530 ± 23 560 ± 19 14 ± 4 10 ± 0
24 – 27 429 ± 21 452 ± 15 6 ± 3 8 ± 0
27 – 30 340 ± 19 369 ± 13 5 ± 2 7 ± 0
30 – 36 505 ± 23 560 ± 19 11 ± 3 11 ± 0
36 – 42 335 ± 18 396 ± 14 11 ± 4 8 ± 0
42 – 48 300 ± 17 291 ± 10 3 ± 2 6 ± 0
48 – 54 226 ± 15 217 ± 7 7 ± 3 5 ± 0
54 – 60 171 ± 13 163 ± 6 6 ± 3 4 ± 0
60 – 80 322 ± 18 319 ± 11 6 ± 3 8 ± 0
80 – 100 132 ± 12 141 ± 5 1 ± 2 4 ± 0
100 – 180 151 ± 12 137 ± 5 9 ± 3 5 ± 0
180 – 350 23 ± 5 20 ± 1 0 ± 0 1 ± 0
Total 12820 ± 114 13100 ± 455 197 ± 15 202 ± 8
systematic studies discussed in Section 5.3.4.2. The statistical uncertainty for the background-
subtracted data is shown in the figure. The statistical uncertainty for the signal MC, including
the uncertainty of the luminosity (3.4%) [61], is given in Table 5.1. The numbers of events in
the pµµT bins for the background-subtracted data are consistent with those in the signal MC.
The ratio of the numbers of events in the high-mass to that in the Z-mass as a function
of pµµT is calculated, which is related to the ratio of the cross-sections, R. There are no events
in the high-mass region for pµµT > 180 GeV. Therefore, we will not consider this bin in the
R measurement. Since there are sizable bin-to-bin fluctuations in the ratio of the numbers
of events in data, due to low statistics (Figure 5.2(a)), the bin size is increased by a factor
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(a) Before re-binning (b) After re-binning
Figure 5.2 The ratio of the dimuon transverse momentum in the high-mass region to that in
the Z-mass region. The bin width is increased by a factor of two in the right-hand
plot.
of two for both mass ranges. Then, the ratio of the numbers of events is computed again
in Figure 5.2(b). After re-binning, the ratio distributions between the background-subtracted
data and the signal agree well, and the distributions are smooth. Therefore, the wider bin size
is used in the R measurement.
5.2 Unfolding the R Distribution
The observed ratio distribution of the high-mass region and that the Z-mass region is well
reproduced by the signal Monte Carlo simulation as discussed in Section 5.1. Therefore, we
are able to use the signal Monte Carlo events to correct (unfold) for the detector effects in the
measured data. The goal of the unfolding procedure is to determine the best estimate of the
true underlying distribution from the experimentally-measured distribution. The latter often
suffers from distortions or transformations due to the limited acceptance and finite resolution
of the detector [86, 87].
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5.2.1 Truth pµµT
The reconstructed MC is produced by applying detector effects to the generated (truth)
MC with the GEANT4 simulation [51] as discussed in Section 4.1. In truth level MC, the decay
chain information is available. The decay chain refers to the production of particles through a
sequence of decays, for instance, particle a decays to b1, b2, · · ·, and then b1 decays to c1, c2, · · ·,
and so on. Regarding b1, a is called b1’s mother, and ci are called b1’s daughters. Thus, it is
possible to select those muons whose mother is Z/γ∗ (Z/γ∗ → µ+µ−) and determine whether
they have radiated photons (QED FSR) or not in the truth signal MC.
Truth muons are defined with respect to three different treatments of QED FSR effects at
the truth level:
1. Born: Final state muons before QED FSR.
2. Bare: Final state muons after QED FSR.
3. Dressed: Recombining bare muons with radiated photons within a cone of ∆R = 0.1.
The summation of four-momentum of Born-level two muons produced by Z/γ∗ has exactly the
same four-momentum of Z/γ∗ because they do not lose any energy due to the photon radiation.
The ATLAS pZT measurement [55] uses Born-level leptons, which allow for a combination of
electrons and muons, and their comparisons because QED FSR effects are different between
electrons and muons. Muons at the Born-level are also used in this analysis so that we can
use the ATLAS pZT results [55] later in Chapter 6. Corrections for QED FSR effects and for
geometrical and kinematic acceptance are also discussed later.
In this analysis, “reco” (Nreco) means the number of reconstructed signal MC events that
pass the final Drell-Yan selection and “truth” (Ntruth) is the number of generated signal MC
events in the fiducial (fid) volume (pµT > 20GeV and |ηµ| < 2.4 for each Born-level muon).
Two different generators, PYTHIA (LO generator) and MC@NLO (NLO generator), are used
to cross-check the unfolding procedure.
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5.2.2 Bin-by-bin unfolding
The bin-by-bin unfolding method corrects the observed number of events for detector effects
for each bin. If a reconstructed pµµT is in a different bin from its truth p
µµ
T due to resolution
effects, this method results in incorrect unfolding results. Thus, bin size should be sufficiently
wide to cover the bin migrations to neighboring bins. We choose a bin width for this R
measurement two times as wide as that in the ATLAS pZT measurement [55] due to limited data
statistics in the high-mass range, as discussed in Section 5.1. We measure the pµµT resolution as
a function of the reconstructed pµµT in simulated events by fitting a Gaussian to the distribution
of the difference between the reconstructed pµµT and the truth p
µµ
T . The chosen bin width is
more than three times greater than the resolution for each pµµT bin in both the Z-mass range
and the high-mass range.
Purity (p) is defined as:
p =
N (reconstructed and generated events in the same pµµT bin)
N (reconstructed events in a pµµT bin)
. (5.2)
If the bin-purity is above∼ 60% (small bin migrations between bins), the systematic uncertainty
introduced by the bin-by-bin method is usually considered small enough and the bin-by-bin
method is sufficient [73]. However, for the low bin-purity (large bin migrations to neighboring
bins), more advanced unfolding techniques become necessary. For this analysis, the bin purity
is above 70% in both the Z-mass range and the high-mass range if we use a bin width that is
twice as wide as that used for the ATLAS pZT measurement [55].
Figure 5.3 shows the truth pµµT versus the reconstructed p
µµ
T normalized to 1 for each bin
of the reconstructed pµµT , which is called a response (migration) matrix. The response matrix
shows the probability that a reconstructed event in the i-th bin of reco pµµT is generated in the
k-th bin of truth pµµT [88]. The response matrices are almost diagonal with the off-diagonal
elements being less than 0.3 of neighboring bins. Therefore, the bin-by-bin unfolding method
is sufficient for this R measurement.
For the bin-by-bin unfolding, the unfolded ratio, R, of the normalized differential cross-
section in the high-mass range divided by that in the Z-mass range in the i-th bin of pµµT is
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(a) In the Z-mass range (b) In the high-mass range
Figure 5.3 The response matrices for the signal Monte Carlo (PYTHIA).
Table 5.2 The ratio (R) as a function of pµµT with relative statistical errors. The multiplication
of data with the inverse correction factor (C−1), using the Born-level muons in the
fiducial volume yields the cross-section ratio (RfidBorn).
PYTHIA MC@NLO
pµµT [GeV] R
data err(%) C−1 err(%) RfidBorn err(%) C−1 err(%) RfidBorn err(%)
0 – 6 0.641 18 1.132 0.8 0.726 18.5 1.121 0.9 0.719 18.4
6 – 12 0.886 15.5 1.007 0.7 0.893 15.8 1.033 0.8 0.915 15.9
12 – 18 0.994 19.8 0.98 0.9 0.974 20.9 0.978 1.1 0.971 20.9
18 – 24 1.315 21.4 0.955 1.2 1.256 22.1 0.955 1.3 1.255 22.4
24 – 30 0.963 32.6 0.961 1.4 0.925 33.6 0.956 1.7 0.92 34.6
30 – 42 1.702 23.2 0.92 1.3 1.565 23.8 0.915 1.6 1.557 24
42 – 54 1.136 39.7 0.965 1.7 1.096 41.2 0.916 2.1 1.04 41.8
54 – 80 1.574 35.1 0.977 1.6 1.538 35.7 0.92 2.2 1.449 36.3
80 – 180 2.308 40.5 0.943 1.8 2.177 41.5 0.922 2.6 2.128 44.1
given by:
R ≡ Runfold = Rdatai ×
Rtruthi
Rrecoi︸ ︷︷ ︸
C−1i
, (5.3)
where
Runfold =
(
1
σ
dσ
dpµµT
)
high−mass(
1
σ
dσ
dpµµT
)
Z−mass
,
Rdatai =
(
1
Σj
(
Nobsj −Nbkgj
) (Nobsi −Nbkgi )
∆pµµTi
)
high−mass(
1
Σj
(
Nobsj −Nbkgj
) (Nobsi −Nbkgi )
∆pµµTi
)
Z−mass
, (5.4)
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(a) PYTHIA (b) MC@NLO
Figure 5.4 The unfolded ratio (R) of the high-mass region and the Z-mass region as a function
of pµµT for two different generators (PYTHIA (a) and MC@NLO (b)). The unfolded
data are compared to the truth signal Monte Carlo in the bottom plots.
R
truth/reco
i =
(
1
ΣjNMCj
NMCi
∆pµµTi
)
high−mass(
1
ΣjNMCj
NMCi
∆pµµTi
)
Z−mass
.
Here, NMCi is the number of MC events in the i-th p
µµ
T bin, and other variables are the same
as in Eq. (5.1). The reconstructed MC has already applied corrections, such as pile-up, muon
smearing, and muon efficiency scale factors as discussed in Section 4.3. The inverse correction
factor, C−1, defined as the fraction of the truth ratio (Rtruth) over the reconstructed ratio
(Rreco), is multiplied to the data ratio (Rdata) to unfold detector effects. The two different
signal MC samples (PYTHIA [17] and MC@NLO [34] with different order of perturbative QCD
corrections and with different PDF sets as described in Section 4.1) are used to cross-check the
bin-by-bin unfolding. Figure 5.4 shows the unfolded data with PYTHIA and MC@NLO, and
the ratio values (R) and the inverse correction factors (C−1) for each bin are shown in Table 5.2.
5.2.3 QED FSR and acceptance corrections
The Born-level muons in the fiducial volume are used to unfold the observedR. To see QED
FSR effects for the R measurement, the Born-level muons are changed to Bare and Dressed
muons. The unfolding results for each muon level are shown in Table 5.3 and the QED FSR
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Table 5.3 The unfolded ratio (R) in the fiducial volume with the Dressed muons RfidDress and
with the Bare muons RfidBare (after QED FSR). The maximum difference (Diff)
between the Born-level muons (Table 5.2) and the Dressed/Bare muons is computed.
Statistical errors are shown.
PYTHIA MC@NLO
pµµT [GeV] RfidDress err(%) RfidBare err(%) Diff(%) RfidDress err(%) RfidBare err(%) Diff(%)
0 – 6 0.721 18.0 0.716 18.0 1.35 0.714 18 0.708 18 1.53
6 – 12 0.881 15.5 0.878 15.5 1.62 0.909 15.5 0.9 15.5 1.67
12 – 18 0.972 19.9 0.959 19.9 1.60 0.961 19.9 0.961 19.9 1.11
18 – 24 1.250 21.4 1.244 21.4 0.93 1.26 21.4 1.259 21.4 0.39
24 – 30 0.928 32.6 0.941 32.6 1.73 0.918 32.6 0.925 32.6 0.52
30 – 42 1.584 23.3 1.598 23.3 2.06 1.568 23.3 1.59 23.3 2.09
42 – 54 1.125 39.7 1.150 39.7 4.90 1.071 39.7 1.093 39.7 5.04
54 – 80 1.559 35.2 1.581 35.2 2.78 1.492 35.2 1.525 35.2 5.25
80 – 180 2.233 40.5 2.276 40.5 4.56 2.174 40.6 2.213 40.6 4.03
Table 5.4 The unfolded ratio (R) in full space and the acceptance correction factor (A) for
each QED FSR correction. A is given by Eq. (5.5). The maximum difference (Diff)
among the QED FSR corrections in full space are shown.
PYTHIA MC@NLO
pµµT RtotBorn err ABorn ADress/ABorn-1 ABare/ABorn-1 Diff RtotBorn err ABorn ADress/ABorn-1 ABare/ABorn-1 Diff
[GeV ] (%) (%) (%) (%) (%) (%) (%) (%)
0 – 6 0.740 18.0 0.981 0.06 -0.48 0.87 0.729 18.0 0.986 -0.37 -0.53 1.01
6 – 12 0.915 15.5 0.976 -0.50 -0.29 1.34 0.926 15.5 0.988 0.19 -0.06 1.62
12 – 18 0.988 19.9 0.986 0.34 0.12 1.72 0.975 19.9 0.996 -0.06 -0.09 1.05
18 – 24 1.274 21.5 0.986 0.01 -0.21 0.72 1.265 21.5 0.992 0.35 -0.37 0.66
24 – 30 0.903 32.6 1.024 0.33 0.14 1.59 0.924 32.6 0.996 -0.85 -0.85 1.38
30 – 42 1.560 23.3 1.003 -0.22 -0.10 2.15 1.567 23.3 0.994 0.27 0.64 1.44
42 – 54 1.098 39.7 0.998 0.55 1.89 2.96 1.068 39.7 0.974 -0.16 1.07 3.93
54 – 80 1.512 35.2 1.017 0.35 0.30 2.47 1.476 35.2 0.981 0.11 1.00 4.21
80 – 180 2.116 40.6 1.029 -0.71 -0.13 4.70 2.07 40.6 1.028 0.94 1.27 2.72
corrections are determined to be less than 5%.
The extrapolation from the fiducial (fid) volume (pµT > 20GeV and |ηµ| < 2.4) to the full
phase space (tot) is calculated by applying an acceptance correction factors (A) per bin:
Rtotlevel ×Alevel = Rfidlevel , (5.5)
where the level is Born, Bare, or Dressed. The acceptance correction factor (A) for the Born,
Bare, and Dressed muons are summarized in Table 5.4. The acceptance corrections for the
Born-level muons are within 3% of 1.0 over the full pµµT range.
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5.3 Systematic Uncertainties
Most systematic uncertainties cancel in either the normalization of the cross-section or the
cross-section ratio, R, if the uncertainties are constant for each bin or the same between in the
Z-mass and the high-mass regions (for example, the luminosity). In addition, the statistical
errors are found to be large (shown in Table 5.2), due to low statistics in the high-mass region.
For example, according to the ATLAS pZT measurement [55], systematic uncertainties arising
from pile-up, QED FSR, and Parton Distribution Functions (PDF) are constant for each pZT
bin — less than 1%. These small constant uncertainties cancel in the R or are negligible with
respect to the large statistical uncertainties. Therefore, only major systematic uncertainties,
which affect each bin and mass range separately, need to be taken into account in the R
measurement.
First, the systematic uncertainty on the R measurement is obtained by varying the first
term on the right-hand side of Eq. (5.3) using the uncertainties on the estimated background,
the muon resolution, and the muon efficiency scale factor. The second term on the r.h.s. of
the equation, the inverse correction factor, is fixed during the variations. Next, three types of
systematic errors for the unfolding procedure (method, envelope, and statistical) are computed
by varying the inverse correction factor.
We calculate the systematic uncertainties both for PYTHIA [17] and MC@NLO [34] as a
cross-check. However, the difference between them is not considered as a systematic uncertain-
ties because the envelope systematic uncertainty covers this difference by re-weighting both
MC samples to match the same measured data, as discussed in Section 5.3.4.2.
5.3.1 Background contamination
Systematic uncertainties from the background estimation are computed using an error prop-
agation equation for each pµµT bin. The unfolding of Eq. (5.3) is written as a function of two
background variables — R (Nbkg in high−mass, Nbkg in Z−mass). Then, the error propagation
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equation provides the uncertainty (δR) for bin i as:
δR =
√√√√√( ∂R
∂Nbkgi
δNbkgi
)2
high−mass
+
(
∂R
∂Nbkgi
δNbkgi
)2
Z−mass
,
δR
R =

 −1
Nobsi −Nbkgi
+
1∑
j
(
Nobsj −Nbkgj
)
 δNbkgi
2
high−mass
+
 1
Nobsi −Nbkgi
+
−1∑
j
(
Nobsj −Nbkgj
)
 δNbkgi
2
Z−mass

1
2
, (5.6)
where the number of events for data after subtracting the background, Nobsi −Nbkgi , is listed
in Table 5.1, and the background uncertainty, δNbkgi , is shown in Table 4.7. Eq. (5.6) shows
that the relative uncertainty is inversely proportional to the number of observed events and
proportional to the background uncertainty. The computed uncertainty for each pµµT bin is
reported in Table 5.5. For 42 < pµµT < 54 GeV, there is more than 10% uncertainty because of
the large uncertainty on the QCD background and low statistics in the high-mass region.
5.3.2 Muon momentum resolution (Smearing)
The combined (CB) muon pµT in all MC samples are smeared to take into account the muon
momentum resolution discussed in Section 4.3.2 and systematic uncertainties in the muon
momentum resolution that arise from multiple scattering in the inner detector (ID) and from
the muon spectrometer (MS) alignment [77]. Separate smearing correction parameters for the
ID and MS with ± 1 σ (Gaussian standard deviation) variations are provided by the ATLAS
MCP group [74]. Because the CB muons used in this analysis are formed from the combination
of a MS track with an ID one, the muon pµT measured in the ID is smeared up/down (±σ),
and the pµT extrapolated from the MS are smeared up/down together to perform systematic
uncertainty studies. The smeared-up and -down signal Monte Carlo samples for the CB muons
are thus obtained. The width of the dimuon invariant mass distribution from the smeared up
signal MC is slightly wider than that from the smeared down signal MC as expected.
The R with the smeared-up/down signal MC is substituted in the first term on the r.h.s.
of Eq. (5.3) instead of the data. The deviations from the truth after bin-by-bin unfolding are
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(a) PYTHIA (b) MC@NLO
Figure 5.5 The ratio (R) with smeared up/down signal Monte Carlo samples for systematic
studies.
less than 1% for PYTHIA and less than 3% for MC@NLO, as shown in Figure 5.5.
5.3.3 Muon efficiency scale factor
Muon efficiencies are determined by using the tag-and-probe method as described in Sec-
tion 4.3.3. The tag-and-probe method includes systematic uncertainties due to background
contamination and finite resolution of the detector [78]. The corresponding systematic uncer-
tainties are estimated by varying each of the tag-and-probe selection by ± 10% [64], such as
the Z-mass window or pµT cut of the tag. The systematic uncertainty is 0.2% for the combined
muon reconstruction efficiency scale factor (SF) [78], 0.2% for muon trigger SF [64], and 0.8%
for muon isolation SF [74]. The signal MC is weighted with an upward/downward variation of
the systematic uncertainty for the combined muon reconstruction SF [74].
The R calculated by the SF up/down signal MC and is applied for the first term on the
r.h.s. of Eq. (5.3). Since the SF is effectively canceled by the cross-section normalization, the
systematic uncertainty of the SF does not significantly affect the unfolding R measurement, as
shown in Figure 5.6, less than 0.01%.
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(a) PYTHIA (b) MC@NLO
Figure 5.6 The ratio (R) with signal Monte Carlo samples weighted, using muon reconstruc-
tion efficiency scale factor up/down for systematic studies.
5.3.4 Unfolding procedure
Three types of the systematic uncertainties for the unfolding procedure are considered—
method, envelope, and statistical.
5.3.4.1 Method (Closure test)
The closure test validates the unfolding method by substituting reconstructed Monte Carlo
as data in the unfolding procedure. The results from the closure test must be very close to
generated MC. In this analysis, the reconstructed MC is applied for the first term on the r.h.s.
of Eq. (5.3) instead of the data, and the closure test shows exactly the same as the truth MC
as expected.
To compute the systematic uncertainty due to the bin-by-bin unfolding method, the signal
MC is separated into even and odd number events. Then, the closure test is performed with
the half size samples and the systematic uncertainty (δR) is calculated as follows:
[R]sample1 = [Rreco]sample1 ×
[
Rtruth
Rreco
]sample2
[δR]sample1 = [R]
sample1
[Rtruth]sample1
− 1 . (5.7)
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(a) Even events in PYTHIA (b) Even events in MC@NLO
(c) Odd events in PYTHIA (d) Odd events in MC@NLO
Figure 5.7 Closure tests with half samples for systematic studies.
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(a) PYTHIA (b) MC@NLO
Figure 5.8 The ratio (R) with re-weighted signal Monte Carlo to fit the data for systematic
studies.
The systematic uncertainties are larger than 5% for some bins, as shown in Figure 5.7 because
of the low statistics of the signal MC in the high-mass region.
5.3.4.2 Envelope
Since there are still small differences between the data and the reconstructed Monte Carlo in
the pµµT distributions as shown in Figure 5.1, the p
µµ
T distribution in the signal MC is re-weighted
to fit the data using the first-order polynomial functions given in:
f(pµµT ) = 0.999− 8.15 · 10−5 × pµµT (for the Z-mass region),
f ′(pµµT ) = 0.974− 7.00 · 10−4 × pµµT (for the high-mass region).
The re-weighted pµµT distribution becomes closer to the data, especially for the MC@NLO
generator. Then, the inverse correction factor (C−1) in Eq. (5.3) is calculated with the re-
weighted signal MC and the data are unfolded with the correction factor. The unfolded data
difference between before and after re-weighting pµµT is taken as a systematic uncertainty as
shown in Figure 5.8.
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5.3.4.3 Statistical
The uncertainty of the inverse correction factor is automatically computed with the object-
oriented program ROOT [89], under the assumption that the numerator and the denominator
are independent. However, the truth and the reconstructed Monte Carlo are indeed correlated.
Thus, the uncertainty is re-computed using binomial errors [76]. The re-calculated uncertainty
differs from the original uncertainty (not using the binomial errors) within 0.5%, which is
negligible.
5.3.5 Summary of systematics
Assuming that the above systematic uncertainties are independent of each other, the total
systematic uncertainties are computed by adding them in quadrature. They are listed in
Table 5.5 for PYTHIA and MC@NLO. For results from up or down variation, the larger absolute
deviation is taken as systematic uncertainty estimate. Table 5.5 shows that the statistical
uncertainty dominates and that the background and closure test are the largest sources of
systematic uncertainty.
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Table 5.5 Summary of uncertainties of the ratio (R) for the Born-level muons in the fiducial
volume. The total systematic uncertainty (Syst.) is the quadrature sum of each
systematic uncertainty.
PYTHIA
Smearing Closure test Enve-
pµµT Stat. Syst. Bkg. Low Up Even Odd lope
[GeV ] (%) (%) (%) (%) (%) (%) (%) (%)
0 – 6 18.0 4.2 3.4 0.7 -1.1 -1.5 1.5 -1.5
6 – 12 15.5 3.2 2.1 0.2 -0.1 2.1 -2.1 -1.2
12 – 18 19.9 6.5 4.9 0.4 0.4 -4.1 4.2 -0.8
18 – 24 21.4 5.3 3.7 -1.6 -0.2 3.3 -3.2 -0.4
24 – 30 32.6 8.3 6.2 0.3 0.4 5.5 -5.2 0.0
30 – 42 23.3 5.1 3.1 -0.3 0.6 -3.9 4.0 0.6
42 – 54 39.7 11.1 10.9 -0.5 0.2 -1.4 1.4 1.4
54 – 80 35.2 5.9 4.3 0.5 0.2 3.0 -3.0 2.6
80 – 180 40.5 9.0 4.4 -0.5 0.8 -5.0 5.3 5.8
MC@NLO
0 – 6 18.0 4.1 3.4 0.9 -0.7 -2.0 2.1 0.1
6 – 12 15.5 3.7 2.1 -0.4 0.1 2.9 -2.8 0.8
12 – 18 19.9 6.6 4.9 0.0 0.1 -3.9 4.1 1.7
18 – 24 21.4 6.5 3.7 1.0 -0.3 4.6 -4.4 2.6
24 – 30 32.6 11.5 6.2 -1.6 -1.0 -8.3 9.0 3.3
30 – 42 23.3 5.6 3.1 0.5 0.8 1.3 -1.3 4.4
42 – 54 39.7 12.9 10.9 -3.3 0.8 1.8 -1.7 5.8
54 – 80 35.2 9.0 4.3 0.8 1.9 -0.1 0.1 7.7
80 – 180 40.6 17.1 4.4 -0.7 -0.8 12.5 -11.1 10.8
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CHAPTER 6. RESULTS
The results of the ratio (R) of the normalized differential cross-section in the high-mass
region to that in the Z-mass region as a function of the Drell-Yan pµµT are described. Then, the
pµµT distribution in the high-mass region using the cross-section R is obtained and the results
are compared with the theoretical predictions to probe the contributions of non-perturbative
QCD at low pµµT and to test predictions of perturbative QCD at high p
µµ
T .
6.1 R Measurement
The R of the Drell-Yan pµµT distributions within the fiducial muon acceptance in the high-
mass region to that in the Z-mass region is presented in Figure 6.1 and Table 6.1. This mea-
surement is compared to the predictions by RESBOS [32], PYTHIA [17], and MC@NLO [34].
The data in the figure have been unfolded by either PYTHIA or MC@NLO at the Born-level
muons. The RESBOS, PYTHIA, and MC@NLO curves in the figure show the MC truth in-
formation before detector effects are applied. The data unfolded by PYTHIA and MC@NLO
are in good agreement with each other and their shape is smooth. Since RESBOS provides
the best overall description of the data in the ATLAS pZT measurement [55] and fluctuates less
than the data, we choose RESBOS as the denominator in the comparison with the data and
other theoretical predictions in the bottom of Figure 6.1 [53].
RESBOS uses a soft gluon resummation calculation, including non-perturbative QCD con-
tributions in the low pµµT region and a fixed order perturbative QCD calculation at NLO in the
high pµµT region, corrected to NNLO using the K-factor discussed in Section 1.2.3.1. RESBOS
describes well the measurement of the Z/γ∗ transverse momentum distribution in proton-
antiproton collisions at the Tevatron collider at
√
s = 1.8 and 1.96 TeV well [30, 31, 52–54].
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(a) Data unfolded by PYTHIA (b) Data unfolded by MC@NLO
Figure 6.1 The ratio (R) of the normalized differential cross-sections in the Z-mass region
and in the high-mass region as a function of pµµT compared to the predictions of
RESBOS, PYTHIA, and MC@NLO. The error bars shown include statistical and
systematic uncertainties added in quadrature.
For this analysis, five million NNLO Drell-Yan events have been generated by RESBOS, based
on the CTEQ 6.6 PDF set [12] using the same input parameters as for the ATLAS pZT mea-
surement [55]. RESBOS agrees with the measurement of R within data uncertainties over the
entire pµµT range. However, its predictions are slightly higher than the data for p
µµ
T values in
the range of 0 to 6 GeV where the non-perturbative QCD contribution dominates.
PYTHIA and MC@NLO are parton shower event generators at LO and NLO, respectively,
as described in Section 1.2.3.2, and are used to model the data and to correct for detector
effects as described in Chapters 4 and 5. While MC@NLO is slightly higher than RESBOS for
the pµµT ranges of 30 to 42 GeV and 80 to 180 GeV, both PYTHIA and MC@NLO also agree
with the data over the full pµµT range within the uncertainties.
6.2 pµµT Measurement in the High-Mass Region
The normalized differential cross-section in the high-mass region as a function of the Drell-
Yan pµµT is shown in Figure 6.2 and listed in Table 6.2. The p
µµ
T distribution in the high-mass
region is obtained using the R results and the high statistics pµµT distribution in the Z-mass
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region as follows: (
1
σ
dσ
dpµµT
)
high−mass
= R×
(
1
σ
dσ
dpµµT
)
Z−mass︸ ︷︷ ︸
ATLAS pZT measurement
, (6.1)
where R is defined in Eq. (5.3), and the ATLAS pZT measurement [55] is consistent with our
Drell-Yan pµµT measurement in the Z-mass region as described in Appendix. The bin size returns
to its original size, the same as that for the ATLAS pZT measurement, while the bin size is twice
as wide in the R measurement, as discussed in Section 5.1. Even though the measurement in
the high-mass region has low statistics, the pµµT distribution in the high-mass region is smoother
than would be the case for a direct pµµT measurement because the R measurement has already
reduced most of the theoretical and experimental uncertainties.
The predictions of RESBOS and PYTHIA agree well with the data over the full pµµT range.
However, MC@NLO is higher at low pµµT and lower at high p
µµ
T than RESBOS. This behavior
is also observed in the ATLAS pZT measurement [55]. The predictions of RESBOS are found to
be in agreement with the data over the entire pµµT range within the experimental uncertainties.
While significant deviations from the measurement are not observed, the shape and the peak
position of the RESBOS prediction are slightly different from the data at low pµµT as shown
in Figures 6.2(a) and 6.2(b). This would indicate non-perturbative QCD contributions in the
high-mass region that are not described by RESBOS very well. The data have statistical
fluctuations at high pµµT as shown in Figures 6.2(c) and 6.2(d), where higher-order perturbative
QCD contributions dominate. The data uncertainties are very large at high pµµT , around 40%,
as listed in Table 6.2. The statistical uncertainty dominates due to the limited statistics of the
data in the high-mass region. The major systematic uncertainties are due to the background
and closure test as discussed Section 5.3, which are also limited by the size of the data and the
number of simulated events in the high-mass region.
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(a) Data unfolded by PYTHIA for the range pµµT <
30 GeV
(b) Data unfolded by MC@NLO for the range pµµT <
30 GeV
(c) Data unfolded by PYTHIA for the full range (d) Data unfolded by MC@NLO for the full range
Figure 6.2 The normalized differential cross-section in the high-mass region as a function of
pµµT compared to the predictions of RESBOS, PYTHIA, and MC@NLO. The error
bars shown include statistical and systematic uncertainties added in quadrature.
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Table 6.1 The ratio (RfidBorn) of normalized differential cross-sections between the Z-mass re-
gion and the high-mass region, and uncertainties for each pµµT bin.
Data unfolded Data unfolded RESBOS PYTHIA MC@NLO
by PYTHIA by MC@NLO truth truth
pµµT RfidBorn tot err RfidBorn tot err RfidBorn stat err RfidBorn stat err RfidBorn stat err
[GeV ] (%) (%) (%) (%) (%)
0 – 6 0.726 18.5 0.719 18.4 0.806 1.0 0.799 1.1 0.817 1.2
6 – 12 0.893 15.8 0.915 15.9 0.890 1.1 0.891 1.1 0.907 1.2
12 – 18 0.974 20.9 0.971 20.9 0.987 1.3 0.957 1.4 0.985 1.5
18 – 24 1.256 22.1 1.255 22.4 1.013 1.6 1.040 1.7 1.058 1.9
24 – 30 0.925 33.6 0.920 34.6 1.096 1.9 1.127 2.0 1.144 2.3
30 – 42 1.565 23.8 1.557 24.0 1.186 1.7 1.178 1.8 1.259 2.0
42 – 54 1.096 41.2 1.040 41.8 1.300 2.2 1.322 2.3 1.328 2.8
54 – 80 1.538 35.7 1.449 36.3 1.562 2.1 1.559 2.2 1.559 2.8
80 – 180 2.177 41.5 2.128 44.1 2.185 2.3 2.158 2.4 2.291 3.3
Table 6.2 The normalized differential cross-sections in the high-mass region and errors for
each pµµT bin.
Data unfolded Data unfolded RESBOS PYTHIA MC@NLO
by PYTHIA by MC@NLO truth truth
pµµT
1
σfid
dσfid
dpµµT
tot err 1
σfid
dσfid
dpµµT
tot err 1
σfid
dσfid
dpµµT
stat err 1
σfid
dσfid
dpµµT
stat err 1
σfid
dσfid
dpµµT
stat err
[GeV ] (%) (%) (%) (%) (%)
0 – 3 0.0272 19.3 0.0270 19.3 0.0283 1.7 0.0264 1.8 0.0310 2.0
3 – 6 0.0422 19.0 0.0418 19.0 0.0468 1.3 0.0467 1.4 0.0513 1.6
6 – 9 0.0417 16.0 0.0427 16.1 0.0399 1.4 0.0414 1.5 0.0432 1.7
9 – 12 0.0313 16.1 0.0320 16.2 0.0326 1.6 0.0326 1.7 0.0347 1.8
12 – 15 0.0260 21.1 0.0259 21.2 0.0274 1.7 0.0261 1.8 0.0278 2.0
15 – 18 0.0208 21.2 0.0207 21.2 0.0217 1.9 0.0211 2.1 0.0207 2.3
18 – 21 0.0212 22.4 0.0212 22.8 0.0177 2.1 0.0177 2.2 0.0174 2.5
21 – 24 0.0170 22.5 0.0169 22.8 0.0141 2.4 0.0145 2.5 0.0138 2.8
24 – 27 0.0106 34.0 0.0106 34.9 0.0121 2.6 0.0126 2.7 0.0116 3.1
27 – 30 0.0080 34.0 0.0080 35.0 0.0104 2.8 0.0107 2.9 0.0103 3.3
30 – 36 0.0102 24.3 0.0101 24.4 0.0083 2.2 0.0083 2.3 0.0079 2.7
36 – 42 0.0072 24.4 0.0072 24.6 0.0061 2.5 0.0060 2.7 0.0059 3.1
42 – 48 0.0044 41.6 0.0042 42.2 0.0045 3.0 0.0048 3.0 0.0042 3.7
48 – 54 0.0032 41.8 0.0030 42.3 0.0038 3.3 0.0039 3.4 0.0032 4.2
54 – 60 0.0032 36.5 0.0030 37.1 0.0030 3.6 0.0031 3.8 0.0026 4.8
60 – 80 0.0020 36.1 0.0019 36.8 0.0019 2.5 0.0020 2.6 0.0016 3.4
80 – 100 0.0012 42.4 0.0012 44.9 0.0010 3.4 0.0010 3.6 0.0008 4.9
100 – 180 0.0003 42.4 0.0003 44.9 0.0003 3.1 0.0003 3.2 0.0002 4.4
90
CHAPTER 7. CONCLUSIONS
In summary, we have presented a measurement of the normalized differential cross-section
for Drell-Yan (Z/γ∗) production with respect to transverse momentum up to pµµT = 180 GeV
for 116GeV < Mµ+µ− (above the Z-boson mass region) with Z/γ∗ → µ+µ− decays produced in
proton-proton collisions at
√
s = 7 TeV, corresponding to an integrated luminosity of 36 pb−1,
collected with the ATLAS detector at the LHC. The Drell-Yan pµµT distribution in the high-mass
region is obtained by measuring the ratio (R) of the pµµT distribution in the high mass region
to that in the Z-boson mass region and multiplying it with the high-statistics pµµT distribution
in the Z-mass region. Most experimental and theoretical uncertainties in the pµµT distribution
cancel in the ratio R and the measurement is statistically limited by the size of the data sample.
The measurement is compared with the predictions of resummed QCD at low pµµT and fixed
order perturbative QCD at high pµµT . While the predictions of the shape and peak position
from RESBOS [32] differ from the data slightly at very small pµµT where non-perturbative QCD
contributions dominate, the predictions of RESBOS and PYTHIA [17] agree with the data
within the experimental uncertainties for the full pµµT range.
We also looked for effects of physics beyond the Standard Model in the R measurement by
adding a Z ′-boson Monte Carlo sample with Z ′ mass of 250 GeV as the Drell-Yan signal. We
do not observe significant deviations from the Standard Model predictions in this measurement.
The results of this search are shown in Appendix. The slope of the R from the Monte Carlo
with the Z ′ sample is much steeper than that of the data and the PYTHIA predictions deviates
significantly from the measurement. A Z ′-boson mass of 250 GeV has been excluded by previous
measurements [90, 91], but if it were not, this measurement would be capable of observing it.
Even if the width of the Z ′-boson mass is too broad to observe its mass peak in the Z ′-boson
mass distribution, the R distribution might show an unexpected deviation as evidence of the
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Z ′-boson and it has the advantage that the uncertainties cancel in the R calculations. We
can use this type of simple study to show that our observable has sensitivity to new physical
phenomena.
The LHC operated smoothly in 2011. ATLAS successfully recorded around 5 fb−1 of data
in 2011 and continues to collect data in 2012. ATLAS will repeat these measurements with the
2011 and 2012 datasets and will considerably reduce the statistical and also systematic uncer-
tainties. This large amount of data will allow us to measure the double differential cross-sections
for the Drell-Yan events as functions of pµµT and Mµµ to study correlations between them. The
double differential pµµT distribution is obtained by dividing the Drell-YanMµµ region, including
the Z-mass and high-mass regions, into smaller ranges. The Drell-Yan pµµT distributions in
the small Mµµ ranges will provide more precise measurements of non-perturbative QCD at
very low pµµT and higher-order perturbative QCD at high p
µµ
T as QCD contributions are deeply
related to the Drell-Yan Mµµ. Moreover, it will be useful to study the effects of initial state
gluon radiation (ISR) in Drell-Yan production, balanced by pµµT , by tuning ISR parameters in
an event generator such as PYTHIA because the ISR is one of major systematic uncertainties
in many measurements.
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APPENDIX: ADDITIONAL MATERIALS
Comparison of pµµT in the Z-mass Region with the ATLAS p
Z
T Measurements
Our measurements of the pµµT spectrum in the Z-mass region should be consistent with
the ATLAS pZT measurements [55]. To compare them, our p
µµ
T distribution is unfolded using
an iterative Bayesian unfolding method [87] with the RooUnfold unfolding package [92]. The
Bayesian unfolding takes into account the contributions of bin migrations. The unfolded pµµT
in the Z-mass agrees with the ATLAS pZT well, as shown in Figure 1.
(a) For pµµT < 30 GeV (b) For the full range
Figure 1 The normalized differential cross-section as a function of pµµT is compared between
our measurement (red), the ATLAS pZT result [55] (blue), and PYTHIA (light blue).
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Addition of a Z ′(250 GeV) Boson
The MC simulation sample of the sequential standard model (SSM) Z ′-boson, assumed
to have the same couplings to fermions as the Z-boson [57, 90], was added as a signal to
determine whether the cross-section ratio (R) measurement provides any evidence for physics
beyond the Standard Model. The smallest mass (250 GeV) in the available SSM Z ′ samples is
chosen because the data do not have a sufficient number of events in the higher mass region.
The cross-section of the selected Z ′ MC sample is listed in Table 4.2. The dimuon invariant
mass distribution in Figure 2(a) shows the Z ′-boson peak around 250 GeV as expected. The
increased number of signal events, due to the addition of the Z ′ sample, is only 3.2 ± 0.5 for
the Z-mass region in Figure 2(c), but is significant, 815.2 ± 8.4, for the high-mass region in
Figure 2(d). To perform unfolding with the signal MC including the Z ′ sample, the truth pµµT is
obtained by selecting two truth muons, whose mothers are either Z/γ∗ or Z ′, with each muon
in the fiducial volume. The unfolded R result with Z ′ sample is shown in Figure 2(b) and the
slope from the signal MC is steeper than that without the Z ′ sample in Figure 5.4(a). The
unfolded data with the additional Z ′ sample are in less agreement with the truth MC as shown
in Figure 2(b).
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(a) The dimuon invariant mass (b) The unfolded ratio of the normalized differential
cross sections
(c) The dimuon transverse momentum in the Z-mass
region
(d) The dimuon transverse momentum in the high-
mass region
Figure 2 The dimuon invariant mass (Mµµ), dimuon transverse momentum (p
µµ
T ), and un-
folded cross-section ratio (R) distributions including Z ′(250 GeV) sample.
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