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Chapter 1
Introduction
The description of condensed matter can be often related to microscopic mod-
els governed by the rules of quantum mechanics. Moreover in solid state the-
ory the electronic problem can be decoupled from the nuclear problem, because
of the large diﬀerence between the corresponding masses and thus time-scales
(Born-Oppenheimer approximation). Then our task becomes simply to solve the
Schrödinger equation for the many-body Hamiltonian1
Hˆ = − ~
2
2m
∑
i
∇2i +
∑
i,I
ZIe
2
|ri −RI | +
1
2
∑
i6=j
e2
|ri − rj| , (1.1)
where the electrons, with mass m, are denoted with the lower case subscript and
the nuclei are denoted with the upper case subscript. We have three terms to
analyze: the kinetic energy of the electrons, the potential due to the nuclei and
the mutual Coulomb repulsion between the electrons themselves. It is exactly this
last term that makes the problem extremely complicated, correlating the motion
of all the electrons. As a result an exact solution can be obtained for at most a
few tens of particles, surely not enough for the description of a real solid, where
the components are of the order of the Avogadro number 1023.
Given the impossibility of an exact solution, we have two options to access the
physical information about our system. The ﬁrst way, adopted by the community
of many-body physics, is to simplify the Hamiltonian (1.1) with the exclusion of
secondary degrees of freedom, obtaining a model that we can solve more or less
exactly. The second possible way is to work directly with the full Hamiltonian,
looking for an approximate solution. The last approach has been adopted by
the electronic structure community: the many-body problem is solved within a
single-particle scheme where every electron moves in a time-averaged potential
determined by the nuclei and the other electrons. This is the assumption behind
the density-functional theory in local density approximation (DFT-LDA)2 [1, 2, 3]
1For simplicity we have neglected relativistic effects associated to the spin-orbit coupling
2In principle it is true also for other functionals commonly used in the Kohn-Sham equations.
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Figure 1.1: Left side: the electrons (blue points) move into the potential wells of the
crystal (green manifold). In case of electronic localization, it becomes important to know
the behavior of all the electrons, since they strongly influence on each other via Coulomb
repulsion (red wiggled line). Right side: In DFT-LDA a given electron (blue point) moves
in the potential of the nuclei and in an effective time-averaged potential due to the other
electrons (blue clouds). Picture from Ref. [5]
and, while it can appear rather drastic, gives an excellent description of various
solids, in particular sp bonded. In fact, due to the Bloch theorem, the electrons
can be considered delocalized along the whole crystal, ﬁtting with the picture of
an eﬀective potential.
Nevertheless there exist some materials where the electrons, usually associated
with narrow d and f bands, can acquire more localized character by spending more
time around a given atom. In this case the behavior of the real system becomes
very diﬀerent from the one-particle approximation of DFT-LDA, as depicted re-
spectively at the left and right sides of Figure 1.1. Because of the strong Coulomb
repulsion, the motion of a given electron is substantially inﬂuenced by the presence
of all the other electrons around. We speak, then, of a strongly correlated system
[4, 5].
These qualitative arguments can be reformulated in a more rigorous way with
the help of a simpliﬁed Hubbard model [6, 7, 8]. Let us consider electrons in a
generic lattice of single-level ions (see Figure 1.2) whose Hamiltonian in second
quantization reads
Hˆhub = −t
∑
R,R′
cˆ†R,σ cˆR′,σ + U
∑
R
nˆR,↑nˆR,↓, (1.2)
and where for simplicity the ﬁrst sum is intended only between nearest neighbors.
Two parameters determine the behavior of the system. The hopping parameter t
3Figure 1.2: The single-orbital Hubbard model consists of a lattice of ions where the electrons
are represented in tight-binding scheme: t is the kinetic energy gained moving between
nearest neighbors (upper left corner) and U is energy cost for a double occupation (upper
right corner) due to the local Coulomb repulsion. At half-filling, if U ≫ t, the electrons do
not find it energetically favorable to move from site to site and the system turns into a Mott
insulator (bottom).
is the energy gained by an electron jumping from site to site, and quantiﬁes the
tendency to the delocalization. The Hubbard U is the energy due to the local
Coulomb repulsion, that is the cost in energy for accommodating two electrons
with diﬀerent spins on the same site. This parameter expresses the tendency to
the localization: if U is too strong the electrons cannot move any more and they
are forced to stay at their own site, as shown at the bottom of Figure 1.2 for an
half-ﬁlled lattice. Then the system becomes a Mott insulator [9, 10].
Besides its apparent simplicity, the Hubbard model contains all the fascinating
physics based on the competition between itinerant and localized character of the
electrons, and is a good prototype for studying correlation eﬀects in real materials.
A signiﬁcant diﬀerence is that in a real material t is orbital-dependent and not
only limited to nearest neighboring sites, then the more accessible bandwidth W
is usually used as signiﬁcant parameter. After having speciﬁed the energy scales
of the problem, we can individuate three regimes of correlations associated to the
ratio U/W . When U/W is small, the electrons retain much of their wave-like
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character and the system behaves as a weakly correlated metal. An analysis based
on DFT-LDA is appropriate and usually successful. On the other hand when U/W
is big, the electrons acquire a more particle-like character and the hopping from
site to site becomes impossible: the system turns into a Mott insulator and a
description based on waves in the k-space is not suﬃcient any more. However, as
we have seen above, an equivalently simple description based on the real space can
be formulated: the problem is still reducible to a single-particle system, as in the
self-interaction correction (SIC) [11] method or in the LDA+U [12, 13] approach.
The most diﬃcult task is to treat systems where U and W are of the same order:
in this case the electrons hesitate between being itinerant and being localized [4],
and we need an approach able to catch phenomena on diﬀerent time scales. The
dynamics visualized at the left hand side of Figure 1.1 must be taken into account
and this is not possible with single-particle methods, where all the ﬂuctuations are
frozen.
The dynamical mean-ﬁeld theory (DMFT) has represented a breakthrough for
the study of strongly correlated materials [14, 15]. In the DMFT the complicated
lattice problem is solved non-perturbatively by mapping it onto a Single-Impurity
Anderson model [16]. It means that the environment surrounding a given atom
is replaced by an eﬀective fermionic bath to be determined self-consistently. The
idea is similar [4] to the Weiss theory of molecular ﬁeld for the Ising model, but in
the DMFT the eﬀective medium is a fully dynamical quantum object. As a result
genuine many-body eﬀects are considered, e.g. temperature-dependent spin ﬂuc-
tuations, and the interesting physics at the crossover of the Mott metal-insulator
transition can be studied. Although originally designed for eﬀective models, the
DMFT can be easily combined with DFT-LDA to describe realistic materials with
local Coulomb correlations: the resulting LDA+DMFT scheme [17, 18] is presently
the most universal practical ab-initio technique for calculating the electronic struc-
ture of a solid in any of the three U/W regimes speciﬁed above.
In the last decade the LDA+DMFT scheme has been successfully applied to a
number of important problems. The most famous results include the calculation of
the ground-state properties and the excitation spectrum of δ-Pu [19, 20, 21, 22, 23],
the explanation of the volume-collapse associated to the α-γ transition in cerium
[24, 25, 26] and the investigation of the itinerant magnetism and the spectral
properties of the late transition metals Fe and Ni [27, 28, 29]. Other important
studies concern the half-metallic ferromagnets [30, 31], the control of the metal-
insulator transition in Cr doped V2O3 [32], and many others transition metals
oxides, e.g. the superconducting Sr2RuO4 [33] or the heavy-fermion compound
LiV2O4 [34]. Within this last class of systems, it is also worth to mention the
recent study of the paradigmatic heavy-fermion material CeIrIn5 [35].
Despite all success stories of LDA+DMFT, the method is still less than a
decade old and at a stage of active development. Most available implementations
5apply some drastic simpliﬁcations, and in particular, many LDA+DMFT codes
are embedded into atomic sphere approximation (ASA)-based LDA codes. Two
examples are the linear muﬃn-tin orbital (LMTO)-ASA code of Ref. [18] and
the Korringa-Kohn-Rostoker (KKR)-ASA code of Ref. [36]. These schemes might
work well for close-packed crystal structures, but they are insuﬃcient for open
structures and low-dimensional geometries.
The present thesis is dedicated to the study of real strongly correlated materials
by means of an appositely developed LDA+DMFT code based on the full-potential
(FP) LMTO method of Ref. [37], which does not suﬀer from the limitations
mentioned in the previous paragraph.
The result of our work will be presented in the following way. Being Chapter
1 this introduction, Chapter 2 discusses the main theoretical framework: the den-
sity functional theory in local density approximation, and the reasons behind its
successes or its failures. Finally the LDA+DMFT scheme is introduced through
a parallelism with the Weiss molecular ﬁeld theory. In Chapter 3 we treat the
technical details of our implementation. After a brief derivation of the generic
LMTO method, the computational expressions used in our code are given. Spe-
cial attention is given to the interface between the DFT and the DMFT parts
of the code, including the shape of the correlated orbitals and the LDA+DMFT
equations. Chapter 4 concerns the single-particle excitations of the bulk late tran-
sition metals: Fe, Co and Ni. While these systems can be considered as weakly
correlated metals, still some important correlations eﬀects can be observed such
as the shrinking of the 3d band and the formation of non-coherent satellites in
the photoemission spectrum. In Chapter 5 our study is extended to the surfaces
of Fe, Co and Ni, and comparison is made with the corresponding bulk systems,
showing an increase of the correlation eﬀects. The role of the surface states is
analyzed in the last Section of the Chapter, when the theoretical results are com-
pared with experimental data from photoemission spectroscopy. Then, in Chapter
6, we focus on the formation of a pseudo-gap in the density of states of a mono-
layer of Fe on the surface (001) of W. Experimental data from Scanning Tunneling
Spectroscopy (STS) are compared with our calculations, showing a reasonable
agreement. Chapter 7 is dedicated to the calculation of the ground state proper-
ties in the LDA+DMFT scheme. The implementation of the corresponding total
energy functional is described in details, and results are shown for ferromagnetic
Ni and antiferromagnetic Mn. The latter element is also the object of Chapter
8: because of the stronger correlation eﬀects, we analyze the dependence of the
results of the LDA+DMFT scheme on the magnetic phase and on the method used
to solve the eﬀective impurity model. Moreover the possibility of a combination
of the LDA+DMFT scheme and the disordered local moment (DLM) approach
is presented, together with an application to the photoemission spectrum within
the one-step model. Finally Chapter 9 contains the last project included in this
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Figure 1.3: An overview of the real materials studied in the present thesis, with reference to
the corresponding Chapters. The systems are ordered in terms of the degree of correlation
with respect to the critical value for the Mott metal-insulator transition.
work: a study of the mixed-valence compounds SmB6, YbB12 and YbInCu4 in the
Hubbard I approximation.
A summary of the previous overview is given in Figure 1.3: the systems are
ordered in terms of the degree of correlation with respect to the critical value for
the Mott metal-insulator transition.
Chapter 2
Theoretical methods
In this Chapter we present the main theoretical framework of the LDA+DMFT
scheme for the electronic structure calculation of strongly correlated materials.
The density-functional theory and the Kohn-Sham equations are illustrated in
details. Then we focus on the local density approximation and the reasons of
its successes in terms of the exchange-correlation hole. Finally we introduce the
LDA+U Hamiltonian as correction to the bare DFT-LDA Hamiltonian, and the
dynamical mean-ﬁeld theory is explained as analogy to the Weiss theory of the
molecular ﬁeld.
2.1 Density functional theory
The idea of describing a system of many electrons in terms of the corresponding
charge density was introduced for the ﬁrst time in the method that Thomas and
Fermi [38, 39] proposed in 19271. Although their approximation is not accurate
enough for the computational standards of the modern condensed matter physics,
they suggested that the calculation of the ground state properties of a quantum
system can be made without requiring the knowledge of the full many-body wave-
function. The modern density-functional theory is based on two theorems proved
in the mid-sixties by Hohenberg and Kohn [1] to reformulate the seminal intuition
of Thomas and Fermi as an exact theory of many-body systems. The formula-
tion can be applied to any system of interacting particles in an external potential
Vext(r), whose Hamiltonian can be written as
Hˆ = − ~
2
2m
∑
i
∇2i +
∑
i
Vext(ri) +
1
2
∑
i6=j
Vˆint(ri, rj) , (2.1)
1Later, in 1930, Dirac [40] extended their approximation to include the exchange term due to
the statistics of indistinguishable particles
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Figure 2.1: Meaning of the Hohenberg-Kohn theorem in a quantum-mechanical hierarchy
of observables. The external potential Vext determines the Hamiltonian and then all the
states Ψi of the system, including the ground state Ψ0. This eigenfunction describes all the
properties of the system, and then also the electron density n0. The circle is closed by the
Hohenberg-Kohn theorem that relates the external potential to the ground state electron
density.
where the index i enumerates the particles and ri their positions. For our purposes
we contextualize the discussion to the Coulomb interaction potential:
Vˆint(ri, rj) =
e2
|ri − rj| . (2.2)
The ﬁrst theorem of Hohenberg and Kohn states that there is a one-to-one
correspondence between Vext(r) and the ground-state density n(r), up to a constant
shift of the potential.
The proof is disarmingly trivial, in particular if we limit the demonstration to
a non-degenerate ground state. Under this assumption it becomes obvious that
Vext(r) determines uniquely the ground-state wavefunction Ψ, and then n0(r), as
reported in the scheme of Figure 2.1. The fact that n0(r) determines only one
Vext(r) is proved as reductio absurdum. Suppose that two external potentials V
(1)
ext
and V (2)ext exist such that V
(1)
ext 6= V (2)ext and that they lead to the same ground-state
density n0(r). If the diﬀerence is more than a constant, these potentials gener-
ate two diﬀerent Hamiltonians Hˆ(1) 6= Hˆ(2) which have two diﬀerent ground-state
wavefunctions Ψ(1) 6= Ψ(2) that, as we supposed, are associated to the same n0(r).
The variational principle states that the minimum expectation value of the Hamil-
tonian is obtained for its ground-state wavefunction, then it is straightforward to
show that
E(1) = 〈Ψ(1)|Hˆ(1)|Ψ(1)〉 < 〈Ψ(2)|Hˆ(1)|Ψ(2)〉 . (2.3)
With a little bit of algebra we can rewrite the expectation value of the ﬁrst Hamil-
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tonian in the ground-state of the second Hamiltonian as
〈Ψ(2)|Hˆ(1)|Ψ(2)〉 = 〈Ψ(2)|Hˆ(2)|Ψ(2)〉 − 〈Ψ(2)|Hˆ(2) − Hˆ(1)|Ψ(2)〉 (2.4)
= 〈Ψ(2)|Hˆ(2)|Ψ(2)〉 −
∫
dr [V (2)ext (r)− V (1)ext (r)]n0(r) (2.5)
Furthermore we can repeat the same procedure for Hˆ(2), obtaining the following
system of equations:
E(1) < E(2) −
∫
dr [V (2)ext (r)− V (1)ext (r)]n0(r)
E(2) < E(1) −
∫
dr [V (1)ext (r)− V (2)ext (r)]n0(r) .
(2.6)
If now we add together the previous equations, we arrive at the contradictory
inequality
E(1) + E(2) < E(1) + E(2) , (2.7)
demonstrating the desired result.
An important corollary descends from the ﬁrst theorem of Hohenberg and
Kohn: since the Hamiltonian is fully determined by n0(r), then all the eigen-
functions are fully determined by n0(r) and so all the properties of the system,
including non ground-state properties. This is a not trivial consequence of the
Hohenberg and Kohn’s construction, and we will come back to this point during
the discussion of the operative application of the density functional theory.
The second theorem of Hohenberg and Kohn states that for a given Vext(r) an
energy functional of the density n(r) can be defined such as its minimum is the
ground-state energy of the system, and this energy is obtained for the ground-state
density n0(r). The proof is based on the corollary to the ﬁrst theorem: if all the
properties are uniquely determined when n0(r) is given, then also the kinetic energy
T and the particle-particle interaction energy Eint are completely determined. As
a result, the ground state energy can be written by means of the following density
functional
EHK [n] = T [n] + Eint[n] +
∫
drVext(r)n(r), (2.8)
evaluated for n(r) = n0(r). Furthermore this functional can be easily shown to be
variational. Consider a system whose ground-state density is n(1)(r), corresponding
to an external potential V (1)ext and to an Hamiltonian Hˆ(1). Following the deﬁnition
of the functional EHK , it is clear that it is equal to the expectation value of Hˆ(1)
in its unique ground-state wavefunction Ψ(1) associated to n(1)(r):
E(1) = EHK [n(1)] = 〈Ψ(1)|Hˆ(1)|Ψ(1)〉 . (2.9)
If we consider that any other density n(2)(r) 6= n(1)(r) is associated to a many-body
wavefunction Ψ(2) 6= Ψ(1), it follows immediately that
E(2) = 〈Ψ(2)|Hˆ(1)|Ψ(2)〉 > E(1) . (2.10)
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Thus the energy given by the functional (2.8) evaluated for the ground state density
n0(r) is always lower than the values obtained for any other density n(r).
The second theorem of Hohenberg and Kohn states that a variational func-
tional of the ground state density exists, but does not provides us with its explicit
expression. In fact all the diﬃculties of the original many-body problem are moved
into the functional
FHK [n] ≡ T [n] + Eint[n] , (2.11)
which is not known. Fortunately FHK satisﬁes an important property: it is uni-
versal, i.e. it depends only on the density, and not on the external potential
that deﬁnes the particular problem. The universality of the Hohenberg and Kohn
functional is the basis of the Kohn-Sham ansatz, presented in the next Section.
Finally we should mention that both the theorems of Hohenberg and Kohn can
be easily generalized to spin-dependent densities and degenerate ground states [41].
Moreover the degeneracy is taken into account from the outset in the alternative
formulation of density-functional theory by Levy and Lieb [42, 43].
2.2 Kohn-Sham equations
The density functional theory outlined in the previous Section establishes that the
ground state properties of any many-body system described by the Hamiltonian
(2.1) can be determined without solving the full Schrödinger equation. Unfortu-
nately our construction has no practical use if we do not ﬁnd a way to determine the
Hohenberg-Kohn functional (2.8) in terms of the density. The ansatz of Kohn and
Sham [2] consists in replacing the many-body problem by an auxiliary problem of
independent particles in an eﬀective potential whose (single-particle) Hamiltonian
is
HˆσKS = −
~2
2m
∇2 + V σKS(r). (2.12)
Let’s suppose then that we can build such a system in a way that its ground state
density coincides with the ground state density of the original system. Under this
assumption, naming the eigenvalues of equation (2.12) as εσi and the corresponding
eigenvectors as ψσi (r), the electron density can be written as
n(r) =
∑
σ
n(r, σ) =
∑
σ
Nσ∑
i=1
|ψσi (r)|2, (2.13)
where the sum over the quantum number i runs over the states with the lowest
energies until the total number of electrons Nσ is reached. The knowledge of the
single-particle wavefunctions allows us to express the kinetic energy of the auxiliary
system as
Ts = − ~
2
2m
∑
σ
Nσ∑
i=1
〈ψσi |∇2|ψσi 〉 =
~2
2m
∑
σ
Nσ∑
i=1
|∇ψσi |2 . (2.14)
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In the following we will associate to Ts the functional dependence from n(r). While
in fact this dependence is not explicit, it is related to the ψσi . Another important
quantity in the Kohn-Sham construction is the classical Coulomb energy of an
electron density interacting with itself, i.e. the Hartree energy
EH [n] =
1
2
∫
drdr′
n(r)n(r′)
|r− r′| . (2.15)
Then the kinetic energy and the Hartree energy of the independent particle system
are related to the original system by rewriting the Hohenberg-Kohn functional (2.8)
as
EKS[n] = Ts[n] +
∫
drVext(r)n(r) + EH [n] + Exc[n], (2.16)
where the unknown exchange-correlation energy contains all the diﬀerences be-
tween the actual functional and the exact one:
Exc[n] ≡ (T [n]− Ts[n]) + (Eint[n]− EH [n]). (2.17)
The expression (2.16) is exact in the sense that it is a simple restatement of the
Hohenberg-Kohn formulation and no further approximation has been done, except
assuming the existence of a non-interacting ﬁctitious system whose ground state
density can reproduce the “real” ground state density. This assumption relies on
an interesting representability issue, and while it has been demonstrated for sim-
ple systems like one or two electron problems or for system with small deviations
from the homogeneous electron gas, no general proof has been produced for “re-
alistic systems” [44]. Moreover we must notice that the problem still retains all
the original complexity, and all the diﬃculties of the solution of the many-body
system have simply been moved to the unknown exchange-correlation functional.
On the other hand the advantage of the Kohn-Sham formulation is that by ex-
plicitly separating out the independent particle kinetic energy and the long range
Hartree terms, the remaining exchange-correlation energy (2.17) can reasonably
be approximated as a local or nearly local functional of the density, as we will see
in the next Section.
Before analyzing the general properties of the exchange-correlation functional
and the most widely used approximations, we have to make an explicit connection
between the real system described by the functional (2.16) and the ﬁctitious system
described by the Hamiltonian (2.12). Since Ts and n(r) are directly expressed as a
functional of the orbitals ψi(r), we can minimize the expression (2.16) with respect
to the variation of those wavefunctions
δEKS
δψσi (r)
=
δTs
δψσi (r)
+
[
δEext
δn(r, σ)
+
δEH
δn(r, σ)
+
δExc
δn(r, σ)
]
δn(r, σ)
δψσi (r)
= 0. (2.18)
By imposing the orthonormalization constraint 〈ψσi |ψσ′j 〉 = δi,jδσ,σ′ through the use
of the Lagrange multipliers εσi , it is straightforward to obtain the Schrödinger-like
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equations
(HˆσKS − εσi )ψσi (r) = 0, (2.19)
where HKS has the form of equation (2.12). The whole many-body problem is
moved to the determination of the Kohn-Sham potential
V σKS(r) = Vext(r) +
δEH
δn(r, σ)
+
δEexc
δn(r, σ)
(2.20)
= Vext(r) + VH(r) + V σxc(r), (2.21)
in particular to the third term: the unknown exchange-correlation potential V σxc(r).
2.3 Local density approximation
As Kohn and Sham noticed in their original paper [2] many solids can be consid-
ered close to the limit of the homogeneous electron gas, where the exchange and
correlation eﬀects are local in character. In the local density approximation (LDA)
we assume this locality to be valid also in our generic electron system. Because of
the universality of the Hohenberg-Kohn functional, it follows that
Exc[n] =
∫
drn(r)ǫhomxc (n(r)), (2.22)
where ǫhomxc (n(r)) is the exchange-correlation energy of the homogeneous electron
gas with density equal to n(r). The only element needed is the function ǫhomxc . The
contribution of the exchange can be obtained as a simple analytical expression.
The remaining contribution of the correlations can be either calculated through
perturbative many-body techniques [45], or obtained as ﬁtting [11, 46] of numer-
ically exact quantum Monte-Carlo (QMC) simulations [47, 48, 49, 50]. Although
this approximation seems rather crude, indeed it can successfully describe various
systems, ranging from isolated atoms and molecules to extended solids. It is neces-
sary to stress that the LDA is an “uncontrolled” approximation, in the sense that
the validity of the method is established by its ability to reproduce experimental
results.
As originally pointed out by Gunnarson and Lundqvist [51], the success of the
local density approximation can be explained in terms of an exchange-correlation
hole. Given that the electronic interactions are pair interactions, almost all the
properties of the physical system can be obtained from the pair correlation func-
tion2 g(r, r′), corresponding to the joint probability of ﬁnding one electron in r
and another electron in r′. It is convenient to extend the discussion to a generic
strength of the electron-electron interaction λVint, with the parameter λ varying
2For simplicity we neglect the spin degrees of freedom.
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from zero (non-interaction system) to one (fully interacting system). Then we can
redeﬁne the normalized version of the previous correlation function:
ρxc(r, r′, [n], λ) =
g(r, r′)
n(r)
, (2.23)
where the dependence from λ has been made explicit. ρxc is the density of the
exchange-correlation hole and describes the space in r′ from which an electron is
missing, once that it is known to be in r. The missing electron is expressed by the
sum rule ∫
dr′ ρxc(r, r′, [n], λ) = −1, (2.24)
easily obtainable [51] from the normalization of n(r).
By considering a continuous transition between the non-interacting and the
interacting systems (adiabatic connection [52]), it is possible to rewrite the exact
exchange-correlation energy (2.17) as
Exc[n] =
e2
2
∫
dr
∫
dr′
n(r)w(r, r′)
|r− r′| (2.25)
where
w(r, r′) =
∫ 1
0
dλ ρxc(r, r′, [n], λ). (2.26)
In other words the exchange-correlation energy can be understood in terms of the
potential energy of the exchange-correlation hole averaged over the strength of the
interactions.
Moreover, if we deﬁne
ǫxc([n(r)], r) =
1
2
∫
dr′
w(r, r′)
|r− r′| , (2.27)
the exchange-correlation energy (2.25) can be clearly recast in the LDA form (2.22),
with the only diﬀerence that the dependence on the electron density is now in a
form of a functional, instead of a simple function.
We can now individuate two main reasons behind the success of the LDA. First
of all it respects the sum rule (2.24), since the LDA exchange-correlation hole is
the exact hole for some Hamiltonian (the homogeneous electron gas), even if it
is not the correct Hamiltonian! Consequently various constraints are satisﬁed,
leading to an important error cancellation in the diﬀerent contributions to the
energies [44]. In second place, while the shape of the exchange-correlation hole
can vary considerably between diﬀerent systems, the spherical average deﬁned by
the integral (2.27) presents a much more uniform character. Then the LDA works
reasonably well also for systems apparently very diﬀerent from the homogeneous
electron gas.
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All the previous discussion can be easily generalized to spin-polarized systems,
leading to the Local Spin-Density Approximation (LSDA). Unfortunately in elec-
tronic structure literature the acronym “LSDA” is often (not always) substituted
with the basic acronym “LDA”, leaving a certain ambiguity. Usually the correct
meaning can be extracted from the context: “LDA” must be read “LDA” for
non magnetic systems and “LSDA” for magnetic ones. We will also adopt this
convention in the rest of the thesis, unless explicitly speciﬁed in the text.
2.4 Localized electrons and LDA+UHamiltonian
In the Introduction we have mentioned that, besides the many successes of the
DFT-LDA approach, there exists a large class of materials for which this tech-
nique seems to fail. Usually these materials contain non-ﬁlled shells of localized
electrons. Despite the “feeling” that a functional based on the homogeneous elec-
tron gas can be inappropriate in describing a localized density with high gradients,
it is instructing to analyze what exactly goes wrong with such states. The Hartree
potential felt by a given electron through the equation (2.20), is deﬁned as an elec-
trostatic potential determined uniquely by the electron density. This density is
due to all the electrons, including the same electron under consideration: roughly
speaking, the electron interacts with itself! This unphysical self-interaction term
is present also in a generic many-body method, e.g. Hartree-Fock, but in the lat-
ter case it is cancelled by the exchange. Also in the exact exchange-correlation
potential there is a contribution that cancels the spurious self-interaction term
in the Hartree potential. Unfortunately in an approximated functional as (2.22)
this cancellation is only partial and in the case of a localized state becomes the
major source of errors. A correction3 is possible in the self-interaction correction
(SIC) method [11], where the exchange-correlation functional is redeﬁned remov-
ing the unphysical terms. However, as stressed in the previous paragraph, LDA
is an uncontrolled approximation, so the extraction of the wrong contribution is
quite cumbersome, and the method results numerically unstable. As a result,
the tendency to the localization is strongly overestimated, and so are the mag-
netic properties. Then, besides the signiﬁcant contribution to the description and
comprehension of transition metal oxides [53], high-Tc superconductors [54] and
rare-earth compounds [55], SIC did not manage to become a de facto alternative
to the usual LDA approach.
Nowadays the standard computational methods used in the simulation of the
strongly correlated systems are the LDA+U scheme and the LDA+DMFT scheme.
We prefer to use the word “scheme” instead of “method” since they are based on
3While it is not mentioned we refer to extended systems. In fact for finite systems the
implementation of the correction to the self-interaction Hartree term is much simpler and was
introduced already by Hartree himself in 1928.
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an heuristic correction to the one-particle LDA Hamiltonian. It is not a trivial
task to justify the application of such a correction: in the following we present the
historical arguments that lead to its formulation; at the end of the Section we will
mention a connection to more rigorous arguments.
At the end of the eighties, just after the discovery of the high Tc superconduc-
tivity, much attention was dedicated to the study of simpliﬁed model Hamiltonians,
among which the already mentioned Hubbard model [6, 7, 8] and Anderson model
[16] are the most known. Albeit these models approaches were based on parameters
obtained through DFT-LDA, they were remarkably accurate for the simulation of
various diﬀerent systems, as rare-earth compounds [56], 3d-transition metal Mott
insulators [57], impurity systems [58] and high-Tc superconductors [59, 60].
It is clearly a paradoxical situation: on the one hand the DFT-LDA cannot
describe the physics of the strongly correlated systems, on the other hand all the
needed information is apparently there. Cannot we build a method able to repair
directly the deﬁciencies of the LDA, without passing through model Hamiltonians?
For the construction of this method we have to better understand the rela-
tion between the LDA and the Hubbard model. Let us refer to the energy scale
mentioned in the Introduction, by considering the limit U ≫ W , i.e. the physical
picture of Mott insulators. In this regime a mean-ﬁeld solution of the Hamilto-
nian (1.2) gives the correct description of the system [12]. It follows that the main
problem of the LDA approximation in treating Mott insulators is not its mean-ﬁeld
nature, but more the absence of an explicit Hubbard term for the electron-electron
interactions4. It is now natural to correct [12] the LDA Hamiltonian with an Hub-
bard type interaction to be evaluated within the Hartree-Fock method (LDA+U)
or within more sophisticated methods (LDA+DMFT).
In practical terms the whole procedure is based on the choice of a set of or-
bitals whose description is not good enough in the LDA. We call them “correlated
orbitals” and indicate them with |R, ξ〉, where R is the vector specifying the Bra-
vais lattice site and the ξ is an index that enumerates the orbitals within the unit
cell of the crystal. The choice of {|R, ξ〉} is dictated by physical motivations for
the problem under consideration and always implies some degree of arbitrariness
(see the discussion below). Usually the correlated orbitals are derived from d or
f atomic states and the index ξ stands for the atomic quantum numbers l, m, σ.
Natural choices can be linear muﬃn-tin orbitals [61] or Wannier functions [62, 63].
Apart from the atomic states, hybridized orbitals can also be chosen depending
on the problem. For example in the transition metal oxides the crystal ﬁeld splits
the LDA bands in two distinct groups, well separated in energy and suitable to be
determined through downfolding of the original problem via the NMTO approach
[64].
4Already in the Introduction we had mentioned that this regime could be explored within
one-particle approaches.
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After having decided the set {|R, ξ〉}, the Hubbard interaction term is added
to the DFT-LDA Hamiltonian [12, 13]:
Hˆ = HˆLDA +
1
2
∑
R
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4 cˆ
†
R,ξ1
cˆ†R,ξ2 cˆR,ξ4 cˆR,ξ3 . (2.28)
This is the so-called LDA+U Hamiltonian, and to understand its meaning, we
need to specify what is HLDA and how to obtain Uξ1,ξ2,ξ3,ξ4 . From Sections 2.2 and
2.3, we can write that
HˆLDA =
N∑
i=1
HˆσiKS(ri), (2.29)
where the exchange-correlation potential is supposed to come from equation (2.22).
It is useful to rewrite the band-structure problem with respect to a basis set of
one-particle wavefunctions |R, χ〉 centered at the sites R and enumerated by a
generic quantum number χ, including also the spin σ. This is what happens, for
example, in the tight-binding method or the LMTOmethod of our implementation.
Notice that we can consider the correlated basis set {|R, ξ〉} and the LDA basis
set {|R, χ〉} as independent, and that the latter one is much bigger, given that it
contains all the orbitals of the problem, and not only a subset5. Passing to the
formalism of the second quantization, the expansion into the given basis brings
HˆLDA =
∑
R1,χ1
∑
R2,χ2
tR1χ1,R2χ2 cˆ
†
R1,χ1
cˆR2,χ2 , (2.30)
where the “hopping” matrix elements are deﬁned as
tR1χ1,R2χ2 =
∫
dr 〈R1, χ1|r〉Hσχ2KS (r) 〈r|R2, χ2〉. (2.31)
Now we can see that the Hamiltonian (2.28) represent an eﬀective Hubbard
model with the hopping determined by the LDA problem and the Coulomb re-
pulsions speciﬁed from the outset. It is clear that in this context the meaning of
the matrix elements Uξ1,ξ2,ξ3,ξ4 is not obvious. We could be tempted to think them
as matrix elements of the bare Coulomb repulsion, but this idea would not have
any justiﬁcation. Instead we can identify the added correction as an eﬀective in-
teraction that renormalizes the low energy excitations (to describe broader energy
scales the U term should be, in general, energy dependent [65]). This picture is
intimately related to the idea of the Wilson’s renormalization group method [66]
and is based on the removal of the unimportant degrees of freedom, as the non
localized valence electrons. Unfortunately the removed electrons participate in
the screening of the interactions between the correlated electrons (see Appendix
B for more details), so that it becomes very complicated to calculate Uξ1,ξ2,ξ3,ξ4
5Ideally {|R, χ〉} should be complete, but this is not possible in numerical simulations.
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with a good precision. In principle we can obtain these matrix elements through
two methods: constrained density functional theory [67, 68], which is outlined in
Appendix B, and constrained Random Phase Approximation (RPA) [65], which is
the extraction of static values from the dynamical polarization of the GW method.
Nevertheless it is a common practice to evaluate the strength of the screened eﬀec-
tive Coulomb repulsions using semi-empirical procedures [69, 27]. This may seem
to be inadequate, since the strength of the eﬀective Coulomb interaction should
depend on the set of correlated orbitals, being strictly connected to a mapping
of the original electronic Hamiltonian into the equation (2.28). However, if the
orbitals {|R, ξ〉} are chosen appropriately, the results are quite stable with respect
to this ambiguity, as it was ﬁrst noticed for the LDA+U method [13].
We will give an explicit expression for Uξ1,ξ2,ξ3,ξ4 in the next Chapter, after
having described our choices of the correlated orbitals.
2.5 Dynamical mean-field theory
The dynamical mean-ﬁeld theory can be obtained in many ways, which diﬀer
between each other for the mathematical formalism adopted and the degree of
complexity [14, 15]. The most pedagogical derivation [4] starts probably from a
comparison with the Weiss molecular ﬁeld theory for the Ising model.
The Ising model is a lattice of classical spins Si described by the Hamiltonian
H = −J ∑
(i,j)
SiSj − h
∑
i
Si, (2.32)
where h is the energy of single spin in an external (magnetic) ﬁeld and J is the
ferromagnetic energy due to a spin-spin interaction. To keep the model realistic the
ﬁrst sum is limited to indices that run for pairs of nearest neighbors. The presence
of the interaction term correlates the spin between each other, which makes the
system hard to solve directly. However, if we focus on one physical quantity, we
can try to reduce it to a simpler equivalent system that we are able to solve. Let
us focus on the magnetization at a site i
mi ≡ 〈Si〉, (2.33)
that is the thermal average of a spin at a single site. Our equivalent system is
a lattice of non-interacting spins moving in an eﬀective site-dependent ﬁeld hEFFi
and the corresponding Hamiltonian is
HEFF = −
∑
i
hEFFi Si. (2.34)
The eﬀective ﬁeld should be chosen to reproduce the same magnetization mi of
the original lattice. Calculating the sum over all the possible conﬁgurations for
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(2.34), we can write down an explicit expression for the eﬀective ﬁeld:
βhEFFi = tanh
−1mi, (2.35)
where β = 1/KBT . Up to now we have not made any approximation, but we still
have not obtained a relation with the original system. In the Weiss mean-ﬁeld
theory the eﬀective ﬁeld is approximated by the thermal average of the local ﬁeld
seen by a spin at a given site:
hEFFi ≃ h+ J
∑
j
〈Sj〉 = h+ Jzmi. (2.36)
In the last step we have contextualized our discussion to a translationally invariant
system with z nearest neighbors for every site. The equations (2.35) and (2.36)
can be solved analytically, leading to the approximated magnetization. We have
to stress that the procedure of the mapping into an equivalent non-interacting
system is exact with respect to the chosen observable: the approximation is made
when establishing a relation between the Weiss ﬁeld and the neighboring sites.
Furthermore the approximation becomes exact in the limit of z →∞. This result
is quite intuitive: the neighbors of a given site can be globally treated as bath
when their number becomes large.
All these ideas can be easily extended to the Hubbard model. Being a fully-
interacting quantum many-body system, the mapping procedure is not as obvious
as above, but can be established on rigorous basis. For simplicity we consider the
one-band model (1.2), but in the next Chapter all the equations will be referred
to the LDA+U Hamiltonian (2.28). Instead of the magnetization, we focus on the
local Green’s function at a single site:
GσR,R′(τ − τ ′) ≡ −〈T cˆR,σ(τ)cˆ†R′,σ(τ ′)〉. (2.37)
Here τ and τ ′ are imaginary times in the Matsubara’s formalism for the perturba-
tion theory at ﬁnite temperature and T is the time-ordering super-operator6.
As before, we would like to chose the reference system as a single site embedded
in an eﬀective ﬁeld. Since the Green’s function (2.37) is time-dependent, the new
ﬁeld must also evolve in time, i.e. must be dynamical. The simplest ﬁeld we can
imagine is a bath of non-interacting electrons. The single site, the bath and their
coupling can be described by the following Hamiltonian:
HˆEFF = Hˆatom + Hˆbath + Hˆcoupling. (2.38)
The ﬁrst term
Hˆatom = Ucˆ
†
↑cˆ↑cˆ
†
↓cˆ↓ (2.39)
6An overview of the basic definitions and the mathematical details of the Green’s function
formalism is presented in Appendix A
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Figure 2.2: In DMFT the lattice problem is mapped into a model of a single atom embedded
in an electronic bath. The latter one is fully specified by the bath Green’s function G0 and
must be determined self-consistently to preserve the value of the local Green’s function of
the mapped site.
is the Coulomb repulsion of two electrons at the atomic site, and c and c† are the
corresponding spin-dependent annihilation and creation operators. Notice that
this term comes directly from the initial equation (1.2). To assure a formal dis-
tinction between the operators of the original model and the lattice model we have
omitted the index R. The second term of equation (2.38) is
Hˆbath =
∑
k,σ
ǫk,σaˆ
†
k,σaˆk,σ (2.40)
and represents the ﬁctitious sea of electrons whose quantum numbers are their
spin σ and wavevector k. We use aˆ and aˆ† for the corresponding annihilation and
creation operators, and ǫk,σ for the dispersion relation. Finally the last term of
equation (2.38)
Hˆcoupling =
∑
k,σ
Vk,σ(aˆ
†
k,σ cˆσ + cˆ
†
σaˆk,σ), (2.41)
describes the exchange of electrons between site and bath at an energy Vk,σ. The
system is schematized in Figure 2.2.
The Hamiltonian (2.38) is a well-known problem in many-body physics: it is
a single impurity Anderson model [16]. In the last 40 years it has been studied
extensively and nowadays can be solved through many methods, depending on the
range of the parameters and on the allowed approximations [70]. Some of them
are used in this thesis, and will be analyzed in the next Chapters, contextually
to their application. By now we are interested in ﬁnding the connection of the
parameters ǫk,σ and Vk,σ with the full solution of the problem, i.e. the analogous
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formula to equation (2.35). To this aim we treat the ﬁrst term of equation (2.38)
as a perturbation; then the other two terms determine the unperturbed Green’s
function of the bath G0. Passing from the imaginary time τ to the Matsubara
frequencies7 iωn, we have
Gσ0 (iωn) =
1
iωn + µ−∆σ(iωn) (2.42)
where µ is the chemical potential, which sets the correct number of particles, and
the quantity
∆σ(iωn) =
∑
k
|Vk,σ|2
iωn − ǫk (2.43)
is called hybridization function. In terms of many-body perturbation theory [71,
72] the full Green’s function of the Hamiltonian (2.38) can be obtained by means
of the Dyson equation
Gσimp(iωn) = [Gσ0 (iωn)−1 − Σσimp(iωn)]−1 , (2.44)
where Σimp is the self-energy function and contains all the eﬀects of the interac-
tions. Σimp depends only on the unperturbed Green’s function G0 and the interac-
tion term equation (2.39). The parameters ǫk,σ and Vk,σ enter in the full problem
only through G0, which takes the meaning of the “Weiss” ﬁeld and which is de-
termined to have the impurity full Green’s function (2.44) coincide with the local
Green’s function (2.37):
Gσimp(iωn) = G
σ
R,R′(iωn). (2.45)
The fact that the parameters do not appear explicitly in the mapping procedure
makes it more rigorous to redeﬁne the problem in terms of an eﬀective action
formalism, instead of the Hamiltonian (2.38). Integrating out the bath degrees of
freedom, we can write down [14] the eﬀective action for the orbital of the impurity
as
S = −
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
cˆ†σ(τ)[Gσ0 (τ − τ ′)]−1cˆσ(τ ′)+
U
∫ β
0
dτ cˆ†↑(τ)cˆ↑(τ)cˆ
†
↓(τ)cˆ↓(τ) . (2.46)
The action S fully determines the dynamics of the local site under consideration:
the ﬁrst term takes into account electrons jumping from the bath on the site at τ
and coming back to the bath at τ ′; the second term includes the Coulomb repulsion
when two electrons with opposite spins are present on the site at the same time.
7Again see Appendix A for more details.
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Now we have the most rigorous expression for the full Green’s function of the
impurity:
Gσimp(τ − τ ′) ≡ −〈T cˆσ(τ)cˆ†σ(τ ′)〉S. (2.47)
Anyway we must stress again that in both the formulations in terms of Dyson’s
equation or in terms of the eﬀective action, the central point is the preservation
relation (2.45).
Up to now the representation of the chosen observable of the original lattice is
exact. The approximation is done with the next step: the connection of the two
systems. In the DMFT the lattice self-energy is only local and coincides with the
self-energy of the impurity model:
ΣσR,R′(iωn) = δR,R′Σ
σ
imp(iωn). (2.48)
In the reciprocal space it means that the self-energy becomes k-independent.
While the approximation (2.48) can appear rather arbitrary, indeed is math-
ematically very similar to equation (2.36). In fact it becomes exact in the limit
of inﬁnite nearest neighboring sites, or equivalently, inﬁnite dimensions, as was
proved by Metzner and Vollhardt in a work [73] that is considered the ﬁrst mile-
stone of the DMFT. One year later, Georges and Kotliar [74] completed the main
framework of the theory by proving that in the same limit the Hubbard model can
be exactly mapped into the Anderson impurity model. Their proof is based on the
fact that the topology of all the irreducible Feynman diagrams becomes the same
in the two systems: simply the local contribution of all the diagrams.
The parallelism between the Weiss mean-ﬁeld theory for the classical Ising
model and the quantum Hubbard model is summarized in Table 2.1. In addi-
Table 2.1: The Weiss molecular field theory can be generalized to a generic quantum system,
as summarized in this table. The original system, the fictitious reference system, the chosen
observable and the approximation are shown for the three Hamiltonians specified in the main
text.
Original System Ising Model Hubbard Model Electron Hamiltonian
Mapping System
Spins in an Single Impurity Electrons in an
Effective Field Anderson Model Effective Potential
Selected Observable
Magnetization Green’s Function Electron Density
mi GR,R′(τ − τ ′) n(r)
Approximation hEFFi ≃ h+ zJmi ΣσR,R′ ≃ δR,R′Σσimp Exc[n] ≃ ELDAxc [n]
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tion we show also that the same representation can be constructed [75, 15] for
the Kohn-Sham equations. In this case the original system is the many-electron
Hamiltonian (1.1), and the mapping system is the non-interacting electron gas
(2.12) in the eﬀective potential VKS. The approximation comes with the LDA
exchange-correlation functional (2.22). It is clear that a strong mathematical con-
nection exists between these generalized mean-field theories. More precisely all
the three of them can be seen as generalization of the thermodynamical Legendre
transformation [4]. We will come back to this point in Chapter 7, when we will
need to specify an explicit total-energy functional for the LDA+DMFT scheme.
Before ending the Chapter we should emphasize that the convergence of the
DMFT approximation with respect to the number of neighbors is very fast, and
this makes it applicable also for more realistic cases, like a 3-dimensional solid.
Moreover there are two other limits for which the DMFT becomes exact:
• in the atomic limit t = 0 the sites are decoupled from each other, so that
the hybridization function ∆(iωn) is zero; as a result the self-energy has only
on-site components, i.e. it is local
• in the non-interacting limit U = 0 the self-energy becomes zero, and then
again trivially local.
Chapter 3
Implementation of the DMFT
into FP-LMTO
The LDA+DMFT scheme is based on a many-body correction to the LDA Hamil-
tonian, and requires the deﬁnition of a subset of localized orbitals. These functions
are in principle independent on the basis set of the bandstructure problem, but the
physical quantities must be projected from one representation to the other one.
In particular the calculation of the local Green’s function requires an inversion
of a matrix whose elements are deﬁned on the LDA basis set, and this operation
results one of the most expensive parts of the LDA+DMFT cycle. It is clear that
band structure methods based on many basis functions, as plane waves, are not
really convenient, while methods based on localized orbitals represent a better op-
tion. This is why the ﬁrst applications of the DMFT to real materials were based
on tight-binding or LMTO methods. Our implementation is based on FP-LMTO
method. The deﬁnition of MTO and the concept of linearization are presented
in the ﬁrst Section of this Chapter. After that we focus on the expression of the
Bloch sums in the FP-LMTO, and on the construction of the wave functions of
the correlated orbitals. Finally we present the LDA+DMFT equations used in our
implementation Brianna [76, 77], and the Spin-Polarized T-matrix Fluctuation-
Exchange (SPTF) [78] perturbative approach to the eﬀective impurity model.
3.1 Muffin-tin orbitals and linearization
The augmented methods are based on the separation of the physical space into
two distinct parts: spheres centered on the atoms and interstitial areas between
them, as schematically depicted in Figure 3.1(a). At the beginning this distinction
was made to treat with a potential with spherical symmetry inside the spheres and
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(a) (b)
Figure 3.1: a) The physical space in the solid is divided into spheres, centered at the atoms,
and interstitials between them. In the ASA, the potential is assumed to be spherical inside
the spheres and constant in the interstitials. b) In two dimensions the potential used in ASA
assumes just the shape of a muffin-tin!
constant outside:
VKS(r) = VKS(r) MT (3.1)
VKS(r) = V0 INT (3.2)
In two-dimensions the potential takes just the shape of a “muﬃn-tin”, that is
the typical mold where muﬃns or cupcakes are baked, shown in Figure 3.1(b).
Therefore the spheres are usually called muﬃn-tin spheres.
Such approximation, named atomic-sphere approximation (ASA), is particu-
larly useful for close packed structures, where various equations can be reduced to a
simpler form, and more compact analytical expressions can be obtained. However
for open structures and systems with arbitrary geometry, the description oﬀered
by ASA is insuﬃcient, and a full-potential treatment is mandatory: we need to re-
nounce the assumptions (3.1) and (3.2). In any case we can still separate the space
in muﬃn-tins and interstitials for sake of an appropriate and eﬃcient numerical
treatment.
The muﬃn-tin orbitals (MTO) have been introduced by Andersen et al [79, 80]
as a localized basis continuous in value and derivative at the muﬃn-tin boundaries.
The functions are initially deﬁned as atomic-like, and can be enumerated with the
angular quantum numbers1 l andm. Inside the muﬃn-tin sphere the basis function
ψlm is composed by an angular part, expressed by the spherical harmonic Ylm, and
a radial part φl, obtained as solution of the radial Schrödinger equation at a given
energy ε: [
~2
2m
(
d2
dr2
− l(l + 1)
r2
)
+ VKS(r)− ε
]
rφl(r, ε) = 0. (3.3)
1In this Section we neglect the index τ for different sites (spheres).
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In the interstitials the ﬂatness of the potential suggests us to approximate the
radial functions with the solutions of the radial Helmholtz equation
[(
d2
dr2
− l(l + 1)
r2
)
− κ2
]
rfl(r) = 0, (3.4)
where we have grouped the energy variables within
κ2 ≡ 2m
~2
(ε− V0). (3.5)
These solutions are the spherical Bessel functions jl(κr) and spherical Neumann
functions nl(κr), where
jl(x) = +(−1)lxl
(
d
xdx
)
sin x
x
(3.6)
nl(x) = −(−1)lxl
(
d
xdx
)
cos x
x
. (3.7)
Up to now the functions inside and outside the spheres have been deﬁned with
respect to two mutually dependent parameters ε and κ. This construction is com-
pletely analogous to the one used in the Korringa Kohn Rostoker (KKR) method
[81, 82]. The direct application of the KKR formalism would imply applying the
matching condition at the muﬃn-tin boundaries between the wavefunction φl and
the asymptotic forms


−jl(κr) + tan ηl(ε)nl(κr) κ2 > 0
−jl(κr) + tan ηl(ε)hl(κr) κ2 < 0
(3.8)
where the phase shifts ηl are related to the scattering due to the potential, and
where hl = nl − ijl are spherical Hankel functions of ﬁrst kind corrected with a
factor −i. However these orbitals are not suitable as a basis set, since for negative
energies the Bessel functions are unbounded. Then they cannot be normalized,
apart from the trivial case when κ corresponds to physical eigenvalues.
A solution is obtained removing the Bessel functions inside and outside the
muﬃn-tin, so that we can write down to the following deﬁnition of the muﬃn-tin
orbitals:
ψMTOlm (ε, κ, r) = Ylm(rˆ)


φl(ε, r) + Jl(κ, r) cot [ηl(ε)] MT
Kl(κ, r) INT
, (3.9)
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where the original Andersen’s notation has been adopted:
Ylm(rˆ) = ilYlm(rˆ) (3.10)
Jl(κ, r) = κ−ljl(κr) (3.11)
Kl(κ, r) = κl+1

nl(κr) κ
2 > 0
hl(κr) κ2 < 0
(3.12)
The muﬃn-tin orbitals are well deﬁned for all the energies, and can be normalized
for all the values of κ. The so-called “head”, i.e. the part inside the muﬃn-
tin, is not a radial function any more, since it has been modiﬁed by the “tails”
of the neighboring atoms. This is the crucial point of the MTO method: the
basis functions are constructed by taking into account the structure of the solid.
The equations for many atoms are obtained expanding the Neumann or Hankel
function extending into another sphere in terms of the (Bessel) functions centered
in that sphere. For sake of simplicity we limit to the Hankel functions and we
make the notation lighter by grouping the angular numbers l and m into L. Using
the corresponding addition theorem [83] we obtain that
hl(κ|r−R|)YL(r̂−R) =
∑
L′
BR
′R
L′L (κ)jl′(κ|r−R′|)YL′(r̂−R′) (3.13)
where we have introduced the structure constants
BR
′R
L′L (κ) = 4π
∑
L′′
i−l+l
′−l′′CLL′L′′h
∗
l′′(κ|R −R′|)Y ∗L′′(R̂ −R′). (3.14)
In the previous expression the coeﬃcients
CLL′L′′ ≡
∫
dΩYL(Ω)Y ∗L′(Ω)YL′′(Ω) (3.15)
are integrals of three spherical harmonics over the solid angle Ω, and they can be
reduced to standard Gaunt numbers.
Now we have all the equations needed to formulate the band structure problem.
If we required the total wavefunction to be a solution both inside and outside the
spheres, i.e. ε and κ to be related as in equation (3.5), we would come back
to the non-linear KKR equations. The structure constants and the phase shift
would be mutually connected, on the basis of the so-called “tail cancellation”
condition. However we prefer to take advantage of the fact that we can treat
ε and κ separately. By choosing ﬁxed κ we obtain a major simpliﬁcation, since
the structure constants do not depend on the energy any more, so they can be
calculated once and for all. The errors connected to this procedure will be discussed
in the next Section.
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The main disadvantage of the muﬃn-tin orbitals is that they still depend on
the energy, so that the direct application of the Rayleigh-Ritz variational method
would lead to non-linear equations. While simpler than KKR, our method would
be much more complicated than the ones based on plane waves or ﬁxed shape
orbitals. The solution of this problem is the Andersen’s linearization technique
[84]. The key-idea is to expand the radial wavefunction around a given energy εν :
φl(ε, r) = φl(εν , r) + (ε− εν)φ˙l(εν , r) (3.16)
where φ˙l denotes the ﬁrst derivative with respect to ε. The trial wavefunction
turns to be correct up to the ﬁrst order in the energy diﬀerence, but the ﬁnal
total energy can be recasted into a form that is correct up to the third order [85].
Already the simplest choice of εν , i.e. the middle point of the energy band, gives
a very good approximation.
Finally the linear muﬃn-tin orbitals ψLMTOχ (R, r) have been obtained: the
basis functions are enumerated with the global quantum number χ, which stays
for l and m, and for the “tail energy” κ. In addition χ can contain also the site
index τ if more than one atom per cell is present. Our “minimal” basis set is
ready for the application of the variational method. In a crystal, it is convenient
to construct the so-called “Bloch sums”:
ψLMTOχ (k, r) =
∑
R
eik·RψLMTOχ (R, r), (3.17)
i.e. linear combinations of the localized orbitals that satisfy the Bloch theorem.
Because of the lattice periodicity, the sum over k is such as∑
k
≡ 1
VBZ
∫
BZ
dk
∑
k
1 = 1, (3.18)
where BZ stays for Brillouin Zone. The Bloch sums are then used for expanding
the Kohn-Sham eigenfunctions:
ψik(r) =
∑
χ
ciχ(k)ψLMTOχ (k, r) (3.19)
By evaluating the expectation value of the equation (2.19) with the functions
(3.19), we obtain the secular equation∑
χ′
[HKS(k)χ,χ′ − εi(k)S(k)χ,χ′ ]ciχ′(k) = 0, (3.20)
where S is the overlap matrix between the Bloch sums, which are not necessarily
orthonormal. The system (3.20) has a non trivial solution if the determinant of
the term in the square bracket is zero. This is equivalent to ﬁnding the coeﬃcients
ciχ(k) that for each k point determine the basis set for which the Hamiltonian
HKS is diagonal.
In the following we will drop the superscript LMTO when referring to the
functions (3.17).
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3.2 FP-LMTO
After the description of the LMTO basis set in the real space, we can formulate
the explicit expressions used in our computational scheme [37]. Again, we have
to stress that the division of the space in muﬃn-tin spheres does not carry any
approximation on the geometry of the problem, but it is only a matter of com-
putational convenience. In principle the radii of the muﬃn-tins are variational
parameters, and the best choice would minimize the total energy. However, in
practice, if the basis set is chosen wisely inside and outside the spheres, the en-
ergy is insensitive to this choice. A good criterion of choice is usually to construct
spheres such that the minimum of the density and the maximum of the potential
along the line between two neighbors fall in the interstitial space.
One exception to this rule is given by the relativistic corrections, since in our
code they are applied only inside the muﬃn-tin spheres. In this case the choice of
the radii must be taken with care and should follow physical guidelines [86].
Within a given muﬃn-tin sphere, it is convenient to deﬁne a system of local
coordinates with respect to its center τ . Using the rotation operator Dτ we can
easily express the new coordinates as
rτ ≡ Dτ (r− τ ). (3.21)
From the computational point of view, the functions inside the muﬃn-tins are
expressed in harmonic series:
f(r)
∣∣∣∣
rτ<sτ
=
∑
h
fht(rτ )Dht(Dτ rˆ) (3.22)
where t is the symmetry type inside the unit cell and
Dht =
√
4π
2lh + 1
∑
m
αhtYlhm. (3.23)
The latter coeﬃcients are named spherical harmonic invariants and make clear the
reasons behind the rotation of coordinates at every sphere. In fact, if the local
coordinates are chosen in such a way that it is possible to ﬁnd a transformation T
for which
Dτ ′ = DτT −1 if T τ = τ ′ (3.24)
then the spherical harmonic invariants depend only on the global symmetry type,
and not on the given site. Moreover the number of harmonics needed in the
expansion (3.22) is strongly reduced.
In the interstitials the functions are expressed in Fourier series:
f(r)
∣∣∣∣
r∈I
=
∑
S
f(S)DS(r) (3.25)
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where
DS(r) =
∑
g∈S
eig·r. (3.26)
Here g are vectors of the reciprocal lattice and S are the corresponding symmetry
stars.
Now we can write down the explicit expressions for the Bloch sums (3.17) in
in the interstitials, at the muﬃn-tin boundaries and inside the spheres. In the
interstitials we have that
ψχ(k, r)
∣∣∣∣
r∈I
=
∑
R
eik·RKlχ(κχ, |r− τ χ −R|)Ylχmχ(Dτχ(r− τ χ −R)), (3.27)
where usually the function at right hand side is called envelope function. Notice
that for given angular quantum numbers, we can deﬁne functions for diﬀerent
κ. This is done for compensating the error introduced during the creation of the
LMTO, by separating κ from ε. Without the multiple κ, we would have a poor
basis in the interstitials, and our description would be reliable only for closed
packed structure. Unfortunately there is not a simple scheme to choose a good set
of tail energies. The optimum set would lead to the minimum of the energy, but
this procedure would be extremely time consuming. It is observed, however, that
the set of tails obtained trough minimization for simple systems in representative
conﬁgurations can be extended to general systems2.
At the boundaries of the muﬃn-tin spheres the Bloch sums can be elegantly
written as
ψχ(k, r)
∣∣∣∣
rτ=sτ
=
∑
L
YL(Dτ rˆτ )Kl(κχ, sτ )SL,Lχ(κχ, τ − τ χ,k), (3.28)
where we have introduced a two-component row vector
Kl(κ, r) =
[
Kl(κ, r) Jl(κ, r)
]
(3.29)
and a two-component column vector
SL,L′(κ, τ − τ ′,k) =

 δτ ,τ ′δL,L′
BL,L′(κ, τ − τ ′,k)

 . (3.30)
The coeﬃcients B are unitarily equivalent to the Fourier transform of the struc-
ture constants (3.14). The unitary transformation takes into account the local
coordinates described above, and rotates B from left and right.
2The situation is quite different when a high range of pressures is explored.
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Inside the muﬃn-tin the Bloch sum is constructed as a linear combination
of the radial function and its derivative, as for (3.16). In compact form we can
introduce the two-component row vector
Utl(εν , r) ≡
[
φtl(εν , r) φ˙tl(κ, r)
]
. (3.31)
Then the condition of continuous and diﬀerentiable matching at the muﬃn-tin
boundaries can be reduced to ﬁnd the two-by-two matrix Ω such as
Utl(εν , s)Ωtl(εν , κ) = Kl(κ, s) (3.32)
U ′tl(εν , s)Ωtl(εν , κ) = K
′
l(κ, s) (3.33)
We can ﬁnally write down the Bloch sums within the muﬃn-tin spheres:
ψχ(k, r)
∣∣∣∣
rτ<sτ
=
∑
L
YL(Dτ rˆτ )Utl(εχ, r)Ωtl(εχ, κχ)SL,Li(κχ, τ − τ χ,k). (3.34)
Some comments must be added concerning the linearization energy εχ. The basis
set should be ﬂexible enough to describe energy levels derived from atomic states
that have diﬀerent principle quantum numbers, but the same angular momentum
quantum number. For example for actinides both the 6p and 7p states have to be
included in the problem. This is usually achieved by considering diﬀerent basis
functions, each with their own “panel” of linearization energies. However this
creates technical problems when the energies overlap: the set of eigenvectors is
not an orthogonal set and the so-called ghost-bands can arise. Consequently in
our method we adopt a diﬀerent strategy: functions corresponding to multiple
principle quantum numbers are included within a single fully hybridizing basis set.
The latter one is obtained by using φ and φ˙ calculated with linearization energies
corresponding to diﬀerent n.
3.3 Choice of the correlated orbitals
After having solved the LDA problem, we focus on the LDA+U Hamiltonian (2.28),
and the ﬁrst step is the choice of the orbitals spanning the correlated subspace.
These orbitals must be localized and should form an orthonormal set, since the
standard solvers of the impurity model require this property. In our code we im-
plemented two diﬀerent deﬁnitions, both of them atomic-like and derived from
d or f states. The ﬁrst, more traditional, uses the basis functions ψχ(R, r) of
the FP-LMTO method, deﬁned in ﬁrst two Sections of this Chapter. They of-
fer a straightforward implementation, given that their orthonormality is assured
by construction. We call this deﬁnition orthogonalized LMTO (ORT) correlated
subspace. Unfortunately these functions present three problems. First of all they
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are poorly localized, because of the long decaying tails. In second place they do
not have pure l,m character, again because of the tails. Finally they can be de-
ﬁned only with one tail energy κ. While we can still use multiple κ for the other
electrons involved in the problem, e.g. sp states, the accuracy of this procedure
depends on the system at study: if the state is not very dispersive, as it should be
for localized orbitals, then the involved errors become small.
Our second choice is somewhat opposite, since it deals with extremely localized
correlated orbitals. We name this option as the muﬃn-tin only (MT) correlated
subspace. The chosen deﬁnition is
ψξ(R, r) =

φl(|r−R − τ ξ|)Ylm(
̂r−R − τ ξ) MT
0 INT
, (3.35)
Inside the muﬃn-tin we use the pure solution of the radial Schrödinger equation
(3.3) without linearization. Still this function is evaluated at an energy εξ, and we
choose it as the “center of gravity” of the l-projected density of states of the given
atom type.
The correlated orbitals in equation (3.35) are zero outside a given muﬃn-tin,
and are thus ultimately local. Furthermore they have pure angular momentum
character, and, at the same time, are orthogonal by deﬁnition (since they do not
overlap). We can now use a basis set with multiple κ for d and f electrons, which
gives better LDA description. Note that the correlated orbitals obviously do not
form a complete basis set within the Hilbert space of one-electron wavefunctions
(since the interstitial region is not included at all). This is not a problem, given
that they are only used to deﬁne the Hubbard-U term in the Hamiltonian (2.28).
The “hopping” term is still the LDA Hamiltonian deﬁned using the FP-LMTO
basis set, which we assume to be suﬃciently complete. The drawback of this
choice is that a numerical projection is necessary (see next Section), and this can
introduce small errors. The diﬀerence between the two correlated subsets has been
visualized in the Figure 3.2.
The following step is the construction of the matrix Uξ1,ξ2,ξ3,ξ4 . We have that
Uξ1,ξ2,ξ3,ξ4 = δτ1,τ2,τ3,τ4δl1,l2,l3,l4 , Um1σ1,m2σ2,m3σ3,m4σ4 (3.36)
i.e. we consider only intra-site interactions at the type τ for a given shell l. Since
our correlated orbitals are atomic-like, we can borrow the expansion of the bare
Coulomb interaction in terms of spherical harmonics [44], usually used in Hartree-
Fock method. We have that
Um1σ1,m2σ2,m3σ3,m4σ4 = δσ1,σ3δσ2,σ4
2l∑
n=0
an(m1,m3,m2,m4)F n, (3.37)
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Figure 3.2: Two different choices for the correlated orbitals. In the subset ORT (Top) the
FP-LMTO functions are considered: they have long-decaying tails and do not have pure
angular character, but they are orthonormal by construction. In the subset MT (Bottom)
only the pure wavefunctions of the radial Schrödinger equation are considered: they have
pure angular character and they are trivially orthonormal because of the localization.
where the Kronecker symbols express the fact that the interaction is independent
on the spin. The coeﬃcients an are deﬁned as
an(m1,m3,m2,m4) =
4π
2n+ 1
+n∑
q=−n
〈lm1|Ynq|lm3〉 〈lm2|Y ∗nq|lm4〉, (3.38)
where the terms 〈lm1|Ynq|lm3〉 and 〈lm2|Y ∗nq|lm4〉 are integrals over products of
three spherical harmonics, and can be reduced to Gaunt numbers3. The deﬁnition
(3.38) implies that an 6= 0 only when n is even and smaller than 2l: that’s why
the sum in equation (3.37) contains only a few terms. The variables F n are called
Slater integrals and they are deﬁned as
F n =
∫ ∞
0
∫ ∞
0
drdr′r2r′2|φ(r)|2|φ(r′)|2 r
n
<
rn+1>
, (3.39)
where r< and r> are the lesser and the greater between r and r′, and φ indicates
the atomic radial wavefunction, independent on m. Because of the screening, we
cannot calculate these integrals directly, but we have to ﬁnd a way to connect them
to the average direct and exchange integrals of the screened interaction U and J .
3In fact the general form of equation (3.37) for l1 6= l2 6= l3 6= l4 is usually expressed directly
in terms of Gaunt numbers [44]. Furthermore consider that for such a case the Fn would depend
on the orbital indices.
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The latter ones can be extracted through sophisticated techniques (see Appendix
B) or determined semi-empirically. The connection can be made by means of two
useful sum rules [87]. The ﬁrst one is
U =
1
(2l + 1)2
∑
mm′
Um,m′,m,m′ (3.40)
= F 0, (3.41)
and implies that we can identify F 0 with the Hubbard U . The second sum rule is
U − J = 1
2l(2l + 1)
∑
m6=m′
(Um,m′,m,m′ − Um,m′,m′,m) (3.42)
= F 0 − 1
2l
(C000lk )
2F k, (3.43)
where C000lk is a Clebsh-Gordon coeﬃcient. For d and f correlated electrons, we
have that
J =
1
14
(F 2 + F 4) d (3.44)
J =
1
6435
(286F 2 + 195F 4 + 250F 6) f. (3.45)
Moreover we can use the well-known fact that the ratios between the Slater inte-
grals F 2, F 4 and F 6 are reasonably constant for a given electronic shell [88, 13],
which has been veriﬁed both experimentally and computationally (Hartree-Fock).
Following the previous references, we assume that for 3d electrons
F 2
F 4
= 0.625. (3.46)
Then we have reduced the determination of the full 4-index U -matrix to two values
of U and J .
A slightly diﬀerent approach can be also used: by considering that F 2,F 4 and
F 6 are not heavily screened, we can evaluate them directly through (3.39). In
this case the full 4-index U -matrix requires only the direct Hubbard U to be set
by hand. This has been our choice for the mixed-valence systems presented in
Chapter 9.
3.4 LDA+DMFT equations
The DMFT formalism of Section 2.5 was obtained for the one-orbital Hubbard
model, but the generalization to the multi indices LDA+U Hamiltonian (2.28)
is straightforward. Instead of using functions in the positions representation, we
34 Implementation of the DMFT into FP-LMTO
prefer to adopt the Dirac formalism for vectors in an abstract Hilbert space. Then
we indicate the LDA basis set with {|k, χ〉} and the set of the correlated orbitals
with {|R, ξ〉}, like in Section 2.4. The relation with the functions deﬁned in the
previous Sections is straightforward:
ψχ(k, r) = 〈r|k, χ〉 ψξ(R, r) = 〈r|R, ξ〉 . (3.47)
We have assumed the correlated subset {|R, ξ〉} to be orthonormal, but the
LDA functions {|k, χ〉} are in general neither orthogonal nor normalized. As a
result for every k point, the algebra involves an overlap matrix
S(k)χ1,χ2 = 〈k, χ1|k, χ2〉 (3.48)
and a conjugate basis set {|k, χ˜〉}. The latter one is deﬁned by the relations
〈k, χ˜1|k, χ2〉 = 〈k, χ1|k, χ˜2〉 = δχ1,χ2 (3.49)
∑
χ
|k, χ˜〉 〈k, χ| = 1ˆ (3.50)
or explicitly as
|k, χ˜1〉 =
∑
χ2
[
S(k)−1
]
χ2,χ1
|k, χ2〉 (3.51)
〈k, χ˜1| =
∑
χ2
[
S(k)−1
]
χ1,χ2
〈k, χ2|. (3.52)
If, and only if, the basis set {|k, χ〉} is orthogonal and normalized, then {|k, χ˜〉}
coincides with {|k, χ〉}.
The matrix elements of an operator are indicated as
A(k)χ1,χ2 = 〈k, χ1|Aˆ|k, χ2〉 , (3.53)
and for every k we obtain the following spectral representation:
Aˆ(k) =
∑
χ1,χ2
|k, χ˜1〉A(k)χ1,χ2 〈k, χ˜2| . (3.54)
This convention leads to the following rules of operator-to-matrix correspondence
Aˆ→ A operator (3.55)
1ˆ→ S unity operator (3.56)
AˆBˆ → AS−1B product of two operators (3.57)
Aˆ−1 → SA−1S inverse of an operator (3.58)
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Figure 3.3: Schematic representation of the iterative procedure to follow in the
LDA+DMFT scheme. As a first step the DFT-LDA problem is solved and a ground state
electron density ρ(r) is obtained. From ρ(r) we can extract the matrix elements of the
single-particle LDA Hamiltonian, and then build the one-electron Green’s function G(k, iωn)
at the Matsubara frequencies iωn. Now the basic DMFT cycle starts: the Green’s func-
tion G(k, iωn) is projected onto the correlated orbitals, defining the bath Green’s function
G−10 (R, iωn) of the effective impurity model by means of equation (3.66). The solution of the
local problem through one of the available “solvers” leads to a self-energy function ΣR(iωn).
After a back projection to the LDA basis set, a new one electron Green’s function G(k, iωn)
and a new chemical potential µ are calculated. The procedure is repeated iteratively until
convergence in the self-energy and the chemical potential. Once the convergence of the
basic DMFT cycle has been reached, a new electron density ρ(r) can be calculated from
G(k, iωn). This is the fully self-consistent cycle and should be continued until convergence
in ρ(r).
We can now write down the equations of the LDA+DMFT scheme for a generic
basis set. As guideline, we have schematized the LDA+DMFT cycle in Figure 3.3.
The starting point of the LDA+DMFT problem is the evaluation of the one-
electron Green’s function (see Appendix A):
Gˆ(iωn) = [(iωn + µ)1ˆ− HˆKS − Σˆ(iωn)]−1. (3.59)
Since from the FP-LMTO we have access to the matrix elements of the Kohn-Sham
Hamiltonian (2.29), we can conveniently write down
G(k, iωn)χ1,χ2 = [S(k)(iωn − µ)−HKS(k)− Σ(iωn)]−1χ1,χ2 . (3.60)
Let us consider Σ = 0, corresponing to the ﬁrst DMFT iteration. Then these ma-
trix elements can be calculated without problems. The next step is the calculation
of the local Green’s function. By deﬁnition
Gˆ(R, iωn) = PˆRGˆ(iωn)PˆR, (3.61)
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where
PˆR =
∑
ξ
|R, ξ〉 〈R, ξ| (3.62)
is the projection operator to the correlated subspace belonging to site R. The
local Green’s function is fully speciﬁed by its matrix elements
G(R, iωn)ξ1,ξ2 ≡ 〈R, ξ1|Gˆ(R, iωn)|R, ξ2〉 = 〈R, ξ1|Gˆ(iωn)|R, ξ2〉 . (3.63)
By using equations (3.55–3.58), we obtain our operational expression
G(R, iωn)ξ1,ξ2 =
∑
k,χ1,χ2
〈Rξ1|k, χ1〉G(k, iωn)χ1,χ2 〈k, χ2|Rξ2〉 (3.64)
The set of equations (3.60–3.64) is crucial in all the LDA+DMFT implementations.
In case of big systems with many atoms per unit cell, the inversion (3.60) is
one of the most time-consuming parts of the code. Now it is clear why LMTO-
based programs oﬀer a great advantage compared to other methods: the matrix
(3.60) does not become prohibitively big, since the number of basis functions is
minimal. Consequently systems with 30 or 40 atoms per unit cell are still accessible
on standard super computers, which allows for studies of surfaces, interfaces, or
impurities.
The formula (3.64) can lead to severe numerical errors. In fact it is based
on the assumption that the spectralization of the identity operator (3.50) holds.
However this relation is strictly valid only if our basis set is (suﬃciently) complete,
otherwise we lose spectral weight with the projection (3.62). This would represent
a big problem, since the local Green’s functions would not correspond any more
to a set of orthonormalized orbitals.
For the ORT correlated set we are helped by the fact that the functions {|R, ξ〉}
belong to the same space spanned by the functions {|k, χ〉}. Then the projection
becomes exact also if the LDA set is not complete.
For the MT correlated set, a carefull check is needed to understand how much
spectral weight is lost. An important indicator is the overlap matrix for the cor-
related orbitals
〈R, ξ1|R, ξ2〉 =
∑
k,χ
〈R, ξ1|k, χ˜〉 〈k, χ|R, ξ2〉 (3.65)
Table 3.1: Real part of the intrasite overlap matrix between the 3d correlated orbitals for
the MT subset. On the left side is the matrix for non-magnetic bcc Fe with one tail energy
κ. On the right side is the matrix for ferromagnetic bcc Fe with two tail energies κ.


0.95439 0.00000 0.00000 0.00000 −0.00504
0.00000 0.95901 0.00000 0.00000 0.00000
0.00000 0.00000 0.94895 0.00000 0.00000
0.00000 0.00000 0.00000 0.95902 0.00000
−0.00504 0.00000 0.00000 0.00000 0.95398




0.97161 0.00000 0.00000 0.00000 0.00009
0.00000 0.97152 0.00000 0.00000 0.00000
0.00000 0.00000 0.97170 0.00000 0.00000
0.00000 0.00000 0.00000 0.97152 0.00000
0.00009 0.00000 0.00000 0.00000 0.97161


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which should be as close as possible to the matrix δξ1,ξ2 . The matrix (3.65) is
in general complex, but the imaginary part is evaluated correctly due to the her-
miticity of the matrices involved in the sum. Typical values for the real part in
the case of 3d electrons are reported in Table 3.1. We see that the results are
quite close to the identity matrix, and moreover better convergence is obtained
with a wise choice of the global tail energies of the LDA set. For 4f electrons the
approximation is still better, and optimal values as the one reported in Table 3.2
can be obtained.
Another important quantity to check is the inter-site overlap matrix between
R and R′. Ideally it should be zero, but in this case both real and imaginary
parts involve errors, which represent a spurious overlap due to the incompleteness.
Luckily typical errors are or the order of 10−4 or less, as we can see in Table 3.3
for anti-ferromagnetic γ-Mn.
Finally the last check can be made a posteriori through comparison of the
dependence of the results from the correlated subset MT or ORT. We will make
this comparison for ferromagnetic bcc Fe in the next Chapter.
Let us go back to the LDA+DMFT cycle of Figure 3.3. Through the inverse
Dyson equation, we evaluate the bath Green’s function
G0(R, iωn)−1ξ1,ξ2 = G(R, iωn)−1ξ1,ξ2 + Σ(R, iωn)ξ1,ξ2 . (3.66)
At ﬁrst iteration it coincides with the local Green’s function (3.64). Now the
impurity problem is fully determined and must be solved. As we pointed out
in Section 2.5 there are many available solvers, and the choice is usually made
with respect to the problem under investigation. Given that this thesis is mainly
focused on transition metals, the most used solver has been the SPTF solver, and
will be described in the Section 3.6. Moreover two other solvers have been used:
the numerically exact QMC solver and the Hubbard I approximation. They will be
described in the last two Chapters in correspondence with their applications. Once
that the eﬀective impurity problem has been solved and a self-energy Σ(R, iωn)ξ1,ξ2
has been obtained, we must recalculate the one-electron Green’s function. Given
that the matrix (3.60) is evaluated on the LDA basis set, we must project back
Table 3.2: Real part of the intrasite overlap matrix between the 4f correlated orbitals for
the MT subset in the case of TmSe with three tail energies κ.


0.99841 0.00000 0.00000 0.00000 −0.00001 0.00000 0.00000
0.00000 0.99840 0.00000 0.00000 0.00000 0.00001 0.00000
0.00000 0.00000 0.99841 0.00000 0.00000 0.00000 −0.00001
0.00000 0.00000 0.00000 0.99840 0.00000 0.00000 0.00000
−0.00001 0.00000 0.00000 0.00000 0.99841 0.00000 0.00000
0.00000 0.00001 0.00000 0.00000 0.00000 0.99840 0.00000
0.00000 0.00000 −0.00001 0.00000 0.00000 0.00000 0.99841


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Table 3.3: Real (left) and imaginary (right) part of the inter-site overlap matrix for two
different atoms of the anti-ferromagnetic γ-Mn. Three tail energies κ have been used.


0.00014 0.00025 0.00000 0.00034 −0.00018
0.00025 0.00081 0.00024 0.00000 −0.00034
0.00000 0.00024 0.00003 −0.00024 0.00000
0.00034 0.00000 −0.00024 0.00081 −0.00025
−0.00018 −0.00034 0.00000 −0.00025 0.00014




0.00000 0.00025 0.00017 −0.00034 0.00000
−0.00025 0.00000 0.00024 −0.00085 0.00034
−0.00017 −0.00024 0.00000 −0.00024 0.00017
0.00034 0.00085 0.00024 0.00000 −0.00025
0.00000 −0.00034 −0.00017 0.00025 0.00000


the self-energy as
Σ(k, iωn)χ1,χ2 =
∑
ξ1,ξ2
〈k, χ1|ξ1〉Σ(R, iωn)ξ1,ξ2 〈ξ2|k, χ2〉 . (3.67)
The new self-energy changes the number of particles, which makes it necessary
to determine a new chemical potential µ. Using the expression of the occupation
numbers in terms of the Green’s functions, we have:
N = T
∑
iωn
∑
k
∑
χ1,χ2
S(k)χ2,χ1G(k, iωn)χ1,χ2 , (3.68)
where T is the temperature. The sum over the Matsubara poles should include
inﬁnite negative and positive frequencies, but obviously in a computational scheme
the number of frequencies can only be ﬁnite and then a cut-oﬀ value ωmax needs
to be chosen. Unfortunately, as it is clear from the deﬁnition (3.60), the Green’s
functions decay slowly with the energy and then a reliable determination of the
number of particles would require a huge cut-oﬀ. There are two ways to reach this
cut-oﬀ: increasing the number of Matsubara frequencies or increasing the spacing
between them, which is proportional to the temperature T . None of them is a
good solution. The former would imply too big numerical eﬀort (again because
of the inversion), while the latter would lead us too far from the T = 0 ground-
state. One rudimentary solution comes from the empirical consideration that the
contribution of the long decaying tails is about 1/2: then we can just consider
the sums in (3.68) as ﬁnite and add this term. This strategy can be reﬁned by
assuming a constant error, which has to be evaluated at ﬁrst iteration when we
can compare the calculated N with the exact N coming from the LDA. While
the previous procedure looks very hazardous, in practice works extremely well. A
more sophisticated method will be presented in Chapter 7, and we will be able to
explain better the mathematical reasons behind the success of the 1/2 factor.
Finally we have obtained a new one-electron Green’s function, and the the
DMFT cycle (Figure 3.3) can be iterated until the self-energy (or equivalently the
bath Green’s function) is converged. In all the results presented in this thesis the
convergence of the self-energy has to be intended up to a tenth of eV or smaller
values.
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In addition we must mention that, if the correlations are strong, the diﬀerences
in the population of the Kohn-Sham orbitals lead to a new electron-density ρ(r).
In this “full self-consistent cycle” also the convergence of ρ(r) has to be reached.
In the present thesis only the basic DMFT cycle is used.
3.5 Hartree-Fock limit and double counting
It is instructive to present the equations for the simplest possible solver of the
Anderson impurity model: the Hartree-Fock approximation. By decoupling the
annihilation and creation operators in the two-particle term of (2.28), we can easily
obtain4:
Σξ1,ξ2 =
∑
ξ3,ξ4
(
Uξ1,ξ3,ξ2,ξ4 − Uξ1,ξ3,ξ4,ξ2
)
nξ3,ξ4 , (3.69)
where n indicates the occupation numbers of the correlated orbitals. The self-
energy, then, is real, static and also local. If we look at the one-electron Green’s
function (3.60), it is straightforward to notice that such a correction can be directly
added to the Kohn-Sham potential (2.20) and the whole LDA+DMFT machinery
becomes not necessary. This construction is equivalent to the LDA+U scheme
discussed in the previous Chapters.
One of the most serious (and mysterious!) problems of the LDA+U approach,
and also of the LDA+DMFT scheme, is the double-counting. The LDA+U Hamil-
tonian (2.28) applies a correction to a problem that should already be comprehen-
sive of all possible interactions. As a result there are contributions due to the
additional Hubbard term that have already been included in the LDA. It is nec-
essary to remove them, to avoid to count them twice. In terms of the self-energy,
we should make the replacement
Σ 7→ Σ = Σ− ΣDC , (3.70)
where “DC” stays for double counting. Unfortunately the LDA cannot be rewritten
in a diagrammatic form and the LDA+DMFT cannot be expressed as a functional
of the electron density only. As a result there is no unique one-to-one mapping be-
tween diﬀerent terms in LDA and in the LDA+DMFT, and therefore it is diﬃcult
to ﬁnd a general double-counting correction.
In LDA+U two choices are usually adopted [89], depending on the physical
limit to which the system is closer. For metallic systems we assume that the LDA
gives a contribution of the same form of (3.69), but with an uniform occupation
of the correlated orbitals. In fact this is quite reasonable, if we consider that no
orbital polarization is associated to the homogeneous electron gas. Then we have
4From now on we remove the redundant lattice index R.
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that
ΣAMFξ1,ξ2 =
∑
ξ3,ξ4
(
Uξ1,ξ3,ξ2,ξ4 − Uξ1,ξ3,ξ4,ξ2
)
n0ξ3,ξ4 , (3.71)
where
n0ξ3,ξ4 =
δσ3,σ4
2l3 + 1
∑
m
nmσ3,mσ3 . (3.72)
Given that the correction creates an artiﬁcial atomic polarization around the uni-
form occupation, this choice is named as around-mean ﬁeld (AMF) limit.
On the other hand for insulating systems we have to deﬁne a diﬀerent limit.
We consider an isolated atom in contact with a reservoir of electrons, which is the
system corresponding to our local impurity. The energy of a N degenerate level
with Coulomb and exchange parameters U and J , can be written as [89, 13]:
EAL =
1
2
UN(N − 1)− 1
2
JN↑(N↑ − 1)− 1
2
JN↓(N↓ − 1), (3.73)
where N↑ and N↓ are the relative occupations for spin up and down. Taking the
functional derivative of (3.73), we obtain the double-counting correction
ΣALξ1,ξ2 = δξ1,ξ2
[
U
(
N − 1
2
)
− J
(
Nσ1 −
1
2
)]
. (3.74)
This atomic-limit (AL) shifts the LDA levels depending on their average occu-
pations. In the extreme cases of empty states, their energy is moved upward
by (U − J)/2; conversely fully occupied states are rigidly shifted downward by
(U −J)/2. In practical terms a gap is opened at the Fermi level, and has the same
size of the correct Mott-insulating gap. Further this double counting represents
the exact correction to the unphysical shape of the LDA energy versus occupation
number curve for an isolated atom [88].
The LDA+U scheme works well for both weakly correlated metals (in AMF)
and strongly correlated anti-ferromagnetic Mott insulators (in AL). In addition the
two double counting corrections can be combined to construct a double-counting
independent approach [90], so to explore also the intermediate regimes. However
still the main problem remains: it can be easily seen that the LDA+U is only able
to emphasize the already existing inhomogeneities in the LDA. If orbital and spin
polarization are absent, the LDA+U correction vanishes, and systems as param-
agnetic Mott insulators cannot be described. Of course one could introduce an
artiﬁcial broken-symmetry to reproduce the correct spectral features, but also in
this case the results would be unsatisfying for all the dynamical properties, as spec-
tral weight of the Hubbard bands or presence of quasiparticle Kondo resonances
[5].
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3.6 Spin-polarized T-matrix fluctuation-exchange
solver
At the present time no solver is universally considered as the standard approach
to the single-impurity Anderson model in DMFT. Usually the choice of the solver
is a compromise between accuracy, generality and numerical eﬃciency. In gen-
eral we can classify the solvers in two distinct groups. The ﬁrst category includes
numerically exact solvers based on the quantum Monte-Carlo method [91, 92], as
the Hirsch-Fye algorithm [93] or the continuous-time algorithm [94, 95]. These
approaches are formally exact for all the values of the ratio U/W , but require
huge computational eﬀort, also for a few orbitals. Moreover important technical
problems can arise when treating with numerical Green’s functions, i.e. diﬃculties
in the implementation of the Fourier transforms or in the analytical continuation.
The other group of solvers comprises sums of appropriately chosen Feynman dia-
grams and controlled expansions around given parameters. These approaches are
usually very eﬃcient, but they can be applied only in the range of validity of the
used approximations. One prototypical example is the Hartree-Fock method of
the previous Section, which results into the extremely simple formula (3.69), and
is applicable for very large values of U/W . Other examples are the non-crossing
approximation (NCA), one-crossing approximation (OCA), iterative perturbation
theory (IPT), all reported in the reviews of Refs. [5] and [15].
In the treatment of the moderately strong correlations of the itinerant magnets,
a very successful technique has been the SPTF [27, 78, 96] solver, whose acrony-
mous stays for spin-polarized T-matrix ﬂuctuation-exchange. It is based on the
ﬂuctuation-exchange approximation of Bickers and Scalapino [97], which captures
all the ﬂuctuations that are included in the RPA of the eﬀective interactions in the
particle-particle and particle-hole channels, in addition to all the ﬁrst and second
order diagrams. However the emphasis of SPTF is slightly diﬀerent. Apart from
the generalization to the many-orbital system of the original one-orbital formalism,
a two-step calculation of the various contributions is adopted. In our derivation
we follow the equations used in the relativistic version of SPTF from Ref. [96].
The ﬁrst step consists in approximating the eﬀective interaction with the T-
matrix ladder diagrams. Being iΩm the bosonic Matsubara frequencies (see Ap-
pendix A) and using ∗ for the 4-index matrix products, we have that
T (iΩm) = U − U ∗ χPP (iΩm) ∗ T (iΩm), (3.75)
where χPP stays for the bare particle-particle susceptibility. The latter one has a
simpler expression in the imaginary time domain
χPPξ1,ξ2,ξ3,ξ4(τ) = Gξ1,ξ3(τ)Gξ2,ξ4(τ), (3.76)
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Figure 3.4: Two types of Feynman diagrams that have an important role in describing the
magnetic fluctuations. On the left side the screening due to multiple bubbles is sketched. On
the right side we can see the ladder interaction inside the bubble itself. These contributions
can be reduced to an uniform expression in terms of an anti-symmetrized vertex.
and the transformation to Matsubara frequencies is made through Fourier trans-
form. Now we can write down the Hartree and Fock contributions with the renor-
malized interaction. Since the T-matrix depends on the frequency, the equations
are slightly more complicated than (3.69):
ΣTHξ1,ξ2(iωn) =
1
β
∑
iΩm
∑
ξ3,ξ4
Tξ1,ξ3,ξ2,ξ4(iΩm)Gξ4,ξ3(iΩm − iωn) (3.77)
ΣTFξ1,ξ2(iωn) =
1
β
∑
iΩm
∑
ξ3,ξ4
Tξ1,ξ4,ξ3,ξ2(iΩm)Gξ3,ξ4(iΩm − iωn). (3.78)
Notice that the previous self-energies include exactly all the ﬁrst and second order
contributions.
Once that the particle-particle processes have been described, the second step
of SPTF is to analyze the interactions with the particle-hole ﬂuctuations. We want
to include all the diagrams that express both the multiple screening of the particle-
hole bubble polarization (left side of Figure 3.4) and the particle-hole ladder sum
Figure 3.5: Left: the anti-symmetrized vertex of equation (3.79) is represented with a big
black dot. Right: Φ-functional that generates all the Feynman diagrams considered in SPTF.
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inside the bubble (right side of Figure 3.4). To this aim it is convenient to introduce
the anti-symmetrized vertex [96]:
UASξ1,ξ2,ξ3,ξ4 = Tξ1,ξ2,ξ3,ξ4(0)− Tξ1,ξ2,ξ4,ξ3(0), (3.79)
where the bare interaction has been replaced with the static value of the T-matrix
(3.75). In terms of the anti-symmetrized vertex the diagrammatic contributions
can be generated from a simple Φ-functional, as visualized in Figure 3.5.
The functional derivative of Φ with respect to the Green’s function gives the
self-energy (see Figure 3.6) in the well-know GW form:
ΣPHξ1,ξ2(τ) =
∑
ξ3,ξ4
Wξ1,ξ3,ξ4,ξ2(τ)Gξ3,ξ4(τ). (3.80)
The particle-hole ﬂuctuation potential W is expressed as
W (iΩ) = UAS ∗ χPH(iΩ) ∗
[
1− UAS ∗ χPH(iΩ)
]−1
∗ UAS −W2(iΩ), (3.81)
where we have introduced the bare particle-hole susceptibility
χPHξ1,ξ2.ξ3,ξ4(τ) = −Gξ4,ξ1(−τ)Gξ2,ξ3(τ). (3.82)
Notice that, in equation (3.81), the last term W2 removes the second order contri-
bution, which has been already included in (3.77) and (3.78).
The diﬀerent treatment of the particle-particle and particle-hole channels is
motivated by their diﬀerent role in magnetism. In practical terms the use of the
T -matrix eﬀective interaction in the particle-hole channel becomes extremely im-
portant for systems far from half-ﬁlling, as it has been shown for the Hubbard
model [98, 99] through comparison with quantum Monte-Carlo simulations. Fur-
thermore it can be formally justiﬁed by the explicit calculation of the electron and
magnon Green’s functions of a ferromagnet, at least for the spin wave temperature
region [100, 101, 102].
Before moving to the next Chapter, we need to spend a few words about our
prescription for the double counting. In fact while insulators with a dynamical
Figure 3.6: On the left side we have the self-energy used for the interactions with the
particle-hole fluctuations. The renormalized susceptibility (right side) is expressed in terms
of the anti-symmetrized vertex (3.79), sketched as big black dot.
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self-energy can still be described through the atomic limit (3.74), for metals we
face some conceptual problems, due to the fact that the dynamical contribution
to Σ is proportionally more important. The choice of the self-energy (3.71) would
imply that the LDA describes the average occupations obtained with the bath
Green’s function (3.66), where our self-energy is dynamical! This would be unrea-
sonable, and therefore we prefer to adopt the more physical prescription that the
LDA describes correctly the orbital average of the static part of the self-energy for
separate spins, i.e.
ΣDCξ1,ξ2(iω) =
δξ1,ξ2
2l1 + 1
∑
m3
Σm3,σ1(0) . (3.83)
In the expression the sum reproduces the average over the orbital indices separately
for each spin. This choice has shown to be very successful in the description of the
moderately correlated systems as transition metals [78, 29], actinides monochalco-
genides [96] or metallic plutonium [21]. However the double counting problem is
still an open question, and diﬀerent formulations can be equally successful. For
example Chadov et al [103] have obtained a very good description of the orbital
magnetism of the transition metals by applying the double counting (3.71) to the
Hartree-Fock contributions and the double counting (3.83) to the rest of the self-
energy.
Chapter 4
Correlation effects in bulk
itinerant-electron ferromagnets
The late 3d transition metals are materials of great interest. Iron, cobalt, nickel
and their compounds are vital for nearly all ﬁelds of technology, and the same
earth core is believed to be composed predominantly of iron. Considering their
importance, it is quite ironic that in the early 21-st century we still lack a complete
understanding of these metals.
Before presenting the excitation spectra that have been calculated through
the LDA+DMFT scheme, a few words must be spent concerning the deﬁnition
of excitation energies in an interacting electron system. The ground-state of a
non-interacting gas of fermions is determined by occupying all the single-particle
states with the lowest energy, compatibly with the Pauli principle. In this way we
can form the so-called Fermi sphere, and we can deﬁne excited states by adding an
electron outside the sphere or removing an electron from the sphere itself. We have
then deﬁned the basic idea of “electrons” and “holes”. What does it happen when
we turn on the interactions? This fundamental problem has been addressed by
Landau during the ﬁfties, and lead to the Fermi liquid theory [104]. The original
formulation is phenomenological and based on the assumption that the interactions
between the particles are short ranged. In fact the theory was ﬁrst addressed to
a diﬀerent type of Fermi system: a liquid of 3He with hard-core repulsion. At a
ﬁrst sight, it could appear impossible that the long-ranged Coulomb repulsion can
fulﬁll this requirement. However we must consider that the Coulomb interactions
experienced by the electrons is eﬀectively short-range due to the screening, as we
have seen in the previous Chapters.
The great insight of Landau was to understand that also if the interaction be-
tween the bare particles is strong, the elementary excitations at low energy can
experience only a reduced number of scattering processes (“restricted phase-space”
argument). As a result it is possible to establish a one-to-one correspondence be-
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tween the excitations of the Fermi gas and the excitations of the Fermi liquid,
which can be called quasiparticles. Intuitively the quasiparticles can be visualized
as bare particles plus a “cloud” that describes all the quantum ﬂuctuations due
to the presence of all the other electrons. The cloud tends to disappear for exci-
tations inﬁnitesimally close to the Fermi energy, since conservation of energy and
momentum makes the scattering processes improbable. Microscopic many-body
theory using Feynman diagrams provides a complete formal justiﬁcation of the
phenomenological Landau theory [105, 106].
In the LDA+DMFT scheme the applicability of Landau’s ideas can be quan-
titatively investigated. For weakly correlated systems the quasiparticles are well
deﬁned in a wide range of energy, and a picture based on the band structure still
holds. However Fe, Co and Ni are rather strongly correlated systems. They have
partially ﬁlled shells of fairly localized 3d electrons. These electrons form a narrow
d-band, and their behavior shows signs of both atomic-like and free-electron-like
behavior [107, 28]. In strongly correlated systems the quasiparticle picture breaks
down, except for a close vicinity of the Fermi surface1. Quasiparticles become
short-lived and therefore they are not well deﬁned, and in many cases noncoherent
features such as Hubbard bands and satellites appear in excitation spectra [14, 15].
A treatment based on standard one-particle approaches can still be acceptable, but
some deﬁciencies can be found. For example rather good magnetic moments can
be obtained for Fe, Co, and Ni, but the description of the excitations is far to
be adequate. Namely, photoemission experiments for these metals [108, 109, 110]
demonstrate that calculations based on LDA or GGA (generalized gradient ap-
proximation) give too wide majority spin 3d band, overestimate the spin splitting
and fail to reproduce the 6 eV satellite in nickel, an essentially noncoherent feature.
Moreover the presence of a photoemission satellite for bcc iron has been object of
scientiﬁc discussion [108, 109, 111], while no DFT-LDA simulations or previous
LDA+DMFT calculations [27] did reproduce this feature. Here we will investigate
all these interesting questions, and we will emphasize that correlation eﬀects based
on a full many-body treatment need to be included to describe properly Fe, Co
and Ni.
The present Chapter is based on the following publications:
1. A. Grechnev, I. Di Marco, M. I. Katsnelson, A. I. Lichtenstein, J. Wills, and
O. Eriksson “Theory of bulk and surface quasiparticle spectra for Fe, Co,
and Ni”, Phys. Rev. B 76, 035107 (2007)
2. J. Sánchez-Barriga, J. Fink, V. Boni, I. Di Marco, J. Braun, J. Minár, A.
Varykhalov, O. Rader, H. A. Dürr, V. Bellini, F. Manghi, H. Ebert, A. I.
1In case of really strong correlations the quasiparticle pictures breaks down also near the
Fermi surface, and the electrons show atomic-like features (see Chapter 9).
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Lichtenstein, M. I. Katsnelson, O. Eriksson and W. Eberhardt “Quantita-
tive determination of spin-dependent quasi-particle life-times and electronic
correlations in hcp Co”, in preparation for Phys. Rev. Lett.
4.1 bcc Fe
The ﬁrst transition metal for which we report the results is Fe. The body-centered-
cubic crystal structure is speciﬁed by the lattice constant a, which in principle
could be determined through the minimization of the total energy within the
LDA+DMFT scheme. However, due to the diﬃculties and the numerical eﬀort
that this procedure would imply, we have chosen to use the experimental value of
a = 5.417 a.u.. Such relaxation of the crystal structure with respect to the lattice
constant will be subject of Chapter 7, but it will be applied only to Ni and Mn,
and not to Fe.
The band structure problem has been solved including 4s, 4p and 3d states
among the valence electrons. The 4s and 4p basis functions have been chosen
to have two possible tail energies κ, since they describe dispersive delocalized
electrons. For the 3d states the number of the tail energies allowed is dependent
on the choice of the correlated basis, as explained in the previous Chapter. For
the ORT basis set only one κ is permitted, since an exact correspondence between
the 3d states of the LDA basis set and the ones of the correlated subset must hold.
Conversely, for the MT basis set, “double-minimal” wavefunctions with two tail
energies have been used. Furthermore a number of 1331 k-points have been used
in the ﬁrst Brillouin zone, leading to the convergency of the total energy up to
the meV. The next step is the choice of the values of U and J from which we can
construct the U -matrix (3.36). Given the bcc Fe has been already studied within
the LDA+DMFT scheme, we can use the same values adopted in Refs. [27, 28],
i.e. U = 2.3 eV and J = 0.9 eV. In Section 5.3 we will discuss the choice of the
Coulomb parameters for bcc Fe more in detail.
The LDA+DMFT calculations have been made using 1024 Matsubara frequen-
cies for a temperature of 400 K. Due to the high computational eﬀort, the inversion
(3.59) is explicitly calculated only for a limited number of frequencies, i.e. 80, dis-
tributed on a logarithmic mesh. The passage from the logarithmic mesh to the
physical linear mesh is made by means of cubic interpolation.
The result of the LDA+DMFT cycle is the self-energy function Σ evaluated at
the Matsubara frequencies iωn. However the real physical quantities correspond
to operators evaluated at real energies (see Appendix A), then a numerical tech-
nique is needed to analytically continue the self-energy in the complex plane. The
standard tool used in the strongly correlated community is the Padé approximant
method [112]. We should mention that much care must be taken during this op-
eration, since the Padé approximation can introduce severe numerical errors. Due
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Figure 4.1: Imaginary part of the self-energy ImΣ(ǫ + iδ) for bcc iron and for the or-
thogonalized LMTO (ORT) and muffin-tin-only (MT) correlated subspaces. Two different
temperatures are considered: T = 400 K and T = 1500 K. Notice that the axes of the
subfigures have different scales, and that the self-energy for minority spin is much smaller
than the one for majority spin (see main text).
to the structure of our implementation, the analytical continuation does not enter
in the computational cycle, but is needed only for the extraction of the results.
This makes it much easier to control the reliability of the procedure. From the
practical point of view all the quantities are still evaluated at a ﬁnite distance iδ
from the real axis. In the whole Chapter 4 we have adopted δ = 60 meV.
Finally we can start to analyze the correlation eﬀects in bcc Fe. Let us look
at the imaginary part of self-energy ImΣ(ǫ+ iδ), reported in Figure 4.1, for both
majority and minority spins. In quasiparticle language the matrix elements of the
imaginary part of the self-energy deﬁne the ﬁnite life-times that the excitations
acquire because of the electron-electron interaction. Explicitly we have that the
life-time is τ = ~/Γ, where Γ = − ImΣ(ǫ+ iδ)ξ,ξ. From the last equation, we can
see that the life-time is energy-dependent and moreover is diﬀerent for every orbital
of the correlated subset. To give a better visualization, here the self energies are
averaged over the orbital indices m, namely2
Σ(z) ≡ 1
5
∑
m
Σmm(z). (4.1)
An important feature that can be seen from Figure 4.1 is that the average self-
energy shows a fairly small dependence on the correlated subset. The three curves
reported are qualitatively similar, proving that both MT and ORT correlated
orbitals (corresponding to well-localized and poorly localized d-states, respectively)
2The crystal field splitting of Σ is rather small and will not be discussed in detail.
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Figure 4.2: Spectral densities of bcc Fe from the LDA+DMFT scheme with MT correlated
orbitals at T = 400 K.
can be used to adequately describe iron within LDA+DMFT. However, the exact
amplitude of the peaks in Σ is sensitive to the choice of the correlated subspace.
Also for the other systems that we have studied, the two possible choices of the
correlated subset give an adequate description of the correlations and very similar
results. With that in mind, and because of the two advantages mentioned in
Section 3.3 (better localization and better LDA treatment of d-type electrons), we
are going to use the muﬃn-tin only (MT) correlated orbitals for the rest of this
Chapter.
Finally we must spend a few words on the role of the temperature. From Figure
4.1 we can see that the temperature does not inﬂuence the self-energy that much,
at least not on the energy scale of the order of eV. We must stress that this is due
principally to our choice of the double-counting in equation (3.83), which cancels
the most of the eﬀects of the exchange. This is in agreement with the fact that
the LDA properly describes the magnetic properties of the transition metals.
The eﬀects of the imaginary part of the self-energy can be better observed by
means of the spectral density A(k, ǫ + iδ), reported in Figure 4.2. This quantity
is a sort of k-resolved density of states or equivalently a band structure plot with
the inclusion of the life-times (see Appendix A). In terms of Green’s functions the
spectral densities are deﬁned for real energies ǫ as
A(k, ǫ+ iδ) = − 1
π
∑
χ
〈k, χ˜| Im Gˆ(ǫ+ iδ)|k, χ〉 . (4.2)
As the other quantities accessible from the Green’s functions, they have to be
evaluated at a ﬁnite distance iδ from the real axis.
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Figure 4.3: Real part of the self-energy ReΣ(ǫ + iδ) for bcc iron, for both majority and
minority spin. Only the results for the MT correlated subspace are presented, and T = 400 K.
Consistently with the Landau Fermi liquid theory, the quasiparticles tend to
have inﬁnite life-times for energies close to the Fermi level: the self-energy is
small, and the spectral density presents well-deﬁned lines of band structure. Con-
versely for higher energy the scattering processes between the quasiparticles be-
come stronger and stronger. The majority spin ImΣ(ǫ + iδ) in Figure 4.1(a) has
the main peak at ǫ ≃ −7 eV, by reaching the value −3.4 eV. This gives rather
strong damping of quasiparticles, as we can observe in Figure 4.2. In this range of
energy the lines of the band structure acquire a smearing equal to the parameter Γ
deﬁned above. When Γ becomes of the order of the bandwidthW , the deﬁnition of
band structure becomes meaningless. Notice that the correlation eﬀects are more
pronounced for the majority spin electrons, which is common for late transition
metals. The reasons are explained in Ref. [113]. Since Fe has fewer electrons
(and thus more empty states) in the minority spin band, for any process involving
particle-hole pair creation, the pair is more likely to appear in the minority spin
band. It means that any scattering process of the majority spin electrons involve
creation of minority spin pairs, with eﬀective interaction U . On the other hand,
the scattering processes of minority spin electrons also involve creation of minority
spin pairs, but the eﬀective interaction for parallel-spin electrons is U − J < U .
Therefore, the correlation eﬀects are stronger for the majority spin electrons.
Now let us look at ReΣ(ǫ + i0), which is reported for both majority and mi-
nority spins in Figure 4.3. From the physical point of view, the real part of the
self-energy represents a renormalization energy due to the electron-electron in-
teraction. From the mathematical point of view, it leads to a shift of the poles
HKS(k) in the equation (3.60), which deﬁnes the Green’s function. In the spec-
tral densities this means that the lines that should form the band structure are
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Figure 4.4: Density of states of bcc iron for LDA and LDA+DMFT with the MT correlated
orbitals (T = 400 K): majority (up) and minority (down) spins.
moved and shrinked, redistributing the spectral weight. These eﬀects are better
visible through the density of states, shown in Figure 4.4, and obtainable as trace
of the spectral density (4.2) over the electron wave-vector k. What we can see is
that the LDA+DMFT density of states shows the narrowing of the majority-spin
d-band compared to the LDA curve. In Figure 4.3 this corresponds to the positive
region of ReΣ for the majority electrons between -6 eV and the Fermi level. An-
other important feature in the LDA+DMFT density of states is the formation of
a non-coherent satellite at ǫ ≃ −7 eV. In terms of the self-energy it corresponds
to the sharp negative peak at -8 eV, which "draws" the electrons down in energy.
Naturally, the smearing of the quasiparticle bands, given by ImΣ, leads to the
smearing of the sharp peaks of the LDA density of states. In addition consider
that both the LDA and LDA+DMFT density of states are evaluated at a ﬁnite
distance iδ from the real axis, which gives an additional smearing.
The last important issue to discuss is the presence of a possible non-coherent
satellite. While the −6 eV photoemission satellite in nickel is common knowledge,
the existence of such satellite for bcc iron is still debated. Two independent pho-
toemission experiments [108, 109] reported a weak satellite at about −5 eV (see
Figure 4.5), while a third one [114] did not ﬁnd such feature. A more recent
study of Hüfner et al. [111] was addressed especially to this problem, and they
localized a satellite in Fe at a binding energy of −3.2 eV. On the theoretical side,
a LDA+DMFT calculation [27] did not detect any satellite at U = 2.3 eV and
J = 0.9 eV, but only for much larger values of U . The conclusion at that time
was, therefore, that there should be no satellite in Fe.
However, in the present thesis we come to a diﬀerent conclusion. Our self
energies and density of states diﬀer from the ones in Ref. [27]. In particular, we
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Figure 4.5: Experimental data supporting the existence of a high energy photoemission
satellite in the spectrum of bcc Fe. On the left side the photon energy is changed around the
resonance energy with the 3p transition. Note that for energies higher than the resonance
only the Auger peak is visible. Reprinted figure with permission from D. Chandesris, J.
Lecante, and Y. Petroff, Phys. Rev. B 27, 2630 (1983). On the right side the photon
energy is kept close to the resonance, increasing the height of the satellite peak. This peak
does not change with the angle of the incident light, which implies a non-dispersive feature
in the Brillouin zone. Reprinted figure with permission from A. Gutierrez and M. F. Lopez,
Phys. Rev. B 56, 1111 (1997). [Copyright (2009) by the American Physical Society]
clearly observe a non-coherent satellite at ǫ ≃ −7 eV, which was not observed in
the earlier calculation. The reason is that Ref. [27] used a simpliﬁed version of
the SPTF solver, while in the present paper the full implementation of the SPTF
[78] is used. This is conﬁrmed by the comparison of our results with the results
obtained with the similar version of the SPTF solver [115].
Apart from the experimental evidence about the satellite in Fe, there are three
more reasons why we believe that this full implementation of the SPTF solver is
better than the old one. First, in our version we use a complete spin polarized
T-matrix, while in the old one there was no spin polarization in the T-matrix.
The second reason is the fact that some numerical procedures have been reﬁned,
in particular the routines connected to the Fourier transforms have been rewritten
to minimize the error due to the slow decaying tails [20]. Finally an important
proof of the reliability of this new version of the SPTF solver is represented by
the very good agreement of the calculated photoemission spectra of Ni with the
experimental data reported in Ref. [29].
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We conclude that the presented calculations show the clear existence of the
satellite in iron. An important question that is left open is its exact position in
the excitation spectrum. The mentioned experimental data diﬀer from each other
of about 2 eV, which represents a big indetermination. Unfortunately the theory
is not able to give better or more secure answers. In fact the satellite is a pure
many-body eﬀect, and its position results to be very sensitive to the value of the
eﬀective Hubbard U . We have already discussed how diﬃcult is to determine U
in metals with strong screening. In this Section we have presented results for
the standard accepted values of U and J . In the Section 5.3 we will discuss the
issue of the choice of the Coulomb parameters more in detail and on the basis of
photoemission experimental data.
4.2 Co and Ni
The other itinerant ferromagnets with a partially ﬁlled 3d-shell are Co and Ni. The
ground-state crystal structure of Co is hexagonal close-packed (hcp) with a lattice
constant a = 4.74 a.u. and a distance between the hexagonal planes c = 7.69 a.u..
We have also studied the face centered-cubic (fcc) structure, which is often found
in literature. In this case a lattice constant a = 6.69 a.u. has been used. For Ni
we have adopted the fcc crystal structure with the experimental lattice constant
a = 6.66 a.u.. All the other computational details concerning the DFT-LDA part
of the simulations have been set in the same way as for bcc Fe. As in the previous
Section, we have parametrized the U -matrix using semi-empirical values that are
generally accepted in literature. For Co we have used U = 2.3 eV and J = 0.9 eV
from previous 3-body scattering calculations [113]. For Ni more data are available,
and parameters as U = 3.0 eV and J = 1.0 eV have already been used with success
in previous LDA+DMFT calculations [78, 29].
The LDA+DMFT self-energies for fcc nickel, hcp cobalt and fcc cobalt are pre-
sented in Figure 4.6, and the curves for bcc Fe are also shown for comparison. The
general structure of the self-energy is similar for all the three metals. The correla-
tion eﬀects for majority spin electrons at energy scale about -7 eV are strongest for
Ni and weakest for Fe, at least for the values of U and J used here, which is natural
since the bands are narrower for Ni than for the other two elements (only for Ni is
the Hubbard U similar in size to the bandwidth W). This is the so-called satellite
region and is related with the particle-particle T-matrix renormalization which is
largest for the almost ﬁlled-band case of Ni. The situation changes for lower exci-
tation energies. The shoulder between −2 eV and −4 eV is most pronounced for
Fe and practically disappears for Ni. The reason for this is discussed in Ref. [113].
While the self-energy peaks at about -7 eV are connected to the appearance of
the noncoherent satellite, the self-energy features between 0 and -4 eV renormalize
the quasiparticle band structure. At this energy scale the correlation eﬀects are
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Figure 4.6: Imaginary part of the self-energy ImΣ(ǫ + iδ) for bcc Fe, fcc Ni, fcc Co, and
hcp Co. Both majority and minority spins are reported for the MT correlated subspace and
at T = 400 K. Notice that the scales of the self-energies axes are different.
given by various scattering processes involving creation of electron-hole pairs in
the d-band. Of the three elements discussed here Fe is the only one with signiﬁcant
weight of the unoccupied spin up d-band, allowing a creation of electron-hole pairs
in this spin channel. Thus the correlation eﬀects caused by electron-hole excita-
tions are strongest among the three metals. Ni, on the other hand, has essentially
a ﬁlled spin up d-band and thus the weakest correlations of this type. Note that
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Figure 4.7: Density of states of fcc Ni and hcp Co (LDA vs LDA+DMFT with MT correlated
orbitals at T = 400 K).
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Figure 4.8: Spectral densities of fcc Ni from the LDA+DMFT scheme with MT correlated
orbitals at T = 400 K.
copper with completely ﬁlled d-band basically does not show any correlation ef-
fects, while manganese with almost half-ﬁlled d-band has the strongest correlation
eﬀects in this region [116], as we will see in Chapter 8. The self-energy curves for
fcc Co and hcp Co are, as expected, almost identical since these crystal structures
diﬀer only in the next nearest neighbor distribution and beyond. The correlation
for minority spin electrons - see Figure 4.6(b) - are by far strongest in Ni, which
Figure 4.9: Spectral densities of hcp Co from the LDA+DMFT scheme with MT correlated
orbitals at T = 400 K.
56 Correlation effects in bulk itinerant-electron ferromagnets
in addition to having the narrowest bands also has the smallest spin polarization.
Therefore the diﬀerence between majority and minority spin behavior is less pro-
found in Ni compared to Fe and Co, resulting in a pronounced noncoherent feature
in both spin channels. If we compare the calculated spin-dependent renormaliza-
tion factors Zσ (the spectral weights of the quasiparticle peak, or, in the DMFT,
inverse eﬀective mass enhancement factors) for Fe (0.72, 0.71), Co (0.78, 0.83),
and Ni (0.82, 0.81) it is clear that the correlation eﬀects in transition metals are
not very strong, but still Fe has the largest renormalization.
In Figure 4.7 both the density of states of fcc Ni and hcp Co are presented,
while Figures 4.8 and 4.9 show the spectral density for these materials. The density
of states of Ni is in a good agreement with previous LDA+DMFT calculations
[78]. Note that the SPTF solver places the majority-spin satellite at about −7.5
eV, while in experiment it is observed at −6 eV. Since bcc Fe, fcc Co and fcc
Ni have diﬀerent crystal structure, their band structures naturally look diﬀerent.
However, all the three metals have strong smearing of majority-spin bands between
approximately −4 eV and −7 eV dictated by the peak in the imaginary part of
the self-energy (see Figure 4.6), and show a satellite at about −7.5 eV.
The LDA+DMFT values of the spin magnetic moments are substantially equal
to the LDA values (e.g. for bcc Fe we have µ = 2.23µB per atom from the DMFT
calculation which should be compared to µ = 2.22µB per atom from LSDA, and
for hcp Co we obtain µ = 1.54µB per atom from the DMFT calculation which
should be compared to µ = 1.57µB from LSDA). The eﬀect of the correlations
on spin and orbital moments is an interesting problem. Concerning Fe, Co and
Ni it has been recently investigated [103] by means of a diﬀerent LDA+DMFT
implementation that employs the same SPTF solver used here. The results agree
with experiments, provided that an adequate choice of the double counting is used.
4.3 DMFT and three-body scattering approach
In the previous Sections we have described the correlation eﬀects in the itinerant
ferromagnets in a general form. Here we consider hcp Co as benchmark for a
direct comparison between theoretical spectral densities and experimental data
from angular resolved photoemission. An important premise to this comparison is
that the photoemission spectrum is supposed to reproduce the spectral functions
only in ﬁrst approximation. For a perfect quantitative agreement it is necessary
to consider additional details, e.g. the transition matrix elements between initial
and ﬁnal states of the electrons, or the correct potential barrier at the surface.
At the left side of Figure 4.10 we report the LDA+DMFT spectral densities for
both majority (top) and minority (bottom) spins along the direction Γ−A in the
ﬁrst Brillouin zone. This high-symmetry direction can be explored by changing the
angle of the incident light on the sample. The experimental data, corresponding to
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Figure 4.10: Spectral functions of the electrons with majority spin (top) and minority spin
(bottom) in hcp Co. On the left the LDA+DMFT results are compared with the experimental
data from photoemission, represented by brown dots. For comparison the spectral functions
from 3-body scattering (middle) from Ref. [117] and standard LDA (right) are reported.
the position of the peaks in the photoemission spectra3, are visualized using large
brown dots. In addition to the LDA+DMFT data, also the spectral functions
obtained in DFT-LDA4 (right) and in three-body scattering approach (middle)
[117] are shown. The 3-body scattering theory is another method for treating
dynamical correlation eﬀects in real materials, and a comparison with DMFT is
an interesting topic. For a clear presentation of the theoretical formalism of 3-body
scattering we redirect the reader to Refs. [113, 118, 119].
Let us focus on the spectral densities for majority spin. Two main points can
be emphasized. First of all, by looking at the whole Brillouin zone, we can say
that the LDA+DMFT spectral functions reproduce the experimental data better
than standard LDA. While the latter one seem to be right in the region close to
Γ, its deﬁciencies are evident in the region close to A. Here the shrinking of the
3d band due to correlations becomes necessary to describe the photoemission pro-
cess. The other point to emphasize is the similarity between the results obtained
in LDA+DMFT and 3-body scattering. Both methods are based on the LDA+U
3More precisely they are obtained through fitting of various measurements.
4In this case it would be better to speak of band structure, since the spectral functions reduce
to a series of Dirac delta
58 Correlation effects in bulk itinerant-electron ferromagnets
Figure 4.11: Imaginary part of the self-energy for majority (right) and minority (left) spins.
The points correspond to the experimental data, extracted from the width of the photoemis-
sion peaks. The dotted lines are the LDA+DMFT self-energies, averaged over the correlated
orbitals. The solid lines are data from 3-body scattering for analogous U and J . The ex-
perimental data comprehend more contributions, in addition to the electronic one, e.g. the
scattering with defects can be estimated to correspond to a rigid shift of about 50÷100 meV.
Hamiltonian, deﬁned for the same U = 2.3 eV and J = 0.9 eV. Besides that, we
must consider that their implementations are based on diﬀerent DFT codes, with
diﬀerent LDA basis sets and diﬀerent subsets of correlated orbitals. In addition
the U -matrix used in 3-body scattering is the density-density approximation (see
Chapter 8) of the full U -matrix in equation (3.36). The only noticeable diﬀer-
ence is a small rigid shift of the 3d band: this is due to the fact that the 3-body
scattering implementation used for this calculation is not a conserving approxi-
mation. Consequently the Fermi level cannot be determined with high precision.
At the bottom of Figure 4.10 we can look at the spectral densities for minority
spin. As we have emphasized in the previous Section, the correlation eﬀects are
weaker than for majority spin, and so the correlated spectral functions are not very
diﬀerent from the LDA ones. In fact all the three theories show good agreement
with experimental data. Notice that some surface states are visible, e.g. at the
two experimental points at low energy and close to A.
Finally the quasiparticles life-times can be extracted from the width of the
peaks of the photoemission spectrum, and an “experimental self-energy” can be
compared to the theoretical one (Figure 4.11). The general agreement is good,
especially considering that the comparison can be only qualitative, since the ex-
periment takes into account various contributions, in addition to the electronic
one. In particular we could estimate the scattering with defects to give a rigid
shift of about 50÷ 100 meV.
Chapter 5
Correlation effects on surfaces of
itinerant-electron ferromagnets
We have already mentioned that one of the main motivations for the development
of our LDA+DMFT code has been the study of crystal surfaces. In the community
of the strongly correlated materials the simulations are usually limited to the bulk
systems with a few atoms per unit cell, which requires an easier implementation
(in the development phase) and a smaller numerical eﬀort (in the computational
phase). Nevertheless the correlation eﬀects at the surface become more important
than in the bulk, since the electrons acquire more atomic-like character. In this
Chapter we apply our LDA+DMFT scheme to the study of the surfaces of the
itinerant-electron ferromagnets: bcc Fe (001), fcc Co (111), hcp Co (0001) and
and fcc Ni (111). Our analysis and comparison with the correspondent bulk re-
sults represent a systematic way to check how the correlation eﬀects depend on
the dimensionality of the problem. In the last Section of the Chapter a detailed
comparison with recent experimental data is presented for the surface (110) of Fe.
The present Chapter is based on the following publications:
1. A. Grechnev, I. Di Marco, M. I. Katsnelson, A. I. Lichtenstein, J. Wills, and
O. Eriksson “Theory of bulk and surface quasiparticle spectra for Fe, Co,
and Ni”, Phys. Rev. B 76, 035107 (2007)
2. J. Sánchez-Barriga, J. Fink, V. Boni, I. Di Marco, J. Braun, J. Minár, A.
Varykhalov, O. Rader, H. A. Dürr, V. Bellini, F. Manghi, H. Ebert, A.
I. Lichtenstein, M. I. Katsnelson, O. Eriksson and W. Eberhardt “About
the correlation eﬀects in the spin-dependent electronic structure of Fe”, in
preparation for Phys. Rev. Lett.
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5.1 Ni (111)
The ﬁrst results to be presented concern the surface (111) of fcc Ni. We have
modelled it with slabs having a diﬀerent number of close-packed atomic layers.
Such slabs form a superlattice with a 30 Å thick layer of vacuum separating them,
with each slab having two (111) surfaces. The most of the simulations have been
made for ﬁve-layer slabs. In order to check the dependence of the results on the
slab thickness, data for three-layer slabs are also presented in some ﬁgures. As
it turns out, the surface self-energies of three-layer and ﬁve-layer slabs practically
coincide. That makes consideration of slabs thicker than ﬁve layers unnecessary1.
The computational details of the LDA part of the LDA+DMFT scheme are similar
to the bulk ones, speciﬁed in Chapter 4. The 4s, 4p and 3d states have been
considered as the valence electrons, and two tail energies κ have been used. The
two-dimensional Brillouin zone has been sampled with 121 k-points.
In Figure 5.1 we show the imaginary part of the self-energy for the atoms in the
Ni slabs. Data for each layer of the three-layer and ﬁve-layer slabs are compared
with the bulk fcc Ni. As expected, the self-energy of an atom at the surface is quite
diﬀerent from the self-energies for the rest of the atoms in the slab. Conversely
the self-energy for the central atoms are quite similar to the bulk curves presented
1Some simulations have been made also with slabs of seven and nine layers, showing that five
layers are enough to simulate Fe, Co and Ni, at least at the level of quasiparticle spectra.
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Figure 5.1: Imaginary part of the self-energy ImΣ(ǫ + iδ) for Ni five-layer (111) slab and
three-layer (111) slab. Both majority and minority spin are reported, for the MT correlated
subspace, and T = 400 K. In the legend “1 of 5” indicates the surface atom of the five-layer
slab, “2 of 5” the sub-surface atom and “3 of 5” the quasi-bulk atom. Similarly “1 of 3”
indicates the surface atom of the three-layer slab and “2 of 3” the quasi-bulk atom.
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Figure 5.2: At the surface (red atoms) the coordination number, i.e. the number of nearest
neighbors, is reduced with respect to the bulk (blue atoms). The black lines represent the
bonds with the nearest neighbors between the visualized atoms.
in Section 4.2. The most noticeable diﬀerence between surface and bulk values
is that the positions of the peaks are shifted and that the correlation eﬀects for
majority spin electrons seem to be enhanced at the surface compared to bulk. The
reasons for the diﬀerence between bulk and surface behavior is rather obvious:
due to the reduced coordination number of the surface atoms (see Figure 5.2)
the bands become narrower, which makes correlation eﬀects more important. In
addition, the screening of the electron-electron interaction is less eﬀective for the
surface atoms, and this increases the value of the Hubbard U . When comparing
self-energies for spin up and spin down states one may note that there is a shift to
higher energies of the main peak of the curves for the surface atoms for both spin
channels. The magnitude of the peak is enhanced for the spin up states, but not
for spin down.
Although the basic mechanisms are easily identiﬁed for why correlation eﬀects
are stronger at the surface, our calculations provide a quantitative measure of
this eﬀect. They show that, as long as the correlation eﬀects are concerned, the
sub-surface layer (“2 of 5”) already behaves quite bulk-like. In other words, the
DMFT self-energy of an atom depends only on its local coordination number, and
not on its actual position in the slab. This is a rather important result deserving
experimental attention. Photoemission experiments (preferably spin polarized) of
monolayers of Fe, Co or Ni on substrates like MgO, where there are no d-states
of the substrate in the energy region with dominating valence band d-character,
would be an excellent way to probe the eﬀects of correlation eﬀects in reduced
dimensions.
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Figure 5.3: Spectral densities of Ni (111) surface modeled by the five-layer slab (from
LDA+DMFT with MT correlated orbitals at T = 400 K).
Finally the spectral density of the Ni ﬁve-layer slab is presented in Figure 5.3
along high-symmetry directions of the two-dimensional Brillouin zone. We can
clearly observe that for well-deﬁned quasiparticles, each band of the bulk Ni splits
into ﬁve bands for the ﬁve-layer slab. Some of the bands are surface states, while
the rest joins into the bulk continuum when the number of atomic layers go to
inﬁnity. In Figure 5.3, it is already possible to observe the surface states (isolated
bands) and the hint of the bulk continuum formation (several bands that are
very close to each other). The analysis of the surface states (or also the surface
resonances) can be very important for the interpretation of the experimental data
from photoemission, especially for low energies of the incident photon.
5.2 Co and Fe
We have studied the surface (001) of Fe by modeling it with a ﬁve-layer slab. The
entire procedure is analogous to the study of Ni (111), and the same computational
settings have been used. For Co two diﬀerent surfaces have been studied: fcc
(111) and hcp (0001). Both the systems are modelled with ﬁve-layer slabs, but
the supercell for hcp Co (0001) contains a double number of atoms, given that the
hcp structure has two atoms in the primitive unit cell.
The qualitative discussion of the results obtained with these simulations is
similar to the one made for Ni (111), and then will not be repeated. In Figures
5.4 and 5.5 the spectral functions of Co and Fe surfaces are shown.
The ﬁrst evident feature is that one can hardly see any dispersion of the major-
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(a) fcc Co (111)
(b) hcp Co (0001)
Figure 5.4: Spectral densities of fcc Co (111) surface and hcp Co (0001) surface, modelled
by five-layer slabs (from LDA+DMFT with MT correlated orbitals at T = 400 K).
ity spin bands from the Fermi energy down to −5 eV. Furthermore we can notice
two main diﬀerences with respect to the results for Ni: for majority spin the shift of
the peaks and the increase of their depth for the atoms at the surface are stronger,
while for the minority spin the correlation eﬀects are decreased (slightly for Co
and strongly for Fe). This is again related with the largest spin-polarization for
iron and occupation of the d-band closer to the half-ﬁlling than for cobalt and
nickel. The results is the largest broadening eﬀects for majority spin-state and
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Figure 5.5: Spectral densities of Fe (001) surface modeled by the five-layer slab (from
LDA+DMFT with MT correlated orbitals at T = 400 K).
strong reduction of correlation eﬀects for minority spin-states in iron. In prin-
ciple this could be seen in ad hoc spin-polarized angular resolved photoemission
experiments.
In Figure 5.6 we show the real part of the self energies for the atoms at the
Fe surface, and the bulk curves are also shown for comparison. We observe that
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Figure 5.6: Real part of the self-energy ReΣ(ǫ + iδ) for Fe five-layer (001) slab from
LDA+DMFT with MT correlated subspace, and T = 400 K. Both majority and minority
spins for the surface atom (labelled "1 of 5") are reported, and are compared to the bulk
values.
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Figure 5.7: Real and imaginary part of the self-energy Σ(ǫ+ iδ) for Fe five-layer (001) slab
with different values of U (see main text). Both majority and minority spin are reported,
from LDA+DMFT with MT correlated subspace, and T = 400 K.
for the surface layer the self-energy of the minority spin states is considerably
suppressed, which leads to the fact that the satellite at −7.5 eV is almost totally
polarized and possesses majority spin character. This is probably related with
increasing of spin-splitting for the iron atom on the surface, which further reduces
the minority spin self-energy.
Finally we discuss an important problem related to the evaluation of the
Coulomb matrix for the atoms located at the surface. We have mentioned in
Section 2.4 how problematic is the choice of a suitable value of the eﬀective inter-
action U . For the surfaces the diﬃculties are bigger, due to the fact that all the
ﬁrst-principle and semi-empirical calculations available in literature are referred to
bulk materials. However the strength of the interactions of bulk atoms and sur-
face atoms can be very diﬀerent, due to the presence a diﬀerent screening. While
this thesis has not been dedicated to the problem of the evaluation of U , we have
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Figure 5.8: Spectral densities of Fe (001) surface modeled by the five-layer slab and with
values of U depending on the position of atom in the slab (from LDA+DMFT with MT
correlated orbitals at T = 400 K).
tried to simulate the reduction of the screening by deﬁning diﬀerent U -matrix for
atoms belonging to diﬀerent layer. We have made LDA+DMFT simulations of a
ﬁve-layer slab Fe (001) with U = 2.3 eV for the inner layers, U = 2.4 eV for the
intermediate one and U = 3.0 eV for the surface one.
In Figure 5.7 the real and imaginary part of the self-energy for the atoms at
the surface in these new simulations are reported. In comparison to the previous
calculation with the constant U , whose curves are also shown in the picture, we
observe a reasonable increase of the majority spin peaks from −2 eV till −4 eV and
a small shift of the −7.5 eV satellite. This makes the satellite more pronounced in
the density of states. The spectral densities of these last simulations are reported
in Figure 5.8. One can see a strong increase of the broadening in the majority
channel and an incoherent satellite band at the bottom of the majority 3d band.
5.3 Fe (110)
The last Section of this Chapter is dedicated to the direct comparison with exper-
imental data from angular resolved photoemission. The benchmark is the surface
(110) of Fe, which has been probed through light with vertical and horizontal po-
larization for diﬀerent photon energies. These data are reported respectively in
Figures 5.9 and 5.10. In the same pictures, the results from LDA and LDA+DMFT
simulations are shown. These calculations have been made with the same com-
putational settings speciﬁed above. In addition the spin-orbit coupling has been
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Figure 5.9: Comparison between photoemission spectra (black circles) for vertically polar-
ized light and LDA+DMFT spectral functions (segmented red line) for various points of the
surface Brillouin zone along the direction ΓN. Majority and minority spins are respectively
reported in the upper and lower parts. For comparison the LDA spectral functions (blue line)
are also shown.
considered.
The ﬁrst issue to discuss is the agreement between LDA spectral functions and
experimental spectra. For majority spin, and vertical polarization, LDA seems to
give good results close to the Γ point (0.06GN in Figure 5.9), but deﬁnitely worse
results when going towards the N point. However a comparison with the results for
horizontal polarization (0.21GN in Figure 5.10) reveals that the peak close to the
Fermi level originates from a surface state, and that the real bulk state is at 0.2 eV
lower energy. Indeed the latter can be observed also for vertical polarization, but
only as a small shoulder of the surface peak, at −0.7 eV. When we consider the
LDA+DMFT spectral functions we see that the bulk state is shifted towards the
experimental position, consistently with the shrinking of the 3d-band mentioned in
Section 4.1. Also in the rest of the Brillouin zone the LDA+DMFT agreement at
low energies is much better than standard LDA. Notice that another surface state
is visible for vertical polarization at 0.33GN (Figure 5.9), and that some transitions
are prohibited because of selections rules (in the spectral functions these eﬀects
are not included).
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Figure 5.10: Comparison between photoemission spectra (black circles) for horizontally
polarized light and LDA+DMFT spectral functions (segmented red line) for various points of
the surface Brillouin zone along the direction ΓN. Majority and minority spins are respectively
reported in the upper and lower parts. For comparison the LDA spectral functions (blue line)
are also shown.
Let us now look at minority spin states. Again the LDA+DMFT results agree
with the experimental data better than the standard LDA. While the correlation
eﬀects are generally smaller than for majority spin, a big shift is observed close to
N for horizontal polarization (picture 0.94GN in Figure 5.10). The LDA peak at
−1.6 eV moves of about 0.4 eV towards lower energies. From the same picture we
notice a big peak close to the Fermi energy, which we assume to be another surface
state. A clarifying visualization is given in Figure 5.11. Here the photoemission
data and the bulk spectral function are compared to the spectral function projected
on the atom at the surface. All the states can be clearly identiﬁed.
For higher energy the situation becomes more complicated. Let us focus again
on the majority spin at the picture 0.06GN in Figure 5.9. While the LDA fails
close to the Fermi energy, the state at −2.3 eV seems to be well reproduced. When
we pass to the LDA+DMFT scheme we see that this state gets shifted towards the
Fermi level when the band shrinks. This can suggest that the eﬀective value of the
Hubbard U in Fe is smaller than the commonly accepted value of U = 2.3 eV. For a
value of U = 1.5 eV an intermediate situation between our LDA and LDA+DMFT
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Figure 5.11: Comparison between photoemission spectra (black circles) for horizontally
polarized light and LDA+DMFT spectral functions projected onto the surface atom (green
line) for the point 0.94GN of the surface Brillouin zone. For comparison the LDA+DMFT
spectral functions projected on the quasi-bulk atom (segmented red line) are also shown.
curves can be obtained and the ﬁnal photoemission spectrum can be justiﬁed in
terms of broadening of the ﬁnal state [120]. However this reduction of U would be
unphysical, since experimental data and theoretical estimations seem to exclude
such low values. A good a posteriori justiﬁcation of our statement is given by
the excellent agreement observed in this Section for all the low energy features
close to the Fermi energy for both spin channels. In second instance we have to
notice that also for a reduced value of U the non-dispersive nature of the peak
at −2.3 eV cannot be properly explained. The last problem could be solved if we
suppose the existence of a surface resonance. In fact the LDA+DMFT calculations
of the ﬁve-layer slab above shows a non dispersive state2 at the energy of −2.8 eV.
Nevertheless the most reasonable explanation relies in the strong non-locality of
correlation eﬀects in bcc Fe, as follows from recent direct photoemission data on
eﬀective mass renormalization in diﬀerent points of the Brillouin zone [121]. These
eﬀects are beyond DMFT, and cannot be reproduced with our approach.
2This result has been checked up to nine-layer slab.
Chapter 6
Correlation effects in 2D
magnetic systems: Fe on W
The control of the magnetic state in artiﬁcial materials is one of the fundamental
issues of material science in perspective of technological applications. In the last
ﬁfteen years ultrathin ﬁlms have attracted much attention, since they exhibit a rich
variety of properties [122]. In these low-dimensional systems the main magnetic
properties, e.g. magnetic structure, magnetization direction, magnetic moment, or
ordering temperature, can strongly diﬀer from the corresponding bulk quantities.
Most importantly they can originate from diﬀerent physical parameters. First of
all the reduced number of nearest neighbors, mentioned in the previous Chapter,
leads to electrons with more atomic-like character and larger spin and orbital
moments. In addition the hybridization eﬀects with the substrate can have a key
role in determining the exchange interactions between the atoms in the ﬁlm [123].
In this view it is natural that the many-body eﬀects become fundamental for a
proper description of the electronic structure.
Here we present the application of the LDA+DMFT scheme to one monolayer
of Fe on the substrate (001) of W. After a brief overview of this system, the results
of our simulations are presented in detail. Finally an interpretation of our ﬁndings
is given in terms of mean-ﬁeld theory of the Hubbard model.
The present Chapter is based on the following publication:
1. A. Kubetzka, I. Di Marco, M. Bode, M. Menzel, K. von Bergmann, S. Heinze,
P. Ferriani, M. I. Katsnelson, A. I. Lichtenstein and R. Wiesendanger “Nar-
rowing of the pseudogap at the Fermi level for antiferromagnetic Fe layer on
W(001) surface”, in preparation for Nature Materials
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6.1 Fe:W(001)
The magnetism of one monolayer of Fe is the prototypical example of the peculiar-
ities of ultra-thin ﬁlms. After deposition on substrates Cu (111) and Ag (111), the
local magnetic moment, which in the bulk is about 2.1µB, increases to respectively
2.7µB and 3.2µB, not too far from the atomic value 4µB [124]. More fascinating
eﬀects happen with a more complex substrate as W. If the Fe monolayer is de-
posited along the direction (001), the ground-state passes from a ferromagnetic to
an antiferromagnetic structure [125]. The same phenomenon is observed for one
monolayer of Co, while Ni becomes non-magnetic [122]. On the other hand Cr
and Mn, which in their bulk phases are antiferromagnetic, acquire a ferromagnetic
ground-state. The situation is still more puzzling in view of the fact that the same
monolayers keep the original magnetic phase when the deposition on W is made
along the direction (110) [126, 127].
Together with the experimental discovery of the antiferromagnetic structure
of Fe on W (001), Kubetzka et al. [125] made ﬁrst-principle calculations to un-
derstand the role of the substrate. They found that decreasing the interlayer dis-
tance d, starting from a really 2-dimensional unsupported monolayer, drives the
system from a ferromagnetic ground-state (d > 4.5 a.u.) to an antiferromagnetic
ground-state (1.7 a.u. < d < 4.5 a.u.) and ﬁnally to a non-magnetic ground-state
(d < 1.7 a.u.). On the basis of these results Ferriani et al. [122] proposed that
during the transition the antiferromagnetic interlayer exchange interactions Fe-W
become dominating against the ferromagnetic intralayer exchange interactions Fe-
Fe. Later Sandratskii et al. [123] have proved that this hypothesis is not correct.
By mapping the system onto an Heisenberg Hamiltonian they have shown that
the hybridization with the substrate changes directly the exchange interactions
Fe-Fe from ferromagnetic to antiferromagnetic through the modiﬁcation of the
local electronic structure at the surface.
Our interest in this system originates from the attempt of explaining the tunnel
spectroscopy data shown in Figure 6.1(a), and measured at T = 13K with an Fe
coated W tip. We can see that at small energy scale a pseudogap appears in
the dI/dU curve. Given that this quantity is proportional to the surface density
of states, we expect to obtain an analogous pseudogap from electronic structure
calculations, but it was not observed in the Refs. mentioned above.
To understand the physical reasons that lead to the formation of this pseudogap
at the Fermi level, we have performed ﬁrst-principles calculations in the DFT-
LDA and LDA+DMFT scheme. We have modeled our system as a symmetric slab
of nine atomic layers ordered in the bcc crystal structure with the experimental
W lattice constant of 5.98 a.u.. The seven layers at the center of the slab are
formed by W atoms, while the last layer on each side consists of Fe atoms. The
magnetic phase was assumed to be the c(2x2) antiferromagnetic structure depicted
6.1 Fe:W(001) 73
(a) STS (b) Structure
Figure 6.1: Left: Tunnel spectroscopy data on the clean Fe monolayer on the substrate
W(001); the measurements have been done at temperature T = 13 K and under the action
of a small magnetic field B = 2.5 T by means of a Fe coated W tip. Right: ground-state
magnetic structure in the c(2x2) arrangement: the magnetic moments form a “checkboard”
on the surface. Picture from Ref. [124].
in Figure 6.1(b). The interlayer distance between each of the Fe layers and the
closest W layer has been set to 2.57 a.u., corresponding to the equilibrium value for
the corresponding magnetic structure [123, 125]. Finally we have completed our
super-cell with a layer of vacuum of more than 20Å. In fact we must mention that
thicker layers of vacuum were applied for the DFT-LDA simulations, but no eﬀects
could be noticed on the main properties. In perspective of the full LDA+DMFT
cycle, for which 18 atoms in the unit cell represent a highly expensive task, it has
been important to minimize the size of the basis set used to solve the DFT-LDA
problem. Hence the 4f and 5p states of W have been treated as core states, and
we have found this choice to be good if the radius of the muﬃn tin spheres is
big enough. Then for W we have used a muﬃn-tin sphere corresponding to the
maximum radius allowed in the chosen geometry, i.e. 2.57 a.u., while for Fe a
value comparable to the bulk one has been chosen, i.e. 2.16 a.u.. Many diﬀerent
combinations of tail energies have been tried in such a way to minimize the errors
due to the numerics of the LDA+DMFT scheme, and the ones due to the ﬁnite size
of the basis set. Then we have found convenient to use two diﬀerent tail energies
for s, p and d electrons. All the calculations included spin-orbit coupling, since it
is important for a proper description of W. Convergency on the k-mesh lead to a
minimal number of 361 k-points used in the two dimensional Brillouin zone. Apart
from this minimal number, we have tried conﬁgurations with diﬀerent k-meshes
up to 1681 k-points in the Brillouin zone.
The next-step is the deﬁnition of the Hubbard term in the Hamiltonian (2.28).
Due to the multiple tail energies of the LDA basis, the MT correlated subset has
been used. Unfortunately no theoretical calculations of U and J are available for
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this system, so we have just considered values similar to the bulk ones. As for
Chapter 5, the possibility of a higher value has been considered due to the reduced
number of nearest neighbors. We have tried values of U ranging from 2.3 eV up
to 5.0 eV, and we have found 4.0 eV to be the most adequate value, which is
physically reasonable. The eﬀect of the screening on the Hund’s exchange J is
usually negligible, then we have used the atomic value J = 0.9 eV. These numbers
are consistent with the direct calculation of the Slater integrals (3.39) that we have
made through the partial wave integration from Ref. [128].
Finally the LDA+DMFT cycle has been solved for a temperature T = 400 K,
and using 2048 Matsubara frequencies for the linear mesh and 120 frequencies for
the logarithmic mesh.
6.2 Results and discussion
In Figure 6.2(a) we have reported the partial 3d density of states for a Fe atom
in the monolayer from standard LDA. These results agree with the previous cal-
culations [123] up to the smearing induced by the ﬁnite distance iδ = 50 meV
from the real axis. In the same Figure we can see the LDA+DMFT simulation
for U = 4 eV at T = 400 K. On this energy scale we observe big changes due to
the dynamical correlation eﬀects. For majority spin a big transfer of the spectral
weight is observed from the region around −2 eV down to −4 eV, and the peak
near the Fermi level shifts towards it. For minority spin both the electron and hole
states are shrinked towards the Fermi energy. Moreover in Figure 6.2(b) we can
observe the real and the imaginary part of the self-energy that correspond to this
simulation.
Interestingly from this picture for a large energy scale we can already observe
a ﬁrst hint of the narrowing of the pseudgap at the Fermi level. A more precise
analysis can be done looking at Figure 6.3, which is focused on a smaller energy
scale. In the upper part the spin-resolved 3d density of states for a Fe atom in
the monolayer is reported, for both LDA and LDA+DMFT. We can clearly see
how the local Coulomb interactions change the ﬂat LDA curve and lead to the
formation of a pseudogap. In comparison with Figure 6.1(a) its size is slightly
larger: 0.4 eV versus 0.2 eV. More clearly these features can be noticed in the
lower part of Figure 6.3, where the projection of the density of states on the real
spherical harmonic 3dz2 is shown. It is the component that brings the largest
contribution to the scanning tunneling spectroscopy. Now the pseudogap results
more evident, and in addition the right asymmetry in the heights of the peaks is
reproduced.
Finally we can try to obtain more physical insight by looking at Table 6.1.
We ﬁrst compare our LDA value to the ones from Refs. [125] and [123]: the
agreement is good, especially considering that their values include also s and p
6.2 Results and discussion 75
-4 -2 0 2
E (eV)
-2
-1
0
1
2
D
O
S 
(1/
eV
)
DMFT
LDA
(a) Density of States
-1
0
1
R
e 
Σ 
(eV
)
Majority
Minority
-4 -2 0 2
E (eV)
-3
-2
-1
0
Im
 Σ
 
(eV
)
(b) Self-Energy
Figure 6.2: Left: 3d partial density of states for majority spin (up) and minority spin (down)
on a Fe atom in the monolayer; results from standard LDA and from the the LDA+DMFT
scheme with MT correlated subset at T = 400 K are reported. Right: corresponding real
(up) and imaginary (down) part of the self-energy, averaged over the orbital indices as in
equation (4.1).
contributions, that the radius of the muﬃn-tin spheres (for the integration) is
not the same, and that diﬀerent exchange-correlation functionals have been used.
In the LDA+DMFT results we observe an increase of the total 3d spin moment,
but a decrease of the 3dz2 component. This is compatible with what observed
in the density of states 6.2(a): the pseudogap is already visible in the LDA, but
only for a larger energy scale. The strong correlation eﬀects cause a narrowing.
Finally notice that the orbital moment gets strongly quenched, probably due to
the decrease of the occupation of the minority spin channel, which gives the main
contribution.
From the computational point of view the narrowing of the pseudogap is due
to the real part of the self energy, that decreases the magnetic moment in the
Table 6.1: First line: 3d spin moments for a Fe atom in the monolayer in units of Bohr mag-
neton; notice that the values from Refs. [125] and [123] include also s and p contributions.
Second line: 3dz2 component of the spin moment. Third line: 3d orbital moment.
Ref. [125] Ref. [123] LDA LDA+DMFT
3d µs(µB) 2.67 2.47 2.435 2.492
3dz2 µs(µB) - - 0.659 0.624
3d µo(µB) - - 0.186 0.143
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Figure 6.3: Comparison between the spin-resolved density of states for LDA (left) and
LDA+DMFT (right) of the 3d states for a Fe atom in the monolayer. In the upper part the
density of states for all orbital is reported, while in the lower part only the projection on the
dz2 orbital is reported.
z direction, bringing the peaks closer to each other. These general features are
quite robust, in the sense that they appear for all the tested values of U , and
also for diﬀerent choices of double-counting than equation (3.83). Nevertheless the
detailed shape of the pseudgap depend on the chosen parameters.
A more theoretical explanation can be given in terms of the Hubbard model.
What we obtain in DMFT is a local self-energy Σ, i.e., a self-energy which depends
only on the electron energy E. In paramagnetic case, the main correlation eﬀect
for the states near the Fermi energy EF is the eﬀective mass renormalization by
the factor Z−1 = 1 − ∂Σ (E) /∂E|EF which leads to the enhancement of density
of states peaks near the Fermi energy or even to a formation of essentially many-
electron Kondo peaks like in heavy-fermion systems [70]. In ferromagnets, another
interesting correlation eﬀect takes place, that is, a formation of spin-polaronic
nonquasiparticle states due to spin-ﬂip virtual processes [30]. In the case of anti-
ferromagnetic metals, the formation of an antiferromagnetic gap (or pseudogap)
due to magnetic Umklapp processes is essential. In the mean-ﬁeld approximation
we can write down the electron spectrum of an Hubbard model on an antiferro-
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magnetic lattice as [129, 130, 131]
E± (k) =
1
2
[
tk + tk+Q ±
√
(tk − tk+Q)2 +∆2
]
whereQ is the antiferromagnetic wave vector, tk is the bare electron spectrum, and
∆ is the antiferromagnetic gap proportional to the sublattice magnetization. In
the case of nesting tk = −tk+Q there is a real gap and the system turns out to be an
insulator, whereas for a generic spectrum there is just a pseudogap [129, 130]. The
latter forms from the region of k-space satisfying the condition |tk + tk+Q| ≤ ∆.
Correlation eﬀects leads to the bare band ﬂattening, tk → Ztk, which makes the
pseudogap more narrow. This is exactly the eﬀect which is clearly seen in the
DMFT calculations and is observed experimentally.
Analytic consideration of the renormalization of the energy spectrum due to
the electron-magnon interaction in antiferromagnets [131] show that in this case
the eﬀect should be rather large. In fact the contributions of magnon Umklapp
processes to the self-energy contain a logarithmic divergence:
Z−1 ≃ ln (W/∆) , (6.1)
where W is the total bandwidth. To describe this eﬀect quantitatively the q-
dependence of the self energy should be taken into account. However, qualitatively
it is properly described in the DMFT. It is essential also that the typical energy
scale of correlation-induced features in the electronic self-energy is of the order of
typical magnon energies [30, 131], i.e. 0.1 eV for our system.
Electron-magnon interaction, as well electron-phonon interaction, leads to “satel-
lites” in the electron spectrum at the energies EF ± ~ω where ω is the energy of
peaks in bosonic density of states. In the lowest-order approximation the singular
contributions to the electron self-energy are symmetric with respect to the Fermi
energy EF ; however, the higher-order terms violate this symmetry assuming that
both one-boson and two-boson scattering processes are presented in the interac-
tion Hamiltonian [132]. This is exactly the case of electron-magnon interaction
in antiferromagnets where the single-magnon (two-magnon) terms correspond to
the transverse (longitudinal) spin ﬂuctuations respectively [131]. This can qual-
itatively explain also the asymmetry that is observed experimentally and in the
LDA+DMFT results.
Chapter 7
Correlation effects in the
ground-state properties of Ni and
γ-Mn
The main interest of the LDA+DMFT community relies on the spectral properties
of strongly correlated materials. However, correlation eﬀects are sometimes of
crucial importance to describe also cohesive energy, equilibrium lattice constant
and bulk modulus, as demonstrated for the cases of plutonium [19, 61], cerium
[24, 26] and Ce2O3 [133]. All the mentioned studies concern materials with rather
localized f -electrons, for which standard one-particle approaches give results that
are totally wrong. On the other hand we have shown in the previous Chapters
that correlation eﬀects can be important also for materials where the failures of
the density-functional theory are milder. The transition metals are a prototypical
example, and here we analyze the ground-state properties of fcc Ni and γ-Mn
through the LDA+DMFT scheme.
The present Chapter starts with introducing a total energy functional in the
LDA+DMFT scheme, in the spirit of the spectral density functional approach [15].
Then the implementation of this functional in our LDA+DMFT code is described,
with special emphasis on the problematics related to the numerical precision. The
two applications follow: ﬁrst fcc Ni, which plays the role of “drosophila ﬂy” for the
LDA+DMFT method and where the most detailed comparison of the theory with
experiment was done [134, 29]. Results of our approach are compared with data
from another LDA+DMFT code based on the full-potential KKR [36]. Then, we
consider the case of Mn where, among all transition metals, the largest discrepancy
between the LDA or GGA predictions for the lattice constant and bulk modulus
and the experimental data takes place [135, 136, 137] which is considered to be
an indication of the strongest correlation eﬀects among 3d metals [138, 116]. We
show that the LDA+DMFT method does allow us to solve this problem and to
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describe in a very satisfactory way the energetics of Mn.
The present Chapter is based on the following publication:
1. I. Di Marco, J. Minár, S. Chadov, M. I. Katsnelson, H. Ebert, and A. I.
Lichtenstein “Correlation eﬀects in the total energy, the bulk modulus, and
the lattice constant of a transition metal: Combined local-density approxi-
mation and dynamical mean-ﬁeld theory applied to Ni and Mn”, Phys. Rev.
B 79, 115111 (2009)
7.1 Total energy functional
In Section 2.5 we have introduced the DMFT as conceptual analogy to the Weiss
mean-ﬁeld theory for a lattice quantum system. The mapping from the Hubbard
model onto the eﬀective impurity model can be rigorously justiﬁed, in the limit
of inﬁnite dimensions, by the scaling of the local and non-local contributions to
the eﬀective self-energy of the electrons [73, 5]. However, the DMFT equations
can be obtained with many diﬀerent techniques [14], each one stressing a diﬀerent
physical or mathematical aspect. For calculating the ground-state energy within
the LDA+DMFT scheme, it is particularly convenient to adopt the point of view
of the spectral density-functional theory of Savrasov and Kotliar [15, 139]. The
basic idea is to construct a variational functional that reproduces at the same
time the DMFT equations of Section 2.5, and the DFT equations of Section 2.3.
The guidelines of the procedure derive from the eﬀective action formalism [75, 15],
which is based on the generalization of the concept of Legendre transformation.
For example for the standard DFT, the following functional can be introduced:
ΩDFT [VKS(r), n(r)] =
∫
drVext(r)n(r) + EH [n] + Exc[n]+
−
∫
drVKS(r)n(r)− Tr ln
[
iωn +
~2
2m
∇2 − VKS(r)
]
. (7.1)
The ﬁrst three terms are respectively the electrostatic energy due to the external
potential, the Hartree energy, and the exchange-correlation energy, as already
discussed in Chapter 2. The fourth term contains the Kohn-Sham potential, which
has the role of a source ﬁeld constraining the electron density to have the speciﬁed
value. Finally the ﬁfth term describes the dynamics of the system, and reminds
us of the Luttinger-Ward functional. The trace has to be intended over both the
Matsubara frequencies iωn and positions1 r. If we minimize the functional (7.1)
with respect to n(r), we can easily re-obtain the equation (2.20), i.e. the correct
1In reality any generic representation can be adopted. In fact in the next Section we will
write the trace over the orbital degrees of freedom by using the LDA wavefunctions |k, χ〉.
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expression of the Kohn-Sham potential in terms of the density. On the other hand,
if we minimize the functional 7.1 with respect to VKS(r), we have the condition
n(r) = T
∑
iωn
〈r|
[
iωn +
~2
2m
∇2 − VKS(r)
]−1
|r〉. (7.2)
This expression is equivalent to equation (2.13), where the wavefunctions and their
occupations are deﬁned from the Kohn-Sham equation (2.19). In equation (7.2)
the occupation of the orbitals (or better the space points r) is set by the sum over
the Matsubara frequencies, so it contains already the temperature eﬀects due to
the Fermi-Dirac distribution.
Such an approach can be used also for basic DMFT applied to the Hubbard
model of equation (1.2), leading to a functional of the local Green’s function,
which we do not write here. For the LDA+DMFT scheme, we consider the LDA+U
Hamiltonian (2.28), and then we need a description based on both the local Green’s
function and the electron density. The following functional can be constructed:
ΩLDA+DMFT [Σ, G, VKS(r), n(r)] =∫
drVext(r)n(r) + EH [n] + Exc[n] + Φ[G]− ΦDC [G]+
−
∫
drVKS(r)n(r)− TrΣ(iωn)G(iωn)+
− Tr ln
[
iωn +
~2
2m
∇2 − VKS(r)− χ∗Σ(iωn)χ
]
. (7.3)
Let us analyze all the terms. In the ﬁrst line we have the three contributions
coming from DFT (see above), plus the contribution from a functional Φ[G] of the
local Green’s function. The latter one contains the eﬀects of the interactions, and
is deﬁned as the full set of the two-particle irreducible diagrams without external
legs. Its meaning, and the meaning of the other term ΦDC [G] can be understood
by applying the stationary condition with respect to the variation of G to equation
(7.3). We easily obtain:
Σ =
δΦ[G]
δG
− δΦDC [G]
δG
, (7.4)
i.e. the diagrammatic expression of the self-energy with respect to a generat-
ing functional in the sense of the Baym-Kadanoﬀ perturbation theory. The last
term of equation (7.4) is the double-counting correction (3.70), coming from those
(unknown) diagrams that are already included in the LDA. In the second line of
equation (7.3) we have two source terms: Σ, which is coupled to G, and VKS, which
is coupled to n(r). As mentioned above, we have a mixed description in terms of
the local Green’s function G and the electron density n(r). It is important to
emphasize that these quantities are independent, in the sense that they cannot be
82 Correlation effects in the ground-state properties of Ni and γ-Mn
reconstructed from each other. Finally the term in the last line is equivalent to
the last term of equation (7.1) with the addition of the self-energy. Note that with
the expression χ∗Σχ, we intend the local self-energy “upfolded” to the whole solid.
Besides the equation (7.4), we have three other stationary conditions to apply to
ΩLDA+DMFT . By minimizing the functional (7.3) with respect to Σ we obtain again
the Dyson equation (3.59). By minimizing it with respect to n(r) we obtain the
correct form of the Kohn-Sham potential, as above for DFT. The last minimization,
with respect to VKS, leads to the following electron density:
n(r) = T
∑
iωn
〈r|
[
iωn +
~2
2m
∇2 − VKS(r)− χ∗Σ(iωn)χ
]−1
|r〉. (7.5)
We see that the self-energy changes the electron density, but this eﬀect is not
considered in our implementation, as illustrated in Section 3.4.
By means of the previous relations, we can eliminate the source terms from the
functional, which corresponds to make a Legendre transformation. This gives us
the “physical” free energy functional
ΓLDA+DMFT [G, n(r)] = ΩLDA+DMFT [Σ, G, VKS(r), n(r)], (7.6)
which in quantum ﬁeld theory literature is usually referred as effective action,
together with a factor β. In the zero-temperature limit we can obtain the following
explicit expression for the total energy:
E = ELDA [ρ(r)]−
∑′
kν
εkν + Tr[HˆLDAGˆ] + 〈HˆU〉, (7.7)
where HˆU indicates the two-particle term in the LDA+U Hamiltonian (2.28), and
the primed sum is over the occupied states. We assume that the temperature eﬀects
can be taken into account only via summation over the Matsubara frequencies
(included in the trace), and in the DFT part only weak temperature dependence
via the Fermi distribution function is taken into account [140]. This corresponds to
neglect the temperature dependence of the exchange-correlation potential and it is
a standard procedure in electronic structure calculations of real materials. These
eﬀects are irrelevant for the cases under consideration where the main temperature
dependence is due to spin ﬂuctuations [28].
We notice that the total energy within the LDA+DMFT scheme is not simply
the expectation value of the Hubbard term of the Hamiltonian (2.28), but consists
of several terms, in analogy to the expressions (2.16) for the usual DFT. The ﬁrst
term ELDA [ρ(r)] contains the usual four diﬀerent contributions, due to the external
potential, the Hartree potential, the exchange-correlation potential and the sum
of the Kohn-Sham eigenvalues. However in the spectral density functional theory
the Kohn-Sham eigenvalues should be reoccupied with respect to the description
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given by the total Green’s function. Then we should remove the bare Kohn-
Sham eigenvalues sum – second term of equation (7.7) – and substitute it with
Tr [HˆLDAGˆ] – third term. Moreover notice that ELDA [ρ(r)] depends only on the
total electron density, so it does not need to be recalculated if the basic DMFT
cycle is applied. In the case of the fully self-consistent cycle (see Figure 3.3), the
calculation is straightforward, since it uses the same LDA-DFT machinery.
Finally we can evaluate 〈HˆU〉 through the so-called Galitskii-Migdal formula
[141, 72], an elegant way to rewrite the expectation value of a two-particle operator
in terms of a one-particle operator as the Green’s function. This formula is based
on the fact that for an Hamiltonian Hˆ = Hˆ0 + HˆU , i.e. the same form of the
Hamiltonian (2.28), the equation of motion of the Green’s function states that
〈 ∂
∂τ
Gˆ(τ)〉 = 〈Hˆ0〉+ 2〈HˆU〉 (7.8)
where τ is the imaginary time for the ﬁnite temperature formalism (the formulation
for real times and T = 0 is completely equivalent). Using the Fourier transform
with respect to τ , we can move to the energy domain
〈 ∂
∂τ
Gˆ(τ)〉 = Tr [ωGˆ(ω)] . (7.9)
Furthermore from the deﬁnition of the Green’s function
[ω1ˆ− Hˆ0 − Σˆ(ω)]Gˆ(ω) = 1ˆ , (7.10)
we can rewrite the expression above in terms of more manageable operators
Tr [ωGˆ(ω)] = Tr [Σˆ(ω)Gˆ(ω)] + Tr [Hˆ0Gˆ(ω)] . (7.11)
Then the Galitskii-Migdal formula becomes
〈HˆU〉 = 12 Tr [ΣˆGˆ]. (7.12)
Notice that in our notation the self-energy involved in the calculation of 〈HˆU〉
has been already corrected with the double counting contribution through equation
(3.83). This implies that no explicit double counting term for the total energy has
been added in the functional (7.7), being already included in equation (7.12).
A ﬁnal remark is needed about the role of the double counting term on the
total energy in the LDA+DMFT scheme. Since the functional (7.7) depends on
this ansatz, some of the previous implementations [25, 133] have a slightly diﬀerent
form than the one presented in this thesis. The reason is that those works address
their studies to systems with stronger correlations (U/W > 1), and then use
the correction (3.74). Conversely we are focused on transition metals which are
described in an excellent way by equation (3.83), as it has been illustrated in the
previous Chapters and in the cited references.
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7.2 Implementation in FP-LMTO
We have implemented the total-energy algorithm presented in the previous Sec-
tion into our LDA+DMFT code. A technical detail that becomes important in
perspective of total-energy calculations is the computation of the number of elec-
trons. In Chapter 3 the explicit expression of the number of particles in terms of
the Green’s function has been introduced by means of equation (3.68). For clarity
we repeat it here:
N = T
∑
iωn
∑
k
∑
χ1,χ2
S(k)χ2,χ1G(k, iωn)χ1,χ2 .
We have also mentioned the problem of considering the long decaying tails of
the Green’s function (3.59) without increasing too much the number of Matsubara
frequencies. While the calculation of the spectral properties is not very sensitive to
the number of electrons, or equivalently to the chemical potential, the evaluation of
the total-energy for equilibrium atomic volume and bulk modulus requires a high
precision. If we intend to evaluate more subtle properties as magneto-crystalline
anisotropy the needed precision increases further.
In our implementation we basically follow the elegant procedure used in the
LDA+DMFT calculations of Refs. [15, 133] and adapted to our non-orthonormal
basis set. The idea is to decompose the calculated Green’s function (3.60) as
G(k, iωn)χ1,χ2 = G(k, iωn)
num
χ1,χ2
+G(k, iωn)anχ1,χ2 , (7.13)
whereG(k, iωn)anχ1,χ2 is a analytical function that we choose to ﬁt the high-frequency
behavior of G(k, iωn)χ1,χ2 :
(ωn>ωmax)∑
iωn
[
G(k, iωn)χ1,χ2 −G(k, iωn)anχ1,χ2
]
= 0. (7.14)
On the other hand the numerical part is deﬁned as the diﬀerence between the
calculated function and the analytical function
G(k, iωn)numχ1,χ2 ≡ G(k, iωn)χ1,χ2 −G(k, iωn)anχ1,χ2 , (7.15)
and, if G(k, iωn)anχ1,χ2 has been chosen wisely, is negligible for ωn > ωmax.
The new problem is to determine Gan. Starting from the deﬁnition (3.59), we
can rewrite the matrix element (3.60) as
G(k, iωn)χ1,χ2 =
〈
k, χ1
∣∣∣∣∣
[
iωn − Aˆk(iωn)
]−1∣∣∣∣∣k, χ2
〉
(7.16)
where we have deﬁned the new operator
Aˆk(iωn) ≡ µ1ˆ− hˆLDA − Σˆ(iωn) . (7.17)
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Now let us consider Σˆ(iωn) = 0 corresponding to the ﬁrst iteration of the
LDA+DMFT cycle. In this case the operator (7.17) does not depend on the
Matsubara frequencies and is Hermitian; consequently it has real eigenvalues λkm
and the eigenvectors |Xkm〉 can be chosen to form an orthonormal set. By expanding
Aˆk(iωn) in its spectral representation, the equation (7.13) becomes
G(k, iωn)χ1,χ2 = G(k, iωn)
num
χ1,χ2
+
∑
m
〈k, χ1|Xkm〉 〈Xkm|k, χ2〉
iωn − λkm
. (7.18)
We have ﬁnally reduced the original sum to two terms that we can calculate with
high precision. The numerical term is simply calculated as a sum for positive
frequencies up to ωmax. The sum for negative frequencies is obtained using the
symmetry of the Green’s function
G(k,−iωn)χ1,χ2 = [G(−k, iωn)χ2,χ1 ]∗ (7.19)
The analytical term can be summed through standard many-body techniques:
∑
iωn
∑
m
〈k, χ1|Xkm〉 〈Xkm|k, χ2〉
iωn − λkm
=
∑
m
〈k, χ1|Xkm〉 〈Xkm|k, χ2〉
1 + eβλkm
. (7.20)
In comparison with Ref. [133] ﬁnding eigenvalues and eigenvectors of Aˆk is slightly
more cumbersome here: due to the non-orthonormality of the basis set we have to
solve a generalized eigenvalue problem. However using the fact that the overlap
matrix is positive deﬁnite, through Cholesky decomposition [142] of S the problem
can be reduced to a usual eigenvalue problem through a few algebraic operations.
When the DMFT self-energy assumes ﬁnite values, the operator Aˆk(iωn) is dif-
ferent at every Matsubara frequency, and then we need to use some approximation.
Luckily in many-body theory the analytical properties of the self-energy operator
are the same as for the Green’s function. Therefore we can assume the following
asymptotic behavior for high frequencies [133]:
Σˆ(iωn) ∼ Σˆstat + Σˆ
asym
iω
, (7.21)
where Σˆstat and Σˆasym are obtained from the real and imaginary part of Σˆ at the
cut-oﬀ value ωmax. While a higher ωmax will always give a better ﬁt, the real
part of the self-energy converges to Σˆstat as 1/ω2, and then we do not need a very
high cut-oﬀ. Furthermore for our purposes of evaluating the frequency sum in
equation (3.68), we can keep only the dominant term Σˆstat, and Σˆasym turns to
be unimportant. Again the operator (7.17) becomes Hermitian and independent
on the Matsubara frequencies, so that the same procedure described above can be
applied.
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The implementation of this algorithm in the FP-LMTO code has proved to
give very good results. The method used for the calculations of the spectral func-
tions of Chapters 4 and 5 is based on similar assumptions, but has much simpler
implementation. Instead of considering the asymptotic behavior of every Green’s
function in equation (3.68), the sum over the intermediate indices χ1,χ2 and k was
done, and then the asymptotic behavior of the resulting function was considered.
While this approximation can appear too crude, the precision on the number of
particles is about 10−3 particles for every electron involved in the problem. On
the other hand it was computationally very eﬃcient, since the generalized eigen-
value problem was reduced to the determination of a pure number. Moreover we
can also explain the reason behind the mysterious term 1/2, found in some of the
previous LDA+DMFT implementations. In all the expressions above the asymp-
totic behavior of the Green’s function can be described in ﬁrst approximation by
considering λkm = 0. With this assumption the sum over m at the right hand side
of equation (7.20) can be trivially removed, leading to the term 1/2.
After having improved the precision in the determination of the number of
particles, we can pass to the implementation of the total energy formula (7.7).
As we have already seen the ﬁrst two terms can be obtained from the density-
functional part of the LDA+DMFT scheme. The third term, corresponding to the
reoccupation of the Kohn-Sham orbitals, requires again the evaluation of a sum
over all the Matsubara frequencies
Tr [HˆLDAGˆ] = T
∑
iωn
∑
k
∑
χ1,χ2
HLDA(k)χ2,χ1G(k, iωn)χ1,χ2 . (7.22)
Besides the presence of diﬀerent matrix elements, equation (7.22) is completely
analogous to equation (3.68), therefore the sum can be done by applying the
same procedure used above. Finally we have to evaluate the Galitskii-Migdal
contribution 〈HˆU〉. Given that in the LDA+DMFT scheme the self-energy is
local, the trace in equation (7.12) can be restricted to the correlated orbitals.
Furthermore, using the fact that in the SPTF solver we work with quantities in
both the frequency and (imaginary) time domains, we can express the trace in
terms of the complex Fourier transforms. For this purpose, it is most convenient
to separate the static and the dynamic parts of the self-energy. Analogously to
equation (7.21), we have
Σˆ(iωn) = Σˆstat + Σˆ(iωn)dyn . (7.23)
However now no ﬁtting is necessary: once Σˆstat is determined, Σˆ(iωn)dyn contains
all the diﬀerences with the calculated function Σˆ(iωn). We can then write
〈HˆU〉 = 12T
∑
iωn
∑
ξ1,ξ2
[Σstatξ1,ξ2 + Σ(iωn)
dyn
ξ1,ξ2
]G(iωn)ξ2,ξ1 . (7.24)
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The ﬁrst term at right hand side can be easily Fourier transformed and reduced
in terms of occupations of the local orbitals
nξ1,ξ2 = G(τ = 0
−)ξ1,ξ2 ; (7.25)
the second term requires the evaluation of the Fourier transform of a product,
leading to a convolution. In summary we can express equation (7.24) as
〈HˆU〉 = 12
∑
ξ1,ξ2
[
Σstatξ1,ξ2nξ2,ξ1 +
∫ β
0
dτ Σ(τ)dynξ1,ξ2G(−τ)ξ2,ξ1
]
. (7.26)
7.3 Comparison with FP-KKR
The same total energy algorithm of the previous Sections was implemented in the
FP-KKR code described in Ref. [103], being an extension to the full-potential
case of the earlier ASA implementation [36]. This is one of the very few fully self-
consistent implementations of the LDA+DMFT scheme, and several successfull
studies based on it have been published. Among them we mention the study of
the orbital polarizations of the transition metals [103], the photoemission spectrum
of fcc Ni within the one-step model [29], and the magnetism of Co-Pt solid-state
systems through coherent potential approximation (CPA) [143].
Comparing the results of FP-KKR and FP-LMTO calculations we can analyze
two important points. First of all we can check the role of the full self-consistent
cycle on the ground-state properties. In second place we can address the question
about sensitivity of the LDA+DMFT description to the band structure method
used. This is nontrivial since diﬀerent methods use diﬀerent basis sets which are
truncated in any real calculations. An important premise to this comparison is
that the correlated orbitals used in both codes must be reasonably similar, and
that the same solver is used. These requirements are well satisﬁed, and can be
veriﬁed in the good agreement between the quasiparticle spectra of Fe, Co, Ni and
Mn calculated with the SPTF solver.
A survey of the equations involved in the FP-KKR method is out of the scope
of this thesis, and we redirect the reader to Ref. [144] for a comprehensive de-
scription. The only diﬀerence that must be emphasized is that for FP-KKR in
the equation (7.7) the functional ELDA [ρ(r)] is evaluated with the LDA+DMFT
electron density. The latter one is determined solving a Dirac equation which
comprehends the Kohn-Sham potential and the self-energy.
7.4 fcc Ni
Bulk fcc Ni is a sort of standard test-case for every approach to strongly correlated
materials. For this reason it has been chosen as ﬁrst application for the implemen-
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tations presented above. The interest of the DMFT community in Ni started [28]
with the explanation of the famous 6 eV satellite observed in photoemission exper-
iments, but missing in all DFT calculations. Afterwards many other studies have
been addressed to its spectral properties through LDA+DMFT [78, 77, 29] and also
through GW+DMFT [145]. Along with these spectral features, the LDA+DMFT
method has been applied to the ﬁnite-temperature magnetism [28] of Ni, show-
ing the existence of local moments (unordered above the Curie temperature), i.e.
another clear sign of strong correlation. Nevertheless we should consider that the
DFT scheme is not focused on the excitation spectrum, but mainly on the elec-
tron density. Given the the LDA+DMFT scheme and the Hamiltonian (2.28) are
explicitly build for the correct description of the low-energy excitations, it appears
natural that this scheme performs convincingly better than simple density func-
tional theory. Conversely DFT gives a reasonable description of all ground state
properties of Ni and the agreement with the experimental data becomes almost
perfect if GGA is used [146, 147, 148]. Moreover, in contrast with the other late
transition metals, the inclusion of the spin polarization in the calculations for fcc
Ni is not strictly necessary, surely due to the small magnetic moment (µ ≃ 0.6)
acquired [147] at the equilibrium structure. Finally, a recent accurate study of the
orbital and spin polarization of the late transition metals [103] emphasized that
the DMFT corrections to the DFT-LDA values for Ni are really minor, while still
improving the description of the material.
With reference to the previous arguments, it appears necessary to clarify the
reasons behind our interest in the energetics of fcc Ni, where the correlation eﬀects
are expected to have a moderate role. First of all it is important to complete
the picture outlined above: excitation spectrum, magnetism, photoemission spec-
trum, surfaces, orbital polarization and now ground state properties. This study
can help in understanding how correlated fcc Ni is [5] and which deﬁciencies of the
DFT-LDA technique are due to a single-particle approximation of the exchange-
correlation potential and which ones are due to the intrinsic meaning of the Kohn-
Sham quasiparticles as ﬁctitious excitations. In second place Ni represents a good
test-case to prove the ability of the LDA+DMFT scheme to catch moderate cor-
relation eﬀects in a real material. In fact we know that the LDA+DMFT scheme
relies mainly on two diﬀerent approximations: ﬁnite number of nearest neighbors
(due to the locality of the self-energy) and non-exact solver. Therefore it is inter-
esting to check how dominant are the errors connected to these approximations
for eﬀects that are expected to be rather small. Furthermore a third important
question concerns the role of the full self-consistency in the DMFT cycle. Previous
studies [133] for Ce2O3 and γ-Ce have shown, quite surprisingly, small diﬀerences
between the ground state properties for the basic and fully self-consistent DMFT
cycles. Given that these systems involve valence electrons much more localized
than the ones of Ni, in our case we expect negligible diﬀerences, at least in the
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Figure 7.1: Energy vs lattice constant curves for fcc Ni in DFT-LDA and in the LDA+DMFT
scheme based on the FP-LMTO (left) and FP-KKR method (right). The zero of the energy
of each curve is set to its own minimum value E0 and three chosen values of U are presented
(T = 400 K). The experimental value of the lattice constant is indicated by the arrow.
range of “acceptable” Hubbard U . Finally, a last question investigated for fcc Ni
concerns the compatibility between diﬀerent implementations: can diﬀerent codes
with diﬀerent choices of the correlated orbitals give comparable results?
To investigate all the various points outlined in the previous paragraph, we
performed LDA+DMFT simulations of fcc Ni for various lattice constants starting
from a = 6.2 a.u. and up to a = 7.4 a.u.. We treated 3d, 4s and 4p electrons
as valence electrons. For the FP-LMTO simulations, the description of the va-
lence electrons in the interstitial space between the muﬃn tin spheres requires
LMT-Orbitals with diﬀerent tail energies, whose number depends on the degree
of localization-delocalization of the electrons: three tails were used for 4s and 4p
electrons, only two tails for 3d electrons. The subset MT of correlated orbitals
has been used. Convergence on the total energy with respect to the k-mesh lead
to a minimum number of 4913 k-points used in the three dimensional Brillouin
zone. A simulation has been considered converged if the energy diﬀerence for two
consecutive iterations has been at least smaller than 0.1 meV. As far as possible
same settings were used for the FP-KKR simulations and also the set of correlated
orbitals have been chosen to be as similar as possible to the MT correlated subset.
In addition KKR total energies are very sensitive to the angular momentum ex-
pansion used for calculation. To get accurate results we performed LDA numerical
tests up to lmax = 6. We found that in the case of Ni and Mn converged results
require at least angular momentum expansion up to lmax = 3. This cut-oﬀ was
used for the more computationally demanding LDA+DMFT calculations.
The local problem was studied for diﬀerent values of U in the range between 2
and 3 eV, considered acceptable from the results of constrained LDA calculations
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Table 7.1: Computed values of the equilibrium atomic volume V0 and the bulk modulus B
for the the standard LDA-DFT method and for the LDA+DMFT scheme. Different strengths
of the local Coulomb repulsion U (in eV) have been studied, at T = 400K. The values taken
from Ref. [147] are obtained by means of an ASA-LMTO code.
LDA U = 2.0 U = 2.3 U = 3.0 GGA EXP
FP-LMTO
V0(a.u.
3) KKR
Ref. [147]
67.88
66.86
67.71
76.20
76.28
79.19
79.02
89.48
85.53
76.54
73.52
FP-LMTO
B(GPa) KKR
Ref. [147]
260
280
270
163
171
142
150
84
132
186
186
[69, 149] and previous LDA+DMFT simulations (see Section 4.2). The temper-
ature was set as T = 400 K and 2048 Matsubara frequencies were used. As for
the DFT part, convergence in the LDA+DMFT total energy was considered ac-
ceptable when the changes for subsequent iterations were smaller than 0.1 meV.
In Figure 7.1(a), we can see the total energy curves as functions of the lattice
constant for the FP-LMTO implementation. The curves have been shifted with
respect to their minima, so it is easier to compare them. As observed in previ-
ous calculations [147], in DFT-LDA the equilibrium value of the lattice constant
is slightly (3%) underestimated with respect to the experimental one. Looking
at the curves for the LDA+DMFT simulations, we immediately notice that the
results are strongly dependent on the value of the Hubbard U . Furthermore the
best result seems to be obtained for U = 2 eV, i.e. for a value smaller than the
widely accepted U = 3 eV. On the other hand the curve for U = 3 eV seems to
comprehend too strong correlation eﬀects. The explanation of these results is in
the perturbative nature of the SPTF solver, which tends to overestimate correla-
tion eﬀects in fcc Ni. This was noticed since the ﬁrst implementation [78], when
comparison between LDA+DMFT results with SPTF solver and numerically exact
quantum Monte-Carlo solver showed the best agreement for U = 2 eV. Further
in the already mentioned calculation of the orbital polarization of Ni, it is shown
that SPTF with U = 3 eV gives too strong correction of the orbital moment [103].
On the other hand we could be tempted to think that this behavior is increased
by the lack of full self-consistency in the LDA+DMFT cycle. This doubt is re-
moved by looking at the results for KKR, reported in Figure 7.1(b). In fact we can
barely notice any diﬀerence with respect to the energy curves of the FP-LMTO.
It is important to emphasize how similar the presented results are, since the ar-
bitrariness of the LDA+U Hamiltonian (2.28), due to the arbitrary choice of the
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correlated orbitals, is often considered as a limit of orbital-dependent methods.
Table 7.1, where the equilibrium atomic volume V0 and the bulk modulus B
are given, allows a more quantitative comparison of the two implementations and
with previous DFT-LDA studies of fcc Ni [147]. These values of V0 and B have
been computed with polynomial ﬁtting of the energy versus atomic volume curve
around the minimum. In addition also ﬁtting through Birch-Murnaghan equation
of state [150, 151] was done, leading to almost identical results and conﬁrming the
stability of our data.
As for the total energy curves, the best results are obtained for U = 2 eV,
and we can see that the inclusion of local correlation eﬀects into the LDA results
corrects both the equilibrium atomic volume and the bulk modulus in the right
way. While this fact has enough interest by its own, we should notice that to
have more precise results on the quantitative point of view, a more strict relation
between solver, correlated orbitals and values of U is needed. Naturally it would
be interesting to repeat those calculations with the numerically exact quantum
Monte-Carlo solver to check if better agreement with the experiment can be ob-
tained. Another interesting property can be deducted from the Table 7.1: while
the equilibrium atomic volumes are independent on the full self-consistency, the
bulk modulus looks to be more strongly inﬂuenced. As expected this discrepancy
is proportional to the strength of U . The simulation for the strongest value tried,
i.e. U = 3 eV, shows the tendency of the FP-LMTO to underestimate the value
of the bulk modulus of fcc Ni.
7.5 γ-Mn
Mn is deﬁnitely one of the most interesting and complex materials among pure
transition metals. According to Hund’s rule, free atom possesses a large magnetic
moment of 5µB, and the stabilization of such large magnetic moments, e.g. in
Heusler alloys, would represent a great technological advance, suitable for many
applications.
Experimentally Mn exists in four diﬀerent phases. The low-temperature low-
pressure phase is the α-phase [152]. It has a complex cubic structure with 58
atoms per unit cell and non-collinear antiferromagnetic order. The local moment
depends strongly on the atomic site, varying between 3µB and 0, and disappears
above the Neél temperature TN = 95 K. At T = 1073 K there is a transition
to the β-phase [153], a cubic structure with 20 atoms per unit cell and small
magnetic moment. Between T = 1368 K and T = 1406 K a high-temperature
γ-phase with fcc structure appears. Interestingly this phase can be stabilized until
room temperature through the addition of a small amount of impurities [154] or as
layer-by-layer deposition on Cu3Au(100) [155, 116]. Below the Neél temperature,
about TN = 540 K the γ-phase acquires an anti-ferromagnetic ground-state, which
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is accompanied by tetragonal distortion into the fct structure [155, 156]. From
T = 1406 K up to the melting temperature TM = 1517 K there is a δ-phase, whose
structure is bcc and order is antiferromagnetic. Finally high-pressure studies have
revealed a transition to an hcp ǫ-phase [157] at 165 GPa.
Such a rich phase diagram corresponds to an equivalently rich history of the-
oretical studies (for an extended review we redirect the reader to the Ref. [137]).
Obviously these studies have been mainly focused on the two “simplest” phases, γ
and δ, while the increase of the computational power achieved in the last ten years
made the ﬁrst ab-initio calculations of α and β phases appear [158, 159, 160].
Our main interest concerns the ground-state properties of γ-Mn and the role of
correlation eﬀects. The description of the electronic properties given by density-
functional theory is undoubtedly wrong for non spin-polarized LDA, but it becomes
more reasonable if spin-polarization is introduced [161, 135]. As for Fe, however,
LSDA does not predict the correct crystal structure, but the ground-state of Mn
results to be hcp [162]. Furthermore these strong magneto-volume eﬀects are re-
ﬂected into an anomalously low value of the bulk modulus [135]. This can be
considered as a ﬁrst hint to strong correlation eﬀects. Like for the other tran-
sition metals, the agreement of the calculated ground-state properties with the
experimental data improves drastically if spin-polarized GGA is used as exchange-
correlation potential [136, 137], but the discrepancies are still the strongest of
the 3d series. Furthermore, as already pointed out by Zein [138], the anomalous
properties of Mn do not seem to depend so strongly on the magnetic phase. In
fact extrapolation of experimental data for Mn-Cu alloys to zero content of Cu
shows [163] equilibrium atomic volume and bulk modulus comparable (in a range
of 10%) to pure γ-Mn, while doping by Cu suppresses antiferromagnetism in γ-
Mn. The situation becomes still worse if spectral properties are considered. The
only LDA+DMFT study available on γ-Mn has shown [116] that inclusion of local
Coulomb interactions is necessary for a proper description of the excitations. Fol-
lowing this work, γ-Mn seems to behave more as a strongly correlated metal at the
metallic side of Mott metal-insulator transition, than as a moderately correlated
metal with some deﬁciencies in the spectrum, as Ni: Hubbard bands are formed
for high energies and a quasiparticle resonance appears around the Fermi level.
To clarify the role of correlations and the connection between correlations and
magnetism in γ-Mn we have carried out systematic LDA+DMFT simulations. We
have adopted a simple fcc crystal structure in a layered antiferromagnetic phase
AFM1, since previous simulations showed clearly this to be the equilibrium struc-
ture [164, 136, 137]. As already deduced in the early eighties [156], the frustration
of the AFM1 fcc structure should imply a slight (6%) distortion of the lattice, but
this eﬀect has not been considered here, since its role is not so important in com-
parison to local Coulomb interactions. The relation between correlation eﬀects,
frustration and lattice distortion will be the subject of future investigations. The
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lattice constants have been ranged from a = 6.0 a.u. and up to a = 7.5 a.u.. All
the other computational details have been set as the ones used for Ni.
The choice of the Hubbard U for Mn is not trivial at all, since this element was
not studied as much as Ni. In the previous LDA+DMFT study [116] it was varied
between 3 eV and 5 eV through semi-empirical considerations. However, recent
progress has been made on the implementation of procedures to determine the pa-
rameters describing the local Coulomb interactions ab initio. New results for the
3d transition metals have been obtained using the “canonical” constrained local
density approximation [165] and the “new” constrained random-phase approxima-
tion [65, 166] and they locate U in the range 2−4 eV for the whole series, reaching
maximum values for the half-ﬁlled systems. Given that one of these simulation
used a basis set very similar to ours (MT correlated subset) [166], for γ-Mn we
adopted U = 2.6 eV and U = 3.0 eV. The corresponding Hund’s exchange was
chosen as, respectively, J = 0.8 eV and J = 0.9 eV.
In Figure 7.2 the total energy curves as functions of the lattice constant for
the FP-LMTO implementation are given. As for Ni, the curves have been shifted
with respect to their minima to obtain a better visualization. From Figure 7.2,
we immediately notice two interesting features in the LDA+DMFT total energy
curves. First of all we can notice that, by increasing the value of U from zero to the
accepted eﬀective value, the minima of the total energy curves of the LDA+DMFT
simulations gradually tend to the experimental lattice constant. Furthermore the
dependency of the results from the strength of U , which have been already ob-
served for Ni, looks still bigger and we consider it as good indication for strong
correlations. This impression is emphasized by another interesting feature no-
ticeable from Figure 7.2: the total energy curves do not appear to have a perfect
parabolic shape as for usual LDA or GGA simulations, or also for the LDA+DMFT
simulations of Ni depicted in Figure 7.1. Instead they show a small kink for lat-
tice constants around 6.6 a.u.. To make it more visible, in the inset of Figure 7.2
the calculated data for U = 2.6 eV are compared with a standard ﬁtting through
Birch-Murnaghan equation of state. This kink is a clear sign of the strongly corre-
lated character of γ Mn and reminds the one found in LDA+DMFT total energy
curves of δ-plutonium [19]. In the latter case, there is more than just kink, there
is a second minimum of the total energy which was associated with the volume
of monoclinic α phase. For Mn, there is no phase transitions with large volume
jumps, like for Pu, but, instead, anomalies of the bulk modulus in Mn-based alloys
are observed [163]. It is important therefore to analyze the origin of this kink.
In Figure 7.3 magnetic moments and Galitskii-Migdal contributions to the total
energy functional are shown. We can see that the value of the lattice constant
corresponding to our kink is a bit higher than the critical value for which the non-
zero magnetic moment appears. At the onset of the magnetism, the competition
with the local Coulomb interactions brings a saturation of the Galitskii-Migdal
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Figure 7.2: Energy versus lattice constant curves for γ-Mn in the DFT-LDA scheme and
in the LDA+DMFT scheme based on the FP-LMTO method. The zero of the energy of
each curve is set to its own minimum value E0 and two chosen values of U are presented
(T = 400 K). The lattice constant that corresponds to the experimental atomic volume
is indicated by the arrow. In the inset we can observe the total energy for LDA+DMFT
simulation at U = 2.6 eV (big points) as function of the atomic volume compared to the
standard Birch-Murnaghan equation of state (solid line).
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Figure 7.3: Local magnetic moment µ and Galitskii-Migdal contribution to the total energy
< HˆU > as function of the lattice constant for γ-Mn. While it is not observable from the
picture the magnetic moment of the LDA+DMFT simulation is increased with respect to its
bare LDA value. For U = 2.6 eV the increase in the magnetic moment is about 0.02 µB,
while for U = 3.0 eV it is about 0.03µB. Interestingly no magnetic moment is created if the
starting Kohn-Sham densities is non-magnetic.
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Table 7.2: Computed values of the equilibrium atomic volume V0, the bulk modulus B
and magnetic moment µ of γ-Mn for LDA-DFT and for LDA+DMFT. Different strengths of
the local Coulomb repulsion U (in eV) have been studied, at T = 400K. The values taken
from Ref. [136] are obtained by means of a USPP-PAW (ultrasoft pseudopotential projector
augmented plane-wave) code, and using the Murnaghan equation of state [150, 151]. The
experimental values for the atomic volume and the magnetic moment come from Refs.
[154, 167], and are obtained as extrapolation to room temperature of high temperature
data. The values of the bulk modulus are more uncertain and come from Refs. [168, 135].
LDA U = 2.6 U = 3.0 GGA EXP
V0(a.u.
3)
FP-LMTO
Ref. [136]
69.18
68.36
81.17 88.61
82.32
87.30÷ 87.60
B(GPa)
FP-LMTO
Ref. [136]
313
310
213 88
95
90÷ 130
µ(µB)
FP-LMTO
Ref. [136]
0.00
0.00
1.74 2.30
2.40
2.30
energy, which otherwise would be expected to decrease with the atomic volume
(as for example we observe for Ni). Instead of decreasing the correlation energy,
the system responds with an increase of the magnetic moment with respect to the
bare LDA value. This change is so small that it can be barely noticed in the upper
plot of Figure 7.3. For U = 2.6 eV the increase of the magnetic moment is about
0.02 µB, while for U = 3.0 eV it is about 0.03 µB.
Given that the FP-LMTO is numerically less expensive than FP-KKR, we
have made extensive calculations for γ-Mn only using the former method. A few
simulations have been made with the FP-KKR method and the same qualitative
features reported in Figures 7.2 and 7.3 have been observed, stating again that for
the description of the ground state properties of 3d transition metals the inclusion
of local correlation eﬀects on the electron density n(r) is not strictly necessary.
A more clear picture of the physical properties of γ-Mn can be obtained from
the Table 7.2, where equilibrium atomic volume V0, bulk modulus B and magnetic
moment µ for our simulations have been compared to the experimental values and
to the results reported in Ref. [136].
Consistently with previous calculations, the LDA fails for γ-Mn and the diﬀer-
ences with the experimental data are much stronger than for the other transition
metals, e.g. Ni presented above. The atomic volume is underestimated and the
bulk modulus is heavily overestimated. Moreover for γ-Mn the change of the
exchange-correlation potential from LDA to GGA does not solve all the problems,
and still there is an important diﬀerence between theory and experiments. Does
the LDA+DMFT scheme give a better description? The simulation for the weak-
96 Correlation effects in the ground-state properties of Ni and γ-Mn
est U seems to underestimate the local Coulomb interaction. The corrections of
equilibrium atomic volume, bulk modulus and magnetic moment are good, but
they are too small to reproduce the experimental data. On the other hand the
simulation for the strongest U is in perfect agreement with the reported values.
Nevertheless we must notice that the quantitative diﬀerence of the bulk modulus
between the two LDA+DMFT simulations is surprisingly big. From the compar-
ison with FP-KKR data, and also looking to the results for Ni, we see that our
value is slightly underestimated because of the use of the basic DMFT cycle, but
we can exclude that this eﬀect comprehend the whole variation of B. We identify
this sensitivity of B to U as another sign of strong correlations.
The reliability of the solver used in the presented calculations has been checked
carefully. In fact the SPTF solver (Section 3.6) is a perturbative approach to the
Anderson impurity model, and its application is restricted to systems where the
Hubbard U is not bigger than the bandwidth. In this sense γ-Mn is a system at
the border of applicability range, so that a deep investigation of the behavior of
SPTF has been necessary. Given that the localization of the 3d electrons depends
on the atomic volumes, we could expect our approximations to fail for big lattice
constants. We surely exclude this problem since we veriﬁed that this happens only
far away from the range of atomic volumes we were interested in. Another problem
we could exclude was the fact that our approximations could simply collapse for
all the atomic volumes driven by the strength of U . In fact we have studied
intermediate values of U between U = 2.6 eV and U = 3.0 eV and all the physical
properties have shown a regular behavior, including the bulk modulus B.
While we focused our analysis mainly on the anti-ferromagnetic phase, we tried
to get more insight into the role of magnetism in γ-Mn through LDA+DMFT sim-
ulations of the non-magnetic phase. The results are quite interesting: the energy
versus lattice constant curve (not shown here) has a regular parabolic shape with
an equilibrium atomic volume V0 = 85.91 a.u.3, intermediate to the equilibrium
atomic volume of the LDA+DMFT simulation for the antiferromagnetic phase.
Obviously this is a consequence of the constrained zero magnetic moment, and no
quenching of the Galitskii-Migdal energy can appear. The increasing strength of
the correlation energy is observable also in a huge drop of the bulk modulus with
respect to its bare LDA value: B = 57 GPa, perfectly consistent with the already
mentioned experimental data for γ-MnCu alloys [163], after extrapolation to zero
content of Cu at room temperature. As before we have checked whether the SPTF
solver is applicable or not to our system. We have found that our approxima-
tions lose validity for atomic volumes larger than 100 a.u.3: the localization eﬀects
are heavily overestimated and the crystal tends to collapse into an atomistic sys-
tem. This threshold is well above the equilibrium values, so that we can consider
our results as reliable. The role of the solver in the description of the magnetic
ﬂuctuations in non-magnetic Mn is the main subject of the next Chapter.
Chapter 8
γ-Mn at the border between weak
and strong correlations
In Section 7.5 we have brieﬂy discussed the dependence of the ground-state prop-
erties of γ-Mn on the equilibrium magnetic structure. In principle the initial
magnetic ground-state should not have a main role in the LDA+DMFT scheme,
provided that the single impurity eﬀective model is solved exactly. However for a
series of diﬀerent reasons1 sometimes it can be more convenient to employ approxi-
mate solvers, as the SPTF presented in Section 3.6. SPTF is a perturbative solver,
which restricts its use to relatively weakly, or moderately, correlated systems. Not
surprisingly, SPTF performs well when starting from a spin-polarized solution,
since the spin-splitting contains already the main part of the exchange and cor-
relation eﬀects. Conversely, the direct application of SPTF to a non-magnetic
phase can create stability problems since we are trying, in such case, to attribute
strong, and essentially mean-ﬁeld, eﬀect of formation of local magnetic moment
to dynamical ﬂuctuations around non-spin-polarized case. As a way to weaken
such a limitation we propose a combination of SPTF with the disordered local
moment (DLM) approach [169, 170]. As already shown for the case of actinides
[171] the inclusion of the ﬂuctuations of randomly oriented local moments can im-
prove drastically the description of energetics in the paramagnetic phase. One can
hope therefore that it allows us to extend the range of applicability of SPTF.
In the present Chapter the proposed DLM+SPTF method is applied to the
spectral properties of γ-Mn, and a comparison is presented with numerically exact
QMC solver. The results appear to be strongly dependent on the formation of
local moments, which is driven by the Hund’s exchange. For realistic values of the
Coulomb interaction γ-Mn is shown to be a material right at the border between
weak and strong correlations.
1We will come back to this point at the end of Section 8.1.
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stein, O. Eriksson, “γ-Mn at the border between weak and strong correla-
tions”, submitted to Eur. Phys. Lett.
8.1 Quantum Monte-Carlo solver
To analyze the diﬀerent regimes of correlations in paramagnetic γ-Mn we have
implemented the numerically exact QMC solver in our LDA+DMFT code. In
general the QMC solvers can be divided into two big families: the Hirsch-Fye
[172, 14] and the continuous-time [94, 95] QMC methods. Our implementation is
based on the ﬁrst algorithm, which we are going to refer simply as QMC in the
rest of the Chapter.
The purpose of QMC is to calculate the local Green’s function associated to
the eﬀective impurity model of Hamiltonian (2.38). The basic procedure con-
sists in evaluating the average in equation (2.47) by means of the impurity action
(2.46). The transformation of the quantum-mechanical problem into a numerical
problem requires a few well-deﬁned steps, which are going to be presented for a
one-orbital model. Consequently we keep the notation as simple as possible, and
we remind that generalization to multi-orbital case is straightforward, implying
only additional matrix indices [173].
For sake of illustration, it is useful to associate an Hamiltonian K to the bath
Green’s function G0(τ), and to consider an interaction term with the following
form:
Hint = U
(
n↑ − 12
)(
n↓ − 12
)
. (8.1)
Our ﬁrst aim is the evaluation of the partition function Z, which has an important
role in QMC. We proceed with the discretization of the imaginary time interval[
0, β
]
in L slices of length ∆τ , so that we can write
Z = Tr e−βH = Tr
L∏
l=1
e−∆τH . (8.2)
Now we need to deal with the two non commuting parts in the Hamiltonian: K and
Hint. In quantum mechanics the exponential in equation (8.2) can be rewritten by
means of the Campbell Baker Hausdorﬀ formula [174]:
e−∆τ(K+Hint) = e−∆τKe−∆τHinte−
1
2
∆τ2[K,Hint] +O(∆τ 3). (8.3)
With this trick we can obtain the Trotter-Suzuki decomposition:
Z ≃ Tr
L∏
l=1
e−∆τKe−∆τHint . (8.4)
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Table 8.1: The Hubbard-Stratonovich transformation can be verified by checking directly
all possible combinations of the allowed occupation numbers.
n↑ n↓ e
−∆τU [n↑n↓−(n↑+n↓)/2] 1
2
∑
sl=±1
eαsl(n↑−n↓)
0 0 1 1
1 0 e−∆τU/2 coshα
0 1 e−∆τU/2 coshα
1 1 1 1
The equation (8.4) already represents an achievement, since we can treat K and
Hint separately. However, we still do not know how to deal with the complicated
two-particle term. For every time point τl = l∆τ , where l = 1, 2, . . . , L, it is con-
venient to introduce a ﬁeld of ﬂuctuating spins sl which can be used to reproduce
the eﬀects of the interactions. Following Hirsch [92, 93, 115] we look for a constant
α for which the following relation must hold:
e−∆τU [n↑n↓−(n↑+n↓)/2] =
1
2
∑
sl=±1
eαsl(n↑−n↓). (8.5)
Given that we are considering the system at a given time τl, only four possible
combinations of occupation numbers are allowed. Then we can directly write
down all the elements of equation (8.5), e.g., in Table 8.1, and verify that such an
α exists:
α = cosh−1 e−∆τU/2. (8.6)
This is the famous Hubbard-Stratonovich transformation, and is the hearth
of the Hirsch-Fye algorithm. Through equation (8.5), the interacting system is
reduced to a non-interacting system in a potential depending on the given conﬁg-
uration of the auxiliary spins sl. Explicitly the potential reads
Vl({s}) = αsl. (8.7)
The potential depends on the time slice and reproduces exactly all the eﬀects of
the interactions, as schematized in Figure 8.1.
We want to use the Hubbard-Stratonovich transformation (8.5) for the evalu-
ation of the relevant physical quantities. With a bit of algebra we can show that
the partition function can be rewritten as:
Z = Tr{s}
[
detO↑({s}) detO↓({s})
]
, (8.8)
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Figure 8.1: In the Hubbard-Stratonovich transformation (8.5) an auxiliary field of so-called
“Ising spins” (black arrows) is introduced to compute the main observables of the system.
The studied electrons (green dots) move in a fluctuating potential depending on the time
slice, and on the spatial degrees of freedom (for multi-orbital and multi-site models).
where the trace is over all the possible conﬁgurations of the ﬂuctuating ﬁelds. The
symbol Oσ indicates a matrix L× L with the following structure:
Ol,l′ =


1 l′ = l
−e−∆τKeVl−1(1− 2δl,1) l′ = l − 1
0 otherwise
. (8.9)
The matrix Oσ enters also in the computation of the Green’s function through the
key-relation:
Gσ({s}) =
[
Oσ({s})
]−1
. (8.10)
Finally the physical observable Gσphys is recovered with the same procedure used
for Z, i.e., sampling over all possible conﬁgurations of the auxiliary ﬁelds. However
the sum involves a huge number of 2L addends, making the operation for a many
time slices computationally impossible. A solution to this problem is the use of
the Monte-Carlo method for evaluating multi-dimensional sums or integrals [5].
For our model we can use the Boltzmann distribution coming from equation (8.8)
as probability distribution for the weight of a given conﬁguration. Then we can
proceed to the Monte-Carlo sampling.
Without presenting all the equations for the evaluation of the Boltzmann
weights and the update of the Green’s function2, the computational procedure
can be schematized in following way:
1 starting from a given arbitrary conﬁguration {s}, the Green’s function is calcu-
lated from equation (8.10)
2The reader can look at one of the Refs. [174, 5, 173] for a more complete survey of the
multi-orbital equations.
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2 a single spin is ﬂipped at time τl, and the probability weight of the new conﬁg-
uration {s′} is calculated
3 the ratio of the probability weights of new and old conﬁgurations is evaluated,
and determines whether the new conﬁguration must be accepted or not
4 if the new conﬁguration is accepted the Green’s function is updated
5 the procedure from steps 2-5 is repeated for a certain number of times, usually
referred as Monte-Carlo “sweeps”.
Two types of errors are associated to this procedure [175]: the Trotter error
due to the time discretization, and the statistical error due to the ﬁnite number
of Monte-Carlo sweeps employed in the calculation of the sums. Both these errors
are controllable, then the Hirsch-Fye QMC solver can be considered as numerically
exact. Unfortunately the computational eﬀort required for real systems is huge,
and scales cubically with the inverse of the temperature and quartically with the
number of orbitals.
An important limitation of the QMC algorithm is that it is extremely diﬃcult
to work with elements of the Hamiltonian that cannot be written as a product of
two number operators. Therefore we cannot use the full four-index U -matrix of
equation (3.36), but we need to consider the so-called density-density approxima-
tion [176]. Usually it is convenient to rewrite two new matrices separately for U
and J , and with only two indices:
Uξ1,ξ2 = Uξ1,ξ2,ξ1,ξ2 Jξ1,ξ2 = Uξ1,ξ2,ξ2,ξ1 . (8.11)
However, in this construction we neglect some important contributions from the
local Coulomb repulsion, e.g., the spin-ﬂip and the pair hopping terms [5]. Further-
more the property of rotational invariance of the LDA+U Hamiltonian is violated.
In fact the system changes signiﬁcantly if the quantization axis of the atomic or-
bitals is rotated, which is completely unphysical. This last problem can be solved
adopting a diﬀerent parametrization of the matrices. It is possible to show [177]
that for degenerate orbitals and real valued functions the following matrices
Uξ1,ξ2 ≡

U ξ1 = ξ2U − 2J ξ1 6= ξ2 Jξ1,ξ2 ≡

0 ξ1 = ξ2J ξ1 6= ξ2 (8.12)
possess the correct properties of symmetry. We still neglect many contributions,
but for all the elements of the new matrices we can give an intuitive physical
representation, like in Figure 8.2.
Finally we must mention the last drawback of the QMC method. Due to the
Trotter and statistical errors the ﬁnal Green’s function has bad analytical prop-
erties. As a result, it is diﬃcult to perform the analytical continuation from the
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Figure 8.2: In the density-density parametrization of Ref. [177] the U -matrix has three dif-
ferent contributions with a transparent physical meaning: the intraorbital Coulomb repulsion
U , the interorbital Coulomb repulsion between different spins U − 2J , and the interorbital
Coulomb repulsion between the same spins U − 3J .
Matsubara axis to the axis of real energies, which is needed to evaluate the physical
observables (see Appendix A). In such a situation the Padé approximant method
cannot be applied any more, but as an alternative we can employ the maximum
entropy method [178, 174]. The latter is a well-deﬁned statistical procedure, and
in principle leads to the most probable spectral function. However, in practice,
much care is needed since numerical errors that are diﬃcult to discover can be
introduced.
Now we can come back to the point stressed at the beginning of this Chapter.
Besides its many advantages, QMC presents some important inconveniences: huge
computational eﬀort, truncated U -matrix and “problematic” analytical continua-
tion. For these reasons we can ﬁnd it more convenient to use other solvers for such
cases that do not require full generality and high accuracy.
8.2 Disordered local moments
The DLM approach has been introduced in the ﬁeld of electronic structure calcu-
lation to deal with paramagnetic ground-state of crystals. In DFT-LDA the bulk
magnetization of a material is proportional to the local magnetic moment, which
is invariant in all the crystal cells. Then the only way to obtain zero bulk magneti-
zation is to have zero exchange splitting between the bands associated to diﬀerent
spins. In a single-particle formalism this corresponds to allowing only Stoner-like
excitations, neglecting the most important spin ﬂuctuations [179]. All these mech-
anisms are taken into account in the LDA+DMFT scheme, resulting into changes
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of both electronic structure and magnetic properties, as shown successfully for Fe
and Ni [28]. DLM is a simpler approach, but, as stressed above, can be useful as
starting point for the unperturbed Green’s function of the LDA+DMFT scheme.
In the theory of DLM electrons moves in a lattice of atomic sites, but each site
is dominated by electrons in a given spin direction [180, 181]. The situation at a
given site inﬂuences the movement of all the electrons, which tend to align to the
dominating spin when passing for that site. In this way the itinerant electrons form
self-maintaining “local moments” which are analogous - but physically diﬀerent - to
the localized spins of the Heisenberg model. Now we can make the key-assumption
of a time-scale separation between the fast electronic motion, i.e. the “hopping”
terms, and the slow motion which is associated to orientational ﬂuctuation of the
moments. Being eˆi the orientations of the moments at the sites i, we can describe
the properties of the system through the generalized grand-canonical potential
Ω({eˆi}). The term generalized is employed, since Ω is not associated to the thermal
equilibrium, but to the constrained orientation of the moments. In DLM a mean-
ﬁeld approximation of the true unknown potential is constructed as expansion
around a single-site spin Hamiltonian [181]:
Ω0({eˆi}) = −
∑
i
hieˆi. (8.13)
The parameters hi, which play a role analogous to a Weiss ﬁeld, have to be deter-
mined. To this aim we introduce an approximate free-energy F˜ that is related to
the real free energy F through the Feynman-Peierls inequality
F < F0 + 〈Ω− Ω0〉0 ≡ F˜ , (8.14)
where the average is deﬁned with respect to Ω0. The minimization of F˜ leads to the
parameters hi. When the grand-canonical potential (8.13) has been determined,
we can associate to it a set of probabilities Pi(eˆi) of ﬁnding the moments oriented
towards eˆi. Explicit calculations can now be made through standard methods
used for compositionally disordered alloy, as the Coherent Potential Approximation
(CPA) [182, 183, 180]. The DLM equations can be applied to complicated magnetic
structures, but they are particularly simple for the paramagnetic phase. Easily the
problem can be reduced to a binary alloy, where the half of the sites are occupied
by “up” moments and the other half by “down” moments.
The DLM method presented here has been implemented in the FP-KKR code
mentioned in Chapter 7, since the CPA equations become straightforward in mul-
tiple scattering theory. On the other hand it is very diﬃcult to implement QMC
in LDA+DMFT codes based on FP-KKR: the Green’s function needs to be an-
alytically continued in the complex plane during the cycle, but this cannot be
done because of the bad analytical properties descending from the numerical er-
rors. Then in the next Section we are going to present our study of γ-Mn with
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a twofold approach: QMC simulations with FP-LMTO and DLM+SPTF simula-
tions with FP-KKR. The LDA+DMFT simulations with (only) the SPTF solver
have been made using both the codes, leading to an excellent agreement which is
consistent with the previous ﬁndings for the ground-state properties of Ni and Mn
(see Section 7.5).
Finally, for a more direct comparison between theory and experiment, photoe-
mission spectra have been produced within the so-called one-step model [184, 185],
which has been recently implemented in FP-KKR [29]. The main idea is to de-
scribe the excitation process, the movement of the electron towards the surface,
and the ﬁnal escape from the surface, as a single quantum-mechanically coherent
process, which is comprehensive of all the multiple scattering events.
8.3 Weak and strong correlations in γ-Mn
To allow comparison with previous LDA+DMFT results and experimental data, we
assumed a face centered tetragonal structure with lattice constant a = 7.143 a.u.
and a tetragonal distortion corresponding to c/a = 0.93. We have included 4s, 4p
and 3d in the valence electrons; all the other states were considered as core states.
In the FP-LMTO basis functions with three tail energies κ were used, while in
FP-KKR scattering matrix elements up to lmax = 3 were included. No signiﬁcant
diﬀerences could be found in comparing the LDA results.
In the LDA+DMFT simulation, the local Hubbard interaction was applied to
the 3d electrons. The Coulomb and exchange parameters U and J were varied
among a wide range of reasonable values. We have studied conﬁgurations cor-
responding to diﬀerent parameters through QMC at temperature ranging from
T ≃ 2000 K down to T ≃ 500 K. Convergence in the number of time-slices has
been checked, and for high U or low temperature a number of L = 128 time slices
has been used. The number of Monte-Carlo sweeps has been set to 500000, and
convergency has been checked up to 107.
In Figure 8.3 we show the density of states of the 3d electrons obtained through
maximum-entropy method. In the bottom of the ﬁgure we have used an exchange
parameter J = 0.9 eV, and the results reproduce quite reasonably the three-peak
structure of Ref. [116]. By turning on the Coulomb repulsion U , two splitted
Hubbard bands form and a quasiparticle Kondo-like resonance appears close to
the Fermi level. In comparison to the cited results, our central peak results almost
completely smeared out because of the high temperature, but still its foot-print can
be seen in the spectrum. In the top of Figure 8.3 we have reported the density of
states for the same simulations, but with a slightly diﬀerent exchange J = 0.75 eV.
Strong diﬀerences can be observed: the system can form Hubbard bands only for
a very strong U , and the energy separation between them is smaller than the bare
U . While for high J the electrons are observed to redistribute equally among all
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Figure 8.3: Density of states of the 3d electrons of γ-Mn from QMC in the LDA+DMFT
scheme for T = 2000 K. In the top plot results for J = 0.75 eV and U changing from 3 eV
to 6 eV are shown. In the bottom plot results for J = 0.9 eV and same U as above are
shown. Notice the big impact of small variations of J on the final spectrum.
the orbitals in a way to minimize the QMC double occupation, for small J this
does not happen and the occupations of the 3d orbitals stay closer to the original
LDA values.
A simple physical picture can be formulated in terms of the matrix elements
of equation (8.12), or equivalently of Figure 8.2. For high J there is a strong
diﬀerence between the intraorbital matrix elements U and the interorbital matrix
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Figure 8.4: Left side: variation of the squared local magnetic moment as function of
the temperature. Right side: variation of the squared local moment in function of U at
T = 2000 K
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elements U−2J or U−3J . Then the system can redistribute the electrons equally
among all the orbitals, compensating the loss of kinetic energy with the strong
gain of Coulomb energy. For low J this picture does not hold: now the electrons
feel the presence of the other electrons irrespectively to the orbital order. Then
the kinetic energy tends to preserve the LDA occupations. The problem is that
the transition between these two regimes happens close to the real physical value
of J . Semi-empirical estimate and constrained LDA calculations give the exchange
parameter coincident with its atomic value J = 0.9 eV. On the other hand recent
calculations through constrained random-phase approximation [186] suggests that
some screening can be present.
More information about the diﬀerent physical situations can be obtained by
looking at the square of the local moment 〈M2z 〉, which in QMC is associated
to the local spin correlation function3. This moment depends strongly on the
temperature, as we can see at the left hand side of Figure 8.4 for four pairs of
parameters U and J .
For high temperature, i.e., for T bigger than U , we expect the system to show
a contribution to the eﬀective Curie constant of about 0.5 for each orbital, which
corresponds to local spins decoupled from each other [187]. In fact this is the
tendency we observe in our calculations, not shown in the pictures. For low tem-
perature, i.e., in the interval between 2000 K and 500 K, the physics of manganese
is strongly dependent on J . For low J the spin ﬂuctuations are decreased because
of the presence of strong orbital ﬂuctuations [188], which become important when
the temperature becomes lower. The electrons tend to behave as a Pauli param-
agnet, and the local moment decreases together with the temperature. Conversely
for high J the electrons tend to localize in each band independently, resulting in
the suppression of the orbital ﬂuctuations. As a result a strong ﬂuctuating local
moment can form. These diﬀerent tendencies have been previously studied in the
two-orbital Hubbard model [188], and it is interesting to see how they can be found
in a real material with ﬁve (almost) degenerate orbitals and realistic hybridization.
Note that the experimental local magnetic moment is about 2.3 Bohr magnetons,
suggesting a situation in between the two diﬀerent regimes. On the right side of
Figure 8.4 we can see also the trend of the local moments for various values of U .
In Figure 8.5 the comparison of all the signiﬁcant density of states of our work
is reported. In the upper panel we can see the bare LDA results and in the middle
the LDA+DMFT results with QMC for U = 3 eV and J = 0.75 eV or J = 0.9 eV.
At the bottom we see the density of states obtained in DLM and in DLM+SPTF.
While DLM describes the ﬂuctuations in a very simple way, still a sort of three
peak structure is observed. However the width of the 3d band is too big, since
it descends from the single particle LDA density of states. In DLM+SPTF we
can properly describe the shrinking of the 3d band, as already observed for Fe,
3Note that 〈Mz〉 = 0, since we are dealing with the paramagnetic phase.
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Figure 8.5: Comparison of the significant density of states of the 3d electrons presented in
the paper. Top: DFT-LDA density of states. Middle: QMC density of states for U = 3.0 eV
and different values of J . Bottom: DLM and DLM+SPTF density of states for U = 3.0 eV
and J = 0.8 eV.
Co and Ni in Chapter 4. In comparison with QMC we observe that the peak
at around −2 eV is less pronounced. This depends on the perturbative nature
of SPTF, which tends to shift the correlation eﬀects related to the formation of
non-coherent satellites. For example the famous - 6 eV satellite of Ni is positioned
at about - 8 eV. For Mn part of the spectral weight is transferred to the region
between -4 and -6 eV. While DLM+SPTF can reproduce very well the density of
states far from the localization, the appearance of the Mott Hubbard pseudogap
observed in the simulation for high J cannot be reproduced in this approach.
On the basis of these considerations, we can look at the photoemission spec-
trum reported in Figure 8.6 together with the experimental data of Ref. [116],
referred to the surface (100) in normal emission. This corresponds to the high-
symmetry direction Γ−X in the Brillouin zone. Let us discuss ﬁrst the bare DLM
approach. In comparison with the experimental data, or with the LDA+DMFT
calculations with the QMC solver [116], the “Hubbard band” feature is shifted to
larger energy and the “quasiparticle peak” near the Fermi energy turns out to be
too broad. The use of the DLM+SPTF approach improves essentially description
of the states near the Fermi energy but smeared completely the “Hubbard band”.
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Figure 8.6: Photoemission spectrum within the one-step model for DLM, DLM+SPTF and
experimental data of Ref. [116], referred to the surface (100) in normal emission. The data
of the column labelled DLM+SPTF II correspond to the removal of the imaginary part of the
self-energy. The numbers close to each spectrum indicate the energy of the incident photon.
Probably, this is due to overestimation of the imaginary part of self-energy for
larger excitation energies. Indeed, if one takes into account only real part of the
self energy (DLM+SPTF II) the description of the spectra can be drastically im-
proved. This reminds a situation with the GW calculations where neglecting the
electron state damping sometimes essentially improves the results [189].
Real manganese is strongly correlated metal, with the Hubbard bands [116].
In such cases, instead of the cumbersome and computationally expensive QMC
calculations, the DLM+SPTF approach can be used to describe adequately the
energy spectrum close enough to the Fermi energy, but not in the whole energy
range. For moderately correlated systems, which were modelled here by variation
of J , the DLM+SPTF approach turns out to be adequate for the whole spectrum.
Neglecting imaginary part of the self energy can provide better description of the
photoemission data.
Chapter 9
Limit of very strong correlations:
Hubbard I approximation
In the previous Chapters we have explored a range of systems ordered for in-
creasing strength of correlation eﬀects. In the last material analyzed, i.e. γ-Mn,
we could observe clear signs of strong correlations, as the formation of Hubbard
bands, but the local Coulomb repulsions could not yet drive a transition from
the metallic to the insulating phase. In this Chapter we address our analysis to
materials with partially ﬁlled f -electron shells: the electrons in narrow bands are
extremely localized, leading to the formation of multiplet structures in the exci-
tation spectrum. The resulting physical picture is closer to the atomic limit than
to a system of itinerant electrons, and an adequate theoretical method must be
applied. Here we focus on the Hubbard I approximation [6, 18], which can be
considered as an “ancestor” of the LDA+DMFT scheme [18]. In fact the lattice
problem is mapped onto an atomic problem, and latter is then solved through the
exact diagonalization. Naturally the atomic problem is diﬀerent than the eﬀec-
tive impurity model, due to the absence of hybridization between localized and
itinerant electrons. In any case the Hubbard I approximation is very successfull
if applied to a proper class of materials. Here we present the calculation of the
spectral properties of intermediate-valence compounds, followed by a comparison
with experimental photoemission spectra.
The present Chapter is based on the following publication:
1. P. Thunström, I. Di Marco, A. Grechnev, S. Lebègue, M. I. Katsnelson, A.
Svane, and O. Eriksson “Multiplet eﬀects in electronic structure of interme-
diate valence compounds”, Phys. Rev. B 79, 165104 (2009)
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9.1 Intermediate-valence compounds
The partially ﬁlled f -electron states in pure 4f - and 5f -metals usually form ei-
ther localized atomic-like shells, e.g. rare earth elements [190], or delocalized
valence band states, e.g. light actinides [191]. However, their compounds often lie
in between these two extremes, with the f -electrons forming very narrow bands
with strong Coulomb correlations. These narrow bands show both a valence-like
and atomic-like behavior: for example their electrons contribute to the chemical
binding but also give rise to a multiplet structure in the excitation spectrum. Fur-
thermore, a Kondo-like resonance often occurs in the meV energy scale around
the Fermi level [192]. The complex competition between itinerant and localized
electronic behavior results into materials with very interesting physical properties,
such as intermediate valence (IV) systems [193, 194, 195] which have ground states
where the f -manifold rapidly ﬂuctuates between a fn and fn+1 conﬁguration.
Intermediate-valence systems are sometimes metallic down to very low temper-
atures with ground states which can be described as paramagnetic Fermi liquids
[196, 197]. Here we consider three intermediate-valence systems, YbInCu4, YbB12,
and SmB6 which all break this rule as the temperature is lowered. At ambient
pressure YbInCu4 undergoes a ﬁrst-order isostructural electronic phase transition
at Tc ≈ 40 K, which causes the electrical resistivity and the eﬀective magnetic
moment to drop by an order of magnitude [198]. YbB12 and SmB6 on the other
hand are classical examples of narrow-gap semiconductors which form a gap of 10
meV as the temperature is lowered [192]. From theoretical point of view, they are
considered as excitonic insulators [199, 200] or Kondo insulators [192].
YbInCu4, YbB12, and SmB6 have been thoroughly studied by for example
photoemission [201, 202, 203, 204, 205, 206], resonant inelastic X-ray scattering
[207, 203, 208], electrical transport [209, 210], neutron scattering [211, 212, 213,
214], Mössbauer [215, 216, 217], and optical [218, 219, 220] measurements.
Although the anomalous properties of these materials have been known for
decades [221, 222, 223, 224, 198] the underlying mechanism and relation to the
intermediate-valence ground state is still under discussion [225, 226, 200, 227, 228,
229, 214, 208]. Much of the eﬀort has been centered around the description of
the electronic structure in the meV energy scale close to the Fermi level. The
electronic structure on the eV scale, describing the rich multiplet structures seen
in photoemission experiments, has received substantially less attention although
a full description of the problem. This large scale electronic structure has so far
only been addressed using LDA [230] [231] [232] or LDA+U [233] [234]. It is worth
noting that in Ref. [233] an atomic multiplet spectrum was positioned on top
of the LDA+U density of states, in order to simulate the experimental multiplet
structures. The poor agreement between the density of states from a regular
LDA or LDA+U calculation and the observed photoemission spectrum of these
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materials highlights the need to include a more accurate description of the strong
electron-electron correlations in the electronic structure calculations, especially if
any post-processing procedure interprets the Kohn-Sham quasi-particles as real
electronic excitation.
Our interest is focused on the electronic structure on the eV scale, and on the
accurate description of the multiplet structure. All the signals of strong electron-
electron interactions in YbInCu4, YbB12, and SmB6 suggest that an accurate de-
scription of their electronic structure can be obtained through the LDA+DMFT
method. In this context the solution of the eﬀective impurity model within the
Hubbard-I approximation [6, 18] seems to be a convenient choice. In fact this
method has shown to give an adequate description of localized f -electron systems
such as various Lanthanide and Actinide compounds [235, 236, 237, 128]. These
calculations were performed using a LMTO method in ASA, which is unfortu-
nately not reliable for materials with open crystal structure like YbInCu4, YbB12,
and SmB6.
9.2 Hubbard I approximation
The Hubbard-I approximation (HIA) combines the many-body eﬀects necessary to
describe localized atomic-like states, in our case the 4f -states of Yb and Sm, with
the wide bands formed by delocalized valence electron states. It can be expressed
in a reduced LDA+DMFT scheme where the local self-energy is obtained from an
atomic calculation instead of a self-consistent DMFT cycle [15, 5].
The atomic model used in HIA is built around an Hamiltonian that describes
only the correlated states of a single ion at a given site R:
Hˆat = Hˆat0R +
1
2
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4 cˆ
†
R,ξ1
cˆ†R,ξ2 cˆR,ξ4 cˆR,ξ3 − µat
∑
ξ1
cˆ†R,ξ1 cˆR,ξ1 . (9.1)
Again, the indices ξ label the correlated orbitals, and cˆ†ξ and cˆξ are the correspond-
ing creation and annihilation operators.
Hˆat0R contains the single particle LDA Hamiltonian, calculated without spin-
orbit coupling, projected onto the correlated states. The spin-orbit coupling is
instead added explicitly as a second term,
Hˆat0R =
∑
ξ1,ξ2
〈Rξ1|HˆKS + ξ˜l · s|Rξ2〉 cˆ†R,ξ1 cˆR,ξ2 (9.2)
where HˆKS is the LDA Hamiltonian, ξ˜ is the spin-orbit constant1, li and si are the
orbital moment and spin operators. The projection onto the correlated orbitals
1Do not confuse the index ξ for the correlated orbitals with the spin-orbit constant ξ˜.
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removes all oﬀ-diagonal “hopping” terms to states orthogonal to the correlated
orbitals at site R but keeps the crystal ﬁeld eﬀects. The site index R is from here
on implicit.
The last term in equation (9.1) contains the chemical potential µat which is
used to embed the atom in the solid. Here the chemical potential is also used to
cancel the energy contribution from the double counting of the one-body terms of
the Coulomb interaction. How to obtain an accurate double counting correction
in an LDA+HIA scheme is still an open question, so in the present model we treat
the chemical potential as an adjustable parameter2.
The atomic Hamiltonian is diagonalized in the complete space of all Slater de-
terminants of a given fn conﬁguration. In addition to the fn conﬁgurations found
in the mixed ground state also the neighboring fn±1 conﬁgurations must be in-
cluded in the calculation to account for possible excitations. From the eigenvalues,
Eν , and eigenvectors, |ν〉, one can construct a local one-particle Green’s function
Gat(ω)ξ1ξ2 =
1
Z
∑
µν
〈µ|cˆξ1|ν〉〈ν|cˆ†ξ2|µ〉
ω + Eµ − Eν
(
e−βEµ + e−βEν
)
, (9.3)
where β = 1/kBT and T is temperature. On the other hand we can also deﬁne
the unperturbed Green’s function associated to the Hamiltonian (9.2):
Gat0 (ω)ξ1ξ2 = 〈ξ1|[ω − Hˆat0 ]−1|ξ2〉 (9.4)
The atomic self-energy Σat(ω) is then obtained in terms of inverse Dyson equation,
i.e., from
Σat(ω) =
[
Gat0 (ω)
]−1 − [Gat(ω)]−1. (9.5)
Now we are able to understand the connection between the LDA+HIA and the
LDA+DMFT scheme. It is straightforward to identify the atomic Hamiltonian
(9.1) as the impurity of equation (2.38), and consequently the self-energy Σimp(ω)
with Σat(ω). Then we eﬀectively reduce the DMFT cycle to a “one shot” pro-
cedure, which can be done directly for real energies, without need of working on
the Matsubara axis3. In this way we can also clarify the limits of applicability of
the HIA. If we compare the unperturbed atomic Green’s function (9.4) with the
unperturbed Green’s function (2.42) of the eﬀective impurity model, we see that
the main diﬀerence concerns the absence of the function ∆(ω), which embeds the
hybridization eﬀects between the local problem and the electronic bath. In fact
the HIA can also be obtained from the functional expansion of the full Green’s
2Look at Ref. [133] for an example of alternative choice.
3As we have verified during the development, the result does not change when working on the
Matsubara axis. In fact the self-energy in HIA has very good analytical properties, which makes
it easier to do numerical analytical continuation through Padé approximation.
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function of the Anderson model in terms of ∆(ω), by keeping only the zero-th
order term [238].
From the previous argument we can understand that the HIA is suitable only
for localized systems with little hybridization with the other valence electrons.
While in the HIA we obtain correct atomic limit and non-interacting limit, we
do not always have satisfactory results in between. Probably the most famous
failure of the HIA is that, at half-ﬁlling, it predicts Hubbard bands and insulating
character for every value of U .
9.3 Results
The construction of the LDA+U Hamiltonian, and consequently of the atomic
Hamiltonian, for f -electrons requires the Slater integrals F0, F2, F4, and F6. In
the previous Chapters the Slater integrals were determined in terms of U and
J , as illustrated in Section 3.3. Here we have determined the values of these
parameters, except for F0, from ab initio calculations [239], and the results can be
found in Table 9.1. The physically relevant value of the ﬁrst Slater integral F0,
which corresponds to the Hubbard U , is reduced from the bare value due to the
screening of non-f -electrons, and is set to be 8 eV for all the compounds in the
present study. In Table 9.1 we can ﬁnd also the spin-orbit coupling parameter ξ˜,
which is needed to set up the Hamiltonian (9.2). Finally all the calculations were
performed for T = 630 K.
9.3.1 YbInCu4
To begin our study of the intermediate valence compounds we consider YbInCu4.
It has the MnSnCu4 type crystal structure derived from space group #216 (F 4¯3m)
with lattice parameter a = 13.52 a.u., and In in Wyckoﬀ position 4a, Yb in 4c,
and Cu in 16e, with parameter x = 0.625. The ground state conﬁguration of Yb
Table 9.1: The values of the parameters used for the U -matrix (3.36), obtained ab initio
from radial integration of the f -partial waves of a self-consistent LDA calculation. F0 is set
to be 8 eV for all the compounds in the present study.
F2 (eV) F4 (eV) F6 (eV) ξ˜ (eV)
YbInCu4 15.66 9.75 6.99 0.3888
YbB12 15.83 9.86 7.08 0.3925
SmB6 12.40 7.70 5.52 0.1635
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in YbInCu4 is a mixture of f 13 and f 14, which gives rise to an X-ray photoelec-
tron spectroscopy (XPS) spectrum that contains both f 14 to f 13 and f 13 to f 12
transitions.
The partial density of states from the LDA+HIA calculation is shown in the
upper panel of Figure 9.1, together with an experimental photoemission spectrum
from Ref. [203]. The agreement is excellent, and all the major peaks observed in
the experiment are reproduced by the present theory. The double peak structure
between -2 eV and 0 eV corresponds to f 14 to f 13 transitions where the ﬁnal states
2F5/2 and 2F7/2 are separated in energy by 1.3 eV due to the spin-orbit interaction.
Hybridization eﬀects causes the latter peak to broaden and shift by 0.2 eV to higher
binding energies compared to the bare atomic levels. At higher binding energies,
between -12 eV to -5 eV, the structures are caused by f 13 to f 12 transitions.
Three distinct peaks are observed in the experimental spectrum between -6 eV
and -9 eV, which are related to ﬁnal states of 3H, 3F and 1G character. However,
due to the large spin-orbit coupling these peaks are split and shifted by up to 2
eV into the complex six-peak structure seen in the experimental and theoretical
spectrum. Since the spin-orbit coupling does not conserve the L and S quantum
numbers the spectroscopical notation in Figure 9.1 becomes only approximate
except for the J quantum number. Between -12 eV and -10 eV three peaks are
seen in the calculated spectrum, which can be associated with the 1D, 1I and 3P
ﬁnal states. These peaks are shifted and in the latter case also split by the spin-
orbit coupling. Only the ﬁrst two peaks are clearly visible in the experiment, while
the 3P appears as the shoulder around -11.5 eV. The experimental peak positions
occur at slightly lower ( 0.3 eV) binding energies compared to the calculation.
The lower panel of Figure 9.1 shows the f -partial density of states for YbInCu4
in the LDA, where the f -manifold is treated as one-electron band states. This leads
to a concentration of all the f -electron spectral weight in a narrow peak at the
Fermi level, which is in sharp contrast to the experimental spectrum that shows
the f -spectral weight distributed over a 12 eV range.
9.3.2 YbB12
The next intermediate valence compound in our study is YbB12. It has the UB12
type crystal structure given by space group #225 (Fm3¯m) with Yb in Wyckoﬀ
position 4a and B in 48i with parameter y = 0.166, and lattice constant a =
14.11 a.u.. The ground state conﬁguration of Yb is a mixture of f 13 and f 14,
similar to that found in YbInCu4, which gives rise to striking similarities in their
partial densities of states. The calculation reproduces all the main features in the
XPS spectrum, as shown in Figure 9.2, but similar to YbInCu4 the peaks between
-13 eV and -9.5 eV are found to be located at approximately 0.4 eV too large
binding energy. Compared to the YbInCu4 case, the experiment clearly resolves
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Figure 9.1: Partial density of states from LDA+HIA (full black line) and experimental
photoemission spectrum from Ref. [203] (dashed red line) of the Yb f -electron states in
YbInCu4 (upper panel). The f -projected density of states from the LDA calculation (full
black line) with the measured photoemission spectrum (lower panel).
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all the spin-orbit induced splittings including the split-oﬀ peak at -9 eV.
9.3.3 SmB6
SmB6 has the CaB6 type crystal structure given by space group #211 (Pn3¯m) and
lattice parameter a = 7.81 a.u.. Sm occupies Wyckoﬀ position 1a, and B occupies
position 6f with parameter x = 0.2. The ground state conﬁguration of Sm in SmB6
is a mixture of f 5 and f 6; therefore the observed XPS spectrum corresponds to
excitations from f 6 to f 5 and f 5 to f 4.
Figure 9.3 shows the partial density of states for the Sm 4f -orbitals in SmB6
obtained from LDA+HIA. A photoemission spectrum from Ref. [204] is included
for comparison. The overall agreement is quite good. The peaks between -5 eV
and 0 eV corresponds to excitations from f 6 to f 5 with ﬁnal states 6P , 6F , and 6H.
The 6F and 6H peaks at 0 eV and -1.1 eV compare fairly well to the features in
the experimental XPS spectrum, considering that the photoemission spectroscopy
only shows the occupied part of the spectrum. The structure around -4 eV may
be identiﬁed with the 6P ﬁnal state. It is located at approximately 0.4 eV too
large binding energy in the calculation compared to the experimental shoulder.
The structures between -12 eV and -5 eV are associated with the excitations from
f 5 to f 4 with ﬁnal states 5D, 5G, 5F , and 5I. The central 5G and 5F peaks are
positioned at 9.7 eV and 8.9 eV which agrees fairly well with the position of the
lower of the two peaks observed in experiment. The 5D is hardly visibly in the
experiment, while the 5I peak may be identiﬁed with the experimental peak at
-7.5 eV (shifted by 0.7 eV). The theoretical curve shows a number of multiplet-like
features in the unoccupied states, which in the lack of experimental observations,
can be viewed as a prediction.
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Figure 9.2: Upper panel: partial density of states from LDA+HIA (full black line) and
experimental photoemission spectrum from Ref. [206] (dashed red line) of the Yb f -electron
states in YbB12. Lower panel: comparison of the partial density of states from LDA+HIA of
YbB12 (full black line) and YbInCu4 (dashed black line).
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Figure 9.3: Partial density of states from LDA+HIA (full black line) and experimental
photoemission spectrum from Ref. [204] (dashed red line) of the Sm f -electron states in
SmB6.
Appendix A
Green’s Functions
The solution of typical problems of quantum physics can be often simpliﬁed with
the introduction of a powerful mathematical object: the Green’s function. Despite
its name, the Green’s function is an operator that can be associated to any diﬀer-
ential operator. As a result linear diﬀerential equations can be reduced to integral
equations that include also the correspondent boundary conditions. This is why
in mathematical analysis the name resolvent is usually preferred.
In this Appendix the basic deﬁnitions and applications of the many-body theory
based on the Green’s function are summarized. In the ﬁrst Section the concept
of Green’s function is introduced for the description of the response of a system
to an external perturbation. In the second Section the emphasis is moved on a
particular class: the one-particle Green’s function. Finally in the last Section the
Matsubara formalism for many-body perturbation theory at ﬁnite temperature is
presented.
A.1 Response and Green’s function
From the physical point of view the general meaning of the Green’s function can
be illustrated by considering the linear response s(t) of a classical system to an
external perturbation f(t), schematized on the left side of Figure A.1. If we assume
the classical system to be a black box satisfying the property of linearity and
causality, the response can be expressed as
s(t) =
∫ +∞
−∞
dt′G(t, t′)f(t′). (A.1)
The Green’s function G contains the dynamics of the system independently on the
external perturbation. Once that G has been found, the problem is solved for every
function f(t). It is clear that ﬁnding G is a quest at least as hard as solving the
original equation for a given f(t). Nevertheless the Green’s function satisﬁes some
nice properties, which makes it easy to deﬁne a controlled perturbation theory.
120 Green’s Functions
Figure A.1: Left: scheme of the response s(t) of an unknown classical system under the
action of an external perturbation f(t). Right: scheme of the response s(t) of a quantum
system Hˆ0 under the action of a time-dependent external perturbation Vˆ (t).
For quantum cases it is not so straightforward to write down an equation similar
to (A.1), but more algebra is required. Let us consider a quantum system described
by the Hamiltonian Hˆ0 and object of a perturbation Vˆ (t) (right hand side of Figure
A.1). Analogously to the classical example, we want to study the response of a
given observable Oˆ to the external perturbation. In absence of the perturbation, at
a time t0 = −∞, the expectation value of Oˆ is 〈Oˆ〉0, where the average is calculated
through the statistical operator ρˆ0. For ﬁnite times the statistical operator evolves
following the quantum Liouville equation
i~
∂ρˆ
∂t
=
[
Hˆ0 + Vˆ (t), ρˆ
]
. (A.2)
Moreover, if we adopt the Dirac representation, a generic operator Aˆ rotates in
the Hilbert space as
A¯(t) ≡ Uˆ †(t)AˆUˆ(t) (A.3)
where the time-evolution operator is
Uˆ(t) = e−
i
~
Hˆ0(t−t0). (A.4)
Combining the previous equations, and with a little bit of algebra, we can obtain
that at ﬁrst order
ρˆ(t) = ρˆ0 − iUˆ(t)
∫ t
t0
dt′
[
V¯ (t′), ρˆ
]
Uˆ †(t). (A.5)
Now we are ready to determine the expectation value of Oˆ at the time t:
〈Oˆ〉 (t) = Tr
{
ρˆ(t)Oˆ
}
= 〈Oˆ〉0 − iTr
{
ρˆ0
∫ t
t0
dt′
[
O¯(t), V¯ (t′)
]}
. (A.6)
Additionally we deﬁne the response of the system as
s(t) ≡ 〈Oˆ〉 (t)− 〈Oˆ〉0 , (A.7)
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and we consider the special case of a perturbation coupled to a static operator:
Vˆ (t) ≡ f(t)Vˆ0. (A.8)
By means of equations (A.6), (A.7) and (A.8) we can obtain
s(t) = −iTr
{
ρˆ0
∫ t
t0
dt′
[
O¯(t), V¯0(t′)
]}
. (A.9)
This expression is equivalent to the classical equation (A.1), if we adopt the fol-
lowing deﬁnition:
G(t, t′) ≡ −i 〈
[
O¯(t), V¯0(t′)
]
〉Θ(t− t′), (A.10)
where we have introduced the step function Θ. The latter one ensures the causality,
by setting the Green’s function to zero when t′ is bigger than t. Because of this
property we refer to the operator (A.10) as retarded Green’s function. Again
notice that we have expressed the response of the system through the description
of the internal degrees of freedom, which results independent on the strength of
the perturbation f(t).
A.2 One-particle Green’s functions
In the present thesis much attention is dedicated to the one-particle Green’s func-
tion or propagator. With respect to the deﬁnitions of the previous Section, the
one-particle Green’s function is obtained by choosing the observable Oˆ and the
perturbation Vˆ0 to be respectively the annihilation and creation ﬁeld operators
ψˆ(r, t) and ψˆ†(r, t)1. Notice that, instead of working in a generic Hilbert space,
we have adopted the position representation. From now on we assume ~ = 1, as
usually found in standard textbooks. With these prescriptions we can write down
the following two Green’s functions:
GR(r, t; r′, t′) ≡ −i 〈[ψˆ(r, t), ψˆ†(r′, t′)]∓〉Θ(t− t′) (A.11)
GA(r, t; r′, t′) ≡ +i 〈[ψˆ(r, t), ψˆ†(r′, t′)]∓〉Θ(t′ − t) (A.12)
The ﬁrst function GR is the retarded single-particle Green’s function. It de-
scribes the dynamics of a single particle added to the system, i.e. the probability
that the particle created in r′ at t′ is destroyed in r at t. The symbol [A,B]∓
indicates the commutator for bosons and the anti-commutator for fermions, and it
is introduced to ensure the correct symmetries with respect to the exchange of two
particles. The second function GA is the advanced single-particle Green’s function,
and is analogous to GR, but for a physical world whose time runs backwards.
1We wrote them already in the Heisenberg picture, without the bar, for simplifying the nota-
tion.
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Let us consider a quantum system described by a Hamiltonian Hˆ that does
not depend on the time t, and let us neglect all the other external terms. In such
a case the retarded Green’s function (A.11) depends only on the diﬀerence t− t′,
so we can consider t′ = 0 without losing generality. Intuitively it is convenient to
consider the Fourier transform
GR(r, r′;ω) ≡
∫ +∞
−∞
dteiωtGR(r, r′; t). (A.13)
It easy to realize that the integral in equation (A.13) is not well-deﬁned, unless
the retarded Green’s function decays with t. To obtain the correct analytical
properties we extend the domain of ω in the complex plane C. Now we can
introduce an inﬁnitesimal imaginary part iδ to ensure the converge of the integral
(A.13), and the “physical” Fourier transform is recovered through the limit
GR(r, r′;ω) = lim
δ→+0
GR(r, r′;ω + iδ). (A.14)
If we consider a basis {|m〉} of eigenvectors of Hˆ and corresponding to the eigen-
values Em, we can calculate the expectation value in the Green’s function on the
grand-canonical ensemble. With some algebra we can rewrite the equation (A.13)
as
GR(r, r′;ω) =
∫ +∞
−∞
dω′
A(r, r′;ω′)
ω − ω′ , (A.15)
where we have introduced the spectral density2
A(r, r′;ω′) =
1
Z
∑
n,m
〈n|ψˆ(r)|m〉 〈m|ψˆ†(r′)|n〉 ·
·
(
e−βEn ∓ e−βEm
)
δ(ω′ − Em + En). (A.16)
In the expressions above Z is the grand-canonical partition function, and all the
energies are deﬁned with respect to the chemical potential µ, so that the latter
one does not appear explicitly. The equation (A.15) is known as Lehmann repre-
sentation3 and has the advantage of isolating the dependence on ω, which appears
exclusively in the denominator. As a result the analytical properties of GR(r, r′;ω)
can be studied in the most general way. This fact can be seen by calculating the
Fourier transform GA(r, r′;ω) of the advanced Green’s function GA(r, r′; t), which
results to have exactly the same expression (A.15). In fact the two Fourier trans-
forms are equivalent, so usually the superscripts are neglected. The only diﬀerence
2If the operators involved in the definition of the Green’s function are not hermitian conju-
gates, we usually speak of spectral function.
3In mathematics the name “Hilbert transform” is also used.
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relies in the way of considering the limit that ensures the integrability of equation
(A.13), i.e.:
GA(r, r′;ω) = lim
δ→+0
GA(r, r′;ω − iδ). (A.17)
Then we have only one G(r, r′;ω) that is analytical in the upper and lower half-
planes of C and satisﬁes equations (A.14) and (A.17). In presence of continuous
spectrum along the real-axis we have a so-called branch-cut. The real part of
G(r, r′;ω) is continuous across the branch cut, while the imaginary part presents
a discontinuity. It can be easily shown that such a discontinuity is proportional to
the spectral function:
GR(r, r′;ω)−GA(r, r′;ω) = −2πiA(r, r′;ω) (A.18)
In case of discrete spectrum we have a collection of simple poles instead of the
branch-cut. In this picture the inﬁnitesimal imaginary part ±iδ moves the poles
far from the real axis of ω, and a proper contour of integration can be chosen in
the complex plane.
Now we can focus on the spectral density, which contains all the information
about the single-particle excitations. Given that this thesis is dedicated to crystal
structures, we consider systems that are invariant under spatial translations. It is
easier to work in k-space, so the ﬁeld operators at t = 0 can be transformed as
ψˆ(r) =
1√
V
∑
k
eikrcˆk ψˆ
†(r) =
1√
V
∑
k
e−ikrcˆ†k, (A.19)
where V is the volume, and cˆk and cˆ
†
k are respectively the annihilation and creation
operators for the electron quasi-momentum k. Using these expressions in Green’s
functions (A.11) and (A.12), we obtain that
GR,A(r, t; r′, t′) =
1
V
∑
k
eik(r−r
′)GR,A(k; t, t′) (A.20)
where
GR(k; t, t′) ≡ −i 〈[cˆk(t), cˆ†k(t′)]∓〉Θ(t− t′) (A.21)
GA(k; t, t′) ≡ +i 〈[cˆk(t), cˆ†k(t′)]∓〉Θ(t′ − t) (A.22)
are the one-particle Green’s functions in k-space. All the previous results and
deﬁnitions have a straightforward generalization to the k-space, since we just made
a change of representation. In particular we consider the spectral density for the
limit T → 0. In this case the ground-state energy E0 dominates in the exponentials
that are present in the partition function and in the sums. Then we can obtain
A(k, ω′) ≃∑
n
|〈n|cˆk|0〉|2δ(ω′ + En − E0)+
∓∑
n
|〈n|cˆ†k|0〉|2δ(ω′ − En + E0). (A.23)
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The ﬁrst term corresponds to processes where one particle with momentum k
is added to the ground-state, resulting in a contribution for positive frequencies
(with respect to µ). The second term represent processes where one particle with
momentum k is removed from the ground-state, and brings a contribution for
negative frequencies. Then we have obtained a description of the single-particle
excitations that govern the behavior of the quantum system. Since the Green’s
function contains this information, it is clear that the most important physical
observables can be reconstructed from it.
Finally we should mention that from the spectral density we can recover the
well-known density of states as sum over the momentum:
D(ω) =
∑
k
A(k, ω). (A.24)
A.3 Matsubara formalism
The retarded and advanced single-particle Green’s functions are particularly im-
portant for studying the response of a system to an external probe. However, for
the pure scope of exploring the inner dynamics, the temperature Green’s function
GT is the most fundamental quantity:
GT (r, τ ; r′, τ ′) ≡ −〈T ψˆ(r, τ)ψˆ†(r′, τ ′)〉 . (A.25)
Formally it is deﬁned by introducing the so-called imaginary time τ such as t =
−iτ . The Dyson time-ordering superoperator T acts on a generic set of operators
Ai(τi), by ordering them for decreasing times:
T [A1(τ1)A2(τ2) . . . AN(τN)] = (±1)PAi1(τi1)Ai2(τi2) . . . AiN (τiN )
where
τi1 > τi2 > . . . τiN .
The factor (±1)P depends on the number of needed permutations P and preserves
the correct symmetry for the exchange of particles. The aim of such a construction
is the deﬁnition of a quantity with the same spectral properties as before. Once
that the imaginary time has been introduced, we can easily show that
GT (r, r′; τ − β) = ±GT (r, r′; τ) (A.26)
if τ ∈]0, β]. This means that in the interval ]−β,+β] the thermal Green’s functions
for bosons is periodic in the imaginary-time with a period β. On the other hand
for fermions the Green’s function is anti-periodic with a period β. Consequently
we can restrict the domain of our function to ] − β,+β], and make an expansion
in Fourier series:
GT (r, r′; τ) =
1
β
∑
ωn
e−iωnτGT (r, r′; iωn). (A.27)
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The frequencies ωn are named Matsubara frequencies and depend on the character
of the periodicity:
ωn =
2nπ
β
bosons (A.28)
ωn =
2nπ
β
+
π
β
fermions (A.29)
In this framework an expression for the inverse Fourier transform is given by the
Fourier coeﬃcients in the equation (A.27), that is:
GT (r, r′;ωn) =
1
β
∫ β
0
dτeiωnτGT (r, r′; τ). (A.30)
The next step consists in writing down the Lehmann representation of the thermal
Green’s function:
GT (r, r′; iωn) =
∫ +∞
−∞
dω′
A(r, r′;ω′)
iωn − ω′ (A.31)
where the spectral density has again the same expression as equation (A.16). Once
more then, we can see that the Fourier transform leads to the same spectral den-
sity: the only diﬀerence is that now the Green’s function is evaluated at imaginary
frequencies, which implies a totally diﬀerent analytical structure. However this
structure is embedded in the Lehmann representation, and it is possible to show
that there is only one Green’s function deﬁned in the whole complex plane and
corresponding to the Fourier transforms of the advanced, retarded, and thermal
Green’s functions. Then in the present thesis we use only one symbol to indicate
the Green’s function, and we drop the superscripts. While this is justiﬁed when
working with frequency-dependent quantities, we must consider that in time do-
main these functions are diﬀerent. Fortunately the type of Green’s function can
be always understood from the context, or from the corresponding text.
The thermal Green’s function is the basis for the Baym-Kadanoﬀ perturbation
theory4. Let us consider a system of Hamiltonian Hˆ = Hˆ0 + Vˆ , where Vˆ can
be a two-particle interaction term, e.g. the one in equation (2.2). Now we can
consider two Green’s functions: the one associated to the unperturbed problem,
i.e. G0, which we suppose to know, and the one associated to the full problem, G,
which we want to determine. If we take the imaginary-time derivative of both sides
of equation (A.25) for the full Green’s functions, we obtain the so-called Dyson
4The perturbation theory can also be formulated directly for real times at zero temperature.
In this case we work with the causal Green’s function, but some important contributions can be
missed. Therefore it is usually preferred to work with the thermal Green’s function and then
consider the limit for T → 0.
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equation:
[
− ∂
∂τ
−H0(r, τ)
]
G(r, τ ; r′, τ ′) = δ(r− r′)δ(τ − τ ′)+
+
∫ +∞
−∞
dτ ′′
∫
dr′′Σ(r, τ ; r′′, τ ′′)G(r′′, τ ′′; r′, τ ′) (A.32)
where we have introduced the self-energy Σ, which contains all the eﬀects of the
interactions. In general the self-energy is a complex function, and can be expressed
as a functional of the full Green’s function G only; as a result it possesses the same
analytical properties. Here we do not write any explicit expression for Σ, since it
is beyond the scope of this short Appendix. Anyway it must be mentioned that
the deﬁnition of the self-energy is only formal, and the same structure of equation
(A.32) tells us that it must comprehend all the possible scattering events generated
by the potential. In practical terms one or more classes of processes (or Feynman
diagrams) are considered, so that approximate expressions can be obtained.
Finally if we move to the frequency domain and compare the equation (A.32)
with the corresponding one for G0, we can obtain the more elegant form:
G−1(r, r′;ωn) = G−10 (r, r
′;ωn)− Σ(r, r′;ωn). (A.33)
All the reminders to the Dyson equation found in the present thesis are usually
referred to the equation (A.33). From the latter form it is easier to understand
how real and imaginary part of Σ act on the unperturbed excitation energies. This
issue has been analyzed in detail in Chapter 4 in the context of the discussion of
correlation eﬀects in itinerant ferromagnets.
Appendix B
Constrained LDA method
It is useful to give a brief description of one of the main methods to calculate the
average Hubbard U , i.e., the constrained LDA method [56, 60, 58, 68].
Let us consider a multiband Hubbard model, whose Hamiltonian has the form
of equation (2.28). For simplicity we limit our discussion to the orbital degrees
of freedom, neglecting the spins. The problem is to ﬁnd the connection between
the model Hamiltonian and the ab initio DFT-LDA description. The hopping
parameters can be easily obtained, for example, in a tight-binding representation
of the one-particle Hamiltonian, as in equation (2.31). Conversely the calculation
of local Coulomb repulsion U is not as simple as it can appear. Following Herring’s
deﬁnition [240], the average Coulomb repulsion can be expressed as the energy
cost of the reaction 2(3dn) → 3dn−1 + 3dn+1. It is obvious that the evaluation of
the expectation value of the bare Coulomb potential on the single-particle wave-
functions would neglect the screening of the other non-localized electrons, which
is shown in Figure B.1(a). The idea of the constrained LDA method is to consider
a supercell of the lattice and to decouple the localized orbitals of a given site,
by setting their hopping matrix elements towards the other electrons to zero, as
schematized in Figure B.1(b). Then for a given number of localized electrons n the
total energy of the system can be calculated with DFT-LDA, leading to the energy
landscape E(n). The localized electrons cannot move from the chosen atom, but
all the other electrons are free to move, so to screen the additional charge. If
the total energy of the deﬁned model is evaluated [88, 68] in the Hartree-Fock
approximation1, we recover the deﬁnition of average screened Coulomb repulsion
of Herring:
U = E(n+ 1) + E(n− 1)− 2E(n). (B.1)
This expression can be further simpliﬁed if one uses the so-called Slater-Janak
1In addition to the spin, we also neglect the exchange energy and the non sphericity of the
Hartree contribution. In fact these details are completely unimportant with respect to our
description, while they must be included in practical applications for real materials
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(a) Screening (b) Constrained LDA
Figure B.1: Left: the electrons in a box rearrange to screen an external positive charge.
Right: in constrained LDA the correlated electrons at a given site are decoupled from the
rest of the lattice.
theorem [44] that relates the total energies in DFT-LDA directly to the Kohn-
Sham eigenvalues:
εi =
∂E
∂ni
. (B.2)
Then, knowing approximately the value of n, the average eﬀective Coulomb repul-
sion between the localized electrons can be related to the shift of the eigenvalues
of the correlated orbitals:
U = ε(n+
1
2
)− ε(n− 1
2
). (B.3)
This quantity can be calculated with high precision in modern DFT-LDA codes,
and the procedure can be easily tested by increasing the size of the supercell until
U converges to a well deﬁned value.
The constrained LDA method and the successes of the model Hamiltonians
obtained from it emphasize the following point: one obtains good results when
manipulating the total energies within some well-deﬁned scheme, but as soon as
he starts using the Kohn-Sham energies all the deﬁciencies of the single-particle
approach become evident. This is not surprising, given that these energies are
barely Lagrange multipliers arising from the minimization problem.
Summary
The present thesis has been dedicated to the application of diﬀerent theoretical
methods to the electronic structure of strongly correlated systems, and in particu-
lar the transition metals and their compounds. These materials possess electrons
in narrow bands, which tend to be localized around the atoms, resulting into strong
electron-electron Coulomb repulsions. Consequently they cannot be described by
means of the state-of-the-art technique for electronic structure calculation, i.e.
the density-functional theory in local density approximation (DFT-LDA), but re-
quire a method that goes beyond the single-particle approach. In the last decade
the dynamical mean-ﬁeld theory (DMFT) has been introduced and successfully
applied to the study of the Hubbard model and other periodic models. Most
importantly, in our perspective, it can be combined to the DFT-LDA, and the
resulting LDA+DMFT scheme is at the present day the most accurate ab initio
computational technique for strongly correlated systems.
The work presented in this thesis can be divided into three parts. The ﬁrst
part, which comprehends Chapters 1 and 2, is focused on the basic concepts and
ideas related to the study of strongly correlated materials. In Chapter 1 the
Hubbard model is introduced for lattice systems with localized electrons, and a
brief historical overview of the LDA+DMFT scheme is illustrated. In Chapter 2
the emphasis is moved on the theoretical methods. The DFT-LDA is presented in
detail, and a special attention is dedicated to its failures for narrow bands systems.
The last two Sections concern the basic equations of the DMFT, and the deﬁnitions
and justiﬁcations of the LDA+DMFT scheme.
The second part of this thesis is centered on the technical details related to
our implementation of the LDA+DMFT scheme, and consists uniquely of Chapter
3. First the full-potential linear muﬃn-tin orbital (FP-LMTO) method, which
is the band structure method used in the merging between DMFT and DFT-
LDA, is presented. Then follows a description of all the main equations used in
the LDA+DMFT cycle, and a discussion of the main problematics related to our
computational scheme: the “double counting” issue and the choice of the “solver”.
The work presented in this part resulted into a code that allows to study eﬃciently
the many-body eﬀects through LDA+DMFT in systems with many atoms per unit
cell, and without limitations on the geometry of the problem.
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The third and last part of this thesis (Chapters 4-9) concerns the results ob-
tained by means of our developed code. In Chapter 4 we focus on the single-particle
excitations of the bulk late transition metals: Fe, Co and Ni. While these systems
can be considered as weakly correlated metals, still some important correlations
eﬀects are observed such as the shrinking of the 3d band and the formation of
non-coherent satellites in the photoemission spectrum. A very successful compar-
ison between our results, three-body scattering results and experimental data is
presented for Co. In Chapter 5 our study is extended to the surfaces of Fe, Co
and Ni, and comparison is made with the corresponding bulk systems, showing an
increase of the correlation eﬀects. At the end of the Chapter our calculations are
compared to the experimental data from photoemission spectroscopy of Fe (110),
and the role of non-local correlation eﬀects (beyond DMFT) is emphasized. The
following Chapter 6 concerns the narrowing of the pseudo-gap in the density of
states of a mono-layer of Fe on the surface (001) of W. The presented experimental
data from Scanning Tunneling Spectroscopy (STS) cannot be explained in terms
of DFT-LDA, but are shown to be in reasonable agreement with our LDA+DMFT
results. A qualitative interpretation of this phenomenon is provided in terms of a
mean-ﬁeld theory. Then, in Chapter 7, the theoretical framework needed for total
energy calculation in the LDA+DMFT scheme is presented, and the implemen-
tation of an eﬀective total energy functional is described in details. Results for
ferromagnetic Ni and antiferromagnetic γ-Mn are reported, and for the latter a big
improvement can be observed with respect to bare DFT-LDA. γ-Mn is also the
object of Chapter 8, where the dependence of the LDA+DMFT results on the mag-
netic phase and on the solver is studied. Moreover the possibility of a combination
of the LDA+DMFT scheme and the disordered local moment (DLM) approach is
presented, together with an application to the photoemission spectrum within the
one-step model. Our simulations show that γ-Mn is a very interesting element,
being right at the border between the regimes of strong and weak correlations.
Finally Chapter 9 is focused on the limit of very strong correlations: the mixed-
valence compounds SmB6, YbB12 and YbInCu4 are studied within the Hubbard I
approximation, which can be interpreted as a type of solver in the LDA+DMFT
framework. The spectrum clearly shows the formation of multiplets, that can-
not be described in one-particle approaches, but are perfectly reproduced in our
computational scheme.
Samenvatting
Dit proefschrift beschrĳft verschillende theoretische methodes voor de bereken-
ing van de elektronen structuur van materialen waarin elektron correlatie een
grote rol speelt. Dit zĳn met name de overgangsmetalen en hun verbindingen.
Deze materialen worden gekenmerkt door nauwe banden, wat duidt op een sterke
lokalisatie van de elektronen nabĳ de atoom kernen, met als gevolg een sterke
elektron-elektron repulsie via de Coulomb interactie. Sate-of-the-art technieken,
i.e. dichtheids functionaal methoden in de locale dichtheids benadering (DFT-
LDA), zĳn niet in staat deze interactie goed te beschrĳven. Een aanpak voorbĳ
de één-deeltje benadering is nodig. In het afgelopen decennium is de dynamische
gemiddelde-veld theorie (DMFT) ontwikkeld en toegepast op het Hubbard model
en andere periodieke modellen. Voor dit proefschrift van belang is dat deze meth-
ode gecombineerd kan worden met de DFT-LDA methode. De gecombineerde
methode (LDA+DMFT) is, op dit moment, de meest nauwkeurige ab initio com-
putationele methode voor het berekenen van sterk gecorreleerde systemen.
Het werk in dit proefschrift bestaat uit drie delen. Het eerste deel, dat bestaat
uit hoofdstukken 1 en 2, beschrĳft de basis begrippen die nodig zĳn voor het
bestuderen van gecorreleerde materialen. In hoofdstuk 1 wordt het Hubbard model
geïntroduceerd voor rooster systemen met gelokaliseerde elektronen. Ook wordt
een kort historisch overzicht gegeven van het ontstaan van de LDA+DMFT meth-
ode. In hoofdstuk 2 ligt de nadruk op theoretische methodes. Een gedetailleerde
beschrĳving van DFT-LDA wordt gegeven, en het falen van deze methode voor
systemen met nauwe banden wordt onder de loep genomen. De laatste twee para-
grafen geven de basis vergelĳkingen van DMFT. Tenslotte wordt de LDA+DMFT
methode gedeﬁnieerd en besproken.
Het tweede deel van dit proefschrift richt zich op de technische details van
onze implementatie van de LDA+DMFT methode, en beslaat hoofdstuk 3. Eerst
wordt de volledige-potentiaal muﬃn-tin orbitaal (FP-LMTO) methode gegeven.
Deze methode wordt gebruikt om DMFT en DFT-LDA te kunnen combineren.
Vervolgens komen de belangrĳkste vergelĳkingen uit de LDA+DMFT cyclus en
worden de belangrĳkste problemen, het “dubbel tellen” en de keuze van de “solver”,
besproken. Het werk in dit hoofdstuk is geimplementeerd in een programma dat
een eﬃciënte berekening van veel-deeltjes eﬀecten in systemen met een groot aantal
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atomen per eenheidscel mogelĳk maakt, dit te doen zonder beperkingen op te
leggen aan de geometrie van het probleem.
Het derde, en laatste, deel van dit proefschrift (hoofdstukken 4-9) bevat nieuwe
resultaten verkregen met het ontwikkelde programma. In hoofdstuk 4 richten we
ons op de één-deeltje aangeslagen toestanden van de latere overgangsmetalen: ĳzer
(Fe), cobalt (Co) en nikkel (Ni). Hoewel deze metalen over het algemeen niet
beschouwd worden als sterk gecorreleerde materialen, worden er toch een paar
belangrĳke correlatie eﬀecten een waargenomen. Bĳvoorbeeld het vernauwen van
de 3d band en de vorming van niet samenhangende satellieten in het foto emissie
spectrum. Een erg succesvolle vergelĳking tussen onze resultaten, drie deeltjes
verstrooiing en experimentele data wordt gegeven voor kobalt. In hoofdstuk 5
wordt ons onderzoek uitgebreid naar oppervlakken van ĳzer, kobalt en nikkel; een
vergelĳking met de bulk laat zien dat correlatie eﬀecten zĳn toegenomen. Het
hoofdstuk eindigt met vergelĳking van onze berekeningen met het foto emissie
spectrum van het ĳzer (110) oppervlak. Het belang van de niet locale correlatie
eﬀecten (welke dus niet goed beschreven worden door DMFT) wordt benadrukt.
Het volgende hoofdstuk, hoofdstuk 6, bespreekt het vernauwen van de pseudo
band-gap in de toestandsdichtheid van een monolaag ĳzer op een (001) opper-
vlak van wolfraam (W). Experimentele data, verkregen door middel van scanning
tunneling spectroscopy (STS), kan niet verklaard worden door DFT-LDA maar
blĳkt redelĳk overeen te stemmen met onze LDA+DMFT berekeningen. Een
kwalitatieve interpretatie van dit fenomeen wordt gegeven door de gemiddeld-veld
theorie. Vervolgens, in hoofdstuk 7, wordt het theoretische raamwerk nodig voor
het berekenen van de totale energie in een LDA+DMFT methode opgebouwd. Ook
de noodzakelĳke details voor een implementatie van een eﬀectieve totale energie
functionaal worden gegeven. Ferromagnetisch nikkel en antiferromagnetisch γ-Mn
worden berekend. Antiferromagnetisch γ-Mn laat een grote verbetering zien ten
opzichte van DFT-LDA, en wordt verder bestudeerd in hoofdstuk 8. De afhanke-
lĳkheid van de LDA+DMFT resultaten van de magnetische fase en de gebruikte
solver wordt onderzocht. Bovendien worden de mogelĳkheden om de LDA+DMFT
methode te combineren met de ongeordende locale momenten (DLM) benadering,
alsook een toepassing op het foto emissie spectrum binnen het one-step model, uit-
gewerkt. De berekeningen laten zien dat γ-Mn een interessante positie in neemt op
de grens tussen sterke en zwakke correlatie. Hoofdstuk 9 tenslotte onderzoekt de
limiet van erg sterke correlaties. De gemengde valentie materialen SmB6, YbB12 en
YbInCu4 worden onderzocht vanuit de Hubbard I benadering, die beschouwd kan
worden als een speciﬁeke solver in onze LDA+DMFT methode. Het spectrum laat
duidelĳk de vorming van multiplets zien. Deze multiplets kunnen niet beschreven
worden in een één-deeltjes benadering, maar worden foutloos beschreven door onze
aanpak.
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