If k n, then G k,n denotes the set of all strictly increasing functions from {1, 2, . . . , k} to {1, 2, . . . , n} ordered lexicographically. C 1 (A) . We extend the conjecture to all of the matrices C k (A) where 1 k n. We show how our extended conjecture is related to a theorem of this author, and derive several inequalities. For example, we show that if x is a (0, 1)-vector, then C k (A)x, x x 2 per(A) for all positive semi-definite A.
Introduction and notation
If m and n are positive integer, then we let I n = {1, 2, . . . , n}, and let C m×n denote the set of all m × n complex matrices equipped with standard inner product defined by The inner product , extends to C n in the usual way via the identification with C n×1 , and we employ the associated norm, · , which is known as the Frobenius norm when applied to the matrix spaces C m×n . If B ∈ C m×n , then B t denotes the transpose of B, B * denotes the conjugate transpose of B, rank(B) denotes the rank of B, and, if m = n, then Tr(B) denotes the trace of B. By H n we mean the set of all n × n postive semi-definite Hermitian matrices. Clearly, H n ⊂ C n×n . Moreover, it is well known that H n is a cone whose extreme rays are the members of H n that have rank equal to 1. This simple fact is at the heart of the well-known Rayleigh-Ritz characterization of the extreme eigenvalues of a Hermitian matrix. If B is a Hermitian n × n matrix, then let λ max (B) and λ min (B) denote the maximum and minimum eigenvalues of B, respectively. According to Rayleigh-Ritz [2, p. 176], if A ∈ C n×n , and A is Hermitian, then
Ax, x x 2 and λ min (A) = inf
We require the alternate characterization of λ max (A) and λ min (A) described in the following lemma. This result follows from the Rayleigh-Ritz characterization, but is less well known. We include a simple proof for the sake of completeness. Let H n denote H n \ {0}. 
Proof. Let μ(A) = sup{ A, B /Tr(B)
: B ∈ H n }}. If B / = 0, and rank(B) = 1, then there exists an x ∈ C n , x / = 0, such that B = xx * . In this case Tr(B) = x 2 , and Ax, x / x 2 = A, B /Tr(B). Therefore,
On the other hand, if B ∈ H n and B / = 0, then there exist a positive integer k and non-zero vectors
In other words, every non-zero member of H n is a sum of members of H n that have rank one. Thus we have We will now proceed through a description of our main problem. If p and q are positive integers such that p q, then we let G p,q denote the set of all strictly increasing functions from I p to I q . Alternately we may think of G p,q as the set of all strictly increasing sequences of length p each of whose terms is a member of I q . We impose lexicographic order on G p,q . Following convention, if
We let per(·) denote the permanent function, and for each A ∈ C n×n we let C(A) denote the n × n matrix [c ij ] such that
The matrix C(A) is closely related to the (n − 1)st permanental compound of A; in fact, C(A) is the Hadamard product of A with its (n − 1)st permanental compound. We include the following well known result without proof.
) t is an eigenvector of C(A) with associated eigenvalue per(A).
The following conjecture of Bapat and Sunder [1] is our main concern.
Conjecture 1. If A ∈ H n , then per(A) is the largest eigenvalue of C(A).
Conjecture 1 is 20 years old, but so far no proof is available in the general case. Bapat and Sunder [1] proved that the Conjecture 1 is true when n = 3. We shall outline the large body of evidence that supports Conjecture 1 as well as indicate a possible method of proof. Of course Conjecture 1 is trivially true if n = 2, and the proof in case n = 3 is not too difficult. In fact, this author knows of several such proofs. Moreover, it is shown in a paper not yet submitted that if n = 4, and A is real then Conjecture 1 is true. Note that, according to Lemma 1, Conjecture 1 is true if and only if it is true that
Our fucus is upon the inequality (1). We approach the proof of Conjecture 1 by showing that (1) is true for as large a subset of H n as possible. We will construct a subcone, K n , of H n for which (1) is true for all A ∈ H n and all B ∈ K n . The following provides additional evidence. 
This completes the proof of Theorem 1.
A theorem of Marcus [4] states that if A =[a ij ]∈H n , and t ∈ I n , then per(A) a tt per(A(t|t)); thus, if A ∈ H n , then per(A) dominates the diagonal entries of C(A), which is necessary if Conjecture 1 is to be true. But, we also have the following additional support for Conjecture 1. Basically this theorem says that if A ∈ H n , then given any B ∈ H n it is possible to slightly alter B so that (1) is true. The slight alteration consists of rearranging the rows and columns of B in the same way. Let S n denote the symmetric group on I n , and for each σ ∈ S n let P σ denote the permutation matrix defined by
It is well known, and easy to see, that if B = [b ij ] is an n × n matrix, and σ ∈ S n , then P σ B is the matrix [b σ (i),j ]. In other words, left multiplication by P σ rearranges the rows of B in accordance with σ . Similarly, right multiplication by P t σ rearranges the columns of B in accordance with σ . Thus, the similarity transformation B → P σ BP t σ rearranges both the rows and the columns of B in accordance with σ . Theorem 2. If A, B ∈ H n , then there exists a permutation matrix P ∈ C n×n such that
Proof. Suppose A, B ∈ H n , and let B denote (1/n!) σ ∈S n P σ BP t σ . There are two necessary observations. First, note that B is a linear combination of Id n , the n × n identity matrix, and J n , the n × n matrix each of whose entries is 1. In fact, each diagonal entry of B is n −1 n i=1 b ii = n −1 Tr(B), and each off-diagonal entry of B is (n(n − 1)) −1 i / =j b ij . Second, note that the matrix W = nId n − J n ∈ H n ; hence, for each B ∈ H n we must have B, W 0; that is, nTr(B) − n i=1 n j =1 b ij 0. Rearranging this result leads to the elementary inequality
which holds for all B = [b ij ] ∈ H n . Thus, letting c ij denote (C(A)) ij as above, and applying (2) we obtain
Thus, C(A), B Tr(B) per(A). On the other hand,
so C(A), B is the average of the n! numbers C(A), P σ BP t σ , σ ∈ S n . Since the average does not exceed Tr(B) per(A), at least one of the numbers C(A), P σ BP t σ , σ ∈ S n , does not exceed Tr(B)per(A); that is, there is a σ ∈ S n such that C(A), P σ BP t σ Tr(B) per(A). Since Tr(B) = Tr(P BP t ) the proof is complete.
The matrix B ∈ H n appearing in the proof above was a particular linear combination of Id n and J n , and it was shown that C(A), B
Tr(B) per(A). Since Tr( B) was the same as Tr(B), this says that C(A), B
Tr( B) per(A); that is, the basic inequality (1) holds for all A ∈ H n with respect to B. Of course any linear combination, B, of Id n and J n satisfies P BP t = B for all permutation matrices P ; hence, Theorem 2 implies that C(A), B Tr(B) per(A) for all A ∈ H n and all such B. We therefore have 
Pate's theorem and applications
We present a theorem, discovered by this author in 1994, and apply it to gain some information about Conjecture 1. We construct a large subcone, K n , of H n for such that inequality (1) is true for all A ∈ H n and all B ∈ K n . If 0 < t k n, and A = [a ij ] ∈ H n , then we define
If t = 0, then P t,k (A) = per(A), while if we partition A in the form
where
; that is, if we let C(A) ij = c ij , as above, then
Moreover, it is easy to see that P t,k (Id n ) = 1 for all t and k. In simple terms, the computation of P t,k (A) involves averaging the products of permanents of the t × t submatrices of A[I k |I k ] with the permanents of their corresponding (n − t) × (n − t) complementary submatrices.
We define the backward difference operator ∇ in the usual way; that is, if x 1 , x 2 , x 3 , . . . is a sequence of numbers, then ∇x i = x i − x i+1 . The higher order differences, ∇ q , are defined recursively, and we have the basice identity
The following was discovered by this author in 1994, and appeared as Theorem 2 of [5] . Differencing is respect to the variable t.
Theorem 3 (T. Pate). Suppose n and k are positive integers such that k n. If 0 t k, and
For example, on account of Theorem 3 we have
We will relate Theorem 3 to (1). If α ∈ G t,n for some t, then we define the n × n J -matrix J α by (J α ) ij = 1, if i and j ∈ Range(α), 0, either i or j / ∈ Range(α).
where Range(α) denotes the range of α. Using Theorem 3 we obtain the following corollary.
Corollary 2. Suppose k and n are positive integers such that
Proof. We claim that for any τ ∈ S n we have P τ C(A)P t τ = C(P τ AP t τ ). To see this note that if B = [b ij ] is any n × n matrix and θ ∈ S n , then (P θ BP t θ ) ij = b θ(i),θ(j ) . For each i and j in I n let W i,j denote the set of all permutations σ ∈ S n such that σ (i) = j , and note that for each τ ∈ S n the map σ → τ σ τ −1 is a bijection from W ij to W τ (i),τ (j ) . Letting A = [a ij ], we have
If α is the sequence {1, 2, 3, . . . , k}, then the Corollary 2 is simply Theorem 3 in the special case t = 0 and q = 1. Let J k denote J α where α = {1, 2, . . . , k}. Fix α ∈ G k,n , and notice that there must exist a permutation μ ∈ S n such that J α = P t μ J k P μ . Of course the map A → P μ AP t μ is a bijection from H n to H n , and per(P μ AP t μ ) = per(A), thus
by Theorem 3. This completes the proof.
Alternately, we have
Proof. If x is an (0,1)-vector, then xx * is J α for some α ∈ G k,n . Then we have Tr(J α ) = x 2 ; so,
by Corollary 2.
Let Y n denote the set of all matrices J α such that α ∈ G k,n for some k, 0 k n, and let K n denote the subcone of H n generated by the matrices in Y n . We then have 
since the trace function operates linearly on C n×n . This completes the proof.
We have shown that (1) holds for all B ∈ K n and all A ∈ H n . This should not be confused with Theorem 1 where it was shown that (1) holds for all B ∈ H n and all non-negative A ∈ H n . We can expand the cone K n a bit by including all of the matrices of the form αId n + βJ n where α β and α + nβ 0. Thus, we let K n denote the cone generated by K n and all of the matrices B such that αId n + βJ n where α β and α + nβ 0. The following is more or less obvious given the proof of Theorem 4. for all A = [a ij ] ∈ H n . We invite the reader to attempt to prove the above inequality. It is not likely to be easy. We note that if we change the minus signs in (3) to plus signs, then the resulting inequality is true for all A = [a ij ] ∈ H n by Theorem 3.
