ABSTRACT This paper proposes a direct adaptive neural control law for a class of affine nonlinear multi-input-multi-output (MIMO) systems of the formẋ = f (x) + G(x)u using feedback linearization when both f (x) and G(x) are to be estimated. It is challenging to estimate f (x), a vector, and G(x), a matrix, to be used in synthesizing the control law, simultaneously, because of the dimensional inconsistency arising with the available neural structures, which do not have multiple layers of outputs. This problem is addressed in this paper by exploiting the power of matrix vectorization and reshaping techniques using the Kronecker product. The strategy may be visualized as equivalent to the neural structure consisting of multiple layers of outputs that result from the appropriate manipulation of matrices corresponding to the proposed estimations. The weight update laws, for both the radial basis function neural networks that estimate both f (x) and G(x), are derived such that the proposed control law achieves the twin objective of the derived tracking performance as well as closed-loop system stability in the sense of Lyapunov. The ratios α and β are proposed in line with the widely used concept of Rayleigh's quotient adopted in structural dynamics to evaluate the natural frequency of a system. The simulation results obtained from the use of a twin rotor MIMO system are presented here to demonstrate the feasibility and effectiveness of the proposed control law. The superiority of this approach lies in the development of suitable control law for a MIMO system in the absence of knowledge about the nonlinearities.
I. INTRODUCTION
Feedback linearization is perhaps one of the most important nonlinear control strategies developed during the last few decades [1] . Being a strong research field with rigorous mathematical formulations, this control technique has received considerable attention not only because of its potential for academic research but for its practical implementation [2] - [4] . The main objective of feedback linearization is to algebraically transform nonlinear system dynamics into linear ones by using state feedback and a nonlinear coordinate transformation, with the help of differential geometric analysis of the system. Though differential geometry has proved to be a successful tool for analyzing and designing nonlinear control systems equivalent to the use of linear algebra and Laplace transform in linear systems [5] , its applicability is much more limited because it relies completely on the exact knowledge of system nonlinearities [6] .
The main difficulty with the feedback linearization technique is that the cancellation of nonlinearities of a system becomes possible if and only if the nonlinearities are fully known. In cases where the nonlinearities of the affine system are completely unknown, except for some bounds on these nonlinearities, they can be estimated by any one of the methods of computational intelligence such as fuzzy systems or neural networks [7] . These estimates can then be utilized in the controller to linearize the nonlinear system. Such an approach is widely seen in the literature [8] - [11] especially with respect to the synthesis of feedback linearizable systems. The use of a neural networkbased adaptive controller, which can learn the unknown dynamics of the nonlinear system has been proposed by Wang and Hill in [12] .
Indirect as well as direct adaptive control schemes were proposed by Spooner and Passino in [13] to deal with a situation in which the dynamics of a nonlinear system are imprecisely known. Kumar et al. [14] proposed a variable gain controller employing a nonlinear system that was approximated by using Takagi-Sugeno fuzzy model. In [15] , an adaptive feedback linearization controller is proposed and applied specifically to TRMS, (which is represented by the Euler-Lagrange forced model) to enable tracking of the desired trajectories despite the presence of uncertain mass parameters and the influence of input disturbances. In [16] , a controller design scheme is proposed for the application of the Learning Feedback Linearization (LFL) method with a nonlinear autoregressive moving average model. It is applied to two single-input single-output (SISO) benchmark plants, namely, a nonlinear exponential plant and a flexible joint mechanism plant, in order to test the tracking performance. Further, the author indicated the possible future scope of the theoretical developments of the work, involving the inclusion of stability conditions and the implementation of the LFL method by an RBF NN instead of a multi-layer perceptron.
More recently, in [22] , a simplified adaptive neural network prescribed performance controller is proposed for uncertain MIMO feedback linearizable systems. This utilizes only a single neural network instead of multiple neural networks (one for each uncertain nonlinearity). However, it could address only squared MIMO systems.
In [23] , a robust adaptive feedback linearization control has been proposed for a class of uncertain nonlinear MIMO systems. It gives promise of good tracking performance and strong robustness, but this approach is also confined only to squared MIMO systems.
A neural network-based direct adaptive controller design technique was proposed in [7] for a class of affine nonlinear systems to achieve output tracking.
The two main advantages that the direct adaptive control technique presents over indirect adaptive control techniques are: (i) it does not require any explicit system identification phase, and (ii) the controller design ensures closed-loop system stability while the tracking error converges to zero with time. For an affine system of the formẋ = f (x) + G(x)u, two distinct cases may arise, whether it is a MIMO or a SISO system. The two cases are: either G(x) is known while f (x) is unknown, or both the nonlinearities G(x) and f (x) are unknown.
In [7] , a direct adaptive control law along with weight update rules have been derived for SISO systems, when (i) f (x), the system nonlinearity, is unknown while g(x), the input nonlinearity is known and (ii) both system nonlinearity f (x) as well as input nonlinearity g(x) are unknown.
The derived scheme has been extended to a MIMO system only for the first case, i.e., when G(x) is known while f (x) is unknown. But, for the second case when both the nonlinearities G(x) and f (x) are unknown, no derivation of the control law for MIMO systems has been attempted yet, but it has been left as an open research problem.
It is to be noted that none of the above mentioned schemes has proposed a control law using a feedback linearization technique for MIMO systems when both the nonlinearities f (x) and G(x) are unknown. Therefore, this paper presents a control scheme built on neural network-based direct adaptive control, to achieve output tracking of an MIMO affine nonlinear system when both the nonlinearities are unknown.
The proposed control technique utilizes the function approximation capability of RBF NNs. One difficulty with the adaptive controller formulation is the fact that the estimation of the matrix G(x) using a neural network is not straightforward. As a result, the matrix G(x) is first reshaped into a vector, since the neural network output can never be a matrix, only a vector. After estimating the vectored form of matrix G(x), it is restored to a matrix. While reshaping the vector to a matrix, the dimensions of the weight matrix and hidden layer functions corresponding to the estimated vector must be appropriately manipulated. Otherwise, a dimensional inconsistency problem occurs when the matrices corresponding to the neural estimations are employed in the proposed control law. To deal with the problem of dimensional inconsistency, we have made use of the reshaping technique for vectorization in the first place, and secondly, we have applied the concept of taking the Kronecker product of the matrices to bring it back to a matrix.
The main contribution pertaining to the restructuring of neural networks in estimating the matrix required for the current work is as follows: 1) The whole existing multi-input multi-output neural networks' structure is confined to a single layer of outputs. However, since a matrix G(x) ∈ R n×m is to be estimated, our approach is equivalent to producing a new neural network structure, with an output consisting of multiple layers of output neurons. 2) Conversion of a matrix to a vector could be one option to accomplish vector estimation, if matrix G(x) alone needs to be estimated while vector f (x) is known. But the weight update law derived for the vectored form of matrix estimation cannot be utilized in the control law when function f (x) also needs to be estimated using another neural network. This is because the dimensional inconsistency occurs with the weight update matrices when the weight matrices corresponding to the unknown nonlinearities f (x) and G(x) in the control law given in [7] are substituted. This problem of dimensional inconsistency is tackled by exploiting the power of vectorization of matrices and the reshaping technique using the Kronecker product, in the present work. 3) Further, the application of this approach is not confined only to square systems of a class of nonlinear systems but can be applied for non-square systems also.
With respect to the above three aspects, we have restructured the neural network to suit the requirement of matrix estimation.
The weight update laws are tailor-made in this paper by using the Lyapunov stability criterion to maintain closed-loop stability while achieving the desired tracking performance. This strategy is unlike the weight update technique using the usual gradient descent method.
The proposed control technique is suitable for a particular class of nonlinear systems, such as robotic manipulators and unmanned aerial vehicles. In this paper, a twin rotor MIMO system, which is a bench-mark system, has been selected to test the performance, robustness and efficacy of the derived controller.
The remaining part of this paper is systematized as follows. In section II, the representation of multi-input-multioutput affine systems and the control problem statement are introduced. Section III presents the proposed direct adaptive control technique for MIMO systems when both G(x) and f (x) are unknown. Section IV shows the simulation results for a bench-mark nonlinear system using this control technique. Finally, section V presents the conclusions.
II. MULTI-INPUT-MULTI-OUTPUT AFFINE NONLINEAR SYSTEMS
A large category of nonlinear MIMO systems can be represented in the affine form [7] , [19] as follows:
. .
where
The system in (1) can be rewritten as:
Design a control law u such that the actual output vector y = z 1 follows the desired output vector y d = z 1d when both G(z) and f (z) of the system given in (2) are unknown.
Usually when both G(z) and f (z) of the system given in (2) are known, the control input u is chosen as
(where the output tracking error e = y d − y, the filtered tracking error r = e + ∧e, K v and ∧ are diagonal matrices with positive entries). This is done in order to ensure that the closed-loop error dynamics becomes linear as well as stable [7] . Such a control design technique is known as feedback linearization control. The difficulty with a feedback linearization control technique arises when both the nonlinear functions G(z) and f (z) of the system given in (2) are unknown. In such cases neural networks can be employed as function approximators to estimate these nonlinear functions, because they have the potential to approximate any continuous function to any degree of desired accuracy [15] . This fact is exploited in this paper, to develop a control strategy while tackling the ensuing issues in the context of an MIMO system. 
III. DIRECT ADAPTIVE CONTROL OF MIMO NONLINEAR AFFINE SYSTEMS WHEN BOTH f (z ) AND G(z ) ARE UNKNOWN
The proposed methodology uses two RBF NNs with L 1 and L 2 number of hidden neurons to get the estimatesf (z) and G(z) for f (z) and G(z) respectively. A pictorial representation of the RBF NN used for approximatingf (z) is shown in Figure 1 . As observed from Figure 1 , the RBF NN has a multi-output structure and the neural network weights constitute a matrix,Ŵ ∈ R L 1 ×n . Figure 2 depicts another pictorial representation of an RBF NN which also has a multi-output structure but in which, the neural network weights constitute a matrixP ∈ R L 2 ×n·m , with dimensions that are different from that ofŴ . This is because matrix G(z) cannot be estimated as such, unless the matrix G(z) is first reshaped to a vector as vector(G), using the matrix vectorization technique. For any multi-output neural network the output is always a vector but not a matrix. One should note that when an n×m dimensional matrix is reshaped to a vector its dimension becomes n·m×1. Therefore, the dimension of a weight matrixP is L 2 × n · m, which is not the same as that ofŴ even if L 2 is made equal to L 1 .
After approximating vector(G) as vector(Ĝ), it must be reshaped back to a matrixĜ to avoid the problem of dimensional inconsistency while substituting its corresponding weight matrix and hidden layer functions in the control law. Therefore, to cater to the need for dimensional consistency, weight matrixP T is reshaped asP T new and the vector of hidden layer functions ψ is transformed as ψ new as follows. 
A compact form of Equation (3) is obtained by introducing the following notations for the weight matrix, hidden layer functions and the output 
where Now Equation (3) is rewritten as:
In order to transform vec(Ĝ) into a matrix, (3) is reorganized as (6) , shown at the top of this page. Now Equation (6) is rewritten as:
Out of n·m number of rows of matrixP T , the first n number of rows are arranged as the first column of the matrixP T new and every subsequent n number of rows of matrix ofP T are arranged as successive columns of matrixP T new . Then ψ new is taken as ψ new = I ⊗ ψ (i.e., ψ new is taken as the Kronecker product of the identity matrix and vector ψ) [17] .
When this is done, the product of matricesP T new and ψ new results in the conversion of the vectored form of the matrix, vec(Ĝ) into the required dimension of estimated matrixĜ i.e.,
whereP T new ∈ R n×m·L 2 , ψ new ∈ R m·L 2 ×m andĜ ∈ R n×m . The following theorem now summarizes the design of the controller when both f (z) and G(z) of the system given in (2) are unknown. Proof: Let us define the output error, e as e = y d − y = z 1d − z 1 where y d and y denote the desired and actual output vectors respectively. The objective is to derive a control law u such that the actual vector z 1 follows the desired vector trajectory z 1d .
Let a filtered tracking error, denoted by a variable r, be defined as r =ė + ∧e, where ∧ is a diagonal matrix with positive entries. In the case of an MIMO nonlinear affine system of the form given in (2), the function f (z) is a vector valued function. So, the RBF NN, employed to approximate f (z), has multiple outputs as shown in Figure 1 and the neural network weights constitute a matrixŴ ∈ R L 1 ×n ; where L 1 is the number of hidden neurons and 2n is the order of the system. But in the case of G(z), being a matrix, G(z) has been reshaped as a vector. Now the structure of a second RBF NN employed to approximate vec(Ĝ), also contains multiple outputs as shown in Figure 2 , and constitutes a weight matrixP ∈ R n·m×L 2 ; where L 2 is the number of hidden neurons. However, bothP and ψ matrices are transformed asP new and ψ new respectively in order to ensure that the dimension of the productP T new ψ new matches the dimension of the approximated matrixĜ ∈ R n×m , withP new ∈ R m·L 2 ×n and ψ new ∈ R m·L 2 ×m .
The control law u is defined as follows:
This proposed control law achieves the twin objective of desired output tracking as well as closed-loop system stability in the sense of Lyapunov. Let us suppose that there exist two ideal weight matrices W and P new such that original vector f (z) of the system can be represented as f (z) = W T φ(z) and original matrix G(z) of the system can be represented by G(z) = P T new ψ new , since RBF NNs' approximation errors are assumed to be zero. Using the control law u given in Eq. (9), in the system Eq. (2), we get,
i.e.,
Equation (11) can now be simplified as:
Filtered tracking error r =ė + ė r =ë + ė (14)
To prove closed-loop system stability, let us consider a Lyapunov function candidate V , for the system in (15): (17) since W and P new are constants,Ẇ = 0 andṖ new = 0 using (15), (17) can be written as:
Rearranging (18),
Using the properties of trace,
Similarly,
Using (20) and (21), (19) is rearranged as:
Unlike the usual gradient descent method, the strategy used in this work depends on (22) and its negative definiteness. The aim of this strategy is to derive weight update laws such that the proposed control law fulfills the double goals of desired output tracking performance as well as closed-loop system stability in the sense of Lyapunov. So, setting the second term in (22) to zero,
which implies that
therefore,
Similarly, setting the third term in (22) to zero,
(29) can now be written as
and therefore,
Using (27) and (32), Equation (22) becomeṡ
Equation (33) as ratios β and α respectively. In an iterative solution procedure, such ratios are generally useful in order to relate quantities involved in successive cycles to target the convergence. Here, the concepts of ratios is adopted from the most accepted Rayleigh's quotient [18] which is widely used in the dynamic response of structural systems, including aerostructures.
Since V is positive definite andV is negative semi definite, the stability in the sense of Lyapunov is achieved such that r,W andP new (henceŴ andP new ) are bounded. Hence the proof.
Moreover,
and all signals on the right-hand side of (15) verify the boundedness ofṙ and henceV . So,V is uniformly continuous.Therefore, according to Barbalat's Lemma,V → 0 as t → ∞ and hence r vanishes [7] . The Controller Singularity Problem: Neural network based simultaneous estimations of a vector f (x) and a matrix G(x) employed in the designed control law (9) do not create controller singularity problem as long asP T new andŴ T are of full rank, i.e., rank P T new = min (M , N ) and rank Ŵ T = min (M , N ), where M and N are row and column dimensions respectively. The reason is that in this case one can obtain either the LSE (least-squares error) solution using left pseudo (generalized) inverse for M > N (overdetermined case) or the Minimum-Norm solution using right pseudo (generalized) inverse for M < N (underdetermined case).
If some or all of the rows of the estimated coefficient matrix P T new orŴ T in a set of linear equations can be expressed as linear combination of other row(s), the corresponding equations are dependent, which can be revealed by the rank deficiency, i.e., rank P T new orŴ T < min (M , N ).
If dependent equations occur, they may have either inconsistency (no exact solution) or redundancy (infinitely many solutions). In such a case, the result of either left pseudo (generalized) inverse or right pseudo (generalized) inverse approach is useless. It is better to resort to Singular Value Decomposition (SVD). SVD-based LSE solution or SVD-based minimum-norm solution can be obtained if one uses virtual pseudo-inverse (faked pseudo-inverse). We can also get the same solution using the MATLAB routine pinv(), which uses the singular value decomposition. So, SVD can be used to fabricate a universal solution of set of linear equations, minimumnorm or least-squares, for all the possible rank deficiency of the coefficient matrix [24] .
IV. SIMULATION RESULTS
In this section, the tracking performance of the proposed controller is illustrated through the simulation results. A stand-in for a helicopter with two-degrees of freedom such as a Twin Rotor MIMO System (TRMS), shown in Figure3, has been taken as an example for this purpose. 
Example:
The dynamics of a TRMS with two-degrees of freedom is the same as that in [19] . The momentum equation for vertical movement (for the main rotor) given in [20] is:
The nonlinear static characteristic is:
The gravity momentum is:
The momentum of friction forces is:
The gyroscopic momentum is: [20] .
The output is y = z 1 . Equation (47) represents the system dynamics in a strict feedback form in order that the controller given in (9) can be applied. As given in [21] , the desired trajectories are taken as
The control input u is generated by making using of (9) . The parameters of the controller and the RBF NNs are taken as
Since we have considered zero RBF NN approximation error, as long as K v is a positive definite diagonal matrix, The number of hidden neurons for the two RBF NNs, which estimate f (z) and G(z) is taken as 50 and 25 respectively. In order to circumvent the problem of dimensional inconsistency in (9) , the number of hidden neurons L 1 and L 2 for the two RBF NNs is judiciously chosen such that m × L 2 = L 1 , where m is the number of inputs of the system represented in (2) . The centers for both the RBF NNs are randomly chosen between 0 and 1. The weights of the two RBF NNs are initialized to very small values. In [7] , a direct adaptive neural controller for a MIMO system is designed to achieve the desired tracking performance when f (x) and G(x) are assumed to be unknown and known respectively. For the purpose of comparison, we have studied and used the controller (31) given in [7] . A comparison between the tracking results of the yaw and the pitch angles along with their control inputs is shown in Figures 4 and 5 respectively. The mean square errors for the yaw and the pitch angles when only f (x) is assumed to be unknown are found to be 0.00003369 and 0.0001341 respectively. On the other hand, the mean square errors for the yaw and the pitch angles when both f (x) and G(x) are assumed to be unknown are found to be 0.00005935 and 0.00022786 respectively.
A. ROBUSTNESS ANALYSIS
To verify the robustness of the proposed controller, output disturbances are applied, of +10% magnitude at the tenth second and −10% magnitude at the twentieth second. The disturbance rejection capability of the proposed controller is clearly visible in the tracking results of both yaw and pitch angles along with their control inputs, shown in Figures 6 and 7 . Similarly, output disturbances of +20% magnitude at the tenth second and −20% magnitude at the twentieth second are applied. The robustness offered by the proposed controller is observed in this case also as is evident from the yaw and pitch angle responses along with their control inputs shown in Figures 8 and 9 respectively. It is natural that a peaking 
B. SENSITIVITY ANALYSIS
From (33), it is understood that the effect of variation of K v does not affect the performance of the proposed controller. This is because, the negative definiteness ofV is ensured the figures that the proposed controller renders the system insensitivity to variations in the design parameters.
V. CONCLUSION
For several decades, controllers for affine nonlinear systems have been designed efficiently using the feedback linearization technique. The achievement of such an application becomes more difficult without a comprehensive knowledge of system nonlinearties. In the case of SISO systems, the control law is derived when the nonlinearities of both the system and the input are unknown. However, when the identical condition is faced with respect to MIMO systems, the research problem remains open. This paper presents one solution for output tracking of a class of MIMO affine nonlinear systems with unknown nonlinearities, using a direct adaptive control technique via an RBF neural network. The proposed control law has been derived by exploiting the function approximation capability of such a neural network. Moreover, the stability of closed-loop error dynamics has also been established by deriving weight update laws and using appropriate parameters for both the networks.
As a representative of the MIMO system class presented in this paper, the dynamics of a TRMS model represented in controllable affine form has been taken as an example. The simulation results validate the efficacy, robustness and high performance of the derived control. Further, the control law proposed in this paper exploits the power of vectorization as well as reshaping of matrices using the properties of the Kronecker product, in order to sidestep the dimensional inconsistency problem that results from the substitution of weight matrices and vectors of nonlinear activation functions of neural estimates in the present derivation. The future scope of this work may involve the inclusion of non-zero RBF NNs approximation errors in order to derive a condition on the positive definite diagonal matrix K v while improving the tracking accuracy. Finally, the matrix virtual pseudoinversion computation applied in the proposed control law can well be substituted by a recursive technique of computation. This may be taken up as a further development of the present work.
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