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a b s t r a c t
We consider the inverse problem of identifying a single open crack in a longitudinally vibrating rod hav-ing non-uniform smooth profile. Without any a 
priori assumption on the smallness of the damage and assuming that the rod profile is symmetric with respect to the mid-point of the rod axis, we 
present a constructive diagnostic algorithm from minimal frequency data. We show that the crack can be uniquely identified, up to a symmetric 
position, from the first two positive natural frequencies of the rod under free–free end conditions. We also show that the non-uniqueness of the damage 
location can be removed by using as data the first positive resonant frequency of the free–free rod and the first antiresonant fre-quency of the driving-
point frequency response evaluated at one end of the rod. The results of numerical simulations and of applications of the method to experimental data 
agree well with the theory.
1. Introduction
Non-uniform vibrating beams are frequently used in engineer-
ing applications since they may offer the advantage for a selective
distribution of stiffness and mass. This may help in fitting special
design requirements and in obtaining optimal dynamical
responses.
In spite to the importance of the vibrational behavior of such
beams, many studies focussed on uniform beams. The lack of
research is all the greater in the case of non-uniform beams with
a localized damage, such as a crack, and, particularly, on the
inverse problem of identifying the damage from dynamic data.
Actually, several researchers considered the identification of a sin-
gle (open) crack from frequency measurements, but their studies
were often restricted to rods with uniform profile, see, among
others, the contributions (Springer et al., 1988; Lin and Chang,
2004; Rubio, 2009; Cerri and Vestroni, 2000; Vestroni and
Capecchi, 2000). A limited number of researches focussed on crack
identification on non-uniform beams. We refer, for example, to the
paper Chaudhari and Maiti (2000) for a study of direct and inverse
problems for geometrically segmented cracked beams, and to the
contributions Adams et al. (1978) and Liang et al. (1992) for reso-
nant frequency-based damage assessment in tapered and piece-
wise constant cracked beams, respectively.
In this paper we shall concern with the crack identification
problem for beams under longitudinal vibrations (rods) by mini-
mal spectral data. One of the first rigorous results on this topic is
due to Narkis (1994), who proved that a single small crack in a
free–free uniform rod can be uniquely localized (up to a symmetric
position) by the first two positive natural frequencies of the longi-
tudinal vibration. Under the assumption that the crack remains
open during vibration, the damage was modeled as a translational
linearly elastic spring, of stiffness K, located at the cross-section of
abscissa s. The stiffness value K can be estimated in terms of the
geometry of the cross-section and the mechanical properties of
the beam, see Freund and Herrmann (1976). An extended series
of experiments confirm the accuracy of the localized flexibility
model for cracked rods, particularly for low frequencies, see,
among other contributions, Caddemi and Morassi (2013). Narkis’s
method is based on a perturbation analysis and takes advantage
of the fact that the frequency equation for a uniform cracked rod
can be written in explicit form.
The identification of a single small crack in a rod with variable
profile has been considered in Morassi (2001). Working directly on
the weak formulation of the eigenvalue problem, it was shown in
Morassi (1993) that the first order change dkn in a generic eigen-
value kn (e.g., the resonant frequency squared) is given by
dkn ¼ N
2
nðsÞ
K
; ð1Þ
1
where NnðsÞ is the axial force in the nth vibration mode of the
undamaged rod, evaluated at the cracked cross-section of abscissa
s. It follows that the ratio of the first order changes to two
eigenvalues
dkn
dkm
¼ N
2
nðsÞ
N2mðsÞ
ð2Þ
is known as a function of s only, and it may be possible to find the
position of the crack s corresponding to a given (measured) value of
dkn
dkm
. In particular, for a free–free rod with regular profile a ¼ aðxÞ
(e.g., a continuous and continuously differentiable function) and
symmetric with respect to the mid-point, it was shown in Morassi
(2001) that the knowledge of the first (m ¼ 1) and second (n ¼ 2)
positive eigenfrequencies uniquely determines the position of the
crack, up to a symmetric position. Under the same assumptions,
the indeterminacy induced by the symmetry of the rod can be
removed by using the first resonant frequency of the free–free rod
and the first antiresonant frequency of the driving point frequency
response function measured at one end of the rod, see Dilena and
Morassi (2004).
All the results found in Narkis (1994), Morassi (2001) and
Dilena and Morassi (2004) hold under the essential hypothesis that
the severity of the crack is small, that is the cracked rod is a pertur-
bation of the undamaged rod. In addition, it should be noticed that
the identification algorithm proposed in Morassi (2001) and Dilena
and Morassi (2004) is constructive for rods with uniform profile
only. The assumption of light damage is reasonable in many prac-
tical applications. However, it is not easy to state rigorously when a
crack can be considered as small. In fact, even restricting the anal-
ysis to the linearized frequency change, Eq. (1) shows that the
vibration modes have wavy sensitivity to damage according to
the position of the crack, and that the wavy character is more oscil-
lating as the mode order increases. The introduction of an average
frequency shift does not simplify the analysis, since it should be
clarified how many data must be included in the calculation and
how the threshold value corresponding to small damage should
be selected. In addition, it is desirable to obtain a unifying general
theory of the diagnostic problem capable to include damages rang-
ing from small to large severity.
A first rigorous attempt to solve the inverse problem of detect-
ing a not necessarily small crack in a rod has been presented in
Rubio et al. (2015). The authors have shown that the results found
in Morassi (2001) and Dilena and Morassi (2004) for a small crack
continue to hold even for a crack with any level of severity, pro-
vided that the rod is uniform. The proof presented in Rubio et al.
(2015) is based on a careful analysis of the solutions of the nonlin-
ear system formed by the frequency equation (which is available in
closed form) written for the pair of spectral input data, together
with suitable lower and upper bounds derived within the varia-
tional theory of eigenvalues.
When a rod has variable profile, no closed form expression for
the frequency equation is available and a different approach must
be adopted for the identification of damage. This open inverse
problem has motivated our research and its solution is the objec-
tive of the present study. The main steps of our analysis are as
follows.
(i) We introduce an equivalent problem for a vibrating rod with
a point mass m at the position s.
(ii) We determine the qualitative behavior of the so called km
and k s curves, that is the functions kn ¼ knðs; Þ and
kn ¼ knð;mÞ, for fixed s and fixed m, respectively.
(iii) We solve the inverse problem by combining the information
contained in the km; k s curves corresponding to the
pair of frequency data used in identification.
Let us illustrate with some more details the content of such
steps.
Step (i) is based on a transformation of the eigenvalue problem
for the cracked rod in an equivalent eigenvalue problem for a rod
with a point mass m ¼ 1K located at the cracked cross-section, with
suitable coefficients and under proper boundary conditions (see
Proposition 2.1 for a precise statement). Therefore, the problem
of identifying the crack is transformed in the equivalent problem
of determining the location and magnitude of the point mass from
a pair of natural frequencies.
Step (ii) is mainly based on the explicit determination of the
eigenvalue derivatives with respect to the parameters s and m.
The expression of the derivative @k
@m was used in Morassi and
Dilena (2002) in a study of the inverse problem of locating a small
point mass in a vibrating rod from natural frequency data. The
analysis of the km and k s curves allows to determine the qual-
itative behavior of the first and second eigenvalue of the free–free
rod with respect to the position and intensity of the point mass
(see Theorem 5.5 for details). It is exactly at this point that, for
technical reasons, we restrict the attention to rods having symmet-
ric profile with respect to the mid-point of the axis.
The results obtained in Step (ii) and the use of suitable general
properties of the eigenpairs of the problem, allowed to develop in
Step (iii) a reconstruction algorithm for the identification of the
point mass (up to a symmetric location) from the first two positive
resonant frequencies of the rod. An extended series of numerical
simulations on rods having different profile and for various posi-
tions and intensities of the crack supported the theoretical results.
A selected set of numerical results and some applications to exper-
imental data are presented in Section 9.
The above results can be generalized in a couple of directions.
First, the crack identification problem can be formulated and
solved in terms of resonant and antiresonant data (see Section 7),
thus showing that both the severity and the location of the crack
can be uniquely determined by measuring the first positive natural
frequency under free–free end conditions and the first antireso-
nant frequency of the driving frequency response evaluated at
one end of the rod. Second, the analysis can be carried out also
for symmetric rods in which the linear mass density is not propor-
tional to the axial stiffness function (see Section 8).
The paper is organized as follows. The reduction of the eigen-
value problem for the cracked rod to an equivalent eigenvalue
problem for a rod with a point mass is shown in Section 2. Certain
basic properties of the eigenvalue problem for the rod with a point
mass are listed in Section 3. The first order partial derivatives of an
eigenvalue with respect to the point mass and the mass location
are determined in Section 4. The behavior of the k-m and k-s curves
is studied in Section 5. The damage identification algorithm in a
free–free rod based on measurements of the first two positive nat-
ural frequencies is presented in Section 6. Generalizations to
resonant-antiresonant frequency data and to larger classes of rods
are illustrated in Section 7 and Section 8, respectively. Section 9 is
devoted to numerical and experimental applications of the theory.
Proofs of some technical results are collected in Appendix (Sec-
tion A). We think that the disadvantage of increasing the size of
the paper by including the Appendix is by far out-weighed by
the fact that Section 3 and, partially, Section 5, together with the
Appendix, represent a self-contained approach to the topic.
2. An equivalent eigenvalue problem for a rod with a point mass
and main result
Let us consider a longitudinally vibrating free–free straight thin
rod of length L. Denote by bA ¼ bAðzÞ the area of the transversal
2
wit
w ¼cross-section of the rod, z 2 ½0; L, and assume that bA is a strictly
positive, continuously differentiable function in ½0; L. The (con-
stant) Young’s modulus of the material is denoted by E; E > 0; c is
the (uniform) volume mass density, c > 0. We assume that the
rod has a single crack at the cross-section of abscissa zd, with
0 < zd < L. The crack is assumed to remain open during vibration
and it is modeled as a longitudinal linearly elastic spring with stiff-
ness bK , see, for example, Freund and Herrmann (1976) and Cabib
et al. (2001). The value of bK depends on the geometry of the
cracked cross-section and on the material properties of the beam,
see Section 9 for a specific expression in the case of rectangular
cross-section and transversal cracks. The free undamped longitudi-
nal vibrations of the rod with radian frequency x and spatial
amplitude bu ¼ buðzÞ are governed by the following eigenvalue
problem
where ½½u^ðzdÞ ¼ limz!zþ
d
u^ðzÞ  limz!z
d
u^ðzÞ.
By introducing the change of variables
x ¼ z
L
ð7Þ
and defining
uðxÞ¼ u^ðzÞ; AðxÞ¼ A^ðzÞ; aðxÞ¼ AðxÞ
Aðx0Þ for a given x0 2 ½0;1; ð8Þ
the eigenvalue problem (3)–(6) can be written in dimensionless
form as
where
s ¼ zd
L
2 ð0;1Þ; K ¼ K^L
EAðx0Þ 2 ð0;1Þ; k ¼
cL2x2
E
: ð13Þ
Hereinafter, we use the notation ðÞ0 ¼ dðÞdx to indicate x-differentiation.
Note that the dimensionless area of the transversal cross-section of the
rod a ¼ aðxÞ is a strictly positive, continuously differentiable function
of x in ½0;1.
Under the above assumptions, there exists a numerable sequence
of real, non-negative eigenvalues fkng1n¼0 of (9)–(12) with accumula-
tion point at1. This property follows from standard results for self-
adjoint compact operators in an Hilbert space, see, for example,
Brezis (1986), Courant and Hilbert (1966). Note that the lower eigen-
value k0 ¼ 0 corresponds to a rigid body motion uðxÞ ¼ const.
In order to study the eigenvalue problem (9)–(12), we find conve-
nient to introduce an equivalent problem. The equivalence is stated
in the next proposition. Let u be a non-trivial solution of (9)–(12) for
an eigenvalue k. We denote by ðk;uÞ the corresponding eigenpair.
Proposition 2.1.
(i) Let ðk;uÞ be an eigenpair of (9)–(12). If k > 0, then k is an
eigenvalue of the problemh
au0 in ð0; sÞ [ ðs;1Þ; b ¼ a1 in 2 ½0;1; m ¼ K1:
ð18Þ(ii) Conversely, if ðk;wÞ is an eigenpair of the problem (14)–(17),
then k; k > 0, is an eigenvalue of the problem (9)–(12) with
eigenfunction u such thatu ¼ bw0 in ð0; sÞ [ ðs;1Þ; a ¼ b1 in ð0;1Þ; K ¼ m1:
ð19ÞProof.
(i) Using (18) in (9), dividing by a and differentiating, we obtainw0
a
 0
þ kw
a
¼ 0; x 2 ð0; sÞ [ ðs;1Þ; ð20Þ
which is (14) for b ¼ a1. The end conditions (17) and the
jump condition (15) follow immediately by the definition of
w and by (10), (12). In order to deduce (16), we use (9) to
determine the limit values bw0ðsÞ and jump condition (11):
½½bw0ðsÞ ¼ k½½uðsÞ ¼  k
K
wðsÞ: ð21Þ(ii) The proof follows the same steps of the proof of case (i). hRemark 2.2. The eigenvalue problem (14)–(17) describes the free,
undamped longitudinal vibrations of a rod with cross-sectional
area b ¼ bðxÞ; b being a strictly positive and continuously differen-
tiable function in ½0;1, under simply supported end conditions and
with a point mass m placed at x ¼ s;0 < m < 1.
In the sequel, basing on the equivalence between the eigenvalue
problems (9)–(12) and (14)–(17) established in Proposition 2.1, we
will mainly consider the formulation in terms of the vibration of
the rod with the point mass. It should be noted that there is an
advantage connected with this choice, namely, the functional
space in which the eigenvalue problem (14)–(17) is formulated is
formed by functions that are more regular than those involved in
(9)–(12). In fact, jump of an eigenfunction w at x ¼ s is not allowed,
whereas the eigenfunction u may be discontinuous at the crack
location. This additional regularity simplifies the analysis of the
general properties of the eigenvalue problem (see Section 3) and
the study of the dependence of the eigenvalue on the damage vari-
ables s and K (see Sections 4 and 5).
Taking the above considerations into account, our main result
on crack identification in a longitudinally vibrating rod under
free–free end conditions can be rephrased as follows.
Theorem 2.3. Let b ¼ bðxÞ a strictly positive and continuously
differentiable function in ½0;1, with bðxÞ ¼ bð1 xÞ. The measure-
ment of the first two natural frequencies of (14)–(17) allows for the
unique determination of the intensity m and the location s of the point
mass, up to the symmetric position ð1 sÞ. The identification proce-
dure is constructive.
Sections 3–6 are devoted to the proof of Theorem 2.3. As we
premised in the Introduction, the proof consists of several steps.
Some qualitative properties of the eigenvalue problem (14)–(17),3
which play an important role in the inverse problem, are collected
in Section 3. The study of the k-m and k-s curves for the first two
eigenvalues is developed in Sections 4 and 5. It should be noted
that the assumption of symmetrical profile, e.g., bðxÞ ¼ bð1 xÞ in
½0;1, was introduced exactly in this part in order to prove some
specific properties of the critical points of the k-s curves. Finally,
the above results are used in Section 6 to prove the main theorem
by means of a constructive procedure.
3. Qualitative properties of the eigenvalue problem
In this section, the qualitative properties of the eigenvalue
problem (14)–(17) useful in our analysis are recalled. Most of them
are obtained as generalization of the corresponding results for clas-
sical Sturm–Liouville eigenvalue problems (e.g., with m ¼ 0)
(Gladwell, 2004). For the sake of completeness and for reader’s
convenience, essential details of the proofs are presented in
Appendix.
Proposition 3.1. The eigenvalues of (14)–(17) are all simple.
For a proof we refer to Appendix (Section A.1). It follows that
the spectrum of (14)–(17) is made by a strictly increasing sequence
of real numbers
0 < k1 < k2 < . . . ; ð22Þ
and to each eigenvalue we can associate a unique eigenfunction, as
it is stated in the following simple consequence of Proposition 3.1.
Corollary 3.2. Let w and ew be eigenfunctions of (14)–(17) associated
to the same eigenvalue k. Then
w ¼ c ew; in ½0;1; ð23Þ
where c is a non-vanishing constant.
Weak and variational formulation of the eigenvalue problem
(14)–(17) will be used in several places throughout the paper.
The weak formulation consists in finding w 2 H10ð0;1Þ n f0g such
thatZ 1
0
bw0u0 ¼ k
Z 1
0
bwuþmwðsÞuðsÞ
 
; for every u 2 H10ð0;1Þ:
ð24Þ
Here, H10ð0;1Þ is the Hilbert space of Lebesgue measurable functions
f : ð0;1Þ ! R such that f and its first weak derivative, f 0, are square
summable in ð0;1Þ, e.g., R 10 f 2 þ R 10 ðf 0Þ2 < 1, and the trace of f at
x ¼ 0 and x ¼ 1 vanishes, e.g., f ð0Þ ¼ f ð1Þ ¼ 0.
The Rayleigh’s Quotient associated to (24) is
R½ : H10ð0;1Þ n f0g ! R; R½u ¼
R 1
0 bðu0Þ2R 1
0 bu2 þmu2ðsÞ
: ð25Þ
Within the variational formulation of (14)–(17) the eigenvalues are
determined by solving the chain of minimum problems
R½wn ¼ min
u2Vnnf0g
R½u ¼ kn; ð26Þ
where
Vn ¼ u2H10ð0;1Þ s:t:
Z 1
0
bwiuþmwiðsÞuðsÞ ¼ 0; i¼ 1; . . . ;n1
 
:
ð27Þ
An alternative, equivalent formulation of the eigenvalue problem (26)
and (27) comes from the Maximum–Minimum Principle, that is
kn ¼ max
li2ðH10ð0;1ÞÞ
0
; i¼1;...;n1
min
u2H10ð0;1Þnf0g; liðuÞ¼0; i¼1;...;n1
R½u
( )
; ð28Þwhere ðH10ð0;1ÞÞ
0
is the dual space of H10ð0;1Þ, that is the space of all
the linear and continuous real-valued functionals li on H
1
0ð0;1Þ. We
refer to Weinberger (1965) for a complete account of the above
formulations.
The task of counting the zeros of an eigenfunction of (14)–(17)
is solved by the next proposition.
Proposition 3.3. The nth eigenfunction of (14)–(17), nP 1, has
exactly n 1 zeros inside ð0;1Þ.
A proof of this proposition is presented in Appendix
(Section A.2).
In the next sections we shall often compare the eigenpairs of
the problem (14)–(17) for finite no-vanishing m and s 2 ð0;1Þ, to
those obtained by taking either m ¼ 0 or fs ¼ 0; s ¼ 1g in (14)–
(17). For this reason, we shall denote by ðkUn ;wUn Þ the nth eigenpair
of the so-called unperturbed problem
Accordingly, the eigenpairs of the problem (14)–(17) will be called
perturbed in the following. Clearly, there exists a numerable
sequence of real, simple, strictly positive eigenvalues of (29) and
(30), say 0 < kU1 < k
U
2 < . . ., with limn!1k
U
n ¼ 1. Weak, variational
and Maximum–Minimum formulation of (29) and (30) can be
deduced by (24), (26)–(28), respectively, taking formally m ¼ 0.
Note that the statement of Proposition 3.3 obviously hold also for
the unperturbed problem.
By the variational and Maximum–Minimum formulation, the
following eigenvalue bounds can be deduced.
Proposition 3.4. Under the above assumptions and notation, we
have
kUn1 6 kn 6 k
U
n ; for every nP 1; ð31Þ
where we have defined kU0 ¼ 0.
Weak and variational formulations are powerful tools, but they
are not completely helpful in answering some of the questions that
interest us, particularly the quantitative dependence of an eigen-
value to the perturbation parameters m and s. For this reason, in
the next section we shall introduce the first-order partial deriva-
tives of an eigenvalue of (14)–(17) with respect to m and s, and
we begin the study of the function kn ¼ knðs;mÞ.
4. Eigenvalue derivatives
For a given, strictly positive continuously differentiable coeffi-
cient b, the eigenpair ðk;wÞ of (14)–(17) depends on the perturba-
tion parameters s andm. When necessary, we shall explicitly show
this dependence by writing k ¼ kðs;mÞ and w ¼ wðx; s;mÞ, where x
is the current spatial variable ranging from 0 to 1. In some cases, to
simplify the notation and when there is no ambiguity, we shall
omit the explicit dependence on the perturbation parameters.
Proposition 4.1. Let ðk;wÞ be an eigenpair of (14)–(17). We have
@k
@s
¼ k mwðsÞðw
0ðsþÞ þw0ðsÞÞ
mw2ðsÞ þ R 10 bw2 ; ð32Þ
@k
@m
¼ k w
2ðsÞ
mw2ðsÞ þ R 10 bw2 ; ð33Þ
where
w0ðsþÞ ¼ limx0!sþ dwðx;s;mÞdx jx¼x0
 
;w0ðsÞ ¼ limx0!s dwðx;s;mÞdx jx¼x0
 
.4
Fig. 1. Left derivative of wð; sÞ at s (see Eq. (39)).Proof. The authors are indebted with Giovanni Alessandrini for
providing the proof of (32).
By (24), let us rewrite the eigenvalue problem (14)–(17) in
weak form: to find w 2 H10ð0;1Þ n f0g such thatZ 1
0
bw0u0 ¼ k mwðsÞuðsÞ þ
Z 1
0
bwu
 
; for every u 2 H10ð0;1Þ:
ð34Þ
By density results, it is enough to take u in the set of C1-piecewise
functions in ½0;1, with uð0Þ ¼ uð1Þ ¼ 0. Therefore, u has finite left
and right first derivative at every point of ð0;1Þ, and u0ð0þÞ and
u0ð1Þ there exist and are finite. Let us introduce the operator
Dhf ðsÞ ¼ f ðsþ hÞ  f ðsÞh ; h > 0; s 2 ½0;1 h: ð35Þ
We apply Dh to (34) obtainingZ 1
0
bðDhw0Þu0 ¼Dhk mwðsÞuðsÞ þ
Z 1
0
bwu
 
þ k mDhðwðsÞuðsÞÞ þ
Z 1
0
bðDhwÞu
 
ð36Þ
where here u is any test function (given independently from the
position s of the point mass). We have
DhðwðsÞuðsÞÞ ¼ 1h wðsþ hÞuðsþ hÞ wðsÞuðsÞð Þ
¼ 1
h
ðwðsþ hÞ wðsÞÞuðsÞð
þwðsþ hÞðuðsþ hÞ uðsÞÞÞ
¼ ðDhwðsÞÞuðsÞ þwðsþ hÞDhðuðsÞÞ: ð37Þ
Recalling that wðsÞ ¼ wðx ¼ s; sÞ (here the dependence on the mass
intensity m is omitted), by Lagrange’s theorem we have
DhwðsÞ ¼ 1h ðwðsþ h; sþ hÞ wðs; sÞÞ
¼ 1
h
ðwðsþ h; sþ hÞ wðs; sþ hÞÞ þ 1
h
ðwðs; sþ hÞ wðs; sÞÞ
¼ w0ðsþ fh; sþ hÞ þ Dhðwðz; sÞjz¼sÞ; ð38Þ
with 0 < fh < h. Note that
lim
h!0þ
w0ðsþ fh; sþ hÞ ¼ w0ðs; sÞ; ð39Þ
see Fig. 1. Replacing (38) in (37) and in (36), we haveZ 1
0
bðDhw0Þu0 ¼Dhk mwðsÞuðsÞþ
Z 1
0
bwu
 
þk m w0ðsþfh;sþhÞuðsÞð½
þDhðwðz;sÞjz¼sÞuðsÞ
þmwðsþhÞDhðuðsÞÞþZ 1
0
bðDhwÞu
	
:
ð40Þ
Now, we take u ¼ w and we notice that Dhw belongs to the admis-
sible set of test functions for (34). In fact, Dhw is a piecewise C
1-
function in ½0;1 and Dhwð0Þ ¼ Dhwð1Þ ¼ 0. Then, as h ! 0þ, by
(39) we have
0 ¼ @k
@s
ðsþÞ mw2ðsÞ þ
Z 1
0
bw2
 
þ km w0ðs; sÞwðs; sÞ þw0ðsþ; sÞwðs; sÞð Þ; ð41Þ
and there exists the right derivative
@k
@s
ðsþÞ ¼ k mwðsÞðw
0ðsþÞ þw0ðsÞÞ
mw2ðsÞ þ R 10 bw2 : ð42ÞSimilarly, one can prove that there exists the left
derivative @k
@s ðsÞ. Left and right derivatives are equal, and (32) is
proved.
The proof of (33) is simpler and follows the above arguments.
Let us introduce the operatordhf ðmÞ ¼ f ðmþ hÞ  f ðmÞh ; h > 0; m 2 ð0;1Þ: ð43Þ
We apply the operator dh to (34) obtainingZ 1
0
bðdhw0Þu0 ¼dhk mwðs;mÞuðsÞþ
Z 1
0
bwu
 
þk wðs;mÞuðsÞþmðdhwðs;mÞÞuðsÞþ
Z 1
0
bðdhwÞu
 
;
ð44Þ
for every piecewise C1-function u defined in ½0;1 and such that
uð0Þ ¼ uð1Þ ¼ 0. Here, u is considered independent from m. We
can take u ¼ w in (44). Observing that dhw is an admissible test
function for the weak formulation of the eigenvalue problem, (44)
becomes
0 ¼ dhk mw2ðs;mÞ þ
Z 1
0
bw2
 
þ kw2ðs;mÞ: ð45Þ
Taking the limit as h! 0þ we obtain
@k
@m
ðs;mþÞ ¼ k w
2ðs;mÞ
mw2ðs;mÞ þ R 10 bw2 : ð46Þ
The left derivative is equal to the right derivative, and (33) is
proved. h5
5. k-m and k-s curves
The identification algorithm presented in Section 6 is based on
the properties of the functions kn ¼ knðs; Þ and kn ¼ knð;mÞ, the so-
called k-m and k-s curves, where kn is an eigenvalue of (14)–(17)
for a given coefficient b.
We begin with the study of the dependence of kn on the param-
eter m for a given position of the point mass.
Proposition 5.1. Let ðkn;wnÞ; ðkUn ;wUn Þ be the nth eigenpair of the
problem (14)–(17), (29)–(30), respectively, nP 1.
(i) If wUn ðs0Þ ¼ 0 for some s0 2 ½0;1, then knðs0;mÞ ¼ kUn for every
finite positive m.
(ii) If wUn ðs0Þ – 0 for some s0 2 ð0;1Þ, then kn ¼ knðs0;mÞ is a
monotonically decreasing function of m in ½0;1Þ.
(iii) If knðs0;m0Þ ¼ kUn for some s0 2 ½0;1 and m0 2 ð0;1Þ, then
wUn ðs0Þ ¼ 0.
(iv) If wnðs0; s0;m0Þ ¼ 0 for some s0 2 ½0;1 and m0 2 ð0;1Þ, then
wUn ðs0Þ ¼ 0.
Proof.
(i) If wUn ðs0Þ ¼ 0 for s0 2 ð0;1Þ, then, by direct inspection, wUn is
an eigenfunction of (14)–(17) with s ¼ s0, for every finite
m > 0. Precisely, by Proposition 3.3, wUn is the eigenfunction
associated to the nth eigenvalue kUn ¼ knðs0;mÞ. Clearly, the
eigenpairs of the unperturbed problem (29)–(30) are insen-
sitive to the point mass either if s0 ¼ 0 or s0 ¼ 1.
(ii) By integrating (33) for a given position s0 of the mass,
s0 2 ð0;1Þ, we getknðs0;mÞ ¼ kUn exp 
Z m
0
w2nðs0; s0; tÞdt
tw2nðs0; s0; tÞ þ
R 1
0 bðxÞw2nðx; s0; tÞdx
!
ð47Þ
and the thesis is proved.
(iii) By (47) with m ¼ m0, the condition knðs0;m0Þ ¼ kUn implies
wnðs0; s0; tÞ ¼ 0 for every t 2 ð0;m0Þ. Then, since
limt!0þwnðs0; s0; tÞ ¼ wUn ðs0Þ, the thesis follows.
(iv) If wnðx; s0;m0Þ is such that wnðs0; s0;m0Þ ¼ 0, then, by direct
inspection in (14)–(17), wn is an eigenfunction of the unper-
turbed problem. Precisely, by Proposition 3.3, wn is the
eigenfunction associated to the nth eigenvalue, and
knðs0;m0Þ ¼ kUn . By (iii) the thesis follows. h
If the nth eigenvalue of (29)–(30) is sensitive to the point mass,
the corresponding eigenmode changes. We compare the nodes (or
the zeros) of the corresponding eigenmodes of the problems (29)–
(30) and (14)–(17) in the next proposition.
Proposition 5.2. Suppose that wUn ðsÞ – 0, where s 2 ð0;1Þ is the mass
position. Then, the nodes of the eigenmodes of the unperturbed rod
which are located to the left of s move to the right. Similarly, the nodes
to the right of s will move to the left.Proof. The proof follows by adapting the proof of the correspond-
ing result derived in Gladwell and Morassi (1999) for longitudi-
nally vibrating rods with a single crack. h
In the remaining part of this section, we shall study the depen-
dence of an eigenvalue of (14)–(17) on the position s of the point
mass, for a given finite mass intensity m. We shall study the prob-
lem for (initially) symmetric rods, that is rods with cross-sectionalarea a ¼ aðxÞ which is an even function with respect to the mid-
point x ¼ 12, e.g. (after reduction to the equivalent problem by
Proposition 2.1)
bð1 xÞ ¼ bðxÞ; x 2 ½0;1: ð48Þ
A simple consequence of the symmetry of the unperturbed rod is
the following proposition.
Proposition 5.3. Let ðkn;wnÞ be the nth eigenpair of (14)–(17) for b
strictly positive, continuously differentiable function satisfying (48).
Let m be given, 0 < m < 1. Then
knðsÞ ¼ knð1 sÞ; s 2 ½0;1: ð49Þ
If s ¼ 12, then
for n odd; we have wnðxÞ ¼ wnð1 xÞ; ð50Þ
and
for n even; we have wnðxÞ ¼ wnð1 xÞ; x 2 ½0;1: ð51Þ
The above statements can be easily verified by direct calcula-
tion. Since, by Proposition 4.1, kn ¼ knðsÞ is a continuously differen-
tiable function, the property (49) implies the following result.Corollary 5.4. Under the assumptions of Proposition 5.3, for every
nP 1, we have
_knðsÞ ¼ 0 for s 2 0;1;12
 
: ð52Þ
In order to simplify the notation, we have introduced the sym-
bol _kn for the partial derivative of kn with respect to s. This notation
will be maintained throughout the remaining of the section.
The key result of this section is the following theorem. The
result is stated only for the first two eigenvalues of (14)–(17), since
only this set of spectral data will be used in Section 6 to identify the
point mass.
Theorem 5.5. Let ðkn;wnÞ;nP 1, be the nth eigenpair of (14)–(17)
for a strictly positive, continuously differentiable function b in ½0;1,
satisfying (48). Let m be given, 0 < m < 1. Then:
(i) k1 ¼ k1ðsÞ is a strictly decreasing function in 0; 12

 
;
(ii) there exists a unique es 2 0; 12
  such that _k2ðesÞ ¼ 0, that is
k2 ¼ k2ðsÞ is a strictly decreasing function and a strictly increas-
ing function in ð0;esÞ and in ðes; 12Þ, respectively.Proof. Case (i). We proceed by contradiction. Assume that there
exists sa 2 0; 12

 
such that _k1ðsaÞ ¼ 0. Then, recalling that
w1 ¼ w1ðx; saÞ does not vanish in ð0;1Þ by Proposition 3.3, by (32)
we have
w01ðsþa Þ þw01ðsa Þ ¼ 0: ð53Þ
By (16) and (53), we have
bðsaÞw01ðsþa Þ ¼ k1ðsaÞ
m
2
w1ðsaÞ; ð54Þ
bðsaÞw01ðsa Þ ¼ k1ðsaÞ
m
2
w1ðsaÞ; ð55Þ
where w1ðsaÞ ¼ w1ðx ¼ sa; saÞ. Then, the restriction w1jð0;saÞ;w1jðsa ;1Þ
of the function w1 to the sub-intervals ð0; saÞ and ðsa;1Þ, respec-
tively, – which will be denoted by the same symbol w1 in the sequel
– satisfies separately the two problems6
Note that condition (15) (e.g., ½½wðsaÞ ¼ 0) can always be satisfied
by an appropriate scaling of w1jð0;saÞ and w1jðsa ;1Þ. By changing vari-
ables zðxÞ ¼ 1 x in (59)–(61), by the symmetry of b and using
(49), the problem (59)–(61) can be written as
where w^ðzðxÞÞ ¼ wð1 zðxÞÞ. More generally, let us denote by
fgngnP1 the eigenvalues of the problem
and by flkgkP1 those of the problem (written with respect to the
independent variable x)
From the physical point of view, the eigenvalue problem (65)–(67)
(respectively, (68)–(70)) corresponds to the free vibration of a can-
tilever b ¼ bðxÞwith end at x ¼ 0 clamped and carrying a point mass
m
2 at the other end x ¼ sa (respectively, x ¼ 1 sa). The function
w1jð0;saÞ is the first eigenfunction of (65)–(67) and it corresponds
to the eigenvalue g1 ¼ k1ðsaÞ by construction. This follows from
the fact that w1jð0;saÞ does not vanish in ð0; sa (by Proposition 3.3)
and that the first eigenfunction of (65)–(67) has no zeros in ð0; sa.
This last property can be proved by using the same arguments of
the proof of Proposition 3.3. Similarly, the function w1jð0;1saÞ (after
the change of variables zðxÞ ¼ 1 x) is the first eigenfunction of
(68)–(70) with l1 ¼ k1ðsaÞ.
We shall prove that if sa 2 0; 12

 
, then l1 < g1, a contradiction.
By the variational formulation of the eigenvalue problem (68)–
(70), we have
l1 ¼ min
w2H1ð0Þð0;1saÞnf0g
R 1sa
0 bðw0Þ
2R 1sa
0 bw
2 þ m2 w2ð1 saÞ
; ð71Þ
where H1ð0Þð0;1 saÞ ¼ ff : ð0;1 saÞ ! R j
R 1sa
0 ðf 2 þ f 0

 2Þ < 1;
f ð0Þ ¼ 0g. We select in (71) a restricted class of test functions
belonging to H1ð0Þð0;1 saÞ by taking
wðxÞ ¼ uðxÞ; x 2 ð0; saÞ;
uðsaÞ; x 2 ðsa;1 saÞ;

ð72Þ
where u 2 H1ð0Þð0; saÞ. Then, the minimum in (71) cannot decrease,
and we have
l1 6 min
u2H1ð0Þð0;saÞnf0g
R sa
0 bðu0Þ2R sa
0 bu2 þu2ðsaÞ
R 1sa
sa
bþ m2 u2ðsaÞ
: ð73ÞIn (73) we choose u coincident with the eigenfunction associated to
the first eigenvalue of the problem (65)–(67), say u ¼ u1g. Again,
the minimum cannot decrease and we have
l1 6
R sa
0 bðu01gÞ2R sa
0 bu
2
1g þ u21gðsaÞ
R 1sa
sa
bþ m2 u21gðsaÞ
: ð74Þ
Since sa 2 0; 12

 
, we have
R 1sa
sa
b > 0. Moreover, it is known that
u21gðsaÞ– 0. Then
l1 <
R sa
0 bðu01gÞ2R sa
0 bu
2
1g þ m2 u21gðsaÞ
¼ g1; ð75Þ
which is the desired contradiction. We have proved that the
first derivative of k1 ¼ k1ðsÞ never vanishes in 0; 12

 
. Since, by
Proposition 3.4, 0 < k1ðsÞ 6 kU1 in ½0;1 and, by Proposition 5.1
(points (i) and (ii)), k1ð0Þ ¼ kU1 and k1 12

 
< kU1 , the function
k1 ¼ k1ðsÞ is monotonically decreasing in 0; 12

 
.
Case (ii). By Proposition 3.4, we have k2 6 kU2 in ½0;1 and, by
Proposition 5.1 (points (i) and (ii)), k2ð0Þ ¼ k2 12

  ¼ kU2 . Then, there
exists es 2 0; 12
  such that _k2ðesÞ ¼ 0. We need to prove the unique-
ness of es, that is, if sa 2 0; 12
  and sb 2 0; 12
  are such that
_k2ðsaÞ ¼ _k2ðsbÞ ¼ 0, then we must have sa ¼ sb.
As in Case (i), we proceed by contradiction, and we show that if
sa 2 0; 12

 
; sb 2 0; 12

 
are such that _k2ðsaÞ ¼ _k2ðsbÞ ¼ 0 with sa – sb,
then we have a contradiction.
Without loss of generality we can assume sa < sb. Let us denote
by w2 ¼ w2ðx; saÞ the second eigenfunction of the fixed–fixed rod
b ¼ bðxÞ (associated to the eigenvalue k2ðsaÞ) with a point mass m
located at sa.
We note that, by (32), if _k2ðsaÞ ¼ 0, then w02ðsþa Þ þw02ðsa Þ ¼ 0. In
fact, if w2ðsaÞ ¼ 0, then, by Proposition 5.1 (point (iv)) the
unperturbed eigenfunction wU2 vanishes at x ¼ sa. This contradicts
the fact that, by symmetry, wU2 vanishes at x ¼ 12 only.
By proceeding as it was made in Case (i) and taking into account
the symmetry of b, it turns out that ðk2ðsaÞ;w2ðx; saÞjð0;saÞÞ is an
eigenpair of the eigenvalue problem
and ðk2ðsaÞ;w2ðx;1 saÞjð0;1saÞÞ is an eigenpair of the eigenvalue
problem (after changing variables zðxÞ ¼ 1 x)
Note that, in order to simplify the notation, in (78), expressions
w2ðsaÞ;w02ðsaÞ mean w2ðx ¼ sa; saÞ, w02ðx ¼ sa; saÞ, respectively, and
similarly in (81). Moreover, after changing variables zðxÞ ¼ 1 x,
in problem (79)–(81), with a slight abuse of notation, we have
denoted by the same symbol w2 the function w^2ðzðxÞÞ ¼
w2ð1 zðxÞÞ.
Similarly, suppose that _k2ðsbÞ ¼ 0. Then, w02ðsþb Þ þw02ðsb Þ ¼ 0
and ðk2ðsbÞ;w2ðx; sbÞjð0;sbÞ  ew2Þ is an eigenpair of the problem7
and ðk2ðsbÞ;w2ðx;1 sbÞjð0;1sbÞ  ew2Þ is an eigenpair of the
problem
By Proposition 3.3, the 2nd vibrating mode w2 ¼ w2ðx; saÞ has
exactly one zero in ð0;1Þ, say xð1Þ2 , with sa < xð1Þ2 < 12 by Proposition
10.5 in Appendix (Section A.3). Analogously, ew2 ¼ w2ðx; sbÞ vanishes
in ð0;1Þ only at exð1Þ2 , with sb < exð1Þ2 < 12. By counting the number
of zeros in the intervals ð0; saÞ; ð0;1 saÞ; ð0; sbÞ; ð0;1 sbÞ of the
functions w2ðx;saÞjð0;saÞ;w2ðx;1saÞjð0;1saÞ, w2ðx;sbÞjð0;sbÞ;
w2ðx;1sbÞjð0;1sbÞ, respectively, we can conclude that:
w2ðx; saÞjð0;saÞ is the first eigenfunction of the eigenvalue prob-
lem (76)–(78), namely
w2ðx;1 saÞjð0;1saÞ is the second eigenfunction of the eigenvalue
problem (79)–(81), namely
ew2ðx; sbÞjð0;sbÞ is the first eigenfunction of the eigenvalue problem
(82)–(84), namely
and ew2ðx;1 sbÞjð0;1sbÞ is the second eigenfunction of the eigen-
value problem (85)–(87), namely
By assumption, we have
g1 ¼ l2; j1 ¼ v2: ð100Þ
Then, to obtain the thesis, it is enough to show that the following
strict inequalities hold
j1 < g1; ð101Þ
l2 < v2: ð102Þ
In fact, by (100) and (101), (102), we have
v2 ¼ j1 < g1 ¼ l2 < v2; ð103Þ
that is v2 < v2, a contradiction.
The proof of (101) follows the same lines of the proof of (75).
More precisely, by the variational formulation we have
j1 ¼ min
w2H1ð0Þð0;sbÞnf0g
R sb
0 bðw0Þ
2R sb
0 bw
2 þ m2 w2ðsbÞ
: ð104ÞWe restrict the set of test functions by assuming
wðxÞ ¼ uðxÞ; x 2 ð0; saÞ;
uðsaÞ; x 2 ðsa; sbÞ;

ð105Þ
with u 2 H1ð0Þð0; saÞ (recall that 0 < sa < sb < 12). Then, the minimum
cannot decrease:
j1 6 min
u2H1ð0Þð0;saÞnf0g
R sa
0 bðu0Þ2R sa
0 bu2 þu2ðsaÞ
R sb
sa
bþ m2 u2ðsaÞ
: ð106Þ
Taking u ¼ u1g (that is, the first eigenfunction of (88)–(90) associ-
ated to the eigenvalue g1) the minimum cannot decrease and we
have
j1 6
R sa
0 bðu01gÞ2R sa
0 bu
2
1g þ u21gðsaÞ
R sb
sa
bþ m2 u21gðsaÞ
: ð107Þ
Since u21gðsaÞ– 0 and
R sb
sa
b > 0 (recall that sa < sb), and using the def-
inition of the Rayleigh’s Quotient we have
j1 <
R sa
0 bðu01gÞ2R sa
0 bu
2
1g þ m2 u21gðsaÞ
¼ R½u1g ¼ g1; ð108Þ
which is (101).
The proof of (102) makes use of the Maximum–Minimum
characterization of the eigenvalues (28). We have
l2 ¼ min
w2H1ð0Þð0;1saÞnf0g; l

1ðwÞ¼0
R 1sa
0 bðw0Þ
2R 1sa
0 bw
2 þ m2 w2ð1 saÞ
; ð109Þ
where
l1ðwÞ ¼
Z 1sa
0
bwu1g þm2 wð1 saÞu1gð1 saÞ; ð110Þ
and u1l is the first eigenfunction of (91)–(93). We restrict the set of
the test functions by taking
wðxÞ ¼ uðxÞ; x 2 ð0;1 sbÞ;
uð1 sbÞ; x 2 ð1 sb;1 saÞ;

ð111Þ
where u 2 H1ð0Þð0;1 sbÞ (recall that 0 < sa < sb < 12). Then, the min-
imum cannot decrease and we have
l2 6 min
u2H1ð0Þð0;1sbÞnf0g; l

1ðuÞ¼0
R 1sb
0 bðu0Þ2R 1sb
0 bu2 þu2ð1 sbÞ
R sb
sa
bþ m2u2ð1 sbÞ
;
ð112Þ
where
l1ðuÞ ¼
Z 1sb
0
buu1g þuð1 sbÞ
Z 1sa
1sb
bu1l þm2 uð1 sbÞu1gð1 saÞ:
ð113Þ
Now, we evaluate the minimum of the Rayleigh’s Quotient shown in
(112) under a generic constraint el1ðuÞ ¼ 0, where el1 is a linear con-
tinuous functional on H1ð0Þð0;1 sbÞ, and we take the maximum on
all the possible choices of el1 2 ðH1ð0Þð0;1 sbÞÞ0. Then, the minimum
in (112) cannot decrease, and we have
l26 maxel12ðH1ð0Þ ð0;1sbÞÞ0 minu2H1ð0Þ ð0;1sbÞnf0g;el1ðuÞ¼0
R 1sb
0 bðu0Þ2R 1sb
0 bu2þu2ð1sbÞ
R sb
sa
bþm2u2ð1sbÞ
:
ð114Þ
By the Maximum–Minimum Principle, the right hand side of (115)
is the second eigenvalue, say ev2, of the following problem8
Note that problem (115)–(117) describes the free longitudinal
vibration of a cantilever rod with a point mass of intensity
m
2 þ
R sb
sa
b
 
at the right end. Since
R sb
sa
b > 0 and every eigenfunction
of (115)–(117) does not vanish at x ¼ 1 sb, by Monotonicity theo-
rems we haveev2 < v2; ð118Þ
which implies l2 < v2, and the proof of the inequality (102) is com-
plete. hFig. 2. A k–curves damage identification algorithm based on resonant frequency
data: first case.6. A k-curves based identification algorithm
In this section we prove Theorem 2.3. The proof is constructive
and leads to an algorithm for the determination of the parameters
fs;mg in the problem (14)–(17) from the knowledge of the first two
natural frequencies. Let fk1; k2g be the experimental values of the
first two eigenvalues of (14)–(17), for a given, strictly positive
b; b 2 C1ð½0;1Þ and bðxÞ ¼ bð1 xÞ in ½0;1, and for certain
s 2 ð0;1Þ;0 < m < 1. The input data are assumed to satisfy
conditions (31), precisely
0 < k1 < kU1 ; k
U
1 6 k2 6 k
U
2 : ð119Þ
Note that, by Propositions 5.1 and 3.3, the upper bound in the left
inequality of (119) is strict, that is the first eigenvalue is always
”sensitive” to the presence of the point mass m when s 2 ð0;1Þ.
If k2 ¼ kU2 , then by Propositions 5.1 and 5.3 the point mass m is
located at s ¼ 12. By Proposition 5.1, k1 ¼ k1 12 ;m

 
is a monotonically
decreasing function of m and, in addition,
lim
m!1
k1
1
2
;m
 
¼ 0þ: ð120Þ
The simpler way to prove (120) is to come back to the original
crack-problem (9)–(12) and take the limit of the first (positive)
eigenvalue as K ! 0þ. Roughly speaking, when K ! 0þ, the rod
splits in two rods of length s and 1 s, both under free–free end
conditions. Clearly, k1ðKÞ ! 0þ as K ! 0þ. By (120) and by the
monotonicity of the function k1 12 ; 

 
form 2 ½0;1Þ, we can uniquely
determine m by solving k1 ¼ k1 12 ;m

 
.
In the remaining of the section we shall consider the nontrivial
condition k2 < kU2 and, by symmetry (see Proposition 5.3), we
assume s 2 0; 12

 
.
The main steps of the algorithm are presented in the sequel.
We start by determining the values m1 ;m

2 ;0 < m

i < 1;
i ¼ 1;2, of the parameter m such that
k1 ¼ k1 12 ;m

1
 
; ð121Þ
k2 ¼ k2 s2min;m2

 
; ð122Þ
where (by Theorem 5.5, part ii) s2min 2 0; 12

 
is the unique point such
that @k2
@s ðs2min;m2 Þ ¼ 0. Note that m1 –m2 and, clearly, m1 ;m2 are
estimates from below of the unknown parameter m:
m2 6 m; m1 < m: ð123Þ
We consider preliminarily the special case in which the
curve y ¼ k1ðs;m2 Þ and the straight line y ¼ k1 have a (unique)intersection point P with abscissa coinciding with s2min. In this case,
obviously, we have m ¼ m2 and s ¼ s2min. If the above condition is
not satisfied, e.g., if either the intersection point does not exist or
its abscissa is different from s2min, then
maxfm1 ;m2 g < m ð124Þ
and we need to distinguish two main cases.
FIRST CASE:
maxfm1 ;m2 g ¼ m1 : ð125Þ
In a reference cartesian system ðy; sÞ, we determine the curve
y ¼ k2ðs;m1 Þ (see the dashed curve in Fig. 2). By Proposition 5.1
and Theorem 5.5 (point ii), the curve y ¼ k2ðs;m1 Þ intersects the
straight line y ¼ k2 exactly at two points, say Pð1Þ2l ; Pð1Þ2r , located to
the left (Pð1Þ2l ) and to the right (P
ð1Þ
2r ) of the point P2min ¼ ðs2min; k2Þ.
Let us denote by sð1Þ2l ; s
ð1Þ
2r their abscissa, respectively. The curve
y ¼ k1ðs;m1 Þ is tangent at Pð1Þ1 ¼ sð1Þ1 ¼ 12 ; k1
 
to the straight line
y ¼ k1.
Suppose to increase continuously m from m1 to, say, m
 > m1 ,
with m not too large. We obtain two curves
y ¼ k2ðs;mÞ; y ¼ k1ðs;mÞ (see the dotted curves in Fig. 2). The
abscissa of the intersection points Pð2Þ2l ; P
ð2Þ
2r between y ¼ k2ðs;mÞ
and y ¼ k2 are sð2Þ2l ; sð2Þ2r , respectively. The point Pð2Þ2r moves to the
right of Pð1Þ2r , and P
ð2Þ
2l to the left of P
ð1Þ
2l . The abscissa of the intersec-
tion point Pð2Þ1 between y ¼ k1ðs;mÞ and y ¼ k1 is sð2Þ1 , and Pð2Þ1
moves to the left of Pð1Þ1 . (Note that, since s
ð1Þ
2r < s
ð1Þ
1 ¼ 12, by continu-
ity, such a choice of m is always possible.) It follows that, for
m > m1 and m
 not too large, sð2Þ2r and s
ð2Þ
1 (with s
ð2Þ
2r < s
ð2Þ
1 ) move
one toward each other. By increasing continuously m (from m1
to 1, say), the intersection point P1 between y ¼ k1ðs;mÞ and the
straight line y ¼ k1 moves from the right to the left, its abscissa
s1 ¼ sðP1Þ is a monotonically decreasing function of m and, more-
over, limm!1sðP1Þ ¼ 0þ. (Note that if sðP1Þ has an accumulation
point at s1 > 0 as m!1, then we can find a contradiction with9
Fig. 4. A k–curves damage identification algorithm based on resonant frequency
data: second case, subcase (b).Proposition 5.1.) Simultaneously, the point P2r obtained as the right
intersection of y ¼ k2ðs;mÞ and y ¼ k2 is such that s2r ¼ sðP2rÞ is
monotonically increasing as m increases. Then, we can conclude
that there exists a unique value em such that s2r ¼ s1. The value em
is the intensity of the mass, and s ¼ s1 is its position.
SECOND CASE:
maxfm1 ;m2 g ¼ m2 : ð126Þ
In this case, we determine the curve y ¼ k1ðs;m2 Þ. This curve has
only one point of intersection with the straight line y ¼ k1, say
Pð1Þ1 , with abscissa s
ð1Þ
1 ¼ sðPð1Þ1 Þ such that 0 < sð1Þ1 < 12. Here, we need
to distinguish two subcases, indicated by (a) and (b) in what fol-
lows, depending on the relative position of s2min and s
ð1Þ
1 .
SECOND CASE – (a):
s2min 6 sð1Þ1 : ð127Þ
The situation is illustrated in Fig. 3. If s2min ¼ sð1Þ1 , then the inverse
problem is solved. If s2min < s
ð1Þ
1 , then we can repeat the procedure
used in the First Case. In brief, by increasing continuously m, with
m > m2 , the points P1 (intersection between y ¼ k1ðs;mÞ and
y ¼ k1) and P2r (right intersection between y ¼ k2ðs;mÞ and y ¼ k2)
shown in Fig. 3 move toward each other. Since limm!1sðP1Þ ¼ 0þ
and sðP2rÞ is increasing with respect to m, there exists exactly one
value em such that sðP1Þ ¼ sðP2rÞ, and the problem is solved.
SECOND CASE – (b):
s2min > s
ð1Þ
1 : ð128Þ
In this case, by increasingm (fromm2 to1), both the points P2l (left
intersection between y ¼ k2ðs;mÞ and y ¼ k2) and Pð2Þ1 (intersection
between y ¼ k1ðs;mÞ and y ¼ k1) move to the left, see Fig. 4, and
we need to change our arguments. We use the following property:
there exists m, m > m2 and m
 large enough, such that the left
intersection point P2l between y ¼ k2ðs;mÞ and y ¼ k2 is to the left
of Pð1Þ1 , that is s

2 ¼ sðP2lÞ < sðPð1Þ1 Þ, see Fig. 5. (In fact, one can prove
that limm!1sðP2ðmÞÞ ¼ 0þ.) Now, by decreasing m (from m toFig. 3. A k–curves damage identification algorithm based on resonant frequency
data: second case, subcase (a).
Fig. 5. A k–curves damage identification algorithm based on resonant frequency
data: new argument for second case, subcase (b).m2 ), the left intersection point P2lðmÞ between y ¼ k2ðs;mÞ and
y ¼ k2 moves monotonically to the right, and
limm!m2 sðP2lðmÞÞ ¼ s2min, whereas, by increasing m (from m2 to
1), the intersection point P1ðmÞ between y ¼ k1ðs;mÞ and y ¼ k1
moves monotonically to the left, and limm!1sðP1ðmÞÞ ¼ 0þ.
Therefore, there exists a unique value of m, say em, withem 2 ðm2 ;mÞ, such that sðP2lð emÞÞ ¼ sðP1ð emÞÞ, and the problem is
solved.10
In conclusion, we have presented a constructive algorithm for
the unique identification of the position s and intensity m of the
point mass (e.g., equivalently, the position s and the severeness
K ¼ m1 of the crack, see Proposition 2.1) from the knowledge of
the first two eigenfrequencies of (14)–(17). As the referential rod
is symmetric with respect to the mid-point, the position s of the
point mass is determined up to the symmetric position 1 s. In
the next section we shall show that the indeterminacy due to the
symmetry can be removed by replacing the information on the sec-
ond natural frequency by the knowledge of a suitable antiresonant
frequency of the rod.7. Identification by one resonant and one antiresonant
frequency
In this section we shall prove that the crack in the rod (14)–(17)
can be uniquely located using the first natural frequency of the
cracked rod and the first antiresonant frequency of the driving
point frequency response function (FRF) of the rod evaluated at
one free end, say at x ¼ 0. These antiresonances are the zeros of
the FRF Hðx;0;0Þ, and they coincide with the natural frequencies
of the cracked rod when the longitudinal displacement at the
cross-section x ¼ 0 is hindered. Therefore, the antiresonances of
Hðx;0;0Þ are the natural frequencies of the cantilever rod sup-
ported at x ¼ 0. Under the same notation of Section 2, the corre-
sponding eigenvalue problem written in dimensionless form is
By adapting the proof of Proposition 2.1, it turns out that the eigen-
value problem (129)–(133) for the cracked supported-free rod is
equivalent to the following eigenvalue problem for a free-
supported rod with a point mass at x ¼ s:
where, as in (18), b ¼ a1 and m ¼ K1, and the symmetry assump-
tion bðxÞ ¼ bð1 xÞ on b is maintained. We shall denote by
0 < k1A < k2A < . . . ð139Þ
the eigenvalues of (134)–(138).
The qualitative properties of the eigenvalue problem (134)–
(138) useful for our treatment can be derived as it was done in Sec-
tion 3 for the problem (14)–(17). The eigenvalue derivative expres-
sions (32), (33) still hold in the present case, and eigenpair
sensitivity properties can be deduced following the lines shown
in the first part of Section 5. Most of the steps in the preceding
proofs can be duplicated, with proper modifications, and will not
repeated here. Instead, we shall consider in some detail the quali-
tative behavior of the k-s curve for the first eigenvalue k1A, which is
the key property used in the identification algorithm illustrated at
the end of the present section.
The following result is the equivalent of point (ii) in
Theorem 5.5.Theorem 7.1. Let ðk1A;w1Þ be the first eigenpair of (134)–(138) for b
strictly positive, continuously differentiable function in ½0;1. Let m be
given, 0 < m < 1. Then _k1Að0Þ > 0; _k1Að1Þ ¼ 0, and k1A ¼ k1AðsÞ is a
strictly increasing function in ð0;1Þ.
Proof. By (32), we have _k1Að1Þ ¼ 0. Observing that
_k1Að0Þ ¼ k1A mw1ð0Þw
0
1ð0Þ
mw21ð0Þþ
R 1
0
bw21
and recalling that, for a mass m placed
at x ¼ 0 the end condition is bð0Þw01ð0Þ ¼ k1Amw1ð0Þ, we easily
get _k1Að0Þ ¼ k
2
1Am
2w21ð0Þ
bð0Þ mw21ð0Þþ
R 1
0
bw21
 . Since w1ð0Þ– 0, the above expres-
sion implies _k1Að0Þ > 0.
In order to prove that k1A ¼ k1AðsÞ is a monotonically increasing
function of s, it is enough to prove that _k1A never vanishes in ð0;1Þ.
Note that k1AðsÞ 6 kU1A and that k1Að0Þ < kU1A, where kU1A is the
unperturbed antiresonance value, e.g., the first eigenvalue of the
problem (134)–(138) for m ¼ 0.
We proceed by contradiction. Assume that there exists
sa 2 ð0;1Þ such that _k1AðsaÞ ¼ 0. Then, by (32), we have
w01ðsþa Þ þw01ðsa Þ ¼ 0: ð140Þ
By (140) and (136), (137) we have
bðsaÞw01ðsþa Þ ¼ k1AðsaÞ
m
2
w1ðsaÞ; ð141Þ
bðsaÞw01ðsa Þ ¼ k1AðsaÞ
m
2
w1ðsaÞ: ð142Þ
It follows that the restriction of the functionw1 ¼ w1ðx; saÞ (which is
the eigenfunction associated to the first eigenvalue k1AðsaÞ of (134)–
(138)) to the intervals ð0; saÞ and ðsa;1Þ satisfies separately the two
eigenvalue problems
The problem (143)–(145) describes the free vibration of a rod with
free end at x ¼ 0 and with a point massm at the end x ¼ s. We recall
that the function w1, as first eigenfunction of the problem (134)–
(138), does not vanish in ½0;1Þ. Then, its restriction w1jð0;saÞ to the
subinterval ½0; sa does not vanish, and then w1jð0;saÞ is the first
eigenfunction of the eigenvalue problem (143)–(145). But the first
eigenfunction of (143)–(145) is associated to the zero eigenvalue,
that is k1AðsaÞ ¼ 0, which is a contradiction since the fundamental
eigenvalue of (134)–(138) is strictly positive (see (139)). The proof
of the theorem is complete. h
We conclude this section with the following reconstruction
result: the measurement of the first natural frequency k1 of (14)–
(17) and the first antiresonant frequency k1A of (134)–(138) allows
for a unique determination of the position s of the point mass and
of its intensity m.
To prove the above statement, it is enough to adapt the algo-
rithm presented in Section 6. The main steps of the procedure
are presented in the sequel. Note that, by the Variational Theory
of eigenvalues, k1AðsÞ < k1ðsÞ in ½0;1Þ.
Let us denote by k1; k1A the measured frequency data. As a first
step, we determine the values m1 ;m

1A such that11
Fig. 6. A k–curves damage identification algorithm based on resonant and
antiresonant frequency data: first case.
Fig. 7. A k–curves damage identification algorithm based on resonant and
antiresonant frequency data: second case.k1 12 ;m

1

  ¼ k1; k1Að0;m1AÞ ¼ k1A. Clearly, m1 –m1A and
m > maxfm1 ;m1Ag.
Suppose thatm1A > m

1 . Then, we can follow a procedure similar
to that used in the First Case of the identification algorithm shown
in Section 6, see Fig. 6. First, we determine the curve y ¼ k1ðs;m1AÞ.
The two points of intersection of this curve with the straight line
y ¼ k1 are symmetrically placed with respect to s ¼ 12, say P1l
and P1r . By increasing continuously m (from m1A to 1), the
left point P1l moves monotonically to the left of s ¼ 12, and
limm!1sðP1lÞ ¼ 0þ. Simultaneously, the point P1A given by the
intersection of the curve y ¼ k1Aðs;mÞ with the straight line
y ¼ k1A moves monotonically to the right of s ¼ 0 for monotonically
increasing values ofm (fromm1A to1). Then, there exists a uniquees 2 0; 12
  such that es ¼ sðP1AÞ ¼ sðP1lÞ, and the problem is solved.
Assume now that m1A < m

1 . In this case, we determine the
curve y ¼ k1Aðs;m1 Þ and, as we did in Section 6 (Second Case), we
need to distinguish two cases, case (a) and case (b), depending
whether the abscissa sðP1AÞ of the intersection point P1A between
y ¼ k1Aðs;m1 Þ and y ¼ k1A is greater or less than 12. In brief, if
sðP1AÞ 6 12, then we can follow an argument similar to that
employed above. Otherwise, if sðP1AÞ > 12, then we determine m
large enough such that the intersection point P2r between
y ¼ k1ðs;mÞ and y ¼ k1 is to the right of P1A, that is
sðP2rÞ > sðP1AÞ, see Fig. 7. Finally, by decreasing monotonically m
(from m) in the graph y ¼ k1ðs;mÞ and increasing monotonically
m (fromm1 ) in the graph y ¼ k1Aðs;mÞ, we can solve the identifica-
tion problem.8. Extensions
In this section we generalize the results obtained in Section 7
to (symmetric) rods whose vibrations are described bySturm–Liouville operators more general than those appearing in
(9)–(12). As before, the identification method is based on the
behavior of the k–m and k–s curves for the corresponding eigen-
value problems. In turn, these properties follow from qualitative
results on the eigensolutions analogous to those presented in Sec-
tion 3 and 4. Most of the steps in the preceding analysis can be
repeated and, therefore, in the sequel we shall state the main
results and we omit the details of the proofs.
Let us consider the cracked rod under free–free end conditions
introduced at the beginning of Section 2, with a crack of severity K
at the position s 2 ð0;1Þ. Here, differently from what previously
assumed in (9)–(12), the axial stiffness a ¼ aðxÞ is not necessarily pro-
portional to the linearmass density q ¼ qðxÞ of the rod. Therefore, the
free undamped vibrations are governed by the eigenvalue problem
The functions a and q are assumed to be strictly positive continu-
ously differentiable functions, satisfying the symmetry condition
aðxÞ ¼ að1 xÞ and qðxÞ ¼ qð1 xÞ in ½0;1.12
The eigenpairs of (149)–(152) are denoted by fðkn;unÞg1n¼0,
where k0 ¼ 0 is the eigenvalue associated to a rigid body motion
of the rod. By adapting the proof of Proposition 2.1, it can be seen
that the positive eigenvalues of (149)–(152) coincide with the
eigenvalues of a rod carrying a point mass m ¼ K1 at x ¼ s, under
supported-supported end conditions:
with
w ¼ au0 in ð0; sÞ [ ðs;1Þ; b ¼ q1 and r ¼ a1 in ½0;1: ð157Þ
A direct inspection of the proofs presented in the previous sections
shows that the qualitative properties stated in Proposition 3.1,
Proposition 3.3 and Proposition 3.4 can be extended to cover the
present case. Moreover, the eigenvalue derivative expressions
(32), (33) derived in Proposition 4.1 are now replaced by
@k
@s
¼ k mwðsÞðw
0ðsþÞ þw0ðsÞÞ
mw2ðsÞ þ R 10 rw2 ; ð158Þ
@k
@m
¼ k w
2ðsÞ
mw2ðsÞ þ R 10 rw2 ; ð159Þ
where ðk;wÞ is an eigenpair of (153)–(156). The above properties
are used to prove the following analogue of Theorem 5.5, restricted
to the first eigenvalue k1 of (153)–(156). As usual, let us denote by
kU1 the corresponding unperturbed eigenvalue, e.g., the first eigen-
value of (153)–(156) for m ¼ 0.
Theorem 8.1. Let k1 ¼ k1ðsÞ be the first eigenvalue of (153)–(156)
for a given point mass m, 0 < m < 1, placed at s. Then,
k1ð0Þ ¼ k1ð1Þ ¼ kU1 , _k1ð0Þ ¼ _k1ð1Þ ¼ 0, and there exists a uniquees 2 ð0;1Þ such that _k1ðesÞ ¼ 0, that is the function k1 ¼ k1ðsÞ is strictly
monotone decreasing and strictly monotone increasing in ð0;esÞ and in
ðes;1Þ, respectively.
In order to state the main result of this section, we need to
introduce the antiresonant frequencies of the driving-point FRF
Hðx;0;0Þ of the free–free cracked rod. Following the analysis of
Section 7 and adapting the proof of Proposition 2.1, these antires-
onances are the eigenvalues of the problem for a free-supported
rod with a point mass m ¼ K1 at x ¼ s:
Then, it is possible to prove the following result.
Theorem 8.2. For a given m;0 < m < 1, the first eigenvalue
k1A ¼ k1AðsÞ of (160)–(164) is a strictly increasing function of s in
½0;1Þ, with k1Að0Þ < kU1A; k1Að1Þ ¼ kU1A, _k1Að1Þ ¼ 0.
The main consequence of Theorem 8.1 and Theorem 8.2 is
the following improvement of the identification result stated
in Section 7: The knowledge of the first eigenvalue of the
supported-supported rod and the first eigenvalue of the free-supported rod allows to determine uniquely the mass location and
intensity.
The reconstruction algorithm follows the lines of that presented
in Section 7.
9. Applications
9.1. Discrete approximation of the eigenvalue problem
The application of the crack identification method illustrated in
previous sections requires the implementation of a numerical
model for the determination of the eigenvalues of the vibrating
rod. With the aim of illustrating the main numerical aspects, we
shall consider in detail the weak formulation (24), the analysis of
other boundary conditions (see Section 7) or more general opera-
tors (see Section 8) being similar. The weak formulation (24) con-
sists in finding w 2 H10ð0;1Þ n f0g such thatZ 1
0
bw0u0 ¼ k
Z 1
0
bwuþmwðsÞuðsÞ
 
; for every u
2 H10ð0;1Þ: ð165Þ
To find a discrete version of (165), we can work on the finite dimen-
sional subspace H of the piecewise-linear continuous functions. In
fact, H is dense in H10ð0;1Þ, that is, for every f 2 H10ð0;1Þ and for
every  > 0, there exists ef 2 H such that kf  ef kH1ð0;1Þ < . More pre-
cisely, let us consider the following approximation ew of w in (165):
ewðxÞ ¼XN
i¼1
uiðxÞ ewi; ð166Þ
where ew ¼ ð ew1; . . . ; ewNÞ 2 RN and the test functions ui ¼ uiðxÞ,
i ¼ 1; . . . ;N, are defined as follows
uiðxÞ ¼
0; x 2 ½0;1 n ðxi1; xiþ1Þ;
xxi1
xixi1 ; x 2 ðxi1; xiÞ;
1 xxixiþ1xi ; x 2 ðxi; xiþ1Þ:
8><>: ð167Þ
The mesh fx0 ¼ 0 < x1 < . . . < xN < xNþ1 ¼ 1g is chosen such that
the nodes xi are equally spaced, e.g., xiþ1  xi ¼ Dx ¼ 1Nþ1, for every
i ¼ 0; . . . ;N, and there exists an index is 2 f1; . . . ;Ng, such that
s ¼ isDx. Replacing (167) in (165), the discrete version of the eigen-
value problem (165) consists in finding ðek; ewÞ; ew 2 RN n f0g, solu-
tion to
K ew ¼ ekM ew; ð168Þ
where K;M are the N  N real symmetric matrix of the stiffness and
of the inertia of the system. In particular,
Mi;j ¼ Mi;j þmdi;isdis ;j; i; j ¼ 1; . . . ;N; ð169Þ
where Mi;j ¼ 0 if ji jj > 1 and
Mi;i ¼
Z xiþ1
xi1
bðxÞu2i ðxÞdx; i ¼ 1; . . . ;N; ð170Þ
Mi;iþ1 ¼
Z xiþ1
xi
bðxÞuiðxÞuiþ1ðxÞdx; i ¼ 1; . . . ;N  1; ð171Þ
Mi1;i ¼
Z xi
xi1
bðxÞui1ðxÞuiðxÞdx; i ¼ 2; . . . ;N: ð172Þ
Moreover, Ki;j ¼ 0 if ji jj > 1 and
Ki;i ¼ 1Dx
 2 Z xiþ1
xi1
bðxÞdx; i ¼ 1; . . . ;N; ð173Þ13
Ki;iþ1 ¼  1Dx
 2 Z xiþ1
xi
bðxÞdx; i ¼ 1; . . . ;N  1; ð174Þ
Ki1;i ¼  1Dx
 2 Z xi
xi1
bðxÞdx; i ¼ 2; . . . ;N: ð175Þ9.2. Numerical implementation of the identification method
A numerical code has been developed for the practical applica-
tion of the damage identification method. For the sake of simplic-
ity, reference is made to damage identification in a free–free rod
from two natural frequencies.
Essentially, the algorithm follows the steps presented in Sec-
tion 6, except for a slight change in case 2b. Under the notation
of Section 6 (case 2b), the point mass intensity has been deter-
mined by increasing continuously the parameter m until the
abscissa sðP2lðmÞÞ (which is moving to the left, see Fig. 4) reaches
the abscissa sðP1ðmÞÞ (which is moving to the left too). Numerical
results confirm that this choice improves the accuracy of the
identification and makes the estimate of m more stable.
The application of the identification algorithm requires the
determination of the k-s curves for continuously varying values
of the parameter m. It can be shown that the results of identifica-
tion depend on the size of the incremental mass step Dm, particu-
larly in the transition between case 2a and case 2b. A refined
numerical analysis has been developed on this issue in order to
obtain accurate estimates with a reasonable computational effort.
In the actual version, we have followed a search strategy divided
in two steps, both of them based on the above-mentioned method-
ology, but with different Dm values. In a first stage, corresponding
to the first iterations, we have adopted Dm1 ¼ k1m1 (case 1) and
Dm2 ¼ k2m2 (cases 2a and 2b), where k1 and k2 are two positive
numbers (less than 1) to be chosen by the user. In the second step,
we have applied a constant incremental step Dmf . In our experi-
ence, good choices are k1 ¼ 120 ; k2 ¼ 110 and Dmf ¼ 105 for all the
case studied. A flow-chart of the code and details on its numerical
implementation are presented in Fig. 8.
The identification algorithm has been implemented on a com-
puter with an Intel(R) Core (TM) i3 2.53 GHz processor and 4 GB
of RAM, and a standard numerical code written in Matlab environ-
ment has been used to solve the eigenvalue problem (168) and to
build the reconstruction procedure.
9.3. Results of numerical tests
The identification algorithm has been applied to a large variety
of rod profiles, with different intensity and position of the point
mass. A selected, but representative, series of results is presented
here for rods with (normalized) cross-sectional area a ¼ aðxÞ given
by
aSðxÞ ¼ 0:8 0:2 sinð3pxÞ ðsinusoidal profileÞ; ð176Þ
aPðxÞ ¼ 0:8ð1þ x x2Þ ðparabolic profileÞ; ð177Þ
x 2 ½0;1:
The approximating eigenvalue problem (168) was defined by
dividing the interval ½0;1 into 200 equally spaced finite elements.
The choice of the mesh-size guarantees negligible errors on the
estimate of the first two (positive) natural frequencies of the
rod. The computing time for each identification ranges from
8.7 s (s = 0.48, m = 0.001, parabolic profile) to 425.3 s (s = 0.43,
m = 0.25, sinusoidal profile), and the average time corresponding
to the eighty cases considered was 99.4 s.The results of identification in absence of errors are show in
Tables 1,2. It can be seen that the agreement between identified
and actual values of the damage parameters is very good. Some
discrepancy appears in the case of cracks with small severity (i.e.,
small m) and located close to the end of the rod. Maximum errors
are of one-two points percent, and usually they arise for damage
positions corresponding to a transition between the subcases (a)
and (b) of the second case in the reconstruction algorithm.
All the results collected in Tables 1,2 were obtained by using the
following incremental steps: Dm1 ¼ m

1
20 (case 1), Dm2 ¼
m2
10 (cases 2a
and 2b), Dmf ¼ 105.
Once the point mass intensity m and its location s have been
identified, it is possible to recover the crack depth, provided that
an explicit relationship between the crack depth and the stiffness
K is known. As an example, let us consider a steel rod with rectan-
gular cross-section, of side B ¼ const, height H ¼ HðzÞ and area
A^ðzÞ ¼ BHðzÞ, which contains a pair of symmetric open edge cracks,
each with front parallel to the side B, at the cross-section of
abscissa zd. Denoting by d2 the depth of each side crack, the stiffness
K^ of the elastic spring simulating the damage is expressed as
K^ ¼ EA^ðzdÞ
Ldlðm;aÞ ; ð178Þ
where (see Ruotolo and Surace (2004))
dlðm;aÞ ¼ 2HðzdÞL ð1 m
2Þð0:7314a8  1:0368a7 þ 0:5803a6
þ 1:2055a5  1:0368a4 þ 0:2381a3 þ 0:9852a2Þ ð179Þ
and a ¼ dHðzdÞ is the crack ratio. Therefore, from the identified values
of m and s, by knowing HðzdÞL and using (13), it is possible, first, to
determine dlðm;aÞ and, next, the crack depth d by inverting
Eq. (179) with respect to a. For usual values of m (e.g., m ’ 0:3),
the function dl ¼ dlðm; Þ is always uniquely invertible in the interval
a 2 ½0;1, but the interval in which expression (179) is accurate is
usually smaller.
9.4. Applications to experimental data
In order to evaluate the stability of the method in presence of
experimental/modeling errors on the data, a series of experiments
were carried out. In particular, two applications shall be examined
in detail in the sequel.
The mechanical model of Test 1 is a free–free steel rod of length
L ¼ 2:925 m and square solid cross-section 22 22 mm, with axial
stiffness and linear mass density equal to EA^ ¼ 9:9491  107 N
and q ¼ 3:735 kg/m, respectively. The rod has been damaged
at the cross-section located at zd ¼ 1:000 m from one end
(s ¼ zd=L ¼ 0:34), see Fig. 9. Three different damage configurations,
D1, D2 and D3, were obtained by introducing a notch of increasing
depth. Details of the experimental setup and of the experimental
modal analysis results can be found in Morassi (2001). In brief,
the rod was suspended by two steel wire ropes to simulate free-
free boundary conditions. The excitation was introduced at one
end by means of an impulse force hammer, while the axial
response was measured by a piezoelectric accelerometer fixed in
the centre of an end cross-section of the rod. Vibration signals
were acquired by a dynamic analyser and then processed in the
frequency domain to measure the relevant frequency response
term (inertance). The well-separated vibration modes and the very
small damping allowed identification of the natural frequencies by
means of the single mode technique.
Table 3 compares the experimental natural frequencies and
their corresponding analytical estimates for the undamaged and14
Fig. 8. Flow-chart of the identification algorithm.
Table 1
Identification of the mass intensity m and position s in a free–free non-uniform rod with the sinusoidal profile given in (176), by the first two (positive) natural frequencies.
Percentage errors: em ¼ 100 ðmest mÞ=m, es ¼ 100 ðsest  sÞ=s.
Position s m = 0.001 m = 0.010 m = 0.100 m = 0.250
em es Case em es Case em es Case em es Case
0:03 0.56 0.31 2b 0.08 0.05 2b 0.01 0.00 2b 0.00 0.00 2b
0:08 0.56 0.34 2b 0.01 0.00 2b 0.01 0.00 2b 0.00 0.00 2b
0:13 0.37 0.27 2b 0.05 0.04 2b 0.01 0.01 2b 0.00 0.00 2b
0:18 0.76 0.77 2b 0.09 0.09 2b 0.00 0.01 2b 0.00 0.01 2b
0:23 0.84 1.94 2b 0.00 0.18 2b 0.01 0.05 2b 0.00 0.01 2a
0:28 0.89 1.63 2a 0.09 0.17 2a 0.00 0.01 2a 0.00 0.00 2a
0:33 0.21 0.10 2a 0.00 0.00 2a 0.01 0.00 2a 0.00 0.00 1
0:38 0.35 0.07 1 0.05 0.01 1 0.01 0.00 1 0.00 0.00 1
0:43 0.17 0.02 1 0.05 0.00 1 0.01 0.00 1 0.00 0.00 1
0:48 0.53 0.01 1 0.04 0.00 1 0.00 0.00 1 0.00 0.00 1damaged rod. For the definition of the analytical model for the
damaged rod, the theoretical value of the stiffness K^ , for each dam-
age configuration, was obtained by assuming that the position of
the damage is known and by taking the measured value for the
fundamental (positive) frequency of the damaged rod. Thus, the
actual values of K^ for the different damage configurations are the
following: K^ ¼ 3:09119 1010N=m (case D1, corresponding to
m ¼ K1 ¼ 0:0011), K^ ¼ 7:84984 109N=m (case D2, m ¼ 0:0043),K^ ¼ 4:37183 108N=m (case D3, m ¼ 0:0780). The analytical
model turns out to be extremely accurate for all the configurations
under investigation and the discrepancy between measured and
analytical values of the first two positive natural frequencies is
lower than 0:04 per cent. Frequency shifts induced by the damage
are significantly larger than the modeling errors, and are about
0:08;0:32;5 per cent of the undamaged value for damage configu-
rations D1;D2 and D3, respectively. Table 4 shows the estimated15
Table 4
Identification results in Test 1: actual values (s, m) versus estimated values (sest ;mest).
Percentage errors in brackets: 100 ðsest  sÞ=s; 100 ðmest mÞ=m. t = computing
time (in seconds).
D1 D2 D3
s 0.34 0.34 0.34
m 0.0011 0.0043 0.078
sest 0.3495 (2.79) 0.3384 (0.47) 0.3411 (0.32)
mest 0.0011 (0.00) 0.0044 (2.33) 0.078 (0.00)
t 13.59 17.99 66.98
Table 2
Identification of the mass intensity m and position s in a free–free non-uniform rod with the parabolic profile given in (177), by the first two (positive) natural frequencies.
Percentage errors: em ¼ 100 ðmest mÞ=m, es ¼ 100 ðsest  sÞ=s.
Position s m = 0.001 m = 0.010 m = 0.100 m = 0.250
em es Case em es Case em es Case em es Case
0:03 0.76 0.41 2b 0.04 0.02 2b 0.00 0.00 2b 0.00 0.00 2b
0:08 0.17 0.09 2b 0.04 0.02 2b 0.01 0.01 2b 0.00 0.00 2b
0:13 0.33 0.20 2b 0.02 0.01 2b 0.01 0.01 2b 0.00 0.00 2b
0:18 0.76 0.63 2b 0.06 0.05 2b 0.00 0.00 2b 0.00 0.00 2b
0:23 0.44 0.84 2b 0.07 0.14 2b 0.01 0.07 2b 0.00 0.01 2a
0:28 0.56 0.89 2a 0.00 0.00 2a 0.00 0.00 2a 0.00 0.00 2a
0:33 0.76 0.34 2a 0.06 0.02 2a 0.00 0.00 1 0.00 0.00 1
0:38 0.17 0.03 1 0.01 0.00 1 0.00 0.00 1 0.00 0.00 1
0:43 0.58 0.05 1 0.07 0.01 1 0.01 0.00 1 0.00 0.00 1
0:48 0.57 0.01 1 0.08 0.00 1 0.01 0.00 1 0.00 0.00 1
Fig. 9. Experimental specimen of Test 1. Lengths in mm.values of the normalized position s of the cracked section and the
spring stiffness K. The agreement with the theory is very good.
Test 2 is based on the experimental results presented in Dilena
and Morassi (2004). The mechanical model is a double T free–free
steel rod of series HE100B. The length is L ¼ 2:747 m, the linear
mass density is q ¼ 20:4 kg/m and EA^ ¼ 5:454  108 N. The damage
was obtained by saw cutting the rod at the cross-section at
zd ¼ 0:550 m (s ¼ zd=L ¼ 0:2002) far from the left end, see Fig. 10.
Two different damage configurations, called D4 and D5 in the fol-
lowing, were obtained by introducing a notch of increasing depth.
Details of the experimental setup and discussion on the results of
experimental modal analysis can be found in Dilena and Morassi
(2004).
Table 5 compares the experimental values of the first two (pos-
itive) natural frequencies with their corresponding analytical esti-
mates, both for the undamaged and damaged rod. The actual value
of the spring stiffness K^ of the cracked rod was defined by assum-
ing the position of the damage as known and providing that, for
each damage configuration, the measured and the analyticalTable 3
Test 1: First two positive natural frequencies f n ¼ xn2p ; n ¼ 1;2, (expressed in Hz) of th
Di ; i ¼ 1;2; 3. Note: Modeling errors D are reported in brackets, D ¼ 100 ðf Modeln  f Expn Þ=f En
Undamaged D1
Exp. Model Exp. Model
f 1 882.25 882.25 881.5 881.5
(0.00) (0.00)
f 2 1764.6 1764.5 1763.3 1763.1
(-0.006) (0.011)fundamental (positive) natural frequency coincide. Thus, the actual
values for the different damage configurations are the following:
K^ ¼ 3:507 1010 N/m (case D4, m ¼ 0:0057), K^ ¼ 1:736 109
N/m (case D5, m ¼ 0:1140). Frequency shifts induced by damage
in the first two resonances are around 0:2–0:6 and 4–10 per cent
for configuration D4 and D5, respectively. As modeling errors are
concerned, the analytical model turns out to be accurate for naturale undamaged free–free rod and their values associated to damage configurations
xp .
D2 D3
Exp. Model Exp. Model
879.3 879.3 831.0 831.0
(0.00) (0.00)
1759.0 1759.2 1679.5 1680.1
(0.011) (0.036)
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Table 6
Identification results in Test 2: actual values (s,m) versus estimated values (sest ;mest).
Percentage errors in brackets: 100 ðsest  sÞ=s;100 ðmest mÞ=m. t = computing
time (in seconds).
D4 D5
Exp. Pseudo-exp. Exp. Pseudo-exp.
s 0.2002 0.2002 0.2002 0.2002
m 0.0057 0.0057 0.1140 0.1140
sest 0.0937 (53.20) 0.1964 (1.90) 0.1961 (2.05) 0.2004 (+0.10)
mest 0.0231 (+305.26) 0.0059 (3.51) 0.1183 (3.77) 0.1144 (+0.35)
t 54.64 23.41 132.74 125.36
Table 5
Test 2: First two positive natural frequencies f n ¼ xn2p ; n ¼ 1;2, (expressed in Hz) of the
undamaged free–free rod and their values associated to damage configurations
Di; i ¼ 1;2; 3. Note: Modeling errors D are reported in brackets,
D ¼ 100 ðf Modeln  f Expn Þ=f Expn .
Undamaged D4 D5
Exp. Model Exp. Model Exp. Model
f 2 941.1 941.1 939.3 939.3 901.8 901.8
(0.00) (0.00) (0.00)
f 3 1879.1 1882.2 1868.3 1872.5 1693.3 1697.6
(0.16) (0.23) (0.25)
Fig. 10. Experimental specimen of Test 2. Lengths in mm.frequencies, with maximum differences between experimental and
theoretical values equal to 0:25 per cent. Therefore, although the
analytical model can be considered accurate, percentage crack-
induced changes in natural frequencies are comparable with the
accuracy of the rod model for damage level D4.
Table 6 collects the estimated values of the position of the
cracked section and the spring stiffness. The agreement for config-
uration D5 is good, whereas, as expected, the inaccuracy of the data
prejudices the reliability of the reconstruction for configuration D4.
Estimates are definitively better in case D4 if experimental data are
replaced by pseudo-experimental data, namely, if the first two nat-
ural frequencies are determined by the analytical model of cracked
rod, as it is shown in Table 5.10. Conclusions
The inverse problem of identifying a single crack in a longitudi-
nally vibrating rod by minimal frequency data has been consideredin this paper. The rod profile is assumed to be a smooth function,
symmetric with respect to the mid-point of the rod axis. The crack
is assumed to remain open during vibration and it is modeled by a
massless translational linearly elastic spring located at the dam-
aged cross-section. No assumption on the smallness of the crack
severity has been imposed.
We proved that the crack can be uniquely identified, up to a
symmetric position, by the first two positive resonant frequencies
of the damaged rod under free–free end conditions. Moreover, it
was shown that the measurement of the first positive resonant fre-
quency and the first antiresonant frequency of the frequency
response evaluated at one end of the rod allows for a unique iden-
tification of the crack.
The proof is constructive, e.g., leads to a constructive identifica-
tion procedure, and it is based on a careful analysis of the eigenval-
ues as functions of the damage position and damage intensity. The
results of a series of numerical simulations show a good agreement
with the theory. Applications of the method to experimental data
also yields satisfactory identification, provided that modeling/noise
errors are less than crack-induced changes on the frequency data.
Concerning possible generalizations of the proposed damage
identification method, it is expected that the present results can hold
also for rods with non-symmetric profile. The main difficulty here is
due to the fact that the proof of Theorem 5.5 (and Theorem 8.1) can-
not be directly extended to cover the non-symmetric case. A further
line of investigation which is still open, and which is important for
applications, consists in identifying a single open crack in a non-
uniform beam under in-plane bending vibrations. In this case, the
crack is modeled by the insertion of a massless rotational spring
located at the damaged cross-section. Some of the mathematical
tools we have adopted in the treatment of the longitudinal vibrations
have no straightforward generalization to the bending case, and a
preliminary analysis suggests that a different approach will be nec-
essary to deal with this challenging diagnostic problem. Moreover, it
is expected that appropriate numerical methods, such as those pro-
posed in Low (1993), Tang (2003) and Xu et al. (2014), should be
adopted in the bending case in order to ensure high accuracy in
eigenfrequency and eigenfunction estimates.
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Appendix A
The present section is devoted to the proofs of some technical
result we have used throughout the paper.
A.1. Proof of Proposition 3.1
Let y ¼ yðx; kÞ be the unique solution to the initial value
problem
for k 2 R. The eigenvalues of (14)–(17) are the zeros of the equation
yð1; kÞ ¼ 0. To prove the result it is enough to show that
dyð1;kÞ
dk jk¼kn – 0 for every n ¼ 1;2; . . .. We take the derivative of the dif-
ferential Eq. (180) with respect to k, multiply by y and integrate by
parts on ð0;1Þ, obtaining
bð1Þ _y0ð1; kÞyð1; kÞ þmy2ðs; kÞ þ kmyðs; kÞ _yðs; kÞ

Z 1
0
b _y0y0 þ
Z 1
0
by2 þ k
Z 1
0
by _y ¼ 0; ð185Þ
where _y ¼ dydk. Similarly, we multiply (180) by _y and integrate by
parts on ð0;1Þ, obtaining
bð1Þy0ð1; kÞ _yð1; kÞ þ kmyðs; kÞ _yðs; kÞ 
Z 1
0
by0 _y0 þ k
Z 1
0
by _y ¼ 0:
ð186Þ
Subtracting (186) from (185) and taking k ¼ kn we have
bð1Þy0ð1; knÞ _yð1; knÞ ¼ my2ðs; knÞ þ
Z 1
0
by2ðx; knÞdx: ð187Þ
Clearly, y0ð1; knÞ – 0 (e.g., if y0ð1; knÞ ¼ 0, then yðx; knÞ  0 in ½0;1, a
contradiction) and the right hand side of (187) is strictly positive.
Then, _yð1; knÞ– 0.
A.2. Proof of Proposition 3.3
We start by showing that the first eigenfunction w1 (associated
to the eigenvalue k1) of (14)–(17) has no zeros in ð0;1Þ. We adapt a
method by Weinberger (1965). By the variational formulation of
the eigenvalue problem (26), we have
k1 ¼ min
u2H10ð0;1Þnf0g
R½u ¼ R½w1; R½u ¼
R 1
0 bðu0Þ2
mu2ðsÞ þ R 10 bu2 : ð188Þ
If w1 is the eigenfunction associated to k1, then also jw1j is an
eigenfunction associated to k1. By Corollary 3.2 we have
jw1ðxÞj ¼ cw1ðxÞ; x 2 ½0;1; ð189Þ
with c constant such that jcj ¼ 1. In particular, if c ¼ 1 then
w1ðxÞP 0 in ½0;1, and if c ¼ 1 then w1ðxÞ 6 0 in ½0;1. Suppose
that c ¼ 1 (one can proceed analogously if c ¼ 1.) Assume thatthere exists a point x0;0 < x0 < 1, such that w1ðx0Þ ¼ 0. Then, since
w1ðxÞP 0 in ½0;1, we have w01ðx0Þ ¼ 0, that is w1ðxÞ  0 in ½0;1, a
contradiction.
To proceed with higher order eigenfunctions, we need the
following result, which is a generalization of the well-known
Sturm–Liouville result when m ¼ 0.
Lemma 10.1. Let k;l 2 R and let s; a1; a2 2 R such that
1 < a1 < s < a2 < 1. Let u;v be two nontrivial real-valued
solutions toSuppose that l > k and suppose that x1; x2 are two consecutive zeros of
u; a1 6 x1 < x2 6 a2. Then, there exists x 2 ðx1; x2Þ such that vðxÞ ¼ 0.Proof. If s 2 R n ðx1; x2Þ, then the thesis follows from classical
results, see, for example, Titchmarsh (1962). Then, let us take s
such that x1 < s < x2. We multiply (190) by v and (193) by u, and
we integrate by parts in ðx1; x2Þ. Taking into account the jump con-
ditions at x ¼ s, we have
0 ¼bðx2Þu0ðx2Þvðx2Þ  bðx1Þu0ðx1Þvðx1Þ þ kmuðsÞvðsÞ

Z x2
x1
bu0v 0 þ k
Z x2
x1
buv ; ð196Þ
0 ¼ lmuðsÞvðsÞ 
Z x2
x1
bu0v 0 þ l
Z x2
x1
buv : ð197Þ
Subtracting (197) from (196) we obtain
bðx2Þu0ðx2Þvðx2Þ  bðx1Þu0ðx1Þvðx1Þ
¼ ðl kÞmuðsÞvðsÞ þ ðl kÞ
Z x2
x1
buv : ð198Þ
Suppose that uðxÞ < 0 in ðx1; x2Þ. Then, u0ðx1Þ > 0 and u0ðx2Þ < 0
(since the zeros of the eigenfunctions are simple, see Proposition
3.1). If v does not vanish in ðx1; x2Þ, then either v > 0 in ðx1; x2Þ or
v < 0 in ðx1; x2Þ. If v > 0 in ðx1; x2Þ, then the left hand side of
(198) is negative, whereas the right hand side is positive, a contra-
diction. Similarly, if v < 0 in ðx1; x2Þ. Therefore, v must change of
sign inside ðx1; x2Þ. Note that we have the same conclusion if
s ¼ x1 or s ¼ x2. h
Let us recall without proof the following classical result.
Lemma 10.2. Let s 2 ð0;1Þ and consider nontrivial solutions u;v toðbu0Þ0 þ kbu ¼ 0; x 2 ð0; sÞ; ð199Þ
ðbv 0Þ0 þ lbv ¼ 0; x 2 ð0; sÞ; ð200Þ
with
uð0Þ ¼ vð0Þ ¼ 0; l > k: ð201Þ
If u has m zeros in ð0; c;mP 0 and c 6 s, then v has at least m zeros in
ð0; c, and the nth zero of v is less than the nth zero of u.18
Fig. 11. On the proof of Proposition 10.5.Remark 10.3. An analogous result holds if we replace the end con-
dition (201) by uð1Þ ¼ vð1Þ ¼ 0 and if we count the zeros of u; v
inside intervals ½c;1Þ; s 6 c.
By the two above lemmas, we can estimate from below the
number of zeros of an eigenfunction. In fact, we have the following
result.
Lemma 10.4. The nth eigenfunction wn of (14)–(17) has at least
n 1 zeros inside ð0;1Þ;nP 2.
We are now in position to prove that the nth eigenfunction of
(14)–(17), nP 2, has exactly n 1 zeros inside ð0;1Þ.
We follow again the arguments in Weinberger (1965). Suppose
that wn has l 1 interior zeros at 0 ¼ x0 < x1 < x2 < . . . < xl1 <
x l ¼ 1, where l 1P n 1 by Lemma 10.4, and define, for
m ¼ 1; . . . ; l, the functions
gmðxÞ ¼ wnðxÞ; x 2 ðxm1; xmÞ;
0; x 2 ½0;1 n ðxm1; xmÞ:

ð202Þ
The function gm belongs to H10ð0;1Þ n f0g and also the function
uðxÞ ¼Plm¼1cmgmðxÞ belongs to H10ð0;1Þ n f0g, for every set of real
constants fc1; . . . ; clg. The l constants fcigli¼1, ðc1; . . . ; clÞ– ð0; . . . ; 0Þ,
can be chosen such that the following l 1 linear constraints are
satisfied:Z 1
0
bugi þmuðsÞgiðsÞ ¼ 0; i ¼ 1; . . . ; l 1: ð203Þ
We assume, without loss of generality, that s belongs to the second
interval ðx1; x2Þ. Integrating by parts, we obtain
Z 1
0
bu02 ¼
Xl
m¼1
c2m
Z xm
xm1
bðw0nÞ2 ¼ c21 bw0nwnjx1x0 þ
Z x1
x0
ððbw0nÞ
0
wnÞ
 	
þ c22 bw0nwnjs

x1
þ bw0nwnjx2sþ þ
Z x2
x1
ððbw0nÞ
0
wnÞ
 	
þ c23 bw0nwnjx3x2 þ
Z x3
x2
ððbw0nÞ
0
wnÞ
 	
þ . . .
¼ knc21
Z x1
x0
bw2n þ knc22 mw2nðsÞ þ
Z x2
x1
bw2n
 
þ knc23
Z x3
x2
bw2n þ . . . ¼ kn mu2ðsÞ þ
Z 1
0
bu2
 
; ð204Þ
that is
kn ¼ R½u: ð205ÞBy the variational characterization of the eigenvalues (26), for such
a u we have R½uP kl. Then, by (205), kn ¼ R½uP kl, that is nP l.
But, by Lemma 10.4, we already know that lP n. Therefore, we
must have l ¼ n, which is the thesis stated in Proposition 3.3.
A.3. Proof of Proposition 10.5
The following technical result has been used in the proof of The-
orem 5.5 (Case (ii)).
Proposition 10.5. Let b 2 C1ð½0;1Þ and bðxÞ ¼ bð1 xÞ in ½0;1. Let
s 2 ð0; 12Þ and 0 < m < 1. The zero of the second eigenfunction w2 of
(14)–(17), say xð1Þ2 , is such that
s < xð1Þ2 <
1
2
: ð206ÞProof. By Proposition 5.3, we have wU2 ðsÞ – 0 and then, by Propo-
sition 5.2, the node of w2 moves toward the point mass, namely
xð1Þ2 <
1
2. It remains to prove that s < x
ð1Þ
2 . To prove this statement,
we can imagine to move continuously the mass m from the left
end (x ¼ 0) to the right, toward the mid-span of the rod. By moving
the mass, the node xð1Þ2 ¼ xð1Þ2 ðs;mÞ of the mode w2 will stay inside
the interval ð0; 12Þ (since, by Proposition 5.2, the node moves from
the referential position 12 toward the position of the mass). If
xð1Þ2 ðs;mÞ > s for every s 2 ð0; 12Þ, there is nothing to prove. Suppose,
on the contrary, that xð1Þ2 ðs;mÞ < s for some s 2 ð0; 12Þ, see Fig. 11
(dashed curve). Then, by continuity, there exists s 2 ð0; 12Þ such
that xð1Þ2 ðs;mÞ ¼ s, that is w2ðs; sÞ ¼ 0. But, by Proposition 5.1,
this implieswU2 ðsÞ ¼ 0, which is a contradiction since the only zero
of wU2 is at x ¼ 12 and s < 12. It follows that s < xð1Þ2 for every s 2 ð0; 12Þ,
and the proof is complete. hReferences
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