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Resumen: El problema de planeacio´n de horarios a empleados o tambie´n conocido
como Shift Scheduling Problem, es un problema de planeacio´n, el cual consiste en
realizar la asignacio´n de secuencias de actividades a cada turno de cada empleado,
con el objetivo de minimizar los costos de incumplir y sobrecumplir las demandas que
tiene cada actividad. Los empleados son capacitados para realizar un subconjunto de
las actividades y cada actividad tiene un tiempo mı´nimo y ma´ximo en su duracio´n,
cuando es asignada. Esta u´ltima consideracio´n es relevante cuando se toman en
cuenta actividades que requieren un gran esfuerzo f´ısico.
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Este trabajo propone hacer uso de las grama´ticas libres de contexto y de la
relajacio´n lagrangiana en un a´mbito heur´ıstico para solucionar, de manera eficiente,
este problema. Se presentan cuatro me´todos heur´ısticos: primero, una metodolog´ıa
en la que se obtiene una solucio´n factible a partir de la relajacio´n lagrangiana; des-
pue´s, dos me´todos en los que se realizan asignaciones por etapas, usando la relajacio´n
lagrangiana para fijar variables; por u´ltimo, se propone un me´todo h´ıbrido donde las
columnas generadas mediante la relajacio´n lagrangiana, se integran en una formula-
cio´n de Set-Covering.
La experimentacio´n computacional, realizada con instancias de la literatura,
muestra la eficiencia del me´todo h´ıbrido en comparacio´n con los otros enfoques pro-
puestos en esta tesis y en la literatura. El me´todo h´ıbrido alcanza las mejores cotas
reportadas en 60% de las instancias y encuentra mejores cotas para el 32.5% de las
instancias.
Abstract: In this thesis, di↵erent Lagrangian relaxation based heuristics for the
multi-activity shift scheduling problem (SSP) are studied. The SSP consists in as-
signing a sequence of activities to a set of employees, in order to satisfy a specific
demand over a planning horizon. Furthermore, this study is focused in the variant of
the problem where the employees have di↵erent skills, preferences, and availabilities.
To solve this problem we present four heuristics based on Lagrangian rela-
xations where the set of feasible shifts for an employee is formulated through the
use of context free grammars. In the literature, grammar based models have been
used to solve exactly the SSP, however, the results show that the approach starts
to struggle on large instances. The motivation of this work is to propose an e cient
heuristic able to provide optimal or near-optimal solutions for the SSP in a shorter
computation time than the best exact approach reported in the literature.
The first proposed heuristic tries to build a feasible solution directly from
the Lagrangian relaxation of the problem. The second and the third heuristics are
Resumen xvii
iterative approaches where, at each iteration, the Lagrangian relaxation is solved
and a subset of shifts is fixed. The fourth approach is a hybrid method where the
set of shifts explored by the Lagrangian relaxation are integrated into a set covering
formulation.
Computational experiments are carried out on a large set of instances taken
from the literature. The results are compared to the best known solution reported.
These experiments show the e ciency of the hybrid approach, which is able to find
the best known solutions for 60% of the instances tested and it also reports better
solutions, for 32.5% of the instances.
Firma del asesor:
Dr. Vincent Andre´ Lionel Boyer
Cap´ıtulo 1
Introduccio´n
En la actualidad, para muchas empresas, determinar la asignacio´n de horarios
de sus empleados es una tarea dif´ıcil. El planificar el horario y las actividades que
cada empleado debe seguir, define si las demandas de los clientes sera´n satisfechas o
no. La insatisfaccio´n excesiva de demanda impacta directamente en las utilidades de
la empresa y, tambie´n, puede causar la pe´rdida de clientes. Por ello, la importancia
de disen˜ar una herramienta eficiente para la asignacio´n de los horarios que garantice
un buen servicio al cliente y el bienestar de los empleados.
En este trabajo se propone una heur´ıstica para el problema de asignacio´n de
horarios a empleados, el cual consiste en fijar una secuencia de actividades para cada
empleado. En seguida, se definira´ el problema de manera ma´s detallada.
1.1 Problema de Asignacio´n de Horarios a
empleados
El problema de asignacio´n de horarios a empleados consiste en fijar los turnos
de un conjunto de empleados. Dichos turnos, esta´n formados por una secuencia de
actividades, en la cual, se pueden incluir descansos o periodos de comida. As´ı mismo,
cada secuencia esta´ restringida a las regulaciones de cada empresa, as´ı como, al
conjunto de actividades que cada empleado esta´ capacitado a hacer.
Las actividades representan las operaciones que realiza una compan˜´ıa cotidia-
1
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namente, cada una de ellas tiene una demanda determinada que var´ıa en el horizonte
de planeacio´n. El incumplimiento de esta demanda refleja la calidad del servicio que
proporciona dicha empresa.
En esta tesis se toma un horizonte de planeacio´n discretizado. Por un lado, por-
que carece de sentido que un empleado so´lo trabaje dos minutos en una actividad
para despue´s hacer otra; por el otro, las transiciones entre actividades no son mo-
mentaneas, es por ello que resulta irrelevante el tomar en cuenta pequen˜as fracciones
de tiempo como referencia para realizar el cambio.
Por ejemplo, suponga que so´lo se tiene la actividad a y su demanda en cada
periodo del horizonte de planeacio´n esta´ representada en la Figura 1.1.
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Figura 1.1: Demandas de la actividad a
Si se realiza la asignacio´n de la actividad a tal y como se presenta en la Figura
1.2, entonces los requerimientos de la actividad a quedan como se presentan en la
Figura 1.3. En los periodos cero, uno, ocho, diez y once, se tiene que la demanda
de la actividad a es cumplida en su totalidad. Para los periodos restantes, resulta
que las demandas de la actividad a son cumplidas de manera parcial; es decir, se
requiere asignar la actividad a un mayor nu´mero de empleados.
—
En esta tesis se abordara´ el problema de planeacio´n de horarios a empleados
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Figura 1.2: Ejemplo de asignacio´n de la actividad a.
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Figura 1.3: Demandas de la actividad a despue´s de la asignacio´n
con mu´ltiples actividades. Este problema es conocido, en la literatura, como Multi-
Activity Shift Scheduling Problem (SSP, por sus siglas en ingles). En el SSP se toman
en cuenta las siguientes consideraciones:
• El horizonte de planeacio´n discretizado en periodos fijos.
• El periodo de inicio y terminacio´n de cada turno para cada empleado son fijos.
• Cada turno tiene periodos de descanso y/o comida tambie´n fijos.
• Cada empleado so´lo puede realizar un subconjunto de todas las actividades.
• Cada actividad debe de ser realizada entre un mı´nimo y un ma´ximo de periodos
consecutivos, si es asignada a un empleado.
• Cada actividad tiene una demanda dada para cada periodo en el horizonte de
planeacio´n; i.e. la cantidad de empleados que debe realizar esta actividad para
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cumplir con sus requerimientos.
• El incumplimiento y el sobrecumplimiento de cada actividad tienen costos fijos.
• El costo de incumplimiento es mayor al correspondiente del sobrecumplimiento.
• Las transiciones entre actividades diferentes en un turno generan costo.
El objetivo es realizar la asignacio´n de los turnos de cada empleado de tal forma
que la suma de los costos de incumplimiento y sobrecumplimiento sea la mı´nima,
con el fin de cumplir las necesidades de los clientes de la mejor manera posible y
minimizar las transiciones en los turnos, para la comodidad del empleado.
1.2 Motivacio´n y justificacio´n
Para muchas empresas el determinar la asignacio´n de turnos a sus empleados
es una tarea dif´ıcil. Un ejemplo de ello, son aquellos negocios, como los restaurantes
de comida ra´pida, en los que la mayor parte de los empleados son estudiantes. En
este caso, la asignacio´n de horarios debe considerar los horarios escolares, para que
estos no entren en conflicto con el horario laboral, as´ı como las horas en las que se
tiene mayor clientela.
Otro ejemplo, son las tiendas de autoservicio, en las que se tienen un conjun-
to de actividades a realizar, como el desempaquetado y acomodo de productos, la
atencio´n de una caja o a´rea en la que se tiene que proporcionar algu´n producto al
cliente, la recoleccio´n de productos fuera de lugar y la remocio´n caducados. Dichas
tiendas tienen que asegurar que todas las actividades se realicen de manera eficiente
para evitar largas filas en horas pico, el desorden de sus articulos y la existencia de
productos caducados.
Por otro lado, si un negocio tiene un conjunto de actividades que necesitan
un mayor esfuerzo f´ısico, se desea que los empleados rolen entre actividades, con el
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objetivo de balancear el trabajo que hace en cada turno. Adema´s, se deben considerar
las capacidades que tiene cada trabajador para realizar alguna actividad.
Estas situaciones dificultan la obtencio´n de cada combinacio´n de actividades
para un turno factible, resultando en un problema de planeacio´n complejo. Por
esta´ razo´n, es importante desarrollar me´todos para resolver este problema de manera
eficiente.
1.3 Objetivo de la Investigacio´n
En esta investigacio´n, el objetivo principal es proponer un me´todo heur´ıstico
eficiente para la resolucio´n del problema de planeacio´n de horarios a empleados, que
permita dar solucio´n a un conjunto de instancias de la literatura de manera eficiente.
As´ı mismo, se planea comparar los mejores resultados reportados en la literatura con
los de la metodolog´ıa propuesta.
1.4 Plan de Trabajo
En el cap´ıtulo 2 se presenta una revisio´n de la literatura que describe los
principales trabajos que abordan el problema de asignacio´n de horarios a empleado y
los me´todos basados en relajacio´n lagrangiana para resolver el Set-Covering Problem.
En el cap´ıtulo 3 se presentan definiciones importantes sobre las grama´ticas
libres de contexto, para la comprensio´n de los me´todos de solucio´n, as´ı como el
modelo matema´tico basado en una formulacio´n de Set-Covering.
El cap´ıtulo 4 y 5 se describen tres me´todos heur´ısticos basados en los conceptos
de grama´ticas libres de contexto y de relajacio´n lagrangiana, y se presentan los
resultados computacionales obtenidos con cada una de ellas.
En el cap´ıtulo 6, se muestra un me´todo h´ıbrido basado en relajacio´n lagran-
giana, as´ı como la experimentacio´n realizada con dicho me´todo.
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Por u´ltimo, en los cap´ıtulos 7 y 8, se presentan las conclusiones de esta´ inves-
tigacio´n y el trabajo a futuro, respectivamente.
Cap´ıtulo 2
Revisio´n de Literatura
La planificacio´n de las actividades de la fuerza laboral es un aspecto muy impor-
tante para muchas organizaciones. Sin embargo, resulta ser una tarea muy compleja
debido a la dimensio´n del problema, as´ı como, a las restricciones derivadas de las
regulaciones y los objetivos de cada empresa. Es por ello que las diferentes variantes
de la administracio´n de personal han recibido mucha atencio´n en la literatura, as´ı lo
muestra Ernst et al. (2004a) y Ernst et al. (2004b), en los que se presentan ma´s de
700 referencias al respecto.
En las siguientes secciones se presentan las principales formulaciones y me´todos
de resolucio´n existentes en la literatura para solucionar el problema de planeacio´n
de horarios a empleados con mu´ltiples actividades, y una revisio´n de los me´todos
heur´ısticos basados en relajacio´n lagrangiana para el Set-Covering Problem.
2.1 Problema de planeacio´n de horarios a
empleados con mu´ltiples actividades
Ritzman et al. (1976) presentan un problema de planeacio´n de turnos de tra-
bajo con diferentes operaciones a realizar, donde los empleados tiene habilidades y
se clasifican en dos tipos: de medio tiempo y de tiempo completo. Los autores mo-
delan el problema con variables binarias indicando si una operacio´n es realizada en
un periodo de un determinado turno. Sin embargo, la complejidad y el taman˜o del
7
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problema hace que la resolucio´n de dicho modelo sea impra´ctica. Por tanto, sugieren
un enfoque heur´ıstico para solucionar el problema.
Loucks and Jacobs (1991) abordan un problema de planeacio´n de horarios para
una semana, la cual esta´ dividida en periodos de una hora. Para cada periodo, se tiene
la cantidad mı´nima de personal requerida para realizar un conjunto de actividades.
Adema´s, los empleados tienen diferentes habilidades y periodos de disponibilidad.
Cada empleado tiene un nu´mero total de horas y d´ıas en los que puede ser asignado.
El posicionamiento de las pausas y las restricciones con respecto al nu´mero de horas
que separan dos turnos consecutivos, no son tomados en cuenta.
Bo¨ehmer and Gru¨ener (2003) realizan una reformulacio´n del modelo presentado
por Loucks and Jacobs (1991) y muestran dos contraejemplos para demostrar que el
modelo original no es el correspondiente a la descripcio´n del problema. Adema´s, brin-
dan argumentos para afirmar que su formulacio´n describe, exactamente, el problema
definido por Loucks and Jacobs (1991). Sin embargo, no se presentan resultados
experimentales.
Omari (2002), Vatri (2001) y Bouchard (2004) estudian diversos aspectos del
problema de asignacio´n de turnos. Omari (2002) estudia el problema de asignacio´n de
actividades en turnos predeterminados; Vatri (2001) considera de manera simultanea
la generacio´n de turnos y la asignacio´n de las actividades, y Bouchard (2004) estudia,
adicionalmente, la colocacio´n de los descansos. En los dos primeros, se presentan
me´todos heur´ısticos; mientras que en el tercero, se plantea un me´todo de generacio´n
de columnas.
Demassey et al. (2006) presentan un me´todo de generacio´n de columnas basado
en programacio´n por restricciones y auto´matas, y utilizan el algoritmo del camino
ma´s corto para filtrar las columnas y dar solucio´n a los problemas de planificacio´n
de turnos con mu´ltiples actividades.
Lequy et al. (2009) analizan una variante del problema introducido por Omari
(2002), donde los turnos y descansos de cada uno de los empleados son preesta-
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blecidos. El objetivo es asignar las actividades a cada turno, tomando en cuenta
las habilidades que tienen los empleados, de tal forma que se minimicen los costos
del incumplimiento o sobrecumplimiento de los requerimientos de cada actividad,
as´ı como los costos de las transiciones entre los trabajos distintos de cada turno.
Lequy et al. (2009) proponen tres modelos matema´ticos. El primero, es un
modelo de multiflujo con restricciones adicionales. El segunda, es una reformulacio´n
del primer modelo, en el que se reduce el nu´mero de restricciones y variables. El
tercero, es un modelo de generacio´n de columnas basado en el de multiflujo. Lequy
et al. (2009) desarrollan un me´todo de ramificacio´n y acotamiento truncado, y una
heur´ıstica que fija a cero todas las variables tales que su costo reducido en la re-
lajacio´n lineal es positivo, con el objetivo de acelerar la bu´squeda de una solucio´n
entera. Adema´s, se reportan los resultados con los primeros dos modelos y se muestra
el buen desempen˜o de las heur´ısticas propuestas.
Quimper and Rousseau (2010) hacen uso de lenguages regulares y grama´ticas
libres de contexto para modelar las restricciones de cada turno de cada empleado.
A partir de aqui, disen˜a dos operadores para la bu´squeda por grandes vecindarios
(Large Neighbouhood Search), para resolver el problema de planeacio´n de horarios a
empleados con mu´ltiples actividades.
Coˆte´ et al. (2011a) realizan un estudio de la modelacio´n de las restricciones
para las secuencias de actividades va´lidas para el problema de planeacio´n de hora-
rios a empleados, y plantea modelarlas mediante auto´matas y grama´ticas libres de
contexto. Por u´ltimo, presentan los resultados obtenidos con ambas propuestas.
Coˆte´ et al. (2011b) realizan un nueva formulacio´n impl´ıcita para el problema
de planeacio´n de turnos, usando grama´ticas libres de contexto para modelar las
restricciones que describen los turnos va´lidos del problema. De aqu´ı, se genera un
modelo de programacio´n entera, donde la relajacio´n lineal es equivalente a un modelo
de cobertura de conjuntos. Exponen una serie de resultados experimentales, que
demuestran el buen desempen˜o del nuevo modelo propuesto.
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Dahmen and Rekik (2012) disen˜an un me´todo hibrido para el SSP con base en
una bu´squeda tabu´, en la que hacen uso de un Branch and Bound para las faces de
mejora, de intensificacio´n y de diversificacio´n.
Coˆte´ et al. (2013) proponen un algoritmo de branch and price para el problema
de planeacio´n de turnos con mu´ltiples actividades. Donde los subproblemas de la
generacio´n de columnas son formulados utilizando grama´ticas libres de contexto y
resueltos mediante programacio´n dina´mica. En este caso, las grama´ticas libres de
contexto permiten modelar de manera sencilla las restricciones relacionadas con los
turnos, permitiendo que el algoritmo propuesto resuelva problemas de mayor taman˜o.
Se plantea, adema´s, dos variantes del problema. La primera, toma en cuen-
ta turnos fijos y, en la segunda, los turnos tienen que ser disen˜ados. Coˆte´ et al.
(2013) muestran la experimentacio´n correspondiente y compara su algoritmo con los
me´todos propuestos por Demassey et al. (2006) y Lequy et al. (2009).
Boyer et al. (2014) presenta un algoritmo de branch and price similar al que
presentan Coˆte´ et al. (2013), para resolver el problema de planeacio´n de turnos con
mu´ltiples actividades y mu´ltiples tareas. De igual manera, se presentan las variantes
en la que se tienen turnos fijos y en la que los turnos deben ser disen˜ados. As´ı mismo,
se exponen los resultados obtenidos para un conjunto de instancias basadas en casos
reales.
Como se muestra en Quimper and Rousseau (2010), Coˆte´ et al. (2011a), Coˆte´ et al.
(2011b), Coˆte´ et al. (2013) y Boyer et al. (2014), los algoritmos basados en grama´ti-
cas libres de contexto, resultan ser muy u´tiles al resolver el problema de asignacio´n
de turnos a empleados.
El modelar los turnos de cada empleado con una grama´tica, permite considerar
las restricciones que determinan todas las secuencias va´lidas de actividades para
cada turno de manera sencilla. De tal forma que las palabras generadas por dicha
grama´tica, conforman el conjunto de todas las posibles asignaciones de actividades
para cada ciclo de trabajo. Por esta razo´n, se considerara´ utilizar esta´ herramienta
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en el disen˜o de una metodolog´ıa de solucio´n.
Esta tesis se centrara´, principalmente, en los trabajos presentados por Lequy
et al. (2009) y Coˆte´ et al. (2013). En los que se plantea un me´todo h´ıbrido y uno
exacto, respectivamente, para el problema de asignacio´n de horarios a empleados.
Estas metodolog´ıas muestran tener un buen rendimiento; sin embargo, para proble-
mas grandes, en los que se cuenta con ma´s de 50 empleados y 15 actividades, los
me´todos comienzan a ser muy tardados y, por ende, impra´cticos.
Es por ello, la necesidad de disen˜ar un me´todo heur´ıstico eficiente que permita
resolver un conjunto de instancias ma´s grande en un tiempo computacional corto.
2.2 Me´todos Heur´ısticos Basados en Relajacio´n
Lagrangiana para el Problema de Cubrimiento
(Set-Covering)
La relajacio´n lagrangiana ha sido ampliamente utilizada para la resolucio´n de
diversos problemas de optimizacio´n; como por ejemplo, en problemas de localizacio´n
(Beasley (1993) y Klincewicz and Luss (1986)), de asignacio´n generalizada (Lorena
and M.G. (1996) y Jeet and E. (2007)), de ruteo de veh´ıculos (Imai et al. (2007)) y
de scheduling (Luh and Hoitom (1993)), por mencionar algunos. Incluso, de manera
ma´s general, es posible encontrar algunas gu´ıas sobre el uso de esta te´cnica para la
resolucio´n de problemas de programacio´n entera: Guignard (2003), Fisher (1985),
Fisher (1981) y Geo↵rion (1974).
Por esta´ razo´n, enfocaremos la atencio´n en los me´todos basados en relajacio´n
lagrangiana para el problema de cubrimiento de conjuntos. A continuacio´n, se mues-
tran los trabajos de mayor relevancia.
Balas and Ho (1980) disen˜a un branch and bound, en el que hace uso de los
costos reducidos obtenidos por el me´todo subgradiente, para fijar variables y generar
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soluciones factibles para el problema.
Beasley (1990) propone una me´todo heur´ıstico, en el que en cada iteracio´n del
me´todo subgradiente calcula una solucio´n factible. Para ello, genera una solucio´n
parcial S, proveniente de an˜adir a e´sta, todas las columnas con costo reducido nega-
tivo. Posteriormente, si quedan nodos sin cubrir se an˜ade el que tiene menor costo,
hasta obtener una solucio´n factible. Adema´s, se remueven todos los nodos de mayor
costo, de tal forma que no se pierda la factibilidad.
Balas and Carrera (1996) realiza un me´todo heur´ıstico en el que acopla el me´to-
do subgradiente a un esquema de branch and bound, que a diferencia del me´todo pre-
sentado por Balas and Ho (1980), se realiza una seleccio´n previa de las columnas que
se van a relajar. Posteriormente, se ramifica sobre aquellas columnas con costo re-
ducido igual a cero pero que el multiplicador lagrangiano asociado sea estrictamente
positivo.
Ceria et al. (1998), Crapara et al. (1999) y Yagiura et al. (2006) hacen uso de los
costos reducidos de la relajacio´n lagrangiana para fijar a cero aquellas variables con
costo reducido mayor a un umbral y as´ı reducir el taman˜o del problema, generando
soluciones factibles a partir de las variables fijas y aplicando una heur´ıstica greedy.
Umetani and Yagiura (2007) resuelven el problema mediante una variante del
me´todo de generacio´n de columnas llamado Sifting Method (Bixby et al. (1992)),
el cual utiliza la informacio´n de los costos reducidos de la relajacio´n lagrangiana,
para generar un subproblema que so´lo tome en cuenta aquellas filas que cumplan
con ciertas condiciones. Posteriormente, fijan las columnas haciendo uso de los cos-
tos reducidos del subproblema y usan una heur´ırica greedy para generar soluciones
factibles.
Caserta (2007) disen˜a una bu´squeda tabu´, utilizando un algoritmo basado en
relajacio´n lagrangiana para la fase de intensificacio´n. En dicha metodolog´ıa, despue´s
de la bu´squeda tabu´, se calculan los costos reducidos con el objetivo de generar un
subproblema de manera parecida a Umetani and Yagiura (2007). Despue´s, se fijan
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variables en conjunto con una heur´ıstica greedy para obterner soluciones factibles.
En los art´ıculos antes mencionados se demuestra que los me´todos basados en
relajacio´n lagrangiana son eficientes para la resolucio´n del problema de cubrimiento
de conjuntos. Es por ello, que en este trabajo se trabajara´ con un modelo de set-
covering, como los presentados por Coˆte´ et al. (2013) y Boyer et al. (2014), para
tratar el problema de planeacio´n de horarios a empleados. As´ı mismo, se plantea
trabajar con me´todos basados en relajacio´n lagrangiana para la construccio´n de
soluciones de buena calidad.
Cap´ıtulo 3
Marco Teo´rico
En este´ cap´ıtulo se presentan algunas definiciones que, posteriormente, sera´n
utilizadas para formular un modelo de set-covering para el problema de planeacio´n
de turnos a empleados con mu´ltiples actividades. Dicho modelo sera´ de gran utili-
dad para el disen˜o de los me´todos de solucio´n que se presentara´n en los siguientes
cap´ıtulos. Para ma´s detalles sobre las grama´ticas libres de contexto, ver Hopcroft
et al. (2001) y Sipser (2006).
3.1 Grama´ticas Libres de Contexto
Definicio´n 3.1 Una grama´tica libre de contexto G se define por la tupla (⌃, N, P, S)
donde:
• ⌃ es un alfabeto de s´ımbolos llamados terminales;
• N es un conjunto de s´ımbolos llamados no terminales;
• P es un conjunto de reglas de produccio´n de la forma X ! ↵; i.e. X produce ↵.
Donde X 2 N y ↵ es una secuencia de s´ımbolos terminales y/o no terminales;
• S es el s´ımbolo no terminal inicial.
Definicio´n 3.2 Una secuencia de s´ımbolos terminales es llamada palabra, si esta
puede ser generada por las reglas de produccio´n de la grama´tica G, comenzando por
el s´ımbolo no terminal S.
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Definicio´n 3.3 Se le denomina lenguaje, al conjunto de todas las palabras generadas
por G.
Ejemplo 3.4 Si se considera la grama´tica G(⌃, N, P, S) donde:
• ⌃ = {a, b};
• N = {A,B};
• y P esta conformado por:
- S ! AB, A! AA|a y B ! BB|b.
se obtiene el lenguaje {anbm|n,m > 0}.
Si se quiere generar las palabras que tienen una longitud de tres letras, con
la grama´tica presentada en el Ejemplo 3.4, se tendr´ıan que aplicar las reglas de
produccio´n mostradas en la columna P de las Tablas 3.1, donde en la columna SC
se presentan las secuencias generadas.
P SC
- S
S ! AB AB
A! AA AAB
A! a aAB
A! a aaB
B ! b aab
(a)
P SC
- S
S ! AB AB
B ! BB ABB
B ! b ABb
B ! b Abb
A! a abb
(b)
Tabla 3.1: Derivaciones de las palabras aab (a) y abb (b)
Una manera comu´n de ilustrar la derivacio´n de una palabra proveniente de una
grama´tica es usar un a´rbol, llamado a´rbol de derivacio´n, donde el nodo ra´ız es el
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nodo no terminal inicial S, los nodos interiores representan s´ımbolos no terminales,
y las hojas son letras del alfabeto.
En la Figura 3.1, se exponen los a´rboles de derivacio´n de las palabras de tres
letras generadas por la grama´tica del Ejemplo 3.4.
S
A
A A B
a a b
S
B
BBA
bba
Figura 3.1: A´rboles de derivacio´n de las palabras de tres letras generadas por la
grama´tica G del Ejemplo 3.4
Un a´rbol de derivacio´n de una palabra ! de longitud n, cumple las siguientes
propiedades:
• Un nodo interior y sus hijos representan una produccio´n en P .
• Una hoja esta´ asociada con una posicio´n i 2 {1, . . . , n} en ! y representa una
letra de ⌃.
• Cualquier nodo interior es ra´ız de un a´rbol que produce una subsecuencia de
!, iniciando en una posicio´n determinada i 2 {1, . . . , n} con longitud l 2
{1, . . . , n  i+ 1}.
Haciendo uso de estas observaciones, se puede construir un grafo que involucre
a todos los a´rboles de derivacio´n asociados a las palabras de una longitud dada.
Por otro lado, tambie´n es posible determinar si una palabra es generada por
una grama´tica dada. Para ello, se hace uso del algoritmo CYK (Cocke and Schwartz
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(1970), Younger (1967) y Kasami (1965)). El cual opera so´lo con grama´ticas dadas
en forma normal de Chomsky. Sin embargo, cualquier grama´tica libre de contexto
puede ser transformada a forma normal de Chomsky (ver: Sipser (2006)).
3.2 Grafo Ac´ıclico Dirigido  
En esta seccio´n, se define la nocio´n de grafo ac´ıclico dirigido (GAD)  (Quimper
and Walsh (2007)), que es una extension de las estructuras propuestas por Sellman
(2006) y Quimper and Walsh (2006).
Un GAD  , es un grafo que encapsula a todos los a´rboles de derivacio´n asocia-
dos a las palabras de una longitud dada n generadas por la grama´tica G(⌃, N, P, S).
El GAD   tiene una estructura y/o con dos tipos de nodos: nodos O (nodos-o) que
representan s´ımbolos no terminales de N y letras de ⌃, y nodos A (nodos-y) que re-
presentan producciones de P . Cada nodo, es caracterizado por su s´ımbolo (terminal,
no terminal o produccio´n), y la posicio´n y longitud de la subsecuencia que genera.
Se define O⇡il al nodo asociado con el simbolo no terminal o la letra ⇡, y que
genera la subsecuencia de longitud l en la posicio´n i. No´tese que si ⇡ 2 ⌃, el nodo
es una hoja y l es igual a uno. Adema´s, el nodo ra´ız es denotado por OS1n.
De manera similar, A⇧,til es el t-e´simo nodo que representa la produccio´n ⇧ 2 P
que genera una secuencia de longitud l a partir de la posicio´n i. Existen tantas A⇧,til
como formas de usar ⇧ para generar una secuencia de taman˜o l en la posicio´n i. A
este conjunto se le denominara´ A(⇧, i, l).
El GAD   esta´ construido de tal forma que el camino entre un nodo y otro,
alterna entre nodos O y nodos A. De una forma ma´s precisa, el GAD   tiene las
siguientes propiedades:
• Los hijos de un nodo O⇡il, denotados por ch(O⇡il), son todos los nodos A⇧,til tales
que ⇧ : ⇡ !  ,   2 N ⇥N [ ⌃ y t 2 A(⇧, i, l).
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• Cada nodo O⇡i1, donde ⇡ es un s´ımbolo no terminal, tiene solamente un hijo;
es decir, ch(O⇡i1) = A
⇧,1
i1 tal que ⇧ : ⇡ ! a, donde a 2 ⌃.
• Los padres de un nodo O⇡il, donde ⇡ 6= S es un s´ımbolo no terminal, denotados
por par(O⇡il), son nodos A
⇧,t
j,m tales que ⇧ : X ! ⇡Z o ⇧ : X ! Y ⇡, donde
j  i y m   l.
• Cada nodo O⇡i1, donde ⇡ es una letra, tiene solo un padre; es decir, par(O⇡i1) =
A⇧,1i1 tal que ⇧ : X ! ⇡.
• Cada nodo A⇧,til , con l > 1, tal que ⇧ : X ! Y Z tiene exactamente dos hijos:
OYik y O
Z
i+k,i+l k 1, donde k  i+ l   2.
• Cada nodo A⇧,1i1 tal que ⇧ : X ! a, donde A 2 ⌃, tiene solo un hijo: Oai1.
• Un nodo APi,til tiene un solo padre, O⇡il, si l = 1 y ⇧ : ⇡ ! a, a 2 ⌃.
En la Figura 3.2 se muestra el GAD   correspondiente a la grama´tica del Ejem-
plo 3.4 para palabras de tres letras. En este grafo es fa´cil verificar las propiedades
anteriores.
Para obtener cualquier a´rbol de derivacio´n a partir de un GAD  , se comienza
del nodo OS1n. Posteriormente, se visitan los nodos de tal forma que para los nodos
O⇡il se elige solo a uno de sus hijos, mientras que para los nodos A
⇧,t
il se toman a
todos sus hijos para ser visitados. De manera contraria, a partir de una palabra !,
se puede atravesar   en reversa para obtener el a´rbol de derivacio´n de !.
3.3 Representacio´n de Turnos con Grama´ticas
Libres de Contexto
Los turnos de cada empleado son definidos por una secuencia de s´ımbolos que
representan las actividades que se realizara´n, y cada secuencia esta´ restringida por
las regulaciones de cada empresa y por las habilidades de cada empleado.
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OS13
OA12
OA11
Oa11
AA!a,111
OA21
Oa21
AA!a,121
AA!AA,112
AS!AB,113
OB22
OB21
Ob21
AB!b,121
OB31
Ob31
AB!b,131
AB!BB,122
AS!AB,213
Figura 3.2: GAD   del la grama´tica del Ejemplo 3.4 para palabras de tres letras
Consecuentemente, cada turno puede ser modelado con una grama´tica libre de
contexto. Ma´s au´n, considerando que cada horario es una secuencia de una longitud
determinada; entonces, todos los posibles turnos pueden ser representados por un
GAD  . Reduciendo nuestro problema, a elegir las secuencias que mejor cubran las
demandas de cada actividad.
Por ejemplo, si se tiene que la grama´tica del Ejemplo 3.4 representa los turnos
factibles del empleado e con duracio´n de tres periodos. Donde los s´ımbolos a y b
representan las actividades que el empleado e puede realizar; entonces, el conjunto
de todos los turnos factibles queda representado por el GAD   presentado en la
Figura 3.2.
Para la contruccio´n del GAD   correspondiente a cada turno de cada empleado,
se utilizara´, en esta tesis, la grama´tica Ge,p, presentada por Coˆte´ et al. (2013) para
este problema:
Ge,p =
 
⌃ = (aj, 8j 2 Je) , N =
 
S,
 
Aj, A
n
j , A
0
j
 8j 2 Je  , P, S  ,
donde Je es el conjunto de actividades que es capaz de hacer el empleado e y aj es
la actividad j. Para definir P se utilizan las siguientes notaciones:
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• ![min,max] restringe a que las subsecuencias generadas tengan una longitud
entre un mı´nimo y ma´ximo de periodos;
• lep es la longitud del turno p del empleado e;
• maxj y minj son las duraciones ma´ximas y mı´nimas de la actividad j, respec-
tivamente.
Entonces, P queda definida como sigue: 8j 2 Je
S ![lep,lep] AjAnj
S ![lep,lep] Aj si lep  maxj
Aj ![minj ,maxj ] A0j
Anj ! Aj0Anj0 |Aj0 8j0 2 Je\{j}
A0j ! A0jaj|aj.
3.4 Modelo de set-covering para el Problema de
Asignacio´n de Turnos a Empleados con
Mu´ltiples Actividades
En este problema se considera el conjunto E de todos los empleados disponibles;
el conjunto ⌦e de todos los turnos factibles del empleado e; el conjunto A de todas
las actividades a realizar; el conjunto I de periodos del horizonte de planeacio´n, y
bia la demanda de la actividad a en el periodo i. As´ı mismo, se toma en cuenta el
para´metro  eias, que vale 1 si la actividad a 2 A esta´ asignada en el periodo i al turno
s 2 ⌦e para el empleado e 2 E, y 0 si no.
A partir de aqu´ı, se formula el siguiente modelo de set-covering (MSC) deri-
vado del que se presenta en el trabajo de Boyer et al. (2014).
Min z =
X
e2E
X
s2⌦e
cesx
e
s +
X
i2I
X
a2A
(cuiauia + c
o
iaoia) (3.1)
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sujeto a X
e2E
X
s2⌦e
 eiasx
e
s + uia   oia = bia 8i 2 I, a 2 A (3.2)X
s2⌦e
xes = 1 8e 2 E (3.3)
xes 2 {0, 1} 8e 2 E, s 2 ⌦e (3.4)
uia   0 8i 2 I, a 2 A (3.5)
oia   0 8i 2 I, a 2 A (3.6)
Donde:
• xes = 1 si el turno s 2 ⌦e es asignado al empleado e 2 E, y xes = 0 de otra
forma.
• uia representa la cantidad de asignaciones necesarias para cumplir a totalidad
la demanda de la actividad a 2 A en el periodo i 2 I.
• oia representa la cantidad de asignaciones que se realizan despue´s de haber
cubierto la demanda de la actividad a 2 A en el periodo i 2 I.
La funcio´n objetivo (3.1) esta compuesta por los costos de asignar un turno
(ces) y por los costos de incumplir (c
u
ia) o sobrecumplir (c
o
ia) la demanda de una
actividad en un determinado periodo. La restriccio´n (3.2) representa la satisfaccio´n
de demanda de cada actividad. Mientras que la restriccio´n (3.3), asegura que so´lo
una secuencia es asignada a cada empleado.
Como ya se menciono´, los turnos factibles pueden ser modelados con una
grama´tica libre de contexto y representados con un GAD  . En este trabajo se
tomara´ la idea de Coˆte´ et al. (2013) de representar el conjunto ⌦e con el GAD  
correspondiente al empleado e.
As´ı mismo, se tomara´ el me´todo de programacio´n dina´mica propuesto por
Coˆte´ et al. (2013) para la eleccio´n de cada turno. En la Seccio´n 4.2, se detallara´ ma´s
al respecto.
Cap´ıtulo 4
Me´todo Constructivo Basado en
Relajacio´n Lagrangiana
En este cap´ıtulo, se presenta un me´todo constructivo basado en la relajacio´n
lagrangiana para la asignacio´n de horarios a empleados, al que llamaremos MRL
(Me´todo constructivo basado en Relajacio´n Lagrangiana). As´ı mismo, se compa-
rara´ el rendimiento de este me´todo con los resultados encontrados por el Branch and
Price presentado por Coˆte´ et al. (2013), al cual nos referiremos como BP.
4.1 Relajacio´n Lagrangiana del Modelo de
Asigancio´n de Horarios a Empleados
Tomando en cuenta el modelo (MSC), se tiene que el conjunto de restricciones
(3.2) complica la resolucio´n del problema de manera exacta. Es por ello, que se
plantea la idea de utilizar la relajacio´n lagrangiana del modelo para la construccio´n
de una solucio´n.
A continuacio´n, se presenta la relajacio´n lagrangiana del modelo (MSC):
(RMSC) Min z =
X
e2E
X
s2⌦e
cesx
e
s +
X
i2I
X
a2A
(cuiauia + c
o
iaoia) (4.1)
+
X
i2I
X
a2A
 ia
 X
e2E
X
s2⌦e
 eiasx
e
s + uia   oia   bia
!
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sujeto a X
s2⌦e
xes = 1 8e 2 E (4.2)
xes 2 {0, 1} 8e 2 E, s 2 ⌦e (4.3)
uia   0 8i 2 I, a 2 A (4.4)
oia   0 8i 2 I, a 2 A (4.5)
 ia 2 R (4.6)
donde  ia son los multiplicadores de lagrange, y pueden tomar cualquier valor dada
la naturaleza de las restricciones que se relajan.
Si se simplifica el modelo relajado se obtiene el siguiente modelo:
Min z =
X
i2I
X
a2A
((cuia +  ia) uia + (c
o
ia    ia) oia) (4.7)
+
X
e2E
X
s2⌦e
 
ces +
X
i2I
X
a2A
 ia 
e
ias
!
xes +
X
i2I
X
a2A
 iabia
sujeto a X
s2⌦e
xes = 1 8e 2 E (4.8)
xes 2 {0, 1} 8e 2 E, s 2 ⌦e (4.9)
uia   0 8i 2 I, a 2 A (4.10)
oia   0 8i 2 I, a 2 A (4.11)
 ia 2 R (4.12)
El cual sera´ resuelto haciendo uso del me´todo subgradiente. En primera ins-
tancia, se tiene que fijar la matriz ⇤ de los multiplicadores  ia; resultando, de esta
manera, que el modelo puede ser separado en dos subproblemas. El primero, deter-
mina el incumplimiento y sobrecumplimiento de la demanda de cada actividad para
cada periodo. El segundo, realiza la asignacio´n de los turnos de cada empleado.
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(SubP1(⇤)) Min z1 =
X
i2I
X
a2A
(cuia +  ia) uia + (c
o
ia    ia) oia (4.13)
 
X
i2I
X
a2A
 iabia
sujeto a
uia   0 8i 2 I, a 2 A (4.14)
oia   0 8i 2 I, a 2 A (4.15)
(SubP2(⇤)) Min z2 =
X
e2E
X
s2⌦e
 
ces +
X
i2I
X
a2A
 ia 
e
ias
!
xes (4.16)
sujeto a X
s2⌦e
xes = 1 8e 2 E (4.17)
xes 2 {0, 1} 8e 2 E, s 2 ⌦e(4.18)
Ambos modelos tienen que ser resueltos para, despue´s, optimizar los multi-
plicadores de lagrange por medio del me´todo subgradiente. Notamos que cualquier
secuencia de actividades, generada por la relajacio´n, es factible, debido a la definicio´n
del conjunto ⌦e en el modelo (MSC).
En el algoritmo 1, se presenta el pseudoco´digo del me´todo subgradiente. En la
siguiente seccio´n, se presentan los algoritmos para solucionar ambos subproblemas.
As´ı mismo, se describe el me´todo subgradiente de manera ma´s detallada.
4.2 Resolucio´n de los Subproblemas
En esta seccio´n, se aborda la resolucio´n de los subproblemas (SubP1(⇤)) y
(SubP2(⇤)).
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Algoritmo 1 Me´todo Subgradiente
Entrada: Datos del problema.
Salida: Mejor solucio´n primal encontrada dSol; mejor cota del problema primal fˆ ,
y mejor cota de problema relajado fˆ 0.
1: Sea ⇤ = ( ia)i2I, a2A
2: Sea U = (uia)i2I, a2A
3: Sea O = (oia)i2I, a2A
4: fˆ  1
5: f  1
6: fˆ 0   1
7: f 0   1
8: para todo i 2 I y a 2 A hacer
9:  ia  Aia //Donde Aia son constantes.
10: fin para
11: mientras |f   f 0| < " hacer
12: [U,O] Resolver(SubP1(⇤))
13: Sol  Resolver(SubP2(⇤))
14: f  Evaluar(Sol)
15: [⇤, f 0] Actualizar Multiplicadores(⇤, U, O, Sol, f)
16: si f < fˆ entonces
17: fˆ  f
18: dSol  Sol
19: fin si
20: si f 0 > fˆ 0 entonces
21: fˆ 0  f 0
22: fin si
23: fin mientras
24: devolver
hdSol, fˆ , fˆ 0i
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Para el subproblema (SubP1(⇤)), se puede notar que las restricciones de este
modelo so´lo determinan que las variables de decisio´n uia y oia son positivas. Por
ende, basta analizar los signos de los coeficientes que tienen dichas variables para
determinar su valor.
En particular, al tratarse de un problema de minimizacio´n, se tiene que para
los coeficientes positivos, las variables correspondientes toman el valor de cero. Por
otro lado, para los coeficientes negativos, las variables correspondientes toman un
valor positivo, las cuales deben de ser acotadas dada la naturaleza del problema.
Para la variable uia, correspondiente al nu´mero de asignaciones faltantes para
cumplir a totalidad la demanda de la actividad a en el periodo i, se puede observar
que el mayor valor que puede tomar resulta al no asignar la actividad a en el periodo
i a ningu´n empleado, teniendo como consecuencia que la demanda correspondiente,
bia, queda totalmente incumplida y, por ende, uia = bia.
Resultando que
uia =
8><>:0 si (c
u
ia +  ia)   0
bia si (cuia +  ia) < 0
De la misma manera, el mayor valor que puede tomar la variable oia, correspon-
diente al nu´mero de asignaciones de la actividad a en el periodo i realizadas despue´s
de haber cumplido su demanda bia, queda determinado al suponer que todos los em-
pleados realizan la actividad a en el periodo i. Teniendo que oia = |E|   bia, donde
|E| es el nu´mero total de empleados.
Obteniendo que
oia =
8><>:0 si (c
o
ia    ia)   0
|E|  bia si (coia    ia) < 0
A continuacio´n, en el algoritmo 2, se presenta el me´todo de solucio´n del sub-
problema SubP1.
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Algoritmo 2 Me´todo para solucionar SubP1
Entrada: Matriz ⇤.
Salida: Solucio´n [U,O].
1: para todo i 2 I hacer
2: para todo a 2 A hacer
3: si (cuia +  ia) < 0 entonces
4: uia  bia
5: si no
6: uia  0
7: fin si
8: si (coia    ia) < 0 entonces
9: oia  |E|  bia
10: si no
11: oia  0
12: fin si
13: fin para
14: fin para
15: devolver [U,O]
Como se menciono´ con anterioridad, el conjunto ⌦e puede ser caracterizado
con el GAD   del empleado e. Es por ello que para el subproblema (SubP2(⇤)), se
propone solucionarlo haciendo uso del me´todo de programacio´n dina´mica propuesto
por Coˆte´ et al. (2013). Con ese fin, los multiplicadores  ia sera´n tomados como el
peso de la actividad a al ser realizada en el periodo i.
Posteriormente, cada uno de los pesos  ia es colocado en la hoja del GAD  
en la que aparezca la actividad a en la posicio´n i. Para despue´s realizar un retroceso
en el a´rbol, de tal forma que en los nodos-y, los pesos que tenga cada una de las
ramas se suman. Mientras que en los nodos-o, se toma la rama con el mı´nimo peso
acumulado.
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OS13
OA12
OA11
Oa11
 1a = 1
AA!a,111 1
1 OA21
Oa21
 2a =  2
AA!a,121  2
 2
AA!AA,112 1
 1
AS!AB,113 0
0
OB22
OB21
Ob21
 2b =  1
AB!b,121  1
 1 OB31
Ob31
 3b = 1
AB!b,131 1
1
AB!BB,122 0
0
AS!AB,2131
Figura 4.1: Solucio´n gra´fica del Ejemplo 4.1
Al llegar a la ra´ız del GAD  , es posible obtener el camino que genera la
secuencia de actividades con un costo mı´nimo, basado en los pesos  ia, quedando
resuelto el segundo subproblema.
En el Ejemplo 4.1, se muestra el funcionamiento del me´todo de programacio´n
dina´mica en un problema pequen˜o, con una grama´tica que genera secuencias de tres
letras.
Ejemplo 4.1 Si se considera que se quieren generar las secuencias de tres periodos
utilizando la grama´tica del Ejemplo 3.4, se obtiene el GAD   mostrado en la Figura
3.2. Adema´s, si
⇤ =
0BBB@
1 0
 2  1
0 1
1CCCA
se obtiene que la secuencia de menor costo es aab, tal y como se muestra en la Figura
4.1.
La restriccio´n (4.17) es cumplida de manera trivial desde que so´lo se elige la
secuencia de costo mı´nimo para cada turno de cada empleado.
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4.3 Optimizacio´n de los Multiplicadores ⇤
Una vez resueltos los dos subproblemas, es necesario encontrar un conjunto
de multiplicadores  ia que me generen una mejor solucio´n. Para ello, se propone la
utilizacio´n del me´todo subgradiente introducido por Shor (1985).
Para obtener los multiplicadores en la k-e´sima actualizacio´n  kia, se considera
la siguiente ecuacio´n:
 kia =  ia
k 1 +
"
sk 1ia · ✏k 1
 
fk 1   f 0k 1
 
ksk 1ia k2
#
donde ✏k 1 2 (0, 2], fk 1 es la mejor evaluacio´n encontrada hasta la iteracio´n (k 1),
en el modelo (MSC), de la solucio´n xe(k 1)s , obtenida con los multiplicadores  k 1ia .
As´ı mismo, f 0k 1 es la mejor cota obtenida del modelo relajado (RMSC) hasta la
iteracio´n (k   1), despue´s de haber resuelto los subproblemas. Adema´s,
sk 1ia =
X
e2E
X
s2⌦e
 e(k 1)ias x
e(k 1)
s + u
k 1
ia   ok 1ia   bia.
Para este caso, el para´metro ✏1 se fija con el valor de dos, y va a ser actualizado
dividie´ndolo por la mitad, despue´s de un cierto nu´mero de iteraciones en las que la
cota del modelo relajado no mejora.
Como se mostro´ en el algoritmo 1, el criterio de paro que se eligio´ fue el
siguiente:
|f   f 0| < ".
Sin embargo, como se observara´ en la siguiente seccio´n, resulta ser ineficiente debido
a la enorme diferencia entre ambas cotas. Es por ello, que se tomara´ el siguiente
criterio:
✏k < ".
Es decir, el algoritmo parara´ cuando las actualizaciones de la matriz ⇤ dejen
de ser significativas para el me´todo.
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4.4 Experimentacio´n
Para realizar las pruebas de algoritmo propuesto, se tomo´ el segundo conjunto
de instancias descritas en el Ape´ndice A, presentado en el trabajo de Coˆte´ et al.
(2013) e introducidas por Lequy et al. (2009). Los resultados que se presentaran ma´s
adelante, fueron obtenidos de los experimentos realizados sobre un procesador Intel
Xeon, CPU E5-2687W, a 3.10 GHz con una memoria RAM de 62.9 Gb haciendo uso
del lenguaje de programacio´n C++.
La informacio´n requerida para la ejecucio´n del algoritmo es:
• Un horizonte de planeacio´n divido en periodos de 15 minutos.
• Para cada actividad:
- el nu´mero de empleados requerido para cada periodo;
- los costos de incumplir o sobrecumplir la actividad correspondiente;
- la cantidad mı´nima y ma´xima de periodos que puede ser realizada de
manera continua.
• Para cada empleado:
- los periodos de inicio y duracio´n de sus turnos;
- la lista de actividades que tiene capacidad de hacer.
La tarea es rellenar cada turno con una secuencia de actividades, de tal forma
que cada empleado realice so´lo las actividades que esta´ capacidado hacer, y que la
mı´nima y ma´xima duracio´n de cada actividad asignada sea satisfecha. El objetivo
es minimizar los costos de incumplimiento y sobrecumplimiento; as´ı como, el costo
asociado a las transiciones entre actividades existentes en cada turno.
Para iniciar la relajacio´n lagrangiana, se tomaron los siguientes multiplicadores
Cap´ıtulo 4. Me´todo Constructivo Basado en Relajacio´n Lagrangiana31
 ia =  cuiabia
ya que, en pruebas previas, mostraron tener mejores resultados que el fijarlos todos
a cero.
Como criterio de paro, se tomo´ " = 0.00001.
En las tablas que se anexan en el Ape´ndice B, se presentan los resultados
obtenidos con el algoritmo propuesto, en comparativa con los mejores resultados
reportados en la literatura, los cuales fueron generados por medio de un me´todo
exacto.
A continuacio´n se muestra una tabla que muestra los gaps y el tiempo de
resolucio´n promedio de cada conjunto de instancias. La columna Gap(MRL/RL),
corresponde al gap promedio entre los resultados obtenidos con el me´todo constructi-
vo y la mejor cota lagrangiana. Mientras que la columna Gap(BP/RL), corresponde
al gap promedio correspondientes a los mejores resultados de la literatura y la mejor
cota lagrangiana.
Conjunto de
Instancias
Gap(MRL/RL)
(%)
Gap(BP/RL)
(%)
Tiempo (s)
1 50 10 s1 320 3.43 18.42
1 50 10 s2 248 2.08 8.33
2 75 12 788 6.43 256.44
7 20 5 s1 667 0.69 95.47
7 20 5 s2 80.66 0.0002 9.24
7 50 7 447 0.64 161.23
7 50 10 1456 2.08 757.07
7 100 15 853 2.39 1062.06
Como se puede notar en la tabla anterior, las cotas lagrangianas quedaron muy
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cerca de los mejores resultados reportados, teniendo como resultado un promedio de
2.22% de gap para todas las instancias. Sin embargo, las cotas primales generadas
resultan tener, en su mayor´ıa, un gap del ma´s del 100%.
Al analizarlo de manera ma´s detallada, la ineficiencia del me´todo, para obtener
buenas soluciones factibles, se le puede atribuir a situaciones en las que los turnos
de dos o ma´s empleados se traslapan. Es decir, que hay empleados que coinciden en
todos o en algunos periodos de trabajo.
En la Figura 4.2 se muestra un ejemplo gra´fico en el que los turnos se21 y s
e1
2 ,
correspondientes a los empleados e2 y e1, se traslapan totalmente en los periodos del
i3 al i4. En este ejemplo, se puede hacer notar que si los empleados e1 y e2 tienen las
mismas habilidades, entonces van a realizar la mismas actividades. Debido a que las
secuencias generadas con el me´todo propuesto dependen de los pesos asignados (⇤);
a ambos empleados se les asigna el mismo turno independientemente de la cobertura.
De tal forma que si la actividad a1 se tiene que asignar al turno s
e2
1 , entonces
tambie´n se asignara´ al turno se12 . Au´n y cuando las demandas de la actividad a1,
queden satisfechas al asignar a1 a so´lo uno de los turnos. Descartando la posibilidad
de hacer uso de alguno de ellos para satisfacer los requerimientos de una actividad
distinta.
se11 s
e1
2
se21 s
e2
2e2
e1
i1 i2 i3 i4 i5 i6
Figura 4.2: Ejemplo de dos empleados con turnos que se traslapan.
Cap´ıtulo 5
Me´todos Constructivos por
Etapas Basados en Relajacio´n
Lagrangiana
En este cap´ıtulo se presentara´n dos me´todos constructivos en los que se realizan
asignaciones por etapas; al primero, le llamaremos MAEE (Me´todo de Asignacio´n
de Empleados por Etapas) y, al segundo, MATE (Me´todo de Asignancio´n de Turnos
por Etapas). El objetivo de estos me´todos, es erradicar los problemas por los que el
algoritmo anterior resulta ineficiente.
5.1 Me´todo de Asignacio´n de Empleados por
Etapas
Como se menciono´ en el cap´ıtulo anterior, una de las razones del mal funcio-
namiento del algorimo de la relajacio´n lagrangiana, para la generacio´n de buenas
soluciones, es el traslape de los turnos de dos o ma´s empleados. Por esta razo´n,
se trabajara´ con la idea de que los pesos (⇤) generados por la relajacio´n funcio-
nan eficientemente, para el caso en el que no existen traslapes en los turnos de los
empleados.
En ese sentido, se propone construir una solucio´n por etapas. En las que en
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se11 s
e1
2
se21 s
e2
2e2
e1
i1 i2 i3 i4 i5 i6 i7 i8
Figura 5.1: Ejemplo de dos empleados con turnos que no se traslapan.
cada una de ellas, se asigna la mayor cantidad de empleados, de tal forma que no
coincidan en ningu´n periodo de trabajo. Tal y como se muestra en el ejemplo de la
Figura 5.1.
5.1.1 Descripcio´n del Me´todo
En esta seccio´n, se formula un me´todo iterativo, en el que, al inicio, se realiza
una relajacio´n lagrangiana del problema para obtener los pesos (⇤) que generan la
mejor solucio´n primal. En seguida, se eligen aquellos empleados que tengan turnos
disjuntos para, despue´s, asignarles una secuencia haciendo uso del algoritmo utili-
zado para resolver el subproblema SubP2, en el cap´ıtulo anterior. Posteriormente,
se realiza una actualizacio´n de la matriz de demandas B, tomando en cuenta la
informacio´n de las asignaciones que se realizaron anteriormente. Es decir,
b0ia = bia  
X
e2Ep
X
s2⌦e
 eias 8i 2 I, a 2 A,
donde Ep representa el conjunto de empleados asignados.
Una vez hecho esto, se obtiene un nuevo problema de asignacio´n de horarios a
empleados, con las nuevas demandas y los empleados que au´n no han sido asigna-
dos. A dicho problema se le aplica relajacio´n lagrangiana. Para, despue´s, repetir las
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acciones anteriores.
Este proceso se realizara´ hasta que los turnos de todos los empleados sean
asignados.
A continuacio´n, en el Algoritmo 3, se presenta el pseudoco´digo del me´todo
antes mencionado.
Algoritmo 3 Me´todo de asignacio´n de empleados por etapas
Entrada: Datos del problema.
Salida: Solucio´n construida Sol
1: Sea ⇤ = ( ia)i2I, a2A
2: Sol  ;
3: E 0  E
4: B0  B
5: para todo i 2 I y a 2 A hacer
6:  ia  Aia //Donde Aia son constantes.
7: fin para
8: mientras E 0 6= ; hacer
9: ⇤ Relajacio´n Lagrangiana(E 0, B0,⇤)
10: Ep  Eleccio´n Empleados(E 0) //conjunto de empleados con turnos
que no se traslapan.
11: SEp  Asignar(Ep,⇤) //conjunto de turnos asignados.
12: E 0  E 0\Ep
13: B0  Actualizar Demandas(B0, SEp)
14: ⇤ Actualizar Multiplicadores(⇤, Ep, B0)
15: Sol  Sol [ SEp
16: fin mientras
17: devolver Sol
La funcio´n Relajacio´n Lagrangiana presentada en el Algoritmo 3, hace referen-
cia al me´todo presentado en el cap´ıtulo 4.
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As´ı mismo, la funcio´n Actualizar Multiplicadores, reinicializa, con los valores
iniciales, los multiplicadores correspondientes a las actividades asignadas en los pe-
riodos de cada uno de los turnos fijados, con los valores iniciales de ⇤. Mientras que
los dema´s, se dejan con el mismo valor. Esto con el motivo de reducir el trabajo
computacional, al no recalcular los multiplicadores que no son utilizados y que ya
son eficientes.
5.1.2 Experimentacio´n
Para realizar las pruebas de algoritmo propuesto, se tomo´ el segundo conjunto
de instancias, presentado en el trabajo de Coˆte´ et al. (2013) e introducidas por Lequy
et al. (2009). Los resultados que se presentaran ma´s adelante, fueron obtenidos de
los experimentos realizados sobre un procesador Intel Xeon, CPU E5-2687W, a 3.10
GHz con una memoria RAM de 62.9 Gb haciendo uso del lenguaje de programacio´n
C++.
Para iniciar las pruebas, se tomaron los siguientes multiplicadores
 ia =  cuiabia.
En las tablas presentadas en el Ape´ndice B, se puede observar que los resultados
obtenidos con el me´todo de asignaciones por etapas, esta´n cerca del o´ptimo, logrando
menos del 5% de gap en la mayor´ıa de las instancias. Incluso, en la instancia 1855,
presentada en la Tabla B.12, se logro´ obtener una mejor solucio´n que la obtenida en
la literatura.
A continuacio´n, se muestra una tabla con los gaps y el tiempo de resolucio´n
promedio de cada conjunto de instancias. La columna Gap(MAEE/RL), corres-
ponde al gap promedio obtenido entre los resultados alcanzados con el me´todo de
asignacio´n de empleados por etapas y la mejor cota lagrangiana. Mientras que la
columna Gap(BP/MAEE), corresponde al gap promedio obtenido entre los mejo-
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res resultados reportados en la literatura y la mejor cota obtenida con el me´todo
propuesto.
Conjunto de
Instancias
Gap(MAEE/RL)
(%)
Gap(BP/MAEE)
(%)
Tiempo (s)
1 50 10 s1 5.89 2.13 233.008
1 50 10 s2 5.69 3.43 225.94
2 75 12 8.85 2.40 7121.83
7 20 5 s1 1.30 0.58 832.57
7 20 5 s2 2.13 2.12 86.20
7 50 7 1.31 0.66 3129.56
7 50 10 3.61 1.45 15768.84
7 100 15 3.80 1.31 37358.74
Como se observa en la tabla anterior, el me´todo de asignacio´n de empleados
por etapas, genera buenas soluciones para el problema. Sin embargo, la obtencio´n de
estos resultados es tardada. Al realizar la experimentacio´n, se noto´ que la tardanza
del me´todo se debe a que en cada iteracio´n se asignan a lo ma´s dos empleados, para
la mayor´ıa de las instancias.
5.2 Me´todo de Asignacio´n de Turnos por Etapas
La desventaja del me´todo de asignacio´n de empleados por etapas, es lo tardado
que resulta, debido a la forma en que se eligen los empleados a asignar. Es por ello,
que se propone una asignacio´n de turnos por etapas. Considerando, esta vez, asignar
la mayor cantidad de turnos disjuntos. En la siguiente figura se presenta un ejemplo
para el cual, la eleccio´n de turnos para asignar es ma´s eficiente, que la eleccio´n de
empleados.
En el ejemplo, se puede observar que si eligie´ramos por empleados, so´lo se
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se11 s
e1
2
se22 s
e2
3s
e2
1e2
e1
i1 i2 i3 i4 i5 i6 i7 i8 i9
tomar´ıa a uno de los empleados en una iteracio´n y, en el mejor de los casos, se fijar´ıan
tres turnos. Por otro lado, si se selecciona por turnos, se asignar´ıan los turnos se11 ,
se12 , s
e2
2 y s
e2
3 . Teniendo que se determina una mayor cantidad de turnos en cada fase.
5.2.1 Descripcio´n del Me´todo
Para la construccio´n de este me´todo, se propone realizar una relajacio´n lagran-
giana del problema para obtener los pesos (⇤) que generan la mejor solucio´n primal.
En seguida, se elige la mayor cantidad de turnos disjuntos para, despue´s, asignar-
les una secuencia haciendo uso del algoritmo utilizado para resolver el subproblema
SubP2, en el cap´ıtulo anterior.
Posteriormente, se realiza una actualizacio´n de la matriz de demandas B, to-
mando en cuenta la informacio´n de las asignaciones que se realizaron anteriormente.
Es decir,
b0ia = bia  
X
e2E
X
s2⌦0e
 eias 8i 2 I, a 2 A,
donde ⌦0e es el conjunto de turnos del empleado e asignados.
Una vez hecho esto, se obtiene un nuevo problema de asignacio´n de horarios a
empleados, con las nuevas demandas y los empleados que au´n no han sido asigna-
dos. A dicho problema se le aplica relajacio´n lagrangiana. Para, despue´s, repetir las
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acciones anteriores.
Este proceso se realizara´ hasta que todos los turnos son asignados. En el Al-
goritmo 4, se presenta el pseudoco´digo de este me´todo.
Para realizar la eleccio´n de los turnos que se van a asignar, en la funcio´n Elec-
cio´n Turnos en el Algoritmo 4, se utiliza una heur´ıstica. En dicha heur´ıstica, se toma
como inicio el periodo inicial en el horizonte de planeacio´n para, posteriormente, se-
leccionar el turno no asignado tal que la distancia entre el periodo inicial y el periodo
de inicio del turno sea la mı´nima. Posteriormente, se toma el periodo de culminacio´n
del turno seleccionado, como referencia para seleccionar el siguiente; este proceso se
repite hasta que no haya ma´s turnos a asignar.
Algoritmo 4 Me´todo de asignacio´n de turnos por etapas
Entrada: Datos del problema.
Salida: Solucio´n construida Sol
1: Sea ⇤ = ( ia)i2I, a2A
2: T  ⌦ //conjunto de todos los turnos a asignar.
3: T 0  ; //conjunto de turnos posibles a asignar.
4: para todo i 2 I y a 2 A hacer
5:  ia  Aia //Donde Aia son constantes.
6: fin para
7: mientras T 6= ; hacer
8: ⇤ Relajacio´n Lagrangiana(B,⇤)
9: T 0  Eleccio´n Turnos(T )
10: Asignar(T 0,⇤)
11: T  T\T 0
12: B  Actualizar Demandas(B, T 0)
13: ⇤ Actualizar Multiplicadores(⇤, T 0, B)
14: Sol  Sol [ T 0
15: fin mientras
16: devolver Sol
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5.2.2 Experimentacio´n
Las pruebas fueron realizadas bajo las mismas condiciones que en las descritas
en la seccio´n 5.1.1 y se usan las instancias presentadas en el Ape´ndice A.
En las tablas presentadas en el Ape´ndice B, se puede hacer notar que, como se
esperaba, los tiempos de resolucio´n se redujeron considerablemente. Sin embargo la
calidad de dichas soluciones se redujo.
En la Tabla 5.1 se presenta una comparativa entre los gaps promedio; as´ı como
el tiempo promedio de resolucio´n para cada conjunto de instancias. En la colum-
na Gap(MATE/RL) se presenta al gap promedio correspondiente a los resultados
obtenidos con el me´todo de asignacio´n de turnos por etapas y la mejor cota lagran-
giana encontrada. Mientras que en la columna Gap(BP/MATE) aparecen los gaps
promedio relacionados con los resultados presentados en la literatura y los mejores
resultados obtenidos con este enfoque.
Conjunto de
Instancias
Gap(MATE/RL)
(%)
Gap(BP/MATE)
(%)
Tiempo (s)
1 50 10 s1 28.41 24.02 35.94
1 50 10 s2 9.04 6.70 13.88
2 75 12 107.46 93.72 1305.83
7 20 5 s1 7.73 6.97 125.57
7 20 5 s2 3.74 3.74 5.79
7 50 7 17.21 16.47 243.62
7 50 10 30.74 27.95 3205.83
7 100 15 60.77 56.98 4717.18
Tabla 5.1: Comparativa de resultados de me´todo de asignacio´n de turnos por etapas.
En la Tabla 5.1, se puede observar que el gap promedio de los resultados ob-
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tenidos es de 33%. Sin embargo, se puede hacer notar que los tiempos promedio de
resolucio´n se redujeron en ma´s de 50% en comparacio´n con el me´todo de asignacio´n
de empleados por etapas.
Una de las razones posibles que explica la ineficiencia del me´todo, radica en la
heur´ıstica de seleccio´n de turnos. Ya que no toma en cuenta el orden en que fueron
tomados dichos turnos en la relacio´n lagrangiana. En experimentaciones posteriores,
se pudo comprobar que el orden en que se toman los turnos, afecta en la calidad de
la solucio´n obtenida.
Cap´ıtulo 6
Me´todo H´ıbrido Basado en
Relajacio´n Lagrangiana
En los cap´ıtulos anteriores, se presentaron me´todos heur´ısticos basados en re-
lajacio´n lagrangiana. Las pruebas realizadas con estos me´todos, dan indicios de que
la relajacio´n lagrangiana es capaz de generar turnos de buena calidad.
Bajo esta premisa, el problema se reduce a encontrar la mejor combinacio´n
de turnos dentro del conjunto de todos los turnos generados durante la relajacio´n
lagrangiana.
En la siguiente seccio´n se muestra a detalle un me´todo h´ıbrido para resolver el
SSP, al cual llamaremos MH (Me´todo Hı´brido basado en relajacio´n lagrangiana).
6.1 Descripcio´n del Me´todo H´ıbrido
Para encontrar la mejor combinacio´n, se propone construir todos los conjuntos
⌦0e a partir de todos los turnos posibles para el empleado e, generados durante la
relajacio´n lagrangiana. Es decir, se guardara´n los turnos generados a cada iteracio´n
del me´todo subgradiente.
Posteriormente, estos conjuntos son pasados como para´metro para el modelo
(MSC), dando lugar al siguiente modelo:
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(SMSC) Min z =
X
e2E
X
s2⌦0e
cesx
e
s +
X
i2I
X
a2A
(cuiauia + c
o
iaoia) (6.1)
sujeto a X
e2E
X
s2⌦0e
 eiasx
e
s + uia   oia = bia 8i 2 I, a 2 A (6.2)X
s2⌦0e
xes = 1 8e 2 E (6.3)
xes 2 {0, 1} 8e 2 E, s 2 ⌦0e (6.4)
uia   0 8i 2 I, a 2 A (6.5)
oia   0 8i 2 I, a 2 A (6.6)
Es fa´cil notar, que es ma´s sencillo resolver el modelo (SMSC) debido a que ⌦0e
contiene una cantidad considerablemente menor de turnos que ⌦e. Es por ello, que
se propone solucionar el modero (SMSC) haciendo uso de un solver comercial como
CPLEX.
En el Algoritmo 5, se presenta el pseudoco´digo del me´todo antes mencionado.
Algoritmo 5 Me´todo h´ıbrido basado en relajacio´n lagrangiana
Entrada: Datos del problema.
Salida: Solucio´n encontrada Sol
1: ⌦ Relajacion Lagrangiana(MSC) //Conjunto de todos los ⌦0e
2: SMSC  Construir Modelo(⌦)
3: Sol  Resolver(SMSC)
4: devolver Sol
Donde la funcio´n Relajacion Lagrangiana, hace referencia al me´todo propuesto
en el cap´ıtulo 4; la funcio´n Construir Modelo, crea el modelo SMSC a partir de
los turnos generados por la relajacio´n lagragiana; por u´ltimo, la funcio´n Resolver
soluciona el modelo mediante el uso de Cplex.
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6.2 Experimentacio´n
Las pruebas fueron realizadas bajo las mismas condiciones que en las descritas
en la seccio´n 5.1.1, con las instancias presentadas en el Ape´ndice A, y haciendo uso
de Cplex 12.6 para la resolucio´n del modelo (SMSC).
Para correr el programa se establecieron los siguientes para´metros:
• Para el me´todo subgradiente:
- Un valor inicial de   = 2;
- Un valor minimo para   de 0.0001;
- Un nu´mero de iteraciones antes de reducir el paso de 75.
• Para condicio´n de paro de Cplex:
- Un gap de 0.02.
Adema´s, se agrega una condicio´n de paro ma´s, la cual consiste en revisar la
mejor solucio´n encontrada por cplex en periodos de 300 segundos. Si la solucio´n
incumbente mejora despues de este periodo, el me´todo sigue durante 300 segundos
ma´s o hasta alcanzar el gap que se establece en la primera condicio´n; si no, el me´todo
para y reporta la mejor solucio´n obtenida.
En las tablas del Ape´ndice B, se muestran los resultados obtenidos con el
me´todo h´ıbrido basado en relajacio´n lagrangiana. Se puede notar que en 32.5% de
las instancias que fueron probadas se obtuvieron mejores resultados que los mejores
reportados en la literatura. As´ı mismo, en so´lo tres del total de las instancias, el
me´todo reporto´ soluciones de menor calidad, aunque hay que notar que la u´nica
diferencia entre estos resultados y los mejores reportados, es tan so´lo el costo de una
transicio´n. En las instancias restantes, se obtuvieron los mismos resultados que los
mejores reportados en la literatura.
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En la siguiente tabla, se muestra el rendimiento de este me´todo. En la columna
Gap(MH/RL) se muestran los gaps promedio entre la solucio´n y la mejor cota
lagrangiana, y en la columna Gap(BP/MH) se muestran los gaps promedio entre
la mejor solucio´n reportada en la literatura y la mejor cota lagangiana encontrada;
as´ı como los tiempos promedio de resolucio´n con la me´todolog´ıa propuesta, para
cada conjunto de instancias.
Conjunto de
Instancias
Gap(MH/RL)
(%)
Gap(BP/MH)
(%)
Tiempo (s)
1 50 10 s1 3.08 -0.70 49.72
1 50 10 s2 2.31 0.16 9.06
2 75 12 5.09 -1.92 2447.56
7 20 5 s1 0.69 0 94.81
7 20 5 s2 0.0002 0 12.79
7 50 7 0.64 0 1209.29
7 50 10 1.77 -0.37 231.07
7 100 15 2.19 -0.24 2320.83
Se puede observar que el gap promedio para las instancias probadas es de
1.97%. Resultando mejor que las metodologias propuestas en los cap´ıtulos anteriores.
No so´lo en la calidad de los resultados sino tambie´n en los tiempos de resolucio´n. Los
resultados obtenidos, muestran que la realajacio´n lagrangiana es capaz de generar
turnos de buena calidad para el problema de planeacio´n de horarios a empleado con
mu´ltiples actividades.
Cap´ıtulo 7
Conclusiones
En esta tesis, se presentaron cuatro me´todos constructivos haciendo uso de las
grama´ticas libres de contexto y de la relajacio´n lagrangiana. Un aspecto importante
de estos me´todos, es que, al ser basados en relajacio´n lagrangiana, es posible obtener
una cota inferior para este problema y, consecuentemente, una medida que determine
la calidad de las soluciones que se esta´n obteniendo.
En el cap´ıtulo 4, se presenta un me´todo constructivo basado en relajacio´n
lagrangiana. Al realizar la experimentacio´n correspondiente, nos fue posible observar
que este me´todo es capaz de generar buenas cotas inferiores para el problema de
planeacio´n de horarios a empleados. Sin embargo, las soluciones factibles generadas
fueron de mala calidad, con un gap promedio de 600%; es decir, en promedio, un
valor de funcio´n objetivo seis veces ma´s grande que la solucio´n o´ptima del problema.
As´ı mismo, se pudo detectar la razo´n de la mala calidad de estas soluciones.
En el cap´ıtulo 5, se presentan dos me´todos basados en una asignacio´n por
etapas y en la relajacio´n lagrangiana, con la idea de solucionar las deficiencias del
me´todo presentado en el cap´ıtulo 4. La experimentacio´n realizada con dichos me´to-
dos, no hace notar que es posible generar buenas soluciones. Prueba de ello, es la
obtencio´n del 4.07% de gap promedio al resolver todas las instancias con el me´todo
de asignacio´n de empleados por etapas. Sin embargo, la insuficiencia del me´todo
radica en la tardanza del mismo.
El me´todo de asignacio´n de turnos por etapas surge como solucio´n a las deficien-
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cias presentadas por el me´todo de asignacio´n de empleados por etapas. Resultando,
e´ste, mejor en tiempos, pero reduciendo la calidad de las soluciones. La experimenta-
cio´n realizada hasta el momento, da indicios de que la relajacio´n lagrangiana produce
turnos de buena calidad. Reduciendo el problema, a encontrar la mejor combinacio´n.
Por esta razo´n, en el cap´ıtulo 6, se propone un me´todo h´ıbrido basado en rela-
jacio´n lagrangiana. La experimentacio´n correspondiente, nos hace notar la eficiencia
del me´todo al encontrar mejores soluciones que las mejores soluciones encotradas
en la literatura, en un 32.5% de los casos. Adema´s, se obtuvo un gap promedio de
1.97% con esta metodolog´ıa, en comparacio´n con el 2.21% de gap promedio obtenido
de las mejores soluciones reportadas en la literatura.
De manera general, la experimentacio´n realizada a lo largo de esta tesis, de-
muestra que es posible generar soluciones de buena calidad con me´todos basados en
relajacio´n lagrangiana y grama´ticas libres de contexto. En la Tabla 7.1 se muestra
una comparativa de los resultados promedio obtenidos con los me´todos propuestos y
los mejores resultados reportados en la literatura, para cada conjunto de intancias.
Se puede observar que el me´todo h´ıbrido obtuvo el mejor rendimiento, obteniendo
un gap promedio de 1.97% en la resolucio´n de todas las instancias, contra el 2.21%
de gap promedio obtenido de los mejores resultados reportados en la literatura.
Finalmente, el objetivo planteado al inicio de este trabajo de tesis, es logrado
en su totalidad. Demostrando que la relajacio´n lagrangiana en conjunto con las
grama´ticas libres de contexto, pueden generar me´todos eficientes para resolver el
problema de planeacio´n de horarios a empleados.
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Cap´ıtulo 8
Trabajo a Futuro
Como trabajo a futuro se propone mejorar los algoritmos para alcanzar un
mejor tiempo de resolucio´n. El resolver de manera exacta el problema de cubrimiento
de conjuntos del me´todo h´ıbrido, es muy tardado. Es por ello, que se idea disen˜ar
un me´todo heur´ıstico para resolverlo. En la literatura se muestran diversos enfoques
para darle solucio´n a este problema: Greedy (Chvatal (1979) y Goldschmidt et al.
(1993)), algoritmos gene´ticos (Beasley and Chu (1996)), y GRASP (Bautista and
Pereira (2007)), entre otros.
As´ı mismo, se plantea extender estos me´todos a un problema de planeacio´n
de horarios a empleados con tareas, donde las tareas son actividades que no se
realizan de manera cotidiana pero que resultan esenciales para las operaciones de un
negocio. Adema´s, se consideran restricciones de precedencia, as´ı como una duracio´n
preestablecida y una ventana de tiempo en la que tienen que ser realizadas.
Por ejemplo, el mantenimiento de una ma´quina es una actividad que no es
realizada diariamente y esta´ planeada para ciertos periodos de tiempo. Tambie´n, le
preceden una serie de tareas como el apagado o la detencio´n de dicha ma´quina y la
preparacio´n del instrumental necesario
Por u´ltimo, se proyecta considerar restricciones de Team Task, que permiten
que una tarea pueda ser realizada de manera sincronizada por varios empleados,
reduciendo los tiempos de procesamiento de dichas tareas. La descarga de camiones
es un ejemplo de ello, ya que es una tarea que puede ser ejecutada por ma´s de
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un empleado a la vez y, consecuentemente, el camio´n puede ser descargado ma´s
ra´pidamente.
Ape´ndice A
Instancias
En esta tesis se trabajara con un conjunto de 40 instancias presentadas por
Coˆte´ et al. (2013), e introducidas por Lequy et al. (2009), las cuales esta´n divididas en
8 clases. En la siguiente tabla, se muestran dichas clases y el nombre de las instancias
que pertenecen a cada una de ellas. Donde en la columna D E A, se encuentran las
instancias en las que se trabaja D d´ıas, con E empleados disponibles y A actividades
a realizar. Para las clases que tienen el mismo taman˜o, se les agrega s1 y s2 para
diferenciarlas.
1 50 10 s1 1 50 10 s2 2 75 12 7 20 5 s1 7 20 5 s2 7 50 7 7 50 10 7 100 15
1808 342 1855 1024 1024 5600 1007 530
5066 369 2106 1773 1773 592 156 1024
5135 71 2435 2732 2732 8597 237 2596
5226 737 4225 4657 4657 9445 4369 6384
8854 896 9863 5553 5553 949 5216 7862
En las columnas 1 y 2, y 4 y 5, se puede observar que las instancias presentadas
son del mismo taman˜o. Las diferencias entre ellas, radican en que en las clases
s1 (columnas 1 y 4), los empleados son capaces de realizar un nu´mero mayor de
actividades, y los turnos de los empleados, en su mayor´ıa, son ma´s grandes. Estas
dos caracter´ısticas dan paso a un mayor nu´mero de soluciones factibles.
Cada una de las instancias nos proporciona la siguiente informacio´n:
• Nu´mero de periodos en los que se divide el horizonte de planeacio´n.
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• El nu´mero de empleados disponibles. As´ı como las actividades que cada uno
puede realizar, y los periodos de inicio y duracio´n de cada uno de sus turnos.
• El nu´mero de actividades a realizar y, para cada una de ellas, la informacio´n de
las demandas para cada periodo, la cantidad de periodos ma´xima y mı´nima que
puede ser realizada, y los costos de incumplir y sobrecumplir con la demanda
de cada periodo.
Ape´ndice B
Ape´ndice: Tablas
B.1 Tablas: Me´todo Constructivo Basado en
Relajacio´n Lagrangiana (MRL)
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
1024 7179.59 48370 99.74 7220
1773 6335.02 55720 72.96 6345
2732 7377.49 55225 112.37 7420
4657 6290.87 48905 89.66 6400
5553 7497 57020 102.65 7535
Tabla B.1: Resultados del me´todo basado en la relajacio´n lagrangiana, para el primer
conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades (7 20 5 s1).
53
Ape´ndice B. Ape´ndice: Tablas 54
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
1808 3057.69 9115 14.65 3270
5066 2358.28 12200 24.79 2440
5135 2554.16 9305 16.21 2580
5226 2696.41 10945 18.10 2725
8854 2623.53 13615 18.37 2770
Tabla B.2: Resultados del me´todo basado en la relajacio´n lagrangiana, para el primer
conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades (1 50 10 s1).
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
1007 13842.4 200725 744 14115
156 13287.9 216330 766.33 13420
237 13237.5 205355 695.71 13590
4369 13245.9 220305 783.71 13675
5216 14536.9 216885 795.62 14800
Tabla B.3: Resultados del me´todo basado en la relajacio´n lagrangiana, para instan-
cias de 7 d´ıas, 50 empleados y 10 actividades (7 50 10).
Ape´ndice B. Ape´ndice: Tablas 55
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
1855 5688.43 54345 263.36 6185
2106 6153.77 53245 288.59 6525
2435 5505.24 54595 235.44 6050
4225 5853.95 43005 214.98 6255
9863 5692.41 51095 279.83 5870
Tabla B.4: Resultados del me´todo basado en la relajacio´n lagrangiana, para instan-
cias de 2 d´ıas, 75 empleados y 12 actividades (2 75 12).
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
1024 2939.99 5690 8.8 2940
1773 2769.99 4640 10.35 2770
2732 3820 4920 8.25 3820
4657 3209.99 5960 9.47 3210
5553 3269.99 7450 9.34 3270
Tabla B.5: Resultados del me´todo basado en la relajacio´n lagrangiana, para el se-
gundo conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades (7 20 5 s2).
Ape´ndice B. Ape´ndice: Tablas 56
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
342 1843.01 8555 10.71 1875
369 2270.42 5300 9.32 2315
71 2049.55 4910 5.46 2050
737 2000.59 7690 8.12 2065
896 1806.71 7625 8.04 1875
Tabla B.6: Resultados del me´todo basado en la relajacio´n lagrangiana, para el se-
gundo conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades (1 50 10 s2).
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
5600 8331.09 48055 159.5 8440
592 7310.7 51235 186.69 7345
8597 7599.07 40410 144.12 7645
9445 7884.13 27935 128.19 7900
949 8101.67 46500 187.68 8155
Tabla B.7: Resultados del me´todo basado en la relajacio´n lagrangiana, para las
instancias de 7 d´ıas, 50 empleados y 7 actividades (7 50 7).
Ape´ndice B. Ape´ndice: Tablas 57
Instancia
Mejor cota
lagrangiana
Mejor cota
primal
Tiempo (s)
Mejor solucio´n
reportada
530 14833.4 148950 1415.33 15200
1024 15043.6 156760 1141.19 15420
2596 15460.9 118790 994.84 15855
6384 14963.7 177455 908.02 15250
7862 15503.2 119295 850.92 15940
Tabla B.8: Resultados del me´todo basado en la relajacio´n lagrangiana, para las
instancias de 7 d´ıas, 100 empleados y 15 actividades (7 100 15).
B.2 Tablas: Me´todo de Asignacio´n de
Empleados por Etapas (MAEE)
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1024 7179.59 7250 0.98 827.77 7220
1773 6335.02 6345 0.15 651.77 6345
2732 7377.49 7435 0.77 1054.33 7420
4657 6290.87 6430 2.21 644.03 6400
5553 7497 7675 2.37 984.95 7535
Tabla B.9: Resultados del me´todo basado en asignacio´n de empleados por eta-
pas, para el primer conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades
(7 20 5 s1).
Ape´ndice B. Ape´ndice: Tablas 58
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1808 3057.69 3525 15.28 237.52 3270
5066 2358.28 2440 3.46 234.82 2440
5135 2554.16 2580 1.01 231.63 2580
5226 2696.41 2725 1.06 215.41 2725
8854 2623.53 2850 8.63 245.65 2770
Tabla B.10: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para el primer conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades
(1 50 10 s1).
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1007 13842.4 14405 4.06 15782.7 14115
156 13287.9 13495 1.55 15354 13420
237 13237.5 13945 5.34 14825.3 13590
4369 13245.9 13755 3.84 16330.7 13675
5216 14536.9 15015 3.28 16551.5 14800
Tabla B.11: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para instancias de 7 d´ıas, 50 empleados y 10 actividades (7 50 10).
Ape´ndice B. Ape´ndice: Tablas 59
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1855 5688.43 6095 7.14 6554.39 6185
2106 6153.77 6820 10.82 7894.14 6525
2435 5505.24 6125 11.25 5938.59 6050
4225 5853.95 6460 10.35 7045.67 6255
9863 5692.41 5960 4.70 8176.38 5870
Tabla B.12: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para instancias de 2 d´ıas, 75 empleados y 12 actividades (2 75 12).
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1024 2939.99 2940 0.00034 95.31 2940
1773 2769.99 3065 10.65 91.44 2770
2732 3820 3820 0 76.49 3820
4657 3209.99 3210 0.00031 80.10 3210
5553 3269.99 3270 0.00030 87.68 3270
Tabla B.13: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para el segundo conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades
(7 20 5 s2).
Ape´ndice B. Ape´ndice: Tablas 60
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
342 1843.01 1955 6.07 128.80 1875
369 2270.42 2330 2.62 131.57 2315
71 2049.55 2050 0.021 79.38 2050
737 2000.59 2065 3.21 98.13 2065
896 1806.71 2105 16.51 691.83 1875
Tabla B.14: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para el segundo conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades
(1 50 10 s2).
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
5600 8331.09 8595 3.16 3002.57 8440
592 7310.7 7345 0.46 3618.43 7345
8597 7599.07 7645 0.60 3461.17 7645
9445 7884.13 7930 0.58 2057.16 7900
949 8101.67 8245 1.76 3508.49 8155
Tabla B.15: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para las instancias de 7 d´ıas, 50 empleados y 7 actividades (7 50 7).
Ape´ndice B. Ape´ndice: Tablas 61
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
530 14833.4 15445 4.12 48109.7 15200
1024 15043.6 15545 3.33 42349.4 15420
2596 15460.9 16050 3.81 33721.3 15855
6384 14963.7 15555 3.95 35572.2 15250
7862 15503.2 16090 3.78 27041.1 15940
Tabla B.16: Resultados del me´todo basado en asignacio´n de empleados por etapas,
para las instancias de 7 d´ıas, 100 empleados y 15 actividades (7 100 15).
B.3 Tablas: Me´todos de Asignacio´n de Turnos
por Etapas (MATE)
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1024 7179.59 7220 0.56 128.59 7220
1773 6335.02 6800 7.33 104.88 6345
2732 7377.49 8315 12.70 158.98 7420
4657 6290.87 6870 9.20 87.25 6400
5553 7497 8160 8.84 148.15 7535
Tabla B.17: Resultados del me´todo basado en asignacio´n de turnos por etapas, para
el primer conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades (7 20 5 s1).
Ape´ndice B. Ape´ndice: Tablas 62
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1808 3057.69 3630 18.71 25.8 3270
5066 2358.28 2975 26.15 37.18 2440
5135 2554.16 3285 28.61 33.17 2580
5226 2696.41 4200 55.76 35.75 2725
8854 2623.53 2960 12.82 47.84 2770
Tabla B.18: Resultados del me´todo basado en asignacio´n de turnos por etapas, para el
primer conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades (1 50 10 s1).
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1007 13842.4 17090 23.46 2826.73 14115
156 13287.9 17430 31.17 3750.26 13420
237 13237.5 16145 21.96 3092.25 13590
4369 13245.9 19450 46.83 3131.16 13675
5216 14536.9 18940 30.28 3228.77 14800
Tabla B.19: Resultados del me´todo basado en asignacio´n de turnos por etapas, para
instancias de 7 d´ıas, 50 empleados y 10 actividades (7 50 10).
Ape´ndice B. Ape´ndice: Tablas 63
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1855 5688.43 12170 113.94 1309.5 6185
2106 6153.77 14750 139.69 1676.39 6525
2435 5505.24 10960 99.08 813.89 6050
4225 5853.95 10020 71.16 1212.67 6255
9863 5692.41 12150 113.44 1516.74 5870
Tabla B.20: Resultados del me´todo basado en asignacio´n de turnos por etapas, para
instancias de 2 d´ıas, 75 empleados y 12 actividades (2 75 12).
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1024 2939.99 2940 0.0003 5.96 2940
1773 2769.99 2770 0.0003 6.19 2770
2732 3820 4260 11.51 5.52 3820
4657 3209.99 3210 0.0003 6.24 3210
5553 3269.99 3505 7.18 5.07 3270
Tabla B.21: Resultados del me´todo basado en asignacio´n de turnos por etapas, para
el segundo conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades (7 20 5 s2).
Ape´ndice B. Ape´ndice: Tablas 64
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
342 1843.01 2030 10.14 18.6 1875
369 2270.42 2455 8.12 16.96 2315
71 2049.55 2050 0.02 8.31 2050
737 2000.59 2170 8.46 11.67 2065
896 1806.71 2140 18.44 13.9 1875
Tabla B.22: Resultados del me´todo basado en asignacio´n de turnos por etapas, para el
segundo conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades (1 50 10 s2).
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
5600 8331.09 8970 7.66 211.48 8440
592 7310.7 7640 4.50 271 7345
8597 7599.07 8820 16.06 311.97 7645
9445 7884.13 9875 25.25 131.15 7900
949 8101.67 10740 32.56 292.5 8155
Tabla B.23: Resultados del me´todo basado en asignacio´n de turnos por etapas, para
las instancias de 7 d´ıas, 50 empleados y 7 actividades (7 50 7).
Ape´ndice B. Ape´ndice: Tablas 65
Instancia
Mejor cota
lagrangiana
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
530 14833.4 24395 64.45 5875.05 15200
1024 15043.6 25465 69.27 4698.94 15420
2596 15460.9 25230 63.18 4528.68 15855
6384 14963.7 27715 85.21 5772.21 15250
7862 15503.2 18875 21.74 2711.05 15940
Tabla B.24: Resultados del me´todo basado en asignacio´n de turnos por etapas, para
las instancias de 7 d´ıas, 100 empleados y 15 actividades (7 100 15).
B.4 Tablas: Me´todo H´ıbrido Basado en
Relajacio´n Lagrangiana (MH)
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1024 7220 0.56 81.49 7220
1773 6345 0.15 86.14 6345
2732 7420 0.57 121.35 7420
4657 6400 1.73 78.36 6400
5553 7535 0.50 106.7 7535
Tabla B.25: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para
el primer conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades (7 20 5 s1).
Ape´ndice B. Ape´ndice: Tablas 66
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1808 3225 5.47 71.46 3270
5066 2440 3.46 36.69 2440
5135 2580 1.01 19.12 2580
5226 2725 1.06 20.72 2725
8854 2740 4.43 100.63 2800
Tabla B.26: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para el
primer conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades (1 50 10 s1).
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1007 14085 1.75 1157.05 14115
156 13420 0.99 1139.32 13420
237 13455 1.64 875.391 13610
4369 13630 2.89 1703.35 13675
5216 14770 1.60 1171.37 14800
Tabla B.27: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para
el primer conjunto de instancias de 7 d´ıas, 50 empleados y 10 actividades (7 50 10).
Ape´ndice B. Ape´ndice: Tablas 67
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1855 5960 4.77 5314.58 6265
2106 6540 6.27 2632.76 6525
2435 5850 6.26 1740.24 6050
4225 6150 5.05 1682.04 6255
9863 5870 3.11 868.2 5870
Tabla B.28: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para
el primer conjunto de instancias de 2 d´ıas, 75 empleados y 12 actividades (2 75 12).
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
1024 2940 0.0003 15.73 2940
1773 2770 0.0003 13.24 2770
2732 3820 0 9.9 3820
4657 3210 0.0003 14.22 3210
5553 3270 0.0003 10.88 3270
Tabla B.29: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para
el primer conjunto de instancias de 7 d´ıas, 20 empleados y 5 actividades (7 20 5 s2).
Ape´ndice B. Ape´ndice: Tablas 68
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
342 1875 1.73 8.02 1875
369 2315 1.96 12.48 2315
71 2050 0.02 4.83 2050
737 2065 3.21 9.73 2065
896 1890 4.61 10.2 1875
Tabla B.30: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para el
primer conjunto de instancias de 1 d´ıas, 50 empleados y 10 actividades (1 50 10 s2).
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
5600 8440 1.30 200.03 8440
592 7345 0.46 235.63 7345
8597 7645 0.60 275.13 7645
9445 7900 0.20 169.51 7900
949 8155 0.65 275.07 8155
Tabla B.31: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para
el primer conjunto de instancias de 7 d´ıas, 50 empleados y 7 actividades (7 50 7).
Ape´ndice B. Ape´ndice: Tablas 69
Instancia
Mejor cota
encontrada
Gap (%) Tiempo (s)
Mejor
solucio´n
reportada
530 15155 2.16 2430.48 15200
1024 15435 2.60 2790.49 15420
2596 15765 1.96 2180.99 15855
6384 15235 1.81 2100.24 15250
7862 15880 2.43 2101.96 15940
Tabla B.32: Resultados del me´todo h´ıbrido basado en relajacio´n lagrangiana, para el
primer conjunto de instancias de 7 d´ıas, 100 empleados y 15 actividades (7 100 15).
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