The problem of estimating the time derivative of a signal from sampled measurements is addressed. The measurements may be corrupted by coloured noise. A key idea is to use stochastic models of the signal to be di erentiated and of the measurement noise. Two approaches are suggested. The rst is based on a continuous-time stochastic process as model of the signal. The second approach uses a discrete-time ARMA model of the signal and a discrete-time approximation of the derivative operator. The introduction of this approximation normally causes a small performance degradation, compared to the rst approach. There exists an optimal (signal dependent) derivative approximation, for which the performance degradation vanishes.
Introduction
The need to obtain the time-derivative of a measured or observed signal arises frequently. Industrial examples include the estimation of heating rates from temperature data 16] and of net ow rates into a tank from measurements of the level. In radar applications, velocity estimation from position data are of interest 44] , 45] . Many biomechanical investigations require estimation of second order derivatives (forces and moments) from position data 2], 20].
Being an important signal processing problem, numerical di erentiation has been the subject of extensive investigations, see the survey papers 1]-3]. A main complication is that di erentiators amplify high-frequency noise. This problem grows with the order of the derivative to be estimated and with the required bandwidth of the lter.
For noise-free sampled signals, wide-band or full-band n'th order di erentiators can be designed 4]-9]. The transfer function (i!) n should then be approximated by a realizable lter in some frequency band. This band may include all frequencies up to the Nyquist frequency (full band di erentiation).
If the signal is corrupted by noise, this must be taken into consideration. Loosely speaking, the lter design must be a compromise between good di erentiation and low noise sensitivity, to achieve a small total error. Some lower bounds on the noise level of the lter output have been derived in 10]-12].
Di erentiation of noisy data can be based on polynomial trend models 13 23] . In an often considered situation, the signal is of low-freqency character, while the measurement noise is white. The lter should then approximate (i!) n at low frequencies and have low gain at high frequencies. Kalman ltering techniques have been applied to derivative estimation from measurements corrupted by white noise. See This paper addresses the problem of estimating n'th order derivatives based on stochastic signal models and noise-corrupted discrete-time measurements. Our goal will be to develop a design procedure which is general, yet simple to use. Measurements may be pre ltered and corrupted by coloured noise. Nonstationary signals and noises, generated by unstable linear systems, will be handled. The estimator may be designed as a predictor, a lter or a xed lag smoother. It is designed to minimize the mean square estimation error. The estimator synthesis is based on a polynomial equations approach to linear quadratic optimization problems. The calculation of the lter basically requires the solution of a spectral factorization and a system of linear equations, corresponding to a linear polynomial equation. The design can be seen as a simple time domain method for constructing realizable Wiener lters.
We consider two signal models, corresponding to di erent types of a priori information known to the designer.
A continuous-time stochastic signal model is rst assumed known. (This knowledge would be valuable since the derivative is, basically, a continuoustime concept.) After sampling of the model, the optimal lter can be calculated. An expression for the minimal estimation error variance is also derived. It is a ected by the three basic obstacles to perfect estimation: a limit on the number of future data used for estimation, the presence of noise, and aliasing e ects due to sampling.
If no continuous-time model is available, a discrete-time ARMA model may be obtained from the measured time series. Computation of an optimal di erentiating lter then also requires a discrete-time approximation of the derivative operator. It will be proven that there exists an optimal (signaldependent) approximation. Using this approximation, the ltering performance becomes identical to that based on a continuous-time model. Equivalent estimators could be designed by state-space methods, using Kalman ltering. Adaptive smoothers for related problems are treated in 27]. We have preferred to use the polynomial equations approach. In contrast to Kalman ltering, it avoids problems in noise-free (singular) situations. It also leads to simpler design calculations than for Kalman lters, in particular for smoothing problems with coloured noise. The lter coe cients of the optimal di erentiator are obtained directly and classical lter concepts, such as frequency responses, poles and zeros etc. can be be studied directly. For a treatment of related estimation problems using the polynomial equations approach, The paper is organized as follows. The (continuous-time) signal and (discretetime) noise models are presented in Section II. The optimal estimator based on the continuous-time model and the expression for the minimal estimation error are discussed in Section III. An optimal lter based on a (discrete-time) ARMA model of the signal is derived in Section IV. The optimal discrete-time approximation of the derivative operator is presented in Section V. With it, the lter of Section IV equals the one derived in Section III. An example illustrates the design procedures in Section VI, and a numerical example is discussed in Section VII. Conclusions are presented in Section VIII. Stochastic sampling (see for instance 31]) of (2.5), results in the discrete-time representation
where F = e AT . Note that d(k) is exactly the derivative at the sampling instants. We assume the pair ( Hence, the sampled system can be expressed as . For a stable spectral factor to exist, it is necessary and su cient that the two terms on the right hand side of (3.4) have no common factors with zeros on the unit circle.
(If = 0, the rst term should have no zeros on the unit circle.)
The polynomials P ij and have speci c interpretations. Note, from (2.13), that for stationary signals (stable D and N), the spectral densities of fs(k)g and fd(k)g will be given by
The cross spectral density between fd(k)g and fs(k)g is
The elements of the polynomial matrix C(q ?1 ) = adj(I?q ?1 F)q ?1 are polynomials of degree + , with leading coe cient zero, of type n 1 q ?1 +: : :+n + q ? ? , where and are the degrees of G(p) and L(p) in (2.2) and (2.3). The highest power of q ?1 and q in P ij , nc, will thus be given by nc = + ? 1 = nd ? 1. where e ?i!T and e i!T have been substituted for q ?1 and q in all polynomials.
If D and N are stable, the spectral density of the measurement sequence fy(k)g is given by
The spectral factor thus represents the numerator of the innovations model y(k) = DN "(k) (3.8) We are now ready to present the following result.
Theorem 1.
Consider the sampled signal model described by (2.13). Assume that a stable spectral factor , de ned by ( Proof. See Appendix A2.
Remarks and interpretations 1. Equation (3.10) can be written as a system of linear equations, with equal number of equations and unknowns (nQ c 1 + 1 + nL c + 1). See (A.15) in Appendix A3. This system has full rank, and precisely one solution fQ c 1 ; L c g. 2 The optimal lter (3.9) may sometimes contain stable common factors. Hence, the remark about coprime factors in Theorem 1. With an optimal di erentiating lter calculated according to Theorem 1, the minimal variance of the estimation error is nite. It is given by Ez c (k) 2 Term III remains even when m ! 1 and = 0. It represents the performance degradation due to aliasing e ects. Asymptotically, when T ! 0 and the covariance matrix c R e (de ned by (2.8)) approaches a rank 1-matrix, the term vanishes. This can be shown as follows.
It is shown in
Assume R e to be a rank 1-matrix, so that R e = V V 0 , where V is a column vector.
Using (2.13), de ne the polynomials T(q ?1 ) = H 1 C(q ?1 )V , U(q ?1 ) = H 2 C(q ?1 )V .
Then, it is evident from (3.3) that P 11 = TT P 22 = UU P 12 = TU P 21 = UT We will discuss the second approach. It is much simpler than the use of inverse sampling. The introduction of an approximation (4.6) may degrade the ltering performance. The degradation will however be small if the approximation is reasonable and the sampling period is selected properly. (See Section VI.)
In the second approach, the approximation (4.6) (in additon to the smoothing lag m and the sampling period T) is a user choice. Let us assume that the rst order derivative is to be estimated (n = 1). Also, assume that s(t) and s c (t) have the same spectral densities up to the Nyquist frequency. 3 The frequency response of (4.6) should then approximate i!, up to ! = =T. Theorem 2.
Let the discrete-time measurements be described by y(k) = s(k) + w(k), using (4.2) and (4.3). Let an approximation (4.6) of the derivative and a smoothing lag m be given. Assume a stable spectral factor to exist. Remarks.
In the noise-free case ( = 0), with m `, the optimal estimator (4.10) reduces to q`? m B=A. This can be seen by inspection of (4.4) and (4.11) or directly from In addition to the three sources discussed after Corollary 1, we now get errors due to an imperfect di erentiator approximation. In the next section, a (signal dependent) di erentiator approximation which avoids such extra errors will be shown to exist. The Remarks 1-3 after Theorem 1 apply also to Theorem 2, with small and obvious modi cations. It is evident from (4.4) and (4.11) that the optimal estimator does not depend on the phase properties of C or M. Only the factors CC and MM appear in these expressions. For stable B, the di erentiation problem, depicted in Figure 4 .1, may be interpreted as a deconvolution problem, cf 32]. The signal d a (k) is then treated as the input to a known system, namely the inverse of the derivative operator approximation. Inversion of (4.6) gives s(k) = q ?`( A=B)d a (k). With d a (k) = (CB=DA)e(k) as an input description, the equations in 32] are directly applicable. 5 The optimal derivative approximation For a given derivative approximation (4.6), Theorem 2 provides the optimal lter with respect to d a (k). In general, it di ers from the optimal lter with respect to the true derivative d(k), given by Theorem 1. Let the basic assumptions of Theorem 2 hold. We can then prove the following result. Proof. See Appendix C.
Thus, there exists an optimal approximation of the derivative operator. With it, the use of the discrete-time model (4.1)-(4.3) introduces no extra errors, compared to the use of a sampled continuous-time model. The error variance will be given by (3.13).
The optimal approximation obtained from (5.1)-(5.3) depends on the statistics of s(k). Only a nite number of future values of s(k), equal to the proposed smoothing lag m of the lter, are used in the approximation. The structure of the optimal approximation does not resemble an antisymmetrical FIR-lter like (4.9). Instead, it is an IIR-lter, with the signal model numerator C as denominator polynomial. Note that Theorem 3 does not apply when C has zeros on the unit circle.
Theorem 3 is mainly of theoretical interest. It is of limited help for choosing a suitable approximation in practice. Calculation of the optimal polynomial B from (5.3) requires knowledge of P 21 (the numerator of the cross spectal density (3.6) between d(k) and s(k)). This polynomial could be obtained from (4.1)-(4.3) using inverse sampling. However, with knowledge of P 21 , one might just as well design the estimator from Theorem 1 directly.
Illustrations of the results
We will in this section illustrate Theorems 1, 2 and 3, for a simple example.
A. Design based on Theorem 1
We wish to estimate a velocity, described as an integrated white noise, from position data. In the last equality, (1) 2 = T 3 was used. This relation is derived from (3.4) for \q = 1": (1) 2 = P 11 (1) + D(1) 2 = P 11 (1) = T 3 , since D(1) = 0. Thus, the optimal di erentiating lter is found to be Q c R c =
( The estimators (6.7) and (6.13) depend on the sampling interval T and on the noise ratio = v = c , which a ect the spectral factor . From the relations = and (6.9), we get = 6c 1 ( v = c T 3 ). For a given C and D, it is evident from (6.8), (3.4) and (4.4) that , and thus the lters TH c and TH d (with normalized gains) are determined uniquely by the factor = v =( c T 3 ). The ratio may be large for two reasons: T small, or v large, compared to c . Hence, fast sampling and a low measurement noise may give the same lter as when slow sampling is used and the measurement noise is high. In the latter case, the di erentiating lter performance will certainly be worse. See Table 1 In the cases 1-3 in Table 1 , the estimation error is dominated by noise. The performance di erence between the lters H c from (6.7) and H d from (6.13) is negligable. Hence, a simple approximation of the derivative operator will behave as well as a sophisticated one. The lters (6.7) and (6.13) di er signi cantly in the noise-free cases. (See Figure 6. ) Despite of this, their performance di ers only slightly. The reason is that the signal power at high frequencies, where the transfer functions di er, is insigni cant compared to that at low frequencies.
Comparing cases 2 and 5 with the others, we see that if the measurement noise and/or the sampling period T is large, the estimation error is large. Case 4 shows that the estimation error is small if the sampling period and the measurement noise is small. The performance degradation due to sampling decreases rapidly with T. (In (3.13), P 11 P 22 ? P 12 P 21 = 0(T 4 ) ! 0 as T ! 0, in this example.)
From this investigation, we may conclude that use of a simple approximation of the derivative operator is reasonable, if the sampling frequency is chosen su ciently high, compared to the frequency content in the signal. When the sampling frequency is increased, the number of samples must, of course, be increased in order to cover a prespeci ed time interval. In this section, we will illustrate Theorem 2 for designing digital di erentiating lters. The following signal and noise description will be used (T=1 Figure 3 .) The spectral densities of the signal s(k) and of the noise w(k) are shown in Figure 8 . The transfer function magnitudes of the lter (7.1) and of the optimal lter, calculated from Theorem 2 with m=0, are shown in Figure 9 .
We see from Figure 9 that the optimal lter is close to B=A at frequencies where the signal spectral density dominates over the noise spectral density. The optimal lter has a notch at ! = 1 (the resonance frequency of the noise). Figure 9 . Magnitude of the derivative approximation (7.1) (solid line). Magnitude of the optimal lter calculated from Theorem 2 (dashed line).
Since the signal and/or the noise spectral densities may be incompletely known or time varying, the robustness properties of the lter are of interest. The result of an investigation of some non{ideal design cases is presented in Table 2 .
Case Filter designed from Theorem 2 using: Ez d (k) 2 1 a perfect signal and noise model 2. Most of the noise energy in this example is concentrated in a narrow peak. It is therefore natural that mismodelling of this peak degrades the performance more than errors in the signal model. None of the cases 1{6 considered in Table 2 lead to a worse performance than not using any stochastic noise model at all (case 7).
Conclusions
The design of digital di erentiating lters has been addressed in a stochastic perspective. Signals to be di erentiated and measurement noises were described by stochastic models. First, an approach based on a continuous-time signal model was considered. The model was sampled and an estimate of the derivative at the sampling instants was sought. The solution, minimizing the mean square estimation error, involved a spectral factorization and a linear polynomial equation. The estimation error revealed, in a clear way, three contributing error sources: a nite smoothing lag, measurement noise and aliasing e ects. Even with an in nite smoothing lag and no noise, perfect di erentiation is impossible since band-limited signals do not exist. A high sampling rate will, however, alleviate this e ect.
A continuous-time model is not usually known a priori. Two alternatives are then available: inverse sampling of a discrete-time model or the use of a discrete-time approximation of the derivative operator. The second alternative has been investigated. The best estimator, in a mean square sense, was found from the solution to a linear polynomial equation. This approach introduced an additional performance degradation due to an imperfect discrete-time approximation of the derivative. The existence of an approximation which eliminates this error was proven. It was found to consist of an IIR-lter, having the numerator of the discrete-time signal model as denominator.
Using the optimal approximation of the derivative operator, the discrete-time approach gave a di erentiating lter identical to that based on the continuous-time model. A practical problem is the signal dependence of the optimal approximation. However, an example stressed that a simple suboptimal approximation may be su cient, if the measurement noise is signi cant and/or the sampling period is small enough.
An advantage with the suggested approaches is that prediction, ltering and xedlag smoothing problems are treated in a uni ed way. In all three cases, the same design equation is used. The estimators are provided in transfer function form. Some of their frequency-domain properties are immediately obvious. The low gain of the estimators at noise resonances is evident from the numerator polynomials.
A limitation with the discussed di erentiators is their time-invariance. When derivatives have infrequent but large changes, time-varying estimators, combined with detection of changes, may provide much better performance 23]. A higher gain is then used for a short period of time after a change has been detected. The estimators could be re-tuned on line in such implementations. The noise ratios in (3.4) We shall show that the numerator of (A.3) has D as a factor. This will then also hold for the rst term of (A.2), since and D are assumed to be coprime. Replacing the numerator in (A.7) with (A.9) gives (3.13).
A.Proof of Theorem 1
Let an arbitrary derivative estimator be written aŝ
where Q c =R c is the estimator calculated according to Theorem 1 and where n(k) is an arbitrary additional signal, generated from linear combinations of measurements y(k) up to time k + m. It will be shown that n(k) = 0 is the optimal choice. (This proof technique has been used by strm and Wittenmark 34] .) The estimation error variance, when using (A.10), is given by
where z c (k) is the estimation error resulting from the use of (3.9). Stationarity of z c (k) was established in Appendix A1. The signal n(k) can be expressed as n(k) = G(q ? In the second last equality, (3.3) and (3.9) were used and in the last one (3.4). Finally, by using (3.10), the mixed term reduces to
The expression (A.13) is zero because H is stable and G is assumed to cancel all unstable factors in D and N. Thus, the integrand has no poles inside the unit circle. Since the mixed term in (A.11) is zero, the criterion is obviously minimized by choosing n(k) = 0. Any estimator transfer function with coprime factors different from those of (3.9) would, by de nition, correspond to n(k) 6 = 0. No such estimator attains the minimal error variance. 
B Proof of Theorem 2
This proof follows the proof of Theorem 1, see Appendix A. We therefore present it as an outline. Using (4.6) and (4.10), the estimation error can be expressed as If the polynomial C 1 is stable, the lterd(k) = (C 2 =C 1 )s(k) is stable, and provides a perfect estimate of the derivative d(k), from noise-free measurements of the signal s(k). This is a simple example of an \unknown-input observer" 38], 39]. Such observers are generically impossible to construct if the number of unknown inputs (rank R e in our case) is larger than the number of measured signals (one in our case, since s(k) is scalar). However, if the sampling frequency is large, the matrix R e becomes (approximately) a rank 1-matrix. This can be seen by using a series expansion of e A in (2. The performance degradation due to sampling then becomes negligable.
