Previous research has documented robust links between seasonal variation in length of day, seasonal depression (known as seasonal affective disorder, or SAD), risk aversion, and stock market returns. The influence of SAD on market returns, known as the SAD effect, is large. We study the SAD effect in the context of an equilibrium asset pricing model to determine whether the seasonality can be explained using a conditional version of the CAPM that allows the price of risk to vary over time. Using daily and monthly data for the US, Sweden, New Zealand, the UK, Japan, and Australia, we find that a conditional CAPM that allows the price of risk to vary in relation to seasonal variation in the length of day fully captures the SAD effect. This is consistent with the notion that the SAD effect arises due to the heightened risk aversion that comes with seasonal depression, reflected by a changing risk premium. 
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, whereby returns following sleep disruptions on daylightsaving weekends are large and negative; the sunshine effect (Saunders, 1993; Hirshleifer and Shumway, 2003) , where sunshine is significantly correlated with daily stock returns; and the seasonal affective disorder (SAD) effect (Kamstra et al., 2003) where seasonal variation in stock returns is linked to depression caused by reduced length of day in the fall and winter. An interesting question is whether such effects can be explained by a conditional asset pricing model which allows the risk premium to vary over time.
In this paper, we focus on one case in particular, the SAD effect. There are two good reasons for doing so. First, Kamstra, Kramer, and Levi (2003, henceforth KKL) document that the SAD effect is very robust.
1 Even after controlling for environmental effects such as sunshine, temperature and rainfall, and other well-known seasonals such as the tax-loss selling effect, there is still a very strong and significant SAD seasonal in stock returns whereby returns move in concert with length of day in both the Northern and Southern Hemispheres. This suggests the effect is worthy of further investigation. Second, experimental evidence from the psychology literature documents that depression such as that caused by SAD lowers the propensity for risk-taking.
2 Seasonal affective disorder and its less severe manifestation, the so-called winter blues, are clinical conditions in which sufferers experience depression during seasons of the year that have shorter daylight hours.
3 Given the link between depression and risk-taking, the SAD effect in stock returns may be captured by time variation in the risk premium in the context of an asset pricing model. This is the question we investigate in this paper.
Using both daily and monthly data, we confirm that there is a significant SAD effect in the stock markets we consider, including the US, Sweden, New Zealand, the UK, Japan, and Australia. If the SAD effect is related to time-varying risk premia, an asset pricing model that allows for time variation in the price of risk should be able to control for its presence. Following Bekaert and Harvey (1995) , we investigate this possibility using a conditional version of the CAPM that allows the price of risk to vary over time. We find that allowing for a time-varying risk premium entirely accounts for the SAD effect in market returns.
The rest of the paper is organized as follows. The next section discusses seasonal affective disorder and how we measure its impact. Section 2 describes the data we use and documents the presence of the SAD effect in the markets we consider. In Section 3, we use a version of the conditional CAPM similar to that used by Bekaert and Harvey (1995) to show time variation in the risk premium is capable of explaining the SAD effect. Section 4 offers some concluding remarks.
1 See the appendix to KKL which can be downloaded from http://www.markkamstra.com. 2 The reliability of the measures used to measure the propensity for risk-taking in the context of financial decision making is well documented. See Harlow and Brown (1990) , Wong and Carducci (1991) , Horvath and Zuckerman (1993) , and Tokunaga (1993) , for example.
3 SAD is clinically defined as a form of major depressive disorder, inducing long periods of prolonged sadness and profound, chronic fatigue. Evidence suggests that there is a physiological source to this depression. For more details, see Cohen et al. (1992) , among others. Rosenthal (1998) notes that in the US, recurrent depression associated with shorter daylight hours is particularly severe for around 10 million people while some additional 15 million suffer from the milder winter blues.
Measurement of the SAD effect
Seasonal affective disorder is a condition linked to the amount of daylight through the course of the winter and fall. (See Molin et al. (1996) and Young et al. (1997) for further details.) To be clear, medical evidence shows that SAD is linked with daylight in the sense of length of day, which depends on season and latitude, not with amount of sunshine, which depends on cloudiness. Since the impact of seasonal affective disorder on sufferers becomes more pronounced as the number of hours of daylight decreases (equivalently, as the number of hours of night increases), our measure of SAD is based on the number of hours between sunset and sunrise in the fall and winter in a particular location, as in KKL. 4 To calculate our measure, we make use of results from spherical trigonometry. Define julian t as the number of the day in the year, taking on values ranging from t=1 to 365 (366 in a leap year).
5 Next calculate j t , the angle (in degrees) at which the sun declines each day at a particular location:
To compute the number of hours of night (H t , the amount of time between sunrise and sunset) at a particular location, we need the location's latitude in degrees, denoted d.
6 H t is calculated as:
where darccosT is the arc cosine. We then deduct 12 from H t to express the length of night relative to the annual average length of night. (Note that by working with hours of night, as opposed to day, the expected impact of the SAD measure on returns will be positive.)
Daily length of night relative to annual average ¼ H t À 12:
Since we are interested in measuring the impact of variation in length of night only during trading days in the fall and winter (the seasons for which medical practitioners have documented a systematic impact on mood due to SAD), we define our daily SAD measure only for trading days in the fall and winter: 
4 For the northern hemisphere countries, we consider the start of the fall to be September 21, the start of the winter to be December 21, and the start of spring to be March 21, though the actual timing can vary from year-toyear by a couple of days. Corresponding dates for the southern hemisphere differ by 6 months.
5 For example, julian t takes the value 1 on January 1, 2 on January 2 and so on. 6 We use the latitude for the city in which a given country's stock exchange is located. Using instead the latitude of some other location within a given country would simply lead to an hours of night function with slightly different amplitude, leaving results reported in this paper qualitatively unchanged.
In Fig. 1 , we plot the value of the daily SAD measure (i.e. Eq. (4)) for our Northern Hemisphere countries. The cycle with the most extreme values, indicated by the line with solid dots, corresponds to the SAD measure for Sweden. The peak of just over 6 for that Fig. 1 . SAD measure for Japan, Sweden, the UK, and the US. The daily SAD measure is shown for the UK, Japan, Sweden, and the US, based on the latitude of each country's largest stock exchange (rounded to the nearest degree): 59 North for Sweden, 51 North for the UK, 41 North for the United States, and 36 North for Japan. The daily SAD measure is defined as: A final point to consider in relation to measuring the effect of SAD is that stock returns may respond asymmetrically around winter solstice, the longest night of the year (December 21 in the Northern Hemisphere and June 21 in the Southern Hemisphere). As KKL (2003) suggest, the trading activities of investors affected by SAD may lead to different effects in the fall months versus the winter months. If investors become more risk averse during fall and return to normal by spring, then the returns to holding risky assets from the start of the fall to the end of the winter are generated by a starting price which is lower than would otherwise be observed. That is, with the increase in risk aversion experienced by SAD-affected investors in the fall, prices rise more slowly than they would otherwise. As the hours of daylight start to increase following winter solstice and SADafflicted individuals begin recovering, prices start to rebound from their initial lower level and returns rise. The implication is an asymmetry in returns: lower than average returns in the fall and above-average returns in the winter. To capture the effect of any asymmetry, we use the following interactive dummy variable:
If there is asymmetry around winter solstice, with lower returns in the fall relative to the winter, then the coefficient on the Fall variable will be negative. In addition to the SAD and Fall variables described above which are defined on a daily frequency, we also require monthly versions of these variables. To this end, we convert the daily length of night variable into a monthly variable by using the median length of night for the month in question, defined as H P t for months t=1. . .12.
7 Then the monthly SAD measure is:
7 Use of the mean in place of the median leads to virtually identical results. The monthly counterpart to the daily Fall variable is based on the monthly SAD measure as follows:
2. Data and preliminary analysis of the SAD effect
Since our aim is to examine whether the SAD effect identified by KKL can be explained by time variation in the risk premium, our analysis starts by confirming the presence of the SAD effect in our data. The indices we consider are daily and monthly returns on the CRSP (NYSE, AMEX, and NASDAQ) value-weighted index including distributions for the US, the Veckans Aff7rer for Sweden, the Capital 40 for New Zealand, the FTSE 100 for the UK, the Nikkei 225 for Japan, and the All Ordinaries for Australia. The US series were obtained from CRSP while the other indices were obtained from Datastream. We consider monthly data in addition to daily data (KKL only consider daily) as the SAD effect should persist when returns are observed at a lower frequency and are less noisy. We also consider both raw returns and excess returns at both frequencies.
In computing daily excess returns, we subtract from the raw daily index returns for each country a corresponding daily risk-free rate based on the following: the 90-day T-Bill rate for the US (obtained from CRSP), the 90-day T-Bill rate for Sweden (obtained from Datastream), the 90-day Bank Bill yield for New Zealand (obtained from the Federal Reserve Bank of New Zealand web site), the 3-month T-bill rate for the UK, the 90-day Treasury Note rate for Australia, and the benchmark long bond yield for Japan (the last three were obtained from Datastream).
8 Note that all of the interest rates are quoted as annualized percentage rates. We calculate an approximate daily percentage rate as follows:
À Á 1 250 À 1, where 250 is the approximate number of trading days in a calendar year. We calculate monthly excess returns by subtracting the one month Treasury Bill rate from the raw monthly index returns. The Treasury Bill rates used to calculate monthly excess returns for the US were obtained from the US Federal Reserve Board; for Sweden, New Zealand, the UK, and Japan, the rates were obtained from the IMF International Financial Statistics via Datastream; and for Australia, the rates were obtained from the Reserve Bank of Australia web site. Where required, rates quoted in annualized percentage form were converted to monthly rates in a manner similar to that described above.
In Table 1 , we provide descriptive statistics for the raw and excess returns, both for daily and monthly frequencies. The top part of Panel A corresponds to daily raw returns and the bottom part of Panel A corresponds to daily returns in excess of the risk-free rate. The top part of Panel B reports statistics for the case of raw monthly returns, and the bottom portion pertains to monthly excess returns. At the top of each panel, we indicate Panel A reports descriptive statistics for daily returns on the US CRSP (NYSE, AMEX, and NASDAQ) value-weighted index including distributions, the Swedish Veckans Aff7rer index, the New Zealand Capital 40 index, the FTSE 100 UK index, the Nikkei 225 Japanese index, and the All Ordinaries Australian index, as well as daily excess returns for the same indices. Panel B reports descriptive statistics for monthly returns on the same indices. AR and ARCH are Ljung-Box statistics testing for up to 10th-order serial correlation and ARCH in daily returns and excess returns and up to 12th-order serial correlation and ARCH in monthly returns and excess returns. These tests are distributed v 2 (10) for daily returns and v 2 (12) for monthly returns under the respective null hypotheses of no serial correlation and no ARCH. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. the name of each country, the latitude of the corresponding exchange (rounded to the nearest degree), and the time period we study. Note that the time periods differ across exchanges based on data availability, and for a number of exchanges we are able to extend the time period by using monthly data. We provide the mean, standard deviation, minimum, maximum, skewness, and kurtosis for each index, as well as Ljung-Box v 2 statistics for testing for the presence of autocorrelation (denoted AR) or ARCH up to 10 (daily) or 12 (monthly) lags. We find returns display typical properties, including, in some cases, evidence suggestive of non-normality, autocorrelation and ARCH. The indices for the US and Australia are notable in that they contain the largest negative outliers at both the daily and monthly frequencies. We now turn to an analysis of the SAD effect in both the daily and monthly data. We perform a preliminary formal test for the SAD effect in each country, allowing for asymmetry around winter solstice. Similar to KKL, the model we estimate for daily returns is
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where R it are daily returns for country i on day t; SAD t is defined by Eqs.
(1-4) using latitudes of New York City (418N), Stockholm (598N), Auckland (378S), London (518N), Tokyo (368N), and Sydney (348S); Fall t is a variable that takes the value of SAD t from September 21 through December 20 for the Northern Hemisphere countries, the value of SAD t from March 21 to June 20 for Australia and New Zealand, and zero otherwise; Mon t Notes to Table 2 : Panel A reports parameter estimates from the regression
where R it are daily returns for country i on day t; SAD t is a measure based on the normalized number of hours of night in fall and winter; Fall t is an interactive dummy variable that takes the value of SAD t from September 21 through December 20 for the US, Sweden, the UK, and Japan, the value of SAD t from March 21 to June 20 for New Zealand and Australia, and 0 otherwise; Mon t is a dummy variable that takes the value 1 on Mondays (or the first trading day following a long weekend) and 0 otherwise; and Tax t is a dummy variable that takes the value 1 for the day prior to and the 4 days following the start of a tax year and 0 otherwise. Panel B reports parameter estimates from the regression
where r it are daily excess returns for country i. Regressions in both Panels A and B include at least one lag of the dependent variable ( p=1) to control for residual autocorrelation; the US, Japan, and Australia require two lags ( p=2). The null hypotheses with respect to the SAD effect are H 0 : l SAD =0 and H 0 : l Fall =0 against the alternatives H A : l SAD N0 and H A : l Fall b0, respectively. Figures in parentheses are White (1980) heteroskedasticity-consistent t-statistics. AR and ARCH are Lagrange multiplier tests for up to 10th-order serial correlation and ARCH in e it . Both are distributed v 2 (10) under the respective null hypotheses of no serial correlation and no ARCH. *, ** , and *** denote significance at the 10%, 5%, and 1% levels, respectively, based on one-sided t-tests. 
where R it are monthly returns for country i in month t; SAD t is a measure based on the normalized median monthly number of hours of night in fall and winter; Fall t is a variable that takes the value of SAD t during October through December for the US, Sweden, the UK, and Japan, the value of SAD t during April through June for New Zealand and Australia, and 0 otherwise. Panel B reports parameter estimates from the regression
where r it are monthly excess returns for country i. Regressions in both Panels A and B include at least one lag of the dependent variable ( p=1) to control for residual autocorrelation; the US requires three lags ( p=3). is a dummy variable that takes the value 1 on Mondays (or the first trading day following a long weekend) and 0 otherwise; and Tax t is a tax-loss selling dummy variable that takes the value 1 for the day prior to and the 4 days following the start of a tax year and 0 otherwise. 9, 10, 11 Up to p lags of the dependent variable, P p j¼1 R itÀj , are included to control for autocorrelation in e it . We also estimate the model using daily excess returns:
where r it are daily excess returns for country i. Using monthly returns for country i, we estimate 12
and using monthly excess returns for country i, we estimate
The null hypotheses of interest in all cases are H 0 : l SAD =0 and H 0 : l Fall =0 against the one-sided alternatives H A : l SAD N0 and H A : l Fall b0, respectively. Estimation results from these regressions are provided in Panel A (raw returns) and Panel B (excess returns) of Tables 2 and 3 . Throughout the tables in the remainder of this paper, robust standard errors appear in parentheses beneath parameter estimates. One, two, and three asterisks denote significance at the 10%, 5%, and 1% levels, respectively. Notice that for the most part we reject the null hypotheses above: the SAD variable is significantly positive and the Fall variable is significantly negative. (In the few cases where the SAD or Fall variable is insignificant, the expected sign is still observed.) That is, returns increase during the SAD months, consistent with the notion that investors who suffer from SAD require higher returns to be induced to hold equity. The negative coefficient on the Fall variable indicates that returns respond asymmetrically around winter solstice, suggesting SAD-affected investors sell risky assets as they become more risk averse in the fall and then begin to resume risky holdings as daylight becomes more plentiful. Overall, the results in Tables 2 and 3 confirm and reinforce those of KKL.
9 KKL define Fall t as a dummy variable equal to 1 in the fall and 0 otherwise. Their specification is a relatively more crude measure of asymmetry, but we find similar results using either measure.
10 Keim (1983) , Ritter (1988) , and others have found that the effects of tax-loss selling are concentrated in the trading day before and the few trading days following a change of tax year.
11 KKL also include cloud cover, temperature and precipitation in their version of Eq. (8) but find, with rare exception, that none of these variables are significant in the nine countries they study. 12 We do not control for tax-loss selling effects in the monthly return regressions because of its insignificance in almost all the daily regressions. (See Table 2 .) As a robustness check, we ran monthly regressions including a monthly Tax t variable and found parameter estimates were qualitatively identical to those reported for the daily regressions.
SAD and time variation in market risk and the market price of risk
The results in the previous section document the presence of a SAD effect, captured by SAD t and Fall t , in both daily and monthly stock returns. Given that SAD is a depressive disorder and given that depression lowers the propensity to take risk, a natural question that follows is whether the SAD effect can be captured by allowing time variation in the risk premium. In order to examine this possibility, we consider a conditional version of Merton's (1980) CAPM. See also Bekaert and Harvey (1995) and Malliaropulos and Priestley (1999) .
For an individual asset k, the conditional CAPM is (see Harvey, 1989; Bekaert and Harvey, 1995) E tÀ1 r kt ð Þ ¼ kcov tÀ1 r kt r mt ð Þ ð12Þ
where r kt are excess returns on the asset, r mt are excess returns on the market portfolio, k is the price of covariance risk, and cov is the time-varying conditional covariance between excess returns on the asset and on the market portfolio. For the expected excess return on the market, Eq. (12) becomes
where var is the time-varying conditional variance of the market. The empirical counterpart of Eq. (13) we use is
where n mt is an error term. To operationalize Eq. (14), we need a model for var tÀ1 (r mt ). An obvious approach, and one that is popular in the literature, is to view Eq. (14) as a GARCH in Mean (GARCH-M) model and allow the variance of n mt to evolve according to a GARCH process (see, for example, Malliaropulos and Priestley, 1999; Bekaert and Harvey, 1995; Glosten et al., 1993; Nelson, 1991) . We allow the conditional variance of n mt to evolve according to the Exponential GARCH (EGARCH) specification of Nelson (1991) . This model allows the conditional variance to respond asymmetrically to positive and negative shocks 13 and has the additional benefit that, unlike the GARCH model and the Glosten et al. (1993) asymmetric GARCH model, no non-negativity constraints are required on the parameters of the EGARCH process to ensure that the conditional variance is positive. Supplementing Eq. (14) with the EGARCH specification of the conditional variance yields
where h t is market risk and k is the price of this market risk. Asymmetry in the conditional variance is captured by hð n tÀ1 ffiffiffiffiffiffi h tÀ1 p Þ. If h is negative, and there is a wealth of empirical evidence demonstrating that it typically is, negative n will increase volatility while positive n will decrease volatility. An interesting first question to ask is whether allowing market risk alone to vary is sufficient to explain the SAD effect. In other words, natural hypotheses that follow from Eq. (15) are whether there is any remaining predictability relating to SAD t and Fall t once time variation in market risk is accounted for. This corresponds to testing H 0 : l SAD * =0 and H 0 : l Fall * =0 in
It is also interesting to consider the role of k in Eq. (13)-and hence Eq. (14)-in the context of the SAD effect. Merton (1980) argues that k is the weighted sum of the reciprocal of each investor's coefficient of relative risk aversion, with the weight being related to the distribution of wealth among individuals. Given that the marginal trader sets prices, and given the evidence that SAD increases risk aversion, it is possible that if the marginal investor suffers from SAD and this investor's coefficient of relative risk aversion receives a reasonably large weight in k because of the distribution of wealth, SAD will affect k directly. In other words, the price of risk, k, will be a parametric function of the SAD and Fall variables. Allowing k to vary with time, and defining k 0 as the value k takes when both SAD t and Fall t equal zero, we set k t =k 0 +k SAD SAD t +k Fall Fall t .
14 Then Eq. (15) becomes
There are several hypotheses of interest that follow from Eq. (17). First, if SAD t and Fall t do influence the price of risk, and hence the coefficient of relative risk aversion, we would expect k SAD to be positive and k Fall to be negative. Second, if the SAD effect can be explained by Eq. (17), there should be no remaining predictability in g mt , which measures returns adjusted for systematic risk, due to SAD t and Fall t . This corresponds to testing H 0 : l SAD T =0 and H 0 : l Fall T =0 against the appropriate one-sided alternatives in
We test these hypotheses in the following sections.
Results using daily excess returns
The results from estimating Eq. (15) using daily excess returns are reported in Table  4 . 15 Several observations are in order here. The first point to note is that the models 15 Consistent with the estimation of Eq. (8), results for which are shown in Table 2 , we also control for Monday and tax effects and autocorrelation in returns in the estimation of Eq. (15), as shown at the top of Table 4. 14 Bekaert and Harvey (1995) and Malliaropulos and Priestley (1999) constrain the price of risk to be positive, which it should be if k t is to be interpreted as the coefficient of relative risk aversion. We choose not to constrain k t to be positive because the sign of the relationship between return and risk is far from clear empirically. For example, French et al. (1987) find an insignificant relationship between return and volatility, Harvey (1989) finds a significant positive relationship, while Glosten et al. (1993) find a significant negative relationship. 
where r it are daily excess returns, Mon t is a dummy variable that takes the value 1 on Mondays (or the first trading day following a long weekend) and 0 otherwise; and Tax t is a dummy variable that takes the value 1 for the day prior to and the 4 days following the start of a tax year and 0 otherwise. One lag of the dependent variable is included to control for residual autocorrelation. (This is Eq. (15) adjusted to control for autocorrelation and Monday and tax effects in returns.) The model is estimated using Quasi Maximum Likelihood methods (Bollerslev and Wooldridge, 1992) to provide t-statistics that are robust to departures from conditional normality. These robust t-statistics are reported in parentheses below the relevant parameter estimates. AR and ARCH are Lagrange multiplier tests for up to 10th-order serial correlation and ARCH in n it . Both are distributed v 2 (10) under the respective null hypotheses of no serial correlation and no ARCH. *, ** , and *** denote significance at the 10%, 5%, and 1% levels, respectively, based on one-sided t-tests.
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seem to be well-specified: there is no evidence of serial correlation, and the EGARCH specification seems to do a good job of capturing the ARCH effects present in the data. The asymmetry permitted by the EGARCH model evidently matters, as h is consistently significant and negative. This means asymmetry is important in the specification of the model for the conditional variance, and negative shocks to returns increase volatility relative to positive shocks. All of the other GARCH terms are similarly very significant. In no country is k 0 significantly negative, implying variance (market risk) may be positively related to returns in at least some of the countries we consider.
An interesting question at this stage is whether Eq. (15) is sufficient to explain the SAD effect identified in excess returns in Section 2. If so, the residuals from Eq. (15) should not contain evidence of the SAD effect. Results from estimating Eq. (16) (testing for the SAD effect in the residuals from Eq. (15)) are presented in Table 5 . The SAD coefficient estimate is everywhere positive, significantly so in four of the six countries The Fall coefficient estimate is negative for all countries considered, significant in every case but one. The results in Table 5 clearly show that simply allowing market risk to vary over time is not sufficient to capture the SAD effect in daily returns: significant evidence of SAD remains in the residuals.
In light of the findings in Table 5 , we estimate Eq. (17) to determine whether the price of risk varies as a function of the SAD and Fall variables. Table 6 reports the results from estimating Eq. (17). 16 We find the SAD coefficient is positive for all the countries, significantly so for all but one. The Fall coefficient estimate is everywhere significantly negative. k 0 is significantly negative for Japan only, otherwise it is either significantly positive or insignificant.
17
Next, to determine whether a SAD-related seasonal remains in the residuals of Eq. (17) after having allowed the price of risk to vary as a function of SAD t and Fall t , we take the residuals and regress them on SAD t and Fall t , as shown in Eq. (18). Results are provided in Table 7 . We find that while the coefficient estimates on SAD t are still positive for all markets and the coefficient estimates on Fall t are still negative for some of the indices, all estimates become insignificant. Further the magnitude of almost every estimate drops remarkably relative to Table 2 , to as little as one tenth of the original magnitude. In short, the direct impact of SAD t and Fall t on returns is virtually eliminated by allowing for time variation in market risk and the market price of risk. The implication is that trying to exploit the SAD effect would not represent a profitable trading strategy in the sense of earning abnormal risk-adjusted returns since a changing market risk premium accommodates the seasonality that arises due to the SAD and Fall variables. 16 We also control for Monday and tax effects and autocorrelation in returns in the estimation of Eq. (17), as shown at the top of Table 6 . 17 This set of coefficient estimates implies the price of risk is never negative for New Zealand or the US. That is, for these countries k 0 +k SAD d SAD t everywhere exceeds k Fall d Fall t . For Sweden, the UK, Japan, and Australia, the price of risk may be negative for some dates. Given the significance and relative magnitudes of coefficient estimates, however, statistically significant evidence of a negative price of risk is observed only for Japan and Australia. 
where n it is the residual return for country i after estimating Eq. (15V) on daily excess returns as shown in Table 4 (that is, after controlling for systematic risk). SAD t is a measure based on the normalized number of hours of night in fall and winter; Fall t is an interactive dummy variable that takes the value of SAD t from September 21 through December 20 for the US, Sweden, the UK, and Japan, the value of SAD t from March 21 to June 20 for New Zealand and Australia, and 0 otherwise. The null hypotheses are H 0 : l SAD * =0 and H 0 : l Fall * =0 against the alternatives H A : l SAD * N0 and H A : l Fall * b0, respectively. Figures in parentheses are White (1980) heteroskedasticity-consistent t-statistics. *, ** , and *** denote significance at the 10%, 5%, and 1% levels, respectively, based on one-sided t-tests. 
where r it are daily excess returns; SAD t is a measure based on the normalized number of hours of night in fall and winter; Fall t is an interactive dummy variable that takes the value of SAD t from September 21 through December 20 for the US, Sweden, the UK, and Japan, the value of SAD t from March 21 to June 20 for New Zealand and Australia, and 0 otherwise; Mon t is a dummy variable that takes the value 1 on Mondays (or the first trading day following a long weekend) and 0 otherwise; and Tax t is a dummy variable that takes the value 1 for the day prior to and the 4 days following the start of a tax year and 0 otherwise. One lag of the dependent variable is included to control for residual autocorrelation. (This is Eq. (17) adjusted to control for autocorrelation, Monday effects, and tax effects in returns.) The model is estimated using Quasi Maximum Likelihood methods (Bollerslev and Wooldridge, 1992) to provide t-statistics that are robust to departures from conditional normality. These robust t-statistics are reported in parentheses below the relevant parameter estimates. AR and ARCH are Lagrange multiplier tests for up to 10th-order serial correlation and ARCH in g it . Both are distributed v 2 (10) under the respective null hypotheses of no serial correlation and no ARCH. *, ** , and *** denote significance at the 10%, 5%, and 1% levels, respectively, based on one-sided t-tests. 
where ĝ it is the daily residual return for country i after estimating Eq. (17V) on daily excess returns as shown in Table 6 (that is, after controlling for systematic risk). SAD t is a measure based on the normalized number of hours of night in fall and winter; Fall t is an interactive dummy variable that takes the value of SAD t from September 21 through December 20 for the US, Sweden, the UK, and Japan, the value of SAD t from March 21 to June 20 for New Zealand and Australia, and 0 otherwise. The null hypotheses are H 0 : l SAD * =0 and H 0 : l Fall * =0 against the alternatives H A : l SAD * N0 and H A : l Fall * b0, respectively. Figures in parentheses are White (1980) heteroskedasticity-consistent t-statistics. *, ** , and *** denote significance at the 10%, 5%, and 1% levels, respectively, based on one-sided t-tests. 
where r it are monthly excess returns. SAD t is a measure based on the normalized median monthly number of hours of night in fall and winter; Fall t is an interactive dummy variable that takes the value of SAD t from October December for the US, Sweden, the UK, and Japan, the value of SAD t from April through June for New Zealand and Australia, and 0 otherwise. One lag of the dependent variable is included to control for residual autocorrelation. (This is Eq. (17) adjusted to control for autocorrelation.) The model is estimated using Quasi Maximum Likelihood methods (Bollerslev and Wooldridge, 1992) to provide t-statistics that are robust to departures from conditional normality. These robust t-statistics are reported in parentheses below the relevant parameter estimates. AR and ARCH are Lagrange multiplier tests for up to 12th-order serial correlation and ARCH in n it . Both are distributed v 
where ĝ it is the monthly residual return for country i after estimating Eq. (17V) on monthly returns as shown in Table 8 (that is, after controlling for systematic risk). SAD t is a measure based on the normalized median monthly number of hours of night in fall and winter; Fall t is an interactive dummy variable that takes the value of SAD t from October December for the US, Sweden, the UK, and Japan, the value of SAD t from April through June for New Zealand and Australia, and 0 otherwise. The null hypotheses are H 0 : l SAD * =0 and H 0 : l Fall * =0 against the alternatives H A : l SAD * N0 and H A : l Fall * b0, respectively. Figures in parentheses are White (1980) heteroskedasticity-consistent t-statistics. *, ** , and *** denote significance at the 10%, 5%, and 1% levels, respectively, based on one-sided t-tests. 
Results using monthly excess returns
The results from estimating Eq. (17) using monthly excess returns are reported in Table  8 . 18 As in Table 6 (the same estimation using daily data), there is no evidence of autocorrelation or ARCH in any of the markets, and the EGARCH estimates are typically significant and appropriately signed. The null that k SAD =0 is rejected for all of the markets: risk aversion increases with SAD. k Fall is negative for all the markets, significantly so for all but the US and the UK. k 0 is significantly positive for the US and New Zealand, but negative for Sweden, the UK, Japan, and Australia, some significantly.
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Turning to Table 9 , in which we test for evidence of SAD effects in the residuals from the monthly regression displayed in Table 8 , we find that the conditional CAPM with k t specified as a parametric function of SAD t and Fall t purges SAD effects from the residuals. The coefficient estimates on the SAD and Fall variables are insignificant for all cases in Table 9 . Overall, it appears that allowing for time variation in market risk and the price of risk captures the SAD seasonal effect in stock returns documented by KKL. As we only consider SAD t and Fall t as instruments in Eq. (17), there remains the possibility that our findings may be fragile to the inclusion of other instruments for the time-varying market price of risk. We postpone for future study an exploration of the robustness of the SAD effect to the inclusion of variables such as the lagged interest rate, dividend yield, and exchange rates.
Conclusion
The association between seasonal variation in daylight and depression is known to medical practitioners as seasonal affective disorder, or SAD. Studies in psychology have shown that depressed individuals, such as those afflicted with SAD, experience heightened risk aversion. We build on past research in finance which documents a link between the depression (and hence increased risk aversion) individuals experience as a consequence of SAD and the seasonalities that are observed in international stock market returns. We explore the link between seasonal depression and market returns, known as the SAD effect, in the context of a conditional CAPM framework. We study stock market returns at daily and monthly frequencies for several countries: the US, Japan, the UK, and Sweden in the Northern Hemisphere, and New Zealand and Australia in the Southern Hemisphere (where the patterns of daylight and hence the timing of seasonal depression are 6 months out of phase relative to the Northern Hemisphere). Results in all six markets suggest that the SAD effect is fully captured by a model which allows for time variation in market risk and a time-varying price of risk. An attractive feature of this result given 18 Although we do not report the results here to conserve space, we also estimated Eqs. (15) and (16) using monthly data. The results are qualitatively identical to those reported for daily data in that there is strong evidence of a SAD seasonal. 19 Based on these results, we see that for the US, the price of risk is always positive. For the other countries, the price of risk is estimated to be negative for parts of the year, suggesting a limitation of the simple CAPM specification.
the model we use is that the price of risk can be interpreted as a weighted average of agents' coefficients of relative risk aversion, the weight being the individual agent's proportion of wealth. That is, the SAD effect may well be a natural consequence of changes in risk aversion over time.
