Texts exhibit considerable stylistic variation. This paper reports an experiment where a large corpus of documents is analyzed using various simple stylistic metrics. A subset of the corpus has been previously assessed to be relevant for answering given information retrieval queries. The experiment shows that this subset differs significantly from the rest of the corpus in terms of the stylistic metrics studied.
Introduction
Texts vary not only by topic. Indeed, stylistic variation between texts of the same topic is often at least as noticeable as the variation between texts of different topic but same genre or variety.
This experiment compares simple measurements, indicative of stylistic variation, on a corpus of documents, with measurements made on a subset of documents that have previously been judged relevant for answering queries from a given set.
The Text REtrieval Conference (TREC), organized in the form of a competition by ARPA and NIST, gives participating organizations access to a large corpus of texts and a set of queries that are to be used for retrieving texts from the corpus. Of the texts that are retrieved by the participating information retrieval systems, a certain number are read by a number of human judges, and assessed as relevant or not relevant. Thus, given a query, the corpus is partitioned in three parts: relevant texts, not relevant texts, and not assessed texts (Harman, 1995) .
For this experiment a corpus of ninety thousand documents was randomly selected from the TREC corpus 1 . A corpus of thirty thousand documents was similarly selected for testing purposes. The breakdown per source category can be seen in table 1.
Initially, the documents were analyzed for simple word and sentence statistics, such as are used in readability analyses (Klare, 1963) , a method which has been used for investigating style and genre variation in the past (Biber, 1988 (Biber, , 1989 Karlgren and Cutting, 1994) . Subsequently the texts were analyzed for subtopic structure (Hearst and Plaunt, 1993) , and for syntactic complexity, using a robust parser developed for information retrieval applications (Strzalkowski, 1994) .
Results
The results are positive. The hypothesis of the experiment was that relevant texts in this sort of homogenized scenario would differ systematically from texts which are not relevant. This turned out to be the case, and for most metrics tested, the difference was striking. But in addition, we find that relevant texts and non-relevant texts taken together -i.e. texts highly ranked by systems participating in the TREC evaluation -differ from the rest of the corpus in a systematic manner. The difference between relevant and non-relevant texts is much smaller than the difference between either of them and the non-judged portion of the corpus, but still significant even by univariate criteria in several of the metrics inspected. As a significance test we use the Mann Whitney U rank sum test. In summary, the results of this experiment show that retrieved highly ranked texts -both relevant and non-relevant -are longer, with a more complex sentence structure, and with a larger number of subtopics, than the rest of the corpus. Relevant documents differ from non-relevant in a more convoluted way. Long relevant documents seem to be simpler -as regards sentence and subtopic structure -than long non-relevant documents; short relevant documents, on the contrary, seem to be more complex.
Simple statistics: Sentence Length and Word Statistics
A simple word count reveals that relevant texts on the average are longer than other texts -which also has been observed, pointed out, and utilized by the very successful Cornell research group at the latest TREC conference (Buckley et al., 1995) . This is at least partly due to the fact that longer texts range over several topics, and thus there is a chance that a long text will touch a relevant topic. In this experiment, we find that not only are relevant documents longer, but all documents retrieved by systems, even those assessed by human judges as irrelevant, also are longer than the average document. Not only will longer texts touch relevant topics -but apparently they may well touch irrelevant but confusingly similar topics. On closer inspection, this is not entirely surprising. The non-retrieved portion of the corpus turns out to contain large numbers of very short items, and large numbers of tables and statistics, both short and long, which the retrieval systems have not proffered to the assessors for consideration.
Relevant texts also have longer sentences and longer words. Word statistics -word length, long word counts, type/token ratiosas a measure of terminological complexity have often been paired with sentence length to produce readability scores (Klare, 1963) or genre discrimination metrics (Karlgren and Cutting, 1994) . We will return to discuss syntactic complexity in a separate section below, but note that in order to control for the fact that a large number of non-assessed texts were very short, the experiment was run again, this time on texts in different length categories: under one hundred words, between one and two hundred, between two and five hundred, between five hundred and one thousand, and over one thousand words in length. The differences between categories as regards sentence length persisted -most probably attributable to tables and stock market listings and other not very textual data -as did the difference in word length. Type/token distinctions did not, as might be expected. The difference between relevant and non-relevant texts is highly significant even on an univariate test. Table 2 contains a summary of results. The differences between relevant and non-relevant are significant in a Mann Whitney test on a 95% confidence level when marked with an asterisk in the 
Subtopic structure
Texts that are relevant are longer -and may be so for several reasons. One reason, as discussed above, is that they may range over several subtopics. We will here test this assumption, by comparing the relevant, non-relevant, and not judged portions of the corpus using a metric for computing subtopic shift. The text tiling algorithm (Hearst and Plaunt, 1993) partitions a text into probable subtopic chunks based on changes in word occurrence statistics. While the results the algorithm produces may be less than absolute -subtopic is not an objectively evaluable concept, and there are typically several ways of segmenting a text into subtopical passages -it does give an indication of textual type differences and terminological drift in texts. We find a clear difference between either relevant or non-relevant texts on the one hand, and the rest of the corpus on the other as shown in table 3. The differences between relevant and non-relevant are significant in a Mann Whitney test on a 95% confidence level when marked with an asterisk in the table. Now, document length will affect the subtopic structure. If we partition the corpus in different length segments to see how, we find something very curious: relevant documents tend to have slightly more subtopics than irrelevant ones, if the analysis is restricted to short documents. For longer documents, the distinction is the opposite: long relevant documents tend to have fewer subtopics than long irrelevant ones. See 
Syntactic complexity
Syntactic complexity is a dimension which exhibits considerable variation between genres (Menshikov, 1974; Losee, forthcoming) . Indeed, most stylistic measures heretofore have been attempts to find a shortcut to measure syntactic complexity; sentence length, like used above is one such method, although arguably a blunt one -what syntactic constructions are complex in themselves, and when they are evidence of complexity in an already complex subject matter is a matter of contention and psycholinguistic study (cf. Dawkins, 1974) . As a simple approximation of clause complexity, we will look at the average depth of output trees from a robust parser built for information retrieval purposes (Strzalkowski, 1994) . In addition, the parser was set to skip parsing after a timeout threshold, and when it does so, it notes it has done so in the parse tree. These skip marks were countedagain, as an indication of clausal complexity. We find below, in Again, inspecting documents in classes of different length we find, as in the case with the subtopic analysis, that long relevant and short relevant documents are different from irrelevant ones in different ways. Table 6 shows how short relevant documents have more misses and deeper parse trees than short irrelevant ones; long relevant documents have fewer misses and shorter parse trees than irrelevant ones.
Conclusions
Texts differ in style. In this case, not very surprisingly, the retrieved texts differed from the main corpus along several metrics. What is more interesting, and may prove useful in information retrieval application, is utilizing this type of measure in distinguishing relevant texts from less relevant ones. This will entail analyzing the tasks and expectations of users; this experiment shows that for a certain set of users and for a certain scenario a clear bias towards a certain types of text can be found.
The differences between relevant and nonrelevant texts found should not be taken as general results: while useful in a TREC context, as shown by the results from Cornell, they are clearly an effect of the task, corpus, and assessors. These results should be taken as a starting point in investigating how situations affect measures of stylistic variation.
