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This study focuses on the modelling of turbulent lifted jet flames using flamelets and presumed PDF
approach with interests on both flame lift-oﬀ height and flame brush structure. First, flamelet models used
to capture contributions from premixed and non-premixed modes to the partially premixed combustion in
the lifted jet flame are assessed using a Direct Numerical Simulation (DNS) data for turbulent lifted hy-
drogen jet flame. The joint PDFs of mixture fraction, Z, and progress variable, c, including their statistical
correlation are obtained using a copula method, which is also validated using the DNS data. The statistically
independent PDFs are found to be generally inadequate to represent the joint PDFs from the DNS data.
The eﬀects of Z-c correlation and contribution from non-premixed combustion mode on the flame lift-oﬀ
height are studied systematically by including one eﬀect at a time in the simulations used for a posteriori
validation. A simple model including the eﬀects of chemical kinetics and scalar dissipation rate is suggested
and used for non-premixed combustion contributions. The results clearly show that both Z-c correlation and
non-premixed combustion eﬀects are required in the premixed flamelets approach to get a good agreement
with the measured flame lift-oﬀ heights as function of jet velocity. The flame brush structure reported in
earlier experimental studies is also captured reasonably well for various axial positions. It seems that the
flame stabilisation is influenced by both premixed and non-premixed combustion modes, and their mutual
influences.
Keywords: Turbulent jet lifted flame; Presumed joint PDF with correlation; Mean reaction rate closure;
Flame lift-oﬀ height; Lifted flame stabilisation
1. Introduction
Turbulent lifted flames established downstream of a fuel jet have been the subject of many
past studies because the configuration is relatively simple and yet practically relevant.
The stabilisation of these flames is a manifestation of complex interplay between many
physical processes [1–3] such as partial premixing of fuel resulting from entrainment of
surrounding air, flame propagation [4], interaction between flame leading edge and large-
scale flow structure [5–7], edge-flame propagation [8], triple-flames [9–12] and possibly
extinction of non-premixed flamelets due to high scalar dissipation rate near the leading
edge [13]. In the presence of a heated co-flow with suﬃciently high temperature, autoigni-
tion [7, 14–16] plays an important role as well. This richness in physics oﬀers consider-
able challenge to model these lifted flames. Turbulent lifted jet flames without co-flow
have been modelled in the past using various methodologies, such as the G-equation or
level-set approach [17–19], the flamelets model involving premixed and non-premixed
flamelets [20–27] and Conditional Moment Closure (CMC) [28–30]. In the presence of a
heated co-flow, the transported PDF method [31] has been also used.
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Among these approaches, the flamelet model with tabulated chemistry [27, 32, 33]
is relatively simple and computationally less expensive either for LES (large eddy
simulation) or RANS (Reynolds averaged Navier-Stokes) methodologies. Domingo et
al. [14, 22] combined premixed and non-premixed flamelets to model the filtered reaction
rate required in LES after determining the local burning mode using a transport equa-
tion for a flame index introduced by Yamashita et al. [34]. A flamelet transformation was
employed in [35] to distinguish the local burning mode in a LES calculation. In these ap-
proaches, the filtered reaction rate was computed as a sum of premixed and non-premixed
contributions weighted by the burning mode indicator. This required an extra transport
equation for the burning mode to be carried in the simulation and further modelling for
its unclosed terms. This method has been used to calculate lifted flames of hydrogen [22]
and methane [25] using LES.
Bradley and his co-workers [20, 21, 36] used a range of premixed flamelets spanning the
flammability limit to model the lifted jet flame using RANS methodology. The turbulence
stretch eﬀects were included using a burning rate factor, an empirical relation involving
the Karlovitz and Markstein numbers, in their approach. In the above flamelet approach
for RANS and LES of partially premixed combustion, one gets the required mean or
filtered reaction rate using
ω˙ =
￿ 1
0
￿ 1
0
ω˙(ζ, ξ) P(ζ, ξ) dζ dξ, (1)
where ξ and ζ are sample space variables for the mixture fraction, Z, and reaction progress
variable, c. The symbol ω˙(ζ, ξ) denotes the flamelets reaction rate when the flamelets
chemistry can be described using the two variables ζ and ξ. The joint PDF, P(ζ, ξ) was
invariably obtained in past studies using presumed shapes for the marginal PDFs after
assuming the statistical dependence of Z and c to be weak. A Beta function for ξ and a
double delta function for ζ were the common choices. The assumption of statistical inde-
pendence is not always justified, especially near the flame base in a lifted jet flame [37].
Experimental [9, 11, 12] and DNS [10, 38] studies showed the presence of premixed and
non-premixed flames as triple flames influencing one another near the leading edge of the
lifted flames. The presence of triple flames at the base of a lifted flame has been recog-
nised in many earlier studies. Thus, the validity of the statistical independence of Z and c
near the leading edge is questionable. So, alternative methods need to be found to avoid
the assumption of statistical independence.
Darbyshire [39] and Darbyshire and Swaminathan [40] have developed a method to
eliminate this assumption by using a copula to build the joint PDF of Z and c from their
marginal PDFs according to a prescribed correlation. This approach was tested for turbu-
lent stratified V flames with stratification on the lean side of the stoichiometry and the re-
sults were encouraging [39, 40]. The performance of this approach for partially premixed
combustion covering the whole range of stoichiometry has yet to be tested. The turbulent
lifted flame, especially the flame base, is an ideal candidate for this test. Thus, the main
objective of this study is to simulate turbulent lifted jet flames established by a hydrogen
jet into a quiescent air using the flamelets, reviewed in section 2, for thermochemistry and
copula, discussed in section 3.3, for the joint PDF. Here, RANS methodology is followed
because of its low computational expenses and to assess the ability of this modelling ap-
proach before attempting LES in a future work.
The specific aim of this study is twofold. Firstly, a priori assessment of combustion
modelling with both premixed and non-premixed flamelets, and presumed PDFs using
DNS data of a lifted hydrogen jet flame [10, 38] is conducted. It is of interest to test
whether the use of unstrained premixed and strained non-premixed flamelets make any
diﬀerence for the mean reaction rate since some studies [26] showed that these two
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flamelets are equally good, despite the diﬀerence in the physics of these two flamelets.
Previous studies using DNS [41] and RANS [42, 43] showed that strained premixed
flamelets established in opposed flow of reactant and product may be more appropriate
than the unstrained flamelets for turbulent premixed combustion. Thus, it is of interest
here to examine whether the strained flamelets can be used to model lifted flames. Also,
the eﬀects of including the statistical correlation in the joint PDF required for the mean
reaction rate closure are investigated.
Secondly, posteriori validation is performed by computing turbulent lifted hydrogen jet
flames for a range of jet velocities using the combustion models explored in the first part
on a priori testing. This would help us to elucidate the roles and contributions of premixed
and non-premixed combustion modes, and the statistical correlation of Z and c.
This paper is organised as follows. The flamelets modelling framework of partially pre-
mixed combustion used in this study is reviewed briefly in section 2. A priori assessments
to fulfil the first aim of this study are discussed in section 3 after introducing the DNS data
and its processing techniques. A detailed description of the copula method is provided in
subsection 3.3 along with its a priori assessment. Various flamelets closures explored in
this study are discussed in subsection 3.4. The roles of scalar dissipation rates identified
in section 2 are discussed in subsection 3.5 along with simple models for them. The detail
of the test case, its computational models and boundary conditions used for posteriori
validation along with the computational results and their comparison to measurements are
discussed in section 4. The conclusions of this study are summarised in the final section.
2. Partially premixed combustion modelling
An exact transport equation for instantaneous reaction progress variable c can be written
as [14, 15, 22, 44]
∂ρc
∂t
+
∂ρu jc
∂x j
=
∂
∂x j
￿
ρD
∂c
∂x j
￿
+ ω˙∗c. (2)
for partially premixed combustion. The source term ω˙∗c is given by
ω˙∗c =
1
∂Yi/∂c
￿
ω˙i + 2ρNcZ
∂2Yi
∂c∂Z
+ ρNzz
∂2Yi
∂Z2
+ ρNcc
∂2Yi
∂c2
￿
, (3)
if c is defined using mass fraction of scalar i. The above equation contains contribution
from chemical reactions involving species i and the three dissipation rates arising due to
the dependence of c on Z. These dissipation rates are defined as
Nzz = ρD(∇Z · ∇Z), Ncz = ρD(∇c · ∇Z) and Ncc = ρD(∇c · ∇c), (4)
where D is the molecular diﬀusivity which is taken to be equal for the progress vari-
able and mixture fraction for simplicity. Equation (3) is strictly valid when the molecular
diﬀusivities of all species are equal. This would imply that DZ = Dc = D. Allowing
the molecular diﬀusivities to be diﬀerent for diﬀerent species would introduce additional
terms in Eq. (3) because of diﬀerential diﬀusion eﬀect, which may be negligible for high
Reynolds number flows as noted by Ruan et al. [37].
In the limit of purely premixed combustion, the terms involving the scalar dissipation
rates in Eq. (3) are zero. In the limit of non-premixed combustion, it was shown [15, 22]
that this equation reduces to the well-known steady diﬀusion flamelet equation.
The lifted flame is usually considered as a non-premixed flame and thus, the mean
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reaction rate can be obtained as [19, 45, 46]
¯˙ωi =
￿ ￿
ω˙i(ξ, χ) P(ξ, χ) dξ dχ, (5)
using non-premixed flamelets. The symbols ξ and χ are the sample space variable for
the mixture fraction Z and the scalar dissipation rate of mixture fraction Nzz respectively.
However, experimental [9, 11, 12] and DNS [10, 38] studies showed the presence of triple
flames at the base of the lifted flames and both premixed and diﬀusion combustion in
the downstream positions and hence one must use the full form of Eq. (3) and include
Z-c correlation to calculate the mean reaction rate in partially premixed combustion. This
approach is followed in this study and its a priori assessment is discussed in the next
section.
3. A priori assessment using DNS data
DNS data of a turbulent lifted hydrogen jet flame is used for a priori assessment of
flamelets/presumed PDF models based on Eq. (3). The DNS data and its processing tech-
niques are discussed first briefly. This is followed by a detailed examination of the joint
PDF, P(ξ, ζ), in Eq. (1) and its modelling. The mean reaction rate closure given by Eq. (1)
is explored using various combination of premixed and non-premixed flamelets and then
the contribution from the term involving dissipation rates in Eq.(3) is discussed.
3.1 DNS data
A detailed discussion on the DNS data used in this study is given in references [10] and
[38]. Thus, only a brief discussion identifying the salient features relevant for the current
investigation is given here. A turbulent lifted flame established by a hydrogen jet issuing
from a round nozzle into quiescent air was simulated using DNS methodology by Mi-
zobuchi et al. [10, 38]. The jet Mach number is 0.54 and the Reynolds number based on the
nozzle diameter, D = 2 mm, and bulk mean velocity of 680 m/s is 13,600. Figure 1 shows
a schematic of this configuration along with time averaged temperature field and stoichio-
metric mixture fraction contour. Four cross sections labelled A, B, B1 and C in this figure,
located at x/D = 5.75, 8.75, 11.75 and 14.75 respectively, are used for later investigation.
The streamwise, y, and radial, R, distances are normalized using D. The size of the com-
putational domain is ±12.5D in cross-stream and −2D to 20D in streamwise directions
respectively. This domain is discretised using a non-uniform grid with a total of about 200
millions grid points with a uniform grid spacing of 0.05 mm for ±5D × 14.75D × ±5D
region. This grid spacing is about 2.5 times the Kolmogorov scale close to ignition point
in the experiment [47, 48]. The ratio between the stoichiometric laminar premixed flame
thermal thickness and the mesh resolution is 10. This resolution was shown to be suﬃ-
cient to gather scalar gradient related statistics in earlier studies [10, 37, 38] and thus the
DNS is considered to be well-resolved for the purpose of this investigation. This DNS
used detailed transport properties and a chemical kinetics mechanism, involving 9 species
(including nitrogen as an inert species) and 17 reactions [49]. The lifted flame is stabilised
at about 5.5D from the nozzle exit. This lifted hydrogen jet flame has been investigated
experimentally in references [47] and [48] and this experimental data is used for posteriori
validation in section 4.
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3.2 Data Processing
The data processing technique is detailed by Ruan et al. [37] and a brief summary is given
here. The statistics at a given cross section are constructed by splitting the cross section
into a number of concentric rings. The radial distance R is measured from the jet centre
(R = 0). All the sample points in a particular ring of width dr are averaged to obtain a
mean value, calculated as
Q¯(R, y) =
1
Nt
Nt￿
ti=1
1
N
N￿
Q(x, z, ti; y), (6)
where Q is the quantity of interest, Nt is the number of samples over a time period of
0.08 ms, about twice the flow through time, and N is the total number of data points in
a particular ring of width dr for a single time sampling. The time and spatial, in homo-
geneous direction, averaging are combined to increase the sample size since the flow and
flame have reached statistically stationary state [37]. Various ring widths of 2 dh and 4 dh,
where dh is the mesh spacing in the cartesian system used for the DNS, had been tested
and gave similar results [37]. Statistical convergence for the results presented here has also
been verified by more than doubling the the sample size and sampling duration. The scalar
gradients required in the analysis are calculated using a central diﬀerencing scheme.
The mixture fraction is calculated using [50]
Z =
ZH/WH2 + 2(YO2,air − ZO)/WO2
1/WH2 + 2YO2,air/WO2
, (7)
where Zi is the mass fraction of element i, WO2 = 32, WH2 = 2, and YO2,air = 0.244 is
the mass fraction of O2 in air, with 22% O2 and 78% N2 by volume. The stoichiometric
mixture fraction Zst is about 0.03. The mixture fraction diﬀusivity DZ is calculated with
a mass weighted individual species diﬀusivity Di as DZ =
￿
YiDi. It is to be noted that
DZ ≈ DN2 because of the dominance of nitrogen, which has a Lewis number close to
unity.
The progress variable, c, is defined in this paper using YH2O as
c(Z) =
YH2O(Z)
YEqH2O(Z)
, (8)
where YEqH2O(Z) is the equilibrium value of H2O mass fraction at the mixture fraction value
of Z. The molecular diﬀusivity of this c is DH2O and the Lewis number for H2O is close
to unity.
3.3 Validation of presumed joint PDFs
Before examining the joint PDF of Z and c, their marginals PDFs are to be examined.
Figure 2 shows these marginal PDFs extracted from the DNS data at several representative
radial and axial positions of interest. The location for P(ζ) is chosen so that there is a
non-trivial variation of this PDF and substantial mean reaction rate. This can be seen by
verifying these locations approximately in Fig.1. For P(ξ), these locations vary from the
jet centre to the middle of the flame brush. This helps us to see the general variation of
the mixture fraction PDF at these typical locations. The β function PDF commonly used
for these scalars [46, 51] is also shown. The agreement is seen to be reasonably good
for both Z and c. The progress variable PDF is observed to be bimodal in the upstream
position (A-A, R/D = 2.5) with non-negligible burning part. This PDF is monomodal for
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downstream positions where the local mixture is predominantly unburnt or burnt gases.
These bimodal and monomodal shapes are represented reasonably well by the β function
PDF and the agreement is very good for the mixture fraction PDF. Thus, these marginal
PDFs are used to construct the correlated joint PDF, P(ξ, ζ), using a copula for a given
value of covariance￿c￿￿Z￿￿.
A copula can be understood as a functional that couples multivariate distributions to
their marginal distributions. The general procedure involved in this approach is briefly
summarised below [39, 40]. The details of this approach are given in [40].
(1) A correlation coeﬃcient is calculated from given values of covariance of ξ and ζ,
and their respective standard deviations, σξ and σζ , using
rξζ =
Covar(ξ, ζ)
σξσζ
. (9)
(2) Two large, say 5,000, sets of independent random numbers, ηi and ψi are gener-
ated using standard normal distributions. The subscript i runs from 1 to 5,000.
(3) The correlation coeﬃcient rηψ of the random variables ηi and ψi is related to the
desired correlation rξζ through
rηψ = 2 sin
￿π rξζ
6
￿
. (10)
(4) A new set of random variables (ηi,ψnewi ), having the required correlation rηψ are
calculated using
ψnewi = ηi rηψ + ψi
￿
1 − r2ηψ. (11)
(5) The random variables ηi and ψnewi are transformed to a uniform distribution by
using the cumulative distribution function (CDF), Φ, for the standard normal dis-
tribution
ξi = Φ(ηi) =
1
2
￿
1 + erf
￿
ηi√
2
￿￿
and ζi = Φ(ψnewi ), (12)
where erf is the error function.
(6) The Plackett coupla [52] is chosen here because of its simplicity. The odds ratio,
θ, required for constructing the joint PDF through this copula [52] is calculated
by plotting the uniformly distributed ξi and ζi in the contingency table, illustrated
in Fig. 3. Then, one counts the number of samples, Ni, falling in each of the
four quadrants shown in that figure. The number of samples falling in the range
0 ≤ ξ < 0.5 and 0 ≤ ζ < 0.5 is N1 and the number of samples in the range
0.5 ≤ ξ ≤ 1.0 and 0.5 ≤ ζ ≤ 1.0 is N3. A similar counting is used for N2 and N4
noted in Fig. 3. The odds ratio, θ, is then obtained as
θ =
N1N4
N2N3
. (13)
(7) Finally, the joint PDF with a desired correlation coeﬃcient, rξζ , is calculated as
p(ξ, ζ) =

θ f g {1 + (θ − 1) [F +G − 2FG]}￿
S 2 − 4θ(θ − 1)FG￿3/2 if θ ￿ 1
f g if θ = 1
(14)
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where S = 1 + (θ − 1)(F +G), and f and g are the marginal PDFS from the beta
function for ξ and ζ respectively. F and G are their respective CDFs. The case
θ = 1 is the statistically independent case.
It is worth noting that the size of random number sample used in the step (2) above should
be as large as possible to ensure the statistical convergence of ω˙. A test is conducted using
the sample size ranging from 80 to 105. Since ω˙(ζ, ξ) in Eq. (1) is kept the same for this
test, the influence of the sample size comes through the joint pdf P(ζ, ξ). The result of
this test is shown in Fig. 4, where the error in the mean reaction rate with respect to the
value obtained for the case with 105 samples is shown as a function of the sample size.
This result is shown for the stoichiometric mixture with arbitrarily chosen values for other
parameters given in Fig. 4. The error is less than 1% for the case with 5000 samples for
various covariance values shown in this figure and thus this sample size is used in this
study. A similar behaviour is observed for other equivalence ratios.
Figure 5 shows typical joint PDFs obtained from the DNS data for several radial and
axial positions along with the modelled PDFs for the corresponding locations. The sta-
tistically independent and correlated models are considered. The means, variances and
covariances required for the models are extracted from the DNS data appropriately. The
positions shown in Fig. 5 are chosen to be representative of various conditions that can
exists in partially premixed combustion. At the radial position of R/D = 2.0 at A-A, the
mean temperature is high as shown in Fig. 1. This location is close to the flame stabilisa-
tion region. The joint PDF from the DNS data indicates that there is substantial unreacted
mixture, i.e. ζ ≈ 0, spanning a wide range of mixture fraction and has a long tail extending
to rich mixture up to ξ = 0.4. This long tail is not shown in this figure. There is also a
substantial pocket of hot product of stoichiometric and lean mixtures with ζ > 0.8. The
representation of this joint PDF by both models is reasonable for this position, which is
consistent with previous study [37] showing that Z-c correlation at upstream position is
small. However, the correlated joint PDF gives slightly improved results in terms of lo-
cation for the peak PDF value near ζ ≈ 1and the width of this PDF value in the mixture
fraction, 0 < ξ < 0.02, space. A substantial improvement is not expected for this location
since the covariance value is small as shown in [37]. The second row of Fig. 5 presents
the joint PDF at a downstream position B-B and R/D = 1, which is in the middle of the
flame-brush having c¯ ≈ 0.5. The burning mixture at this location is substantially rich and a
negative correlation can also be seen. The correlated PDF obtained using the copula cap-
tures this correlation and agrees well with the DNS results compared to the uncorrelated
model. Similar behaviour is observed for another downstream position, C-C and R/D = 1,
shown in the third row of Fig. 5. The results shown in the bottom row of Fig. 5 is for the
position C-C and R/D = 2.5, which is close to the burnt side with ζ ≈ 1. Although there
is still substantial burning, signified by the PDF magnitude for 0.2 ≤ ζ ≤ 0.8, a negative
correlation can be seen and there is a significant probability to find equilibrium products,
ζ ≈ 1, of rich mixture. These attributes are represented well by the correlated PDF com-
pared to the statistically independent PDF model as one observes in Fig. 5. It is also worth
to note that the use of coupla does not dependent on definition of c and it has been used
in earlier studies [39, 40] for c based on carbon dioxide mass fraction and for a diﬀerent
flame configuration.
3.4 Mean reaction rate closure
The progress variable source term, ω˙∗c, for partially premixed combustion has four com-
ponents as noted in Eq. (3) and the focus for this section is on the first term ω˙c and its
possible closure. The other terms involving the scalar dissipation rates will be dealt in the
next section.
Four diﬀerent modelling methods summarised in Table 1 are considered in this study.
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One common approach is to use Eq. (1) to tabulate the mean reaction rate as a function of
means, variances and covariance. The phase-space relation, ω˙(ζ, ξ), in Eq. (1) is obtained
using unstrained premixed flamelets for a range of mixture fraction values. This approach
is also known as Flamelet Generated Manifold (FGM) [32] or the Flame Prolongation
ILDM (FPI) [33], where the joint PDF is taken to be a product of two presumed marginal
PDFs, ie., P(ζ, ξ) = Pβ(ζ)Pβ(ξ). This is the first model for the mean reaction rate, called
M1 in this study. For the second model, M2, the correlated joint PDF obtained by the
method described in section 3.3 is used in Eq. (1). The non-premixed flamelet model in
Eq.(5) is used along with a β function PDF for Z and a log-normal PDF [53, 54] for χ.
This model is referred as M3 in Table 1 and the joint PDF is calculated as P(ξ, χ) =
Pβ(ξ)PlogN(χ) since the statistical independence of Z and χ is known to hold when P(ξ) is
monomodal with its peak in 0 < ξ < 1 [55]. The fourth model,M4, considers the strained
premixed flamelets along with the presumed PDFs listed in Table 1. Since the strained
premixed flamelets were shown to work well for turbulent premixed jet flames [42, 43], it
is of interest to test if a direct extension of the strained flamelets formulation to partially
premixed combustion can be made. The mean reaction rate is calculated as
ω˙c =
￿ ￿ ￿
ω˙c(ζ, ξ,ψ) P(ζ, ξ,ψ) dζ dξ dψ, (15)
where ψ is the sample space variable for the scalar dissipation Ncc. The trivariate PDF is
obtained using P(ζ, ξ,ψ) = P(ψ|ζ)P(ζ)P(ξ) and P(ψ|ζ) is presumed to be a log-normal
while P(ζ) and P(ξ) are presumed to be β function PDFs. This model M4 is to be com-
pared toM1.
Model Flamelets PDFs Z-c indepen-
dent?
M1, Eq. (1) Unstrained freely propa-
gating premixed
β PDFs for Z and c Yes
M2, Eq. (1) Unstrained freely propa-
gating premixed
correlated joint PDFs No
M3, Eq. (5) non-premixed β PDF for Z and lognor-
mal PDF for χ
N.A.
M4, Eq. (15) Strained Counterflow
Reactant-to-Product
premixed
β PDF for Z and c and
lognormal PDF for ψst
Yes
Table 1. Summary of flamelets and presumed PDFs used in the modelling
Figure 6 compares the mean reaction rate of c, calculated from the DNS data and using
the above four closure models. The results are shown as a radial variation for four axial
positions marked in Fig. 1. The DNS values are calculated by averaging ω˙H2O/Y
Eq
H2O
(Z)
and the local instantaneous reaction rate ω˙H2O is evaluated based on the local temperature
and species concentration values as per the chemical mechanism used in the DNS. Thus,
the contributions from the scalar dissipation rate related terms in Eq. (3) are not included
in the mean reaction rate values shown in Fig. 6. The following observations are made
from this figure.
• For the upstream position A-A, the DNS results show a single peak at about R/D ≈ 2
for the mean reaction rate and there are two peaks for the downstream locations shown
in Fig. 6, which are not due to insuﬃcient sampling time. This has been verified
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using samples collected over 0.04 ms and 0.2 ms, but the results shown here are for
a sampling time of 0.08 ms, which is nearly twice the flow-through time. The inner
peak corresponds to rich premixed combustion and the outer peak corresponds to
non-premixed combustion [10, 37, 38]. At position B-B, the outer diﬀusion combustion
is weak and this zone is beginning to move away from the inner rich premixed branch.
Thus, the outer peak is less obvious compared to the inner peak. However, the relative
importance of the outer diﬀusion combustion increases as one moves downstream.
This becomes clear if one compares the inner and outer peak values at a given location.
The outer peak is nearly one half of the inner peak for location B1-B1 and these two
peaks become nearly of equal magnitude for location C-C. Also, the location of these
peak values changes implying the growth of the flame brush in the radial direction as
one moves downstream, which is also suggested by the mean temperature field shown
in Fig. 1.
• The premixed flamelet models M1 and M2 give similar agreement with the DNS
values for the position A-A. This is because the covariance, c￿Z￿, at this position is
small [37] and therefore the approximation of statistical independence of c and Z
is acceptable, which is also supported by the joint PDF results in Fig. 5. The mean
reaction rate values computed using these two flamelet models are larger than the DNS
values for the downstream positions as shown in Fig. 6. However, including the eﬀect
of covariance, c￿Z￿, in the model M2 reduces the overestimation and improves the
modelled value substantially compared to the model M1. The larger values seen for
the M2 model are due to the over-prediction of ω˙(ξ, ζ) in premixed flamelets of rich
mixture. The flame front thickness in the turbulent flame was shown to be larger than
the premixed flamelet thickness by Ruan et al. [37] supporting the above observation
on the reaction rate.
• The diﬀusion flamelet model M3 gives a broader flame brush (non-zero ω˙c) for the
position A-A with considerably lower value for the mean reaction rate. This model
values seem to agree reasonably with the DNS values at the outer radial locations
for the downstream positions, where the non-premixed combustion is predominant.
This is consistent with a previous study [37]. However, this model yields zero reaction
rate for the inner regions, where rich premixed combustion occurs. This illustrates the
limitation of the non-premixed flamelet model for this lifted flame.
• The extended strained premixed flamelet model, M4, significantly underestimates the
mean reaction rate for the position A-A. The level of this underestimation improves
as one moves in the downstream direction. The turbulence stretch on the flame front
is expected to increase with downstream position because of large-scale turbulence
resulting from entrainment process and thus the results ofM4 model improve.
Based on the above discussion, the results shown in Fig. 6 and their overall accuracy,
and the amount of computational eﬀort involved, it seems that the unstrained premixed
flamelets with presumed correlated joint PDF is a reasonable and satisfactory choice to
model the turbulent lifted jet flame.
A close study of Eq. (1) shows that the Reynolds PDF is required to calculate the mean
reaction rate. This implies that the Reynolds statistics, Z, c, Z￿2, c￿2 and c￿Z￿, are required
in the presumed PDF approach and these statistics are unavailable in numerical simula-
tions of turbulent reacting flows since these simulations involve density weighted or Favre
averages. It is not always easy to construct Reynolds statistics from Favre statistics and
also the presumed PDFs obtained using the mean and variance values from simulations
would be the Favre PDFs. This introduces some diﬃculties in obtaining the joint PDF,
P(ξ, ζ), required for the model M2. The relationship between the Favre and Reynolds
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PDFs given by ρ￿P(ξ) = ρP(ξ) is straight forward to use for a single variate PDF, but it
is not so for the joint PDF because the Favre joint PDF cannot be expressed as a product
of two Favre PDFs. Here, an approximation ￿P(ξ, ζ) ≈ ￿P(ξ)￿P(ζ) is made following earlier
studies [56–58] when the statistical independence is assumed, otherwise two marginal
Favre PDFs are combined following the method of copula described in section 3.3 to get￿P(ξ, ζ) [40]. Now, the mean reaction rate is calculated using
ω˙c = ρ¯
∗
￿ ￿ ￿
ω˙c(ζ, ξ)
ρ(ζ, ξ)
￿ ￿P(ζ, ξ) dζ dξ, (16)
where ρ¯∗ is the mean density obtained from the DNS for this a priori assessment. In a nu-
merical simulation, this density will be obtained from the CFD code. The quantities within
the square bracket come from the unstrained premixed laminar flamelets. The mean reac-
tion rate calculated using Eq. (16), denoted as M2 Fav, is also shown in Fig. 6. The error
introduced by the above approximation of using Favre PDFs is observed to be generally
small in regions with significant reaction rate.
3.5 Closure of dissipation rate related terms in Eq. (3)
For the progress variable defined in Eq. (8), the derivatives in Eq. (3) become
∂YH2O
∂Z
= c
dYEqH2O
dZ
and
∂2YH2O
∂Z2
= c
d2YEqH2O
dZ2
,
∂YH2O
∂c
= YEqH2O(Z),
∂2YH2O
∂c2
= 0 and
∂2YH2O
∂Z∂c
=
dYEqH2O
dZ
. (17)
Substituting these derivatives into Eq. (3) one gets
ω˙
∗
c = ω˙c￿￿￿￿
(I)
+ ρ
c
YEqH2O(Z)
d2YEqH2O
dZ2
NZZ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
(II)
+ 2ρ
1
YEqH2O(Z)
dYEqH2O
dZ
NcZ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
(III)
. (18)
There are two extra terms, (II) and (III), contributing to the overall mean reaction rate in
partially premixed combustion. These additional contributions include eﬀects of turbulent
mixing at small scales and chemical kinetics. The turbulent mixing is felt through NZZ and
NcZ and the chemical kinetics eﬀects come through the first and second derivatives with
respect to Z. The term (II) signifies contribution from the non-premixed burning mode
and is expected to contribute predominantly near the stoichiometric mixture fraction. The
contribution from correlation between the gradients of Z and c is denoted by the term (III)
in Eq. (18).
The chemical kinetics terms are shown in Fig. 7 by plotting the variation of Ψ = YEqH2O,
Ψ￿ = dΨ/dZ and Ψ￿￿ = d2Ψ/dZ2 with Z. These values are obtained by performing equi-
librium calculations by allowing the species involved in the chemical kinetic mechanism
used in the DNS to be present in the equilibrium mixture. There are large changes in Ψ￿
andΨ￿￿ close to the stoichiometric value, Zst = 0.03, as one would expect. The first deriva-
tive is positive for Z < 0.04, zero for Z = 0.042 and approaches a value of about -0.275 for
Z > 0.07. The second derivative is negative reaching a peak at Zst and approaching zero
for Z < 0.015 and Z > 0.05 and thus the term (II) will contribute only in this narrow range
around stoichiometry. Also, the second derivative is nearly 100 times larger than the first
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derivative and thus the contribution of term (II) is expected to be larger than term (III).
The contribution of term (III) is expected only for Z < 0.042 and this will be compounded
by the behaviour and magnitude of the cross dissipation rate, NcZ . It was shown in [37]
that the cross dissipation rate is an order of magnitude smaller than the mixture fraction
dissipation rate and thus the contribution of term (III) is expected to be negligible.
Previous analyses of NcZ in stratified [59] and partially premixed combustion [37] using
the respective DNS data have shown that NcZ is an order of magnitude smaller than NZZ .
Furthermore, Fig. 7 shows that the first derivative involved in term (III) is an order of
magnitude smaller than the second derivative involved in term (II). Also, the term (III) is
estimated to be less than 1% of the term (I) and thus the term (III) is neglected in this study
following previous studies [14, 22, 25]. The eﬀect of the mixture fraction dissipation rate
on the overall mean reaction rate was also noted by Mu¨ller et al. [17] in partially premixed
combustion modelling using theG-equation approach. They modelled the turbulent flame
speed so that it decreased as NZZ increased. In the current study, no such approximation
is made and the contributions from the three dissipation rates occur naturally.
The term (II) requires modelling and non-premixed flamelets have been used in the
past [14], but that approach required solution to a transport equation for burning mode
indicator which involves further complex modelling. Here, a simple algebraic model is
explored, as a first approximation, to ease the computational and further modelling bur-
dens. This model is written as written as
ρ
c
YEqH2O(Z)
d2YEqH2O
dZ2
NZZ ￿ ρ￿c￿ZZ ￿ ξst+∆ξ
ξst−∆ξ
1
YEqH2O(ξ)
d2YEqH2O(ξ)
dZ2
￿Pβ(ξ) dξ, (19)
where￿ZZ is the scalar dissipation rate and it will be defined and discussed later in Section
4.1. Since the second derivative is significant only around the stoichiometry, ∆ξ is set to be
a constant of 0.02, which is consistent with Mu¨ller et al. [17]. They considered the eﬀect
of NZZ on turbulent burning velocity to be important only in the range of Z for which the
laminar flame speed is a significant fraction of its value at stoichiometry.
Figure 8 compares the model values given by Eq. (19) with the DNS results (left hand
side of Eq. (19)) for three axial positions. Although the general trend is captured quite
well this model overestimates the magnitude. The level of this overestimation is large for
the upstream position A-A and it reduces with downstream distance. The overestimation
is mainly in the region where the mixture is rich. The location of peak value is captured
reasonably well except for the position B-B, the model peak is at R/D = 2.5 but the DNS
result has a peak at R/D = 2.8. This shift is because of the influence of ￿ZZ behaviour
at this position. A comparison of the results in Fig. 8 to those in Fig. 6 suggests that the
contribution from the non-premixed mode term (II) cannot be neglected in comparison
to term (I) of Eq. (18), especially in the outer region of the flame brush at downstream
position. For example, at B-B R/D = 2.7 and C-C R/D = 3.6, term (II) is about 30%
of term (I), which cannot be ignored. Thus, the contribution given by Eq. (19) must be
included in the calculations of lifted flames or partially premixed flames in general.
To summarise the a-priori assessment, the flamelets model M2 along with the corre-
lated Favre PDF seem to be a good choice to model the term (I) of Eq. (18) on the balance
among the ease of implementation, computational eﬀort required and, accuracy and con-
sistency of the solution. The contribution of the non-premixed mode given by Eq. (19)
cannot be ignored on the physical grounds. Thus, the modelM2 and Eq. (19) are used for
a posteriori validation discussed in the next section.
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4. A posteriori validation using RANS simulation
The governing equations and their modelling are discussed first. This is followed by a
discussion on implementation of the combustion model identified in the previous section.
A commercial CFD code, Fluent, is used for the turbulence and flow modelling, and the
combustion model is implemented using UDFs (user defined functions) and UDMs (user
defined memory). Detail on this is also presented in this section along with boundary
conditions used. The transport equations included through UDS (user defined scalars) are
identified in the discussion below. It is worth noting that the combustion models available
in the Fluent are not used in this study.
4.1 Governing equations
The equations for conservation of mass, momentum and enthalpy solved are
∂ρ
∂t
+
∂ρ￿ui
∂xi
= 0, (20)
∂ρ￿ui
∂t
+
∂ρ￿ui￿uk
∂xk
= − ∂p
∂xi
+
∂
∂xk
￿
τik − ρ￿u￿￿i u￿￿k
￿
, (21)
∂ρ￿h
∂t
+
∂ρ￿uk￿h
∂xk
=
∂
∂xk
 µSC ∂h∂xk − ρu￿￿k h￿￿
 , (22)
respectively. The standard nomenclature is used for the above equations and the symbol
SC denotes the molecular Schmidt number for the enthalpy.
The two equation,￿k-￿ε, modelling approach of Jones and Launder [60] is used for tur-
bulence modelling as it is widely used due to its simplicity, low computational cost and
reasonable accuracy for a wide range of flow configurations. The turbulent kinetic energy
is denoted by￿k and its dissipation rate is￿ε. Their equations are written as [61]
∂ρ￿k
∂t
+
∂ρ￿ui￿k
∂xi
=
∂
∂x j
￿µ + µtS Ck
￿
∂￿k
∂x j
 + Pk − ρ￿ε, (23)
∂ρ￿ε
∂t
+
∂ρ￿ui￿ε
∂xi
=
∂
∂x j
￿￿
µ +
µt
S Cε
￿
∂￿ε
∂x j
￿
−Cε1￿ε￿k Pk −Cε2ρ ￿ε
2￿k , (24)
Pk = −ρ￿u￿￿i u￿￿j
∂￿ui
∂x j
− u￿￿i
∂p
∂xi
+ p￿
∂u￿￿i
∂xi
. (25)
The pressure dilatation term in Eq.(25) is closed using the model in [62]. The influence of
this term is small for the test case since it is an open flame. The turbulent eddy viscosity is
calculated using µt = Cµ ρ￿k2/￿ε with Cµ = 0.09, Cε1 = 1.44 and Cε2 = 1.92 are standard
model constants. These constants, except for Cε2 = 1.96 as explained in Sec 4.3, are used
in this study.
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The lifted hydrogen jet flames investigated experimentally in [47, 48, 63] have been
simulated using the CMC method in earlier studies [28, 29]. The main challenge in sim-
ulating these flames is to obtain the lift-oﬀ height correctly. Here, the flamelets based
method, identified as M2 in the previous section along with Eq. (19) is used to close the
mean reaction rate given by Eq. (18). Thus, transport equations for ￿Z, ￿Z￿￿2,￿c, ￿c￿￿2 and the
covariance￿c￿￿Z￿￿ need to be solved. These equations are [64, 65]
∂ρ￿Z
∂t
+
∂ρ￿uk ￿Z
∂xk
=
∂
∂xk
ρD ∂Z
∂xk
− ρ u￿￿k Z￿￿
 , (26)
∂ρ￿Z￿￿2
∂t
+
∂ρ￿uk ￿Z￿￿2
∂xk
=
∂
∂xk
ρD∂Z￿￿2∂xk − ρ u￿￿k Z￿￿2

−2 ρ￿ZZ − 2 ρ u￿￿k Z￿￿ ∂￿Z∂xk , (27)
∂ρ￿c
∂t
+
∂ρ￿uk￿c
∂xk
=
∂
∂xk
ρD ∂c
∂xk
− ρ u￿￿k c￿￿
 + ω˙∗c, (28)
∂ρ ￿c￿￿2
∂t
+
∂ρ￿uk ￿c￿￿2
∂xk
=
∂
∂xk
ρD∂c￿￿2∂xk − ρ u￿￿k c￿￿2

−2 ρ￿cc − 2 ρ u￿￿k c￿￿ ∂c˜∂xk + 2 c￿￿ω˙￿￿c , (29)
and
∂ρ￿c￿￿Z￿￿
∂t
+
∂ρ￿uk￿c￿￿Z￿￿
∂xk
=
∂
∂xk
ρD∂c￿￿Z￿￿
∂xk
− ρu￿￿k c￿￿Z￿￿

−2 ρ￿cZ − ρ u￿￿k c￿￿ ∂￿Z∂xk − ρ u￿￿k Z￿￿ ∂￿c∂xk + Z￿￿ω˙￿￿c . (30)
The various turbulent scalar fluxes are modelled using a gradient flux approximation, for
example￿u￿￿k Z￿￿ = −Dt∂￿Z/∂xk with a turbulent diﬀusivity Dt. The turbulent scalar flux of
c can become counter gradient under appropriate condition, which can also be modelled
using a second order closure. Here, a gradient flux approximation is used to eliminate the
uncertainties that could arise through the second order modelling. Furthermore, this scalar
flux is known to be gradient in turbulent premixed combustion at high Reynolds number.
The source term ω˙
∗
c in equation (28) is given by Eq. (18), which is closed as noted in the
previous section. The Favre averaged dissipation rate of the mixture fraction fluctuation
is modelled as
ρ￿ZZ = ρDZ(∇Z￿￿ · ∇Z￿￿) ￿ Cd ρ ￿￿ε￿k
￿ ￿Z￿￿2, (31)
assuming a proportionality between scalar and turbulence time scales [66] and Cd ≈ 1 is
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a model constant. A similar algebraic model is used for the cross dissipation rate
ρ￿cZ = ρDZ(∇c￿￿ · ∇Z￿￿) ￿ CcZ ρ ￿￿ε￿k
￿
￿c￿￿Z￿￿, (32)
with CcZ = 1 [37].
A simple algebraic model exists for￿cc in a form similar to Eq. (31), which is known to
be insuﬃcient [67, 68]. So, Kolla et al. [69] proposed a new model based on the physics
of reactive scalar mixing in premixed flames, which was subsequently modified to include
the mixture fraction variation [70]. This model is
ρ￿cc = ρD(∇c￿￿ · ∇c￿￿) ￿ ρ
β￿
￿2K∗c − τ(Z)C4￿ S 0L(Z)
δ0L(Z)
+C3
￿ε￿k
 ￿c￿￿2, (33)
with
C3 =
1.5
√
Ka
1 +
√
Ka
and C4 = 1.1(1 + Ka)−0.4, (34)
where β￿ ￿ 6.7 was derived from DNS of fully premixed flames [71]. The hydrogen-air
laminar planar flame calculations suggested that K∗c/τ ≈ 0.65 is a good approximation
for the stoichiometric and rich hydrogen-air flames [72]. The parameter τ(Z) = (Tb(Z) −
Tu)/Tu is the normalised temperature rise, with the subscripts b and u indicating burnt and
unburnt states. The unstrained laminar flame speed and its thermal thickness for a mixture
having the mixture fraction value of Z are denoted respectively as S 0L(Z) and δ
0
L(Z). The
Karlovitz number, Ka, is defined as
Ka ≡ tc
tk
￿ δ(Z)/S
0
L(Z)￿
ν/￿ε , (35)
where tk is the Kolmogorov time scale, tc is the chemical time scale defined as δ/S 0L
with δ as the Zeldovich flame thickness which is related to the thermal thickness through
δ0L(Z)/δ(Z) ≈ 2(1 + τ(Z))0.7, and ν is the kinematic viscosity. In Eq.(33)-(35), the local
value of ￿Z is used for simplicity. Also, c has to be defined using a species having Lewis
number close to unity for the model in Eq. (33) to work satisfactorily since its development
is based on unity Le approximation. Thus, c is defined using water vapour mass fraction
for this study as noted earlier.
The chemical source terms in Eqs. (29) and (30) are modelled as
c￿￿ω˙￿￿c ≈ c￿￿ω˙c = ρ
￿ 1
0
￿ 1
0
￿
ζ −￿ζ￿ ω˙c(ξ, ζ)
ρ(ξ, ζ)
￿P(ξ, ζ) dξ dζ, (36)
Z￿￿ω˙￿￿c ≈ Z￿￿ω˙c = ρ
￿ 1
0
￿ 1
0
￿
ξ −￿ξ￿ ω˙c(ξ, ζ)
ρ(ξ, ζ)
￿P(ξ, ζ) dξ dζ, (37)
The temperature is calculated using the total enthalpy ￿h computed in the simulation
using Eq. (22). This includes the sensible and chemical parts as
￿h = cp,mix(￿T − T0) + ∆h0f ,mix, (38)
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where T0 = 298 K is a reference temperature. The mixture averaged specific heat capacity
cp,mix, the enthalpy of formation ∆h0f ,mix and the mixture molecular weight Wmix required
for the state equation are calculated as follows.
cp,mix =
￿ 1
0
￿ 1
0
cep(ξ, ζ) ￿P(ξ, ζ) dζ dξ, (39)
∆h0f ,mix =
￿￿ 1
0
￿ 1
0
Yi ∆h0f ,i ￿P(ξ, ζ) dζ dξ, (40)
Wmix =
￿ 1
0
￿ 1
0
￿
(Yi/Wi)
￿−1 ￿P(ξ, ζ) dζ dξ. (41)
The cp,mix given by Eq.(38) includes its temperature dependence through Eq.(39) while
simulating the turbulent combustion. An eﬀective specific heat capacity, defined as cep =￿￿ T1
T0
cp dT
￿
/ (T1 − T0) is used to include the temperature dependence at the flamelets
level. T1 is the local temperature at which cep is calculated in flamelet .
Figure 9 illustrates the calculation procedure for the above equations, Eqs. (39) to (41).
The laminar unstrained planar flame quantities are used when the mixture fraction value
is within the lean, Zl, and rich, Zr, flammability limits. Outside this range, either the air
or fuel properties are interpolated with the laminar flame values appropriately before the
double integrations in the above equations are performed.
The above quantities together with the mean mass fractions, ω˙c, c￿￿ω˙￿￿c and Z￿￿ω˙￿￿c are
tabulated with ￿Z,￿c, ￿Z￿￿2, ￿c￿￿2 and￿c￿￿Z￿￿ as controlling variables. This table is used in RANS
simulation to supply the required quantity. The temperature, ￿T , depends on ￿Z,￿c, ￿Z￿￿2, ￿c￿￿2,
and￿c￿￿Z￿￿ through Eq. (38). The mixture mean density, ρ, is related to temperature through
the equation of state. The temperature and density are calculated during the simulation.
The transport equations for mass, momentum, energy and turbulence given in Eqs. (20)
to (24) are to be solved for all the models. Thus, the computational cost for the four models
in Table 1 depends on the additional transport equations required and the computations in-
volved in generating and using the look-up tables. The modelM1 requires four additional
transport equations, Eqs. (26) to (29), and four dimensional look-up table is involved.
The model M2 is slightly more expensive than M1 because it involves five dimensional
look-up table and an additional transport equation in Eq. (30). The modelM3 is the least
expensive as it involves only two additional transport equations, Eqs. (26) and (27), and
a two dimensional look-up table. The model M4 involves the same number of equations
and five dimensional look-up table as for M2, but the look-up table generation involves
significant additional computations as it involves strained flamelets. Thus, overall M4 is
the most computationally expensive model. If one compares the computational time for
turbulent flame simulation part only after excluding the expenses involved in generating
look-up table then the modelsM1,M2 andM3 are on par with one another and the model
M3 is the least expensive. A typical simulation of the lifted flame considered here using
M2 took about 48 hours of wall-clock time in a desktop having a memory of 8GB and
3 CPUs running at 2GHz.
Although M3 is the least expensive model, the results of a priori assessment in Fig.6
show that this model cannot capture the mean reaction rate variation, specifically the con-
tribution coming from the premixed part, reasonably. The modelM4 tend to greatly under-
estimate the mean reaction rate in flame stabilisation region and it is the most expensive
February 15, 2014 Combustion Theory and Modelling Ruan˙TCTM-2013-07-64.R2
16 Taylor & Francis and I.T. Consultant
model. For these reasons, the models M1 and M2 are used for the posteriori assessment
conducted in this section.
4.2 Model Implementation
Figure 10 presents a schematic of the computational domain for a 2D axisymmetric model
of the turbulent lifted jet flame investigated experimentally in [47, 48, 63]. The computa-
tional grid contains about 30000 quadrilateral cells, and extends to 50D in radial, r, and
200D in axial, y, directions. The jet nozzle diameter is D = 2 mm. Two meshes, a coarse
mesh with 13800 cells and a fine mesh with 30000 cells resulting from refinement in the
shear layer regions, were used in the simulations. These simulations showed a negligible
variation in the results, to be presented later, and thus the results for the fine grid are shown
in this paper.
A 5 dimensional look-up table is used for the simulations. The number of points in
this table are 24, 21, 16, 16, 11 in ￿Z,￿c, normalised ￿Z￿￿2, ￿c￿￿2 and￿Z￿￿c￿￿ directions respec-
tively. These points are unevenly distributed to ensure good resolution for mixtures close
to stoichiometric, ￿Z space, and near￿c ≈ 0.7 where reaction tends to be large. Linear inter-
polation is used in each of these 5 dimensions and the interpolation error in region with
substantial reaction rate is estimated to be around 1%.
4.2.1 Boundary Conditions
The various boundary conditions used in the simulation are also marked in Fig. 10.
The jet and entrainment boundary have mass-flow-inlet boundary conditions. The inlet
velocity profile in the jet is prescribed using a 1/7 power law with a bulk mean velocity of
680 m/s as used for the DNS calculation [10]. Turbulent intensity is set to be 5% with a
turbulence integral length scale of 2 mm [28]. The mixture fraction is 1.0 and the enthalpy
is -258460 J/kg for hydrogen at 280 K at the jet exit. All other scalars have zero values at
the jet exit.
The mass flow rate at the entrainment boundary is specified according to Spalding [73]
using
dm˙
dr
≈ 0.28 ρ0.5air F0.5 with F = ρ jU2jπr2j , (42)
where m˙ is the entrained mass flow rate and the subscript j denotes jet exit values. A
small constant entrainment velocity of 0.1 m/s has also been tested and results were found
to have no significant diﬀerence. Turbulent intensity is set to a low value of 0.001% for
this boundary. The enthalpy of air at 298 K and zero for all other scalars are used on
this boundary. The no-slip wall boundary used for the far stream helps to stabilise the
calculation. At the wall boundary, the enthalpy of ambient air is used and zero values are
set for all other scalars. At the flow exit, a pressure outlet boundary condition with zero
axial gradient for the scalars is used.
4.2.2 Fluent UDF and UDS
A pressure based incompressible flow solver in Fluent was used in this study. This may
introduce some errors in the flow field when the compressibility eﬀects become important
since the jet Mach number is 0.54. The density based compressible flow solver in Fluent
is also used to compute the non-reacting flow field for the case of interest for this study
and the diﬀerence in the mean and fluctuating velocities computed using these two solvers
are found to be less than 1%. Furthermore, the flame is expected to stabilise in regions of
low velocity and thus the influence of compressibility eﬀects on the flame structure and
stabilisation is expected to be negligible. Thus, the overall conclusions of this study will
not change if a compressible solver is used.
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The SIMPLE algorithm is used to couple pressure and velocity fields. The transport
equations, except for the mass, momentum and turbulence, for six additional scalars, ￿Z,￿Z￿￿2,￿c, ￿c￿￿2,￿c￿￿Z￿￿ and￿h, with various sources and sinks noted earlier in this section were
solved as UDS. These sources and sinks were included using UDFs. Figure 11 presents
a flow chart for the steps involved in the calculation procedure. The procedures enclosed
inside dashed lines have been developed in this work. The temperature and density fields
are calculated at each iteration through respective UDFs. It is worth noting that Fluent
solves the flow and turbulence equations as for an isothermal non-reacting case and no
default energy equation or Fluent’s combustion models are used. The combustion eﬀect is
coupled to the flow field through density variation which is computed through UDS and
UDFs. This gives full control on the combustion modelling related equations and their
solutions.
4.2.3 Flame kernel initialisation
First a non-reacting flow was computed. A small flame kernel was then initialised by
setting one or two cells with ￿c = 1.0 and ￿h = −36871 J/kg, corresponding to burnt
products of stoichiometric hydrogen-air mixture, at a radial position where ￿Z = Zst. The
flame kernel was then allowed to evolve and reach a final lift-oﬀ height. Two diﬀerent
sizes of 0.3 × 1.0 and 0.7 × 0.75 squared mm for the kernels with an energy content of
about 1.3 mJ and 2.6 mJ respectively. were tested. These energies are substantially larger
than the minimum ignition energy of 0.02 mJ required for stoichiometric hydrogen-air
mixture [74, pp.488]. Also, two axial positions, 9D and 12D chosen arbitrarily, have been
tested for this initialisation. The final lift-oﬀ height was found to be insensitive to the
initial location of the flame kernel.
4.3 Results and Discussions
A comparison of the computed and measured [47] mixture fraction statistics, as has been
done in previous studies [28, 29], is shown in Fig. 12 for y = 7D and 9.5D positions.
The mean and RMS values are normalised by the respective centreline values. A reason-
able agreement between RANS and experimental results is observed in Fig. 12. As noted
earlier, the model parameter cε2 is increased slightly (cε2 = 1.96) to provide an overall
improved agreement as has been done in previous studies [28, 29], This increases the tur-
bulent viscosity, however, it does not impart undue alteration to the spatial diﬀusion of
various quantities computed. A similar observation was made in previous studies of lifted
flames using CMC methodology [28, 29]. Details on the CMC methodology can be found
in those references.
The Reynolds stress transport model (RSM) with linear pressure-strain term and stan-
dard model constants is also used in this study to test for the sensitivity to the turbulence
modelling. As one observes in Fig. 12, there is no significant diﬀerence between￿k-￿ε and
RSM results and it is known that the computational expenses for the RSM model are sig-
nificantly larger. Thus the results obtained using￿k-￿εmodel are presented for the following
discussion.
4.3.1 Flame brush structure
The lift-oﬀ height based on the leading edge of T = 900 K isoline, as used in the
experiment [63] and CMC calculation [29], is 7.5D in this study when the model M2
and Eq. (19) for term (II) are used. This agrees reasonably well with the experimental
observation [47] of 7D. Thus, it is possible to make a direct and unambiguous comparison
of the computed and measured flame brush structure.
The computed radial variations of temperature and mole fractions of H2, O2, OH, H2O
and N2 are compared with measured values for axial positions of 7D, 9.5D, and 50D in
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Figs. 13 to 15 respectively. The results of CMC calculations by Devaud and Bray [28]
for y = 7D and by Kim and Mastorakos [29] for y = 9.5D positions are included in
Figs. 13 and 14 respectively for comparison. Note that the radial variation of temperature
for y = 9.5D from the CMC calculation is not reported in [29] and thus it is not shown in
Fig. 14.
The peak value of the temperature for y = 7D, shown in Fig. 13, calculated using the
current models is about 650 K compared to 900 K observed in the experimental study [47],
while the CMC calculation [28] gives higher values. This is due to the small diﬀerence in
lift-oﬀ height, 7.5D in the current study and 7D in the experiment [47] based on the most
leading edge of 900 K iso-contour. This gives a lower temperature and slightly higher H2,
lower OH and H2O mole fractions since the flame at 7D is not as fully established as that
in the experiment. The temperature and species variation at the lift-oﬀ height of 7.5D is
also included in Fig. 13. The agreement between computed, (y = 7.5D) and experimental
values, specifically for temperature, XOH , XH2O and XO2 is good. The variations result-
ing from CMC calculation seem broader implying a slightly broader flame brush, which
can be seen clearly in temperature, OH and H2O variations shown in Fig. 13. Neverthe-
less, the results of these two models are comparable and the flamelets model has a lower
computational cost.
In Fig. 14, the combustion model used in this study gives some under-prediction for
temperature and, OH and H2O mole fractions for R/D < 3. There is a consistent over-
prediction of H2 and O2 in this region as one observes in Fig. 14. The agreement between
the experimental data and the computational results from this study is good for R/D ≥ 3.
The disagreement for R/D < 3 is because the mixture there is rich, which can be beyond
the rich flammability limit. The scalar mole fractions computed using the flamelets model
in this study and those reported in [29] for CMC are comparable and their agreement with
the measured values is satisfactory. It is worth noting that the drop in O2 mole fraction
observed in the experiment near R/D = 2 is captured by the flamelets model used in this
study. In general, both the CMC and flamelets based model yield similar results.
The comparison of computed and measured values for a far downstream position of
y = 50D is shown in Fig. 15. The agreement is reasonable except for R/D < 3, which is
again due to combustion of very rich mixture. It is known that flamelet models have their
limitations for chemical kinetics dominated fuel-rich combustion. However, the overall
agreement is reasonable for the current modelling approach in general. A similar level of
comparison is seen for other downstream positions [75].
4.3.2 Flame lift-oﬀ height
Predicting the flame lift-oﬀ height as a function of jet velocity is challenging for the
reasons noted in section 1. Before presenting this result in this subsection, the eﬀects of
various modelling, Z-c correlation and contribution of non-premixed combustion, on the
flame lift-oﬀ height is discussed first. The premixed flamelets models M1 and M2 are
considered with and without the contribution of non-premixed combustion, term (II) in
Eq. (19). The various combinations of these models are summarised in Table 2 along with
the corresponding flame lift-oﬀ heights computed in this study.
Case A B C D
Combus. model M1 M1 + term (II) M2 M2 + term (II)
Lift-oﬀ Height (h/D) 4.5 5.2 6 7.5
Table 2. Flame lift-oﬀ height for various model combinations.
Figure 16 shows the mean temperature field and mixture fraction contours for the four
cases listed in Table 2. Just to remind ourselves, the flamelets modelM1 does not include
Z-c correlation whereas the model M2 includes the correlation as noted in Table 1. The
lift-oﬀ height, h/D, noted in Table 2 is based on the most leading edge of T = 900 K
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and it is 4.5D for Case-A. This value is less than 7D observed in the experiment [47].
When the contribution of non-premixed mode combustion is included through Eq. (19),
the flame lift-oﬀ height increases to 5.2D, but still smaller than the experimental value, as
shown in Fig. 16(b) for the Case-B in Table 2. If one includes Z-c correlation without the
term (II), Case-C in Table 2, then the lift-oﬀ height increases to 6D. If the non-premixed
combustion contribution is included along with the correlation as for the Case-D then the
lift-oﬀ height becomes 7.5D, which is close to the experimental value. Thus, it is clear
that the eﬀects of Z-c correlation and non-premixed combustion must be captured to get
the correct lift-oﬀ height.
The eﬀect of including Z-c correlation in ω˙c is shown in Fig. 17 by plotting the pseudo-
colour map of ω˙c for the Case-A and Case-C along with the contour of ￿Z = Zst. Including
this correlation in Case-C reduces the mean reaction rate leading to an increase in the lift-
oﬀ height. The lean and rich branches are distinct in the Case-A which does not include
the correlation and these two branches merge in the Case-C. The leading edge becomes
more rounded and is shifted to the lean side when the correlation is included.
It has been noted in Fig. 5 that the Z-c correlation is small near the flame stabilisation
region, but Figs. 16 and 17 clearly show that this correlation influences the lift-oﬀ height.
Thus, an explanation is required since the results in these figures seem contradictory. At
the leading edge of the flame kernel, chemical reaction is small. It is also to be noted that
the fluctuation in c is produced by chemical reaction and thus c￿￿ is small near the leading
edge, which contributes to the small Z-c correlation at this position. However, this leading
edge is supported by intense reaction behind it and, the magnitude of this reaction and its
location are strongly influenced by Z-c correlation as seen in Fig. 17. Thus, the flame-lift
oﬀ height is influenced by this correlation, which can be seen clearly in Figs. 16 and 17
(also compare Figs. 16a and 16c).
The eﬀects of including non-premixed combustion mode on the overall mean reaction
rates can be understood by comparing the total reaction rate ω˙
∗
c shown in Fig. 18(a) for
the Case-D to that shown in Fig. 17(b) for the Case-C. The maximum value of the mean
reaction rate is reduced by about 10% and intense reaction zone present at the leading
edge is split into a rich and lean zone in the Case-D. The leading edge is shifted further
downstream. The lean and rich branches are merged together even for y > 16D when the
non-premixed contribution is included. To gain further understanding, one can plot the
diﬀerent components ω˙c, shown in Fig. 18(b), and the non-premixed component term (II)
shown in Fig.18(c). The non-premixed component is large along the stoichiometric
contour as one would expect and this contribution is negative, which is responsible for
splitting the leading intense reaction zone into a lean and rich part as in Fig. 18(a). This
contributions also shift the leading edge downstream. Thus, the eﬀects of Z-c correlation
and non-premixed combustion play important role on flame lift-oﬀ. To test this further,
the lift-oﬀ height for various jet velocities are computed using the same model. These
results are discussed next.
A. Lift-oﬀ height vs jet velocity
Figure 19 compares the variation of flame lift-oﬀ height with jet velocity from
experiments and RANS simulations of this study. The experiment with inlet velocity
of 680 m/s has been studied independently by Cheng et al. [47, 48] and Brockhinke
et al. [63]. Cheng et al. reported detailed scalar measurements which are used in the
earlier part of this section to validate flame brush structure and they did not change the
jet exit velocity, whereas Brockhinke et al. [63] varied the jet velocity and reported the
corresponding flame lift-oﬀ heights but not the flame brush structure. Also, the turbulence
conditions at the nozzle exit were not reported in [63]. This creates some diﬃculties for
simulations. One cannot use the commonly adopted correlation for fully developed pipe
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flow to specify the turbulence level based on flow Reynolds number. This is because the
balance between pressure gradient and viscous terms, expected for a fully developed pipe
flow, does not hold at the nozzle exit because of the discontinuity in the nozzle wall.
This forced a systematic variation of the turbulence level at the fuel jet exit to assess
the lift-oﬀ height sensitivity to the inlet turbulence level. Indeed, the calculated lift-oﬀ
height is found to be sensitive to the inlet turbulence because the flow and scalar mixing
behaviour in the near field of the jet are bound to depend on the jet exit condition. The
flame stabilisation strongly influenced by the flow and mixing fields is invariably in the
jet near field and thus the lift-oﬀ height is sensitive to the turbulence level at the fuel jet
exit. In this study, the turbulence intensity of 25% for 500 m/s, 15% for 590 m/s, and
0.1% for 850 m/s are used for the results shown in Fig. 19. The turbulence intensity for
the 680 m/s case was specified to be 5% as noted earlier in subsection 4.2.1 based on
the experimental value [47, 48]. The flame lift-oﬀ height for the 680 m/s case reported
in [47, 48] and [63] diﬀers by about 1.5D as shown in Fig. 19 and the simulation result
falls between these two experimental values. The agreement between the computed
and measured lift-oﬀ height as function of jet velocity is very good as one observes in
Fig. 19. This further confirms the earlier observation on the role of Z-c correlation and
non-premixed combustion contribution.
B. Flame stabilisation mechanism
The mechanism of flame stabilisation in a lifted flame is still a open question [2, 3, 7]
and its detailed discussion is beyond the scope of this paper. However, we like to make
some remarks on this based on the results shown in this paper. Two alternative views for
this mechanism exist in the literature. One theory [13] is based on the extinction of non-
premixed flamelets experiencing scalar dissipation rates larger than the extinction value
for a given fuel. The other theory is based on the propagation of premixed flamelets [4].
Figure 20a presents the temperature field and￿ZZ , normalised by a reference quenching
value of 73 s−1 [29], near the flame stabilisation region for the Case-D. The leading edge
generally experiences a low￿ZZ , which is about 5% of the extinction value. This is consis-
tent with observations in experimental [63] and numerical [29] studies. Although￿ZZ may
not be the single determining factor for flame stabilisation, it is nevertheless an important
factor as its eﬀect on the mean reaction rate comes through term (II) in Eq.(18).
The premixed flame propagation theory suggests that flame stabilises at a location
where the laminar flame speed for local thermo-chemical condition is balanced by the
velocity of the on-coming flow [4]. Mechanisms involving triple or edge flame propaga-
tion in partial premixed combustion have also been explored in the past [2]. Figure 20b
shows the fluid velocity contours along with temperature field and ￿Z = Zst contour for the
Case-D near the flame stabilisation region. As one can see in this figure, the fluid velocity
at the flame leading edge is about 5 m/s, which is of the same order as the laminar flame
speed of stoichiometric hydrogen-air mixture having a reactant temperature equal to the
local fluid temperature. This is consistent with an experimental observation in [76]. The
results in Fig. 20 seem to support the flame propagation theory, but it emphasises that the
flame displacement speed, as one can easily obtain from Eq. (18), is aﬀected by ￿ZZ as
seen in Eq. (18). Thus, the propagation of premixed flamelet, eﬀects of￿ZZ and their mu-
tual interactions influence the flame stabilisation at the leading edge in an average sense
as noted earlier in Fig. 16. Much more detailed examination is required to address this
issue on an instantaneous basis, which is beyond the scope of this study, and this will be
addressed in future.
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5. Conclusion
This paper focus on the modelling of turbulent lifted jet flames using flamelets and a
presumed joint PDF approach. Both premixed and non-premixed contributions are in-
cluded when calculating the mean reaction rate. The premixed part is obtained using un-
strained premixed flamelets and the non-premixed part is estimated using a simple model
in Eq. (19). Also, the mixture fraction, Z, and progress variable, c, are not assumed to be
statistically independent and their correlation is included in the joint PDF, P(ξ, ζ), using a
copula. A posteriori validation is also conducted using RANS methodology.
In the first part of this study, a priori assessment of various presumed PDF/flamelets
models are conducted using a DNS database of a turbulent lifted hydrogen jet flame. The
presumed PDFs required to calculate the mean reaction rate are tested using the DNS
data. The Beta function PDF is a good approximation for the marginal PDFs of Z and c.
The copulamethod [40] to get the correlated joint PDF is tested using the DNS data. This
method combines the two marginal PDFs of Z and c according to a prescribed covariance,
￿Z￿￿c￿￿, see Eq. (14). The joint PDFs obtained by this method agree well with the PDFs
from the DNS data.
Four flamelets/PDF models for the mean reaction rate are assessed. The unstrained
premixed flamelet with a joint PDF assuming statistical independence of Z and c, M1,
overestimates the mean reaction rate at downstream positions. However, the values given
by this model at the flame base are reasonable compared to the DNS values. When the
statistical correlation of Z and c is included, as for the model M2, the estimates of mean
reaction rates are improved in general. The non-premixed flamelets model, M3, substan-
tially underestimates the mean reaction rate for all axial locations, but its agreement with
DNS values is reasonable for regions with diﬀusion controlled combustion. The recently
proposed strained premixed flamelets model [42, 43], called asM4 in this study, generally
underestimates the mean reaction rate when it is extended to partially premixed combus-
tion. The contributions to the mean reaction rate arising through three scalar dissipation
rate, see Eq. (3), are also studied. The contribution from ρNcc
￿
∂2YH2O/∂c2
￿
becomes zero
since c is linearly related to YH2O in this study. The contribution from the cross dissipation
related term, term (III) in Eq. (18), is very much smaller than the contribution from the
term (II) as discussed in section 3.5. A simple model for term (II), signifying the contribu-
tions from non-premixed mode in partially premixed combustion, is proposed and tested
using the DNS data and the agreement is satisfactory.
In the second part of this study, a posteriori validation of the reaction rate closures,
specificallyM1 andM2, is conducted. The prime aim is to capture both the lift-oﬀ height
and flame brush structure. It is observed that the standard unstrained premixed flamelets
model with the assumption of statistical independence of Z and c, model M1, overesti-
mates the mean reaction rate and yields a smaller lift-oﬀ height of about 4.5D compared
to the experimental [47, 48] value of 7D. The flame lift-oﬀ height increased to 5.2D when
the contributions of the diﬀusion combustion are included through the term (II). The pre-
mixed flamelets model M2 which includes the Z-c correlation gives a lift-oﬀ height of
6D if the term (II) is excluded. The lift-oﬀ height becomes 7.5D when the term (II) is
included for the model M2. These trends clearly suggest that the eﬀects of both Z-c cor-
relation and non-premixed combustion are important to capture the right physics of sta-
bilisation mechanisms at the flame base. It seems that the flame stabilisation is influenced
by both premixed and non-premixed combustion modes, and their mutual influences. The
flame brush structure is also captured reasonably well by the model used in this study.
The flame lift-oﬀ height as function of jet velocity calculated using the M2 model with
term (II) agrees reasonably well with measured heights when the inlet turbulence level is
selected carefully. This suggests that accurate flow fields are required to get correct lift-
oﬀ heights. To achieve this in RANS, it is imperative that the inflow statistics must be
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characterised fully by experiments otherwise, simulation approaches such as LES having
the ability to capture the evolution of large scale turbulence structures and their dynamics
from an arbitrary initial state may be required.
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Figure 1. The averaged temperature field and stoichiometric mixture fraction contour from the DNS data. The nozzle exit
is located at y/D = 0.
Figure 2. Comparison of mixture fraction and progress variable PDFs from the DNS (solid line) and β function model
(dashed) at diﬀerent axial and radial positions. The axial positions are marked in Fig. 1
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Figure 3. Contingency table. Ni is the number of samples falling in each quadrant.
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Figure 4. Errors in mean reaction rate for ￿Z = 0.03, ￿c = 0.7, ￿Z￿￿2 = 0.000291 and ￿c￿￿2 = 0.105 against the number of
random sample sets used in computing the joint PDF.
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DNS Correlated JPDF 2 Independent PDFs
Figure 5. Comparison of joint PDF, P(ξ, ζ), obtained from the DNS data (left column) and modelled PDF with correlation
(middle) and without correlation (right). The first part of Eq. (14) gives the correlated PDF and its second part gives the
independent PDF. First row: position A-A and R/D = 2.0, second row: B-B and R/D = 1.0, third row: C-C and R/D = 1.0,
and fourth row: C-C, R/D = 2.5.
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Figure 6. Comparison of DNS and modelled mean reaction rates ω˙c (g/cm3/s) at positions (a) A-A, (b) B-B, (c) B1 and
(d) C-C illustrated in Fig.1.
Figure 7. Variation of Ψ = YEqH2O, dΨ/dZ and d
2Ψ/dZ2 with the mixture fraction, Z.
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Figure 8. Comparison of term (II) DNS results and model in Eq. (19) at diﬀerent axial positions.
Figure 9. Illustration of mixture properties such as cp,mix, ∆h0f ,mix and Wmix calculation.
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Figure 10. Schematic of the computational domain for RANS simulations of this study.
Figure 11. Flow chart for calculation steps involved in RANS simulations of this study. The part within the dashed line is
developed in this study.
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Figure 12. Comparison of simulation results with experimental measurements [47] of the mean mixture fraction and RMS
values normalised by the respective centreline values. The results are shown for y = 7D and 9.5D.
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Figure 13. Comparison of simulation results (7D and 7.5D), experimental measurements [47] and CMC results [28] for
radial variation of scalar values.
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Figure 14. Comparison of simulation results, experimental measurements [47] and CMC results [29] for radial variation
of scalar values at y = 9.5D. The CMC result for temperature is unavailable.
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Figure 15. Comparison of simulation results and experimental measurements [47] of radial variation of scalar values at
y = 50D.
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(a)M1, without (II) (b)M1 with (II)
(c)M2, without (II) (d)M2, with (II)
Figure 16. Comparison of flame lift-oﬀ heights for four cases in Table 2; (a) Case-A, (b) Case-B, (c) Case-C, (d) Case-D.
The contour lines are ￿Z.
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(a) (b)
Figure 17. Eﬀect Z-c correlation on the mean reaction rate (kg/m3/s); (a) Case-A and (b) Case-C.
(a) (b) (c)
Figure 18. Mean reaction rate (kg/m3/s) for Case-D. (a) Total reaction rate ω˙∗c in Eq. (18); (b) Term (I), ω˙c, in Eq. (18);
(c) Term (II) as in Eq.(19).
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Figure 19. Flame lift-oﬀ height versus jet velocity.
Figure 20. Temperature field with (a) ￿ZZ and (b) fluid velocity in m s−1 (thin lines) near the flame stabilisation region
for Case-D in Table 2. Values of ￿ZZ are normalised using the extinction value of 73 s−1 for laminar diﬀusion flame.
Stoichiometric mixture fraction contour is also shown using a thick line.
