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Abstract
This study confirms a local trade-off between information and dis-
turbance in quantum measurements, and establishes the correlation
between the changes in these two quantities when the measurement
is slightly modified. The correlation indicates that when the mea-
surement is modified to increase the obtained information, the distur-
bance also increases. However, the information can be increased while
decreasing the disturbance because the correlation is not necessarily
perfect. For measurements with imperfect correlation between the in-
formation and disturbance, this paper discusses a general scheme that
raises the amount of information in the measurement while diminish-
ing the disturbance.
1 Introduction
An interesting topic in the quantum theory of measurements is the trade-
off between information and disturbance. In general, when a measurement
outcome provides much information about the state of a system, it causes a
large disturbance in the state of the system. This trade-off has been studied
using various measures of information and disturbance [1–18]. For example,
the information can be quantified by estimation fidelity, which defines the
similarity between the actual state and an estimated state based on the
outcome. Similarly, the disturbance can be quantified by operation fidelity,
defining the similarity between the original state and the disturbed state after
a measurement, or by physical reversibility, defining the recovery probability
of the original state after a reverse operation on the disturbed state. These
quantities are known to satisfy inequalities [2,15] that represent the trade-off.
Most studies on the information–disturbance trade-off are focused on op-
timal measurements, which saturate the upper bound of the information for
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a given disturbance. The optimal measurements correspond to the upper
boundary of the region obtained by plotting all physically possible measure-
ments on an information–disturbance plane [19]. An optimal measurement
providing more information always causes a larger disturbance in the system,
as seen from the slope of the upper boundary of the region [20]. However, this
rule is violated for the non-optimal measurements in the interior of the re-
gion. Within the neighborhood of a non-optimal measurement, there always
exists another measurement that provides more information with smaller
disturbance. Although the information and disturbance of non-optimal mea-
surements are correlated to some extent, the relationship is imperfect.
This paper presents a local trade-off between information and disturbance
in quantum measurements by correlating their changes when the measure-
ment is slightly modified. When the measurement is performed on a quan-
tum system in a completely unknown state, the obtained information and
resulting disturbance are represented as functions of the singular values of
a measurement operator corresponding to the outcome. Using the gradient
vectors of these functions, we plot the information changes versus distur-
bance changes on a plane for various modifications of the measurement, and
show the correlations between the changes. It was found that modifying the
measurement to increase the information tended to increase the disturbance,
indicating a local trade-off relationship. However, because the correlation is
imperfect, the information can be increased with decreasing the disturbance.
We discuss a general scheme that improves the measurement to enhance the
information gain while diminishing the disturbance.
Unlike the cases discussed in previous studies, the trade-off discussed in
this paper concerns an infinitesimal change of a single-outcome process in a
given measurement. The change is not finite, the outcome is not averaged, or
the measurement is not optimized, so our trade-off is entirely local. Conse-
quently, it gives a simple but fundamental relation in the quantum theory of
measurements, thus broadening our perspective of quantum measurements.
The remainder of this paper is organized as follows. Section 2 reviews in-
formation and disturbance for a single outcome of a quantum measurement.
Section 3 finds the steepest ascent and descent directions of the information
and disturbance. In an exemplary case, Sec. 4 determines the local trade-off
between information and disturbance on the basis of the steepest directions
of both quantities. Section 5 correlates the information and disturbance by
plotting their changes on a plane for various measurement modifications,
obtaining a complete picture of the local trade-off. Section 6 discusses our
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general measurement-improvement scheme that increases the information ex-
traction while reducing the disturbance. Section 7 summarizes our results.
2 Preliminaries
To present a self-contained paper, we recall the information and disturbance
for a single outcome of a quantum measurement [21]. Suppose that a quan-
tum system is known to be in a pure state |ψ(a)〉 with probability p(a), where
a = 1, . . . , N . To know the actual state of the system, we perform a quantum
measurement on this system.
A quantum measurement is described by a set of measurement operators
{Mˆm} [22] satisfying ∑
m
Mˆ †mMˆm = Iˆ , (1)
where Iˆ is the identity operator, and the index m denotes an outcome. For
a system in state |ψ(a)〉, outcome m is obtained with probability
p(m|a) = 〈ψ(a)|Mˆ †mMˆm|ψ(a)〉. (2)
After a measurement yielding outcome m, the system’s state changes from
|ψ(a)〉 to
|ψ(m, a)〉 = 1√
p(m|a) Mˆm|ψ(a)〉. (3)
Note that this measurement does not change the system’s state to a mixed
state, because one operator retrieves one outcome. Such a non-classical mea-
surement in the pure state is called an ideal measurement [23]. Here we
demonstrate ideal measurements to clarify their quantum nature.
The outcome m provides information on the state of the system. More
specifically, from the outcome m, one can naturally estimate the system’s
state as |ψ(a′m)〉, where a′m is a that maximizes p(m|a), i.e., p(m|a′m) =
maxa p(m|a). The quality of this estimate is determined by the estimation
fidelity
G(m) =
∑
a
p(a|m) ∣∣〈ψ(a′m)|ψ(a)〉∣∣2, (4)
where we have used the conditional probability of the system’s state being
|ψ(a)〉 given outcome m:
p(a|m) = p(m|a) p(a)
p(m)
. (5)
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The total probability of m is
p(m) =
∑
a
p(m|a) p(a). (6)
The estimation fidelity G(m) provides a measure of the information provided
by outcome m.
When a measurement yields outcome m, it changes the system’s state
from |ψ(a)〉 to |ψ(m, a)〉 given by Eq. (3). This disturbance of the system
can be quantified by either the size or reversibility of the state change. The
size of the state change can be evaluated by the operation fidelity
F (m) =
∑
a
p(a|m)∣∣〈ψ(a)|ψ(m, a)〉∣∣2, (7)
whereas the reversibility of the state change can be evaluated by performing
reversing measurements [24, 25]. The reversing measurements are described
by another set of measurement operators {Rˆ(m)µ } satisfying∑
µ
Rˆ(m)†µ Rˆ
(m)
µ = Iˆ , (8)
where Rˆ
(m)
µ0 ∝ Mˆ−1m for a particular µ = µ0. When the reversing measurement
yields the preferred outcome µ0, the operator Rˆ
(m)
µ0 reverts the system’s state
from |ψ(m, a)〉 to |ψ(a)〉. The maximum probability of this recovery, obtained
from the best reversing measurement [26], is given by
R(m, a) =
inf |ψ〉 〈ψ|Mˆ †mMˆm|ψ〉
p(m|a) . (9)
Using this probability, the reversibility of the state change can be evaluated
by the physical reversibility
R(m) =
∑
a
p(a|m)R(m, a). (10)
The operation fidelity F (m) and the physical reversibility R(m) quantify the
disturbance caused by obtaining outcome m. Both measures decrease as the
disturbance increases.
To explicitly calculate G(m), F (m), and R(m), we assume a completely
unknown state of the system to be measured. That is, the set of possible
4
states {|ψ(a)〉} consists of all pure states of the system, and p(a) is uniform
according to a normalized invariant measure over the pure states. In this
case, the information and disturbance are functions of the singular values of
Mˆm [21]. Therefore, a measurement with outcome m can be conveniently
expressed by the d-dimensional vector
~λm = (λm1, λm2, . . . , λmd) , (11)
where d is the dimension of the Hilbert space of the system, and the com-
ponents {λmi} are the singular values of Mˆm. By definition, the singular
values are not less than 0. Moreover, by Eq. (1), they cannot exceed 1. For
simplicity, the singular values are sorted in the following descending order:
1 ≥ λm1 ≥ λm2 ≥ · · · ≥ λmd ≥ 0, (12)
where λm1 6= 0. In terms of the singular values, G(m), F (m), and R(m) are
respectively written as [21]
G(m) =
1
d+ 1
(
1 +
λ2m1
σ2m
)
, (13)
F (m) =
1
d+ 1
(
1 +
τ 2m
σ2m
)
, (14)
R(m) = d
(
λ2md
σ2m
)
, (15)
where
σ2m =
d∑
i=1
λ2mi, τm =
d∑
i=1
λmi. (16)
Note that Eqs. (13)–(15) are invariant under rescaling of the singular values
by a constant c,
~λm −→ c~λm, (17)
and under rearrangement of all singular values except λm1 and λmd. Note
also that the maximum singular value λm1 is used in Eq. (13) for G(m), and
the minimum singular value λmd is used in Eq. (15) for R(m).
To determine the allowed region of the information versus disturbance
relationship, we plot all physically possible measurements on an information–
disturbance plane. The allowed regions on the G(m) versus F (m) and G(m)
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versus R(m) planes are presented in Ref. [19]. The regions are formed by
the lines and points corresponding to the measurements represented by the
following vectors:
~m
(d)
k,l (λ) = c ( 1, 1, . . . , 1︸ ︷︷ ︸
k
, λ, λ, . . . , λ︸ ︷︷ ︸
l
, 0, 0, . . . , 0︸ ︷︷ ︸
d−k−l
) (18)
with 0 ≤ λ ≤ 1 and
~p (d)r = c ( 1, 1, . . . , 1︸ ︷︷ ︸
r
, 0, 0, . . . , 0︸ ︷︷ ︸
d−r
). (19)
The maximum G(m) and the minimum F (m) and R(m) are achieved by
the projective measurement ~λm = ~p
(d)
1 , whereas the minimum G(m) and the
maximum F (m) and R(m) are achieved by the identity operation ~λm = ~p
(d)
d .
The upper boundaries of the regions correspond to ~λm = ~m
(d)
1,d−1(λ) and the
lower boundaries correspond to ~λm = ~m
(d)
k,1(λ) for k = 1, 2, . . . , d− 1. As the
upper boundaries are the upper bounds on G(m) for a given F (m) or R(m),
the measurements ~m
(d)
1,d−1(λ) are optimal measurements. When an optimal
measurement provides a large amount of information, it always causes a large
disturbance, because the upper boundaries always have negative slopes [20].
3 Steepest Directions
Herein, we find the directions of steepest ascent and descent of G(m), F (m),
and R(m). Under the conditions of Eq. (12), these directions are not nec-
essarily parallel or antiparallel to the gradient vectors of G(m), F (m), and
R(m). Consider modifying measurement ~λm by an infinitesimal vector ~ǫm as
~λ′m =
~λm + ~ǫm. (20)
After the vector modification ~ǫm, ~λ
′
m must also satisfy the conditions of
Eq. (12). This requirement is demanded only when ~λm has some equal signs
in Eq. (12), because ~ǫm is infinitesimal. In particular, considering the in-
equalities λmd ≥ 0, λm1 ≥ λmi, and λmi ≥ λmd in Eq. (12), ~ǫm should satisfy
~ed · ~ǫm ≥ 0 if λmd = 0, (21)
(~e1 − ~ei) · ~ǫm ≥ 0 if λm1 = λmi, (22)
(~ei − ~ed) · ~ǫm ≥ 0 if λmi = λmd, (23)
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where ~ei is the unit vector along the ith axis. The other inequalities in
Eq. (12) can be ignored by rescaling and rearranging ~λ′m. Without changing
G(m), F (m), and R(m), ~λ′m is rescaled as Eq. (17) to satisfy λ
′
m1 ≤ 1 if
λ′m1 > 1, and is rearranged to satisfy λ
′
mi ≥ λ′mj if λ′mi < λ′mj (i < j with
i 6= 1 and j 6= d). Therefore, from the conditional equations (21)–(23), we
can find the steepest directions of G(m), F (m), and R(m).
The steepest-ascent direction of a function f is usually pointed by its
gradient vector
~∇f =
(
∂f
∂λm1
,
∂f
∂λm2
, . . . ,
∂f
∂λmd
)
. (24)
From Eqs. (13)–(15), the gradient vectors of G(m), F (m), and R(m) are
respectively given by
~∇G(m) = 2
d+ 1
[
λm1
σ2m
(
~e1 − λm1
σ2m
~λm
)]
, (25)
~∇F (m) = 2
d+ 1
[
τm
σ2m
(
~l − τm
σ2m
~λm
)]
, (26)
~∇R(m) = 2d
[
λmd
σ2m
(
~ed − λmd
σ2m
~λm
)]
, (27)
where
~l =
d∑
i=1
~ei. (28)
Their respective magnitudes are given by
∥∥∥~∇G(m)∥∥∥ = 2
d+ 1
(
λm1
σ2m
√
1− λ
2
m1
σ2m
)
, (29)
∥∥∥~∇F (m)∥∥∥ = 2
d+ 1
(
τm
σ2m
√
d− τ
2
m
σ2m
)
, (30)
∥∥∥~∇R(m)∥∥∥ = 2d
(
λmd
σ2m
√
1− λ
2
md
σ2m
)
(31)
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and their respective unit vectors are
~gm =
σm√
σ2m − λ2m1
(
~e1 − λm1
σ2m
~λm
)
, (32)
~fm =
σm√
dσ2m − τ 2m
(
~l − τm
σ2m
~λm
)
, (33)
~rm =
σm√
σ2m − λ2md
(
~ed − λmd
σ2m
~λm
)
. (34)
Clearly, ~ǫm = ǫ~gm and ~ǫm = ǫ ~fm with a positive infinitesimal ǫ satisfy
the conditions of Eqs. (21)–(23). Therefore, the unit vectors in the steepest-
ascent directions of G(m) and F (m) are respectively given by
~g (+)m = ~gm, (35)
~f (+)m =
~fm. (36)
However, ~ǫm = ǫ~rm violates the condition of Eq. (23) if the minimum singular
value is degenerate:
λm(d−nd+1) = λm(d−nd+2) = · · · = λmd, (37)
where nd is the degeneracy of the minimum singular value. In fact, if
λm(d−1) = λmd and i = d− 1, the condition of Eq. (23) is violated as
(~ed−1 − ~ed) · ~rm = − σm√
σ2m − λ2md
< 0. (38)
In this case, ~rm points from the boundary λm(d−1) = λmd into the forbidden
region λm(d−1) < λmd (see Fig. 1). In the forbidden region, ~λ
′
m =
~λm + ~ǫm
should be rearranged such that λ′md is smaller than the other singular values,
meaning thatR(m) decreases rather than increases. For example, when d = 3
and ~λm = (1, 1/2, 1/2), ~ǫm = ǫ~rm generates
~λ′m =
(
1− 2ǫ√
30
,
1
2
− ǫ√
30
,
1
2
+
5ǫ√
30
)
After rearranging−→
(
1− 2ǫ√
30
,
1
2
+
5ǫ√
30
,
1
2
− ǫ√
30
)
, (39)
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λmd
r
→
m
r
→
m′
e
→
d
     d(  −1)λm      =λmd
λm    (  −1) d
   
−1 e
→
d−
Figure 1: Gradient vector of R(m) on the boundary λm(d−1) = λmd
R(m) decreases from 1/2 to (1/2)− (2ǫ/√30). Hence, ~rm does not point in
the direction of steepest ascent of R(m) if λm(d−1) = λmd.
If λm(d−1) = λmd, the direction of steepest ascent of R(m) is pointed by
the vector ~r ′m obtained by projecting ~rm onto the boundary, as shown in
Fig. 1. Using the normal vector of the boundary,
~n =
1√
2
(~ed−1 − ~ed) , (40)
the projected vector is given by
~r ′m =
σm√
σ2m − λ2md
(
~ed−1 + ~ed
2
− λmd
σ2m
~λm
)
, (41)
which satisfies the condition of Eq. (23) when i = d−1. However, if λm(d−2) =
λmd, the condition of Eq. (23) is violated when i = d− 2. In that case, ~r ′m is
again projected onto the boundary λm(d−2) = λmd using the normal vector
~n ′ =
√
2
3
(
~ed−2 − ~ed−1 + ~ed
2
)
. (42)
In general, if the degeneracy of the minimum singular value is nd, ~rm should
be projected (nd−1) times to satisfy the condition of Eq. (23) for all i. After
normalizing the projected vector, the unit vector in the direction of steepest
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ascent of R(m) is determined as
~r (+)m =
√
nd σm√
σ2m − ndλ2md
(
1
nd
~l ′nd −
λmd
σ2m
~λm
)
, (43)
where
~l ′n =
d∑
i=d−n+1
~ei. (44)
The angle θr between ~r
(+)
m and ~rm is given by
cos θr = ~r
(+)
m · ~rm =
√
σ2m − ndλ2md
nd (σ2m − λ2md)
. (45)
Similarly, the steepest-descent direction of a function f is not necessarily
pointed by −~∇f under the conditions of Eqs. (21)–(23). For example, ~ǫm =
−ǫ~gm violates the condition of Eq. (22) if the maximum singular value is
degenerate:
λm1 = λm2 = · · · = λmn1 , (46)
where n1 is the degeneracy of the maximum singular value. By projecting
and normalizing −~gm, the unit vector in the steepest-descent direction of
G(m) is given by
~g (−)m = −
√
n1 σm√
σ2m − n1λ2m1
(
1
n1
~ln1 −
λm1
σ2m
~λm
)
, (47)
where
~ln =
n∑
i=1
~ei. (48)
The angle θg between ~g
(−)
m and −~gm is given by
cos θg = −~g (−)m · ~gm =
√
σ2m − n1λ2m1
n1 (σ2m − λ2m1)
. (49)
Moreover, ~ǫm = −ǫ ~fm violates the condition of Eq. (21) if some singular
values are 0:
λm(d−n0+1) = λm(d−n0+2) = · · · = λmd = 0, (50)
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where n0 is the degeneracy of the singular value 0. Of course, n0 = 0 if
λmd 6= 0, and n0 = nd if λmd = 0. By projecting and normalizing −~fm, the
unit vector in the steepest-descent direction of F (m) is given by
~f (−)m = −
σm√
(d− n0) σ2m − τ 2m
(
~ld−n0 −
τm
σ2m
~λm
)
. (51)
The angle θf between ~f
(−)
m and −~fm is given by
cos θf = −~f (−)m · ~fm =
√
(d− n0) σ2m − τ 2m
dσ2m − τ 2m
. (52)
Finally, ~ǫm = −ǫ~rm violates the condition of Eq. (21) if λmd = 0, because
−~rm = −~ed. As the projected vector of −~ed on the boundary λmd = 0 is
the zero vector ~0, the unit vector in the steepest-descent direction of R(m)
is given by
~r (−)m = −δn0,0 ~rm, (53)
because n0 6= 0 if λmd = 0.
Summarizing the above, for a measurement ~λm, the directions of steepest
ascent and descent of G(m) are given by Eqs. (35) and (47), respectively,
where Eq. (35) uses the unit gradient vector in Eq. (32). Meanwhile, the
directions of steepest ascent and descent of F (m) are given by Eqs. (36) and
(51), respectively, where Eq. (36) uses the unit gradient vector in Eq. (33).
Finally, the directions of steepest ascent and descent of R(m) are given by
Eqs. (43) and (53), respectively, where Eq. (53) uses the unit gradient vector
in Eq. (34). All of these vectors are orthogonal to ~λm:
~λm · ~gm = ~λm · ~g (±)m = 0, (54)
~λm · ~fm = ~λm · ~f (±)m = 0, (55)
~λm · ~rm = ~λm · ~r (±)m = 0. (56)
This is because G(m), F (m), and R(m) are invariant under the rescaling
operation in Eq. (17).
When a zero vector is normalized, the above equations give ~0/0 or 0/0.
For example, when ~λm = ~p
(d)
1 , Eq. (32) gives ~gm = ~0/0 because ~∇G(m) = ~0
from Eq. (25). Note that the limit of ~gm as ~λm → ~p (d)1 does not exist. In
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such cases, it is simple and proper to assume that
~0
0
= ~0,
0
0
= 0. (57)
Assuming Eq. (57), we obtain
~gm = ~g
(+)
m = ~0, cos θg = 0 at
~λm = ~p
(d)
1 , (58)
~fm = ~f
(+)
m = ~r
(+)
m = ~0, cos θf = 0 at
~λm = ~p
(d)
d , (59)
~g (−)m =
~f (−)m = ~0 at
~λm = ~p
(d)
r (60)
with r = 1, 2, . . . , d.
4 Local Trade-off
We now derive the local trade-off between the information and disturbance in
terms of their steepest directions. When a measurement is slightly modified
to increase the amount of obtained information, it usually increases the dis-
turbance in the system. This local trade-off depends on the angle between
the steepest directions of the information and disturbance. On the basis
of this angle, we discuss the local trade-off in two information–disturbance
pairs: G(m) versus F (m) and G(m) versus R(m).
We first consider G(m) and F (m) as an information–disturbance pair.
The angle between the steepest-ascent directions of G(m) and F (m) is rep-
resented by the dot product
C
(++)
GF = ~g
(+)
m · ~f (+)m . (61)
Because the two vectors are normalized, the dot product is simply the cosine
of the angle. Inserting Eqs. (32) and (33) into Eqs. (35) and (36), respectively,
its value is determined as
C
(++)
GF = −
τmλm1 − σ2m√
(σ2m − λ2m1) (dσ2m − τ 2m)
≤ 0, (62)
which is a function of ~λm. Note that by Eq. (57), C
(++)
GF = 0 if
~λm = ~p
(d)
1 or
~λm = ~p
(d)
d . The last inequality of Eq. (62) is proven as
τmλm1 − σ2m =
∑
i
λmi(λm1 − λmi) ≥ 0. (63)
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C
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G
F
G(m)
P1P2P3P4
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.26  0.28  0.3  0.32  0.34  0.36  0.38  0.4
(1,3)
(3,1)
(2,1)
(1,1)
(2,2)
(1,2)
Figure 2: Possible range of C
(++)
GF as a function of G(m) in d = 4
As C
(++)
GF ≤ 0, the angle between ~g (+)m and ~f (+)m is either right or obtuse. The
maximum value C
(++)
GF = 0 is achieved at
~λm = ~p
(d)
r , whereas the minimum
value C
(++)
GF = −1 is achieved by the optimal measurements ~λm = ~m(d)1,d−1(λ).
Figure 2 shows the possible range of C
(++)
GF as a function of G(m) in d = 4.
The possible range is determined similarly to Appendix A of Ref. [19]. In
this figure, the point Pr denotes ~p
(d)
r and the line (k, l) denotes ~m
(d)
k,l (λ) as
0 < λ < 1. Interestingly, C
(++)
GF cannot have unique limits as
~λm → ~p (d)1 and
~λm → ~p (d)d , where C(++)GF = 0 by Eqs. (58) and (59). For example, although
both ~m
(4)
3,1(1 − δ) and ~m(4)2,2(1 − δ) become ~p (4)4 when G(m) = 1/4 at δ = 0,
they give different limits of C
(++)
GF as δ → 0, as shown by lines (3, 1) and (2, 2)
in Fig. 2.
Using C
(++)
GF , we now discuss the local trade-off between G(m) and F (m)
for measurement ~λm. When ~λm is modified by ~ǫm as in Eq. (20), G(m) and
F (m) respectively change as follows:
∆G(m) = ~ǫm · ~∇G(m) = (~ǫm · ~gm)
∥∥∥~∇G(m)∥∥∥ , (64)
∆F (m) = ~ǫm · ~∇F (m) =
(
~ǫm · ~fm
)∥∥∥~∇F (m)∥∥∥ . (65)
The angle between ~gm and ~fm cannot be acute because its cosine is
CGF = ~gm · ~fm = C(++)GF ≤ 0. (66)
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Thus, when the modification ~ǫm gives ∆G(m) > 0, the local trade-off usually
gives ∆F (m) < 0. For example, when set to ǫ~g
(+)
m , the modification increases
G(m) as far as possible. In this case, G(m) increases by
[∆G(m)]max = ǫ
∥∥∥~∇G(m)∥∥∥ ≥ 0. (67)
However, under the trade-off relationship, F (m) decreases as
∆F (m) = C
(++)
GF [∆F (m)]max ≤ 0, (68)
where
[∆F (m)]max = ǫ
∥∥∥~∇F (m)∥∥∥ ≥ 0 (69)
is ∆F (m) when F (m) is increased as far as possible by ~ǫm = ǫ ~f
(+)
m . A similar
relation holds after interchanging the roles of G(m) and F (m). This example
demonstrates the local trade-off between G(m) and F (m), which is quantified
by C
(++)
GF .
We next consider G(m) and R(m) as an information–disturbance pair.
Unlike the case of G(m) versus F (m), ~r
(+)
m is not equal to ~rm if nd > 1 under
the condition of Eq. (23) (see Eqs. (34) and (43)). The cosine of the angle
between ~g
(+)
m and ~r
(+)
m is given by
C
(++)
GR = ~g
(+)
m · ~r (+)m . (70)
Using Eqs. (35) and (43), this cosine is calculated as
C
(++)
GR = −
√
nd λm1λmd (1− δnd,d)√
(σ2m − λ2m1) (σ2m − ndλ2md)
≤ 0, (71)
which is a function of ~λm. Note that by Eq. (57), C
(++)
GR = 0 if
~λm = ~p
(d)
1 or
~λm = ~p
(d)
d , where nd = d when
~λm = ~p
(d)
d . As obtained forG(m) versus F (m),
the angle between ~g
(+)
m and ~r
(+)
m is either right or obtuse. The maximum value
C
(++)
GR = 0 is achieved at λmd = 0 or
~λm = ~p
(d)
d , whereas the minimum value
C
(++)
GR = −1 is achieved by the optimal measurements ~λm = ~m(d)1,d−1(λ) using
nd = d− 1.
Figure 3 shows the possible range of C
(++)
GR as a function of G(m) in d = 4.
The dotted line (1, d− 1)n denotes
~λm = c ( 1, λ+ δ, λ+ δ, . . . , λ+ δ︸ ︷︷ ︸
d−n−1
, λ, λ, . . . , λ︸ ︷︷ ︸
n
), (72)
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Figure 3: Possible range of C
(++)
GR as a function of G(m) in d = 4
with 0 < λ < 1 using nd = n but δ → 0. The points on this line are excluded
from the possible region because C
(++)
GR jumps to −1 when nd = d − 1 at
δ = 0. Apart from the straight line C
(++)
GR = −1 defined by the optimal
measurements, the region is divided into d − 2 overlapping subregions. The
nth subregion, enclosed by the lines (d−n, n), (1, d−n− 1), and (1, d− 1)n,
is generated by measurements having nd = n. Similarly to the case of G(m)
versus F (m), C
(++)
GR cannot have unique limits as
~λm → ~p (d)1 and ~λm → ~p (d)d ,
where C
(++)
GR = 0 by Eqs. (58) and (59).
In contrast, the cosine of the angle between ~gm and ~rm is given by
CGR = ~gm · ~rm. (73)
From Eqs. (32) and (34), this cosine is explicitly given by
CGR = − λm1λmd√
(σ2m − λ2m1) (σ2m − λ2md)
≤ 0. (74)
The possible region of CGR equals the first subregion of C
(++)
GR plus the points
on the line (1, d − 1)1, because in the CGR calculation, nd = 1 for any ~λm.
Thus, CGR = −1 cannot be achieved by any measurement. Although the
optimal measurements ~m
(d)
1,d−1(λ) correspond to the lower boundary (1, d−1)1
of the possible region of CGR, they give
CGR = − 1√
(d− 1) [1 + (d− 2)λ2] > −1 (75)
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depending on λ. From Eq. (45), C
(++)
GR and CGR are related as
CGR = C
(++)
GR cos θr (76)
if ~λm 6= ~p (d)d . If ~λm = ~p (d)d , C(++)GR = cos θr = 0 but CGR = −1/(d− 1).
Using C
(++)
GR with CGR, we discuss the local trade-off between G(m) and
R(m) for measurement ~λm. When ~λm is modified by ~ǫm, R(m) changes by
∆R(m) = ~ǫm · ~∇R(m) = (~ǫm · ~rm)
∥∥∥~∇R(m)∥∥∥ . (77)
The angle between ~gm and ~rm cannot be acute because CGR ≤ 0. Thus,
when the modification ~ǫm gives ∆G(m) > 0, the local trade-off usually gives
∆R(m) < 0. For example, when ~ǫm is set to ǫ~g
(+)
m for ~λm 6= ~p (d)d , G(m) is
increased as far as possible but R(m) decreases as
∆R(m) = C
(++)
GR [∆R(m)]max ≤ 0 (78)
by Eq. (76), where
[∆R(m)]max = ǫ
∥∥∥~∇R(m)∥∥∥ cos θr ≥ 0. (79)
When R(m) is increased as far as possible by ~ǫm = ǫ~r
(+)
m (not by ~ǫm =
ǫ~rm), Eq. (79) becomes ∆R(m). Note that ~ǫm = ǫ~rm is forbidden under the
condition of Eq. (23). A similar relation holds after interchanging the roles
of G(m) and R(m). This example demonstrates the local trade-off between
G(m) and R(m), which is quantified by C
(++)
GR rather than CGR.
5 Correlations
To completely understand the local trade-off, we correlate the information
change with the disturbance change by plotting the two changes on a plane for
various measurement modifications. The points to be plotted are distributed
in a region enclosed by four elliptical arcs. Herein, we show that these four
arcs are characterized by four different angles between the steepest directions
of the information and disturbance.
The changes in the G(m) versus F (m) information–disturbance pair of a
measurement ~λm after a modification ~ǫm (Eqs. (64) and (65), respectively)
16
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Figure 4: Correlations between ∆gm and ∆fm for six different measurements
in d = 4
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are normalized as
∆gm =
∆G(m)
‖~ǫm‖
∥∥∥~∇G(m)∥∥∥ =
~ǫm
‖~ǫm‖ · ~gm, (80)
∆fm =
∆F (m)
‖~ǫm‖
∥∥∥~∇F (m)∥∥∥ =
~ǫm
‖~ǫm‖ ·
~fm. (81)
The correlations between ∆gm and ∆fm are clarified in Fig. 4. The points
in this figure were generated after 250 random modifications of six mea-
surements in d = 4 satisfying the conditions of Eqs. (21) and (22) with
‖~ǫm‖ = 0.01. Here, the condition of Eq. (23) is not imposed on ~ǫm be-
cause R(m) is not involved. Provided that R(m) is excluded, the inequality
λmi ≥ λmd in Eq. (12) can be removed by rearranging ~λ′m such that λ′mi ≥ λ′md
if λ′mi < λ
′
md, without changing G(m) and F (m).
All plotted points lie inside the ellipse ΣGF generated by
ΣGF : ~ǫm = ǫ~gm cos φ+ ǫ ~fm sin φ, (82)
where 0 ≤ φ < 2π. The ellipse ΣGF is described by
(∆gm)
2 + (∆fm)
2 − 2CGF∆gm∆fm = 1− (CGF )2 , (83)
with a tilt angle of −45◦. The shape of ΣGF is characterized by CGF , being
circular when CGF = 0, linear (with slope −1) when CGF = −1, and elliptical
(as described above) otherwise. In Fig. 4, points G± and F± correspond to
~ǫm = ǫ~g
(±)
m and ~ǫm = ǫ ~f
(±)
m , respectively. Their coordinates are given by
G+ :
(
1− δn0,(d−1), C(++)GF
)
,
F+ :
(
C
(++)
GF , 1− δn1,d
)
,
G− :
(
− cos θg, C(−+)GF
)
,
F− :
(
C
(+−)
GF ,− cos θf
)
, (84)
where C
(−+)
GF = ~g
(−)
m · ~f (+)m and C(+−)GF = ~g (+)m · ~f (−)m are respectively given by
C
(−+)
GF =
√
n1 (τmλm1 − σ2m)√
(σ2m − n1λ2m1) (dσ2m − τ 2m)
≥ 0, (85)
C
(+−)
GF =
τmλm1 − σ2m√
(σ2m − λ2m1) [(d− n0)σ2m − τ 2m]
≥ 0. (86)
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Note that by Eq. (58), ~g
(+)
m · ~gm = 0 when n0 = d − 1 and by Eq. (59),
~f
(+)
m · ~fm = 0 when n1 = d. The point G+ is obtained by Eqs. (67) and (68).
If n1 = 1 and n0 = 0, the plotted points are distributed through the whole
region inside ΣGF and the four points G
± and F± are on ΣGF , as shown for
the measurement ~λm = (1, 0.7, 0.5, 0.2) in Fig. 4(a). The tilt of ΣGF indicates
that ∆gm and ∆fm are negatively correlated. In this case, CGF can be related
to the Pearson correlation coefficient using isotropic modifications in the d-
dimensional space. When ~ǫ
(n)
m are normalized to ǫ for n = 1, 2, . . . , Np, they
are assumed to be isotropic as
1
Np
∑
n
ǫ
(n)
mi = 0, (87)
1
Np
∑
n
ǫ
(n)
mi ǫ
(n)
mj =
ǫ2
d
δi,j , (88)
where ǫ
(n)
mi is the ith component of ~ǫ
(n)
m . The Pearson correlation coefficient
of the points obtained using modifications ~ǫ
(n)
m equals CGF . The optimal
measurements ~λm = ~m
(d)
1,d−1(λ) yield a perfect negative correlation CGF = −1.
Figure 4(b) shows such a case for ~λm = (1, 0.5, 0.5, 0.5), where ΣGF is a
straight line. Conversely, the non-correlated case CGF = 0 is prohibited
when n1 = 1 and n0 = 0.
Under the conditions of Eqs. (21) and (22), if n1 > 1 or n0 > 0, the plotted
points distribute only in a subregion of the region enclosed by ΣGF . These
cases are presented in Fig. 4(c) for ~λm = (1, 1, 0.5, 0.2) with n1 = 2, Fig. 4(d)
for ~λm = (1, 0.7, 0.5, 0) with n0 = 1, and Fig. 4(e) for ~λm = (1, 1, 0.5, 0) with
n1 = 2 and n0 = 1. Although G
+ and F+ are always on ΣGF , G
− is not on
ΣGF if n1 > 1, and F
− is not on ΣGF if n0 > 0. The boundary ΓGF of the
subregion consists of four curves connecting the four points G+, F+, G−, and
F−. These curves are generated as follows:
G+ → F+ : ~ǫm = ǫ~g (+)m cosφ+ ǫ ~f (+)m sin φ,
F+ → G− : ~ǫm = ǫ~g (−)m sinφ+ ǫ ~f (+)m cos φ,
G− → F− : ~ǫm = ǫ~g (−)m cosφ+ ǫ ~f (−)m sin φ,
F− → G+ : ~ǫm = ǫ~g (+)m sinφ+ ǫ ~f (−)m cos φ, (89)
where 0 ≤ φ < π/2.
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The shape of ΓGF is characterized by four angles between the steepest
directions: C
(++)
GF , C
(−+)
GF , C
(+−)
GF , and C
(−−)
GF = ~g
(−)
m · ~f (−)m . The latter is given
by
C
(−−)
GF = −
√
n1 (τmλm1 − σ2m)√
(σ2m − n1λ2m1) [(d− n0) σ2m − τ 2m]
≤ 0. (90)
These terms are related as follows:
C
(++)
GF = −C(−+)GF cos θg = C(−−)GF cos θg cos θf
= −C(+−)GF cos θf = CGF . (91)
Between G+ and F+, the boundary ΓGF is an arc of the ellipse ΣGF given
by Eq. (83) with CGF = C
(++)
GF , but between F
+ and G−, it is an arc of the
ellipse described by
(∆g′m)
2
+ (∆fm)
2 + 2C
(−+)
GF ∆g
′
m∆fm = 1−
[
C
(−+)
GF
]2
, (92)
where we have used ∆g′m = ∆gm/ cos θg and Eq. (91). This ellipse is obtained
by horizontally compressing the ellipse ΣGF by a factor of 1/ cos θg and re-
placing CGF with −C(−+)GF = CGF/ cos θg. When C(−+)GF = 0, this ellipse is
untilted with axes cos θg and 1, but when C
(−+)
GF = 1, it collapses to a straight
line with slope −1/ cos θg (i.e., F+ coincides with G−). Similarly, ΓGF is an
arc of the ellipse described by
(∆g′m)
2
+ (∆f ′m)
2 − 2C(−−)GF ∆g′m∆f ′m = 1−
[
C
(−−)
GF
]2
(93)
with ∆f ′m = ∆fm/ cos θf between G
− and F−, and is an arc of the ellipse
described by
(∆gm)
2 + (∆f ′m)
2
+ 2C
(+−)
GF ∆gm∆f
′
m = 1−
[
C
(+−)
GF
]2
(94)
between F− and G+.
Therefore, we can naturally represent the correlation between ∆gm and
∆fm by the four coefficients C
(++)
GF , −C(−+)GF , C(−−)GF , and −C(+−)GF . For exam-
ple, in Fig. 4(c), C
(++)
GF = −C(+−)GF = −0.26 and C(−−)GF = −C(−+)GF = −0.79,
denoting that ΓGF is flatter in the left region of the straight line between F
+
and F− than in the right region. In Fig. 4(d), C
(++)
GF = −C(−+)GF = −0.37 and
C
(−−)
GF = −C(+−)GF = −0.87, denoting that ΓGF is flatter in the lower region of
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the straight line between G+ and G− than in the upper region. In Fig. 4(e),
ΓGF is linear between G
− and F− because C
(−−)
GF = −1. If n1 = 1 and n0 = 0,
the four coefficients are equal as shown in Fig. 4(a).
Unfortunately, the case of CGF = 0 is anomalous. This case occurs when
~λm = ~p
(d)
r with r = 1, 2, . . . , d, for which C
(±±)
GF = 0 with n1 = r and
n0 = d− r. If r 6= 1 and r 6= d, ΓGF is the first-quadrant quarter of the circle
ΣGF (see Fig. 4(f) for ~λm = (1, 1, 0, 0)) although C
(−+)
GF = C
(−−)
GF = C
(+−)
GF = 0,
because cos θg = cos θf = 0 by Eq. (60). Conversely, if r = 1 or r = d, ΣGF
collapses to a straight line although CGF = 0, because ∆gm = 0 by Eq. (58)
or ∆fm = 0 by Eq. (59). Specifically, when r = 1, ΣGF is the straight
line between (0, 1) and (0,−1) and ΓGF is the straight line between (0, 1)
and (0, 0), whereas when r = d, ΣGF is the straight line between (1, 0) and
(−1, 0) and ΓGF is the straight line between (1, 0) and (0, 0).
Similarly, the normalized changes of the G(m) versus R(m) information–
disturbance pair are derived from Eqs. (80) and (77) respectively as
∆rm =
∆R(m)
‖~ǫm‖
∥∥∥~∇R(m)∥∥∥ =
~ǫm
‖~ǫm‖ · ~rm. (95)
The correlations between ∆gm and ∆rm are plotted in Fig. 5. The points
were generated from 250 random modifications of six measurements in d = 4
satisfying the conditions of Eqs. (21)–(23) with ‖~ǫm‖ = 0.01. The ellipse
ΣGR
ΣGR : ~ǫm = ǫ~gm cosφ+ ǫ~rm sin φ (96)
with 0 ≤ φ < 2π, described by
(∆gm)
2 + (∆rm)
2 − 2CGR∆gm∆rm = 1− (CGR)2 , (97)
has a tilt angle of −45◦. The shape of ΣGR is characterized by CGR, even
though CGR cannot be −1 (unlike CGF ). The points G± and R± correspond
to ~ǫm = ǫ~g
(±)
m and ~ǫm = ǫ~r
(±)
m , respectively. Their coordinates are given by
G+ :
(
1− δn0,(d−1),−C(+−)GR
)
,
R+ :
(
C
(++)
GR , cos θr
)
,
G− :
(
− cos θg,−C(−−)GR
)
,
R− :
(
C
(+−)
GR ,−δn0,0
)
, (98)
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Figure 5: Correlations between ∆gm and ∆rm for six different measurements
in d = 4
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where C
(+−)
GR = ~g
(+)
m · ~r (−)m and C(−−)GR = ~g (−)m · ~r (−)m are respectively given by
C
(+−)
GR = −CGR ≥ 0, (99)
C
(−−)
GR = −
√
n1 λm1λmd (1− δn1,d)√
(σ2m − n1λ2m1) (σ2m − λ2md)
≤ 0. (100)
If n1 = nd = 1 and n0 = 0, the plotted points are distributed throughout
the whole region inside ΣGR and the four points G
± and R± are on ΣGR.
This situation is described in Fig. 5(a) for ~λm = (1, 0.7, 0.5, 0.2). Otherwise,
under the conditions of Eqs. (21)–(23), the plotted points distribute only
in a subregion of the region enclosed by ΣGR. This scenario is illustrated
in Fig. 5(b) for ~λm = (1, 0.7, 0.5, 0.5) with nd = 2, and in Fig. 5(c) for
~λm = (1, 1, 0.5, 0.5) with n1 = nd = 2. Although G
+ is always on ΣGR, R
+
is not on ΣGR if nd > 1, G
− is not on ΣGR if n1 > 1, and R
− is not on
ΣGR if n0 > 0. The boundary ΓGR of the subregion consists of four curves
connecting the four points G+, R+, G−, and R−. These curves are generated
by a similar equation to Eq. (89), but using ~r
(±)
m instead of ~f
(±)
m .
The shape of ΓGR is characterized by four angles between the steepest
directions: C
(++)
GR , C
(−−)
GR , C
(+−)
GR , and C
(−+)
GR = ~g
(−)
m · ~r (+)m . The latter is given
by
C
(−+)
GR =
√
n1nd λm1λmd (1− δnd,d)√
(σ2m − n1λ2m1) (σ2m − ndλ2md)
≥ 0. (101)
These terms are related as follows:
C
(++)
GR cos θr = −C(−+)GR cos θg cos θr
= C
(−−)
GR cos θg = −C(+−)GR = CGR (102)
if ~λm 6= ~p (d)d , and if ~λm = ~p (d)d , C(++)GR = C(−+)GR = C(−−)GR = 0 and CGR =
−C(+−)GR = −1/(d − 1). Between G+ and R+, the boundary ΓGR is an arc of
the ellipse described by
(∆gm)
2 + (∆r′m)
2 − 2C(++)GR ∆gm∆r′m = 1−
[
C
(++)
GR
]2
, (103)
where ∆r′m = ∆rm/ cos θr and by Eq. (102) if
~λm 6= ~p (d)d . This ellipse is
obtained by vertically compressing the ellipse ΣGR in Eq. (97) by a factor of
1/ cos θr and replacing CGR with C
(++)
GR = CGR/ cos θr. When C
(++)
GR = 0, this
ellipse is untilted with axes 1 and cos θr, and when C
(++)
GR = −1, it collapses
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to a straight line with slope − cos θr. Similarly, ΓGR is an arc of the ellipse
described by
(∆g′m)
2
+ (∆r′m)
2
+ 2C
(−+)
GR ∆g
′
m∆r
′
m = 1−
[
C
(−+)
GR
]2
(104)
between R+ and G−, an arc of the ellipse described by
(∆g′m)
2
+ (∆rm)
2 − 2C(−−)GR ∆g′m∆rm = 1−
[
C
(−−)
GR
]2
(105)
between G− and R− if ~λm 6= ~p (d)d and λmd 6= 0, and an arc of ΣGR with
CGR = −C(+−)GR between R− and G+ if λmd 6= 0. The cases of ~λm = ~p (d)d and
λmd = 0 are anomalous, as discussed later.
Therefore, we can naturally represent the correlation between ∆gm and
∆rm by the four coefficients C
(++)
GR , −C(−+)GR , C(−−)GR , and −C(+−)GR . For exam-
ple, in Fig. 5(b), C
(++)
GR = −C(−+)GR = −0.58 and C(−−)GR = −C(+−)GR = −0.38,
denoting that ΓGR is flatter in the upper region of the straight line between
G+ and G− than in the lower region. In Fig. 5(c), R+ coincides with G−
because C
(−+)
GR = 1. For the optimal measurement
~λm = (1, 0.5, 0.5, 0.5),
ΓGR is linear between G
+ and R+ because C
(++)
GR = −1 (see Fig. 5(d)). If
n1 = nd = 1 and n0 = 0, the four coefficients are equal as shown in Fig. 5(a).
The cases of CGR = 0 and C
(++)
GR = 0 are anomalous. The case of CGR = 0
occurs when λmd = 0, for which C
(±±)
GR = 0 with n0 > 0. If λmd = 0 but
~λm 6= ~p (d)1 , ΣGR is a circle but ΓGR consists of two untilted elliptical arcs
connecting (1, 0), (0, 1/
√
nd), and (− cos θg, 0) with a straight line extending
from (− cos θg, 0) to (1, 0) (see Fig. 5(e) for ~λm = (1, 0.5, 0, 0)) although
C
(−−)
GR = C
(−+)
GR = 0, because ~r
(−)
m = ~0 by Eq. (53). If ~λm = ~p
(d)
1 , ΣGR is a
vertical straight line by Eq. (58) although CGR = 0 (as similarly observed in
the G(m) versus F (m) correlations). Of course, when λmd = 0, ∆R(m) = 0
to first-order in ~ǫm even when ∆rm 6= 0, because∥∥∥~∇R(m)∥∥∥ = 0 (106)
by Eq. (31). In contrast, the case of C
(++)
GR = 0 occurs when not only λmd = 0
but also ~λm = ~p
(d)
d . If
~λm = ~p
(d)
d , ΓGR is the sector of the tilted ellipse ΣGR
with CGR = −1/(d−1) (see Fig. 5(f)) although C(++)GR = C(−+)GR = C(−−)GR = 0,
because cos θr = cos θg = 0 by Eqs. (59) and (60).
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Figures 4 and 5 are consistent with the allowed regions of information
versus disturbance in Ref. [19], and with the slopes of their boundaries in
Ref. [20]. Figure 4(f) reproduces the neighborhood of point P2 in the single-
outcome region of Fig. 1(a) in Ref. [19], and Fig. 4(b) reproduces the upper
boundary (1, 3) around G(m) = 0.31 without its lower neighborhood derived
from the higher-order terms in ~ǫm. Meanwhile, Fig. 4(e) reproduces the
lower boundary (2, 1) around G(m) = 0.29. The slopes ∆fm/∆gm = −1
in Fig. 4(b) and ∆fm/∆gm = − cos θf/ cos θg in Fig. 4(e) accord with the
boundary slope dF (m)/dG(m) in Ref. [20] via Eqs. (29) and (30). Similarly,
panels (d), (e), and (f) of Fig. 5 reproduce the upper boundary (1, 3) around
G(m) = 0.31, the lower boundary R(m) = 0 around G(m) = 0.36, and
the neighborhood of point P4, respectively, of Fig. 1(b) in Ref. [19]. The
slope ∆rm/∆gm = − cos θr in Fig. 5(d) accords with the boundary slope
dR(m)/dG(m) in Ref. [20] via Eqs. (29) and (31).
6 Improvement
Finally, we attempt to increase the information extraction of a measurement
while diminishing the disturbance. Although modifying a measurement to
increase the information normally increases the disturbance, the informa-
tion can plausibly be increased while decreasing the disturbance. Herein, we
discuss a general improvement scheme in which the improvability is deter-
mined by the angle between the steepest directions of the information and
disturbance.
We first improve a measurement ~λm in terms of the G(m) versus F (m)
information–disturbance pair. The modification ~ǫm should ensure positive
values of ∆G(m) in Eq. (64) and ∆F (m) in Eq. (65). A best choice of ~ǫm is
~ǫm = ǫ
(
~g (+)m +
~f (+)m
)
, (107)
which increases both G(m) and F (m) at the same ratio to Eqs. (67) and
(69), respectively:
∆G(m) =
(
1 + C
(++)
GF
)
[∆G(m)]max ≥ 0, (108)
∆F (m) =
(
1 + C
(++)
GF
)
[∆F (m)]max ≥ 0. (109)
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Figure 6: Transitions of {λmi} and 1 + C(++)GF as functions of Nm in d = 4
Thus, we can naturally define the improvability of a measurement as 1 +
C
(++)
GF . Clearly, the optimal measurements
~λm = ~m
(d)
1,d−1(λ) are not improv-
able because C
(++)
GF = −1. In fact, when C(++)GF = −1, no modification ~ǫm
obtains ∆G(m) > 0 and ∆F (m) > 0, because these modifications depart
from the perfect negative correlation between ∆gm and ∆fm (see Fig. 4(b)).
Unfortunately, being singular points of C
(++)
GF , the projective measurement
~λm = ~p
(d)
1 and the identity operation
~λm = ~p
(d)
d are exceptions to this rule.
These singular points cannot be improved even when C
(++)
GF = 0, because
they have already reached the maximum G(m) or F (m).
The modified measurement is also improvable if ~λ′m =
~λm + ~ǫm yields
C
(++)
GF 6= −1. The modification can be repeated until the measurement is
optimized as C
(++)
GF = −1. For example, consider modifying a measurement
~λm = (0.8, 0.7, 0.4, 0) by iterating Eq. (107) with ǫ = 0.05 in d = 4. Figure 6
shows the transitions of {λmi} and 1 + C(++)GF as functions of Nm, where
Nm is the number of modifications. As Nm increases, C
(++)
GF monotonously
decreases to −1 and exhibits no further change thereafter. At the resultant
optimal measurement ~λm = (0.93, 0.39, 0.39, 0.39), G(m) and F (m) increase
from 0.30 and 0.76 respectively in the original measurement state to 0.33 and
0.87, respectively.
In general, an improved measurement has less improvability than the
original measurement. For a general ~ǫm, the change in C
(++)
GF is related to
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∆G(m) and ∆F (m) as
∆C
(++)
GF =
(d+ 1)σ4m
2 (τmλm1 − σ2m)
[
τm − λm1
λm1 (σ2m − λ2m1)
∆G(m)
+
dλm1 − τm
τm (dσ2m − τ 2m)
∆F (m)
]
C
(++)
GF . (110)
Note that in this expression, ∆C
(++)
GF < 0 if ∆G(m) > 0 and ∆F (m) > 0.
Equation (110) can be proven by expanding ∆G(m), ∆F (m), and ∆C
(++)
GF
in terms of ∆λm1, ∆τm, and ∆σ
2
m:
∆G(m) =
2
d+ 1
[
λm1
σ2m
(
∆λm1 − λm1
2σ2m
∆σ2m
)]
, (111)
∆F (m) =
2
d+ 1
[
τm
σ2m
(
∆τm − τm
2σ2m
∆σ2m
)]
, (112)
and the term ∆C
(++)
GF can be expanded similarly.
We now consider the G(m) versus R(m) information–disturbance pair. A
best choice of ~ǫm is
~ǫm = ǫ
(
~g (+)m + ~r
(+)
m
)
, (113)
which increases both G(m) and R(m) at the same ratio to Eqs. (67) and
(79), respectively:
∆G(m) =
(
1 + C
(++)
GR
)
[∆G(m)]max ≥ 0, (114)
∆R(m) =
(
1 + C
(++)
GR
)
[∆R(m)]max ≥ 0. (115)
As in the G(m) versus F (m) correlation, we can naturally define the im-
provability of a measurement by 1 + C
(++)
GR . The optimal measurements
~λm = ~m
(d)
1,d−1(λ) are not improvable because C
(++)
GR = −1. In fact, when
C
(++)
GR = −1, no modification ~ǫm obtains ∆G(m) > 0 and ∆R(m) > 0,
because these modifications depart from the linearity of ΓGR between G
+
and R+ (see Fig. 5(d)). Being singular points of C
(++)
GR , the projective mea-
surement ~λm = ~p
(d)
1 and the identity operation
~λm = ~p
(d)
d are exceptions to
this rule. These singular points cannot be improved even when C
(++)
GR = 0,
because they have already reached the maximum G(m) or R(m).
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Figure 7: Transitions of {λmi} and 1 + C(++)GR as functions of Nm in d = 4
The modification can be repeated until the measurement is optimized
as C
(++)
GR = −1. For example, consider modifying ~λm = (0.8, 0.7, 0.4, 0) by
iterating Eq. (113) with ǫ = 0.01 in d = 4. Figure 7 shows the transitions
of {λmi} and 1 +C(++)GR as functions of Nm. Although C(++)GR discontinuously
jumps at each change in nd, it monotonously decreases to −1 with increasing
Nm until nd = d−1. At this point, C(++)GR becomes −1 and no further change
occurs. If λm1 > 1 after a modification, ~λm is renormalized to λm1 = 1
by the rescaling operation in Eq. (17). Moreover, if λm(4−nd) < λm4 after a
modification and the descending order is broken, the modification is redone
using a temporarily reduced ǫ satisfying λm(4−nd) = λm4 to increase nd. At the
resultant optimal measurement ~λm = (1, 0.31, 0.31, 0.31), G(m) and R(m)
increase from 0.30 and 0 respectively in the original measurement state to
0.35 and 0.30, respectively.
As observed for the G(m) versus F (m) correlations, an improved mea-
surement has less improvability than the original measurement. For a general
~ǫm that does not change nd, the change in C
(++)
GR is related to ∆G(m) and
∆R(m) as
∆C
(++)
GR =
σ4m
2
[
d+ 1
λ2m1 (σ
2
m − λ2m1)
∆G(m)
+
1
dλ2md (σ
2
m − ndλ2md)
∆R(m)
]
C
(++)
GR . (116)
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Note that in this expression, ∆C
(++)
GR < 0 if ∆G(m) > 0 and ∆R(m) > 0.
Equation (116) can be proven by expanding ∆G(m), ∆R(m), and ∆C
(++)
GR
in terms of ∆λm1, ∆λmd, and ∆σ
2
m: Eq. (111),
∆R(m) = 2d
[
λmd
σ2m
(
∆λmd − λmd
2σ2m
∆σ2m
)]
, (117)
and similarly for ∆C
(++)
GR .
Importantly, the modifications given by Eqs. (107) and (113) only slightly
change the probability of the outcome m in Eq. (6). As a function of ~λm,
the probability is calculated as p(m) = σ2m/d. After a modification ~ǫm,
this probability becomes ∆p(m) = 2~ǫm · ~λm/d (to first-order in ~ǫm). By
Eqs. (54)–(56), this probability equals 0 in Eqs. (107) and (113), although
p(m) increases by the second-order term in ~ǫm and decreases when rescaled
by Eq. (17) with λm1 > 1. In practice, p(m) increases from 0.32 to 0.33 in
the case of Fig. 6 and by less than 0.01 in the case of Fig. 7.
7 Summary
We discussed the local trade-off between information and disturbance in
quantum measurements described by a measurement operator Mˆm. As func-
tions of the singular values ~λm of Mˆm, the information was quantified by
the estimation fidelity G(m), whereas the disturbance was quantified by the
operation fidelity F (m) and by the physical reversibility R(m). The steepest
ascent and descent directions of the information and disturbance were de-
rived from their unit gradient vectors. When a measurement is modified to
enhance the information, increased disturbance in the system is the trade-
off. The present study investigated the local trade-off between G(m) and
F (m) and between G(m) and R(m) by plotting their normalized changes on
a plane for various modifications of a measurement. Finally, the modifica-
tions were optimized to enhance the information gain while diminishing the
disturbance.
The above results are entirely general and fundamental to the quantum
theory of measurements. They are applicable to any single-outcome process
of an arbitrary measurement, based neither on averaging over outcomes nor
optimizing over measurements. Consequently, they can broaden our perspec-
tives on quantum measurements, and are potentially useful tools for quantum
information processing and communication.
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